Inverse Scattering and Experimental Characterization of Optical Grating Filters by Waagaard, Ole Henrik
Doctoral thesis
for the degree of doktor ingeniør
Trondheim, February 2006
Norwegian University of
Science and Technology
Fakultet for informasjonsteknologi, matematikk og
elektroteknikk
Institutt for Elektronikk og Telekommunikasjon
Ole Henrik Waagaard
Inverse scattering and
experimental characterization of
optical grating filters
NTNU
Norwegian University of Science and Technology
Doctoral thesis
for the degree of doktor ingeniør
Fakultet for informasjonsteknologi, matematikk og elektroteknikk
Institutt for Elektronikk og Telekommunikasjon
©Ole Henrik Waagaard
ISBN ISBN 82-471-7818-4 (printed ver.)
ISBN ISBN 82-471-7817-6 (electronic ver.)
ISSN 1503-8181
Doctoral Theses at NTNU, 2006:37
Printed by Tapir Uttrykk
Abstract
This thesis mainly studies inverse scattering applied to the field of fiber Bragg grat-
ings. I focus on the layer-peeling inverse scattering algorithm, and use this algorithm
to design gratings and reconstruct their spatial profile from measured complex re-
flection spectra.
Using a discrete grating model, we find necessary and sufficient conditions for
the reflection response to be realizable as a grating of finite length. With the help of
these conditions, a general method for designing gratings with a given finite length
is proposed. The proposed method is demonstrated to give designs with better side
lobe suppression and less ripple than designs based on windowing.
Fiber Bragg gratings is known to be birefringent with slightly polarization-
dependent background index and polarization-dependent effective index contrast.
The birefringence may lead to coupling between polarization modes. Scattering will
now involve two forward-propagating and two backward-propagating modes, and
the response from the grating is characterized by a frequency-dependent reflection
Jones matrix. A polarization-resolved layer-peeling algorithm is developed to re-
construct the polarization-dependent background index and polarization-dependent
effective index contrast from the reflection Jones matrix. Realizability criteria for
birefringent gratings of a finite length is obtained.
In some cases, more than two waveguide modes interact. There may be interac-
tion between bounded modes within a fiber supporting several modes, or between
the core mode and cladding modes in a “single mode” fiber. To handle inverse
scattering in such cases, we have developed a layer-peeling algorithm that takes into
account any number of interacting modes, where the interaction may be both codi-
rectional and contradirectional. The modes may have equal or different propagation
constants. We will show that this method can also be used for discrete multimode
structures and 3D structures.
The complex reflectivity spectrum of gratings is measured with optical frequency
domain reflectometry. The response from a Michelson interferometer, where the
grating constitutes one of the reflectors, is recorded while sweeping the laser. The
measured spectrum is fed into the layer-peeling algorithm for calculation of the
spatial profile of the grating. The method gives satisfactory results for gratings
up to 98-99 %. In order to spatially characterize stronger gratings, the grating is
thermally chirped so that the reflectivity is reduced and the spectral information is
spread over a wider bandwidth. In this way, the spatial profile of a grating with
−66 dB minimum transmission is successfully reconstructed.
A method for measuring the reflection Jones matrix of gratings has been de-
i
ii
veloped. The source polarization is continuously modulated through four states of
polarization that can be represented by four linearly independent Stokes vectors.
This polarization modulation is achieved by placing a Mach-Zehnder-type interfer-
ometer in between the laser and the Michelson interferometer containing the grating.
The polarization modulation interferometer has three paths with different delay and
retardation. It spreads different components of the grating impulse response Jones
matrix into separable bands in the optical time domain. The impulse response is re-
constructed from these bands, and is fed into the polarization-resolved layer-peeling
algorithm to calculate the polarization-dependent index modulation and birefrin-
gence. This measurement setup is used to characterize the polarization dependence
of index modulation resulting from different uv-polarization used to fabricate the
gratings.
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Chapter 1
Introduction
1.1 Background
A fiber Bragg grating (FBG) is a type of optical filter that is formed by periodic
or quasi-periodic perturbation of the refractive index in the core of an optical fiber.
In each period of the perturbation, a small amount of the incident light is scattered
or reflected. When the scattering from all periods adds up in phase, the amount
of reflected light is at maximum. The wavelength of light for which this condition
occurs, is called the Bragg wavelength. Both pitch and amplitude of the perturbation
may vary along the grating, leading to complex gratings with independent control
of reflectivity and group delay.
The formation of permanent gratings by photosensitivity was first observed by
Hill et. al. in 1978 [1]. During experiments where light from an argon laser was
launched into a germanium-doped silica fiber, they observed that as a function
of time, the transmissivity of the fiber dropped and the amount of reflected light
increased. They recognized that this effect was caused by permanent perturbation of
the refractive index. A small portion of the light was reflected from each of the end
faces, resulting in a standing wave pattern. This pattern caused a periodic change
in the refractive index along the fiber. The fiber was photosensitive in the sense
that light formed permanent changes in the refractive index. This type of grating is
commonly known as a “Hill”-grating.
The photosensitivity of fibers generated limited interest until Meltz et. al. [2]
developed a holographic writing technique for gratings based on single-photon ab-
sorption at 244 nm. They inscribed the grating by illuminating the fiber from the
side by an interference pattern formed by two uv-beams. While the “Hill”-gratings
had a grating period given by the wavelength of the uv-light, this method gave the
opportunity to shift the Bragg wavelength to a range used for optical communica-
tion.
Since then, there has been significant attention to exploit this technology in
telecommunications and wavelength division multiplexing (WDM). There has been
some attempts to use FBGs as WDM-filters, but this technology appears not to
be competitive with thin-film technology. However, the technology has found some
niches, especially for stabilization of the emitted power and reduction of the band-
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width of multimode semiconductor lasers, gain flattening of fiber amplifiers, and
dispersion compensation.
Another important application of fiber Bragg grating technology is sensing [3].
The reflected wavelength from the FBG depends on physical properties such as
strain and temperature. By interrogating the FBG with broadband light, the shift
in the peak reflectivity wavelength can be used as a measure for the physical prop-
erty. This type of sensors is passive, and has its advantage over traditional electrical
sensors in terms of immunity to electromagnetic radiation, robustness in hash envi-
ronments, and long distance between sensor and interrogation unit. Applications of
this technology include structural monitoring and measurements of physical param-
eters such as temperature and pressure in hash environments, e.g. in an oil well.
The FBG may also be used with interferometric sensors. In this case, the FBG is
not used for sensing directly, but as reflectors in Fabry-Perot interferometers. By
using sensors with FBGs at different wavelengths, WDM of several sensors on the
same fiber is possible.
In many of the applications mentioned above need good control of the grat-
ing properties. In order to do this, design tools and characterization methods are
required. In this thesis both these two requirements are investigated in detail.
1.2 Thesis outline
This thesis consists of two parts. Each part has its own introduction chapter.
The first part deals with different aspects of inverse scattering applied to the
field of fiber Bragg gratings. In chapter 3, realizability criteria for a finite length
grating are developed, which are used as a basis for a new design algorithm. In
chapter 4, the layer-peeling inverse scattering algorithm is extended to the case of
birefringent reflective gratings, while in chapter 5 the algorithm is extended to any
number of interacting modes.
The second part deals with spatial characterization of fiber Bragg gratings us-
ing optical frequency domain reflectometry (OFDR). Chapter 7 demonstrates that
OFDR in combination with the layer-peeling algorithm can be used to extract the
spatial profile of relatively strong gratings. In chapter 8, thermal chirping is used
to extend the method to gratings with very large grating strength. In chapter 9, a
method for polarization-resolved spatial characterization is developed.
Finally, the thesis is summarized in chapter 10, and some lines for future work
are drawn.
Part I
Inverse scattering theory of optical
grating filters
3

Chapter 2
Inverse scattering
Inverse scattering is the science of extracting structural information about an ob-
ject from the scattered wave fields from the object. Inverse scattering has been
a important tool in applied physics the last century, since much of our knowledge
about the physical world comes from scattering experiments. Inverse scattering has
therefore applications in numerous fields of physics. An overview of many problems
in direct and inverse scattering is collected in a series of books edited by R. Pike
and P. Sabatier [4, 5].
This part of the thesis focuses on electromagnetic wave inverse scattering, more
specifically on scattering of light in optical fibers. It should be pointed out the close
relation with other fields of physics such as acoustic wave inverse scattering and
quantum mechanical potential inverse scattering. For simplicity, consider scatter-
ing of scalar fields along a line (one-dimensional scattering). Quantum mechanical
potential scattering is governed by the Schro¨dinger equation,(
∂2
∂x2
+ k2 − V (x)
)
ψ(x, k) = 0, (2.1)
where ψ(x, k) is the field, k is the wavenumber and V (x) is the scattering potential.
Electromagnetical and acoustical waves are scattered by perturbations of the
wave velocity (or the impedance) of the medium. The local wave velocity in the
medium can be written c(x) = c0/(n¯+∆n(x)), where in the case of electromagnetic
scattering, c0 is the velocity of light, n¯ is the refractive index and ∆n(x) is the
perturbation of the index. The local wavenumber is given by k(x) = ω/c(x) =
(n¯+∆n(x))ω/c0 = k(1+∆n(x)/n¯), where k is the wavenumber of the unperturbed
waveguide. When ∆n(x) ¿ n¯, k(x)2 ≈ k2 + 2k2∆n(x)/n¯. Inserting k(x) into the
Helmholtz equation gives(
∂2
∂x2
+ k(x)2
)
ψ(x, k) ≈
(
∂2
∂x2
+ k2 + 2k2∆n(x)/n¯
)
ψ(x, k) = 0. (2.2)
With V (x) = −2k2∆n(x)/n¯, we find that there is a close relationship between quan-
tum mechanical potential scattering, electromagnetic and acoustic wave scattering.
Inverse scattering methods developed for Schro¨dinger equation can therefore often
be applied for electromagnetic and acoustic scattering.
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In one dimension, the field ψ(x, k) is a superposition of a forward(left)-propagating
field component u(x, k) and a backward(right)-propagating field component v(x, k),
and the scattering potential provides coupling between u(x, k) and v(x, k). By writ-
ing ψ(x, k) = u(x, k)+v(x, k), (2.1) can be expressed as first order coupling equations
[6], where the potential V (x) give rise to a coupling function q(x) between u(x, k)
and v(x, k).
Reconstruction of the structural information is obtained from a measurement of
v(x, k) at a fixed position x = x0 to the left of the coupling structure upon excitation
of a known field u(x0, k). When the coupling is weak, one can assume that u(x, k) is
unperturbed by the coupling structure. It this case the coupling function q(x) can be
found from the Fourier transform of v(x0, k)/u(x0, k). This approximation is called
the first Born approximation or the “weak scattering” approximation. It is also a
single scattering approximation, since multiple scattering events are neglected.
With stronger coupling between the forward-propagating and backward-propagating
fields, the coupling function can no longer be found without considering multiple
scattering events, and the first Born approximation does no longer give an accurate
solution for the coupling function q(x). In this case an inverse scattering algorithm
that takes into acount multiple scattering must be used. One such algorithm is the
Gel’fand-Levitan-Machenko (GLM) method [7]. This was the first method that gave
a complete solution to one-dimensional inverse scattering problems. This method
is based on a set of coupled integral equations that gives the relation between two
kernel functions A1(x, y) and A2(x, y) and the reflection response [8]. From these
two integral equations the kernel functions are found. Once the GLM equations are
solved for the kernel functions A1(x, y) and A2(x, y), the coupling function can be
found from q(x) = −2A∗2(x, x).
The GLM equations are complicated to solve numerically, and with a coupling
structure of N layers of length ∆x, the computation complexity becomes O(N3).
Neither do the GLM equations have clear physical interpretations. An alternative
method is the layer-peeling algorithm [9, 10] (may also be called layer-stripping
or dynamic deconvolution). This method is based on causality of the scattering
medium and has therefore a simple physical interpretation: Given a stack of N
layers, the leading edge of the impulse response is caused by a reflection from the
first layer only. Once the reflectivity of the first layer is found, an impulse response
of the structure consisting of layer 2 to N can be found using the inverse transfer
matrix of layer 1. This matrix can be found from the reflectivity of the first layer
using losslessness and reciprocity conditions. The leading edge of this new impulse
response provides the reflectivity of second layer, and so on. The following chapters
deal with the layer-peeling algorithm for design and reconstruction of fiber Bragg
gratings supporting one or multiple propagation modes. The layer-peeling algorithm
is called a differential inverse scattering algorithm, since the solution is a direct
consequence of the first-order coupled-wave equations, and since the structure is
evaluated layer by layer. In the GLM method, the structure is evaluated as a
whole to find the kernel functions from the integral equations. The GLM method is
therefore called an integral inverse scattering algorithm.
The layer-peeling algorithm can be evaluated both in the frequency-domain and
7in the time-domain. In the time-domain, the impulse response is not calculated ex-
plicitly. Instead, the forward-propagating field uj(t) and the backward-propagating
field vj(t) within layer j is evaluated. These fields are found from uj−1(t) and
vj−1(t) using the transfer matrix of layer j − 1, with the initiation u0(t) = δ(t) and
v0(t) = h(t), where δ(t) is the dirac delta-function and h(t) is the impulse response.
From a layer to the next, the reference time is also shifted so that the first sample
uj(t) is always uj(0). Then the leading edge of the impulse response after removing
the first j layers equals vj(0)/uj(0). From this fraction, q(j∆x) can be found. Alter-
natively, frequency-domain implementation can be used. In this case, the solution
can be found by a recursive equation that calculates the reflection spectrum Rj(ω)
for structure after removing the first j layers. This equation is called the Schur
formula, since it is the same as the equation used by Schur for testing the bound-
edness of an analytic function outside the unit circle of the complex plane [9]. The
computation complexity becomes O(N2) for both implementations, and is therefore
much more efficient than the GLM method.
In the nineties, the transverse holographic technique [2, 11, 12] made it possible
to write grating with an almost arbitrary, complex reflection response. Inverse
scattering techniques for designing gratings were first introduced by Song and Shin
[13]. Their method which was based on the GLM method, was restricted to the case
when the reflection spectrum can be written as a rational function. Later, numerical
implementations of the GLM method without the above mentioned constrains on
the reflection spectrum was proposed [8, 14, 15].
In 1999, the use of layer-peeling for the design of gratings where introduced by
Feced et. al. [16]. A similar algorithm was proposed by Poladian [17]. These
algorithms were compared and simplified by Skaar et. al. in [18]. However, it is an
interesting historical note that a polarization-resolved layer-peeling algorithm used
for spatial characterization was presented by Sandel et.al. [19] almost a year before
Feced.
Any reflection function can certainly not be admissible, that is any reflection
function cannot be the response of a physical structure. For instance, the reflection
spectrum must be strictly less than one. When the inverse scattering algorithm is
used for reconstructing the spatial profile from a measurement of a real grating,
noise may lead to that this criteria is not fulfilled, and the inverse scattering will
become unstable. Additional limitations are imposed on the reflection response when
the grating has a limited length. For instance, it is well known from filter theory
that an ideal bandpass-filter cannot be realized with a finite length filter. In [16],
it was used a window on the impulse response to obtain a realizable (admissible)
spectrum. However, this method has its shortcomings since this results in a finite
duration impulse response, while the impulse response of a physical grating must
have infinite duration. In chapter 3, we formulate a set of realizability criteria for
an FBG of finite length. These realizability criteria are used to approximate the
reflection spectrum by one that is realizable for a given length. Once this reflection
spectrum is found, the layer-peeling algorithm can be used to compute the required
index modulation of the grating to obtain the reflection spectrum. In contrast to
other techniques, before applying the inverse scattering algorithm, we know that
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the obtained reflection spectrum has a physical representation. It is also shown that
the method can improve the result from reconstruction of measured, noisy reflection
responses.
In chapter 4, a layer-peeling algorithm is developed for design and reconstruction
of birefringent Bragg gratings. Both the index modulation and the background in-
dex of an FBG may be polarization dependent. Scattering in this case involves two
forward-propagating and two backward-propagating polarization modes, and the
scattering and the transfer matrices become 4× 4. The inverse scattering algorithm
is developed much in the same way as in the polarization-independent case, however
the coupling can no longer be fully described by a single coupling function. Each
layer is divided into a retardation section, a reflector section and a time-delay sec-
tion. The retardation section describes the phase delay and the retardation between
the polarization modes from one layer to the next. The reflector section describe
coupling between forward- and backward-propagating fields. Any reflection phase
is attributed to the retardation section. A time-delay section delays the fields from
one layer to the next. Losslessness and reciprocity can be used to factorize the local
reflection response into retardation and reflection. In similar manner as in chapter 3,
realizability criteria for birefringent gratings with a given finite length are obtained.
In chapter 5, the layer-peeling algorithm is extended even further to include any
finite number of propagation modes. In contrast to other algorithms in the literature
and the algorithm in chapter 4, different modes may have different propagation
constants. This complicates inverse scattering, since the impulse response from a
discrete structure no longer has its points equidistant in time, and since the matrix
describing time-delay from one layer to the next no longer commutes with the matrix
describing the phase-delay. Models for scattering in both discrete and continuous
coupling structures are presented. It is described how this algorithm can be used to
reconstruct gratings with coupling between multiple modes. We also show that the
proposed algorithm can be used for two- or three-dimensional inverse scattering.
Chapter 3
Design and Characterization of
Finite Length Fiber Gratings∗
A rigorous analysis of the response of fiber Bragg gratings of finite length is
presented. For the discrete grating model, we find necessary and sufficient
conditions for the response to be realizable as a grating of finite length.
These conditions are used to develop a general method for designing grat-
ings with a prescribed length. The design process is divided into two parts:
First, we find a realizable reflection spectrum which approximates the target
spectrum. Once the spectrum is found, one can determine the associated
grating profile by straightforward layer-peeling inverse-scattering or trans-
fer matrix factorization methods. As an example, a dispersionless bandpass
filter is designed and compared to the results when the layer-peeling algo-
rithm is applied directly to a windowed impulse response. We also discuss
potential applications to grating characterization including regularization
and finding the absolute reflection spectrum from a measured, normalized
version.
3.1 Introduction
During the recent decades, several methods for the synthesis of advanced fiber Bragg
gratings or corrugated waveguide gratings have been proposed. Grating synthesis
is a critical tool, both for design and also for characterization of already fabricated
devices. The simplest and most straightforward approach is the Fourier transform
method, which is based on the first order Born approximation and therefore only
valid in the limit of weak gratings [20]. This relation provides valuable intuition and
relative accurate results for gratings with top reflectivity less than about 10-50%.
Although the Fourier transform technique can be made more accurate by nonlinear
renormalization [21, 22, 23], it remains an approximate technique and leads to large
errors for strong gratings.
∗This chapter is published as J. Skaar and O. H. Waagaard, “Design and characterization of
finite length fiber gratings”, IEEE Journal of Quantum Electronics, vol. 39, no. 10, pp. 1238-1245,
2003. I have mainly contributed to section 3.4.2 of this chapter.
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Based on the classical Gel’fand-Levitan-Marchenko (GLM) inverse scattering
theory, Song and Shin found exact solutions to the synthesis problem when the
reflection coefficient is expressed as a rational function of complex frequency ω [13].
The main problem with the exact GLM method is that grating reflection spectra
are generally not rational functions and the approximation of a target spectrum by
rational functions is unpractical and often leads to oscillations and inaccuracies in
the realized spectrum. To overcome this problem, one can instead solve the GLM
integral equations numerically by iterative methods [8, 14, 15, 24, 25]. Peral et al.
demonstrated this approach through several grating designs [15]. The weaknesses
of the iterative, numerical solutions to the GLM equations are low efficiency and
inaccuracies due to finite discretization steps and a finite number of iterations.
A simpler, more direct approach to the synthesis problem is the layer-peeling
methods [9, 10, 16, 17, 26], first applied in the field of grating synthesis by Feced
et al. [16]. The layer-peeling method is based on causality and the fact that the
leading edge of the reflection impulse response corresponds directly to the coupling
coefficient of the first grating layer. Thus one can identify the first layer from the
desired response, and remove its effect by propagating the fields to the next layer.
For computer implementation, one discretizes the grating model itself [16] or one
keeps the grating model continuous and discretizes while evaluating the impulse
response and propagating the fields [17]. The former approach is the most efficient
and usually the most stable [26].
While the exact inverse scattering methods, such as the layer-peeling, are ex-
tremely useful for reconstructing any grating structure from the associated reflec-
tion spectrum, they cannot always be applied directly for design since the target
spectrum is not necessarily realizable. A common way to make the target spectrum
realizable is to specify a spectrum which corresponds to an impulse response of finite
duration. This is achieved with conventional methods for design of finite impulse
response (FIR) filters using windows [27]. However, since the impulse response of
any fiber grating has infinite duration, this procedure is strictly not applicable, and
leads to an unwanted tail in the realized impulse response. For relatively short and
strong gratings this tail can be significant and gives a deviation from the target
spectrum. A solution to this problem could be numerical optimization of the design
[28]. However, the degrees of freedom can be large even for relatively short gratings,
and thus the time consumed may be large.
The purpose of this work is to find conditions for the reflection spectrum to be
realizable. These conditions can be used to develop a general method for approxi-
mation of a target spectrum by one that is realizable. Once the realizable spectrum
is found, we will apply the layer-peeling algorithm or a similar transfer matrix fac-
torization algorithm to determine the grating structure. In Section 2 we summarize
the grating model, discretize, and describe the layer-peeling algorithm. Section 3
gives necessary and sufficient conditions for realizability, leading to a general design
algorithm. This algorithm will be tested on a practical design example in Section 4.
In addition we will discuss two other applications of the theory: stabilizing the re-
construction process, and finding the absolute reflection spectrum from a normalized
spectrum.
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3.2 Fiber grating model and grating reconstruc-
tion
A fiber Bragg grating can be characterized by its quasi-sinusoidal effective index as
a function of position x:
n− neff = ∆nac(x) cos
(
2pi
Λ
x+ θ(x)
)
+∆ndc(x). (3.1)
In (3.1), neff is the modal effective index, Λ is a reference (design) period, ∆nac(x)
and ∆ndc(x) are the ”ac” and ”dc” index perturbations, respectively, and θ(x) is the
grating phase once the 2pix/Λ dependence has been removed. From coupled-mode
theory, it follows that the forward and backward propagating modes are mutually
coupled by [6, 29, 30]
du(x; δ)
dx
= +iδu+ q(x)v (3.2a)
dv(x; δ)
dx
= −iδv + q∗(x)u. (3.2b)
The slowly varying envelopes u and v are related to the forward (eu) and backward
(ev) field amplitudes by
eu(x) = u(x) exp
(
+i
pi
Λ
x
)
exp
(
+i
2pi
λB
∫ x
0
∆ndc(x
′)dx′
)
(3.3a)
ev(x) = v(x) exp
(
−i pi
Λ
x
)
exp
(
−i 2pi
λB
∫ x
0
∆ndc(x
′)dx′
)
. (3.3b)
The detuning parameter is δ = β−pi/Λ, where β is the propagation constant of the
mode. The coupling coefficient q(x) is related to the index profile as
q(x) = i
pi∆nac(x)
λB
exp
[
i
(
θ(x)− 4pi
λB
∫ x
0
∆ndc(x
′)dx′
)]
, (3.4)
where λB = 2neffΛ is the design Bragg wavelength. The modulus of the coupling co-
efficient determines the grating amplitude, and the phase corresponds to the grating
phase envelope. Note that the phase term due to the ”dc” index perturbation has
the same effect as the geometrical phase θ; as a result the two phase contributions
cannot be separately identified from the grating response. Throughout this paper,
we will characterize the grating by the following parameters; the modal effective
index neff, the design Bragg wavelength λB = 2neffΛ, and the slowly varying cou-
pling coefficient or coupling function q(x). Once these three parameters are given,
we find the index modulation amplitude nac(x) from the modulus of (3.4) and the
combination of geometrical phase and dc index variation from the phase of (3.4).
The reflection spectrum of a fiber grating with a certain neff, λB, and q(x) is
conveniently computed using the transfer matrix method. The grating is divided
into N sections or layers of length ∆x = L/N , where L is the total length. If N
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is sufficiently large, the grating can be treated as uniform in each section. For a
uniform grating of length ∆x, the coupled-mode equations are easy to be solved
analytically, yielding the transfer relation[
u(x+∆x)
v(x+∆x)
]
=
[
cosh(γ∆x) + i δ
γ
sinh(γ∆x) q
γ
sinh(γ∆x)
q∗
γ
sinh(γ∆x) cosh(γ∆x)− i δ
γ
sinh(γ∆x)
][
u(x)
v(x)
]
,
(3.5)
where γ2 = |q|2− δ2. Hence, we can connect the fields at the two ends of the grating
through [
u(L)
v(L)
]
= T
[
u(0)
v(0)
]
, (3.6)
where T = TN · TN−1 · · ·T1 is the overall transfer matrix. The matrix Tj is the
transfer matrix written in (3.5) with q = qj ≡ q(j∆x) the coupling coefficient of the
jth section. The overall matrix T is a 2× 2 matrix:
T =
[
T11 T12
T21 T22
]
. (3.7)
Once T is found, the reflection coefficient from the left and the transmission coeffi-
cient are calculated by the relations
r(δ) = −T21/T22 (3.8a)
t(δ) = 1/T22, (3.8b)
obtained by substitution of the appropriate boundary conditions into (3.6).
While this transfer matrix model is convenient for the analysis of gratings, the
synthesis is facilitated by discretizing the grating into a stack of complex reflectors.
Feced et al. showed that the transfer matrix in (3.5) can be approximated by
a cascade T∆xTρ of a discrete reflector and a pure propagation section [16]. By
letting |q| → ∞ holding the total coupling |q|∆x constant, we obtain the reflector
matrix
Tρ = (1− |ρ|2)−1/2
[
1 −ρ∗
−ρ 1
]
, (3.9)
where ρ is given by
ρ = − tanh(|q|∆x)q∗/|q|. (3.10)
Similarly, by letting q → 0 we get the propagation matrix
T∆x =
[
exp(iδ∆x) 0
0 exp(−iδ∆x)
]
. (3.11)
It is convenient to use the convention that the grating is represented as a stack of
N + 1 complex reflectors ρj = − tanh(|qj|∆x)q∗j/|qj| for j = 0, 1, . . . , N , separated
by N propagation sections ∆x, see Fig. 3.1.
The reflection impulse response h(k) of the discrete grating is clearly also discrete,
i.e., the reflection spectrum is given by
r(δ) =
∞∑
k=0
h(k) exp(iδ · k2∆x), (3.12)
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Figure 3.1: The discrete grating model.
since the time between two pulses corresponds to propagation over a length 2∆x.
It follows that r(δ) is periodic with the spectral period δw = pi/∆x.
The reconstruction problem of fiber gratings can now be stated as follows: Given
a realizable reflection spectrum r(δ) in the interval −δw/2 ≤ δ < δw/2, find the
reflectors ρj for j = 0, ..., N . The samples of the coupling function are then found
from q(j∆x) = − arctan(|ρj|)/∆x·ρ∗j/|ρj|. The bandwidth δw is usually given, which
dictates the spatial resolution ∆x. If a higher resolution is desired, one can pad the
reflection spectrum with zeros on each side, giving a larger δw.
The layer-peeling algorithm is based on the simple fact that the first point of
the impulse response must be independent of the ρj’s for j ≥ 1 due to causality.
Hence we find ρ0 = h(0). Then, since ρ0 already is known, we can propagate the
fields using T∆xTρ, yielding the fields at the next layer. More precisely, in the time
domain we get the following algorithm:
1. Initialize the forward- and backward-propagating time domain fields at layer
j = 0 :
u =
[
u(0) u(1) . . . u(N)
]
=
[
1 0 . . . 0
]
v =
[
v(0) v(1) . . . v(N)
]
=
[
h(0) h(1) . . . h(N)
]
2. Compute the local reflection coefficient ρj = v(0)/u(0).
3. Propagate u and v using the transfer relations[
u
v
]
← (1− |ρj|2)−1/2
[
u− ρ∗jv
−ρju+ v
]
4. Left shift v (delay u with respect to v by one time unit):
v← [v(1) . . . v(N) 0]
5. If j < N , increase j and goto step 2.
If one is not concerned about the fields themselves, the factor (1− |ρj|2)−1/2 in step
3 can be omitted since it is common for both the forward and backward propagating
fields. Note that only the first N + 1 points of the impulse response are needed to
reconstruct the grating. While the layer-peeling algorithm is exact and extremely
efficient for reconstruction of gratings, an important task remains for design, namely
to find a realizable spectrum to apply as input to the inversion.
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3.3 Realizable spectra
The goal in this section is to find relations that the reflection spectrum must satisfy
in order to be realizable for a discretized grating with a prescribed length. These
relations will form the basis for the design algorithm. It will become clear that we
can make use of conventional filter design algorithms to find a realizable spectrum
which is close to the target spectrum.
Since the grating model is discrete, it is convenient to reformulate the transfer
matrix model using z-transform techniques [27, 31, 32, 33, 34, 35, 36], defining the
unit delay z−1 = exp(i2δ∆x). A very useful analysis is provided by Dowling et al. for
the similar problem with multistage etalons and resonators [31]. While the results
in [31] provides valuable guidance in our case as well, we cannot use them directly
for the following reasons: First, the conditions developed in [31] are not sufficient for
realizability, which means that the synthesis algorithm may diverge for some input
parameters (the reflectors may become larger than 1). Second, the method in [31]
is only suitable for designing the transmission (or reflection) magnitude and do not
consider the phase response in reflection. In addition, the model used in [31] is not
directly applicable in our case since it deals with real reflectors.
In order to study the class of filter responses that fiber gratings can provide,
we consider the discrete grating model in more detail. By successively multiplying
together the transfer matrices (3.9) and (3.11), we show in Appendix 3.A that the
transfer matrix of the total structure can be expressed in the form of
MN =
[
A∗(z) B∗(z)
B(z) A(z)
]
. (3.14)
In (3.14), B(z) and A(z) are symmetrically defined Nth order polynomials with
complex coefficients
A(z) = zN/2
N∑
k=0
a(k)z−k (3.15a)
B(z) = zN/2
N∑
k=0
b(k)z−k (3.15b)
which satisfy
det(MN) = A(z)A∗(z)−B(z)B∗(z) = 1. (3.16)
The asteriks in the subscript stands for the para-Hermitian conjugate operation,
A∗(z) = A∗(1/z∗), which has the effect of reversing and complex conjugating the
coefficients, i.e., A∗(z) = zN/2
∑N
k=0 a
∗(N−k)z−k. Similarly, we can prove that A(z)
is a minimum phase function, i.e. all zeros αj of A(z) is located inside the unit circle
of the complex z-plane,
|αj| < 1 for j = 1, 2, . . . , N. (3.17)
This condition ensures that the reflection transfer function r(z) = −B(z)/A(z) is
causal and stable. Finally, we find that the zeroth coefficient of the A polynomial
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is real and positive
a(0) > 0. (3.18)
Conditions (3.14)-(3.18) are actually necessary and sufficient for the transfer ma-
trix MN to be realizable as a stack of N + 1 reflectors separated by N propagation
sections. In Appendix 3.A we give a rigorous proof based on transfer matrix fac-
torization. The factorization procedure is actually very similar to the layer-peeling;
however, it enables exploring the conditions for realizability in more detail. While
the layer-peeling uses the impulse response h(k) as the starting point, the factor-
ization procedure starts from a pair of polynomials A(z) and B(z), or equivalently,
coefficient vectors a(k) and b(k).
As evident from (3.8), the complex reflection spectrum is given by the ratio of the
(2,1) and (2,2) entries of the transfer matrix. All realizable reflection spectra can be
expressed as rational functions r(z) = −B(z)/A(z), where the polynomials A and B
satisfy (3.15)-(3.18). The converse is also true; all rational functions −B(z)/A(z),
where A and B satisfy (3.15)-(3.18), are realizable as discretized gratings with N+1
coupling points.
Note that this is not the same as expressing the reflection spectrum as a ra-
tional function of frequency ω in the continuous model, which is the requirement
in the exact GLM method. In the continuous model, a finite length grating has
a reflection spectrum that can be expressed as a ratio between two Fourier inte-
grals of finite support, as realized by taking the limit N → ∞ in (3.15) and using
z−1 = exp(i2δL/N).
At the unit circle |z| = 1 the condition (3.16) becomes |A|2 − |B|2 = 1, which
means that the power reflection |B/A|2 and transmission 1/|A|2 add to 1. Moreover,
the minimum phase condition (3.17) means that log |A| and arg(A) form a discrete
Hilbert transform pair. In other words, for real frequencies the key conditions for
realizability are:
• A and B are the discrete-time Fourier transform of N + 1 point sequences;
• |A|2 − |B|2 = 1;
• argA = H{log |A|}, where H denotes the discrete Hilbert transform.
The condition (3.18) can easily be fulfilled without altering the reflection spectrum
by multiplying A and B by a suitable common phase factor.
Similar conditions have been used previously for the design of optical lattice-
form filters with a prescribed power reflection or transmission [31, 33, 35]. However,
when the phase response in reflection is to be considered as well, it is not trivial to
use the conditions for design, since the reflection phase depends on both functions
A and B. In order to find a realizable complex reflection spectrum that is close to a
specified target spectrum, we propose the following algorithm:
1. Specify a target reflection spectrum r(δ) and an associated bandwidth δw.
The target spectrum must satisfy |r(δ)| < 1 for all δ. One should use a large
number of spectral points, at least larger than N + 1.
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2. Compute |A| using 1/|A|2 = 1 − |r|2. This relation ensures that (3.16) is
fulfilled.
3. Set A = |A|eiϕ, where ϕ = H{log |A|}. Since the phase and logarithmic
amplitude form a Hilbert transform pair, the minimum phase condition is
satisfied.
4. Set B = −rA and find a (N +1)th-order FIR filter implementing the transfer
function B. This is the critical point which involves approximation. When
using the algorithm for grating design, it is appropriate to use conventional
methods from digital filter design such as window methods or least-square fits.
For reconstruction or when the target spectrum is already almost realizable,
one can use a straightforward inverse Fourier transform. Denote the filter
coefficients by b(k), k = 0, . . . , N .
5. Compute |A| using |A|2 = 1 + |B|2, where B is the spectrum of the designed
filter in the previous point.
6. Set r equal to |B|/|A| · r/|r| and repeat steps 3-5. This iteration step can be
omitted, but it leads usually to better correspondence between the target group
delay and the designed group delay since the change in |A| in the previous step
involves a change in its phase through the minimum phase relationship.
7. Set A = |A|eiϕ, where ϕ = H{log |A|}, and find the (N +1)th order FIR filter
implementing A by an inverse (discrete time) Fourier transform of A. Denote
the filter coefficients by a(k), k = 0, . . . , N . Adjust globally the phase of the
vector of coefficients a(k) and b(k) such that a(0) is real.
8. Reconstruct the grating having r(z) = −B(z)/A(z) using one of two equivalent
approaches: Transfer matrix factorization, or layer-peeling. In the latter case,
one must first compute the N+1 first points of the reflection impulse response;
that is, the first N + 1 coefficients of the ratio −B(z)/A(z).
3.4 Applications
3.4.1 Grating design
We will now test the algorithm by designing a dispersionless top-hat filter and
compare with the results from layer-peeling with windowed impulse response as
in [16, 17, 26]. We specify a 3 cm long, nondispersive bandpass filter with 99%
reflectivity. The bandwidth should be 50 GHz or 0.4 nm centered about the wave-
length 1550 nm. In step 4 of the design algorithm, we compute the coefficients of
the FIR filter B(z) by a simple windowing method using a Hanning (raised cosine)
function. While this is a very efficient approach there exist more accurate methods
since B(z) should be a nonlinear-phase filter, corresponding to an unsymmetrical
coefficient vector b(k). We performed one iteration (step 6). The resulting de-
sign (FBG1) is depicted in Fig. 3.2 and compared to the grating resulting from a
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Figure 3.2: Coupling coefficient functions of the 3 cm long gratings with bandpass
filter response. The solid curve shows the grating designed with the present algo-
rithm (FBG1) and the dashed curve shows the grating designed with FIR windowing
(FBG2).
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Figure 3.3: Reflection spectrum of the grating designed with the present algorithm
(solid curve) and with FIR windowing (dashed curve).
straightforward windowing of the target impulse response (FBG2). We observe that
while FBG2 has a discontinuity at the right end, the coupling function of FBG1
approaches zero smoothly. The spectra of the two gratings are computed using the
”continuous” transfer-matrix model (3.5) and plotted in Figs. 3.3-3.4. It is apparent
that the response of FBG1 is smoother than the response of FBG2. This can be
understood from the associated impulse responses in Fig. 3.5. The first 6 cm of the
target impulse response, corresponding to propagation back and forth the grating
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Figure 3.4: In-band details of the grating: Reflectivity and group delay spectrum
of the grating designed with the present algorithm (solid curve) and with FIR win-
dowing (dashed curve).
length, is perfectly generated by the grating FBG2; however in addition there is an
unwanted tail giving rise to oscillations in the realized spectrum. For the grating
FBG1, there is certainly also a tail, since any fiber grating has infinite impulse re-
sponse. However it is made decaying much faster at the expense on the first part
of the impulse response, which in this case was slightly asymmetric. An important
property with the present design method is that one has full control with the entire
impulse response or reflection spectrum. Once the grating response has been forced
to satisfy (3.14)-(3.18), we are guaranteed that the response will be realized exactly.
3.4.2 Grating characterization and reconstruction
When reconstructing a fiber grating from its reflection spectrum, one can in prin-
ciple apply the layer-peeling algorithm directly to the data. However, there are
still reasons to consider the realizability conditions. First of all, any measurements
include noise, which may make the data unphysical. When reconstructing the cou-
pling function, such noise is roughly amplified by a factor of 1/Tmin, where Tmin is
the minimum power transmission of the grating [37]. By forcing the measured re-
sponse to satisfy (3.14)-(3.18) we may make the reconstruction process more stable.
This can be achieved with the algorithm in Section 3.3. To demonstrate this kind of
regularization, we first compute the reflection spectrum of a strong, uniform grating
with q(x) = 500 m−1 and L = 1 cm. The 5000 spectrum samples are uniformly
distributed in a 10 nm bandwidth. To simulate a real measurement, the spectrum
samples are added independently, Gaussian noise with standard deviation 10−5, and
applied as input to the algorithm. We imagine that the grating length is known in
advance to be less than 1.5 cm so that the length which is specified in the algorithm
is 1.5 cm. In this case, we omitted the iteration step 6 although the accuracy seems
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Figure 3.5: Impulse responses of the gratings FBG1 and FBG2. The solid curve
shows the response of FBG1 and the dashed curve shows the response of FBG2.
Note that the time variable τ is normalized so that τ = 2L corresponds to the
round trip time 2Lneff/c.
to increase with the number of iterations. The reconstructed coupling function is
plotted in Fig. 3.6, and compared to the results when using the layer-peeling di-
rectly and when diminishing the spectrum before applying the layer-peeling [37].
The spectrum was dimished with a factor 1 − 0.00234, which turned out to be the
optimal regularization parameter in this case. We observe that the two regulariza-
tion approaches give accurate and comparable results in this case, as opposed to
the plain layer-peeling. Note that the layer-peeling process was performed over a
2 cm length for the three methods, but q(x) for the method based on realizability
is exactly zero for x > 1.5 cm.
It turns out that the methods comply with noise in different ways. In this
example, there are essentially two different types of noise; in addition to the pseudo-
random generated noise, there is ”noise” associated with the finite bandwidth in
the calculations. While the latter dominates in the case of applying layer-peeling on
the diminished spectrum, the present algorithm is in this case most sensitive to the
former noise source. Another difference between the two regularization methods is
that the present approach requires no knowledge of a regularization parameter other
than an upper bound on the grating length. To use the dimishing approach, one
must determine the optimal regularization parameter by performing layer-peeling
several times in order to minimize the unphysical tail for x > L [37].
There are also other reasons to consider the realizability conditions in grating
characterization. For example, in some cases, one is only able to measure the re-
flection spectrum up to a multiplicative constant since the transmission may be not
accessible. As we will show below, this constant is uniquely given by (3.14)-(3.16).
In other words, one can determine the absolute reflection spectrum from a normal-
ized version of it, provided the grating has finite length. This can be proved as
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Figure 3.6: Reconstructed coupling function q(x) using the present algorithm (solid
curve), layer-peeling with spectrum dimishing r → (1 − 0.00234)r (dashed curve),
plain layer-peeling (dotted curve).
follows: Let r be the ”true” reflection spectrum of the grating under study. Associ-
ated with the grating are also the polynomials A(z) and B(z), which satisfy (3.16).
The reflection response is given by r(z) = −B(z)/A(z), yielding
A(z)A∗(z) =
1
1− r(z)r∗(z) . (3.19)
Define another reflection spectrum as r˜(z) = r(z)/C, where C > 0. We want to find
out whether the response r˜ can be associated with a grating of finite length. If this
is the case, we can determine its inverse transmission polynomial A˜(z) in the same
way as (3.19):
A˜(z)A˜∗(z) =
1
1− r(z)r∗(z)/C2 . (3.20)
By substituting (3.19) into (3.20) we obtain
A˜(z)A˜∗(z) =
C2A(z)A∗(z)
1 + (C2 − 1)A(z)A∗(z) . (3.21)
Since A(z) is a polynomial, the ratio in (3.21) contains generally both zeros and
poles. For a finite length grating, (3.15a) tells us that A˜A˜∗ should be a polynomial.
Thus, since the numerator and denominator cannot be zero simultaneously, C must
be 1. Note however that if C is sufficiently large, we also get a valid solution
to (3.21), corresponding to a weak grating with A˜A˜∗ ≈ 1. For weak gratings,
the transformation q(x) ↔ r(δ) is linear, and thus the scaling of r(δ) cannot be
determined. We conclude that the reflection spectrum can be uniquely determined
by a normalized version, provided the grating is known to be sufficiently strong. In
other words, in measurement situations where the transmission cannot be measured
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and the input power to the grating is not known, the reflection spectrum can still
be uniquely determined by the reflected power from the grating.
To find the constant, one can perform layer-peeling on the spectrum r = Cr˜,
where r˜ now is a normalized version, choosing C so as to minimize the ”tail” of the
coupling function for x > L. Alternatively, one can use the relation (3.19) for real
frequencies
|A| = 1√
1− C2|r˜|2 , (3.22)
together with the fact that A is a minimum phase function. The phase arg(A) is
computed by a Hilbert transform of log |A|, yielding A and the polynomial coeffi-
cients a(k). The constant can be found as the value of C in (3.22) that minimizes the
”tail”
∑∞
k=N+1 |a(k)|2, which ideally should be zero. In Fig 3.7 we plot the energy
of the tails for different values of C for a uniform grating with |q|L = 1. The top
reflectivity is 58%. As we can see, the correct solution C = 1 gives a clear minimum
in both tail energies, but the tails also get small when C is small since the response
Cr˜ then corresponds to a weak grating. The minima would be more (less) visible if
the grating was stronger (weaker).
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Figure 3.7: Tails
∑∞
j=N+1 |ρj|2 (solid curve) and
∑∞
k=N+1 |a(k)|2 (dashed curve) as
a function of C for a uniform grating with |q|L = 1. The latter curve is multiplied
by 10 to enable comparison. The correct value of C is 1.
3.5 Conclusion
In this paper we have proved necessary and sufficient conditions for a reflection
spectrum to be realizable as the response of a grating with a prescribed length.
Within the discrete grating model, all reflection spectra can be expressed as rational
function of z with some constraints on the coefficients. Based on these conditions, a
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general design algorithm has been developed and applied for designing a relatively
short grating with dispersionless bandpass filter response.
We also outline possible applications in grating characterization; regularization of
the reconstruction process and determining the reflection spectrum from a measured,
normalized version. Since the performance of these methods is dependent on the
nature of the noise, the usefulness in practical situations can only be verified using
real measurements.
Appendices
3.A Proof of realizability conditions
Here, we will show that the response of a N +1 point lossless, discretized grating is
realizable if and only if it can be written on the form
MN =
[
A∗(z) B∗(z)
B(z) A(z)
]
. (3.23)
In (3.23), B(z) and A(z) are symmetrically defined Nth order polynomials with
complex coefficients
A(z) = zN/2
N∑
k=0
a(k)z−k (3.24a)
B(z) = zN/2
N∑
k=0
b(k)z−k (3.24b)
which satisfy
det(MN) = A(z)A∗(z)−B(z)B∗(z) = 1. (3.25)
The polynomial A(z) is a minimum phase function, that is, its N zeros αj are located
inside the unit circle of the complex plane:
|αj| < 1, j = 1, . . . , N, (3.26)
and a(0) is a real, positive number
a(0) > 0. (3.27)
3.A.1 Necessity: Transfer matrix multiplication
The necessity of (3.23)-(3.27) follows by induction. The entire grating has the re-
sponse
MN = TNTN−1 · · ·T1T0, (3.28)
where the transfer matrices Tj are given by
Tj = (1− |ρj|2)−1/2
[
1 −ρ∗j
−ρj 1
] [
z−1/2 0
0 z1/2
]
, (3.29)
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for 1 ≤ j ≤ N , and
T0 = (1− |ρ0|2)−1/2
[
1 −ρ∗0
−ρ0 1
]
. (3.30)
The local reflection coefficients ρj are allowed to be in the range |ρj| < 1.
For N = 0, it is immediately found that MN = T0 satisfies (3.23)-(3.27). As-
suming that MN satisfies (3.23)-(3.27), we must now prove that MN+1 can also be
written in the form (3.23), where the new polynomials satisfy (3.24)-(3.27). Thus,
we consider MN+1 = TN+1MN :
MN+1 = (1− |ρN+1|2)−1/2
[
z−1/2A∗ − ρ∗N+1z1/2B −ρ∗N+1z1/2A+ z−1/2B∗
−ρN+1z−1/2A∗ + z1/2B z1/2A− ρN+1z−1/2B∗
]
.
(3.31)
It is apparent that the new matrix MN+1 can be written in the form (3.23) and
det(MN+1) = det(TN+1) det(MN) = 1. Moreover, we find that the first coefficient
of the polynomial in the (2,2)-entry of (3.31) continues to be a positive number. It
remains to prove that the zeros of the (2,2)-entry of (3.31) are located inside the unit
circle. Define the new complex variable w = z−1 and the function rˆ(w) = B∗/A.
From (3.25), it follows that |rˆ(w)| < 1 on the unit circle |w| = 1. Since rˆ(w) is
analytic for |w| < 1, the maximum principle of complex analysis [38] states that
|rˆ(w)| < 1 for |w| ≤ 1. Hence the (2,2)-entry of (3.31) cannot be zero for |w| ≤ 1 or
equivalently for |z| ≥ 1.
3.A.2 Sufficiency: Transfer matrix factorization
To prove that (3.23)-(3.27) are sufficient for realizability, we will show by induction
that the total transfer matrix (3.23) can be factorized into N ”unit cell” matrices
as in (3.28).
For N = 0, the factorization is trivial and it is clear that any matrix M0 given
by (3.23)-(3.27) can be expressed in the form (3.30). To proceed, we assume N ≥ 1.
Defining MN−1 ≡ T−1N MN , we obtain
MN−1 = (1− |ρN |2)−1/2
[
z1/2A∗ + z1/2ρ∗NB z
1/2ρ∗NA+ z
1/2B∗
z−1/2ρNA∗ + z−1/2B z−1/2A+ z−1/2ρNB∗
]
. (3.32)
By substituting (3.24) into (3.32), it is straightforward to show that MN−1 can be
written on the form (3.23), where the entries have been reduced to (N − 1)th-order
polynomials, provided that we choose
ρN = −b(N)
a(0)
= −a(N)
b(0)∗
, (3.33)
and provided |ρN | < 1. It is easy to show that the two equalities in (3.33) are
consistent by substituting (3.24) into (3.25); considering the highest power of z, we
obtain a(0)a(N)∗ − b(0)b(N)∗ = 0. Before we can show that the conditions (3.25)-
(3.27) are valid for the reduced system, we must prove that |ρN | = |b(N)|/a(0) < 1.
Define the function rˆ(z) = B∗(z)/A(z). Since A(z) is a minimum phase function with
all zeros inside the unit circle of the z-plane, it is clear that the ratio B∗(z)/A(z)
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represents a causal and stable transfer function. Hence, rˆ can be written as the
power series
rˆ(z) ≡
∑N
k=0 b
∗(N − k)z−k∑N
k=0 a(k)z
−k =
∞∑
k=0
hˆ(k)z−k. (3.34)
Letting z →∞, we find hˆ(0) = −ρ∗N and consequently
|ρN |2 = |hˆ(0)|2 ≤
∞∑
k=0
|hˆ(k)|2 = 1
2pi
∫ pi
−pi
|rˆ(eiθ)|2dθ, (3.35)
where we have used the Parseval’s relation. The amplitude |rˆ(z)| is less than 1 on
the unit circle according to (3.25), and we can therefore conclude that |ρN | < 1.
Returning to the reduced transfer matrix in (3.32), we can now realize that the
first coefficient of the reduced A(z)-polynomial remains positive. From the definition
of MN−1, it also follows that detMN−1 = detT−1N = 1. Finally, it is easy to prove
that there are no zeros of the reduced A(z)-polynomial outside the unit circle using
the maximum principle on the function rˆ. Since all conditions (3.23)-(3.27) remain
valid for the reduced system, we can continue the process until we have reached the
zeroth layer.
The transfer matrix factorization algorithm outlined here is actually equivalent
to the layer-peeling algorithm applied to the reflection response from the right.
As evident from (3.8), the reflection response from the left is given by the ratio
r = −B/A, and similarly the reflection coefficient from the other side is rˆ = B∗/A.
While the layer-peeling algorithm applied to the spectrum from the left is based
on the relation ρ0 = h(0) = b(0)/a(0), its reverse counterpart must be based on
−ρ∗N = hˆ(0) = b∗(N)/a(0). This demonstrates the fact that the transfer matrix
factorization and the layer-peeling methods are closely related.
Chapter 4
Synthesis of birefringent reflective
gratings∗
The layer-peeling method for reconstruction of fiber and waveguide gratings
is extended to the case of birefringent reflective gratings with polarization-
dependent background index and polarization-dependent effective index
contrast. Using a discrete grating model, we characterize the set of pos-
sible reflection and transmission Jones matrices and show that for a given
wavelength, the total structure can be represented by a discrete reflector
sandwiched between two retardation sections. In reflection the discrete
reflector acts as a partial polarizer. A method for designing birefringent
gratings is developed and tested numerically.
4.1 Introduction
Fiber Bragg gratings and waveguide gratings have important applications in the
optical communication and sensor industry. Fiber gratings are usually assumed to
be polarization independent, i.e., the reflection and transmission spectra are treated
as scalar functions. Such gratings can be analyzed by using the 2×2 transfer matrix
method [39, 40] and designed or characterized by using scalar layer-peeling meth-
ods [16, 40, 26]. However, the fabrication of uv-induced fiber gratings introduces
a weak birefringence [41, 42, 43] including a polarization-dependent index contrast
[44], which for some applications can be significant. Larger polarization dependence
may be present in gratings written in anisotropic fibers [45] or in fiber grating sensors
with transverse loads [46, 47, 48, 49]. Another important class of birefringent filters
is etched gratings in waveguides (grating-assisted waveguides). Such structures can
exhibit a significant difference in the background index of refraction for the two
orthogonal polarizations, and also an effective index contrast that is strongly depen-
dent on polarization [50, 44]. These two birefringence parameters can in principle
be controlled separately under the fabrication process.
∗This chapter is published as O.H. Waagaard, J. Skaar, “Synthesis of birefringent reflective
gratings” in Journal of Optical Society of America A, vol. 21, pp. 1207-1220. An errata has been
submitted for publication and will appear in the same journal.
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Coupling within birefringent devices involves two forward-propagating and two
backward-propagating optical modes, and the reflection and transmission responses
of birefringent devices must in general be described by using full Jones matrix analy-
sis [51, 52, 19]. In this paper we will generalize the layer-peeling and design algorithm
in [40] such that it takes an arbitrary polarization dependence into account. This can
be useful for reconstructing the grating profile from a measured reflection Jones ma-
trix and for characterizing the set of possible responses from a birefringent grating.
It may also prove useful for designing gratings with a desired reflection Jones matrix
as a function of wavelength. This new type of birefringent grating may provide filter
responses that are not possible in polarization-independent grating structures.
The organization of this paper is as follows. In Section 4.2 we state the grating
model and present the coupled-mode equations for the grating. We further discretize
the grating such that it is represented as a stack of discrete reflectors sandwiched
between retardation sections. The reflector and retardation sections are represented
by using 4×4 transfer matrices, where each 2×2 block is Jones matrices. In Section
4.3 the full polarization-dependent layer-peeling algorithm is presented. Section
4.4 contains an analysis of the set of possible (realizable) grating responses. It is
shown that for a given wavelength, the response of any birefringent grating can be
represented as a discrete reflector sandwiched between two retardation sections. The
realizability conditions are also used to develop a design algorithm for approximating
a desired Jones reflection matrix by one that is realizable. In Section 4.5, the layer-
peeling algorithm and also the design algorithm are tested on practically useful
examples.
4.2 Grating model
We will describe lossless and reciprocal gratings with polarization-dependent index
modulation, as well as an arbitrary birefringence that is slowly varying with respect
to the wavelength scale. We restrict ourselves to the situation where the propagation
direction is along one of the principal axes of the permittivity tensor. Examples of
such structures include birefringent fiber Bragg gratings or other corrugated waveg-
uide structures that are asymmetric or made of anisotropic materials. The effective
refractive index as function of position x along the grating can be expressed as a
2× 2 matrix:
n(x) =Udc(x)
[
n¯+∆n
(s)
dc (x) 0
0 n¯+∆n
(f)
dc (x)
]
U †dc(x)
+U ac(x)
[
n
(1)
ac (x) cos[2pix/Λ + φ(1)(x)] 0
0 n
(2)
ac (x) cos[2pix/Λ + φ(2)(x)]
]
U †ac(x).
(4.1)
In (4.1), the unitary matrices U ac(x) and Udc(x) relate the orientation of the coor-
dinate axes to the orientation of the ac index and dc index eigenaxes, respectively.
At this point we let both ac and dc index eigenaxes be general elliptic. The dc index
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term therefore combines both linear and circular birefringence. Later it will become
clear that the eigenmodes of the ac index term are real for reciprocal gratings. The
grating amplitudes of the two polarizations are denoted n
(1)
ac (x) and n
(2)
ac (x), and the
change in the dc indices with respect to a common modal index n¯ are ∆n
(s)
dc (x) and
∆n
(f)
dc (x), where the superscripts indicate the slow and the fast eigenmode, respec-
tively. The parameter Λ is a defined design period or the mean grating period, and
φ(1)(x) and φ(2)(x) are the x-dependent phases once the dependence 2pix/Λ has been
removed. All x-dependent parameters on the right-hand side of (4.1) are slowly vary-
ing with respect to Λ. Note that the index modulation does not necessarily have to
be quasi-sinusoidal; any quasi-periodic index modulation can be described by letting
the two terms in (4.1) correspond to the zeroth and first-order Fourier coefficients.
Higher-order terms can be neglected as long as we are interested only in wavelengths
near the first-order Bragg resonance.
It is convenient to represent the four optical modes as a column vector E(x)
with four elements. The first two elements are the complex amplitudes of the two
forward-propagating and orthogonal polarization modes, and the last two elements
are the backward propagating modes. The first and third elements refer to the same
polarization but opposite propagation direction, and similarly with the second and
the fourth elements. Throughout this paper, we will assume that these polarization
modes are expressed in a linear basis, i.e. they are defined in a fixed, real coordinate
system. The time dependence exp(−iωt) and the spatial dependence exp(±ipix/Λ)
have been removed from the fields. The vacuum wavenumber is denoted β = ω/c,
where ω is the angular frequency and c is the velocity of light in vacuum. The
interaction among the four optical modes is described by coupled-mode theory[53]
as follows:
dE
dx
= iCE, (4.2)
where C has three contributions
C = D+Cψ +Cq. (4.3)
Here the three contributions can be expressed as 2 × 2 matrices with 2 × 2 block
matrices as elements:
D = δ
[
I 0
0 −I
]
, I =
[
1 0
0 1
]
, (4.4a)
Cq =
[
0 q
−q† 0
]
, q = U ac
[
pin
(1)
ac
2n¯Λ
eiφ
(1)
0
0 pin
(2)
ac
2n¯Λ
eiφ
(2)
]
U †ac (4.4b)
Cψ =
[
ψ 0
0 −ψT
]
, ψ = Udc
[
β∆n
(s)
dc 0
0 β∆n
(f)
dc
]
U †dc. (4.4c)
The first part, D, describes the common frequency dependence; δ = n¯β−pi/Λ is the
wavenumber detuning with respect to the design Bragg wavenumber. The second
part, Cq, describe the coupling between counter-propagating modes that are due to
the presence of the grating. The last part, Cψ, accounts for the deviation in the
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propagation constants from n¯β for the two dc index eigenmodes. It includes two
contributions so it can also be written on the form:
ψ = P dc
[
β∆n
(lin,s)
dc 0
0 β∆n
(lin,f)
dc
]
P Tdc +
[
0 iα
−iα 0
]
. (4.5)
Here the first term represents the linear birefringence (P dc is a real rotation matrix
and ∆n
(lin,s)
dc − ∆n(lin,f)dc is the birefringence), and the second term describes the
circular birefringence (optical activity with α as the rotation in rad/m).
The coupled-mode equations (4.2)-(4.4) can in principle be derived directly from
Maxwells equations. However, each part in the coupling matrix C can be verified
separately from the scalar counterpart by transforming it to the basis where the
associated interaction matrix is diagonal such that there is no coupling between the
polarization modes. The form of Cψ can be realized from decomposition (4.5) by
considering the two terms separately.
As in the scalar, polarization-independent case, it is convenient to discretize the
grating into N + 1 layers, each of thickness ∆x = L/(N + 1), where L is the total
grating length. We assume that N is so large that the amplitude, phase, and dc-
index functions in (4.1), and also U ac and Udc, can be treated as constants in each
layer. Since C is constant in each layer we can solve (4.2) exactly to find the relation
between the fields at layers j and j + 1:
E(xj +∆x) = exp (iC∆x)E(xj), xj = j∆x. (4.6)
This transfer matrix relation can be used to propagate the fields through the piecewice
uniform grating. With the help of the connection between the transfer matrix and
the scattering matrix (Appendix 4.A), we can find the reflection and transmission re-
sponse from the total transfer matrix (direct scattering). Note that the exponential
of a matrix is easily computed from its diagonal form.
To facilitate inverse scattering, it is convenient to push the discretization even
further. For infinitesimal ∆x, the transfer matrix exp(iC∆x) can be written
exp(iD∆x) exp(iCq∆x) exp(iCψ∆x), as realized by expanding the exponentials to
first order in ∆x. Thus we can approximate each layer by a cascade of three sections:
a retardation section, a discrete reflector, and a time-delay section. The transfer
matrix of the jth layer becomes
Tj ≡ exp(iC∆x) = TzTρjTΦj , (4.7)
where
Tz ≡ exp(iD∆x) =
[
z−1/2I 0
0 z1/2I
]
, z−1 = exp(i2δ∆x), (4.8a)
Tρj ≡ exp(iCq∆x) =
[
t−1j −t−1j ρ†j
−t−1j ρj t−1j
]
,
ρj = iq
†(q†q)−1/2 tanh[(q†q)1/2∆x],
tj = cosh[(q
†q)1/2∆x]−1 = (I − ρ†jρj)1/2
(4.8b)
TΦj ≡ exp(iCψ∆x) =
[
Φj 0
0 Φ∗j
]
, Φj = Udc
[
exp(iβ∆n
(s)
dc∆x) 0
0 exp(iβ∆n
(f)
dc ∆x)
]
U †dc.
(4.8c)
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Here, z−1 represents the dual-pass time delay through a layer. The form of the ma-
trices in (4.8) may, for example, be verified by evaluating the power-series expansion
of the matrix exponentials.
∆x
ρ1(1)
ρ1(2)
Φ1
∆x
ρ2(1)
ρ2(2)
Φ2
ρ3(1)
ρ3(2)
Φ3
...
x
Figure 4.1: Discrete model of the birefringent grating. The cylinders indicate the
retardation or phase-delay sections Φj, and the arrows represent the eigenvalues of
the discrete reflectors (ρ
(1)
j and ρ
(2)
j ).
The matrix Φj is a retardation (Jones) matrix describing the phase delay in
each layer when the common time-delay due to z−1/2 has been removed. Let δw ≡
n¯∆β be the range of the wavenumber detuning that corresponds to one period
of the reflection (or transmission) spectrum of a discretized grating without the
retardation sections. Since the impulse response is discrete with a (normalized)
time 2∆x between neighboring points, the sampling theorem implies that δw∆x = pi.
This means that the variation of the phases of the eigenvalues of Φj are
∆β∆n
(s,f)
dc ∆x =
pi∆n
(s,f)
dc
n¯
. (4.9)
The ratio ∆n
(s,f)
dc /n¯ is usually less than 10
−3, so the variation of this phase term is
less than about 3 mrad. We therefore choose to treat Φj as a frequency-independent
matrix;
Φj = Udc
[
eiϕ
(s)
0
0 eiϕ
(f)
]
U †dc, (4.10)
where ϕ(s) = βB∆n
(s)
dc∆x, ϕ
(f) = βB∆n
(f)
dc ∆x, and βB = pi/(Λn¯) is the vacuum
Bragg or design wavenumber.
Until now, we have allowed that the ac-index modulation to have elliptic eige-
naxes. However, each section must obey reciprocity. Using (4.38) in Appendix 4.A
we find that scattering matrix of the discrete reflector is given by
Sρj =
[
ρj tj
tj −ρ†j
]
. (4.11)
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From (4.39) in Appendix 4.B it follows that ρj is symmetric. This means that ac
index modulation eigenaxes have to be linear; i.e. U ac can be replaced by a real
unitary matrix P ac (see Appendix 4.D.1).
The effect of a varying geometrical grating phase cannot be distinguished from
the effect of a varying dc-index [40]. For fiber gratings, the two geometrical grating
phases are equal, φ(1) = φ(2), so that any difference in the reflection phase for the two
polarizations must be assigned to the dc-indices. The geometrical phases φ(1) = φ(2)
may be assumed to be constant through the grating, which means that the phase
variation must be implemented by a varying dc index. Alternatively, we may set
∆n
(s)
dc = −∆n(f)dc so that any balanced phase variation is implemented by varying
geometrical phases. In this work we choose to attribute the reflection phase of each
layer to the phase-delay section on the left-hand side of the reflector, so that q(x)
and ρj are real (and symmetric).
To summarize our discrete model, each layer consists of three lossless and recipro-
cal sections with transfer matrices Tz, Tρj , and TΦj . We have used the convention
that the discrete reflector is sandwiched between the phase-delay and time-delay
sections. Only Tz is dependent on detuning. The transfer matrix of layer j is given
by
Tj = TzTρjTΦj =
[
z−1/2t−1j Φj −z−1/2t−1j ρjΦ∗j
−z1/2t−1j ρjΦj z1/2t−1j Φ∗j
]
. (4.12)
Note that Tj is of the form of (4.44) for real frequencies. The transfer matrix can
be converted back into a scattering matrix:
Sj =
[
ΦTj ρjΦj z
−1/2ΦTj tj
z−1/2tjΦj −z−1ρj
]
. (4.13)
The combined transfer matrix describing a grating with N + 1 layers is given by
MN = TNTN−1 · · ·T1T0. (4.14)
Equations (4.12) and (4.14) can be used to compute the reflection and transmission
response of the discretized grating, similarly to the method based on the continuous
model (4.6).
The discrete grating model can also be justified from a another perspective:
Similarly to the scalar case [16, 40] we can approximate the response of a layer by
a coupling point in cascade with a pure propagation section. If the thickness of
the coupling point is zero, the response of the jth layer is described by frequency-
independent Jones reflection and transmission matrices. With the help of singular
value decomposition and the reciprocity and lossless conditions (see Appendix 4.B,
it is possible to prove that the coupling point can be described by a discrete reflector
with a real and symmetric Jones matrix sandwiched between two retardation sec-
tions. Since the cascade of two retardation sections is a new retardation section, we
can leave out the retardation section on the right-hand side of all reflectors but the
last; moreover, the retardation section on the right-hand side of the grating has no
effect on the reflection spectrum from the left, so it can be ignored. Thus each layer
can be modeled as a retardation section, a discrete reflector, and a pure propagation
section.
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4.3 Layer-peeling reconstruction algorithm
In the polarization-independent case, the layer-peeling algorithm has been success-
fully applied to the reconstruction of gratings [16, 26, 40]. The layer-peeling algo-
rithm is based on the simple fact that the leading edge of the impulse response is
independent of the later part of the grating as a result of causality. Hence, one can
identify the first layer of the grating, and remove its effect by using the associated
transfer matrix. A similar algorithm is described in [19] which also considers the
polarization dependence. The algorithm in [19] has the weakness that it diverges if
one or several of the local reflection coefficients ρj turns out to be (near-)singular.
While the algorithm in [19] is based on a continuous grating model, we will gener-
alize the time-domain version of the discrete layer-peeling algorithm such that it is
applicable to an arbitrary birefringent grating.
The reflection response of a birefringent grating must be described as a 2×2 Jones
matrix R. From reciprocity relation (4.39b) we find that S11 = R is symmetric.
This matrix can be viewed as the operator that takes the input field vector (from the
left) to the reflected field vector. Its two columns can be interpreted as the responses
for orthonormal input vectors
[
1 0
]T
and
[
0 1
]T
, respectively. Similarly, we can
define the forward (u) and backward (v) propagating fields and the impulse response
h as 2×2 field matrices, where the two columns are the fields for input field vectors[
1 0
]T
and
[
0 1
]T
, respectively.
A stack of discrete reflectors that is interrogated by an impulse will give a nonzero
response only for a time-delays that is a multiple of the dual-pass delay of a layer.
Thus, the grating impulse response and the optical fields within the grating structure
are discrete in time with a sampling period equal to 2∆x (normalized). If the discrete
impulse response is denoted h(k), the reflection spectrum is a Fourier series of the
form
R(δ) =
∞∑
k=0
h(k) exp(i2kδ∆x) =
∞∑
k=0
h(k)z−k. (4.15)
It follows that the reflection spectrum is periodic with a spectral period δw = pi/∆x.
The transfer matrix in (4.12) can be written
Tj = z
−1/2
[
t−1j Φj 0
0 zt−1j Φ
∗
j
] [
I −Φ†jρjΦ∗j
−ΦTj ρjΦj I
]
. (4.16)
In the time domain, z−1/2 in (4.16) represents a time delay equal to the single-
pass delay of a layer. In the layer-peeling algorithm, the grating will be evaluated
layer by layer, and the time reference may be chosen differently for each layer. We
may therefore omit the delay represented by the common factor z−1/2 in (4.16). This
means that the reference time follows the leading edge of the impulse. The remaining
factor z in (4.16) represents a negative (anti-causal) dual-pass delay. Thus, at time-
step k the fields within layer j + 1 relate to the fields within layer j as follows:[
uj+1(k)
vj+1(k − 1)
]
=
[
t−1j Φj 0
0 t−1j Φ
∗
j
] [
I −Φ†jρjΦ∗j
−ΦTj ρjΦj I
] [
uj(k)
vj(k)
]
. (4.17)
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The forward-propagating field matrix into the first layer is initialized as an
impulse, i.e. u0(0) = I and u0(k) = 0, k = 1, 2, . . . , N , while the backward-
propagating field matrix out of the first layer is initiated as the N + 1 first points
of the impulse response, i.e. v0(k) = h(k), k = 0, 1, . . . , N . In scattering matrix
formulation, (4.17) can be written[
vj(k)
uj+1(k)
]
=
[
ΦTj ρjΦj Φ
T
j tj
tjΦj −ρj
] [
uj(k)
vj+1(k − 1)
]
. (4.18)
Assuming that the grating is dark for times k < 0, we have vj+1(−1) = 0. Thus,
vj(0) = Φ
T
j ρjΦjuj(0). (4.19)
Note that uj(0) is always invertible since all preceding transmission matrices tm,
m = 0, . . . , j − 1 are nonsingular when the norm of the reflection matrices ρm are
less than 1. Thus we can find the product ΦTj ρjΦj from Υ ≡ vj(0)u−1j (0). For
j = 0, we have u0(0) = I and v0(0) = h(0), which gives Φ
T
0 ρ0Φ0 = h(0).
We must now find a real symmetric ρj and a unitary Φj such that Φ
T
j ρjΦj = Υ.
The properties of ρj and Φj give thatΥ is symmetric, which agrees with reciprocity.
The matrix ρj can be written ρj = P ρΛP
T
ρ , where P ρ is a rotation matrix (real and
special unitary matrix), and Λ is real and diagonal. In Appendix 4.D.3 it is shown
that a 2 × 2 unitary matrix Φj can be factorized into a rotation matrix PΦ and a
symmetrical unitary QΦ, so that Φj = PΦQΦ. Physically, PΦ and QΦ represent
circular and linear birefringence, respectively. This gives
Υ = ΦTj ρjΦj = QΦP
T
ΦP ρΛP
T
ρPΦQΦ = QΦPΛP
TQΦ, (4.20)
where P = P TΦP ρ is another rotation matrix. This equation shows that it is not
possible from a reflection measurement to distinguish circular birefringence from
the orientation of the polarization eigenaxes of the reflector. We therefore associate
circular birefringence with the orientation of the eigenaxes of the reflector. Thus, in
the presence of circular birefringence, the reference coordinate axes rotates from one
layer to the next at an angle that is equal to the amount of circular birefringence.
In this rotating coordinate system, Φj = QΦ and ρj = PΛP
T, yielding Υ =
ΦjρjΦj = ΦjPΛP
TΦj.
The method in Appendix 4.D.2 is used to decompose the complex symmetric
matrix Υ into a unitary U and a diagonal nonnegative Λ so that Υ = UTΛU .
In the nontrivial case when the singular values are distinct, the order of the singu-
lar values must be established. This can be done using some smoothness criteria on
the coupling function. Once the order is established, the decomposition is unique up
to a diagonal matrix J with elements ±1, i.e. Υ = (JU )TΛJU = UTΛU . Setting
JU = P TΦj for some choice of J , we can find Φj and P by using the factorization
method described in Appendix 4.D.3. By introducing a spectral decomposition of
Φj (Appendix 4.D.1) we can easy realize that the different choices for J can be
interpreted as different signs for the eigenvalues of the phase-delay matrix Φj. As
in the scalar, polarization-independent case, it is most natural to choose J so that
the phase-delay of each layer is minimum.
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Once Φj and ρj are found, the optical fields in the next layer j+1 can be found
using (4.17). When these fields have been calculated, Φj+1 and ρj+1 can be found
by the same procedure.
From the discussion above, we conclude that the local profile of any birefringent
grating can be found by the polarization resolved layer-peeling algorithm, which is
here presented in pseudocode:
Initialize u(0) = I and u(k) = 0, k = 1, 2, . . . , N .
Initialize v(k) = h(k), k = 0, 1, . . . , N .
FOR j = 0 TO N ,
Calculate Υ ≡ v(0)u−1(0).
Decompose Υ into a unitary matrix U and a diagonal and
nonnegative matrix Λ so that Υ = UTΛU (Appendix 4.D.2).
Find a rotation matrix P T and a symmetric, unitary matrix Φj,
so that U = P TΦj (Appendix 4.D.3),
Calculate an eigenvalue matrix Λ′
and an eigenvector matrix P ′ of Φj (Appendix 4.D.1)
Find a diagonal matrix J with coefficients ±1 so that JΛ′ produces
phase-delays in the range 0 to pi.
Recalculate Φj ← P ′JΛ′P ′T and P ← P ′JP ′TPJ .
Calculate ρj = PΛP
T.
Calculate K = P (I −Λ2)−1/2P TΦj.
Propagates the field matrices to the next layer using (4.18),
and moves the reference plane to layer j + 1:
FOR k = 0 TO N − j − 1,
u(k) =K(u(k)−Υ∗v(k))
v(k) =K∗(v(k + 1)−Υu(k + 1))
END
END
The spatial index j of u and v is omitted since the algorithm operates only on
one layer at the time, and u and v do not need to be saved.
4.4 Spectrum properties and realizability
In this section, we will give the necessary and sufficient conditions that the response
must satisfy in order to be realizable as a birefringent grating. These conditions will
be used as a foundation for characterizing the possible reflection and transmission re-
sponses, and for developing a design method based on digital finite-impulse-response
(FIR) filter design tools.
Any discrete, birefringent grating is described by the transfer matrix product
(4.14), where each layer is described by (4.12). To facilitate the analysis of the total
response, we omit the trivial time delay matrix at the right-hand end of the grating
(the very first matrix in the total transfer matrix product) and instead insert an
extra retardation matrix at the right-hand end. Obviously, this modification will
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not influence the reflection spectrum from the left or the layer-peeling algorithm as
described in Section 4.3. The response of the entire structure is then described by
the transfer matrix product MN = TNTN−1 · · ·T1T0, where Tj is still given by
(4.12) for 0 ≤ j ≤ N − 1, but TN is
TN =
[
Φ 0
0 Φ∗
] [
t−1N −t−1N ρN
−t−1N ρN t−1N
] [
ΦN 0
0 Φ∗N
]
=
[
Φt−1N ΦN −Φt−1N ρNΦ∗N
−Φ∗t−1N ρNΦN Φ∗t−1N Φ∗N
]
.
(4.21)
In Appendix 4.C we show that the total transfer matrix can be written on the form
MN =
[
A∗(z) B∗(z)
B(z) A(z)
]
. (4.22)
In (4.22), B(z) and A(z) are symmetrically defined Nth order polynomials with
matrix coefficients,
A(z) = zN/2
N∑
k=0
a(k)z−k (4.23a)
B(z) = zN/2
N∑
k=0
b(k)z−k (4.23b)
which satisfy
AAT∗ −BBT∗ = I (4.24a)
ABT −BAT = 0 (4.24b)
ATB∗ −BT∗A = 0. (4.24c)
The asterisk in the subscript stands for the para-Hermitian conjugate operation,
A∗(z) = A∗(1/z∗), which has the effect of reversing and complex conjugating the
matrix coefficients, i.e., A∗(z) = zN/2
∑N
k=0 a
∗(N − k)z−k. The transmission re-
sponse from the right, S12 = A
−1(z), must be causal and stable for all |z| > 1.
Thus, the matrix A(z) is nonsingular on and outside the unit circle, that is, the 2N
zeros αj of detA(z) are located inside the unit circle of the complex plane:
|αj| < 1, j = 1, . . . , 2N. (4.25)
At the unit circle |z| = 1 we recognize conditions (4.22)-(4.25) as the lossless, reci-
procity and stability conditions of the filter response (see Appendix 4.B. In Ap-
pendix 4.C we prove that (4.22)-(4.25) are not only necessary but also sufficient for
a response to be realizable for a birefringent grating with N + 1 layers. In other
words, by forcing a response to satisfy (4.22)-(4.25), we know that there exists a
grating with that specific response, and the structure can be found by using the
layer-peeling algorithm (Section 4.3 or the equivalent transfer matrix factorization
(Appendix 4.C.2.
Since the realizability conditions (4.22)-(4.25) are exactly the ones that the re-
sponse must satisfy, we can use them to analyze in detail what kind of reflection and
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transmission responses a birefringent grating can provide. Note that the reflection
spectrum from the left is R = −A−1B and the transmission spectrum from the left
to the right is T = A−1T (See (4.38) and (4.40a).
For real frequencies, i.e., on the unit circle |z| = 1, the para-Hermitian conjugate
operation is the same as the complex conjugate. According to the discussion in
Appendix 4.B, the realizability conditions mean that we can decompose A and B
by using the singular value decompositions
A = Φ∗rt
−1Φ∗l (4.26a)
B = −Φ∗rt−1ρΦl, (4.26b)
where Φl = Φl(ω) and Φr = Φr(ω) are unitary matrices, ρ = ρ(ω) is a diagonal,
real non-negative matrix satisfying ‖ρ‖ < 1, and t = (I − ρ2)1/2. In general, note
that all matrices in (4.26) are dependent on frequency.
The physical meaning of (4.26) becomes clearer if we consider the reflection
spectrum from the left and the transmission spectrum from the left to the right:
R = −A−1B = ΦTl ρΦl (4.27a)
T = A−1T = ΦrtΦl, (4.27b)
Since ρ is real and symmetric and satisfies ‖ρ‖ < 1, and Φl and Φr are unitary for
all real frequencies, the physical interpretation of (4.26) and (4.27) is as follows: For
a given, real frequency, the response of the entire grating is the same as for a discrete
reflector sandwiched between two retardation sections. In reflection or transmission,
the discrete reflector acts as a partial polarizer. This result is analogous to the
Jones equivalence theorems [51]. The parameters of the three elements are certainly
dependent on frequency. Note that A, B, R and T are not necessarily are normal
matrices, i.e, in general the eigenvectors of the reflection and transmission Jones
matrices do not have to be orthogonal.
We will now see how the realizability conditions can be used for the design of
birefringent gratings. The goal is to find a response that is realizable and close to the
target spectrum. This can be approximately achieved by a FIR windowing procedure
on the impulse response, similarly to the common practice in fiber grating design.
However, since the impulse response has infinite duration, we will instead generalize
the design approach presented in [40] which consider the realizability conditions in
a rigorous way.
1. First we specify a target reflection spectrum (Jones matrix) R and an asso-
ciated bandwidth. The matrix R must be symmetric and satisfy ‖R‖ < 1
for all frequencies. These properties are guaranteed satisfied if the reflection
matrix is specified in the form (4.27a) for some frequency dependent matrices
Φl (unitary) and ρ (diagonal with nonnegative elements less than 1).
2. The next step is to compute A and B from R by identifying the matrices in
the decompositions (4.26). The matrix R is symmetric, and using singular
value decomposition (Appendix 4.D.2) we can find Φl, ρ and t = (I − ρ2)1/2.
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The matrix Φr cannot be determined from R, so Φr can be chosen arbitrarily
when only R is relevant for the design. If the transmission response is relevant
as well, Φr can in principle be chosen to tailor T = ΦrtΦl. For simplicity,
however, we will choose Φr = Φ
†
lD
∗ with D diagonal and unitary, such that
A is normal:
A = ΦTl t
−1DΦ∗l . (4.28)
The unknown unitary matrix D has two nonzero components comprising
two independent phase functions. First, according to (4.25) we must choose
detA = det(t−1D) minimum phase. Thus, detD is determined from det t−1
by using the Hilbert transform H{·}:
arg(detD) = H{ln(det t−1)}. (4.29)
The second unknown phase function can in principle be chosen arbitrary; how-
ever choosing this phase function such that A is causal might improve the
result from the approximation in step 3. The phase function that makes A
causal could be found by some iterative approach. We will choose D so that
both eigenvalues (that is, the two elements of t−1D) are minimum phase.
Once A is found, B can be calculated by using (4.26b), or
B = −AR. (4.30)
Note that with this choice of Φr, it follows from (4.27a) and (4.28) that B is
symmetric.
3. Now we must approximate the three transfer functions in B with Nth order
FIR filters (polynomials as a function of z). This is the critical point in
the design. Depending on the properties of B it may be appropriate to use
conventional methods from FIR filter design such as window methods or least
square fits, or simply an inverse Fourier transform. The resulting B matrix is
still symmetric, and returning to the frequency domain we can express it in
the form
B = −ΦTl t−1ρΦl. (4.31)
The unitary matrix Φl and the real diagonal t
−1ρ in the singular value de-
composition (4.31) can be found using the method in Appendix 4.D.2. Noting
that (4.31) also can be written B = −ΦTl
√
Dt−1ρ
√
D∗Φl for some diagonal
unitary D, we calculate A as
A = ΦTl t
−1DΦ∗l . (4.32)
The function detA must satisfy the minimum-phase condition; i.e., det(t−1D)
must be minimum phase. The remaining parameter (or function of frequency)
in D must be chosen such that A becomes a polynomial. This could be
achieved by an iterative approach; however, for our case we let both eigenvalues
of A be minimum phase. At least, this is a valid choice for the decoupled
example in Section 4.5.2.
4. Finally, we reconstruct the grating having the reflection responseR = −A−1B
by using the layer-peeling method.
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4.5 Numerical examples
4.5.1 Reconstruction
As a first example, we want to verify the reconstruction algorithm presented in
Section 4.3. When a fiber grating is written in a birefringent fiber, both the coupling
coefficient profile (ρj) and the phase delay (Φj) may be polarization dependent. We
simulate a grating in a fiber with intrinsic birefringence Bi = ∆n
(s)
dc,i − ∆n(f)dc,i =
1 ·10−5. The grating has a length of 30 mm and is assumed to be Gaussian apodized
with a maximum index-modulation amplitude nac,max = 12·10−5. The apodization of
the index modulation is achieved by dithering [54]. We assume a relative difference
in polarization-dependent index modulation between the axis of the fiber oriented
parallel and orthogonal to the uv-laser beam equal to 8% [43, 44]. The uv-laser
beam will also induce birefringence in addition to the intrinsic birefringence of the
fiber. If the uv-induced index change in fiber is proportional to the energy density of
the exposed uv-light, the dc index change should be independent of the apodization.
We therefore assume that the uv-induced birefringence also is constant and equal to
the difference in index modulation at maximum modulation amplitude. This gives
a uv-induced birefringence equal to Buv = 0.08nac,max = 0.96 ·10−5, and thus almost
equal to the intrinsic birefringence of the fiber. The uv-induced birefringence axes
are generally not oriented in the same direction as the intrinsic birefringence axes. If
one is not careful during production, the grating may by twisted, which results in a
varying effective birefringence as a result of the varying angle between the intrinsic
birefringence axis and the uv-induced birefringence axis. Assuming that the fiber is
twisted one turn during production, the effective birefringence Beff varies along the
grating and is at maximum 1.96 · 10−5 and at minimum 0.04 · 10−5.
The grating response was calculated by successive calculation of the polynomial
coefficients of A and B by using (4.55) in Appendix 4.C.1. The simulated reflec-
tion response R from this fiber grating is shown in Fig. 4.2. The R12-component
is at maximum 20 %, which indicates that the response from this grating will be
strongly polarization-dependent, and that the reflection spectrum do have frequency-
dependent eigenaxes. The figure also shows the inner product between the eigenvec-
tors of R as function of frequency. This value is between 0 and 1, where 0 represents
orthogonal eigenvectors and 1 represents parallel eigenvectors. The eigenvectors are
almost orthogonal within the main band, whereas the inner product even exceeds
0.5 at the band edge, which means that the eigenvectors are closer to being parallel
than orthogonal. This illustrates that a birefringent grating response does not in
general have orthogonal eigenvectors, i.e. the eigenvector matrices are not always
unitary. Eigenvector matrices that are not unitary cannot be associated with bire-
fringence only. This is the reason why we discuss the response by using singular
value decomposition and not eigenvalue decomposition. As discussed in Section
4.4, the singular value decomposition shows that any grating response for a given
optical frequency can be described by a discrete reflector sandwiched between two
retardation sections.
The figure also shows the square of singular value responses of R; ρ(1)2 and
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Figure 4.2: Top: Reflection response amplitude |R11| (solid curve), |R12| = |R21|
(dashed curve) and |R22| (dotted curve) for grating example 1. Inner product be-
tween the eigenvectors ofR (dashed-dotted curve). Bottom: Singular values squared
of R; ρ(1)2 (solid curve), ρ(2)2 (dashed curve) and (ρ(1)2 + ρ(2)2)/2 (dotted curve).
ρ(2)2. A direct measurement of the reflected power from this grating with varying
input polarization can be any mixture of these two responses. At the band-edges, the
difference in reflected power can vary by up to 60 % depending on input polarization.
Variations in reflected power as a function of input polarization is also observed in
fiber gratings with intrinsic birefringence but without uv-induced birefringence and
polarization-dependent index modulation. However, the singular value ρ(2)2 should
in that case be a shifted version of ρ(1)2, and the eigenvectors should be orthogonal
and frequency independent. The asymmetry of the spectrum is due to the varying
effective birefringence within the grating. The mean (ρ(1)2 + ρ(2)2)/2 is also shown.
This is the expected response when the grating is interrogated with depolarized
light.
Fig. 4.3 shows the reconstructed profile with the use of the layer-peeling algo-
rithm described in Section 4.3. The reconstructed index modulation amplitude nac
has a Gaussian profile with a maximum amplitude 12 · 10−5 in one of the eigenaxes,
and 12.96 · 10−5 in the other. Also shown is the index-modulation amplitude recon-
structed from the R11-component using the scalar layer-peeling algorithm[26]. The
scalar layer-peeling clearly gives an incorrect reconstruction of the index modulation
amplitude. The rotation angle θq, which specifies the orientation of the index modu-
lation eigenaxes, varies linearly from 0 to 2pi along the fiber length. This agrees with
the one turn twist that was assumed to be present during production. The recon-
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Figure 4.3: Reconstructed spatial profile of grating example 1. Top: Birefringence
(the difference in eigenvalue phases of Φ). Middle: Index modulation amplitudes
(from the eigenvalues of q) (solid and dashed curves) and the index modulation
amplitude calculated with scalar layer-peeling (dashed-dotted curve). Bottom: Ro-
tation angle θΦ of Φ-eigenvectors (solid curve) and θq of q-eigenvectors (dashed
curve).
40 4. SYNTHESIS OF BIREFRINGENT REFLECTIVE GRATINGS
structed birefringence is periodic with values between 1.96 · 10−5 and 0.04 · 10−5, as
expected. The rotation angle θΦ, which specifies the orientation of the birefringence
eigenaxes, varies with grating position. If ∆ndc,i À ∆ndc,uv, θΦ should be almost
constant, whereas if ∆ndc,i ¿ ∆ndc,uv, θΦ should follow the orientation of the index
modulation axes, θq. In this case, the intrinsic and the uv-induced birefringence is
almost equal, which means that θΦ is somewhere between these two regimes. The
orientation of the eigenaxes changes rapidly with an angle of pi/2 when the effective
birefringence approaches zero, because the fast and the slow birefringence axes have
been interchanged. The intrinsic and the uv-induced linear birefringence will in
general combine into an effective birefringence that is elliptic. In the layer-peeling
algorithm, we associate the circular part of the effective birefringence with the ro-
tation angle of the index modulation. The initial and the reconstructed profile are
therefore not directly comparable, since they are not defined in the same coordi-
nate system. The reconstructed index modulation amplitudes are independent of
appearance of circular birefringence, and the relative error is in the range of 10−13.
We conclude that the reconstruction algorithm described in Section 4.3 can be used
to reconstruct the spatial profile of a birefringent grating.
4.5.2 Design
As a second example, we use the design algorithm described in Section 4.4 to design
a birefringent fiber grating. We want to design a nondispersive grating that acts as
an unpolarized reflector in two 150 GHz wide frequency bands (i.e. R is a scalar
times the identity matrix), while it flips the reflected polarization in a 50 GHz wide
interleaved band (i.e. only the R12 = R21-components are different from zero). Fig.
4.4 shows the designed reflection response realized in a 40 mm long grating with
maximum reflection amplitude equal to 99 %. The grating has a flat-top response
and constant group delay in all grating bands.
Fig. 4.5 shows the spatial profile of the designed grating. Here, the phase delays
was not chosen to be in the range 0 to pi; the J matrix was instead chosen such
that the rotation angles in the bottom plot were constant. The orientation of the
eigenaxes of the phase-delays and the index modulation are equal and constant for
almost all grating positions. Thus, there is no coupling between the two eigenaxes
of the index modulation. Any birefringent grating that is decoupled can be made
by using a polarization controller (PC), a polarization beam splitter (PBS) and
a polarization-independent grating in each of the two output arms of the PBS as
shown in Fig. 4.6. A birefringent grating is decoupled if the reflection spectrum has
orthogonal eigenvectors and can be written R = PρP T, where P is a frequency-
independent rotation matrix, and ρ is a diagonal matrix. Then the polarization
controller can produce a rotation of the polarization into the PBS as given by the
Jones matrix P . The profile of the two gratings can be synthesized from the two
diagonal elements of ρ.
The grating has rapid quasi-periodic variations in coupling coefficient amplitudes,
which is typical for multi-band gratings. For every layer where one of coupling
coefficient amplitudes approaches zero, an extra phase delay of pi/2 is added. When
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Figure 4.4: Reflection response R11 = R22 (solid curve) and R12 = R21 (dashed
curve) for grating example 2. Top: Reflection response. Middle: In-band details of
reflection response. Bottom: Group delay response.
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PBS
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Figure 4.6: An alternative realization of a decoupled grating.
the grating is implemented as in Fig. 4.6, the pi/2-phase delays correspond to pi
phase-shifts in the associated coupling coefficient that are due to the propagation
back and forth through the phase-delay section.
The zeros of the coupling-coefficient amplitudes are not always overlapping,
which gives a relative difference in index-modulation amplitude that is almost 100
%. Thus, the grating cannot be realized in a fiber grating, where the difference in
index-modulation amplitude is less than 10% [43]. However, differences in index-
modulation amplitude up to almost 100 % are observed in grating-assisted waveg-
uides [50], so this grating may be produced in such a waveguide. Alternatively,
one can use an iterative approach similar to the method developed for polarization-
independent gratings [55], which searches for a realization with difference in index
modulation limited to ∼10% at the expense of the spectral properties of the grating.
4.6 Conclusion
The discrete layer-peeling algorithm for reconstruction and design of fiber Bragg
gratings has been generalized to the full polarization-dependent case of birefringent
gratings. Any polarization-dependent index contrast and any linear birefringence
in the dc index can be identified from the reflection Jones matrix. Circular bire-
fringence that is reciprocal (optical activity) is equivalent to a reciprocal rotation
of the polarization along the fiber, and thus cannot be determined from the reflec-
tion matrix. The reconstruction algorithm can be used for polarization-sensitive
characterization of fabricated gratings.
The possible (realizable) responses of birefringent gratings have been analyzed
in detail. It turns out that for each wavelength, the grating can be represented as
a discrete reflector sandwiched between two retardation sections. The realizability
conditions have been used as a starting point for designing birefringent gratings. The
designed gratings can possibly be implemented by using birefringent fiber gratings in
the case with small index-contrast differences, or etched, grating-assisted waveguide
structures in the more general case.
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Appendices
4.A The relation between scattering matrix and
transfer matrix formalism
The coupling between optical modes in a linear device with two ports is described
by either scattering matrix formalism or transfer matrix formalism. The scattering
matrix formalism is more intuitive and describes the reflection from and transmis-
sion through the device. However, with transfer matrix formalism, a linear device
consisting of several sub-devices can be described by multiplication of the transfer
matrices of the sub-devices. Here, we will discuss the relation between the scattering
matrix and the transfer matrix of a two-port device.
u1 u2
v1 v2
S
Figure 4.7: Scattering matrix formulation for a linear optical device.
Figure 4.7 shows a two-port linear device described by a scattering matrix S.
The optical field matrices u1 and u2 are the optical fields propagating to the right
on each side of the device, and the optical field matrices v1 and v2 are the optical
fields propagating to the left. Recall that the optical field matrices represent a
multiple of optical modes, or more precisely, the columns of a field matrix form a
complete, orthogonal set of field vectors. In a special case the optical modes are
two orthogonal polarization modes. Then the optical field matrices are 2× 2 Jones
matrices, and the scattering matrix is 4× 4.
The relation between the reflected optical fields v1 and u2 and the incident
optical fields u1 and v2 is described by the scattering matrix S,[
v1
u2
]
= S
[
u1
v2
]
=
[
S11 S12
S21 S22
] [
u1
v2
]
, (4.33)
where the block matrices S11 and S22 describe the reflection from the left and right
side of the device, respectively, and S21 and S12 describe the transmission through
the device from the left and right, respectively. These block matrices have the same
dimension as the optical field matrices.
The transfer matrix T relates the optical fields on the left side with the optical
fields on the right side of the device,[
u2
v2
]
= T
[
u1
v1
]
=
[
T 11 T 12
T 21 T 22
] [
u1
v1
]
. (4.34)
The components of the transfer matrix relates to the components of the scattering
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matrix as follows. With u1 = 0,
v1 = S12v2 (4.35a)
u2 = S22v2 (4.35b)
u2 = T 12v1 (4.35c)
v2 = T 22v1, (4.35d)
which gives T 22 = S
−1
12 and T 12 = S22S
−1
12 . With v1 = 0,
0 = S11u1 + S12v2 (4.36a)
u2 = S21u1 + S22v2 (4.36b)
u2 = T 11u1 (4.36c)
v2 = T 21u1, (4.36d)
which gives T 21 = −S−112 S11 and T 11 = S21 − S22S−112 S11. Thus,
T =
[
S21 − S22S−112 S11 S22S−112
−S−112 S11 S−112
]
. (4.37)
For a device to be described with a transfer matrix, S12 must be invertible; that
is the transmission from the right cannot be zero for any input field vector. Thus,
ideal mirrors and ideal polarizers cannot be described by a transfer matrix.
Similarly, the scattering matrix relates to the transfer matrix as follows:
S =
[ −T−122 T 21 T−122
T 11 − T 12T−122 T 21 T 12T−122
]
. (4.38)
4.B Reciprocity and lossless conditions
If the linear device described by the scattering matrix S is reciprocal and each block
is expressed is expressed in a linear basis, S must be symmetric (S = ST), i.e.,
S21 = S
T
12 (4.39a)
S11 = S
T
11 (4.39b)
S22 = S
T
22. (4.39c)
In transfer matrix formalism, (4.39) gives
T 11 − T 12T−122 T 21 = T T−122 (4.40a)
T−122 T 21 = T
T
21T
T−1
22 (4.40b)
T 12T
−1
22 = T
T−1
22 T
T
12. (4.40c)
Combining (4.40a) and (4.40b) leads to
T 11T
T
22 − T 12T T21 = T 22T T11 − T 21T T12 = I, (4.41a)
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while combining (4.40a) and (4.40c) yields
T T22T 11 − T T12T 21 = T T11T 22 − T T21T 12 = I. (4.41b)
(4.40b) and (4.40c) can be simplified to
T 22T
T
21 − T 21T T22 = 0 (4.41c)
T T22T 12 − T T12T 22 = 0. (4.41d)
Additional limitations are forced on the scattering matrix and the transfer matrix
if the device is lossless. For a lossless device, the total incident power must be equal
to the total emitted power. In scattering matrix formalism, this is expressed as
S†S = I. Thus,
S†11S11 + S
†
21S21 = I (4.42a)
S†12S12 + S
†
22S22 = I (4.42b)
S†12S11 + S
†
22S21 = 0. (4.42c)
Using (4.37) and the reciprocity relations (4.41), (4.42) can be expressed in
transfer matrix formalism as
T 22T
†
22 − T 21T †21 = I (4.43a)
T †22T 22 − T †12T 12 = I (4.43b)
T 22T
T
21 − T ∗12T T22 = 0. (4.43c)
Comparing (4.43c) with (4.41c) gives T ∗12T
T
22 = T 21T
T
22; thus T 12 = T
∗
21. So (4.41a)
can be written T 22T
T
11−T 21T †21 = I. Comparing this result with (4.43a) gives that
T 11 = T
∗
22. Thus, provided that the matrix describing the transmission from the
right is nonsingular, any reciprocal lossless two-port device can be described by a
transfer matrix on the form
T =
[
A∗ B∗
B A
]
, (4.44)
where the block matrices A and B satisfy
AA† −BB† = I (4.45a)
ABT −BAT = 0 (4.45b)
ATB∗ −B†A = 0. (4.45c)
To facilitate the interpretation of (4.45) we introduce the singular value decom-
positions of A and B. In the following, we will for simplicity assume that the A
and B matrices have the dimension 2× 2.
A = UAΣAV A (4.46a)
B = UBΣBV B, (4.46b)
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In (4.46), UA, UB, V A and V B are unitary matrices, and ΣA and ΣB are real and
non-negative diagonal matrices. Equation (4.43b) (or a combination of the three
equations in (4.45) gives A†A−BTB∗ = I, leading to
V †AΣ
2
AV A − V TBΣ2BV ∗B = I. (4.47)
From (4.47) it follows that
ΣA = V AV
T
B(I +Σ
2
B)
1/2V ∗BV
†
A, (4.48)
and with the help of (4.46a) we obtain
A = UAV AV
T
B(I +Σ
2
B)
1/2V ∗B. (4.49)
Eq. (4.49) represents a new singular value decomposition of A. Substituting (4.49)
and (4.46b) into (4.45a) leads to the commutator relation
D2Σ2B = Σ
2
BD
2, (4.50)
where D2 ≡ U †BUAV AV TB is unitary. If the two singular values of B (i.e. the
elements of ΣB) are different, the only solution to (4.50) is that D
2 is diagonal. By
(4.49) this means that A = UBD(I+Σ
2
B)
1/2DV ∗B. We also have B = UBΣBV B,
so we can write
A = Φ∗rt
−1Φ∗l (4.51a)
B = −Φ∗rt−1ρΦl, (4.51b)
where Φr ≡ iU ∗BD∗ and Φl ≡ −iD∗V B are unitary matrices, and ρ ≡ (I +
Σ2B)
−1/2ΣB and t ≡ (I + Σ2B)−1/2 = (I − ρ2)1/2. In the case where the singular
values of B are equal, we can with no loss of generality set V B = V A = I. By
substituting into (4.45b), we find UAU
T
B = UBU
T
A which implies that U
−1
A UB is
symmetric. Any symmetric, unitary matrix can be written on the form ΦTl Φl, where
Φl is unitary, see Appendix 4.D.2. Thus we can represent −U−1A UB = ΦTl Φl and
UA = Φ
∗
rΦ
∗
l , where Φr is unitary, yielding (4.51).
We conclude that the lossless and reciprocity conditions (4.45) are satisfied if and
only if the matrices A and B can be written in the form of (4.51), with Φr and Φl
unitary, and ρ diagonal and nonnegative satisfying ‖ρ‖ < 1 (and t = (I − ρ2)1/2).
According to (4.38), the associated reflection matrices can be expressed as S11 =
ΦTl ρΦl (from the left), and S22 = Φr(−ρ)ΦTr (from the right), and the transmission
from the left to the right is S21 = S
T
12 = ΦrtΦl. Hence, the interpretation of (4.51)
is a discrete reflector ρ sandwiched between two retardation sections Φl and Φr.
4.C Proof of the realizability conditions
Here we will prove that an overall transfer matrix (filter response) is realizable as a
discrete, birefringent grating if and only if it can be written in the form of (4.22)-
(4.23) and satisfies (4.24)-(4.25). For clarity in the proof, it turns out that it is
convenient to rename the layers so that layer 0 becomes layer N , layer 1 becomes
layer N − 1, etc.
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4.C.1 Necessity
The entire grating has the response
MN = T0T1 · · ·TN−1TN , (4.52)
where the transfer matrices Tj are given by
Tj =
[
z−1/2t−1j Φj −z−1/2t−1j ρjΦ∗j
−z1/2t−1j ρjΦj z1/2t−1j Φ∗j
]
, (4.53)
for 1 ≤ j ≤ N , and
T0 =
[
Φt−10 Φ0 −Φt−10 ρ0Φ∗0
−Φ∗t−10 ρ0Φ0 Φ∗t−10 Φ∗0
]
. (4.54)
The local reflection matrices ρj are real and symmetric, and satisfy ‖ρj‖ < 1. The
local transmission matrices are defined as tj = (I−ρ2j)1/2. The retardation matrices
Φj and Φ are unitary.
It is clear that the overall grating is lossless and satisfies the reciprocity condi-
tions. From Appendix 4.B we therefore find that form (4.22) and relations (4.24)
are valid for real frequencies, i.e., on the unit circle |z| = 1. In general, the necessity
of (4.22)-(4.25) can be proved by induction. Notice that the transfer matrices of
time delay sections, retardation sections and discrete reflectors all can be written
in the form of (4.22) and satisfies (4.24). It is straightforward to prove that if two
matrices in the form of (4.22) both satisfy (4.24), then the product also is in the
form of (4.22) and satisfies (4.24). It is therefore clear that the overall matrix in
(4.52) can be written in the form of (4.22) and satisfies (4.24).
It remains to prove (4.23) and (4.25). We observe that the elements inM0 = T0
are in the form of (4.23) for N = 0, and that the determinant of the (2,2)-entry of
M0 has no zeros and thus satisfies (4.25). Assuming that MN (as given by (4.22)
satisfies (4.23)-(4.25), we must now prove that the elements of MN+1 = MNTN+1
satisfy (4.23) and (4.25). We find that
MN+1 =
[
z−1/2A∗t−1Φ− z1/2B∗t−1ρΦ −z−1/2A∗t−1ρΦ∗ + z1/2B∗t−1Φ∗
−z1/2At−1ρΦ+ z−1/2Bt−1Φ z1/2At−1Φ∗ − z−1/2Bt−1ρΦ∗
]
.
(4.55)
For simplicity, we have suppressed the subscript index of tN+1, ρN+1 and ΦN+1.
It is now clear that the elements in the new matrix MN+1 are (N + 1)th order
polynomials in the form of (4.23). Physically, (4.25) must be satisfied for the N +1
layer structure, since the inverse of the matrix polynomial in the (2,2)-entry ofMN+1
is the transmission response from the right, and therefore has to exist, be causal
and stable. Rigorously, the property can be proven by induction by considering the
(2,2)-entry of (4.55):
z1/2At−1Φ∗ − z−1/2Bt−1ρΦ∗ = z1/2A(I − z−1A−1Bρ)t−1Φ∗. (4.56)
Define R = −A−1B (physically, this is the reflection response from the left). From
(4.24a) we obtain on the unit circle RR† +A−1A−1† = I and therefore ‖R‖ < 1.
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Now, let the matrix R = R(z) act on a constant vector v of unit norm. By
writing out the product in an obvious notation we obtain ‖R(z)v‖2 = |R11(z)v1 +
R12(z)v2|2+ |R21(z)v1+R22(z)v2|2. Since the elements of R(z) are analytic outside
the unit circle, the real-valued function ‖R(z)v‖ is a subharmonic function of z [38].
Thus the maximum principle states that ‖R(z)v‖ takes its maximum on the unit
circle. We have already argued that this maximum is less than 1, so for |z| ≥ 1
we obtain ‖z−1A−1Bρ‖ ≤ |z−1|‖R‖‖ρ‖ < 1, and as a result I − z−1A−1Bρ is
nonsingular on and outside the unit circle.
4.C.2 Sufficiency
To prove that (4.22)-(4.25) are sufficient for realizability, we will show by induction
that the total transfer matrix (4.22) can be factorized into N+1 “unit cell” matrices
as in (4.52).
For N = 0 the factorization is trivial, and we must show that any matrix M0
given by (4.22)-(4.25) can be expressed in the form of (4.54). In this case the A
and B matrices are independent of z, and A∗ = A∗, B∗ = B∗. Thus (4.24) reduces
to (4.45). From the discussion following (4.45), we can express M0 in the form of
(4.54) with a real, symmetric ρ0 satisfying ‖ρ0‖ < 1.
To proceed, assume N ≥ 1. Defining MN−1 ≡MNT−1N , we obtain with the help
of
T−1N =
[
z1/2Φ†Nt
−1
N z
−1/2Φ†Nt
−1
N ρN
z1/2ΦTNt
−1
N ρN z
−1/2ΦTNt
−1
N
]
(4.57)
that
MN−1 =
[
z1/2(A∗ +B∗ΦTNρNΦN)Φ
†
Nt
−1
N z
−1/2(B∗ +A∗Φ
†
NρNΦ
∗
N)Φ
T
Nt
−1
N
z1/2(B +AΦTNρNΦN)Φ
†
Nt
−1
N z
−1/2(A+BΦ†NρNΦ
∗
N)Φ
T
Nt
−1
N
]
.
(4.58)
Substituting (4.23) into (4.58) makes it straightforward to show that MN−1 can be
written in the form of (4.22), where the entries have been reduced to (N − 1)th
order polynomials, provided we choose that ρN so that
b(0) + a(0)ΦTNρNΦN = a(N) + b(N)Φ
†
NρNΦ
∗
N = 0. (4.59)
Noting that a(0) is invertible, we find that (4.59) can be fulfilled only if we choose
ΦTNρNΦN = −a(0)−1b(0), (4.60)
and if
a(N)− b(N)a∗(0)−1b∗(0) = 0. (4.61)
By substituting (4.23) into (4.24a) and (4.24b) and considering the highest power
of z, we obtain a(0)a(N)† = b(0)b(N)† and a(0)b(0)T = b(0)a(0)T, ensuring that
(4.61) is satisfied.
Before we can show that conditions (4.24)-(4.25) are valid for the reduced system,
we must prove that ‖ρN‖ < 1 and that ρN can be chosen real and symmetric. Define
50 4. SYNTHESIS OF BIREFRINGENT REFLECTIVE GRATINGS
R(z) = −A−1(z)B(z). Since A(z) is nonsingular on and outside the unit circle of
the z-plane, it is clear that R(z) can be written as a power series:
R(z) ≡ −
(
N∑
k=0
a(k)z−k
)−1( N∑
k=0
b(k)z−k
)
=
∞∑
k=0
h(k)z−k. (4.62)
Letting z →∞ we find that h(0) = −a(0)−1b(0), and with the help of (4.60)
‖ρN‖ = ‖a(0)−1b(0)‖ = ‖h(0)‖ =
∥∥∥∥ 12pi
∫ pi
−pi
R(eiθ)dθ
∥∥∥∥ ≤ 12pi
∫ pi
−pi
‖R(eiθ)‖dθ.
(4.63)
The norm ‖R(z)‖ is less than 1 on the unit circle according to (4.24), and we can
therefore conclude that ‖ρN‖ < 1.
Letting z → ∞ in (4.24b) gives that h(0) is symmetric. The matrix h(0) can
therefore be represented by UTΛU by using singular value decomposition, where U
is a unitary matrix and Λ is a diagonal matrix with real nonnegative components
(see Appendix 4.D.2). Any unitary 2× 2 matrix U can be represented by a product
U = PQ, where P is a unitary matrix with real entries (orthonormal matrix) so
that P † = P T = P−1 and Q is symmetric unitary matrix (QT = Q), see Appendix
4.D.3. This gives
h(0) = −a(0)−1b(0) = QP TΛPQ, (4.64)
Thus, by comparing (4.64) and (4.60), ΦN we can choose to be symmetric and equal
to Q and ρN = P
TΛP . It follows that ρN is real and symmetric.
Returning to the reduced transfer matrix in (4.58), we can now realize that T−1N
is in the form of (4.22), and that (4.24) is valid for its entries, so that (4.24) is also
valid for the reduced matrix MN−1. Finally, it is possible to prove that the reduced
A(z) matrix is nonsingular on and outside the unit circle with use of the maximum
principle. Since all conditions (4.22)-(4.25) remain valid for the reduced system, we
can continue the process until we have reached the 0th layer.
4.D Some 2× 2 matrix properties
4.D.1 Spectral decomposition of symmetrical normal ma-
trices
A matrix is said to be normal if and only if the eigenvectors are orthonormal. Thus,
any normal matrix N can be decomposed by using spectral decomposition,
N = UΛU †, (4.65)
where Λ is diagonal and U is unitary. We first assume that the eigenvalues of N
(the elements of Λ) are different. Since N is symmetric,
UΛU † = U ∗ΛUT, (4.66)
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which leads to
UTUΛ = ΛUTU . (4.67)
Since UTU commutes with Λ, UTU = D where D is a unitary diagonal matrix.
This gives U
√
D∗ = U ∗
√
D, so P ≡ U
√
D∗ is real. It is straightforward to realize
that
N = PΛP T, (4.68)
so P is a real unitary eigenvector matrix. If the eigenvalues are equal,N is diagonal
in any basis, and U can be chosen to be some real unitary P . Thus, the orthogonal
eigenvectors of any symmetrical normal matrix N can be assumed real. With no
loss of generality, we can assume detP = 1.
4.D.2 Singular value decomposition of symmetrical matri-
ces
We are interested in the most general form of an arbitrary, complex, symmetric
matrix Υ. By using singular value decomposition, we can write
Υ = V 1ΣV 2, (4.69)
where V 1,2 are unitary, and Σ is diagonal and nonnegative. Since Υ is symmetric,
we find that (ΥΥ†)T = Υ†Υ, and therefore
WΣ2 = Σ2W , (4.70)
where W ≡ V ∗2V 1. Since W and Σ2 commute, they can be diagonalized in the
same basis, yielding √
WΣ = Σ
√
W . (4.71)
This means that either
√
W is diagonal, or Σ = sI, where s is a real number. In the
first case we obtain Υ = V T2WΣV 2 = (
√
WV 2)
TΣ
√
WV 2. Thus we can write
Υ = UTΣU , (4.72)
where U ≡ √WV 2 is unitary and Σ is diagonal and positive. For the case Σ = sI
we must prove that any unitary, symmetric matrix can be writtenUTU . Noting that
unitary matrices are normal, we introduce a spectral decomposition Υ/s = PDP T
with unitary P and unitary and diagonal D. In the case where the eigenvalues are
equal, let P = I. We obtain
Υ/s = UTU , (4.73)
where U =
√
DP T.
The decomposition in Eq. (4.72) is not unique: First of all the order of the
singular values in Σ is in principle arbitrary. Once the order has been established,
the remaining ambiguities are described by the multiplicative J matrix (U → JU ):
For distinct singular values, J is diagonal; moreover when both singular values are
nonzero, the elements are ±1. If one of the singular values is zero, the corresponding
diagonal element of J is an arbitrary complex number of modulus 1. When the two
singular values are equal and nonzero, J is an arbitrary, real unitary matrix; when
the two singular values are zero, J is an arbitrary, unitary matrix.
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4.D.3 Factorization of a unitary matrix into a symmetrical
matrix and a rotation matrix
Any 2×2 unitary matrix can be written as U = PQ, where P is a real, special uni-
tary matrix (rotation matrix with the properties P−1 = P † = P T and detP = 1),
and Q is a symmetric, unitary matrix (QT = Q). Physically, this means that a
general retardation section (or a combination of several linear and circular birefrin-
gence sections) can be described as a cascade of a linear and a circular birefringence
section.
A matrix U is said to be unitary if and only if the columns are orthonormal,
which means that U must satisfy U †U = I or equivalently U−1 = U †. Thus, a
2× 2 unitary matrix U is given by
U =
[
u1 u2
−u∗2 u∗1
]
eiφ, (4.74)
where u1 and u2 are complex numbers that satisfy |u1|2 + |u2|2 = 1, and φ is an
arbitrary global phase.
Let P be a 2×2 matrix characterized by P−1 = P T and detP = 1. This means
that
P =
[
p1 p2
−p2 p1
]
, p21 + p
2
2 = 1. (4.75)
By comparing (4.75) and (4.74), we can see clearly that the matrix P is unitary if
and only if p1 and p2 are real numbers.
Define
Q ≡ P−1U = P TU =
[
p1u1 + p2u
∗
2 p1u2 − p2u∗1
p2u1 − p1u∗2 p2u2 + p1u∗1
]
eiφ (4.76)
The matrix Q is symmetric if
p1(u2 + u
∗
2) = p2(u1 + u
∗
1). (4.77)
Thus, the numbers p1 and p2 can be chosen to be real, which gives that P is unitary.
Since Q†Q = U †PP TU = U †U = I, Q is unitary. Note that U is symmetric and
P = I if Re(u2) = 0.
The factorization is usually unique up to the global sign of P and Q. An
exception occurs if u1 and u2 are imaginary; then P is arbitrary. If q1,2 denote the
eigenvalues of Q, it can be shown that when q1 6= −q2, the factorization is unique.
Chapter 5
Inverse scattering in multi-mode
structures∗
We consider the inverse scattering problem associated with any number of
interacting modes. The coupling between the modes is contradirectional
in addition to codirectional, and may be distributed continuously or in
discrete points. The local coupling as a function of position is obtained
from reflection data using a layer-stripping (layer-peeling) type method,
and the separate identification of the contradirectional and codirectional
coupling is obtained using matrix factorization. Ambiguities are discussed in
detail, and different a priori information that can resolve the ambiguities is
suggested. Applications to multimode optical waveguides and 3D problems
are outlined.
5.1 Introduction
In waveguides that support several modes, scattering, or coupling between the dif-
ferent modes, may appear due to different kinds of perturbations. Possible pertur-
bations are reflectors, gratings, bends, tapering, and other kind of geometrical or
material modulation along the waveguide. The coupling may be both codirectional
(coupling between modes that propagate in the same direction) or contradirectional
(coupling between modes that propagate in opposite directions). The direct scatter-
ing problem of computing the scattered field when the probing waves and the scat-
ter structure are known has been extensively discussed in the literature [56, 6, 57].
The inverse scattering problem associated with two interacting modes is also well
understood, and has been treated in several contexts since the pioneering work by
Gel’fand and Levitan [7], Marchenko [58], and Krein [59]. In geophysics the so-called
dynamic deconvolution or layer-stripping (layer-peeling) methods emerged, for the
identification of layered-earth models from acoustic scatter data [60, 61, 62, 9, 10].
More recently the inverse scattering methods have been applied to the design and
characterization of optical devices involving two interacting modes. Both contradi-
∗This chapter has been submitted to SIAM Journal of Applied Mathematics for publication.
Authors: Ole Henrik Waagaard and Johannes Skaar.
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rectional coupling and codirectional coupling have been treated. Optical compo-
nents based on contradirectional coupling include thin-film filters and fiber Bragg
gratings [13, 16, 26, 63, 40], while codirectional coupling is present in e.g. grating-
assisted codirectional couplers and long-period gratings [36, 64, 65, 66, 67]. While
the inverse-scattering problem associated with two interacting modes is well-known,
the inverse-scattering problem of several, possibly non-degenerate modes (i.e., with
different propagation constants) has not attracted much attention. Some work has
been done in the case of 4 degenerate modes, that is, two polarization modes in
each direction [19, 68], and several degenerate modes with only contradirectional
coupling [69].
On the other hand, several methods for the inverse scattering of acoustical or
electromagnetic waves in 2D and 3D have been reported. In particular, Yagle et al.
have developed layer-stripping methods for the multidimensional case [70, 71, 72].
By Fourier transforming the problem with respect to the transversal coordinates,
the 2D or 3D problem may be regarded as one-dimensional with several interacting
modes.
In this paper we will extend these lines of thought to cover the general in-
verse scattering problem associated with any number of interacting modes in one-
dimensional, reciprocal structures. In the model (Section II) both codirectional and
contradirectional coupling may be present simultaneously. We limit ourselves to the
case where the known probing waves and the scattered waves propagate in opposite
directions. In other words the scattered wave is considered as a reflection from the
unknown structure. Ambiguities related to the simultaneous presence of co- and
contradirectional coupling will be discussed in detail. Possible a priori information
that can resolve these ambiguities will be suggested. The layer-stripping algorithm,
including a separate identification of the co- and contradirectional coupling, is pre-
sented in Section III. Finally, we will outline applications to quasi-periodical waveg-
uide structures and 3D problems in Section IV. The formalism is particularly useful
for the quasi-periodical case since only the (slowly varying) envelope needs to be
represented, yielding an efficient algorithm.
5.2 Continuous and discrete coupling model
Consider a reciprocal structure with P modes in each direction along the x-axis. We
visualize the x-axis as being directed to the right, and say that the +x-direction is
the forward direction. The propagation constant of the pth mode is ±npω/c, i.e.,
the x-dependence of the complex field associated with mode p is exp(±inpωx/c),
where the upper (lower) sign applies to forward (backward) propagating modes.
Here ω is the angular frequency, c is some fixed reference velocity (common for all
modes), and np accounts for the actual phase velocity. For electromagnetic waves,
it is natural to set c equal to the vacuum velocity, and consequently we will refer to
np as the effective index associated with mode p. Note that the effective indices of
different modes may or may not be different. In principle, the effective indices may
be complex and dependent on frequency, meaning that modal loss and dispersion
are permitted in the model. However, the modal field profiles are assumed to have
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uniform phases such that they can be written real.
Coupling may occur due to a continuous or discrete scatter structure. In the
first case, the field is assumed to be governed by the coupled-mode equation
dE
dx
= iCE, (5.1)
where E is a column vector containing the 2P mode amplitudes. The first P elements
are the mode amplitudes of the forward propagating modes (propagating in the +x
direction) and the last P elements are those of the backward propagating modes.
The coupling matrix C can be decomposed into three contributions:
C = D+Cσ +Cκ. (5.2)
The contributions can be expressed as 2 × 2 block matrices consisting of P × P
blocks:
D =
[
β 0
0 −β
]
, (5.3a)
Cκ =
[
0 κ
−κ∗ 0
]
, (5.3b)
Cσ =
[
σ 0
0 −σ∗
]
, (5.3c)
where * denotes complex conjugate. The first term D describes the frequency de-
pendence due to the propagation of the different modes (“self-coupling”), and is
independent on x:
β =
ω
c

n1 0 0 . . . 0
0 n2 0 . . . 0
. . .
0 0 0 . . . nP
 . (5.4)
Only this term is permitted to be lossy in the model (β may be complex). The second
termCκ describes the coupling between counterpropagating modes, whereas the last
term Cσ accounts for the coupling between copropagating modes. The coupling
coefficients κ and σ are dependent on x but assumed independent on frequency.
As will become clear shortly, the above forms of Cκ and Cσ are consequences of
reciprocity and losslessness.
The coupling region in the waveguide is discretized into N + 1 layers, each of
thickness ∆x = L/(N + 1), where L is the total length. If N is sufficiently large
so that the matrices in (5.3) can be treated as constants in each layer, we can solve
(5.1):
E(xj +∆x) = exp (iC∆x)E(xj), xj = j∆x. (5.5)
This transfer matrix relation can be used to propagate the fields through the piece-
wise uniform structure. With the help of the connection between the transfer matrix
and the scattering matrix (Appendix 5.B) we can find the reflection and transmis-
sion response from the total transfer matrix, obtained as a product of the transfer
matrices exp (iC∆x) of each layer (direct scattering).
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While direct scattering is achieved straightforwardly using the piecewise-uniform
discretization, for inverse scattering it is convenient to push the discretization fur-
ther, to identify the different contributions to the transfer matrix exp (iC∆x). To
first order in ∆x, we have exp(iC∆x) = exp(iD∆x) exp(iCκ∆x) exp(iCσ∆x). For
a continuous structure of finite thickness, the bandwidth where the reflection spec-
trum is significantly different from zero is finite. Thus we need only be concerned
with frequencies satisfying |ω| ≤ ωb for some positive constant ωb. For inverse scat-
tering, the reflection spectrum and therefore ωb are known. Therefore, provided
∆x is chosen sufficiently small we can approximate each layer by a cascade of three
sections: a section with codirectional coupling, a section with contradirectional cou-
pling (discrete reflector), and time-delay section. The transfer matrix of the jth
layer becomes
Tj = TZTρjTΦj , (5.6)
where
TZ ≡ exp(iD∆x) =
[
Z−1 0
0 Z
]
, Z−1 = exp(iβ∆x), (5.7a)
Tρj ≡ exp(iCκ∆x) =
[
t−1∗j −t−1∗j ρ∗j
−t−1j ρj t−1j
]
,
ρj = i tanh[(κ
∗κ)1/2∆x](κ∗κ)−1/2κ∗,
tj = cosh[(κ
∗κ)1/2∆x]−1,
(5.7b)
TΦj ≡ exp(iCσ∆x) =
[
Φj 0
0 Φ∗j
]
, Φj = exp(iσ∆x). (5.7c)
The form of the matrix in (5.7b) may for example be verified by evaluating the power
series expansion of the matrix exponential. In principle, it suffices to express (5.7)
to first order in ∆x; however, the exact form is kept to emphasize the properties
of each of the three sections, and to retain the correspondence to the discrete case
(below).
We are now in the position that we can argue for the forms of the coupling
matrices (5.3). Note that while we have permitted loss in the propagation section
Z−1, the coupling sections are assumed lossless. Since the coupling sections also are
assumed to be reciprocal, their transfer matrices satisfy (5.64) and (5.65) (Appendix
5.B). Allowing a more general Cκ by substituting κ
∗ → κ21 in the (2,1) block, and
expanding exp(iCκ∆x) to first order in ∆x, the lossless and reciprocity conditions
give κ12 = −κ∗ and dictate κ to be symmetric. Similarly, we can derive the form
of Cσ and establish that Φj must be unitary, i.e., σ is hermitian.
From the discussion above, each layer is characterized by a unitary codirectional
coupling matrix Φj and a discrete reflector. Let superscript T denote transpose
and let ‖ · ‖ be the usual matrix 2-norm. The discrete reflector satisfies ρj = ρTj ,
and has an associated, positive definite transmission matrix tj with t
2
j = I − ρjρ∗j .
We restrict ourselves to reflectors that satisfy ‖ρj‖ < 1; otherwise the reflector will
mask the later part of the structure such that the inverse scattering procedure will
not be possible.
So far we have considered a continuous scatter structure, and discretized it into
a cascade of codirectional coupling, reflection, and pure propagation. Obviously, we
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can also describe discrete coupling directly. The most general, lossless, reciprocal
coupling element can be described as a discrete reflector sandwiched between two
codirectional coupling sections (Appendix 5.B). Compared to our discrete model
above, there is an extra codirectional coupling section on the right-hand side of the
reflector. In the special case where all modes have equal effective index, Z−1 ∝ I,
this coupling section commutes with the delay section, and as a result it can be
absorbed into the next, adjacent layer on the right-hand side. However, in the
general case this extra coupling section does not commute with the delay section
and cannot be ignored. For inverse scattering, this coupling section should therefore
not be present since it prevents unique reconstruction, at least when only using the
reflection response as the starting point. Moreover, we will assume that tj is positive
definite such that tj can be determined uniquely by tj = (I − ρjρ∗j)1/2.
Writing out the transfer matrix (5.6) of each layer, we obtain
Tj =
[
Z−1t−1∗j Φj −Z−1t−1∗j ρ∗jΦ∗j
−Zt−1j ρjΦj Zt−1j Φ∗j
]
=
[
Z−1Kj 0
0 ZK∗j
] [
I −Υ∗j
−Υj I
]
, (5.8)
where Υj = Φ
T
j ρjΦj and Kj = t
−1∗
j Φj. The transfer matrix can be converted into
a scattering matrix (Appendix 5.B):
Sj =
[
ΦTj ρjΦj Φ
T
j tjZ
−1
Z−1t∗jΦj −Z−1t−1∗j ρ∗jtjZ−1
]
. (5.9)
Thus, Υj represents the reflection response from the left of layer j.
The combined transfer matrix describing the total structure with N + 1 layers
is given by
T = TNTN−1 · · ·T1T0. (5.10)
From this matrix we can determine the reflection and transmission response using
(5.57). For example, the reflection response from the left is
R(ω) ≡ S11 = −T−122 T 21, (5.11)
where T kl are the P × P blocks in T. Assuming ‖ρj‖ < 1 for all j, it can be
proven by induction that T 22 is invertible on and above the real frequency axis in
the complex ω-plane, for any number of layers. Physically this is obvious since T−122
is the transmission response from the right, and therefore it must exist and be causal
and stable.
Reciprocity (5.58a) gives R(ω) = R(ω)T. Using ‖ρj‖ < 1 for all j, it can be
shown by induction that ‖R‖ < 1 for a passive structure (a passive structure is
characterized by Imnp ≥ 0 for all p). By causality the reflection response can be
written in the form
R(ω) =
∫ ∞
0
h(t) exp(iωt)dt, (5.12)
where h(t) is the time-domain impulse response.
When the modes are nondispersive, h(t) contains a train of non-equally spaced,
weighted delta pulses, i.e.,
h(t) =
∞∑
k=0
hkδ(t− tk), (5.13)
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where hk and tk are the weight and arrival time of the kth pulse, respectively.
Substituting (5.13) into (5.12) gives
R(ω) =
∞∑
k=0
hk exp(iωtk). (5.14)
The weights hk can in principle be calculated from R(ω) using an inverse transform
of the form
hk = lim
ωmax→∞
1
2ωmax
∫ ωmax
−ωmax
R(ω) exp(−iωtk)dω. (5.15)
The valid arrival times are determined by the delay from a layer to the next of
each mode. Let ∆tp = np∆x/c be the delay of mode p through a single layer. A
delta pulse at t = 0 is incident to the structure on the left-hand side. Consider
the reflection from the different layers, as seen from left-hand side of the structure.
From layer 0, the arrival times in all modes will be zero. An impulse in mode p
reflected from layer 1 into mode q, will arrive at ∆tp+∆tq. Thus, considering layer
1, the arrival times are any combinations of two unit delays ∆tp. Considering layer
2, the arrival times are any combinations of four unit delays, and so forth.
When the modes are dispersive, the impulse response is no longer a train of delta
functions. Nevertheless, at t = 0 it can still be written as h0δ(t), and the weight h0
can be found from (5.15).
Eq. (5.14) clearly demonstrate that, in principle, for a discrete structure the
reflection response R(ω) does not approach zero for large frequencies. Only in the
special case where the modal effective indices are rational numbers, the reflection
spectrum is periodic. Fortunately, in practice, it is not necessary to represent the
entire bandwidth to enable inverse scattering for a discrete structure. As shown
in the next section, what is needed in the layer-stripping algorithm is the zeroth
point of the impulse response, at time t = 0. Since the next nonzero value is for
t = 2minp∆tp
1, the zeroth point is computed accurately provided the represented
bandwidth ωmax satisfies ωmax À 1/minp∆tp = c/(∆xminp np). Then, if the true
reflection spectrum is multiplied by a smooth window function W (ω) that goes to
zero at ω = ±ωmax, the inverse Fourier transform evaluated around zero is ap-
proximately w(t)h0, where w(t) is the inverse Fourier transform of W (ω). Since
w(0)h0 ≈ 1
2pi
∫ ωmax
−ωmax W (ω)R(ω)dω, we can find h
0 from a measurement of R(ω) in
the bandwidth (−ωmax, ωmax):
h0 ≈
∫ ωmax
−ωmax W (ω)R(ω)dω∫ ωmax
−ωmax W (ω)dω
. (5.16)
If the scatter structure is continuous, at least under certain circumstances, one
can use the true reflection spectrum as input to the layer-stripping algorithm even
though each layer is modeled discrete. This can be realized by the following argu-
ment: The layer thickness ∆x is chosen small such that the first order approxima-
tions of exp(iCκ∆x) and exp(iCσ∆x) are valid. (Thus an upper bound on ‖Cκ‖ and
1For simplicity it is here and in the next paragraph assumed a nondispersive structure.
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‖Cσ‖ should be known a priori.) If the resulting ∆x satisfies ∆x¿ c/(ωbmaxp np)
for some ωb > 0, the first order approximation of exp(iD∆x) is valid, and the true
reflection spectrum is approximately equal to that of the corresponding discrete
model in the bandwidth ω ≤ ωb. We can therefore use the true reflection spectrum
for ω ≤ ωb as input to the layer-stripping algorithm instead of the (unknown) spec-
trum of the discrete model. Outside this interval, the spectrum can be set to zero,
at the expense of limiting the spatial resolution (∆xres): ∆xres ∼ c/(ωbminp np).
By measuring the reflection spectrum in a sufficiently large bandwidth, any spa-
tial resolution can be achieved. For most waveguides, in the bandwidth of interest
the effective indices are similar. While the phase relation between the modes may
still yield a nontrivial reflection matrix, the spectrum is roughly periodic. Since
the round-trip time from a reflector to the next is 2∆t1 = 2∆xn1/c, the spectral
period is 2ωmax = pic/(∆xn1). This bandwidth should now be represented in the
layer-stripping; the zeroth point of the impulse response is found as the mean value
of the spectrum.
Due to the differences between the discrete and continuous models, the local im-
pulse responses in the layer-stripping algorithm will have (small) noncausal parts.
These errors get amplified through the layer-stripping process. By forcing the inter-
mediate impulse responses to be causal (removing the noncausal parts) the stability
of the scalar algorithm has been shown to be improved considerably [73]. A simi-
lar approach can be used straightforwardly in the vector layer-stripping algorithm
described in Section 5.3.
In many practical cases, the structure to be reconstructed is quasi-sinusoidal.
More generally, the structure is often quasi-periodic, and e.g. the first “Fourier
component” is to be reconstructed. In such cases, one can define modal field en-
velopes which are slowly varying with respect to x (compared to a wavelength).
Similarly, one can extract slowly varying coupling coefficient envelopes. As a result,
all quantities in (5.1) are varying slowly with x. The relevant bandwidth in (5.16)
will then be centered about a chosen “design frequency”. The main advantage of
this procedure is that it leads to considerably less requirements on the spatial reso-
lution, and as a result efficient inverse scattering. This modification to the model is
detailed in Section 5.4.1.
5.3 Layer-stripping method
The inverse scattering problem can now be stated as follows: Given a structure
consisting of N + 1 layers. Each layer consists of three sections (sublayers), the
first (Φj) responsible for coupling between copropagating modes, the second (ρj)
responsible for coupling between counterpropagating modes, and the third a pure
propagating section (Z−1). The effective indices of the involved modes are known
and specified in terms of Z−1. 2 From a set of excitation-response pairs (R(ω)), we
2The effective indices may contain small, unknown parts ∆np, i.e., np = np,known + ∆np,
where np,known are the known parts. Provided ∆np is sufficiently small, the variation of the
associated phase factor exp(iω∆np∆x/c) may be small over the relevant bandwidth. In such cases
the unknown parts can be absorbed into the Φj ’s.
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want to reconstruct ρj and Φj for all j.
The structure itself and the medium to the right are assumed to be at rest at time
t = 0. For incident waves from the left, the reflection response from the structure is
described by the matrix R(ω) of dimension P × P . This matrix can be viewed as
the operator which takes the excitation field vector to the reflected field vector. Its
columns can be interpreted as the responses for orthonormal excitation basis vectors
e1, e2, . . . , eP , respectively. Here ep has only one nonzero element (equal to unity)
at position p. Similarly, we can define the forward (uj(ω)) and backward (vj(ω))
propagating field matrices as P × P matrices where the columns are the fields for
orthonormal excitations e1, e2, . . . , eP . A subscript j is specified to emphasize that
uj(ω) and vj(ω) are the fields at the beginning (left-hand side) of layer j. The field
matrices of layer j + 1 are related to the field matrices of layer j by[
uj+1(ω)
vj+1(ω)
]
= Tj
[
uj(ω)
vj(ω)
]
, (5.17)
where Tj is given by (5.8).
The layer-stripping algorithm is based on the simple fact that the leading edge of
the impulse response is independent on later parts of the structure due to causality.
Hence, one can identify the first layer of the structure, and subsequently remove its
effect using the associated transfer matrix.
For layer 0, we initialize u0(ω) = I and v0(ω) = R(ω). We define a local
reflection spectrum Rj(ω) = vj(ω)uj(ω)
−1 and the associated impulse response
hj(t) as the response of the structure after removing the first j− 1 layers. Similarly
to the impulse response of the entire structure, hj(t) contains an isolated delta
function at t = 0. Due to causality, this pulse is equal to the reflection from the
zeroth layer alone. Denoting the weight of this pulse h0j , we find from (5.9) that
h0j = Υj ≡ ΦTj ρjΦj. (5.18)
Note thatRj(ω) is symmetric for all ω as a result of reciprocity; thus h
0
j is symmetric
as well. Writing out (5.17) and (5.8), and substituting vj(ω) = Rj(ω)uj(ω), we
obtain
uj+1(ω) = Z
−1Kj
[
I −Υ∗jRj(ω)
]
uj(ω), (5.19a)
vj+1(ω) = ZK
∗
j [Rj(ω)−Υj]uj(ω), (5.19b)
and therefore
Rj+1(ω) = ZK
∗
j [Rj(ω)−Υj]
[
I −Υ∗jRj(ω)
]−1
K−1j Z. (5.20)
Provided Υj and Kj are known, (5.20) shows that the local reflection spectrum
of layer j + 1 can be calculated directly from the local reflection spectrum of layer
j without calculating the fields uj+1 and vj+1. Note the similarity to the Schur
formula used in scalar layer-stripping [9].
To characterize layer j completely, and to identifyKj, we must determine ρj and
Φj. By counting the available degrees of freedom (in Υj), we immediately find that
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this cannot be done uniquely. It is therefore necessary to use a priori information
on ρj and/or Φj. The available information may vary from situation to situation.
Here we will consider the following situations, where ρj and Φj can be found using
the methods in the Appendices 5.A.2 and 5.A.3.
a) Φj = I. In this case there is no codirectional coupling. The identification of
the layer is now particularly simple, as ρj = Υj uniquely. Note that while
there is no codirectional coupling, ρj describes reflection from all modes into
all modes. Thus the different modes may still interact.
b) ρj is diagonal and nonnegative. Now ρj is a simple partial reflector which
only reflects light into the same mode as the incident field (no reflection into
other modes). The coupling between different modes is instead described by
Φj. Since Υj = Φ
T
j ρjΦj, ρj is found uniquely as the singular value matrix
associated with Υj, up to reordering of the singular values. Once the order of
the singular values has been established, the unitary Φj is found uniquely up
to the sign of its rows, provided all singular values are distinct and nonzero
(see Appendix 5.A.2). When one or more singular values of Υj are zero, the
corresponding row(s) of Φj cannot be determined uniquely. More precisely,
Φj is determined up to a premultiplicative unitary matrix J operating on the
associated mode(s). Physically, this is obvious since when a singular value is
zero, the associated mode is not reflected from the layer. When two or more
nonvanishing singular values are equal, Φj is determined up to a premulti-
plicative, real unitary J operating on the associated modes. Physically, this
means that these modes experience the same reflection and thus an arbitrary
(real) “rotation” of the modes is not detected. In such cases, the unitary sec-
tion Φj, as determined by the method in Appendix 5.A.2, does not necessarily
correspond to the physical section. This error will propagate to the next layers
according to (5.20).
c) Φj is symmetrical and ρj is real and positive semidefinite. A special case in
which there are only two degenerate modes in each direction is treated in [68].
The reflector matrix ρj can be written P jΣjP
T
j , where P j is a real, special
unitary matrix and Σj is diagonal and nonnegative. Since Υj = Φ
T
j ρjΦj =
ΦTj P jΣjP
T
j Φj, we find Σj and P
T
j Φj as in the previous case, with the identi-
cal ambiguity issues. The separate identification of P Tj and Φj is accomplished
using the factorization method in Appendix 5.A.3, with certain ambiguities re-
lated to the sign of the eigenvalues of Φj.
The ambiguities when determining Φj in situation b) are in fact very similar to
the well-known ambiguities in the scalar case with a single mode in each direction. In
the scalar case any pi phase-shift sections between the reflectors cannot be identified
since the associated round-trip phase accumulated to and from a reflector becomes
2pi. In our multimode case, the sign of the rows of the “phase-delay” section (Φj)
between two reflectors cannot be identified. Similarly, in the scalar case, any phase-
shift section preceeding a zero reflector cannot be determined uniquely. Instead it
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is chosen arbitrarily (e.g. removed), and instead attributed to the next layer with a
nonzero reflector.
When the structure to be reconstructed is a discretized version of a smooth
structure, the smoothness can be used to resolve ambiguites. First we consider
situation b). For small ∆x, Φj is close to identity; thus the sign of the rows of
Φj can be determined uniquely. If ρj has distinct eigenvalues, valid for all j, the
order of the eigenvalues of ρj can be determined from the order of the eigenvalues
of ρj−1 using the smoothness of κ = κ(x). If there are equal eigenvalues for a
certain reflector ρj, or if ρj is singular, the ambiguities of Φj are characterized by
the premultiplicative J matrix (Appendix 5.A.2). In other words, the chosen Φj is
related to the corresponding true matrix (Φj,true) by Φj = JΦj,true. By choosing
J such that ‖Φj −Φj−1‖ is minimum, the resulting J is close to identity (that is,
‖J − I‖ ≤ ‖Φj,true − Φj−1‖). Since tj and Z−1 are close to identity as well, the
order of three sections J , tj, and Z
−1 can be interchanged (see Section 5.2). Thus
the error due to wrong choice of Φj can be absorbed into Φj+1. More generally,
provided only a few neighboring layers have singular or degenerate ρj’s, only the
corresponding and following Φj sections may be determined erroneously, and the
determination of the later part of the structure is (approximately) unaffected.
In situation c), the matrix P Tj Φj is not necessarily close to identity. Nevertheless,
the sign of its rows can be determined from P Tj−1Φj−1 if κ = κ(x) and σ = σ(x)
are sufficiently smooth. (Recall that the matrix P Tj Φj is unitary, which means that
there exists at least one element of magnitude ≥ 1/√P .) The order of eigenvalues
of ρj can be determined as in situation b). Finally, since Φj is close to identity, its
eigenvalues are close to unity. It follows that the factorization of P Tj Φj into P
T
j and
Φj is unique (Appendix 5.A.3).
From the discussion above, we summarize the layer-stripping algorithm, analo-
gously to the scalar version described in ref. [9, 10], that can be applied to identify
a structure supporting multiple modes:
1) Initialize j = 0. Set Rj(ω) = R(ω).
2) Compute the zeroth weight h0j of the impulse response. In practice this is
achieved by the substitutions h0 → h0j and R(ω)→ Rj(ω) in (5.16).
3) Use a model-specific factorization of h0j = Φ
T
j ρjΦj to find Φj and ρj.
4) Calculate tj = (I −ρjρ∗j)1/2 such that the associated eigenvalues are positive,
and set Kj = t
−1
j Φj.
5) Calculate the next, local reflection response Rj+1(ω) using (5.20).
6) Increase j and return to 2.
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5.4 Examples of multi-mode coupling structures
5.4.1 Quasi-sinusoidal 1D coupling structures
Continuous coupling in acoustical, radio frequency, or optical waveguides may be ob-
tained by perturbation of the effective indices np associated with each mode. This
can be achieved by modulation of the wall profile or waveguide medium proper-
ties. As a concrete example, we will discuss fiber Bragg gratings [11], which have
attracted large interest recently due to their applications in fiber optical commu-
nications and sensors. A fiber grating is formed in an optical fiber by modulating
the refractive index of the core periodically or quasi-periodically. The main peak of
the reflection spectrum appears for the frequency where the reflection from a crest
in the index modulation is in phase with the next reflection. Permanent gratings
are fabricated by UV-illumination. In fibers doped with certain dopants such as
germanium, the UV-illumination will permanently rise the refractive index of the
core. Advanced fabrication methods have made it possible to manufacture complex
gratings with varying index modulation amplitude and period. The layer-stripping
algorithm is the most widely used method for designing the index profile to obtain
a given reflection spectrum [16, 26, 40].
In most cases, the fiber grating is formed in a single-mode fiber, and coupling
is only considered between the forward-propagating and backward-propagating fun-
damental mode. The field matrices uj(ω) and vj(ω) are then scalar functions.
However, in some cases it is not sufficient to consider only one forward-propagating
mode and one backward-propagating mode. For instance, a single mode fiber is
always slightly birefringent, and the photosensitivity can be polarization-dependent
[42]. In this case, two forward-propagating and two backward-propagating polar-
ization modes must be considered. An inverse scattering algorithm that takes into
account polarization mode coupling is described in [68]. The coupling between the
two polarization modes are described by Jones matrices [51]. Both polarization
modes have approximately the same effective index, so Z−1 = exp(iβ∆x)I, where
the common propagation constant β is scalar.
In a multi-mode fiber, the modulation of the refractive index may result in cou-
pling between the fundamental mode and other modes. Each mode has a transversal
field profile Ψp(r, φ) which is a solution to the scalar wave equation in polar coordi-
nates r and φ [6]3: {∇2t + k2(n¯2(r)− n2p)}Ψp(r, φ) = 0. (5.21)
Here n¯(r) is the unperturbed, refractive index profile of the fiber, which is assumed
to be real, ∇t is the transversal nabla operator, and k = ω/c. The field Ψp(r, φ)
and its first derivatives are continuous. For bound modes, the fields are real and
orthonormal such that
∫
A∞ Ψp(r, φ)Ψq(r, φ)dA = δ(p − q), where δ(p − q) denotes
the Kronecker delta, and A∞ is the entire transversal plane. The effective indices np
3To find the exact electromagnetic modes, the vector wave equation must be solved. However,
for weakly guiding waveguides (waveguides with small difference between the refractive index of the
core and the cladding), the scalar wave equation can be used. This is the case for most conventional
fibers.
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are eigenvalue solutions to (5.21). A mode p is bounded when ncl < np ≤ nco, where
nco and ncl are the refractive indices of the fiber core and cladding, respectively.
Ignoring radiation modes, which in the vicinity of the core decay rapidly away
from the excitation source, the total electric field E(r, φ, x) can be written as a
superposition of forward- and backward-propagating bound modes:
E(r, φ, x) =
P∑
p=1
(b+p (x) + b
−
p (x))Ψp(r, φ). (5.22)
Here b±p (x) contain all x-dependence including the harmonic propagation factor
exp(±iβpx), where βp = knp.
Coupling between the modes originates from longitudinal modulation of the re-
fractive index. Let the refractive index be perturbed quasi-periodically with a spatial
period Λ,
n(r, φ, x) = n¯(r) + ∆nac(r, φ, x) cos
(
2pi
Λ
x+ θ(x)
)
+∆ndc(r, φ, x), (5.23)
where ∆nac(r, φ, x), ∆ndc(r, φ, x), and θ(x) are slowly varying with x over a distance
Λ. We assume that ∆nac(r, φ, x)¿ n¯, and ∆ndc(r, φ, x)¿ n¯, which is the case for
practical fiber gratings. The total electric field must satisfy the scalar wave-equation
for the perturbed fiber, i.e.,{
∇2t +
∂2
∂x2
+ k2n2(r, φ, x)
}
E(r, φ, x) = 0. (5.24)
We now substitute (5.22) into (5.24), take (5.21) into account, and multiply the
resulting equation by Ψq(r, φ). By integration over the entire transversal plane,
and recalling that the modes are orthonormal, the resulting set of second order
differential equations can be decomposed into first order coupled mode equations
[6],
db+p
dx
− iβpb+p = i
P∑
q=1
Cpq(x)(b+q (x) + b−q (x)), (5.25a)
db−p
dx
+ iβpb
−
p = −i
P∑
q=1
Cpq(x)(b+q (x) + b−q (x)), (5.25b)
where
Cpq(x) = k
2np
∫
A∞
(n2(r, φ, x)− n¯2(r))Ψp(r, φ)Ψq(r, φ)dA. (5.26)
Note that the frequency-dependence of (5.26) can be ignored in practice, since the
normalized bandwidth of interest is usually much less than unity, and the field
profiles and effective indices are approximately constant in this bandwidth. Also
note that since the fiber is assumed to be weakly guiding, np can be set equal to
nco; thus Cpq = Cqp.
5.4. EXAMPLES OF MULTI-MODE COUPLING STRUCTURES 65
In the case of a quasi-periodic structure it is natural to write the coupling coef-
ficient as a quasi-Fourier series:
Cpq(x) = σpq(x) + κpq(x) exp
(
i
2pi
Λ
x
)
+ κ∗pq(x) exp
(
−i2pi
Λ
x
)
+
∑
|m|≥2
κ(m)pq (x) exp
(
i
2pim
Λ
x
)
,
(5.27)
where the “Fourier coefficients” κpq(x), σpq(x), and κ
(m)
pq (x) are slowly varying over a
period Λ. For a fiber grating the index modulation n(r, φ, x)−n¯(r) is given by (5.23)
and is small compared to n¯(r), so the zeroth and first order Fourier components
dominate. Note that arg{κpq(x)} = θ(x).
The field amplitudes b±p (x) vary rapidly; it is therefore convenient to introduce
the slowly varying field envelopes up(x) and vp(x) by setting
b+p (x) = i
1/2up(x) exp
(
i
pi
Λ
x
)
exp
(
i
θ(x)
2
)
, (5.28a)
b−p (x) = i
−1/2vp(x) exp
(
−i pi
Λ
x
)
exp
(
−iθ(x)
2
)
. (5.28b)
Since an identical phase factor is removed from all modes, the reflection response as
calculated from b+p and b
−
q will only differ from that calculated from up and vq by
a constant phase factor not dependent on p and q. Inserting (5.27) and (5.28) into
(5.25), and ignoring rapidly oscillating terms (since they contribute little to dup/dx
and dvp/dx), we obtain an alternative set of coupled-mode equations
dup(x;ω)
dx
= iδp(ω)up(x;ω)− i1
2
dθ(x)
dx
up(x;ω) (5.29a)
+ i
P∑
q=1
σpq(x)uq(x;ω) +
P∑
q=1
|κpq(x)|vq(x;ω),
dvp(x;ω)
dx
= −iδp(ω)vp(x;ω) + i1
2
dθ(x)
dx
vp(x;ω) (5.29b)
− i
P∑
q=1
σpq(x)vq(x;ω) +
P∑
q=1
|κpq(x)|uq(x;ω),
where δp = βp− pi/Λ = npω/c− pi/Λ is the wavenumber detuning of mode p. Thus,
−i|κpq(x)| is the coupling coefficient between modes p and q propagating in opposite
directions, while σpq(x) − δ(p − q)(dθ(x)/dx)/2 is the coupling coefficient between
modes p and q in the same direction. With E = [u1, u2, . . . , uP , v1, v2, . . . , vP ]
T
we find that (5.29) coincides with (5.1), where σpq(x) − δ(p − q)(dθ(x)/dx)/2 and
−i|κpq(x)| are the (p, q)-elements of σ and κ, respectively, and δp are the diagonal
elements of β. Note that (5.4) no longer is valid since δp are not the actual propa-
gation constants but rather their detuning from pi/Λ. Approximating the effective
indices by nco, this means that the bandwidth of interest is not centered about zero
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but rather about the “design frequency” ω0 ≡ pic/(ncoΛ). The frequency interval of
integration in (5.16) should be centered about ω0. As in the scalar case [40], we also
note that in general, the geometrical phase variation θ(x) cannot be distinguished
from the phase variation associated with the dc index term ∆ndc(r, φ, x).
We observe that σ is real and symmetric, and κ is imaginary and symmetric.
Moreover, it is not difficult to realize that iκ is positive semidefinite.4 Thus Φj
defined in (5.7) is unitary and symmetric, and −ρj is real and positive semidefinite.
It follows that we can use the layer-stripping method together with the factorization
approach c), as given in Section 5.3, to identify the coupling sections ρj and Φj
(and therefore the coupling matrices κ and σ as a function of position x). Since
(iΦj)
T(−ρj)(iΦj) = ΦTj ρjΦj, the factorization approach gives −ρj and iΦj.
For a fiber grating it is usually reasonable to assume that the ac and dc in-
dex modulations can be written in the forms ∆nac(r, φ, x) = ∆n(r, φ)∆nac(x) and
∆ndc(r, φ, x) = ∆n(r, φ)∆ndc(x), respectively. Here ∆n(r, φ) accounts for the transver-
sal variation of the index modulation profile, and ∆nac(x) and ∆ndc(x) are the ac
and dc modulations as a function of x. As before, we assume that the index modu-
lation and nco − ncl are small, yielding
κ(x) = −i∆nac(x)η, (5.30a)
σ(x) = ∆ndc(x)η − 1
2
dθ(x)
dx
I, (5.30b)
where η is independent on x. The elements of η are
ηpq = k
∫
A∞
∆n(r, φ)ΨpΨqdA. (5.31)
When the mode profiles and ∆n(r, φ) are known, this means that the entire coupling
matrix κ(x) is determined from only a single nonvanishing element. For σ, two
elements are needed (one diagonal and one off-diagonal element). Note that in this
case, it is indeed possible to distinguish between the dc index modulation ∆ndc(x)
and the geometrical phase variation dθ(x)/dx.
A potential application of the multimode layer-stripping method is to char-
acterize coupling from the core mode to cladding modes in a single mode fiber.
Cladding modes are modes that not bounded with in the core of the fiber, but by
the cladding/air boundary [74]. The power in these modes will eventually be lost
to the environment. The resonant wavelength of the core-cladding mode coupling is
shorter than that of the core-core mode coupling, and will not affect the reflection
spectrum of a narrow-band grating. However, the core-cladding mode coupling can
be seen clearly in the transmission spectra of strong gratings. For chirped gratings
[75] and chirped, sampled gratings [76] for filtering and dispersion compensation in
dense wavelength-division multiplexed optical communication systems, the band-
width may become larger than the separation in wavelength between the core-core
4The real matrix given by the elements ΨpΨq is clearly positive semidefinite, since∑
p,q apΨpΨqaq = (
∑
pΨpap)
2 ≥ 0 for any real ap. For a fiber grating ∆nac(r, φ, x) ≥ 0 for
all r and φ; thus |κpq(x)| adopts the positive semidefinite property from ΨpΨq.
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mode coupling and the core-cladding mode coupling. Then the core-cladding mode
coupling will also affect the reflection spectrum of the grating [77]. This unwanted
coupling is often handled by writing the grating in fibers with depressed cladding
modes [78]. There has also been some attempts of taking into account the core-
cladding mode coupling in the design of the grating [79, 80]. Here, direct scattering
is treated with multiple mode coupling, but the inverse scattering is purely single-
mode. The layer-stripping algorithm described in Section 5.3 can both be used for
characterization of such coupling and possibly for design. In contrast to the methods
in [79, 80], multiple modes can be taken into account in the inverse scattering part
of an iterative design process.
5.4.2 Discrete coupling structures
Diffraction
Unit cell
Mode 0
Mode 1
Mode −1
Partial
reflectorgrating
Time delay
Plane
wave
Figure 5.1: Coupling in 2D discrete diffraction/reflection structure.
A true discrete, multimode scattering structure can be viewed as an arrayed
digital lattice filter structure. To illustrate discrete scattering in a physical example,
consider the 2D structure depicted in Fig. 5.1. A plane wave is transmitted through
a diffraction grating. The diffraction grating is assumed periodic and infinite in
the vertical direction. The wave is diffracted into a finite number of propagating
modes, characterized by their vertical (transversal) wavenumber. The diffraction
grating is immediately followed by a partial reflector, which partially reflects the
field in a particular mode into the same mode in the opposite x-direction. The
waves transmitted through the reflector are transmitted through a free-space section
of length ∆x.
The total structure consists of a cascade of such layers. The reflectivity of the
reflectors may be different from layer to layer. The detailed structure of the diffrac-
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tion gratings may also be different; however, the period should be identical. Also
the free-space sections are assumed identical for all layers.
Although the structure is 2D, the field is only contained in a discrete set of
directions. Thus in practice, the scattering can be treated as 1D with a finite number
of modes, characterized by their transversal wavenumber. The diffraction gratings,
the reflectors, and the free-space sections represent Φj, ρj, and Z
−1, respectively.
Here Φj is unitary, and ρj is diagonal and negative; thus in the layer-stripping
algorithm, the factorization b) is applicable (yielding −ρj and iΦj). In the absence
of diffraction gratings, we simply obtain Υj = ρj (factorization a)).
There are two complications. First, we must choose the modes such that the
transversal mode profiles can be written real. This is done to ensure that reciprocity
implies symmetrical scattering matrices (see the next example for details). Second,
to use the layer-peeling algorithm, ρj and Φj must be approximately independent
on frequency in the bandwidth of interest.
5.4.3 Analogies to 3D inverse scattering
An important inverse scattering problem is the three-dimensional problem associated
with the Schro¨dinger equation [81],{∇2 + k2 − V (x, y, z)}ψ(x, y, z; k) = 0, (5.32)
where ψ(x, y, z, k) is the wave function and V (x, y, z) is a smooth and positive
potential with compact support. In particular, solutions to this problem is applicable
to inverse seismic scattering. This problem has been solved using a generalized
Marchenko method in [81] and [82], while layer-stripping solutions are suggested
in [70] and [71]. The example in Section 5.4.2 indicates that inverse scattering in
more than one dimension is possible with the algorithm in Section 5.3. When the
diffraction grating is not periodic, the incident light will be scattered in all directions.
By representing each direction as a mode, an infinite number of modes are involved
in the scattering. Note the close resemblance between (5.32) and (5.24), indicating
that a similar method as that in Subsection 5.4.1 can be used.
We express the solution as a superposition of the eigenmodes of the Schro¨dinger
equation with V (x, y, z) = 0. Writing ψ(x, y, z; k) = Ψ(y, z; ky, kz) exp(ikxx), these
eigenmodes are given by
Ψ(y, z; ky, kz) = exp(i(kyy + kzz)), (5.33)
where ky and kz are the wave numbers in y-direction and z-direction, respectively,
and k2 = k2x + k
2
y + k
2
z .
In a discrete model, the wavenumbers ky and kz can for example be discretized
in equal intervals ∆k, such that ky = p∆k and kz = q∆k. In the yz-plane, this
means that only a principal range (−pi/∆k, pi/∆k) is considered, and the fields are
extended periodically outside this range. The integers p and q are the modal indices
satisfying p2 + q2 ≤ (k/∆k)2 for propagating (not evanescent) modes. The modal
field profiles are written in normalized form Ψpq(y, z) = (∆k/2pi)Ψ(y, z; p∆k, q∆k).
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The total field ψ(x, y, z; k) is expressed as the superposition
ψ(x, y, z; k) =
∑
p,q
(b+pq(x; k) + b
−
pq(x; k))Ψpq(y, z), (5.34)
where b±pq(x; k) includes all x-dependence of the fields, and ± indicate the sign of kx,
i.e, the propagation direction of the mode.
As in Section 5.4.1, we insert (5.34) into (5.32), multiply by Ψ∗pq(y, z) and in-
tegrate over the principal range of the yz-plane. This leads to the coupled mode
equations
db+pq(x; k)
dx
− ikx,pqb+pq(x; k) = i
∑
r,s
Cpq,rs(x)(b+rs(x; k) + b−rs(x; k)), (5.35a)
db−pq(x; k)
dx
+ ikx,pqb
−
pq(x; k) = −i
∑
r,s
Cpq,rs(x)(b+rs(x; k) + b−rs(x; k)), (5.35b)
where the coupling coefficients are given by
Cpq,rs(x) = − 1
2kx
∫
Ψ∗pq(y, z)V (x, y, z)Ψrs(y, z)dydz
= − 1
2kx
(
∆k
2pi
)2 ∫
V (x, y, z) exp [i∆k((r − p)y + (s− q)z)] dydz,
(5.36)
and kx,pq = [k
2 − (∆k)2(p2 + q2)]1/2. In the case where V (x, y, z) is quasi-periodic
along the x-direction, expansions of bpq(x; k) as in (5.27) together with the transfor-
mation (5.28) can be used. We assume that Cpq,rs(x) is approximately independent
on frequency in the bandwidth of interest (i.e., that this bandwidth is small). More-
over, in order to use the physical reflection spectrum as input to the discrete algo-
rithm in a straightforward manner, the involved modes should have similar kx,pq’s
(see Section 5.2).
The coupled mode equations in (5.35) can be written in vectorized form as in
Section 5.2; then kx,pq are the diagonal elements of β. However, in order to use the
factorization methods developed in Section 5.3, we must ensure that the reciprocity
theorem implies symmetrical scattering matrices. This is guaranteed when the mode
profiles can be written real. Thus we should define real mode fields Ψ˜pq by the
transformation
Ψ˜++
Ψ˜−+
Ψ˜+−
Ψ˜−−
 =M

Ψ++
Ψ−+
Ψ+−
Ψ−−
 , M = 12

I I I I
−iI +iI −iI +iI
−iI −iI +iI +iI
−I I I −I
 . (5.37)
Here, Ψ++ denotes a column vector containing the modal field amplitudes with
positive p and q; Ψ−+ denotes a column vector containing the modal field amplitudes
with negative p and positive q, and so forth. The dimension of the identity matrices
in the blocks of M corresponds to the dimension of Ψ++. In the transformed basis,
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we can express (5.35) in vector form. By comparing to (5.1), we obtain that κ =
σ = M∗CMT, where C is the matrix formed by the elements Cpq,rs. Eq. (5.36)
shows that κ = σ is real. Further inspection of (5.36) gives that −C and therefore
−κ = −σ are positive semidefinite (recall that V (x, y, z) ≥ 0). Thus Φj is unitary
and symmetric, and iρj is real and positive semidefinite. The layer-stripping method
with the factorization c), as described in Section 5.3, can therefore be applied to the
identification of ρj and Φj. (The factorization method gives iρj and
√−iΦj.) The
required input data is the reflection response upon excitation of the different plane
waves onto the plane x = 0. The scattering potential V (x, y, z) is found from the
inverse of (5.36).
The multimode layer-stripping algorithm applied to the 3D case has similarities
to the method in [72]. Although the present method is somewhat more complex, it
may be useful in the case where the potential is quasi-periodic. By performing a
transformation similar to that in Section 5.4.1, the spatial resolution in x-direction
does only be sufficiently large to represent the slowly varying potential envelope,
not the potential itself.
5.5 Conclusion
A layer-stripping method for the inverse scattering of multi-mode structures has
been proposed. Ambiguities related to factorization of each layer’s response into
codirectional and contradirectional coupling have been discussed. When there are
no codirectional coupling, the ambiguities disappear. Also, when the structure to
be reconstructed is smooth, there are important cases with simultaneous co- and
contradirectional coupling that can be reconstructed uniquely, provided the reflec-
tor eigenvalues are nonzero and nondegenerate. Applications to quasi-periodical
structures and 3D structures have been discussed.
5.A Some matrix properties
5.A.1 Spectral decomposition of symmetrical normal matri-
ces
Any normal matrix N can be written
N = UΛU †, (5.38)
where Λ is diagonal and U is unitary (spectral decomposition), and the superscript
† denotes Hermitian conjugate. Since N is assumed to be symmetric, UΛU † =
U ∗ΛUT, which leads to
U †U ∗Λ = ΛU †U ∗. (5.39)
Define the unitary, symmetric matrix V ≡ U †U ∗. According to (5.39), V and Λ
can be diagonalized in the same basis. Expressing the square root of V in this basis,
we find √
V Λ = Λ
√
V . (5.40)
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Note that
√
V can be chosen symmetric since V is symmetric. Thus from V =
U †U ∗ we find that U
√
V = U ∗
√
V
∗
, so P ≡ U√V is real. Using (5.40),
N = UΛV UT = U
√
V Λ
√
V UT = PΛP T. (5.41)
The eigenvalue matrix Λ is unique up to reordering of the eigenvalues. When the
order of the eigenvalues is established, P is unique up to the replacement PJ → P ,
where J is a real, unitary matrix satisfying PJΛ(PJ)T = PΛP T. This leads
to that J commutes with Λ. Thus, J operates nontrivially only on dimensions
corresponding to repeated eigenvalues. If the eigenvalues in Λ is sorted in, say,
descending order, J is a block-diagonal matrix, where each block is a real unitary
matrix with a dimension equal to the number of corresponding repeated eigenvalues.
For a non-repeated eigenvalue, the corresponding block of J is either 1 or −1.
5.A.2 Singular value decomposition of symmetrical matri-
ces
We are interested in the most general form of an arbitrary, complex, symmetric
matrix Υ. By using singular value decomposition, we can write
Υ = V 1ΣV 2, (5.42)
where V 1,2 are unitary, and Σ is diagonal and nonnegative. Since Υ is symmetric,
we find that
WΣ = ΣW T, (5.43)
where W ≡ V ∗2V 1. We also have that (ΥΥ†)T = Υ†Υ, which gives WΣ2 = Σ2W
and therefore
WΣ = ΣW . (5.44)
By comparing this result with (5.43),
ΣW = ΣW T. (5.45)
Thus, provided all singular values are non-zero, W is symmetric. Since
√
W
can be chosen such that it commutes with Σ and is symmetric, we obtain Υ =
V T2WΣV 2 = (
√
WV 2)
TΣ
√
WV 2. Thus we can write
Υ = UTΣU , (5.46)
where U ≡ √WV 2 is unitary and Σ is diagonal and positive.
If one or more of the singular values are zero, i.e. the matrix Υ is singular, we
write
Σ =
[
Σ′ 0
0 0
]
and W =
[
W 11 W 12
W 21 W 22
]
, (5.47)
where we have arranged Σ so that the zero singular values are the last ones, Σ′ is a
diagonal matrix with the nonzero singular values, andW 11 has the same dimension
as Σ′. Using (5.44) we find Σ′W 11 = W 11Σ′ and W 12 = W 21 = 0, and (5.45)
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gives thatW 11 =W
T
11. The commutation relations do not provide any information
on W 22. Choose
√
W such that
√
W =
[√
W 11 0
0
√
W 22
]
, (5.48)
where
√
W 11 is symmetric and
√
W 11 and Σ
′ commute. Write Υ = UT1ΣU 2, with
U 1 =
√
W
T
V 2 =
[
U ′
U ′′1
]
(5.49)
U 2 =
√
WV 2 =
[
U ′
U ′′2
]
. (5.50)
The matrices U ′′1 and U
′′
2 are the rows of U 1 and U 2 that correspond to the zero
singular values, and they do not give any contribution to Υ. We may therefore
replace the rows U ′′1 by U
′′
2, which gives U 1 = U 2 = U .
The matrix Σ is unique up to reordering of the singular values. When the order
of the singular values is established, U is unique up to the replacement JU →
U , where J is a unitary matrix satisfying (JU )TΣJU = UTΣU . This leads to
JTΣJ = Σ. Assuming the singular values are sorted in, say, descending order, we
find that J is a unitary block-diagonal matrix, where each block has a dimension
equal to the number of corresponding repeated singular values. For zero singular
values, the corresponding block in J is an arbitrary unitary matrix. For repeated
non-zero singular values, the corresponding block in J is real. For a distinct, non-
zero singular value, the corresponding block of J is either 1 or −1.
5.A.3 Factorization of a unitary matrix into a symmetrical
matrix and a orthogonal matrix
We will show that a unitary matrix U can be factorized into U = PQ, where P is
a real unitary matrix (orthogonal matrix) and Q is a symmetrical unitary matrix.
The matrix Q can be factorized into Q = P 1DP
T
1 using spectral decomposition
(Appendix 5.A.1) where D is a diagonal unitary matrix and P 1 is a real unitary
matrix. Thus, an equivalent problem is to show that
U = P 2DP
T
1 , (5.51)
where P 2 = PP 1. The decomposition in (5.51) is very similar to singular value
decomposition of real matrices, except that D may have complex elements.
The matrix UTU is symmetric; thus using spectral decomposition (Appendix
5.A.1), we have
UTU = P 1ΛP
T
1 , (5.52)
where P 1 is a real unitary matrix and Λ is a diagonal unitary matrix. Define
P 2 = UP 1D
∗, (5.53)
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where the diagonal matrix D is a solution to D2 = Λ. The matrix P 2 is unitary
since it is produced by multiplication of unitary matrices. The matrix is also real
since
P 2 = P
∗
2P
T
2P 2 = P
∗
2D
∗P T1U
TUP 1D
∗ = P ∗2D
∗P T1P 1D
2P T1P 1D
∗ = P ∗2. (5.54)
From (5.53) we therefore conclude that the decomposition (5.51), with real unitary
P 1 and P 2 and diagonal D, is always possible. It follows that any unitary matrix
can be written U = PQ, where P is real and unitary, and Q is symmetric and
unitary. Note that any global phase of P can instead be assigned to Q, so without
loss of generality we can assume that P is special (detP = 1 and detQ = detU ).
Since D is calculated from D2 = Λ, the sign of its elements are arbitrary. The
ambiguities when determining P 1 in (5.52) give rise to ambiguities in P andQ. The
possible P and Q can be expressed as P = UP 1JD
∗JTP T1 and Q = P 1JDJ
TP T1
for a real unitary J that commutes with D2. Here P 1 is fixed. If the signs of the
elements of D are known to be such that any equal elements of D2 correspond to
equal elements of D, then J commutes with D and can be ignored.
5.B Linear, reciprocal and lossless components
Consider a linear component with P input and P output modes on the left-hand
side, and also P input and P output modes on the right-hand side, see Fig. 5.2.
The component is completely characterized by the 2P × 2P dimensional scattering
u1 u2
v1 v2
S
Figure 5.2: A linear component with P input and P output modes on each side.
matrix S which relates the input and output fields:[
v1
u2
]
= S
[
u1
v2
]
=
[
S11 S12
S21 S22
] [
u1
v2
]
. (5.55)
The field vectors that propagate to the right and left are denoted u and v, re-
spectively, and the subscripts 1 and 2 indicate the left- and right-hand side of the
component. The scattering matrix is a block matrix; the blocks S11 and S22 being
the reflection from the left and right side of the device, respectively, and S21 and
S12 the transmission through the device from the left and right, respectively. These
blocks have the dimension P × P .
There exists a similar relation, a transfer matrix relation, that connects the fields
on the left-hand side to the fields on the right-hand side:[
u2
v2
]
= T
[
u1
v1
]
. (5.56)
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Comparing (5.55) and (5.56) we find the blocks of T:
T =
[
S21 − S22S−112 S11 S22S−112
−S−112 S11 S−112
]
. (5.57)
To describe a device with a transfer matrix, S12 must be invertible, that is the
transmission from the right cannot be zero for any input field vector. Thus, ideal
mirrors, for example, cannot be described by a transfer matrix.
Provided the mode profiles can be written real, reciprocity means that the scat-
tering matrix is symmetric [83, 84], i.e.,
S11 = S
T
11 (5.58a)
S22 = S
T
22 (5.58b)
S21 = S
T
12. (5.58c)
Moreover, the lossless condition is expressed as the unitarity condition S†S = I:
S†11S11 + S
†
21S21 = I (5.59a)
S†12S12 + S
†
22S22 = I (5.59b)
S†12S11 + S
†
22S21 = 0. (5.59c)
With (5.58) in mind, we introduce singular value decompositions of the symmetrical
matrices S11 and −S22 (see Appendix 5.A.2):
S11 = Φ
T
l ρΦl (5.60a)
S22 = Φr(−ρ′)ΦTr (5.60b)
S21 = Φrt
′Φl. (5.60c)
Here, Φl and Φr are unitary matrices, ρ and ρ
′ are diagonal and nonnegative, and
t′ = Φ†rS21Φ
†
l . By substituting into (5.59) and using (5.58) we obtain
t′†t′ = I − ρ2 (5.61a)
t′t′† = I − ρ′2 (5.61b)
ρ′ = t′∗ρt′−1. (5.61c)
Introducing the singular value decomposition t′ = U ′tV ′, we obtain from (5.61a)
that t2 = V ′(I −ρ2)V ′†, which means t = V ′√I − ρ2V ′†. Backsubstitution shows
that t′ can be written t′ = U
√
I − ρ2 for a unitary U . With t′ on this form,
(5.61b) and (5.61c) reduce to ρ′2 = Uρ2U † and ρ′ = U ∗ρU †, respectively. Taking
the root of the first equation and comparing, we find Uρ = U ∗ρ and equivalently
ρU † = ρUT. With these properties, it is straightforward to show that (5.60) can
be written
S11 = Φ
T
l ρΦl (5.62a)
S22 = Φr(−ρ)ΦTr (5.62b)
S21 = S
T
12 = ΦrtΦl, (5.62c)
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where U has been absorbed into Φr, ΦrU → Φr, and
t =
√
I − ρ2. (5.63)
Note that (5.61) implies that ‖ρ‖ ≤ 1.
Eq. (5.62) and (5.63) can be interpreted as follows: The component can be
viewed as a discrete reflector sandwiched between two unitary transmission sec-
tions. The discrete reflector provides coupling between equal modes that propagate
in opposite directions, and the unitary sections provide coupling between different
modes in the same direction. For the discrete reflector, the reflection response from
the left and right is ρ and −ρ, respectively, and the transmission is t. For the two
unitary sections, there are no reflections, and the transmission responses from the
left are Φl and Φr, while the transmission responses from the right are Φ
T
l and Φ
T
r .
Note that this interpretation is consistent with the reciprocity and lossless conditions
(5.58) and (5.59), for each of the three sections separately.
Using (5.62), the transfer matrix (5.57) can be written
T =
[
A∗ B∗
B A
]
, (5.64)
where the blocks A = Φ∗rt
−1Φ∗l and B = −Φ∗rt−1ρΦl satisfy
A†A−BTB∗ = I (5.65a)
ABT −BAT = 0 (5.65b)
ATB∗ −B†A = 0. (5.65c)
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Part II
Spatial characterization of fiber
Bragg gratings
77

Chapter 6
Spatial characterization of optical
components
Spatial characterization is used to find the attenuation, gain or coupling between
propagation modes (e.g. reflection) along an optical fiber or within an optical com-
ponent. The source light is reflected from different positions within the fiber, and
different reflected light components will have different delays from the source to
the receiver. Several measurement techniques are developed to separate these re-
flections components, including optical time-domain reflectometry (OTDR), opti-
cal coherence-domain reflectometry (OCDR), optical space-domain reflectometry
(OSDR) and optical frequency domain reflectometry (OFDR).
OTDR [85, 86, 87, 88] is the most established spatial characterization technique.
The device under test (DUT) is interrogated by short laser pulses generated with
separation that is at least the total dual-pass delay of the fiber. The backscattered
light is detected and processed. The delay of a scattered signal component is then
directly measured. OTDR is particularly useful for finding reflection points along
long fiber sections. The Rayleigh scattering gives continuous scattering from the
fiber. The decay of Rayleigh scattering can be used to find the attenuation along
the fiber. The OTDR method has its shortcomings, since the spatial resolution
is typically in the range of 1 m, limited by the width of the interrogation pulses
and the required dynamic range [85]. OTDR is based on direct detection of the
backscattered light. The method has therefore limited dynamic range, and does not
provide information about the reflection phase. OTDR is therefore not suitable for
spatial characterization of fiber Bragg gratings.
OCDR [89, 90, 91, 92] is an interferometric measurement technique. The mea-
surement setup includes a Michelson interferometer with a movable reference mirror
in one path, and the DUT in the other. OCDR is based on a low-coherent source,
and is therefore often called optical low coherence reflectometry (OLCR). Superlu-
minescent diodes [89, 93] or broad-band fiber lasers [92, 94] are often used. The
interference between the reflection reference mirror and reflections within the DUT
is suppressed when the delay difference between the reflections are more than the
coherence time of the source. As the mirror is moved, reflections from different
positions within the component are detected. The interference signal as function of
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position is proportional to the impulse response of the DUT. The spatial resolution
is limited by the coherence length of the source, and the range is limited by the
movable distance of the reference mirror. OCDR has typically a spatial resolution
of 10-50 µm [89, 93] and a range of 0.1-1 m A sensitivity of −161 dB has been
demonstrated using a broad-band fiber laser [92]. OCDR is therefore in an entirely
different regime in terms of spatial resolution, range and sensitivity compared to
OTDR. OCDR was first used for spatial characterization of FBGs by Lambelet
et.al. [95], and has later been used by several other groups [96, 97, 93]. By measur-
ing the impulse response from both sides of a grating, Keren et.al [94] demonstrated
successful characterization of a grating with 99.91 % reflectivity.
In OSDR, a perturbation of the refractive index is applied along the DUT, and
the reflection or transmission response as function of position within the DUT is
detected. The refractive index is usually perturbed by heat scan [98, 99, 100, 100,
101], but also pressure can be used [102]. Brinkmeyer et.al. [100] used this technique
to measure the spatial profile of gratings by measuring the transmission in a side
lobe as function of position of the perturbation. A related technique is the side-
scattering technique [103, 104, 105], where the grating is illuminated from the side
and the intensity of the scattered light is detected. The advantage of these methods
is that the spatial profile is measured directly, whereas with OCDR and OFDR the
reflection spectrum or the impulse response is measured and inverse scattering has
to be applied to extract the spatial profile. However, it requires complex mechanical
arrangements, and the spatial resolution is limited by the size of the perturbation.
OFDR [106, 107, 108] is based on coherent detection of the reflected light from
the DUT with the light reflected from a fixed reference. To do this, the DUT is
often placed in one of the arms of a Michelson interferometer, while the other end
is terminated by a fixed mirror. Alternatively, a Mach-Zehnder interferometer can
be used. The optical frequency of a highly coherent laser source is swept, and
the interference pattern is detected as function of optical frequency. The impulse
response of the DUT can be found by Fourier transforming the detected interference
pattern and extracting the signal band starting at the dual-pass delay difference
between the two arms of the interferometer. The length range is given by the
coherence of the laser and how dense the interference signal can be sampled in optical
frequency, while the spatial resolution is given by the tuning range of the laser.
Thus, depending on the type of laser used, slow and smooth tuning of the optical
frequency will give a long range, while sweeping the laser over a large frequency
span will give high spatial resolution. The spatial range can be improved by using a
trigger interferometer to generate sampling pulses equidistant in optical frequency
[107]. Oberson et.al. [109] demonstrated spatial characterization over a range of 150
m with a resolution of 16 cm using a PZT-tuned DFB fiber laser over a wavelength
range of 1 nm. In the other extreme, commercial external cavity lasers can be tuned
up to 100 nm. Thus in principle, the spatial resolution can be as low as 8 µm. The
ratio between range and resolution is often bounded by how many spectral points
that can be sampled and processed. OFDR is therefore much more flexible in terms
of range and resolution compared to the other techniques. This method was first
used for spatial characterization of FBGs by Froggatt [110]. The OFDR technique
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is highly practical for spatial characterization of FBGs. In comparison with OCDR,
the setup is simpler, since it does not require a sweeping mirror, and the length of
fiber into the FBG is allowed to vary with several meters. However, OCDR appears
to be superior in terms of sensitivity.
In chapter 7, we use OFDR to measure the complex reflection spectrum of an
FBG and feed this into the layer-peeling inverse scattering algorithm to calculate
the spatial profile of the grating. Issues concerning scaling of the reflection response
and birefringence of FBGs are discussed. We will demonstrate that this method
can be used for characterization of FBGs up to 98-99 % reflectivity (−17 − 20 dB
minimum transmission).
In chapter 8, the maximum reflectivity of the gratings that can be spatial char-
acterized using OFDR is extended beyond the limitations in chapter 7. Here, a
thermal chirp is applied to the grating so that the spectral information is spread
over a much wider bandwidth, and so that the maximum reflectivity is reduced. In
this way, a grating with a minimum transmission of −66 dB is successfully spatially
characterized.
In chapter 9, a polarization-resolved spatial characterization technique based on
OFDR is developed. A strain-tuned fiber DFB laser with closed-loop control of the
laser sweep is used as source. Excellent sweep linearity is achieved with this method.
The fiber laser is followed by a polarization-modulation interferometer that modu-
lates the state of polarization of the interrogation light. The information about the
grating impulse response is spread into different bands in the optical delay domain,
and these bands are combined to find the polarization-resolved grating impulse re-
sponse. This impulse response is fed into the polarization-resolved layer-peeling
algorithm of chapter 4 to obtain the spatial profile. This method is used to investi-
gate the polarization-dependent index modulation as function of the polarization of
the uv-light used to fabricate the grating.
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Chapter 7
Spatial characterization of FBGs
using OFDR∗
Characterization of the complex reflection spectrum and the spatial profile
of fiber Bragg gratings using optical frequency domain reflectometry and the
layer peeling algorithm is presented. The importance of correct scaling and
polarization effects are discussed. The method gives accurate measurement
of the spatial profile for gratings with reflectivity < 98-99 %. Immunity to
spurious reflections and high dynamic range in spectral measurements are
achieved.
7.1 Introduction
Fiber Bragg gratings (FBGs) are one of the most used passive component in fiber
optical communication systems today. Advanced writing techniques [12, 111] have
made it possible to write long gratings with arbitrary profile. The gratings are
usually spectrally characterized using an optical spectrum analyzer or a tunable
laser combined with powermeters. The spectrum gives information on the quality
of the grating, however it does not give information about the origin of the spectral
errors. With a measurement of the spatial profile of the grating, one can look
for errors in the writing process, and if these errors are systematic, they can be
compensated.
Previously reported methods measure the spatial profile directly [112]. The spa-
tial profile is measured by introducing phase shifts using thermal perturbation along
the grating and measuring the transmission in one of the side lobes as a function
of the position of the perturbation [100]. Another reported method illuminates the
grating from the side, and the intensity of the scattered light is measured [103, 105].
These methods can measure the spatial profile of arbitrary strong gratings, however
they require complex mechanical arrangements and the spatial resolution is limited
by the size of the perturbation.
∗This chapter is published as O.H. Waagaard, E. Rønnekleiv and J.T. Kringlebotn, “Spatial
characterization of strong fiber Bragg gratings” in Proceedings of SPIE, Fiber-Based Components
Fabrication, Testing, and Connectorization, vol. 4943: pp 16-24, 2003.
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Here we will use an indirect measurement of the spatial profile. The complex
reflection spectrum is measured by optical frequency domain reflectometry (OFDR)
[106, 107, 108, 113]1. OFDR is based on coherent detection of the reflected light
from the device under test when the optical frequency of the light source is swept.
This measurement method provides the grating impulse response calculated as the
Fourier transform of the complex reflection spectrum. For weak gratings, the first
Born approximation can be applied, and the grating profile and the grating impulse
response will be equal. For stronger gratings, the first Born approximation will
give inaccurate results due to multiple reflection within the grating, and an inverse
scattering algorithm must be applied to calculate the correct spatial profile. We will
use the time-domain layer peeling algorithm [16, 26] to calculate the spatial profile.
This algorithm has been used extensively over the last years for synthesis of Bragg
gratings, and we demonstrate that the algorithm can be applied for characterization.
The noise amplification in the layer-peeling algorithm is proportional to the inverse
of the minimum transmissivity [37]. This limits the reflectivity of the gratings that
can be characterized using this method to 98-99 %.
7.2 Measurement setup
The optical frequency domain reflectometry setup is shown in Figure 7.1. The
measurement is based on a narrow band tunable laser source which sweeps the
wavelength continuously over the grating spectrum. In order to achieve a sufficient
optical frequency resolution, a reference Michelson interferometer is used to linearize
the scan. The 120◦ phase shifted fringe outputs D3 and D4 are used to calculate the
exact evolution of the optical frequency. This information is used to resample the
outputs D1 and D2 to an accurate equidistant frequency grid for further processing.
The reference interferometer is packed acoustically and thermally stable so that the
imbalance does not fluctuate. The laser frequency can be calculated using
ν(t) =
c
2pin2Lref
φref(t) (7.1)
where Lref is the imbalance of the reference interferometer, n is the group index of
the fibers in the interferometer and φref is the measured phase with detectors D3
and D4. The factor 2 accounts for the two passes of the light through the arms of
the interferometer. The imbalance of the reference interferometer is approximately
1.4 m, which gives a free spectral range of 75 MHz. With 16 bit ADC-resolution,
the theoretical optical frequency resolution is less than 1 kHz, however the actual
resolution is given by the linewidth of the laser, detector noise, the sampling jitter
and the wavelength dependence of the phase difference between the two outputs
of the 3x3 coupler. If the calibration of the imbalance is not correct, the optical
frequency sampling interval will be wrong. In the spatial domain, the grating profile
will appear expanded or compressed compared with the actual profile. By simul-
taneous characterization of two gratings with known and sufficiently spaced center
wavelengths, the reference interferometer can be accurately calibrated.
1Ref. [106] and [107] have been added after the publication of the paper.
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Figure 7.1: Interferometric measurement of the complex reflection spectrum. FBG-
UT, FBG under test; PC, manual polarization controller; FM1-2, Faraday rotation
mirrors; D1-4, detectors.
The FBG constitutes one of the reflectors in a Michelson interferometer at the
bottom of Figure 7.1. The power measured at the output D1 of the interferometer
is given by,
P (ν) = P0(|rr|2 + |rfbg(ν)|2 + 2V |rr||rfbg(ν)| cos(2piντ + φfbg(ν))) (7.2)
where rfbg(ν) = |rfbg(ν)| exp(iφfbg(ν)) is the complex reflection spectrum of the FBG,
|rr| is the reflection amplitude of the mirror, P0 is a constant given by the output
power of the laser, the coupling ratio of the coupler and the responsivity of detection
circuits, V is the visibility of the interferometer and τ = 2nL/c is the group delay
difference between the two arms of the interferometer, where L is the imbalance of
the interferometer.
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Figure 7.2: Response at detectors D1 and D2. The left figure shows the response
within the whole wavelength range of which the grating has been characterized. The
right figure shows a 2 GHz zoom of the same response.
Typical measured responses at D1 and D2 are shown in Figure 7.2. The figure
shows the responses after resampling of the sampled data that are equidistant in time
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to a equidistant optical frequency grid using the reference interferometer. From this
figure it is possible to separate the three terms in (7.2). The first term, P0|rr|2 should
be constant and is the mean of the fringe signal of D1 far from the center wavelength
of the grating (where |rfbg(ν)|2 is negligible compared to |rr|2). A normalized fringe
signal is calculated as
P˜ (ν) = P (ν)/(P0|rr|2)− 1 =
∣∣∣∣rfbg(ν)rr
∣∣∣∣2 + 2V ∣∣∣∣rfbg(ν)rr
∣∣∣∣ cos(2piντ + φfbg(ν))) (7.3)
The first term in the normalized fringe signal, |rfbg(ν)/rr|2 is the low frequency
part. This term causes the asymmetry of the fringe signal, and will give the same
as a direct reflection measurement without the interferometer. The last term,
2V |rfbg(ν)/rr| cos(2piντ + φfbg(ν)) is the interference between the reflection from
the grating and the mirror, and has a carrier frequency given by the imbalance of
the interferometer.
−3000 −2000 −1000 0 1000 2000 3000
0
100
200
300
400
500
Position [mm]
Impulse response
of grating 
Figure 7.3: The Fourier transform of the normalized fringe signal.
Figure 7.3 shows the Fourier transform of the normalized fringe signal. The hor-
izontal axis shows the position along the fiber of the interferometer. The Fourier
transform of P˜ (ν) has three bands. There is one band at a position equal to the im-
balance cτ/(2n) of the interferometer. This is proportional to the impulse response
of the grating which is the Fourier transform of the complex reflection spectrum.
The grating impulse response will be used as input to the inverse scattering algo-
rithm which calculates the spatial profile of the grating. A mirrored and complex
conjugated version of the grating impulse response appears at negative imbalance.
The band at zero delay is proportional to the Fourier transform of |rfbg(ν)|2 which
equals the autocorrelation of the impulse response.
Correct scaling of the impulse response is essential for correct results from the
inverse scattering algorithm. The effect of multiple reflections inside the grating
is enhanced when the grating is made stronger, thus a weak and a strong grating
with proportional spatial profiles will have different reflection spectra. The same
applies in the reverse direction, a reflection spectrum that is incorrectly scaled gives
an incorrect spatial profile. The accuracy of the scaling becomes more critical for
stronger gratings.
Equation (7.3) shows that V and |rr| must be known in order to calculate the
correctly scaled complex reflection spectrum. |rr| depends on the reflectivity of
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the mirror, the loss in the fiber and the splitting ratio of the coupler, while the
visibility V depends greatly on the angle between the polarizations reflected from
the two arms of the interferometer. |rr|2 can be found if the measurement of the
transmission is available. The power measured at detector D2 is proportional to the
transmission spectrum of the grating. The scaling factor is calculated so that the
variance of the sum of the reflection and the transmission spectrum are minimum
and the mean value equal to 1. This gives,
|rr|2 = R¯(ν)− Var(R(ν))
Covar(T (ν), R(ν))
T¯ (ν) ⇒ |rfbg(ν)|2 = R(ν)|rr|2 (7.4)
where R(ν) is the first term in (7.3), T (ν) is the measured transmission spectrum.
R¯(ν), T¯ (ν) are the mean values, Var(R(ν)) is the variance and Covar(T (ν), R(ν))
is the covariance of R(ν) and T (ν). If the transmission spectrum is not available,
one can measure |rr|2 and assume it is constant, however especially the coupling
ratio of the coupler may fluctuate with temperature and the wavelength range of
the measurement.
If the visibility of the interferometer is independent of wavelength, one can com-
pare the squared amplitude of the second term in (7.3) with the first term. Then
the complex reflection spectrum rfbg(ν)e
iφfbg(ν) has been found. If the grating is
birefringent, the reflected polarization will generally vary along the grating. This
may cause errors in the measured impulse response, since the visibility of the inter-
ferometer is polarization dependent. To overcome this problem, the interrogating
polarization should be aligned with one of the polarization eigenaxes of the grating.
If the grating fiber has constant birefringence, and the grating coupling coefficient is
polarization independent, the measured reflection spectrum is a linear combination
of two spectra, one in each of the eigenaxes of the fiber. The grating in the slow
axis will be a replica of the grating in the fast axis but shifted in wavelength. Thus,
by maximizing or minimizing the transmissivity on an edge of the FBG transmis-
sion spectrum using an automatic polarization controller, one has found one of the
eigenaxes of the fiber.
A schematic overview of the commercial automatic polarization controller used
is shown in Figure 7.4 [114]. The automatic polarization controller is based on
changing the birefringence of a fiber using PZT-plates. Four modulators are used
with alternating orientation of 0◦ and 45◦, so that any input polarization can be
converted to an arbitrary output polarization using three modulators.
Figure 7.4: The automatic polarization controller squeezes the fiber with PZT-plates
which changes the birefringence of the fiber section.
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We have implemented a search algorithm based on dithering two modulators and
calculate the optimization of the transmitted power by quadratic approximation
[115]. A simulation of a polarization optimization is shown in Figure 7.5. The
axes are the retardation generated by the two polarization modulators, and mesh
indicates the measured power at D2. The dashed line shows how the algorithm
searches for a maximum. In the neighborhood of a particular point Ω = Ω0, where
Ω =
[
Ω1 Ω2
]T
is the retardance generated by the polarization modulators, the
transmitted power can approximated by Taylor expansion [115],
P (Ω) = P (Ω0) +∇P |Ω=Ω0(Ω−Ω0) +
1
2
(Ω−Ω0)TH|Ω=Ω0(Ω−Ω0) + · · · , (7.5)
where ∇P = [∂P/∂Ωi] is the gradient vector and H = [Hij] = [∂2P/∂Ωi∂Ωj] is the
second derivative matrix (Hessian matrix). A necessary requirement for a maximum
or a minimum at a point Ω′ is that ∇P (Ω′) = 0. This gives,
∇P (Ω′) ≈∇P |Ω=Ω0 +H|Ω=Ω0(Ω′ −Ω0) = 0 ⇒ Ω′ = Ω0 −H−1∇P |Ω=Ω0 .
(7.6)
Not all points where the length of the gradient vector is zero, are maxima or min-
ima. Saddle points are points which are local minima for one parameter and local
maxima for the other. The point Ω′=[1.2,2.1] in Figure 7.5 is a saddle point. The
search algorithm finds a maximum or a minimum if and only if H has a positive
determinant [116]. If this is not the case, the algorithm jumps to another point and
checks the determinant of H .
Once Ω′ is calculated, the operation point of the modulators Ω0 is set to Ω′. The
modulators are again dithered and a new Ω′ is calculated using (7.6). The iteration
stops when the length of the vector Ω′ −Ω0 is less than some predefined value.
The gradient vector and the Hessian matrix are found by dithering the polar-
ization modulators with different frequencies around the operation point Ω0. The
gradient vector components are given by the measured amplitude at the modula-
tion frequencies, while the components of H are found at twice the modulation
frequencies and the sum frequency.
If the input polarization is parallel to one of the eigenaxis of the first modulator,
the modulator will not change the polarization. If that is the case, one can convert
the input polarization to any output polarization using modulator 2 and 3. Therefore
once the optimum using modulator 1 and 2 is found, the same algorithm is applied
to modulator 2 and 3. This ensures that the real maximum or minimum has been
found.
The last part of the signal processing is to apply the layer peeling inverse scat-
tering algorithm [16, 26]. The spatial profile of the grating is calculated from the
grating impulse response. The discrete version of the layer peeling algorithm [26]
approximate the grating as a stack of discrete complex reflectors as shown in Figure
7.6. The forward propagation field in the section before the first grating layer is
initialized as an impulse δ(t), while the backward propagation field is initialized as
the impulse response h(t). The algorithm is based on the fact the first point of the
impulse response represents the reflection from the first grating layer of the reflector
stack. Thus, the reflectivity of this grating layer has been found, and the fields in
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Figure 7.5: Polarization optimalization search algorithm. The axes are the birefrin-
gence generated by the modulators which are proportional to the applied voltage.
White is maximum value, while black is the minimum value. The dashed curve is
the path of the search algorithm.
the next section can be calculated. Once the fields in the next grating section are
calculated, the previous section can be removed. The algorithm is applied succes-
sively until the whole spatial profile i.e. the reflectivities ρi of the grating layers are
calculated.
ρ1 ρ3
x
∆
u1(t) u2(t)
v2(t)
u3(t)ρ0 ρ2
v1(t) v3(t)
u0(t)
v0(t)
Figure 7.6: The grating model used by the time-domain discrete layer peeling algo-
rithm [26]. The grating is described by a stack of reflectors with reflectivity ρi which
are spaced by a distance ∆. ui(t) and vi(t) are the forward and backward propagat-
ing fields, respectively. The algorithm initialize u0(t) = δ(t) and v0(t) = h(t).
The signal processing for extracting the spatial profile of an FBG from an OFDR
measurement can be summarized as follows,
1) Interrogate the grating on an edge of the transmission spectrum and apply the
polarization optimization procedure.
2) Execute the OFDR measurement.
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3) Resample the sampled data at detector D1 and D2, using the optical frequency
measured by the reference interferometer.
4) Calculate a normalized fringe signal using equation (7.3).
5) Apply the Fourier transform, and separate the components at zero delay and
the components at the delay given by the imbalance of the interferometer.
6) Calculate the scaling of the complex reflection spectrum and the grating im-
pulse response using the transmission measurement.
7) Apply the layer peeling algorithm to calculate the spatial profile.
8) Calculate the amplitude/power and phase/group delay spectra from the in-
verse Fourier transform of the grating impulse response.
7.3 Results
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Figure 7.7: The characterized transmission and reflection spectra of a 42 mm uniform
grating with maximum reflectivity 98%.
Figure 7.7 shows the characterized transmission and reflection spectra of a 42
mm uniform grating with maximum reflectivity 98 % calculated from the fringe
signal shown in Figure 7.2. Figure 7.8 shows the impulse response (versus dual
path delay) and the grating coupling coefficient κ calculated based on the impulse
response using the time-domain layer-peeling algorithm. The resolution in optical
frequency and space is 20 MHz (0.16 pm) and 0.6 mm, respectively. The spatial
resolution distance is inversely proportional to the optical frequency span, which
can easily be increased by a factor of 10 from the value of 1 nm used here.
Figure 7.8 shows that the first Born approximation cannot be applied for this
grating. The first Born approximation gives a spatial profile that is equal to the
impulse response which is clearly not the case.
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Figure 7.8: The impulse response(- -) and the spatial profile(–) calculated using the
time-domain layer-peeling algorithm.
Because most of the power is reflected from the first part of the grating, the
impulse response drops quite rapidly for the first 26 mm, it then increases due
to multiple reflections. The sharp transition seen at 42 mm is due to the sudden
absence of destructive interference from first order reflections.
The calculated spatial profile has steep edges at both grating ends and is quite
uniform within the grating. This indicates that the layer peeling algorithm is work-
ing well. For such strong gratings, low noise and accurate scaling of the impulse
response are critical for obtaining accurate results from the layer peeling. If the re-
flection spectrum is scaled poorly or the noise contribution is significant, the tail of
the spatial profile after the end of the grating (here after 42 mm) will not go to zero.
The characterized profile in Figure 7.8 does not reach zero, however the extinction is
more than 10 times. The error amplification is exponential with κL (where L is the
grating length) [37], and we believe that gratings with reflectivity >98-99% cannot
be characterized using this method with realistic sampling accuracies.
Figure 7.7 shows that the grating is not symmetric. A grating with quadratic
frequency chirp will be asymmetric. The grating phase calculated in Figure 7.8 is a
3rd-order function, corresponding to a quadratic chirp. This explains the asymmetry
of the spectrum.
Figure 7.9 shows the spectrum of a 11 mm low reflectivity chirped apodized
grating. This grating was designed as broadband reflector with 4 % reflectivity. The
first Born approximation gives sufficient accurate results for this grating, thus the
impulse response and the grating profile calculated using the layer peeling algorithm
will be equal. Figure 7.10 shows the spatial profile of the grating. The grating was
apodized using a exp(−(x/a)6)-window, and the figure shows a good fit between the
designed and the measured apodization.
The local wavelength of the grating can be calculated from the phase profile
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Figure 7.9: Characterized reflection and group delay spectra of a 11 mm chirped
apodized grating.
using
1
λlocal
=
1
λb
+
c
4pineff
darg(κ)
dx
, (7.7)
where λb is the Bragg wavelength and neff is the effective refractive index of the
grating. Figure 7.10 shows that the grating is linearly chirped, thus the different
wavelength components are reflected from different part of the grating. The low
wavelength components are reflected from the first part of the grating while the
high wavelength components are reflected from the last part.
Figure 7.9 also demonstrate that the measurement method also provides the
group delay spectrum. The measured group delay at the longest wavelengths are
about 100 ps, which equals the dual-path delay between the start and the end of
the grating.
Provided that the phase errors are repeatable from one writing session to an-
other, the measured profiles can be used to compensate for systematic errors in the
writing setup [117]. The measurement setup shown in Figure 7.1 provides very high
dynamic range in the spectral measurements. This is due to the coherent homodyne
detection technique used, where the fringe amplitudes are proportional to the optical
field reflectivity of the FBG. With a 16-bit ADC resolution, the quantization noise
floor will be as low as –96 dB optical, as compared to –48 dB with direct power
measurements.
Another advantage of the presented method is that responses from spurious re-
flections can be efficiently removed by using only the duration of the FBG impulse
response as input to the inverse Fourier transform when calculating the reflection
spectrum. This immunity against spurious reflections has been verified experimen-
tally. The fact that only a part of the full impulse response is extracted also leads
to an effective smoothening of detector noise etc. In this example about 1% of the
full impulse response length was extracted, resulting in a noise reduction of 20 dB
when assuming white noise.
7.4. CONCLUSIONS 93
−2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12
0
20
40
60
80
100
120
140
Co
up
l. 
co
ef
f |κ
| [1
/m
]
Position [mm]
Co
up
l. 
co
ef
f |κ
| [1
/m
]
1549
1550
1551
1552
1553
1554
Lo
ca
l w
av
el
en
gt
h 
[nm
]
Figure 7.10: The spatial profile(–) and local wavelength of the chirped apodized
grating. The designed apodization (-·) of the grating is also shown.
7.4 Conclusions
We have demonstrated a measurement method which gives both the complex reflec-
tion spectrum and the complex spatial profile based on optical frequency domain
reflectometry. A spectral resolution less than 0.01 pm and a spatial resolution less
than 0.1 mm are possible. The coherent measurement method also provides high
dynamic range in spectral reflection measurements, and allows spurious reflections
outside the grating to be removed from the measurements.
The polarization reflected from the grating is generally wavelength dependent,
which gives a wavelength dependent interferometer visibility. This problem has been
solved by maximizing or minimizing the grating transmissivity at the edge of the
transmission spectrum using an automatic polarization controller.
The spatial profile of gratings with reflectivity less than 98-99 % has successfully
calculated from the coherent homodyne measurement data using the time-domain
layer peeling algorithm. This method is a valuable tool supporting the writing
process, and makes it possible to compensate for systematic writing errors.
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Chapter 8
Spatial characterization of strong
FBGs using thermal chirp and
OFDR∗
A method that can spatially characterize gratings with grating strength
|κ|L up to 10 is presented. The grating is thermally chirped to increase
the transmissivity through the grating. The complex reflectivity spectrum
is measured using optical frequency domain reflectometry, and the spatial
profile is reconstructed using the time-domain layer-peeling algorithm. The
spatial profiles of an uniform grating with grating strength |κ|L = 8.25 (−66
dB minimum transmissivity) and a distributed feedback fiber laser (DFB-
FL) grating with grating strength |κ|L = 7.5 are accurately reconstructed
from the measured complex reflection spectrum.
8.1 Introduction
Fiber Bragg gratings (FBGs) are attractive components in fiber optical communi-
cation and sensing systems. Advanced writing techniques [12, 111] have made it
possible to write long gratings with arbitrary profile. A grating is usually spec-
trally characterized using an optical spectrum analyzer or a tunable laser combined
with power meters. The spectrum gives information on the quality of the grating;
however, it does not give information about the origin of the spectral errors. By
measuring the spatial profile (complex coupling coefficient profile) of the grating,
the errors in the writing process can be determined. If these errors are systematic,
they can be compensated [117].
The spatial profile can be measured directly by introducing phase shifts along
the grating using a thermal perturbation and by measuring the transmission in one
of the sidelobes as a function of the position of the perturbation [100, 112]. This
method has also been used for characterization of the intensity distribution in the
∗This chapter is published as O.H. Waagaard, “Spatial characterization of strong fiber Bragg
gratings using thermal chirp and optical-frequency-domain reflectometry” in IEEE Journal Light-
wave Technology vol. 23, pp. 909-914, 2005
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cavity of distributed feedback fiber lasers (DFB-FL) [101]. Another reported method
illuminates the grating through the side onto its core, and the intensity of the scat-
tered light is measured [103, 105]. These methods can measure the spatial profile of
arbitrary strong gratings; however, they require complex mechanical arrangements,
and the spatial resolution is limited by the size of the perturbation.
The spatial profile can also be found indirectly from the complex reflectivity
spectrum, which can be measured using optical frequency domain reflectometry
(OFDR) [106, 107, 108, 113, 118, 119]1 or optical coherence domain reflectometry
(OCDR) [95, 120, 97, 93]. In both methods, the grating constitutes one of the
reflectors in a Michelson interferometer. In OFDR, the optical frequency of a highly
coherent light source is swept, and the interference signal from the interferometer
is detected. In OCDR, a low-coherent source with a coherence length shorter than
the required spatial resolution is used, and an interference signal is detected while
scanning the position of the reference reflector.
Once the complex reflectivity spectrum is measured, the spatial profile can be
reconstructed from the complex reflectivity spectrum using an inverse scattering
algorithm such as the layer-peeling algorithm [16, 26, 40]. This algorithm is based
on the simple fact that the leading edge of the impulse response is independent of the
later part of the grating due to causality. Hence, one can identify the first layer of
the grating and remove its effect using the associated transfer matrix. Theoretically,
the spatial profile can be exactly reconstructed from the complex reflection spectrum
using this algorithm. Unfortunately, noise in a measured reflection spectrum will
be amplified in the inverse scattering process with a factor that grows exponentially
with grating strength [37]. The reconstruction of the spatial profile from a measured
complex reflectivity spectrum is therefore limited to gratings with a transmission
minimum larger than about −20 dB (99 % reflectivity) [119]. For a uniform grating,
this corresponds to a grating strength (coupling coefficient-length product) |κ|L < 3.
In [94], it is suggested that the measurement results can be improved by combining
the measured spatial profile of the grating from both sides, and the spatial profile
for an apodized grating with 99.91 % maximum reflectivity has been successfully
reconstructed. By combining the spatial profile measured from both ends, it should
be possible to characterize gratings with grating strength |κ|L < 6.
DFB-FLs are attractive sources both in sensing, instrumentation and telecom-
munication because of their narrow linewidths in the order of 1-10 kHz. Grating
errors in a DFB-FL grating may cause the DFB-FL not to lase, a reduction of the
finesse and the stability, and lasing in higher order modes [121]. Spatial characteriza-
tion of DFB-FL grating can give valuable information concerning the (unexpected)
behavior of the laser. However, DFB-FL gratings have a grating strength in the
range |κ|L=6-16, and these gratings are therefore too strong for the spatial profile
to be reconstructed from a measurement of the complex reflectivity spectrum.
In this paper, a technique that can characterize such strong gratings is presented.
A chirp is applied to the grating using a temperature gradient [122]. This sufficiently
increase the transmission through the grating and spreads the spectral information
over a much larger bandwidth. Thus, the spatial profile can be reconstructed from
1Ref. [106] and [107] have been added after the publication of the paper.
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a measurement of the reflection spectrum using OFDR [108].
8.2 Spatial profile reconstruction
The OFDR setup [123, 119] is shown in Figure 8.1. The FBG constitutes one of the
reflectors in the Michelson interferometer to the right hand side of this figure. The
other reflector is a highly reflective dielectric mirror. The polarization controller
PC1 is used to adjust the input polarization to the grating, while PC2 is used to
maximize the visibility of the measurement. A narrow band tunable laser source
(Ando AQ4320B) sweeps the wavelength continuously across the grating bandwidth
of typically 5-10 nm in ∼1 s. A fringe spectrum is measured at detector output
D1, while the transmission through the grating is measured at detector output D2.
In order to achieve a sufficient optical frequency resolution, a reference Michelson
interferometer is used to linearize the scan. The 120◦ phase-shifted fringe outputs
D3 and D4 are used to calculate the exact evolution of the optical frequency. This
information is used to resample the outputs D1 and D2 to an accurate equidistant
frequency grid for further processing.
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Figure 8.1: Interferometric measurement of the complex reflection spectrum with
thermal chirping device. PC1-2: manual polarization controllers; FRM1-2: Faraday
rotation mirrors; D1-4: detectors.
The grating is placed in a groove at the center of a split metal rod, which is
thermally isolated with a Teflon tube. One end of the metal rod is placed within a
tube furnace, and the other end is connected to a heat sink. When the metal rod
is heated by the tube furnace, there will be a temperature gradient along the metal
rod, which will chirp the grating. This will effectively increase the transmission
through the grating.
Typical measured responses at detector outputs D1 and D2 are shown in Figure
8.2. The power measured as a function of optical frequency ν at D1 is given by,
P (ν) = P0{|rr|2 + |rfbg(ν)|2
+ 2V |rr||rfbg(ν)| cos(2piντ + φfbg(ν))},
(8.1)
where rfbg(ν) = |rfbg(ν)| exp(iφfbg(ν)) is the complex reflection spectrum of the FBG,
|rr| is the field reflectivity of the mirror, V is the visibility of the interferometer and
τ = 2nLif/c is the group-delay difference between the two arms of the interferometer,
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Figure 8.2: Response at detectors D1(grey) and D2(black).
where Lif is the imbalance of the interferometer, and c/n is the group velocity of
light in the fiber. The fiber arm with the FBG is the longest, and the imbalance of
the interferometer is in the range 0.1-4 m.
The first term in (8.1), P0|rr|2 is assumed independent on ν, and is calculated
as the mean of the fringe signal of D1 far from the center wavelength of the grating
(where |rfbg(ν)|2 is negligible compared to |rr|2). A normalized fringe signal is then
calculated as
P˜ (ν) = P (ν)/(P0|rr|2)− 1
=
∣∣∣∣rfbg(ν)rr
∣∣∣∣2 + 2V ∣∣∣∣rfbg(ν)rr
∣∣∣∣ cos(2piντ + φfbg(ν))) (8.2)
The first term in (8.2), |rfbg(ν)/rr|2, varies slowly with ν, and causes the vertical
asymmetry of the fringe signal shown in Fig. 8.2. This term should be proportional
to a direct reflection measurement of the grating without the interferometer. The last
term, 2V |rfbg(ν)/rr| cos(2piντ + φfbg(ν)) is the interference between the reflections
from the grating and the mirror and may be viewed as a carrier signal versus optical
frequency that is modulated by the amplitude and phase of the FBG reflectivity
spectrum. The number of cycles per unit optical frequency change equals the delay
imbalance of the interferometer at the measurement optical frequency.
Figure 8.3 shows the Fourier transform of the normalized fringe signal. The
horizontal axis represents the position along the FBG fiber in the interferometer.
The Fourier transform of P˜ (ν) has three bands. There is one band at a position
equal to the imbalance cτ/(2n) of the interferometer. This band is proportional to
the impulse response of the grating, which is the Fourier transform of the complex
reflectivity spectrum. The grating impulse response will be used as input to the
inverse scattering algorithm that calculates the spatial profile of the grating. A
mirrored and complex conjugated version of the grating impulse response appears
at negative imbalance. The band around zero delay is proportional to the Fourier
transform of |rfbg(ν)|2, which is the autocorrelation of the impulse response.
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Figure 8.3: Fourier transform of the normalized fringe signal.
Correct scaling of the grating impulse response is essential for correct results from
the inverse scattering algorithm. Correct scaling becomes increasingly critical as the
strength of the gratings increase. If the grating is lossless, the scaling factor |rr| is
determined by requiring that the sum of the reflection spectrum given by the slowly
varying part of (8.2) and the transmission measured at detector D2 should be 1 for
all optical frequencies [119]. If the visibility of the interferometer is independent of
optical frequency, one can determine V by comparing the squared amplitude of the
second term in (8.2) with the first term. Thus, the complex reflectivity spectrum
rfbg(ν)e
jφfbg(ν) can be extracted.
If the grating is birefringent, the reflected polarization state will generally vary
along the grating. This may cause errors in the measured impulse response, since
the visibility of the interferometer depends on the polarization state of the inter-
fering light components. To overcome this problem, the interrogating polarization
should be aligned with one of the polarization eigenaxes of the grating. If the grating
birefringence is position independent and the grating coupling coefficient is polariza-
tion independent, the reflection spectra measured with the input polarization state
parallel to the two polarization eigenaxes of the grating are equal except for a shift
in center frequency. The input polarization state is therefore aligned to one of the
polarization eigenaxes when the transmissivity through the FBG at a flank of the
spectrum is either minimum or maximum as function of input polarization state.
An automatic polarization controller [114] can be placed between the laser and the
Michelson interferometer. This controller can be used to search for the input po-
larization state that gives the minimum or maximum transmissivity at the flank
[119]. Another method that can be used is to compare the spectrum calculated
from the first term in (8.2) and the square amplitude calculated from the second
term in (8.2) while adjusting polarization controller PC1. When these two spectra
are proportional, the visibility is constant, and the input polarization is aligned to
one of the polarization eigenaxes of the grating. Both methods were tested, and the
latter method gave best results.
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It will be more difficult to reconstruct the spatial profile of an Er-doped DFB-FL
grating than a uniform grating in a lossless fiber with the same grating strength.
Light will resonate near the discrete phase shift at the center of the grating. As
more light resonate around the phase shift, it becomes more difficult to extract
information about the spatial profile after the resonator. In addition, the DFB-FL
grating is written in an Er-doped fiber, and there will be absorption within the
grating. For gratings in fibers with absorption, the reflection spectrum and the
transmission spectrum no longer add to 1, and it is more difficult to calculate the
correct scaling factor for the impulse response. However, the following procedure
should give a good estimate of the scaling factor for a grating in an Er-doped fiber:
Far from the Bragg wavelength, the power transmissivity equals exp(−αL), where
α is the absorption coefficient of the fiber, and L is the length of the grating. If the
grating has such a low reflectivity that the first Born approximation applies, i.e. the
spatial profile is approximately proportional to the impulse response, and that the
mean group delay is equal to the dual pass delay to the center of the grating, one
can use as a first-order approximation that the sum of the reflection spectrum and
the transmission spectrum equals exp(−αL). This condition is satisfied when the
grating is sufficiently chirped.
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∆
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Figure 8.4: Grating model used by the time-domain discrete layer-peeling algorithm.
The calculated impulse response is the input to the time-domain layer-peeling
algorithm. In this algorithm, the grating is represented by a stack of N discrete
complex reflectors separated by a distance ∆ = c/(2nνspan) as shown in Figure 8.4,
where νspan is the optical-frequency scanning range of the measurement. Within each
layer j = 0, 1, . . . , N−1 there are a time-dependent forward-propagating optical field
uj and a backward propagating optical field vj. Due to the discrete grating model,
the fields uj and vj are discrete in time as well, and the sampling period is equal to
the dual-pass delay within a layer, 2∆ (normalized). The relation between the fields
in layer j and the corresponding fields in layer j + 1 at time-step k is described by
[26] [
uj+1(k)
vj+1(k − 1)
]
= Tρj
[
uj(k)
vj(k)
]
, (8.3)
where,
Tρj = (1− |ρj|2)−1/2
[
1 −ρ∗j
−ρj 1
]
. (8.4)
Here, ρj = − tanh(|κj|∆x)κj/|κj| is the local complex reflection coefficient of reflec-
tor j.
In the layer-peeling algorithm, the grating will be evaluated layer by layer, and
the time reference may be chosen differently for each layer. In (8.3), we have there-
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fore omitted the time delay for the forward-propagating field from a layer to the
next so that the first nonzero elements of the fields are always uj(0) and vj(0).
In gratings with absorption such as DFB-FL gratings, the absorption must be
incorporated in the grating model. The absorption in each layer is described by a
transfer matrix,
Ta = a
1/2
[
1 0
0 a−1
]
, (8.5)
where a = exp(−α∆x) is the power loss factor for transmission through each layer
in the discrete grating model. This factor is assumed to be known and equal for all
layers. The combined transfer matrix of layer j is then represented by TρjTa.
Thus, by incorporating absorption, (8.3) can be written,[
uj+1(k)
vj+1(k − 1)
]
=
[
1 −ρ∗j
−ρj 1
] [
uj(k)
vj(k)/a
]
. (8.6)
Since we are only interested in the ratio between the backward- and forward-
propagation fields, we have in (8.6) omitted the common factor (1− |ρj|2)−1/2a1/2.
The layer-peeling algorithm is a recursive algorithm. The forward and backward
propagating field of the first layer are initialized as an impulse δ(k) and the measured
impulse response h(k), respectively, where k = 0, 1, . . . , N − 1. Causality implies
that −ρjuj(0) + vj(0)/a = vj+1(−1) ≡ 0, and the local reflection coefficient can
therefore be calculated as ρj = vj(0)/uj(0)/a. For the first layer, the local reflection
coefficient is simply given by ρ0 = h(0)/a. Once ρ0 has been calculated, (8.6) can
be used to calculate the fields of layer 1, and the same procedure can be used to
find ρ1. This procedure is repeated for j = 1, . . . , N − 1.
A time-domain layer-peeling algorithm that calculates the local reflection coeffi-
cients for a grating with absorption can be summarized as follows:
Initialize u(k) = δ(k), v(k) = h(k), k = 0, 1, . . . , N − 1
FOR j = 0 TO N − 1,
Calculate v(k) = v(k)/a, k = 0, 1, . . . , N − 1
Calculate ρj = v(0)/u(0)
FOR k = 0 TO N − j − 1,
u(k) = u(k)− ρ∗jv(k)
v(k) = v(k + 1)− ρju(k + 1)
END
END
The spatial index j of u and v is omitted since the algorithm only operates on one
layer at the time, and u and v do not need to be saved.
The last step of the measurement procedure is to measure the thermally induced
coupling phase and remove it from the measured coupling phase of the grating.
This can be done using a grating with such a low reflectivity that the spatial profile
can be reconstructed both when the grating is unchirped and when it is thermally
chirped. The difference in measured coupling phase with and without chirp gives
the thermally induced coupling phase, which can be subtracted from the measured
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coupling phase of the strong grating. The weak grating can either be co-located
with the strong grating but in another fiber, or can be superimposed on the strong
grating, but with a different center wavelength.
8.3 Results
The measurement method was tested both with and without an applied thermal
chirp on a L = 50 mm strong uniform grating at 1550 nm, which was annealed at
200◦C for 30 min. The grating was placed in the groove inside the split metal rod
of aluminum centered on the 90 mm insulated section between the tube furnace and
the heat sink. A second much weaker grating at 1565 nm with max reflectivity of
2% was superimposed on the strong grating.
The weak superimposed grating was used to find the temperature profile along
the rod. The difference between the measured local detuning with and without ther-
mally induced chirp is proportional to the temperature profile. We found that the
Bragg wavelength temperature sensitivity was 8.9 pm/◦C. The measurement setup
was also tested for a split metal rod of stainless steel. The measured temperature
profiles that were measured along these two rods after the temperature was stabi-
lized, are shown with 0.8 mm resolution in Figure 8.5. Also shown is a fourth order
polynomial fit. We choose to fit the temperature profile to a polynomial since we do
not expect that the temperature chirping induces fast variations in local detuning.
The average temperature gradient was 1.0 ◦C/mm along the aluminum rod and 1.9
◦C/mm along the stainless steel rod. The temperature gradient is larger along the
stainless steel rod, due to the lower thermal conductivity. Thus, the stainless steel
rod will chirp the grating and increase the transmission through the grating more
than an aluminum rod. The maximum strength of a grating that can be spatially
characterized with this method is limited by the maximum temperature gradient
possible in the setup. With the present setup we believe that the spatial profile of
gratings with strength |κ|L ≤ 10 can be reconstructed. We also found that the tem-
perature gradient along the aluminum rod decreased with time, while it remained
constant along the stainless steel rod. Since there is more heat transfer along the
aluminum rod, more heat has to be dissipated at the heat sink. The capacity of the
heat sink was not sufficient, and the temperature on the cold end increased. While
the stainless steel rod provided the largest temperature gradient, the temperature
profile along this rod is also the most nonlinear. This is because the amount of heat
transfer along the rod is more comparable to the heat transfer to the environment.
Thus there is a tradeoff between linearity of the thermally induced chirp and the
maximum available temperature gradient. As the temperature profile becomes more
nonlinear, temperature measurements with higher resolution are required in order
to find the thermally induced coupling phase. It should be possible to generate a
more linear temperature profile along the stainless steel with better isolation to the
environment. This will also improve the stability of the temperature profile. An-
other improvement would be to use Peltier elements for both heating and cooling
instead of the furnace and the heat sink. The Peltier elements should provide better
control of the temperature profile, and since the Peltier elements can cool the cold
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end below room temperature, a larger temperature gradient can be induced without
damaging the grating.
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Figure 8.5: Measured temperature profile with aluminum and stainless steel rod.
fourth order fits are also shown.
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Figure 8.6: Transmissivity of the unchirped strong grating (- -) and when the grating
is thermally chirped (—).
Figure 8.6 shows the transmission spectrum of the strong grating with and with-
out the applied thermal chirp. Without the thermal chirp, the Bragg wavelength is
1550.15 nm and the 3 dB bandwidth is 0.122 nm. The measured minimum transmis-
sion is limited by the resolution of the analog-to-digital converter (ADC), however
a comparison between the theoretical bandwidth of a 50 mm uniform grating and
the measured bandwidth indicates −66 dB minimum transmission. With an applied
thermal chirp, the Bragg wavelength is 1551.05 nm, the 3 dB bandwidth is 0.498
nm and the transmission minimum is increased to −13 dB, which is sufficient for
measuring the spatial profile using OFDR.
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Figure 8.7: Measurement of the coupling strength profile |κ| for the unchirped strong
grating(- -) and four measurements with thermal chirp(—).
Fig. 8.7 shows the reconstruction of the coupling strength profile |κ| of the strong
grating measured with and without the applied thermal chirp. Four measurements
were done with thermal chirp to evaluate the repeatability of the method. The
spatial resolution of 0.16 mm is determined by the 5 nm wavelength span of the
measurement. Without the thermal chirp, only the first 3 mm of the grating are
correctly reconstructed. After 3 mm, the reconstructed coupling coefficient is dom-
inated by noise amplified by the reconstruction algorithm. The reconstructed |κ|
of the grating with applied thermal chirp is 165 ± 15 m−1, corresponding to a ef-
fective grating strength |κ|L of about 8.25. The periodic variations in |κ| may be
real variations; however, such periodic variations has been observed when the in-
put polarization to the grating was not aligned to one of the eigenpolarizations of
the grating. The repeatability is less than 10% of the maximum coupling strength,
except for a larger variation at about 23 mm in one of the measurements.
Figure 8.8 shows the reconstructed coupling phase profile arg(κ) of the strong
grating after subtracting the thermally induced coupling phase found from the poly-
nomial fit of the temperature profile along the aluminum rod shown in Figure 8.5.
The weak grating was characterized immediately after the strong grating. This
should accurately remove the thermally induced grating phase from the measured
phase profile. The figure shows minimum 0.1 rad repeatability in reconstructed
arg(κ), and even less for high frequency phase errors.
The method was also tested on a 50 mm long DFB-FL grating that lased at
1524.28 nm with 250 µW output power. The discussion in Section 8.2 indicates
that due to the resonance around the phase shift and absorption, a DFB-FL must
be more thermally chirped than an equally strong uniform grating to get correct
measurements. By placing the DFB-FL grating within the stainless steel rod, the
transmission through the grating was sufficiently increased. A weak grating in an-
other fiber was co-located with the DFB-FL grating and was used to measure the
temperature profile. The measured temperature profile is shown in Figure 8.5.
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Figure 8.8: Reconstructed coupling phase profile arg(κ) for four measurements with
thermal chirp.
Figure 8.9 shows the reconstructed coupling strength profile from four measure-
ments of the DFB-FL grating. The modified layer-peeling algorithm that incorpo-
rates absorption was used for the reconstruction, and the absorption of the Er-fiber
at the lasing wavelength was measured to 20 dB/m. The measured coupling strength
was found to be in the range |κ| = 150± 30 m−1, except for a significant dip around
the phase shift of the grating. This corresponds to a grating strength |κ|L of about
7.5. Also shown is a reconstruction of the coupling strength without incorporating
absorption. Here, the coupling strength descend from 200 m−1 at the start to 120
m−1 at the end. The decrease in reconstructed |κ| is due to the increasing attenua-
tion with propagated distance within the Er-fiber. The dip in coupling strength is
also found in the measured coupling phase. The DFB-FL grating is a distributed
optical resonator around the phase shift. Even though the chirping of the grating
reduces the strength of the optical resonator, a significant portion of the light will
resonate several roundtrips around the phase shift. Due to noise and scaling error,
some of this resonate light is not removed by the layer-peeling algorithm, and the
coupling coefficient in this region is not correctly reconstructed. This resonate light
only has an effect on a section after the phase shift, and the length of this section
is given by the strength of the resonator.
Figure 8.10 shows the coupling phase profile arg(κ) after the measured temperature-
induced coupling phase has been subtracted. The grating has a phase shift of −0.8pi
at position 23 mm, which is in agreement with the design of the grating. The mea-
sured coupling phase shows also here 0.1 rad repeatability. Since the temperature
gradient along the stainless steel rod was less linear and the temperature sensitivity
may be different for the two gratings, one cannot expect that the thermally induced
grating phase is as accurately determined as for the uniform grating in Figure 8.8
where the superimposed weak grating was used as reference. Thus, there may be
a small slowly varying phase component that is caused by errors in the measured
temperature profile.
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Figure 8.9: Reconstructed coupling strength profile |κ| of a DFB fiber laser (four
measurements) incorporating 20 dB/m absorption (—) and one reconstruction with-
out incorporating absorption(- -).
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Figure 8.10: Reconstructed coupling phase profile arg(κ) of a DFB fiber laser (four
measurements).
8.4 Conclusions
In this paper, an experimental technique for measuring the spatial profile of very
strong gratings using an applied thermal chirp and optical frequency domain reflec-
tometry. This method enables spatial characterization of gratings with much higher
strength and higher spatial resolution than previously reported methods. The ther-
mal chirping equipment is simple and can be used to enhance the applicability of
both OFDR- and OCDR-based grating characterization systems. An accurate mea-
surement of the thermally induced grating phase is achieved using a weaker grating
that can be characterized both with and without thermal chirp. This grating can
either be superimposed on the strong grating or co-located with the strong grating
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but in a different fiber. Spatial reconstruction of a uniform grating with grating
strength |κ|L=8.25 (−66 dB minimum transmissivity) and a DFB-FL grating with
grating strength |κ|L=7.5 was demonstrated. A coupling phase repeatability of 0.1
rad and coupling strength repeatability of 10 % are demonstrated. The method
allows for measuring the spatial profile of even stronger gratings, and is only limited
by the maximum chirp range of the setup.
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Chapter 9
Polarization-resolved spatial
characterization of birefringent
Fiber Bragg Gratings∗
A method that enables polarization-resolved spatial characterization of fiber
Bragg gratings is presented. The polarization-resolved reflection spectrum
of the grating is measured using optical-frequency domain reflectometry. A
polarization-resolved layer-peeling algorithm is used to compute the spa-
tial profile, including the local birefringence and the local polarization-
dependent index modulation. A strain-tuned distributed feedback fiber laser
is used as source. With closed-loop control of the laser sweep, 0.14 % max-
imum deviation from constant sweep rate is achieved, which is much better
than commercial available tunable lasers. The polarization of the source is
modulated synchronous with the laser sweep by passing the light through
a three-armed Mach-Zehnder-type interferometer having different retarda-
tion. The method is used to investigate the polarization-dependence of the
index modulation amplitude of a fiber Bragg grating.
9.1 Introduction
Spatial characterization of fabricated fiber Bragg gratings (FBGs) is a useful tool
because it provides direct information of the noise in the fabrication of the FBG
or fiber properties. The spatial profile of the FBG can be found by first measuring
the complex reflectivity spectrum, and then reconstruct the spatial profile using an
inverse scattering algorithm such as the layer peeling algorithm [120, 97, 93, 118,
119, 124].
A method for measuring the complex reflectivity spectrum is the optical fre-
quency domain reflectometry (OFDR) [106, 107, 108]. In OFDR, the optical fre-
quency of a highly coherent tunable laser source (TLS) is swept, and the light is
launched into a measurement interferometer consisting of one arm containing the
∗This chapter will be submitted to Optics Express for publication. Author: Ole Henrik Waa-
gaard
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FBG and one reference arm. The interference signal from the interferometer is de-
tected, and the complex reflection spectrum can be extracted from the interference
signal.
In previous methods the grating is assumed to be polarization independent, that
is the reflection and transmission spectra are treated as scalar functions. However,
the fiber in which the FBG is fabricated will always have some intrinsic birefrin-
gence, and the fabrication using uv-light may also induce birefringence as well as
polarization-dependent index modulation [41, 42, 43, 44].
If the intrinsic birefringence is constant and there is no uv-induced birefringence
or polarization-dependent index modulation, the FBG can be represented as two
decoupled scalar spectra in the two eigenaxes of the fiber. Thus, as long as the
interrogation state of polarization (SOP) is along one of the eigenaxes of the fiber,
only a scalar measurement of the reflection spectrum is required. The interrogation
SOP can be oriented along one of the eigenaxes of the fiber by maximizing or
minimizing the transmissivity at an edge of the FBG stop band [119]. Alternatively,
a polarization diversity receiver can be used [125]. Here, one take advantage of that
the sum of the power reflectivities in any two orthogonal polarization states equals
the square sum of the two decoupled scalar spectra.
In cases where both intrinsic and uv-induced birefringence contribute, the com-
bined birefringence may have eigenpolarizations that depends on position [68]. Then,
the reflectivity spectrum of the FBG can no longer be treated as two decoupled scalar
spectra, and a measurement of the full reflection Jones matrix using a polarization-
resolved characterization method is required.
In [118], a polarization-resolved spectral characterization method is presented,
where polarization controllers are placed in both arms of the measurement inter-
ferometer. This method has the disadvantage that 16 laser sweeps are required
with different settings for the polarization controllers. There are also commercial
instruments that are able to measure the reflection Jones matrix, such as the Luna
Technologies Optical Vector Analyzer [126] and the Agilent 81910A Photonic All-
parameter Analyzer [127]. Both these instruments include a polarization-diversity
receiver.
In this paper we will present and demonstrate a new a method for spectral mea-
surements of the reflection Jones matrix of an FBG using a polarization modulation
interferometer between the TLS and the measurement interferometer. In this may
a polarization-diversity receiver is not required. This polarization modulation in-
terferometer has three paths with different delays, where the SOPs out of two of
the paths are parallel, while the third is orthogonal to the two other SOPs. The
polarization modulation interferometer spreads the information about the reflection
Jones matrix elements into multiple frequency bands in the detected signal. The
polarization-dependent layer-peeling algorithm [68] can be used to find spatial dis-
tribution of the index modulation and phase, and also the birefringence and the
polarization-dependence of the index modulation from the measured spectrum of
the reflection Jones matrix.
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Figure 9.1: Optical frequency domain reflectometry setup for measuring the reflec-
tion Jones matrix of a FBG. TLS: Tunable laser source.
Fig. 9.1 shows the basic setup for measuring complex reflection spectrum of an
FBG using an OFDR measurement [119]. The tunable laser source (TLS) sweeps
the wavelength across the bandwidth of the FBG. The FBG constitutes one of the
reflectors in a Michelson interferometer and a highly reflective mirror the other.
The light that has been reflected from the FBG and the mirror will interfere. By
extracting the phase and amplitude of this interference signal, the complex reflection
spectrum can be found, which serves as an input to the layer-peeling algorithm [16,
26, 40] that calculates the spatial profile of the grating. The light that is transmitted
through the grating can also be measured, and can be used to scale the measured
reflectivity so that the sum of power reflectivity and the power transmissivity is
unity across the whole grating bandwidth [119].
We will now analyze the requirement for spectral measurement of all Jones matrix
elements of the FBG reflection and transmission. The optical frequency dependent
reflection Jones matrix of the grating is denoted R(ν) and the transmission Jones
matrix is denoted T (ν). Let Es(t) = Eˆse
−i2piνt be the electric field vector of light
from the TLS, where Eˆs =
[
E1 E2
]T
is the Jones vector describing the state of
polarization (SOP) and the superscript T represents the matrix transpose opera-
tion. The polarization reflected from the FBG and the reflector is altered by the
birefringence of the fibers in the interferometer. Let the retardation Jones matrices
Φs, Φr, Φm and Φd describe the birefringence of the four fibers into and out of the
coupler as shown in Fig. 9.1. We assume that these fiber sections are lossless so
that these corresponding matrices are unitary.
The electric field vectors Em(t) and Er(t) reaching the reflection measurement
detector after reflection from the FBG and the mirror, respectively, are given by
Em(t) = kmEˆme
−i2piνt = kmΦTdΦ
T
mΦmΦsEs(t− τm), (9.1)
Er(t) = krEˆre
−i2piνt = krΦTdΦ
T
r R(ν)ΦrΦsEs(t− τr), (9.2)
where τm and τr account for the optical delays of the two paths, and km and kr are
scalar constants given by the coupling ratios of the coupler and the reflectivity of the
mirror. (Due to reciprocity, a retardation Jones matrix in the backward direction
is given by the transpose of the retardation Jones matrix in the forward direction
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[68].) The two light signals interfere, and the detected power is given by
Pr(ν) =k
2
mEm(t)
†Em(t) + k2rEr(t)
†Er(t)
+ 2kmkrRe
{
Em(t)
†Er(t)
}
=k2mEˆ
†
mEˆm + k
2
r Eˆ
†
rEˆr + 2kmkrRe
{
Eˆ
†
mEˆre
i2piντ0
} (9.3)
where † = T∗ is the transpose conjugate operation, and τ0 = τr−τm is the imbalance
of the interferometer. The term ei2piντ0 , may be viewed as a carrier signal oscillating
versus optical frequency. The interference part of Pr(ν) can be extracted in the
Fourier domain (i.e. the optical delay-domain) around delay τ0:
Pi(ν) = Eˆ
†
mEˆre
i2piντ0
= Eˆ
†
sΦ
†
sΦ
†
mΦ
∗
mΦ
T
r R(ν)ΦrΦsEˆse
i2piντ0
= Eˆ
†
sΦoR(ν)ΦiEˆse
i2piντ0 .
(9.4)
Here, we have left out the constant kmkr. Note that Pi is complex since we have
only extracted the signal for positive delay. Since Φd is unitary, we have used that
Φ∗dΦ
T
d = I, where I is the identity matrix. The Jones matrices Φo and Φi are
the products of Jones matrices before and after R(ν) in the second line in (9.4)
and represent the effective birefringence from the TLS to the grating and from the
grating to the detector.
A more explicit expression for Pi(ν) can be found by writing (9.4) in terms of
the components of Eˆs and R˜ = ΦoR(ν)Φi:
Pi(ν) =
(
R˜11|E1|2 + R˜12E∗1E2 + R˜21E∗2E1 + R˜22|E2|2
)
ei2piντ0
= CTs

R˜11
R˜21
R˜12
R˜22
 ei2piτ0ν , (9.5)
where Cs =
[|E1|2 E∗2E1 E∗1E2 |E2|2]T is the coherency vector [128] of Eˆs (sim-
ilar to the coherency matrix, except that the elements are collected into a 4 × 1
column vector rather than a 2×2 matrix). Note that there is a linear and invertible
relationship between the coherency vector Cs and the 4-component Stokes vector
[128].
Extracting the four components of R˜ from (9.5), requires four measurements
of Pi with different source SOPs. These 4 measurements can be put together by
writing 
Pi,1(ν)
Pi,2(ν)
Pi,3(ν)
Pi,4(ν)
 = [Cs,1 Cs,2 Cs,3 Cs,4]T

R˜11
R˜21
R˜12
R˜22
 ei2piτ0ν , (9.6)
where Pi,j(ν), j = 1, . . . , 4 are the detected interference signal with the four different
coherency vectors Cs,j. By inverting the matrix
[
Cs,1 Cs,2 Cs,3 Cs,4
]T
, R˜ can
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be found from
[
Pi,1(ν) Pi,2(ν) Pi,3(ν) Pi,4(ν)
]T
. In order to do that, the matrix
must be invertible. This means that the four coherency vectors Cs,j, j = 1, . . . , 4 (or
the four corresponding Stokes vectors), must be linearly independent. One example
of such a set of SOPs is horizontal polarization, vertical polarization, linear 45◦
polarization and right circular polarization.
The four measurements can be made by sweeping the laser four times with dif-
ferent polarization settings. However, this may lead to offsets in optical frequencies
between the measurements, due to the uncertainty in absolute wavelength of the
TLS. An alternative is to continuously modulate the SOP so that components of R˜
have different carrier frequencies [126]. This method is more elaborated in Sec. 9.3.
Using this method, only one sweep is required and there will be no problems with
frequency offsets between the components of R˜.
The transmission measurement is not used directly to calculated the spatial
profile of the FBG, but can be used for proper scaling of R˜. From Fig. 9.1 we find
that the SOP of the light reaching the transmission measurement detector is given
by
Eˆt = ktΦtT (ν)ΦrΦsEˆs, (9.7)
where kt accounts for loss and detector responsivity. The detected power becomes
Pt(ν) = k
2
t Eˆ
†
tEˆt = k
2
t Eˆ
†
sΦ
†
sΦ
†
rT (ν)
†T (ν)ΦrΦsEˆs
= k2t Eˆ
†
sΦ
†
iT (ν)
†T (ν)ΦiEˆs = k2t Eˆ
†
sT˜ (ν)
†T˜ (ν)Eˆs
(9.8)
where we have used that Φ†tΦt = I.
Assuming that the FBG is lossless [68],
R˜(ν)†R˜(ν) + T˜ (ν)†T˜ (ν) = I. (9.9)
This relation is used to find kmkr in (9.3) so that R˜ is scaled correctly.
The polarization-resolved layer-peeling algorithm in [68] will be used to calculate
the spatial profile of the grating from the grating impulse response (the Fourier
transform of the reflection spectrum.) However this algorithm requires that the
grating is reciprocal and measured in a linear basis, which means that the reflection
Jones matrix is symmetric for all optical frequencies ν. This is not the case since the
reflection Jones matrix seen from the detector, R˜(ν) = ΦoR(ν)Φi is only symmetric
when Φo = Φ
T
i .
We calculate the grating impulse response h(τ) = FT{R(ν)}, as h(τ) = Φ˜†oh˜(τ)Φ˜
†
i ,
where h˜(τ) = FT{R˜(ν)}. Here, FT denotes the Fourier transform. The matrices
Φ˜o and Φ˜i must be chosen so that h(τ) is symmetric for all τ , which means that
Φ˜o = ΦoΦ˜ and Φ˜i = Φ˜
T
Φi where Φ˜ is an arbitrary and constant unitary ma-
trix. To remove the effect of Φ˜o and Φ˜i, select a delay τ = τ
′ where the singular
values of h˜(τ ′) do not degenerate. Using singular decomposition we may factorize
h˜(τ ′) = UΣV , where U and V are unitary and Σ is diagonal and non-negative.
Since the singular values are different, the U and V are unique up to a matrix
D =
[
eiθ 0
0 e−iθ
]
, (9.10)
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where θ is real but otherwise arbitrary, since UDΣD∗V = UΣV . We choose
Φ˜o = UD and Φ˜i =D
∗V , which gives
h(τ) =D∗U †h˜(τ)V †D =
[
hˆ11 hˆ12e
−i2θ
hˆ21e
i2θ hˆ22
]
, (9.11)
where hˆnm are the components of the matrixU
†h˜(τ)V †. By evaluating this equation
for all τ 6= τ ′, the phase constant θ can be found as the phase in D that minimizes
the difference hˆ12e
−i2θ − hˆ21ei2θ for all τ .
The polarization-resolved layer-peeling algorithm [68] can now be used to calcu-
late the polarization-dependent spatial profile of the FBG from h(τ). In [68], the
grating is discretized into N layers, where each layer is a cascade of a retardation
section, a discrete reflector and a time-delay section. From h(0), the retardation
and the discrete reflector of the first layer can be found. Once the first layer is
characterized, the transfer matrix of the layer can be computed, and the effect of
the layer on the FBG can be removed using the calculated transfer matrix. Then,
the retardance and the discrete reflector of the next layer can be found from the
reduced grating. This procedure is repeated until all layers are characterized.
In the polarization-resolved layer-peeling algorithm, let Υj represent the reflec-
tion response from layer j alone. Υj should be symmetric due to reciprocity, and
given by ΦTj ρjΦj, where Φj is the Jones matrix describing the retardation from
layer j − 1 to layer j and ρj the reflection from discrete reflector j.
When the grating reflection response is measured, and not synthesized as in [68],
measurement noise and calibration errors may lead to a measured response that is
not symmetric. In Appendix 9.A it is shown how to factorize Υj when it is not
symmetric. The asymmetry is handled by adding an extra retardation Φas,j for the
forward propagating field, so that Υj = Φ
T
j ρjΦjΦas,j.
9.3 Measurement of the grating impulse response
9.3.1 Optical frequency modulation
The setup used for measuring the optical-frequency dependent reflection Jones ma-
trix of a fiber Bragg grating (FBG) is shown in Fig. 9.2. The reflection of the FBG
is detected at detector output D1, while detector output D2 gives the transmissiv-
ity. These two waveforms are sampled with a National Instrument NI-6052 data
acquisition (DAQ) card, and processed in LabViewTM and MatlabTM.
A distributed-feedback fiber laser (DFB-FL) at 1549 nm is used as the tunable
laser source. This source provides both low frequency and intensity noise and mode-
hop free operation [129]. The linewidth is typically in the order of 1-10 kHz. By
using this source, superior sensitivity and length range can be obtained [109]. The
DFB-FL is arranged in a master oscillator power amplifier (MOPA) configuration.
The laser is pumped by a 100 mW 1480 nm laser diode, and an EDFA boosts up
the power from the laser and removes the remaining pump light. The power at the
output of the MOPA is detected with D5. The detected power provides negative
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Figure 9.2: Optical frequency domain reflectometry of a FBG’s reflection Jones ma-
trix. DFB-FL: Distributed-feedback fiber laser; LD: Diode pump laser; EDFA:
Erbium doped fiber amplifier; TrigIF: Trigger interferometer; D1-4: Detectors;
PolIF: Polarization modulation interferometer; PC1-2: Manual polarization con-
trollers; FRM1-2: Faraday rotation mirrors; ADC: Analog-to-digital converter (NI-
6052); PLD: Programmable logic device; Cmp: Comparator; PID1-2: Proportional-
integrate-derivate controllers; SR: Sweep rate; Ref1-2: Reference signals; LPF: low-
pass filter.
feedback to the laser diode current to minimize the intensity noise of the laser output
[129].
One end of the DFB-FL is fixed, while the other end is mounted to the armature
(the moving part) of a solenoid. When voltage is applied to the solenoid, the fiber
is strained. This provides tuning of the wavelength of the laser across the grat-
ing bandwidth. We apply at maximum 1.2% stain to the fiber, and the available
wavelength range becomes 1549 nm to 1563 nm.
A trigger Michelson interferometer with ∼100 m imbalance is used to keep track
of the exact evolution of the optical frequency during the sweep of the laser. We use
the fringe output D4 of this interferometer to generate a sampling clock to the NI-
6052 card for sampling the detector outputs D1-3 equidistant in optical frequency
[107]. The phase of the fringe signal at detector D4 is φ3(t) = 2piν(t)τtrig, where ν(t)
is the optical frequency and τtrig is the dual pass delay difference of the interferome-
ter. The fringe output D4 is connected to an ac-coupled comparator, which produces
0V or 5V dependent on the sign of the fringe signal. The PLD produces a 30 ns short
trigger pulse from this signal. This pulse train can be used as a sampling clock for
D1-3. However, in order to make the system more flexible, this pulse train is fed to
a counter integrated on the NI-6052 card. This counter enables software-selectable
down-sampling so that D1-3 can be sampled equidistant in optical frequency with
a sampling interval that is any multiple of 1/(2τtrig) ∼ 0.5 MHz.
In practice, the interference signal at D1 will not be sampled exactly equidistant
in optical frequency; there will always be some sampling jitter associated with the
generation of trigger pulses. Let the interference signal be sampled at a frequency
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k∆ν + δν(k), where k is an integer and δν(k) is the sampling jitter. Then the
detected interference power in (9.3) is given by
Re{Pi(k∆ν + δν(k)} ≈ Re{Pi(k∆ν)}+ dRe{Pi(k∆ν)}
dν
δν(k). (9.12)
Here, we assume for simplicity that 2kmkr = 1. With sufficiently large trigger inter-
ferometer delays, the last term in this equation will typically give a noise contribution
to the measured value for Pi(ν) that exceeds the quantum noise with several orders
of magnitude [107]. It is therefore essential to minimize this sampling jitter in order
to minimize noise in the characterization results. Assuming that Re{Pi(k∆ν)} and
δν(k) are uncorrelated, the rms of this noise contribution is given by
∆Pi,rms =
√√√√〈∣∣∣∣dRe{Pi(k∆ν)}dν
∣∣∣∣2
〉√〈|δν(k)|2〉 =
√√√√〈∣∣∣∣dRe{Pi(k∆ν)}dν
∣∣∣∣2
〉
δνrms.
(9.13)
Improved signal-to-noise ratio (SNR) can be obtained by reducing δνrms. The
sampling jitter is a function of the product of the fluctuations in laser sweep rate
and the difference in delay to the AD converter between the trigger pulses and the
sampled signal. If the laser sweep is completely linear and the delay is constant, this
delay is unimportant since the delay transforms to a constant δν. If the laser sweep
is not completely linear, it can be compensated by adding fiber before detector D4.
However, the delays have to be very well matched when the fluctuations in sweep
rate is large. In addition, group delay ripple in filters may give a delay difference
that is not constant. The laser sweep should therefore be as linear as possible.
To linearize the sweep, the trigger interferometer enables closed-loop control of
the laser sweep [130]. The PLD in Fig. 9.2 produces a 120 ns long pulse every
time the fringe signal at D4 crosses zero. The delay between subsequent pulses is
given by the actual sweep rate SR=dν(t)/dt of the DFB-FL. This pulse train is low-
pass filtered using a 4-pole Butterworth active filter with 60 kHz bandwidth. The
resulting voltage amplitude is proportional to the sweep rate. Using a PID controller,
we lock the measured sweep rate to a reference sweep rate. The optical frequency
of the DFB-FL is a (nonlinear) function of the voltage applied to the solenoid. The
output of the PID controller is therefore integrated to generate a signal that is
proportional to optical frequency. This signal is applied to the solenoid.
9.3.2 Polarization modulation
The polarization modulation interferometer (PolIF) comprises four 3 dB couplers
and the three paths 1, 2 and 3 with delays τ1, τ2 and τ3, respectively. These delays
are chosen so that τa = τ2 − τ1 = 10 ns and τb = τ3 − τ1 = 15 ns. The SOP out of
the PolIF depends on the birefringence of the paths and the optical frequency.
The electric field vector at the output of the PolIF is given by
Es(t) = Eˆse
−i2piνt = Eˆ1e−i(2piν(t−τ1)) + Eˆ2e−i(2piν(t−τ2)) + Eˆ3e−i(2piν(t−τ3))
= k1Φ1e
−i(2piν(t−τ1))
(
eˆ1 + Eˆae
i2piντa + Eˆbe
i2piντb
)
,
(9.14)
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where Eˆ1, Eˆ2 and Eˆ3 are the Jones vectors describing the SOP out of each of the
three paths, respectively, and eˆ1 =
[
1 0
]T
.
The matrix Φ1 is a unitary matrix with the first column equal to Eˆ1, so that
Φ1eˆ1 = Eˆ1. We write,
Eˆa = Φ
†
1Eˆ2 = ka
[
sin θae
iαa
cos θae
iβa
]
=
[
sa
ca
]
(9.15)
Eˆb = Φ
†
1Eˆ3 = kb
[
sin θbe
iαb
cos θbe
iβb
]
=
[
sb
cb
]
. (9.16)
The second column of Φ1 must be orthonormal to the first column, but can have
an arbitrary common mode phase. This common mode phase will be chosen so that
βa = −βb = β. When the coupler has 50/50 % coupling ratio and there is no loss
neither in the couplers nor the fibers within PolIF, ka = kb = 1/2.
By inserting (9.14) into (9.4) we find that the matrix Φ1 may be absorbed into
the matrices Φi and Φo, and k1 can be absorbed into km and kr, which is left out in
(9.4). Without loss of generality we may therefore set k1 = 1, Φ1 = I and τ1 = 0.
The coherence vector found by inserting (9.15) and (9.16) into (9.14) then be-
comes,
Cs =M

1
e−i2piν(τb−τa)
ei2piν(τb−τa)
e−i2piντa
ei2piντa
e−i2piντb
ei2piντb

, (9.17)
where
M =

1 + |sa|2 + |sb|2 sas∗b s∗asb s∗a sa s∗b sb
sac
∗
a + sbc
∗
b sac
∗
b c
∗
asb c
∗
a 0 c
∗
b 0
s∗aca + s
∗
bcb cas
∗
b s
∗
acb 0 ca 0 cb
|ca|2 + |cb|2 cac∗b c∗acb 0 0 0 0
 . (9.18)
In Section 9.2 we found that the reflection Jones matrix can be extracted if the
SOP in (9.17) is modulated through 4 SOPs represented by 4 linearly independent
coherence vectors (or equally 4 linearly independent Stokes vectors). This will be
the case as long as τa 6= τb 6= τb−τa 6= 0, ka, kb 6= 0 andM has linearly independent
rows. M will only have linear dependent rows when Eˆa, Eˆb‖eˆ1. The optimum
configuration is when Eˆa, Eˆb ⊥ eˆ1, which gives
M =

1 0 0 0 0 0 0
0 0 0 kae
−iβ 0 kbeiβ 0
0 0 0 0 kae
iβ 0 kbe
−iβ
k2a + k
2
b kakbe
i2β kakbe
−i2β 0 0 0 0
 . (9.19)
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Inserting (9.17) into (9.5) gives the detected interference power at D1:
Pi(ν) =

1
e−i2piν(τb−τa)
ei2piν(τb−τa)
e−i2piντa
ei2piντa
e−i2piντb
ei2piντb

T
MT

R˜11(ν)
R˜21(ν)
R˜12(ν)
R˜22(ν)
 ei2piτ0ν . (9.20)
Now, let h˜(τ) be the Fourier transform of R˜(ν), and ζ(τ) be the Fourier trans-
form of Pr(ν). Even though the impulse response h˜(τ) is infinitely long, we assume
that the amplitude is insignificant outside the range [0, τl]. The Fourier transform
of the leftmost vector in (9.20) is a column of delta functions δ(τ − τ ′) with different
delays τ ′. In the delay-domain, this factor is convolved with the Fourier transform
of the remaining factors to produce the signal ζ(τ), where the matrix components
of h˜ is divided into separable bands starting at τ0, τ0± (τb− τa), τ0± τa and τ0± τb.
To avoid overlap between these bands, we must require that τl < τa − τb=5 ns. We
may extract these bands and shift them to zero delay, yielding the vector
ζ(τ − τ0)
ζ(τ − τ0 + (τb − τa))
ζ(τ − τ0 − (τb − τa))
ζ(τ − τ0 + τa)
ζ(τ − τ0 − τa)
ζ(τ − τ0 + τb)
ζ(τ − τ0 − τb)

=MT

h˜11(τ)
h˜21(τ)
h˜12(τ)
h˜22(τ)
 , (9.21)
which is valid for 0 ≤ τ ≤ τl. The components of h˜(τ) can be found this equation.
Note that there is 4 unknowns and 7 equations, i.e. the system is over-determined.
A least square solution can be found by multiplying each side of (9.21) with the
pseudo-inverse M+ of MT, which satisfy M+MT = I.
9.3.3 Calibration
Detector D3 is used for monitoring of the polarization modulation and calcula-
tion of the matrix M . The Jones vector at detector D3 is proportional to eˆ1 −
kc
(
Eˆa exp[i2piντa] + Eˆb exp[i2piντb]
)
, where kc is given by the power coupling ratio
of the coupler at the output of the PolIF. Thus, the detected power becomes,
PD3(ν) = kD3
[
eˆ1 − kc
(
Eˆae
i2piντa + Eˆbe
i2piντb
)]† [
eˆ1 − kc
(
Eˆae
i2piντa + Eˆbe
i2piντb
)]
= kD3
[
1 + k2c
(
k2a + k
2
b + 2Re
{
(s∗asb + c
∗
acb)e
i2piν(τb−τa)})
− 2kc
(
Re
{
sae
i2piντa
}
+Re
{
sbe
i2piντb
}) ]
,
(9.22)
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where kD3 is a scaling constant.
The PolIF can be set in the optimum mode of operation by adjusting polarization
controllers PC1 and PC2, while repeatedly sweeping the laser, measure the response
at detector D3, and calculate the Fourier transform ζD3(τ) = FT{PD3(ν)}. PC1
should be adjusted until ζD3(τa) = 0 and PC2 so that ζD3(τb) = 0. This will ensure
that Eˆa, Eˆb‖
[
0 1
]T
, which is the wanted mode of operation.
Even though the PolIF is calibrated so that the SOP out of the second and
third path is orthogonal to the SOP out of the first path, the birefringence in the
paths may fluctuate between measurements. Instead of readjusting PC1 and PC2
to compensate for the drift in birefringence, the response at detector D3 is measured
simultaneously with the responses at detectors D1 and D2 to find the matrix M in
(9.18).
Provided that the constants ka, kb and kc are known (see below), kD3 can be
found from ζD3(0). We may then calculate
sa = −ζD3(τa)/(kD3kc) (9.23a)
sb = −ζD3(τb)/(kD3kc) (9.23b)
|ca| =
√
k2a − |sa|2 (9.23c)
|cb| =
√
k2b − |sb|2 (9.23d)
β = arg(cac
∗
b)/2 = arg(ζD3(τb − τa)∗kD3 − ζD3(τa)∗ζD3(τb))/2. (9.23e)
Thus, we have obtained all the components required for calculation of M .
The constants ka, kb and kc depend only on the coupling ratios of the couplers
and the loss in the interferometer path, and we can therefore assume that they do
not fluctuate with time.
When the FBG replaced is replaced by a patch-cord, the resulting detected power
at D2 will be proportional to (9.22) but with kc = −1. The constant kc can therefore
be found by comparing the measured responses at D3 and D2.
Eq. (9.22) provides measurement of seven independent real parameters, whereas
eqs. (9.23) only use six. The remaining independent parameter gives rise to the
equation
|ζ ′D3(τb − τa)|2 + k′2a |ζ ′D3(τb)|2 + k′2b |ζ ′D3(τa)|2
=
k′2a k
′2
b
(1 + k′2a + k
′2
b )
2
+ 2(1 + k′2a + k
′2
b )Re{ζ ′D3(τb − τa)ζ ′D3(τa)ζ ′∗D3(τb)},
(9.24)
where ζ ′D3(τ) = ζD3(τ)/ζD3(0), k
′
a = kcka and k
′
b = kckb. Measuring the response
at D3 two or more times with different settings of PC1 and PC2, and inserting the
measured responses into (9.24), gives a set of nonlinear equations, from which the
constants ka and kb can be found.
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Figure 9.3: Measured instantaneous sweep rate of a Ando AQ4320B TLS (blue),
open-loop fiber laser sweep (green) and closed-loop fiber laser sweep (red). In the
upper red graph, the variations is sweep rate of the closed-loop fiber sweep is zoomed,
and refers to the right vertical axis.
9.4 Results
9.4.1 Swept fiber laser with high sweep linearity
The output SR in Fig. 9.2 provides measurements of the laser sweep rate. Fig. 9.3
shows the measured sweep rate for a commercial tunable laser (Ando AQ4320B),
and our fiber laser both with and without closed-loop control of the laser sweep.
The Ando laser has large high-frequency fluctuations in sweep rate, but with almost
constant mean. The sweep rate fluctuations for the open-loop swept fiber laser
is large but much more low frequent than the Ando laser. The sweep rate has a
increasing trend, which is caused by the increased force applied to the armature
of solenoid when a larger part of the armature is within the coil. The more rapid
fluctuations are probably caused by varying friction between the armature and the
inner walls of the solenoid.
When the sweep of the fiber laser is controlled using the PID-controller, most
of the sweep rate fluctuations are eliminated. The sweep rate has an overshoot
of 3.5 THz/s the first 30 ms (not shown), but is constant throughout the rest of
the sweep with a rms variation of 0.63 GHz/s or 0.14 % of mean sweep rate. The
large bandwidth of the measured sweep rate, may indicate that a larger part of
the remaining fluctuations in the measured sweep rate are measurement noise, since
the bandwidth of the mechanical response is low. Nevertheless, the sweep rate
fluctuations of the closed-loop controlled fiber laser are more than two orders of
magnitude lower than that of the Ando laser (16 %) and the open-loop controlled
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fiber laser (30 %).
9.4.2 Reconstruction of the polarization-dependent spatial
profile of an FBG
The measurement setup was tested on a 10 mm uniform grating at 1554.5 mn with
a reflectivity of 35 % written by scanning the uv-light [12] along a Nufern GF3
photosensitive fiber. The polarization of the uv-light was varied between p- and
s-polarization during production.
Before measuring the grating response, the polarization controllers PC1 and PC2
were adjusted to minimize |ζD3(τa)| and |ζD3(τb)|, so that the SOP out of path 2
and 3 is approximately orthogonal to the SOP out of path 1 of the PolIF. Then, the
DFB-FL was swept from 1550 nm to 1557 nm, which provides a theoretical spatial
resolution of 0.15 mm. The interference signal at D1 and the PolIF calibration
output at D3 were sampled equidistant in optical frequency as described in Section
9.3.1. Both signals were then multiplied with a Blackman window, which reduced
the effective spatial resolution to 0.45 mm. The PolIF calibration output signal
was used to calculate the matrix M using (9.23). The transmission spectrum was
not measured, instead the maximum reflectivity was set equal to the reflectivity
measured with an optical spectrum analyzer in transmission mode.
Fig. 9.4 shows a segment of |ζ(τ)|, which is the Fourier transform of the measured
interference pattern Pr(ν) at detector D1. There are in total ten signal bands.
The peaks at 5, 10 and 15 ns corresponds to the imbalances of the PolIF, and is
the Fourier transform of the sum of the (non-interfering) reflected power from the
mirror and the FBG. Note that the peaks at 5 ns, 10 ns and 15 ns are actually
beyond the vertical scale in this figure. This is not shown since the other signal
bands are much weaker. The amplitudes in these bands were 12.5 · 10−3, 3.0 · 10−3
and 2.9 · 10−3, respectively. The remaining seven signal bands originate from the
interference between the reflections from the reference mirror and the FBG, and
are the signal bands that will be used for calculation of the spatial profile of the
FBG. The delay to the center band equals τ0=21.3 ns, which is the imbalance of
the measurement interferometer. If PolIF is removed, this would be the only signal
band in Fig. 9.4. The remaining signal bands at τ0 ± (τb − τa), τ0 ± τa and τ0 ± τb
have offsets from τ0 that equals the imbalances of the PolIF.
The signal bands extracted from ζ(τ) are shown to the left in Fig. 9.5. From
these signals, the pseudo-inverseM+ ofMT is used to calculate h˜(τ). The grating
impulse response matrix h(τ) is calculated from h˜(τ), using the method described
in the paragraph before (9.10) to remove the effect of the matrices Φi and Φo.
The resulting impulse response is shown on the right. This procedure will make
h12(τ
′) = h21(τ ′) = 0 for a chosen delay τ = τ ′. We observe that |h12(τ)| and
|h21(τ)| is nearly equal to zero over the whole length of the grating. This means
that the grating has almost constant orthogonal eigenpolarizations. Beating between
the intrinsic and uv-induced birefringence of the fiber may cause non-orthogonal
eigenpolarizations [68]. This is therefore an indication that such beating does not
take place. Since, h12(τ), h21(τ) ≈ 0, h11(τ) and h22(τ) are the impulse response of
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Figure 9.4: Fourier transform of the measured response at detector D1.
the two eigenpolarizations. There is an observable difference between |h11(τ)| and
|h22(τ)|, indicating polarization-dependent index modulation.
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Figure 9.5: Amplitude of extracted signal bands of ζ (left) and the amplitude of
components of the impulse response matrix h (right).
The upper plot in Fig. 9.6 shows the reconstructed index modulation eigenmode
amplitudes nac,x and nac,y versus position calculated by the polarization-resolved
layer-peeling algorithm. The impulse response amplitudes in Fig. 9.5 has a clear
negative slope versus position, and there is significant amplitude at delays larger
0.1 ns, which is the dual-pass delay through the grating. The index modulation
amplitudes in Fig. 9.6 are reasonable flat, as one should expect for a uniform grating.
In addition, the relative amplitude beyond the grating is reduced. This indicates
that the polarization-resolved layer-peeling algorithm removes higher-order multiple
reflections from the scattering data.
The index modulation amplitudes have a pronounced common mode dependence
of the uv-polarization. At the end of the grating, s-polarization was used. We find
that the common mode index modulation for p-polarization is about 7 % lower.
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Most of this difference is due to the dependence of visibility on the angle between
the uv-beams. The reduction in visibility for p-polarization becomes 5.2 % for a
grating at 1550 nm [43]. Additional common mode amplitude difference may be
caused by polarization-dependent loss of the bulk optics in the writing setup and
difference in photosensitivity due to stress effects.
The upper plot of Fig. 9.6 shows an average differential index modulation am-
plitude nac,x − nac,y of 1 · 10−6 (2.9 % of common mode index modulation), which
is independent of uv-polarization. The middle plot shows the orientation of the
eigenaxis that corresponds to nac,x. We find that the eigenaxis is approximately
constant throughout the whole grating. One explanation of the photosensitivity of
Ge-doped fiber without H2-loading, is the modification of the glass structure leading
to a volume change of the glass. These volume changes lead to uv-induced birefrin-
gence [131], and birefringence has been calculated to be 6 % of the index modulation
amplitude at the fiber center with nac = 1.7 · 10−4. The effective average birefrin-
gence across the mode field should be smaller than this. It should be noted that the
resolution in differential index modulation depends on PDL in couplers and detec-
tors. The couplers used had a PDL as low as 0.2 %, while the detectors are specified
to have a maximum PDL of 2 %. Thus, the uncertainty in the measurement of
differential index modulation amplitude is lower than 2 %.
The fluctuations in differential index modulation amplitude is ±0.2 · 10−6. It
is tempting to assume that these fluctuations are due to the dependence of the
uv-polarization. However, by closer inspection, we find that the fluctuations are
proportional to the derivative of common mode index modulation amplitude. This
may be caused by a horizontal offsets between the reconstructed nac,x and nac,y.
When extracting the seven bands from ζ(τ), the bands may have offsets that are
fractions of a sample. Such small offsets may give an offset between the two index
modulation profiles. Assume that the two index modulation profiles are equal but
the second is slightly shifted in vertically an amount of ² from the position z. Then,
nac,y(z) = nac,x(z + ²) = nac,x(z) + ²
dnac,x(z)
dz
. (9.25)
The reconstructed differential index modulation amplitude in (9.25) shows that it
will be proportional to the derivative of the common mode index modulation ampli-
tude. A scaled version of the derivative of the common mode index was calculated so
that the best fit to the differential index modulation amplitude was obtained. This
signal was subtracted from the differential index modulation amplitude. Assuming
that none of the components in the differential index modulation amplitude that
are proportional to derivative of the common mode index modulation amplitude
are real, we then find that the uv-dependence of the index modulation difference is
∼ 0.1 · 10−6 for this fiber.
The lower plot in Fig. 9.6 shows the measured change in dc-index in the two
birefringence eigenaxes. We find a common mode peak-to-peak variation of about
9 · 10−5. When integrating along the grating length, this corresponds to a grating
phase variation of 60 mrad. In comparison, the relative peak-to-peak variation in
index modulation amplitude between 8 and 10 mm, where the uv-polarization was
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constant equal to s, was about 1.5 %. By combining the index modulation and phase
into a phasor, one should expect that white measurement noise contributes equally in
all directions around this phasor. In this case, the relative noise in index modulation
should be approximately equal to the phase noise. Since the grating phase variations
are 4 times larger, we can conclude that measured dc-index are originating from the
writing setup or the fiber. The measured difference in grating phase between the two
axes is in the same range as the relative variations in index modulation amplitude.
Thus, the low birefringence of this fiber could not be measured with this setup.
However, the birefringence is less than 1 · 10−5, corresponding to wavelength shift of
less than 10 pm. The rapid variations of the orientation of the dc-index eigenaxis
shown in the middle plot, also indicates that this measurement is dominated by
noise.
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Figure 9.6: Spatial characterization of an FBG written with varying uv-polarization.
Top: Index modulation amplitudes and differential modulation amplitude. s and p
indicates the positions with s- and p-polarization was used to fabricate the grating.
Middle: Orientation angles of the first index modulation eigenmode and of the first
birefringence eigenmode. Bottom: dc-index change.
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9.5 Conclusions
We have developed a method for polarization-resolved characterization of fiber Bragg
gratings using OFDR. A strain-tuned fiber laser was used as source. With closed-
loop control of the sweep rate, the sweep in optical frequency was made highly
linear, with a rms variation of 0.14 % from constant sweep rate. The state of
polarization of the light interrogating the FBG was modulated using a polarization
modulation interferometer. In this way, the different components of the grating
impulse response was spread in the optical delay-domain. From these bands, the
grating impulse response matrix was calculated. This grating impulse response
was fed into the layer-peeling algorithm to calculate the birefringence, the common
mode index modulation amplitude and differential index modulation amplitude.
The measurement setup was tested on a grating that was written with varying uv-
polarization. A differential index modulation amplitude of 1 · 10−6 was observed,
but insignificant dependence on uv-polarization was found.
9.A Factorization of Υ
In Appendix D.2 in [68] it is shown that a symmetric matrix Υ can be written
UTΣU , where U is unitary and Σ is diagonal and nonnegative.
We must find a relevant factorization of a general non-symmetric matrix Υ that
can be used in the layer-peeling algorithm to handle non-reciprocity.
Using singular value decomposition (svd), Υ = V 1ΣV 2, where V 1 and V 2 is
unitary and Σ is diagonal and nonnegative. Let the matrix Φas be a unitary matrix
with detΦas = 1, and is such that Υ˜ = ΥΦ
†
as = V 1ΣV 2Φ
†
as is symmetric. By
evaluating (Υ˜
†
Υ˜)T = Υ˜Υ˜
†
, we find that DΣ2 = Σ2D, where D = V ∗2Φ
T
asV 1.
SinceD commutes with Σ2, D is diagonal and unitary when the singular values are
unequal. We may write
Φ˜as = V 2ΦasV
†
2 =W
∗D, (9.26)
whereW = V ∗2V 1. Since det Φ˜as = detΦas = 1, detD = detW . Thus, Φas can be
calculated from (9.26) where
D =
[
eiθ 0
0 e−iθ detW
]
, (9.27)
and θ is real but otherwise arbitrary.
The matrix D should be chosen so that the phase eigenvalues of Φas are min-
imum. This can be done by maximizing the real parts of its eigenvalues. The
matrices Φas and Φ˜as have the same eigenvalues, which is given by Re{Φ˜as,11} ±
i
√
1− Re{Φ˜as,11}2, where the index 11 denotes the upper left component. Maxi-
mizing Re{Φ˜as,11} gives,
eiθ =
W11
|W11| . (9.28)
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Chapter 10
Summary and future work
In this chapter we summerize the previous chapters and draw lines for future work.
10.1 Summary
In chapter 2 of the first part of the thesis, the one dimensional inverse scattering
problem was presented. It was shown that there is a close connection between
quantum mechanical potential scattering and electromagnetic and acoustical wave
scattering. Different inverse scattering algorithms were reviewed, and the differences
between the two most used inverse scattering algorithms; the Gel’fand-Levitan-
Machenko (GLM) method and the layer-peeling algorithm, were discussed. It was
shown that the layer-peeling algorithm had a simpler physical interpretation and
lower computation complexity. We ended this chapter by reviewing the use of inverse
scattering for the design of fiber Bragg gratings. The shortcomings in previous
methods were discussed, and the motivation for the work of part I was obtained.
Chapter 3 was devoted to the design of gratings in single mode fibers with a finite
length. First, the grating was model as a stack of N + 1 discrete reflectors placed
a distance L/N apart, were L is the length of the grating. It was shown that the
reflection spectrum can be represented as a digital infinite-duration impulse response
(IIR) filter of order N . By using some additional conditions on the nominator and
the denominator polynomial, a method for designing the reflection spectrum of
gratings with finite length was developed. Once the realizable reflection spectrum
has been obtained, the spatial profile was found using the layer-peeling algorithm.
It was demonstrated that the proposed method gave grating designs with better side
lobe suppression and less ripple than gratings designed by windowing.
In chapter 4, the treatment was extended to the case of birefringent reflective
gratings with polarization-dependent background index and polarization-dependent
effective index contrast. In this case, scattering involved two forward-propagating
and two backward-propagating modes, and the grating was characterized by a
frequency-dependent reflection Jones matrix. Based on reciprocity and losslessness,
a discrete model was obtained for grating. Each layer was divided into three sections;
a retardation section, a discrete reflector and a time-delay section. A time-domain
layer-peeling algorithm similar to the algorithm used for polarization-independent
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gratings was developed. In order to differentiate the response from the retardation
section and the reflector, different matrix factorizations were used. The realizability
criteria of chapter 3 were extended to the case of birefringent gratings, and a similar
design algorithm was developed. However, this design algorithms had its limita-
tions, since it does not take into account physical constraints such as the maximum
allowable polarization-dependent index difference, and since there was an additional
phase factor that could not be easily found. The algorithms were tested numeri-
cally, especially on reconstruction of a fiber grating written in a slightly birefringent
fiber and with uv-induced birefringence and index modulation. It was demonstrated
that the developed polarization-resolved layer-peeling could reconstruct the spatial
profile correctly, while the scalar version could not.
Chapter 5 was devoted to the general case of inverse scattering with any num-
ber of interacting modes. The coupling between the interacting modes could be
both codirectional or contradirectional in a continuous or a discrete structure. The
scattering model in chapter 4 was generalized to include any number of interact-
ing modes. In chapter 4, it was assumed that the interacting polarization modes
had approximately the same propagation constant, while in chapter 5, they could
be entirely different. A frequency-domain layer-peeling algorithm for any number of
interacting modes were developed. The reflection response from a single layer cannot
be uniquely factorized into a retardation section and discrete reflector. Various fac-
torizations were discussed, and the correct factorization can be chosen based on the
physical model of the scattering structure. Finally, some applications to multimode,
optical waveguides and 3D structures were outlined.
The second part of the thesis was devoted to spatial characterization of gratings,
and in chapter 6, different spatial characterization techniques were reviewed.
In chapter 7, it was demonstrated that OFDR can be used to spatially char-
acterize a fiber Bragg grating. While sweeping a tunable laser, the response from
a Michelson interferometer where the FBG constituted one of the reflectors, was
measured. From the Fourier transform of this response, the impulse response of the
grating was obtained. This impulse response was fed to the layer-peeling algorithm
for calculation of the spatial profile. The measurement technique was satisfactorily
demonstrated by reconstruction of the spatial profile of a 98 % reflectivity uniform
grating.
In chapter 8, the characterization method in chapter 7 was extended for the use
on very strong gratings. The method of chapter 7 was limited to gratings with
maximum reflectivity of 98-99 % due to uncertainty in scaling and measurement
noise. Stronger gratings can be spatially characterized by thermally chirping of the
grating so that the spectral information is spread over a much wider bandwidth and
so that the reflectivity is reduced. This was achieved by placing the grating in a
metal rod connected to a tube furnace in one end and a heat sink in the other. The
method was demonstrated by measuring the spatial profile of a uniform grating with
grating strength 8.25 (− 66 dB minimum transmission) and a distributed feedback
fiber laser (DFB-FL) with grating strength 7.5.
In chapter 9, a polarization-resolved spatial characterization method was devel-
oped. A strain-tuned DFB-FL was used as source. With closed-loop control of the
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laser sweep, 0.14 % deviation from mean sweep rate and a sweep range of 14 nm
was achieved. A trigger interferometer was used to generate trigger pulses so that
the samples became equidistant in optical frequency. By continuously modulating
the polarization state of the source through four polarization states that can be
represented by four linearly independent Stokes vectors, the reflection Jones matrix
of the grating could be measured. Modulation of the polarization state was done by
a Mach-Zehnder-type polarization modulation interferometer in between the source
and the interferometer containing the grating. The polarization modulation in-
terferometer had three paths with different delay and retardation. The different
components of the impulse response of the grating was spread into different bands
in the optical delay domain. The impulse response Jones matrix was found from the
signal in these bands using a matrix given by the measured polarization modulation.
This impulse response served as an input to the polarization-resolved layer-peeling
algorithm in chapter 4 to calculate the spatial profile of the grating, including the
polarization-dependent index modulation and birefringence. The measurement sys-
tem was used to characterize a uniform grating that was fabricated by varying the
polarization of the uv-light between s-polarization and p-polarization. For the par-
ticular tested fiber grating a differential index modulation amplitude of 2.9 % was
found, which was independent of the uv-polarization used.
10.2 Future work
It would be interesting to move further with the general case of multi-mode inverse
scattering. First of all, the layer-peeling algorithm should be tested numerically.
Especially, the effect of discretization should be tested further. As indicated, an
interesting application of this theory is design of fiber Bragg gratings with many
interacting modes, such as long, chirped gratings in which the core mode interacts
with the cladding modes. It is reasonable to assume that the index modulation
can be separated into a longitudinal and a transverse factor. In this case, it was
shown that the number of physical degrees of freedom becomes quite limited. It will
therefore be interesting to study how these new constrains can be handled in the
layer-peeling algorithm. Hopefully, this will lead to an efficient method for designing
gratings in fibers with many interacting modes. Another interesting subject is to
find out whether a similar algorithm can be used to design or characterize long
period gratings with more than two interacting modes, where the coupling is purely
codirectional.
In chapter 7 and chapter 8 an external cavity tunable laser was used and the
response was sampled equidistant in time. In chapter 9 a fiber laser was used as
source and the response was sampled equidistant in optical frequency. It should
be tested which of these methods that gives best results in terms of noise and
resolution. The sensitivity to fluctuations in laser sweep rate should be evaluated
experimentally.
With use of closed-loop control of the sweep rate, the fiber laser is a very at-
tractive source for OFDR in general, and not only for spatial characterization of
Bragg gratings. This laser both provides a relative large tuning range (2 % = 24
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nm should be feasible without braking the fiber), and a long measurement range,
since the laser can be tuned very smoothly. It is therefore interesting to use the
fiber laser in a more general OFDR setup. The maximum range for OFDR with this
laser should be investigated.
The OFDR setup also have potentials for distributed sensing. For instance may
the setup be used for distributed sensing of strain and temperature along a grating.
With the use of the polarization-resolved measurement technique, both transverse
and longitudinal strain can be measured.
The setup in chapter 9 should be tested with other gratings, having different
properties in terms of strength, profile and fiber type. This may be gratings in
birefringent fibers, twisted gratings and gratings with an applied transversal load.
The resolution of the measurement of polarization-dependent index modulation
and birefringence in chapter 9 may depend on the polarization-dependent loss of
couplers, mirrors and detectors. The resolution of the present system should be
evaluated, and if necessary, methods for improving this resolution should be consid-
ered.
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