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ABSTRACT
I show in this letter that it is possible to solve some of the constraints of the
SO(3)-ADM formalism for general relativity by using an approach similar to the one
introduced by Capovilla, Dell and Jacobson to solve the vector and scalar constraints
in the Ashtekar variables framework. I discuss the advantages of this approach and
compare it with similar proposals for dierent Hamiltonian formulations of general
relativity.
The main purpose of this letter is to show that it is possible to solve some of the
constraints of general relativity in the SO(3)-ADM formalism [1] by using techniques
similar to those introduced by Capovilla, Dell and Jacobson [2] to solve the vector
and scalar constraints in terms of Ashtekar variables. More specically, I will nd
that it is possible to solve both the \Gauss law" (the generator of the internal SO(3)
rotations) and the scalar constraint by introducing suitable 3  3 SO(3) matrices
and imposing simple conditions on them. This result shows that the rst step in
Ashtekar's procedure to derive the new variables formalism {the introduction of an
internal SO(3) symmetry{ has interesting ramications even outside the Ashtekar
variables framework. Also, it suggests some interesting relationships between three
dimensional dieomorphisms and the SO(3) transformations. Finally it may be useful
for numerical relativists because it reduces the number of constraint equations that
must be solved, it does not require the introduction of reality conditions for Lorentzian
signature space times and the evolution equations can be written in terms of the new
elds that will be introduced later.
The conventions and notation used throughout the letter are the following. Tan-
gent space indices and SO(3) indices are represented by lowercase Latin letters from
the beginning and the middle of the alphabet respectively. The 3-dimensional Levi-









ternal SO(3) Levi-Civita tensor by 
ijk
. The variables in the SO(3)-ADM phase





(with determinant denoted by
~
~
E) and its canoni-
cally conjugate object K
i
a
(closely related to the extrinsic curvature). The (densi-


































I represent the density weights by the usual convention of using tildes above and below the elds.
1
and the SO(3) connection A
i
a









































. Finally, the action



































































































































where R is the scalar curvature of the three-metric q
ab





















































By choosing  = +1 or  =  1 we can describe both Lorentzian and Euclidean
signature space-times. The constraints (1-3) generate internal SO(3) rotations, dif-
feomorphisms and time evolution respectively.






































They may be extended to act on tangent indices by introducing a space-time torsion-free con-





. All the results presented in the
paper will be independent of such extension
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We follow now a procedure very closely related to the one used by Capovilla, Dell
and Jacobson to solve the scalar and vector constraints in the Ashtekar formalism.
First we dene the 3 3 matrix 	
ij





















Introducing (8) in (7) we get immediately the condition tr	 = 0. We consider now
the Gauss law Eq.(1). In order to solve it we need to write K
ai

























































. This last expression is only valid when
~
~
S 6= 0 (or



















































= 0 we nally obtain 	
[ij]
= 0. The results
derived above mean that by taking a symmetric and traceless 	
ij
it is possible to
solve both the Gauss law and the scalar constraint. The only equation left to solve
3
is the vector constraint. This is a nice result; we can say that, although introducing
an internal SO(3) symmetry seems to complicate the theory unnecessarily, using the
previous reasoning not only we can solve the additional constraint that generates the
new internal symmetry, but also the scalar constraint.









































































































. As we can see this is a com-
plicated expression (although some simplication may be achieved by imposing that
	
ij
must be symmetric and traceless). It is a third order partial dierential equation
in the triad elds (due to the derivatives of the curvature) and rst order in 	
ij
.
In spite of not being a simple expression, Eq. (13) has some features that make it








it is a polynomial equation in this variables{ In some other cases (that I will discuss
later) where some of the constraints can be solved by using a procedure very similar








(although this can be achieved, in principle, by solving an addi-
tional dierential equation). Second, Eq. (13) can be used for both Lorentzian and
Euclidean signatures just by selecting  =  1 or  = +1. This is an advantage over
some related results because there is no need to implement the reality conditions
3
.
Actually, it is probably fair to say that this is the way to explicitly incorporate the
reality conditions in this type of solution to the constraints of general relativity.
In the following I will compare the result derived above with some closely related
approaches to solve the constraints of general relativity in dierent Hamiltonian for-
3
This fact is one of the reasons that seem to have prevented the use of the neat idea of Capovilla,
Dell and Jacobson in numerical relativity.
4
mulations. I consider rst the familiar Capovilla-Dell-Jacobson approach [2]. Starting









































Introducing this in (14) and (15) they immediately get, for non-degenerate triads,
that 	
ij

















) = 0. If we compare
this result with the one presented in this letter we notice several interesting things.
First of all, we can solve the scalar constraint in both cases, but in one of them we
solve also the Gauss law whereas in the other we solve the vector constraint. This
suggests some hidden relationship between three dimensional dieomorphisms and
internal SO(3) gauge transformations. Second, even though (18) is simple in the
Euclidean case, the more relevant Lorentzian signature case is more dicult to deal
with because of the reality conditions (whose implementation is not straightforward).
In this respect our formulation is interesting because it is valid for both Euclidean
and Lorentzian space-times and no reality conditions need to be taken into account.
The equations that must be solved in both cases are very similar because they dier
only in the value of the parameter .
Let us consider now the real formulation in terms of Ashtekar variables for Lorentzian
space-times discussed in [3]. The phase space of that formulation is the usual Ashtekar
5
phase space but the elds are now real. The Gauss law and the vector constraints






























the vector and scalar constraints are solved if 	
ij
is chosen to be symmetric and
































(20). In practice this amounts to solving a system of coupled partial dierential
equations. Comparing this result with the one presented in this letter we see, again,
that it is the vector constraint and not the Gauss law that is solved by choosing a
symmetric 	
ij
and also that we must solve a system of partial dierential equations
instead of the single equation (13).
Finally I consider the two connection formulation of general relativity discussed










































































































and ~e  det e
i
a













































































! This means, that by coordinatizing the phase space by using the 18




















it is possible to solve the constraints is a trivial way. The problem is that
in order to eectively use this formulation we should write the evolution equations in










(x) (since we know the action of the dieomorphism










(x) in terms of themselves). This seems to require the inversion of the











a task not yet completed and probably dicult. This is not a problem in any of
the formulations discussed above; in all of them it is straightforward to write the










Another issue in the two-connection formulation as compared to the SO(3)-ADM
approach discussed in this letter is the implementation of the reality conditions. The
formulation given by (23-25) is valid only for Euclidean space-times or complex grav-


















) or use a modied Hamiltonian constraint and real elds.
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Although a suitable Hamiltonian constraint for Lorentzian signature space-times is











(x) and so the simplicity of the solution to the constraints
discussed above for the Euclidean case is lost. This two connection formulation may
be useful to get some information about the relationship between the vector constraint
and the Gauss law because the constraints generating three dimensional dieomor-
phisms and internal SO(3) rotations (23) and (24) have the same structure (they








). This, in turn, may help to
explain why we can either solve the vector constraint or the Gauss law by using the
Capovilla-Dell-Jacobson method in the dierent Hamiltonian formulations.
In conclusion, the solution to the constraints of the SO(3)-ADM formalism pre-
sented in this letter seems to provide a convenient way to solve some of the constraints
of the Hamiltonian formulation of general relativity. In our opinion it has several ad-
vantages with respect to similar approaches in the several Hamiltonian formulations
presented above. There is no need to implement any reality conditions neither for
Euclidean nor Lorentzian signatures, the constraint that is left to solve gives a poly-







, and the evolution equations can be written in
a straightforward way in terms of this elds.
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