Elementary transition systems are -in a strong categorical sensethe transition system version of a basic system model of net theory called elementary net systems. The structural notion of a region associated with elementary transition systems captures the intuitive idea of a local state as modelled by the conditions of an elementary net system. In this paper we equip elementary transition systems with a refinement operation over the local states (regions). We then show our operation satisfies a number of interesting properties. In particular, this operation supports compositional reasoning. It is very hard if not impossible to define a corresponding operation at the level of nets which enjoys similar properties. This is due to the concrete choice of conditions used to enforce intended behaviour. Thus our results show that the more abstract -but essentially equivalent -model of elementary transition systems is the appropriate framework for theoretical studies concerning refinement operations for elementary net systems.
Introduction
Elementary transition systems were introduced in [5] as a model of distributed computations. Their main asset is that they are just transition systems -with a rich and well-established theory -which satisfy a few additional axioms. Fundamental notions such as conflict and concurrency from net theory and the theory of event structures can be easily carried over to this model. This was proved in [2] by establishing a formal link between elementary transition systems (ets's) and a basic model of net theory called elementary net systems. It was shown that -up to "isomorphism" -elementary transition systems are exactly the class of transition systems (called case graphs) that explicate the operational behaviour of elementary net systems. In [-5] this link was lifted to a categorical framework by equipping both elementary transition systems and elementary net systems with behaviour preserving morphisms. After extending the two maps established in [-2] (taking elementary transition systems to elementary net systems and vice versa) to two functors, a number of strong results were proved concerning the properties of these two functors. All these results support the view that an elementary transition system is basically an abstract version of an elementary net system.
It turns out that this more abstract representation has many advantages over net systems in certain kinds of theoretical studies. In particular, elementary transition systems allow simple definitions of non-deterministic choice and parallel composition following the lines of Winskel [7] . We will not discuss here how various ccs-like operations can be defined over ets's. Instead we shall concentrate on the more difficult and interesting task of providing ets's with refinement operations. There seems to be two natural types of such operations, -one over the local states (called regions) and the other over local transitions (called events). In this paper we concentrate on local state refinement.
In the next section we discuss an example to bring out the main motivations underlying our refinement operations. In Sect. 2 we provide a brief introduction to elementary transition systems. In the subsequent two sections we propose a local state refinement operation and develop some of its properties. In the concluding section we discuss related work and issues concerning future work.
Motivating examples
Let us take as a first motivating example the net version of the cyclic scheduler studied in [4] . The example consists of a number of individual agents performing jobs for the environment, and communicating internally to ensure a certain pattern in their joint job performance. An individual agent behaves as follows: first it gets permission (from another agent in the scheduler) to accept an incoming job followed by acceptance of an incoming job, followed by independently finishing the job and granting some other agent permission to accept a job from the environment. For details w.r.t, the desired behavioral properties of the cyclic schedule we refer to [4] .
In net terms an agent is described in [4] as follows:
---q Suppose we wish to include in this description of the behaviour of an agent, a description of how a job is performed. Imagine that performing a job consists of two independent updates of variables, as represented by J: Intuitively, we need to modify A, by refining the condition pj by a copy of J, hooking it up appropriately with the pre-and postevents of Pi. We would expect such a refinement to produce Imagine instead we would like to include in A a more detailed description of what actually happens when a job is accepted. It might be that this could either be an error message from the environment telling the agent to stop computing or the sequential acceptance of two pieces of information related to the job, as represented by It is easy to come up with formal syntactic definitions of (local) state and event refinement for ens's capturing the intuitions from this example. Many such definitions may be found in the literature (see the survey article [1] ), and we shall present our version in this paper. However, one would like any such syntactic notions to be supported by methods of reasoning about the behaviour of the refined system in terms of the behaviours of the component systems in the refinement (compositional reasoning). This looks intuitively to be the case with our (non formalized!) notions from the above example, but let us consider another example. 
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Following the intuition from the previous example we would expect N1 with condition "2" refined by Nz to look as
However, behaviourally this net has the firing sequence acb in which N2 has been entered (by a) and left (by b), and yet after this firing sequence the net is in a state in which part of N2 (the event e) is firable. So, behaviourally a holding of condition 2 in N1 is not simply replaced by a complete behaviour of N2 in N1 [2 ~ N2] -our intended intuition behind the notion of local state refinement. Also, one sees by this example, that a "too" simple approach to syntactic condition refinement may produce a net with contact even though the two component nets (N1 and N2) are contact free.
The reader should be convinced that the kind of phenomenon illustrated by the above example makes behavioural compositional reasoning extremely difficult. It is easy to produce an example illustrating that one gets into the same kind of problem with a naive approach to event refinement.
One "solution" to these problems is suggested in [-3] where a dynamic substitution of an event by a subnet is introduced, involving a fundamental change in the definition of the firing rule. Or one may impose certain restrictions on the class of nets/refinements one allows with the purpose of obtaining behavioural compositionality, e.g. [6] . This paper may be seen to be suggesting another simple (and in the case of local state refinements very attractive) "solution". This paper tries to give formal arguments for the view that nets are basically too concrete to support naturally a behavioural notion like refinement. As an attractive alternative, elementary transition systems will be shown to have a simple notion of syntactic (local) state refinement, which does allow compositional reasoning at the level of behaviours. Also, if one wishes to stay within the framework of nets, we argue strongly in the following that one should work only with canonical versions of net systems (the so-called saturated net systems), in which the problems illustrated above disappear completely, without changing basic principles like firing rules in any way.
Elementary transition systems
Elementary transition systems are transition systems that satisfy a number of additional requirements.
A transition system in the present context is a 5-tuple TS= (S, E, T, in,fin ) where 9 S is a non-empty set of states 9 E is a set of events 9 T_ S x E x S is a set of (labelled) transitions 9 in,fineS is the initial and final state respectively.
An elementary transition system is a transition system which will be required to satisfy six properties. A few of these properties are imposed for convenience. Others are imposed to reflect the fact that these transition systems "correspond" to elementary net systems (see [-5] V ee E.~ = {r~ RTs [ 3(s, e, s') Some useful properties of regions -which were shown in [2] and [5] -are the following
Proposition 2.2 Let TS = (S, E, T, in,fin) be a transition system. Then (i) r ~_ S is a region iff f = S-r is a region. (ii) VeeE.e~176 (iii) V (s, e, s') ~ T.Rs -Rs, = ~ and Rs, -R~ = e ~ and consequently

R~,=(Rs-~ ~ []
The last two properties we shall impose on our transition systems may now be formulated.
(A5) Vs, s'ES. [R~=Rs,~s=s'] .
The notation s , stands for the fact that e is enabled at s. We say that the event e is enabled at the state s iff there exists a state s' such that (s, e, s') ~ T. It is easy to check that the transition system shown in Fig, 8 is elementary. The convention we have used in this diagram to decorate the initial and final state will be followed through the rest of the paper.
{{in, a}, {in, b}, {a,fin}, {b,fin} )
is the set of regions of this transition system. {a,fin} is a pre-region of 3 and a post-region of 1. The transition system shown in Fig. 9a is not elementary because it does not fulfill (A5) (Ra=Rb=Rc). The transition system shown in Fig. 9b is not elementary because it does not fullfil (A6) (at the state b w.r.t. the event 2). We shall finish this section by quickly bringing out the relationship established in [5] between elementary transition systems and elementary net systems. For detailed definitions and explanation, we refer the reader to [5] . Given our present purposes, it will be convenient to adopt the following notion of elementary net systems, In [5] both elementary net systems and elementary transition systems were equipped with behaviour-preserving morphisms called N-morphisms and Gmorphisms respectively. These notions can be transported to the present setting as follows.
Let N = (Bi, Ei, fi, i " %, c)i,), i= t, 2 be a pair of elementary net systems. An N-morphism from NI to N2 is a pair (fl, 7) where fl---Bi x B2 is a binary relation and t/: E~ -~ E2 is a partial function such that:
Let gJV5 ~ denote the category whose objects are elementary net systems and whose arrows are N-morphisms with the obvious notions of identity arrows and composition.
Turning now to elementary transition systems, G-morphisms are conveniently defined in the present set-up as follows.
Let TS~ = (Si, E~, T~, ini,fin~) , i= 1, 2 be a pair of elementary transition systems. Then a G-morphism from TS1 to TS2 is a map f: $1 ~$2 which satisfies:
Let #3-5 a denote the category whose objects are elementary transition systems and whose arrows are G-morphisms with obvious notions of identities and composition. In [5] two functors J and H with J going from g J-5 p to #J~5 P and H going g~f5 ~ to gr ~ were constructed and it was shown J and H form an adjunction (co-reflection) with J as a left-adjoint.
To be precise, the objects considered were slightly different, in that final states (for elementary transition systems) and final cases (for elementary net systems) were not taken into account. However, it is easy to verify that the adjunction result cited above goes through in the presence of final states and final cases.
In the present paper what will be of immediate interest is the manner in which the functors J and H operate on the objects. For an elementary net system N =(B, E, F, Cin , Cfin) , H(N)= (CN, EN, TN, ci,, Czin) , where (CN, EN, TN, c~,) is the case graph (sometimes called the sequential case graph) of N. For an elementary transition system TS = ( S, E, T, in, fin) 
, J ( TS) is given by:
J(TS) = (Rrs, E, Frs, Ri,, Rsi,) where Frs = {(r, e)l re~ u {(e, r)l r~e~
The important observation here is that when viewing ets's as nets (via the functor J) regions play the role of conditions (local states). The adjunction (co-reflection) result of [5] then at once implies that every elementary transition system TS is G-isomorphic to HoJ(TS). In addition, this leads to a canonical representation of elementary net systems. We will say that an elementary net system N is saturated iff there exists an elementary transition system TS such that N is N-isomorphic to J(TS). From the functorial nature of J and H, it follows that for an elementary net system N, JoH(N) is saturated. It seems natural to view JoH(N) as a canonical representation of N. One of our aims will be to demonstrate that canonical representations of elementary net systems are the proper objects to work with if one is interested in local state refinement operations. We conclude this section with a few examples. In Fig. 10 we have shown four elementary transition systems and in Fig. 11 the J-images of these transition systems. Final states/cases have been suppressed for convenience in these figures, and in Fig. 11 only selected conditions are annotated by the regions they represent. ) one ets, TS1, and a non-trivial region r of TS1, refining r by some other ets, TS2, should have the effect that any "holding" of r (i.e. any "visit" to r) should behaviourally give rise to a complete behaviour of TS2, i.e. a behaviour of TS2 from its initial to its final state. Also, following our intuition this behaviour should only replace the "holding" of r, i.e. the behaviour of TS1 within r should otherwise be unaffected. We propose the following definition. ((si, s2) , ei ,(s'l, s2))e T ii) for every (s2, e2, s~)e T2 for every sl eri ((sl, s2), e2,(sl, s~))e r
The different clauses in the definition of T represent the behaviour of TS in terms of the behaviours of TSt and TSz. Outside the area ri x $2, the transition system TS behaves like TS1 (il). Whenever TSI enters r~, the transition system TS enters the area rz x $2 (i2) and a copy of YS 2 is initiated to begin one of its computations. Within this "common area" TS can move independently according to the moves of TS~ internal to r 1 (i4) or according to moves from TS 2 (ii). TS leaves the area r 1 x $2 whenever TSi leaves r i and YS 2 has finished a computation (i 3). Let TS~ be the ets shown in Fig. 13 
is a region of TS, clearly containing s' and not s, i.e., reRs,, r(~Rs.
seSl-rl, s'~rl • $2
Applying Lemma 3.4 to the region r2=$2 of TS2 it follows that r 1 • 2 is a region of TS containing s' and not s, i.e., r~ x S2~Rs,, r~ x S2(~Rs.
S, s' ~r I • S 2
Let s=(x,y) and s'=(x',y') where x, x'erl. Since s=~s' we must have either x =~ x' or y + y'. Let us look at the two cases separately.
x+-x' Take any region r'~ of TS1 containing x' but not x (at least one such region exists, since TSI is an ets). Then it follows from Lemma 3.3 that
is a region containing s'=(x', y') but not s=(x, y), i.e., reR~,, r~Rs. y#y' Take any region rz of TS2 such that y~r2, y'q~r2 (some such region must exist since TS 2 is an ets). It follows now from Lemma 3.4 that rl xr2 is a region of TS containing s=(x,y) but not s'=(x',y'), i.e., rl x r2eRs, rl x r2r Thus TS satisfies (A 5). We move now to verify (A 6).
Let ssS and eeE, and assume that e is not enabled at s. We have to show that ~ ~Rs. Consider four cases:
seS 1-rl and eeEt.
From Definition 3.1 it follows that e is not enabled at s in TS~. Hence we know (since TS1 is an ets) that there exists a region r] of TSI such that
r'l e ~ r i q~ Rs
From Lemma 3.3 it now follows that r =(r'l-rl) w ((r'l c~ rl)• 82) is a pre-region of e in TS which does not contain s.
seS~-rl and eeE z.
Let (s2, e, s~) be any e-transition of TS2, and let r 2 be a region containing s2
and not s~ (at least one exists since TS2 is an ets). Clearly r2c~ in TS2. Then from Lemma 3.4 it follows that r, x r 2 is a pre-region of e in TS not containing S.
s=(x,y)er, xS 2 and eeE1.
From the definition of TS it follows that either (a) e is not enabled at x in TS1, or (b) for some x' e S1 -rl, (x, e, x')e TI but y #fin2.
In case a) it follows from arguments like in case 1) above using Lemma 3.3 that a region may be constructed in TS which is a pre-region of e not containing S.
In case (b) take any region r 2 of TS 2 such that yr and finz~r 2. It follows from Lemma 3.4 that r~ x r 2 is a region of TS such that (x,finz)~r 1 x r 2 and (x,y)r x r 2. From Definition 3.1 it follows that ((x,fin2), e,x')~T, and hence r 1 x r2e~ but since also r 1 x rz(~R(x.r) we have (x, y)r x r 2.
s=(x, y)er, x Sz and eeEz.
Then e is not enabled at y in TS2. Since TS 2 is an ets we have that there exists a region r2 of TS 2 such that rz~~ and r2~Ry
in TS 2.
If we apply Lemma 3.4 to r2 we get a region of TS which is a pre-region of e not containing s. []
Properties of state refinement for ~-~
In this section we shall state and prove a few results in support of our notion of state refinement. These results will establish that the state refinement operation defined here can be studied in terms of G-morphisms between elementary transition systems. We first recall a notion associated with G-morphisms. Yet another basic property of G-morphisms (see, e.g., [2] or [5] ) is that they preserve regions in the following sense. Proposition 4.3 Let TSi = (Si, Ei, Ti, ini, fini) 
, i = 1, 2 be a pair of elementary transition systems and f: TS1 ~ TS 2 a G-morphism. Suppose r2 is a region of TS2. Then f-l(r2) is a region of TS1. Moreover for every elsE1, it is the case that f-l(rz) is a pre-region/post-region of el in TS1 iff tu(ei) is defined and rE is a pre-region/post-region of tII(el) in TS2. []
Let TS1, rl, TS2 and TS = TS 1 [r I +-TS2] be as in Definition 3.1. Then our first result states that in TS, the behaviour of TS 1 is left unchanged if we "suppress" the behaviour of TS2. To state this precisely we shall make use of the notion of firing sequences. Let TS = (S, E, T, in,fin) be an elementary transition system. (Actually the notion of firing sequences can be defined in terms of general transition systems). Then FS, the set of firing sequences of TS is the least subset of E* given inductively by:
(i) 2~FS and in ~2) in (2 is the null sequence) (ii) suppose p ~ FS and in ~p) s and (s, e, s') ~ T Then p e ~ FS and in ~p e) s'.
Next suppose f: TSI-+TS 2 is a G-morphism with TSi= (SI,Ei, T~,ini,fini) , i= 1, 2. Then the partial function tU: E1 -~ .E2 induced by f extends uniquely to a total function q~ from FS~ to FS2 where FSi is the set of firing sequences of 7S~. This extension is given by
if ~I(e) is defined stP ) =<t/* l J" (P), otherwise
By abuse of notation we will often write t/~ as qlTheorem 4.4 Let TS,, rl, TS 2 and TS= TS 1 [ri ~ TS2] be as in Definition 3.1. Let f: S ~ S1 be given by (recall that S=(S1 -rl)w(rl x $2)):
Then the following statements hold. (i) f is a G-morphism from TS to TS1. (ii) qs: E ~ ,E1 satisfies:
V ec E'tu(e) 
Then the following statements hold. (i) f is a G-morphism from TS to TS2. (ii) qf: E --+, E 2 satisfies:
VeEE.~lf(e)={e, if e~E 2 undefined, otherwise.
(iii) FS2={rlf(p)Jp~FS}, where FS2 is the set of firing sequences of TS2 and, FS is the set of firing sequences of TS.
Proof Follows again from the definition. However, one must use the fact that in 2 =fin 2 to prove that f is a G-morphism. []
Here is an example which shows that in general the above result does not hold. Then clearly there can be no non-trivial G-morphism from TS to TS 2 let alone a G-morphism g with the property FS 2 = 
qg(FS).
Our next result states that our notion of state refinement respects G-morphisms in the following sense. Suppose TS'2 is simulated by TS 2 modulo some Let fi, i =-1, 2, be a pair of G-morphisms from TS'i = (S'i, E'i, 7'/, in'i, tin'i) 
Then the following, statements hold:
is a G-morphism from TS' to TS. (ii) tlf satisfies: V e, eE,.tls(e,)-f bs,(e ), if e'6E'l if e'eE'~. (iii) Let FS' denote the set of firing sequences of TS'. Then VpeFS'.tli(p) ~El=t/fl(P PE'~) and
Proof Parts (ii) and (iii) follow easily from (i). This is easy to check. Hence we will just prove (i). Notice first that by Proposition 4.3 TS'~ [fl-l(rx)+--TS'2] is well-defined. The only non-trivial part of the proof is proving that f as defined is indeed a morphism, so we concentrate on that part of the proof. We split the proof into subcases, according to the five different forms of moves (s, e, s') in TS'.
s, s'eS'l-A-l(rl), eEE'I l a) rIii(e ) defined Since fl is a G-morphism we know that (fl (s), tlyl (e), fl (s')) = (f(s), rlj-(e), f(s'))
is a transition in TS 1, and since fx(s),fl(s')eS1-rl we also have this transition in TS.
b) tll (e) undefined
Since fi is a G-morphism we have fl (s)=fl (s'). From the definition of f it follows f (s) = f (s'). 
seS'~
-fl-1 (r0, s'=(x, in~)ef1-1 (ri) x S'2,
s = (x, y), s' = (x', y) efl-x (r l) x S'2, e e E'~
From Definition 3.1 we have (x, e, x')e TI ' and x, x' efl-~(rl) .
a) tlf, (e) is defined
Since fa is a G-morphism we have (fl(x), t/i1 (e),fl (x'))e 7"1 and f~ (x),fa (x')erl.
Hence from Definition3.1 we also have ((fl(x) ,f2(y)),tli,(e), (fl(x') ,f2(y)) = (f(s), fly(e), f(s')) as a transition of TS.
b) q~., (e) is undefined
Since fl is a G-morphism we have fl(x)=fl(x'), and hence also f(s)
S = (X, y), S t= (X, Yt)~fl-1(F) X Si, eeE'2
This case is treated similarly to case 4. The rest of the proof is routine and we omit the details. [] Next we would like to show how our notion of state refinement translates to elementary net systems. It turns out that modulo the act of adding "saturating conditions', our notion does indeed translate into the naive notion of conditionrefinement that we considered (and rejected!) in Sect. 1. The key point is that we apply this simple minded condition-refinement operation only to saturated net systems. Recall that the elementary net system N is said to be saturated in case N is N-isomorphic to J(TS) for some elementary transition system TS. [-rb~H(N2) ] where rb={CeCN, Ib~c}.
Proof We can assume without loss of generality that TSi = (Si, Ei, Ti, ini ,fini) , From the results of [-5] it also follows that uz: Sz ~ CN~ given by:
is a G-isomorphism from TSi to H(N) for i= 1, 2. We will break the proof up into basically two steps. Since bsB~, it is clear that b is a non-trivial region in TSa. Hence it makes sense to consider the elementary transition system TS = TS 1 [b ~ TS2] . We will show:
Proof of (i).
We have the following situation. The remaining cases can be proved using similar applications of the definitions of N and TS. Now going through the details of the arguments it is also easy to establish the following. (S", E", T", in",fin") .
(ii) Vs~S and Ve~E. [(g(s) ,e,c)eT" implies that there exists s'~s such that (s, e, s')E T and g(s') = c]. It is then routine to establish -using once again the facts that u~ and u2 are G-isomorphisms -the following: (iii) g is a G-morphism (iv) g, viewed as a function from S to S" is a bijection.
(v) t/g is a total function from E to E, and in fact is the identity function. These free facts at once leads to the desired conclusion that g is a G-isomorphism. [] It now follows easily from this result that our notion of local state refinements does indeed translate (for saturated net systems !) into the naive notion of condition-refinement proposed in Definition 4.7.
It is important to note that Theorem 4.8 goes through only for saturated net systems. At the same time it is easy to observe N=N1 [b ~ N23 can fail to be a saturated net system although both N1 and Na are. Indeed, N can fail to be even contact-free as the following example shows. In this example, N2 is the empty net and N1, b and N are as shown in Fig. 16 . ). [] Returning briefly to the example shown in Fig. 6 , if we work with the saturated versions of N1 and N2 and apply Definition 4.9, the resulting net system will be the saturated net representation of the following elementary transition system.
<
Fig. 17
It is worth noting that Theorem 4.8 combined with Definition 4.9 shows that one could in fact define a condition-refinement operation for the class of net systems as a whole. Let Ni = (Bi, Ei, Fi, cln), i = 1, 2 be a pair of elementary net systems and beB1. Then we could define N1 [[b*--N2~] as JoH(JoH(N1) [ It will be interesting to investigate the translation of our notion of refinement into other behavioural formalisms. We have some preliminary results in this regard w.r.t, firing sequences. Much more however needs to be done even at this level and also w.r.t, more sophisticated notions such as traces (in the sense of Mazurkiewicz; we expect this to be hard), non-sequential processes (we expect to this be easy) and labelled event structure (we expect this to be hard too [).
Discussion
The model of elementary transition systems was presented in [5] based on the notion of regions introduced in [2] . It turns out that elementary transition systems are an abstract transition system version of elementary net systems. In these transition systems information concerning causality, conflict and concurrency is maintained while forgetting about the "programming" of a behaviour over a set of events using a concrete set of conditions. In [-5] it was shwon that by equipping both elementary transition systems and elementary net systems with natural behaviour preserving morphisms one can capture the relationshop between the two models in terms of a coreflection between the two corresponding categories. In this paper we have given one example of the advantage that elementary transition systems enjoy over elementary net systems; the definition of local state refinement. It is well known that the simple notion of syntactic substitution of conditions by subnets is accompanied by a number of problems (loss of contact-freeness, lack of clean termination etc. etc.) that prevent smooth compositional reasoning. These problems disappear when we move to the more abstract behavioural model of elementary transition systems. We have shown that one notion of local state refinement in terms of this more abstract model does enjoy a number of nice and natural properties such as closure (Theorem 3.5), projections and compositionality (Theorems 4.4, 4.5 and 4.6) . We have also shown that this operation indeed translates into the naive notion of syntactically replacing a condition by a subnet provided one works with the saturated net version of elementary transition systems (Theorem 4.8) . Results of the kind we have established here will not hold for elementary net systems in general.
We see the results of this paper as a small but promising contribution to the understanding of refinement in models of concurrency. Much work remains to be done in terms of studying the robustness of our results w.r.t, other notions of behaviour. We also need to equip elementary transition systems with a notion of event-refinements and establish some theoretical justification for such a refinement operation.
