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ABSTRACT 
A sequence (A,, , A,,) of nonempty subsets of [w” is an S-system if for each 
choice of a, E A,, , a, E A,,, the nullspace of the matrix [al,. , a,] is a line that 
penetrates the strictly positive orthant of Iw”. For the case in which each Aj is a sign 
cone, S-systems are basic to the study of the sign-solvability of systems of linear 
equations; in that case, they can be recognized in time 0(m2>. The present paper 
provides several characterizations of general S-systems and describes a polynomial-time 
algorithm (based on linear programming) for the recognition of such systems when 
the Aj are arbitrary finitely presented convex cones. 
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0. INTRODUCTION 
As the term is used here, an m x n system is merely a sequence 
H = (A,, . , A,) of nonempty subsets of [w”‘, where each point of [w” is 
represented by a column vector of length m. Thus each Aj may be regarded 
as a set of columns. For such an &, k(d) will denote the set of all m x n 
matrices A = [ai,. . . , a,] such that for each j, the jth column a3 of A is a 
member of Aj. When each matrix is identified with its sequence of columns, 
&(&‘) is identified with the product set A, X **a X A,, in the product ([Wm>n 
of n copies of 1w”. When, further, each singleton is identified with its sole 
member, an m X n matrix [al,. . . , a,] becomes a system (A,, . . , A,) in 
which each Aj is the singleton {a,}. [It should be reemphasized that while 
each member A of J%(&) is an m X n matrix, each Aj is not a matrix but is 
merely a set of column vectors from which the jth column of A can be 
chosen.] 
An m X n system & is called an L-system if for each A EJ&v’), 
(L) the columns of A are linearly independent, 
and an S-system if for each A EM(H), 
(S) the columns of A are the vertices of an (n - l)-simplex whose 
relative interior includes the origin of [w”. 
Conditions equivalent to these are respectively 
CL) the nullspace N(A) consists of the origin of [w”, 
(S) the nullspace N( A) . IS a line through the origin that penetrates the 
strictly positive orthant rW: of [w”. 
Condition (L) obviously requires n < m, and (S) requires n Q m + 1. It is 
clear for both L-systems and S-systems that the sets Ai must be pairwise 
disjoint and must omit the origin. 
For each vector x E [w’“, the corresponding sign cone Q(X) is the set of 
all iE[Wm such that for each i, the ith entry of X has the same sign 
(negative, zero, or positive) as the ith entry of x. For the case in which each 
Aj is one of the 3” sign cones in [w”, the study of systems (A,, . . . , A,) that 
are S-systems or L-systems has played an essential role in developing a theory 
of the sign-solvability of linear systems (see Maybee [23], Manber [22], Klee, 
Ladner, and Manber [I3], and the forthcoming book by Brualdi and Shader 
[3]). The more general notions formulated here lead to an extension of the 
theory of sign-solvability, as is explained in detail elsewhere [14]. For the 
present, we merely note the following: 
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(1) A sequence (A,, . . , A,,) is an S-system if and only if it is true, for 
each a, E A,, . . . , a,_ i E A,_ i, and b E -A,,, that with M = 
[a,, . . , a,_,], the linear system MX = b admits a solution x = X and all 
such X have strictly positive entries. 
(2) Even if one is interested only in sign patterns of the solutions and 
coefficient matrices of linear systems, there is reason to consider S-systems 
whose members are more general than sign cones. Since the algorithms 
described here apply to arbitrary finitely presented cones (defined in Section 
4) they apply in particular to cones that are defined by a mixture of weak 
coordinate inequalities (those involving “ Q 0” and “ > 0”) with the usual 
strong coordinate inequalities (those involving “ < 0,” “ = 0,” and “ > 0”). 
Consider, for example, a linear system of the form My = 0, where it is 
known only that M has the sign pattern 
>o <o >o 
1 >o =o <O’ 
Each solution 4 of such a system must have strictly positive entries, and from 
this it follows that each solution x = ( el, (s)r of a system of the form 
has Ei > 0 and 5s > 0. 
L-systems enter only peripherally in the present note, which concentrates 
on the characterization and algorithmic recognition of S-systems. The spirit 
of our approach may be described as that of combinatorial convexity, with an 
admixture of computational convexity in Sections 4-5. Here are the section 
headings: 
1. Terminology and notation; 
2. S-systems of arbitrary sets; 
3. S-systems of convex cones; 
4. Some computations with finitely presented cones; 
5. Recognizing S-systems of finitely presented cones. 
1. TERMINOLOGY AND NOTATION 
A subset C of a real vector space is called a positive set [a jlut (or uffhe 
subspuce), a convex set] provided that C contains, along with each pair x, y 
of points of C, all points of the form CYX + /3y with (Y, @ > 0 [respectively, 
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with cr + p = 1, with UT, /3 > 0 and (Y + P = 11. A positive set is simply a 
convex set that is empty, or consists of the origin 0, or is a union of rays 
issuing from the origin. In the present note, the term convex cone is used as a 
synonym for nonempty positive set. Thus our convex cones C are character- 
ized by the condition that 0 # C = C + C = IO, m[C. By this definition, a 
convex cone is permitted but not required to contain the origin. However, it 
is obvious that a member of an S-system cannot contain the origin. 
The uffine hull aff(X> f o a set X c 172” is the smallest flat that contains 
X. The rehztive interior relint( X) of X is its interior relative to aff( X>, and X 
is relatively open if X = relint(X). 
The positive [the convex] hull of a set X c R m is the smallest positive set 
pos( X) [respectively, convex set con(X)] that contains X. The sets pos( X), 
aff( X), and con(X) consist respectively of all points of the form C:= i A, xk 
(1 < t < m> with all xk in X and with all h, > 0 [with Ck= i A, = 1, with all 
A, > 0 and C:=, A, = l]. By a well-known theorem of Caratheodory for 
convex hulls, and by its close relatives for the other hulls (see [4] for 
references), it suffices to take t = m + 1 in the case of aff( X) and con(X), 
and t = m in the case of pas(X). Clearly 
X C con(X) C 
pos( X ) 
aff( x ) C lin( X), 
where lin( X > is the usual linear hull. Note that aff( X) = lin( X) when X is a 
convex cone. 
A hyperplane in R ” is a set of the form {x: E R” : yr~ = r} for some 
y E R’” \ {O} and y E R. It bounds the two closed half spaces obtained by 
replacing “ = ” with “ < ” or “ > ,” and the two open half spaces obtained by 
replacing “ = ” with “ < ” or “ > .” The hyperplane and its associated half 
spaces are homogeneous when y = 0. 
A polyhedral cone is a cone C that is the intersection of a finite number 
of homogeneous closed half spaces. (By convention, the entire space is also 
polyhedral.) The cone is pointed if it is contained in some homogeneous 
open half space. An extreme ray of a convex cone C is an open or closed half 
line R that issues from the origin (hence is of the form IO, m[ x or [O, a[ x for 
some nonzero point x of the containing space) and is such that it is not 
“crossed’ by any line segment in C-equivalently, if p, q E C and p + q E 
R, then both p and 4 are nonnegative multiples of x. 
A semispace in a real vector space is a set that is, for some p E V, 
maximal with respect to being a convex subset of V \ {p}; when p is the 
origin, we speak of a homogeneous semispace. It is known [7] that when V is 
R”” the homogeneous semispaces are precisely the equivalents, under invert- 
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ible linear transformations, of the lexicopositive cone p;= (X = 
(5i>...>5JT E [w” : the first nonzero & is positive). 
When 9 is a sequence of length t and 1 < k < t, 9” will denote the 
sequence that is left after the k th term of 9 is dropped. 
As references for the basic properties of convex sets and convex cones 
that are used here, we suggest the books by Griinbaum [6] and Berman [21. 
2. S-SYSTEMS OF ARBITRARY SETS 
We characterize m x n S-systems (A,, . . . , A,) under a variety of supple- 
mentary hypotheses. In the present section, the nonempty subsets A,, . . . , A,, 
of Iw” are arbitrary and there is no explicit assumption about the relationship 
of n to m. In Section 3, it is assumed that n = m + 1 and the sets Aj are 
convex cones. In Sections 4-5 the sets Aj are assumed to be finitely 
presented convex cones. 
THEOREM 2.1. Suppose that M is an m x n system (A,, . . . , A,), L is 
the linear hull of U ;Aj, and d = dim(L). Then each of the six conditions 
below is satisfied by ti if and only if it is satisfied by the sequence 
(pod A,), , pod A,)), and if and only if it is satisfied by the sequence 
(cod A,), . . , con( A,,)). Further, the conditions are related as follows: 
(i) e (ii) H (iii) * (iv) @ (v) a (vi). 
Zf n < d + 1 and any one of the six conditions is satisfied, then all are 
satisfied and n = d + 1. 
Here are the conditions: 
(i) & is an S-system; 
(ii) for each choice of [a,, . . . , a,] E MC&‘) and distinct h, k E {l, . . . , n}, 
the linear hull of the set {a, : j P {h, k}} in ersects but does not contain the t 
open segment ]ah, ak[; 
(iii) for each choice of [aI, . . , a,] E M(d), the aj are the vertices of an 
(n - l&simplex whose relative interior includes the origin; 
(iv) for each z E R”‘, either .zTp = 0 for all p E L or there exists j such 
that z’a- > Of 
d 
or all aj E Aj; equivalently, if a homogeneous open half space 
in R” oes not contain any A ., then its bounding hyperplane contains all Ad; 
(v) for each z E R’“, if t A ere exist a, E A,, . . . , a,, E A,, such that z aj 
2 0 for all j, then zTp = 0 for all p E L; equivalently, if a homogeneous 
closed half space Q intersects all Aj, then Q’s bounding hyperplane contains 
all Aj; 
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(vi) if a homogeneous closed half space Q intersects all Aj, then Q’s 
bounding hyperplane contains the intersection Q f’ U r= i Aj. 
Proof. (i) + (ii): Consider an arbitrary choice of 
A = [al,. ,a,] E M(M) 
and distinct h, k E (1, . . . , n}. By (i) there exists x E R; such that Ax = 0. 
With (T = x,, + xk, we have 
xh xk 
-atI + -a 
CT u k= 
and hence the linear hull of the set (aj : j E (h, k}} intersects the segment 
Iah, ak[. Now suppose that the linear hull contains ]ah, ak[. Then it also 
contains ah, and there exist real yj for j P (h, k) such that a,, = Cj EIh,kI y.aj. 
Complete the definition of y E [w” by setting yh = - 1 and yk = 0. Then 
Ay = 0 but y $L (- 1, l}R:. That contradicts (i) and shows that (i) * (ii). 
(ii) * (iii): If A = [a,, , a,] E h-l(d), it is clear from (ii) that for each 
choice of distinct h, k E (1, . . . , n} there exists yick = ( yFk, . . , y,:” )“ E 
N(A) such that y;” > 0 < yt”. We claim that 
(*)foreachx=(x,,...,x,)?‘~N(A)\(O},x~>Oforalljorx~<O 
for all j. 
Indeed, if X’ < 0 < rk, then adding to x an appropriate multiple of ytLk 
produces a u; E N(A) such that uj,, = 0 < wk. But then the linear hull of 
(aj:j 6 (h, k}}, containing both wkak and x,,al, + xkak, must contain all 
linear combinations of aA and ak, contradicting (ii). That establishes ( * ). 
It follows from ( *) that for each x E N(A) \ (0) the number (T = C;xj 
is not zero. Thus the aj form an affinely independent set and are the vertices 
of an (n - l)-simplex. Since 0 = C;( xj/~)uj, the origin belongs to the 
relative interior of this simplex. 
(iii) =) (iv): If (iv) fails, there is in R”’ a homogeneous open half space Q 
that does not contain any A,, and whose bounding hyperplane does not 
contain L. Then Q n L = (y E L: z“y > 0) for some z E L \ (0). Since 
Q does not contain any Aj, there is for each j a point aj E L \ Q. But then 
zry < 0 for each point y E con(a,, . . . , a,,}, and this contradicts (iii). 
(iv) e (v) - (vi): It is obvious for each of (iv) and (v) that the algebraic 
and geometric forms are equivalent. It is also obvious that (iv) w (v) j (vi). 
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To see that (vi) j (v), consider a homogeneous closed half space Q that 
intersects all Aj, and let H denote the bounding hyperplane of Q. By (vi>, 
Q n U,A, c H. But th en also (-Q) n U jAj C H, whence UjAj 
c H. 
(v) A (n < cl + 1) - (iii) A (n = d + 1): Without loss of generality, we 
may assume that m = d. Suppose now that aj is chosen from Al, 1 <j < n. 
Then the origin must be interior to the set C = con{a,, . . . , an), for other- 
wise there is a homogeneous closed halfspace Q that contains C. By (VI, Q’s 
bounding hyperplane contains the set IJ j Aj and hence also contains R”, 
which is certainly impossible. 
Nonemptiness of C’s interior requires that n > d + 1; we have n < d + 1 
from the premise, whence n = d + 1. It follows that C is a simplex whose 
interior contains the origin; that is, (iii) holds. 
We have now shown that in general, 
(i) CJ (ii) e (iii) * (iv) ti (v) a (vi), 
and that all six conditions are equivalent when n < d + 1. Note also that (iii> 
itself implies n < d + 1, for when n > d + 1, each set of n points in Rd is 
affinely dependent and hence is not the vertex set of any simplex. Thus the 
equivalence of (i), (ii), and (iii) does not require any explicit assumption 
relating 11 to d. On the other hand, condition (iv) does not in itself imply any 
relationship of n to cl, and hence this is true of(v) and (vi) as well. 
To complete the proof of Theorem 1, only the assertions about positive 
hulls and convex hulls remain. They are obvious for (iv) and hence hold also 
for (v> and (vi). They hold also for (i), (ii), and (iii), for these conditions imply 
n < rl + 1, and when n < d + 1 they are equivalent to (iv). That completes 
the proof of Theorem 2.1. n 
When n > cl + I, (iv) does not imply (iii). For let e,, . , ed be the 
standard basis vectors of R”, and let the sequence (A,, . . , A,) include the 
singletons {e,), . . , {e,,}, {-CT- ‘e,}, and {-e,}. Then d = m < n - 1, but 
every homogeneous open half space in R’” 
is satisfied. 
contains some Aj, and hence (iv) 
3. S-SYSTEMS OF CONVEX CONES 
Now we consider m X n systems in which n = m + 1 and each Aj is a 
convex cone. We have already seen that (unsurprisingly) a system 
(A,, , A,,) is an S-system if and only if the system of convex cones 
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(pod A,), . . . , pod A,,)) is an S-system. Nevertheless, new and computation- 
ally more useful characterizations arise when it is known in advance that each 
member of the system is a convex cone. In particular, condition (v) of 
Theorem 3.2 below is used in the recognition algorithm of Section 5. 
LEMMA 3.1. If d= (A,,. . ., A,,) is un S-system and L = lin( iJ ;A .), 
then dim(L) = n - 1, and for each k the sequence (A,, . . , Anjk (tie 
original sequence with its kth term omitted) is an L-system. 
Proof. If A = [ai, . . . , a,,] ~/t&d), x E N(A), and some coordinate of 
x is 0, then by the definition of an S-system all coordinates of x are 0. This 
implies that (ai,. . . , un)k is linearly independent for each k, and hence 
(A,, . , AJk is an L-system. To prove that dim(L) = n - 1, fix on a 
particular choice of a, E A,, . . , a, _ I E A, _ i, and note that (again since d 
is an S-system), each point of A,, is of the form CJ!lthju. with each hj < 0. 
Choose a point a, E A,. Then for each k, (a,, . . . , un)k h as the same linear 
hull as (al,. . . , a,_ 1 ) and the linear hull of (ai, . . , u,Jk contains the entire 
set A,. Hence (a,, . . , a,_ 1) is a basis for L. n 
THEOREM 3.2. Suppose that (A,, . . , A,,,+ i) is a system ofconvex cones 
in R”, and let S denote the vector sum A, + .** +A,,l. Then the following 
seven conditions are equivalent: 
(i) (A,, . . . , A,, i) is an S-system; 
(ii) 0 E S, and for each j the system (A,, . . . , A,, l)j is an L-system; 
(iii) 0 E S, b u t f or each proper subset J of 11, . . , m + l}, 0 E Cj =I Aj; 
(iv) for each k the set C, = con( U j + k Aj> misses the set A, U {O}, but 
the interior of C, contains the set -A,; 
(v) 0 E S, butfor each k, 0 E C,; 
(vi) 0 E S, and for each k there is a homogeneous semispace that contains 
IJ j + k Aj but misses A,; 
(vii) 0 E S, and for each k there is a homogeneons semispace that 
contains U j + k Aj. 
Proof. We show first that conditions (i)-(iii) are equivalent. 
(i) j (ii): That 0 E S follows from the definition of an S-system and the 
fact that each Aj is a cone. That (A,, . . , A,+i), is an L-system is 
guaranteed by Lemma 3.1. 
(ii) ti (iii): Obvious. 
(iii) * (i): By th e irs part of (iii) there are points uj E Aj for which f t 
a, + .** +-a,+, = 0, whence the origin belongs to the convex hull H = 
conlu,, . . , a,, 1}. In fact, 0 must be interior to H, for if 0 E bd( H) then 0 
belongs to the convex hull of some m or fewer points of the set {ai, . . , a,, 1}, 
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and that contradicts the second part of (iii). To complete the proof that 
(iii) * (i) we will show that the following is true for each k E (1, . . . , m + 1) 
and each point a * E Ak: 
(t) If the origin is interior to con{a,, . , a,, 1}, then it is also interior to 
con(aj :j # k} U {a,}. 
Note that (i) is an easy consequence of this together with the characterization 
(iii) of Theorem 2.1. 
Supposing that (?_) fails, let x(A) = (1 - h)a, + Aa *. As A ranges from 0 
to 1, X( A) moves along the segment [ ak, a * 1. When X( A) = ak, the origin is 
interior to the set 
C(A) = con{aj :j # 4 u b(m 
and when X( A) = a * , the origin is not interior to C(A). Consequently, for 
some A, ~10, l[ the origin 0 belongs to the boundary of C( A,,) and hence lies 
in the convex hull of some m or fewer points of C(A,). By the convexity of 
C,, x(A,) E C,, and so again we have a contradiction to the fact that 
0 GE Cj, 
holds an d 
Aj for each proper subset J of 11,. . . , m + 1). This proves that (t> 
completes the proof that (iii) * (i). 
(iii) * (iv): Let us assume that (iii) holds, whence (i) and (ii) hold as well. 
Consider a k E {l, . . . , m + l}. Because the Aj are convex cones, 
c, = U C Aj, 
and hence 0 E C,. It also follows from (iii) that 0 is interior to the m-simplex 
c&a,, . . , a,, Il. and hence there are positive numbers Aj such that 
zi>2j :k~AI’+a~k~a?~($. 
a , then substituting into the previous equation 
3 
11, . . . , m + l}, contra di 
but then 0 E C, 1 Eh Aj for a proper subset J of 
cting (iii) and showing t at Ck misses A,. 
To see that the interior of C, contains -A,, consider an arbitrary 
ak E A, and choose aj E Aj for each j # k. It follows from (i) that -ak is a 
strictly positive linear combination of these aj, and then, since by (ii) these aj 
form a basis for R”, it becomes clear that -ak E int(Ck). This finishes the 
proof that (iii) a (iv). 
To complete the proof of Theorem 3.2, we will show that 
(iv) * (v) = (vii) and (iv) * (vi) a (vii) * (iii) 
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(iv) = (v): By (iv), -A, is interior to C,, hence is interior to Cj + k Aj, 
and it follows immediately that 0 E S. 
(v) * (vii): Since C, is convex and [by (v)] 0 E C,, it follows from 
Theorem 1 of [7] that there is a homogeneous semispace containing C,. 
(iv) * (vi): By (iv), C, is a proper convex cone disjoint from the cone A,, 
so it follows from Corollary 1 of [7] that C, is contained in a semispace that 
misses A,. 
(vi) * (vii) * (iii): Obvious. n 
4. SOME COMPUTATIONS WITH FINITELY PRESENTED CONES 
We shall be concerned in this section with vector sums of convex cones 
and with convex hulls of unions of such cones. To emphasize the parallelism 
between the two operations, we write c,hc, for con(C, U C,) and Hy= ,Cj 
for con( IJ r= iCj). The following elementary remark is included because the 
slight difference between C, + C, and c,hc, is crucial in what follows. 
(Remember that our convex cones are not required to include the origin.) 
REMARK 4.1. Zf C, and C, are nonempty convex cones, then the vector 
sum C, + C, and the convex hull c,hc, are also convex cones, with 
c, + c, C c,hc, C cl( c, + c,). 
Proof. That C, + C, and c,hc, are convex cones is immediate from 
the relevant definitions. Now if p E C, + C,, then p = cl + c2 for some 
choice of ci E Ci, whence p = $(2c, + 2c,) E c,hc,. On the other hand, 
if 9 E c,hc,, then 9 = h,c, + h,c, for some choice of ci E Ci and Ai E 
[0, I] with A, + A, = 1. If neither hi is zero, then h,ci E Ci and 9 E C, + 
C,. If A, (say) is 0, then 9 = cr; choose an arbitrary ce E C,, and note that 
9 E cl(lc,, c,]) c cl(C, + C,). w 
Although a great deal is known about closed cones and open cones, we 
want to consider “in-between” ones as well, especially the extended sign 
cones that correspond to a mixture of strong and weak sign restrictions on a 
vector. Standard notation and terminology are inefficient for some of the 
distinctions that must be made, so we introduce some new notation and 
terminology. 
As the term is used here, a cone presentation in Iw’” consists of an m X u 
matrix G = [gi, . . , gu] (for some finite u > 1) together with a partition 
(K , , K,, K >> of the index set 11, . , u}. (Some members of the partition 
may be empty.) The cone 
C(G; K> > K,, K,) 
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is defined as the set of all points q of R” that can be expressed in the form 
4 = c hkgk + c hkgk + c Akgk 
ksK, kEK, keK, 
with coefficients A, that satisfy the following conditions: 
for all k E 11, . , u}, A, 2 0; 
for all k E K, , A, > 0; 
if K, # 0 then Ck t K,Ak > 0. 
For mnemonic purposes, it may help to think of G as standing for “genera- 
tors,” and to be reminded by the condition Ck t K A, > 0 of the definition of 
positive hulls. It should be noted, for use in the broof of Theorem 4.2, that 
the origin belongs to C(G; K > , 
indicated form with the defining 
K, , K L > if and only if it is expressible in the 
“ > 0” inequalities replaced by “ > 1.” 
A finitely presented cone is a set of the form C(G; K, , K,, K >). 
Obviously each such set is, in fact, a convex cone. When K > [ K,, K al is the 
entire index set (1,. , u}, the cone C(G; K, , K,, K 2) is denoted more 
simply by G, [respectively CT>, G,]. Note that if u = m, Z is the m X m 
identity matrix, and R ;” is the open positive orthant of R”, then I, [I,, I,] 
is equal to rW;l [respectively, cl@?) \ {O}, cl(RI;)]. Note also that for each G 
G, c GP c GP ‘J {0} = G, = cl(G>), 
so there are only slight diff erences among these three cones. However, the 
differences are important in the present setting. 
Because of our concern with S-systems, we are especially interested in 
matrices G that are pointed, meaning that some homogeneous open half 
space Q contains all columns of G. The cones G, and GP are then also 
contained in Q; G, is a pointed polyhedral cone, and G, is the relative 
interior of G, 
Now suppose that B,, is the standard basis for R”‘, that A4 is a matrix 
whose columns are all chosen from the set B,, U - B,,, and that no column 
of M is the negative of another column of M. Then the cone M, = 
C(M; K, ,0,0> is a sign cone, and each sign cone can be represented in 
this way. Cones of the form C( M; K > ,0, K 2) are the extended sign cones, 
involving weak (< 0, > 0) as well as strong (< 0, = 0, > 0) restrictions on 
the signs of the coordinates of their members. 
For our finitely presented cones C(G; K, , K,, K 2>, there is no restric- 
tion on the partition (K, , K,, K >) and no restriction on the number or 
nature of the columns of G. Among the finitely presented cones are included 
all sign cones and extended sign cones, all polyhedral cones, all cones 
obtained by removing the origin from a pointed polyhedral cone, all relative 
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interiors of polyhedral cones, and (since some columns of G may lie in the 
relative interiors of facets of G, and hence not belong to extreme rays of 
G,) many other cones that do not fit into any convenient category. 
THEOREM 4.2. There are algorithms whereby, given an m X n system 
ti=(A,,..., A,) in which each A3 is a finitely presented convex cone, the 
following two questions can be answered in polynomial time: 
(1) Does the origin belong to the vector sum Cy= 1 Aj? 
(2) Does the origin belong to the convex hull Hy= 1 Aj? 
Proof. The algorithms are based on feasibility tests for systems of linear 
inequalities, and we refer to Khachiyan [ 101 and Karmarkar [9] for proofs that 
these can be accomplished in polynomial time. For 1 < j < n, let the m X uj 
matrix Gj and the partition (K{ , Ki, ZZ!) of (1, . . . , uj} be such that 
Aj = C(G,; Kj> , K;, KS). 
We are going to express the question as to whether 0 E CJ’= i Aj as a 
single feasibility test involving Cy= iuj real variables Ai, where 1 < j < n and 
1 < k < uj. Indeed, it is almost obvious that 0 E CJ= i Aj if and only if the 
following system of linear inequalities and equalities is feasible: 
hi > 0 for l<j<n and l<k<uj, 
A{ > 1 for l<j<n and kEKj>, 
c hi>,1 for 1 <j <n, 
ksK’ I’ 
k G,(A{ ,..., hi,,)‘= 0. 
j=l 
The first set of inequalities and the final equality express the fact that the 
origin is a sum of nonnegative multiples of the columns of the m X (Cv= iuj) 
matrix [G,, . . , G,]. The second and third sets of inequalities enco d e the 
positivity restrictions imposed by the members Kj> and Ki of the various 
partitions. (As was mentioned earlier, since it is the origin that is being 
represented, and since the sets Aj are cones, there is a representation 
conforming to these positivity restrictions if and only if there is one that 
satisfies the stated “ > 1” inequalities.) 
The procedure for deciding whether 0 E HJ=, Aj is less immediate than 
the one for 0 E CJ= rAj, but it too runs in polynomial time. The essential 
points to be kept in mind are that if any column of a given Gj is to be used 
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(with a positive coefficient) in forming a combination to represent the origin, 
then all columns of Gj with indices in Kj must be used, and if K{ is 
nonempty then at least one column with index in K$ must be used; also, as 
above, the positivity constraints may be replaced with “ > 1” constraints. 
(When Kj> U Ki = 0, there is no restriction on the use of columns from Gj 
except the universally applicable one that negative coefficients are not 
permitted.) 
We shall now describe the procedure. 
Preparatory step : Look for a j such that K{ U K$ = 0. If such a j is 
found, let g be a column of Gj, note that 0. g E G, = Aj, and conclude 
from the representation 0 = 1 * (0 * g) that 0 E HT= 1 Aj. If no such j is 
found, proceed to the next step. 
Initialization of certain sets: From here on, the computation will involve 
n sets Vi,..., U,,, initialized by setting q := {j} for each j. (Think of C,) as 
the set of indices used along with j.) Also involved will be a set V of viable 
indices, initialized by setting V := (1,. , n}. The reasons for these names 
should soon become clear. 
General description of iterative procedure: Next, for j = 1,. . . , n, we 
carry out the jth stage of the computation. This starts with a linear feasibility 
test in which Aj plays a special role, and as a result of this test it may be 
necessary to repeat (in altered form) the feasibility tests associated with 
earlier stages. However, no more than n(n + I)/2 feasibility tests will be 
required in all, so the result will be a polynomial-time algorithm. We shall 
now describe stages l-3 of the computation in some detail, because we 
believe that will be more useful (as an explanation of how and why the 
algorithm works) than a more formal description of the iteration. 
Stage 1: Decide whether the origin can be represented as a convex 
combination that uses columns of G, subject to the positivity restrictions 
imposed by K: and Ki, and uses columns of the remaining Gj’s without any 
positivity restrictions. This decision is equivalent to testing the feasibility of 
the following linear system: 
Ai > 0 for l<j<n and l<k<uj, 
hi > 1 for kEK:, 
c h:. 2 1 if Kb # 0, 
liGK’ I’ 
k Gj(“{,. ., AL,)’ = 0, 
j= I 
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If no solution is found, then 
OE lL 
j=r J 
a OEIL 
j=2 J’ 
In this event, set V := V \ {l) and drop A, from &. If a solution is found, 
call it A(1) and set 
U(l):= (j:A(l)~>Oforsomekwithlgk<uj). 
In either case, proceed to stage 2. 
Stage 2: Apply the analogue to stage 1 to the current version of &, 
focusing on A, and deciding whether the origin can be represented as a 
convex combination that uses columns of G, subject to the positivity restric- 
tions imposed by K “, and Ki, and uses columns of the remaining viable Gj’s 
(those for which j E V) without any positivity restriction. There are two 
possibilities: 
(1) If no solution is found, set V := V \ {2} and drop A, from .@‘. Now if 
1 E V, then A(1) exists, but it will have to be revised if 2 E U(1). In this 
case, repeat the feasibility test in stage 1 but with the current (reduced) 
system & that does not include A,. If a solution A is found, set A(1) := A 
and define U(1) as in stage 1. [Note that now 2 @ U(l).] If no 
found, set V := V \ {l} and drop A, from &. 
(2) If a solution is found, call it A(2), set 
U( 2) := (j : A(2){ > 0 for some k with 1 < k < u,> , 
and proceed to Stage 3. 
Stage 3: This is analogous to stage 2. 
(1) If, in the feasibility test that focuses on A,, no solution is 
solution is 
found, set 
V := V \ (3} and drop A, from H. If 1 E V, then A(l) exists but it must be 
revised if 3 E U(1). In this case, repeat the feasibility test in stage 1 but with 
the current (reduced) system d that does not include A,, thus either 
producing a new A(1) that involves only Gj”s for which j E V, or dropping 1 
from P. Proceed similarly if 2 E P [whence A(2) exists] and 3 E U(2). 
(2) If a solution is found (in the feasibility test that focuses on A,), call it 
A(3), set 
U(3) := {j : A(3)i > 0 for some k with 1 < k < uj} , 
and proceed to stage 4. 
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Termination: At the end of the nth stage, one of the following is true: 
(1) V = 0. Then 0 G Hy, 1 Aj. 
(2) V # 0, and for each v E V there is an equation, 
c G,(A(v): ,..., A(v)~,)~ = 0, 
jGV 
in which all coefficients A(v){ are nonnegative, the coefficients A(V),” are 
positive for all k E K”, , 
* = Co=” h(v). Then 
and if K; # 0 then Ck E Ki h(v); > 0. Now let 
cG,(A{ ,..., A$=% 
jEV 
and for every j E V, A conforms to the positivity requirements imposed by 
K F and Kp”. Then we have 0 e Hj l v Aj c HJ= 1 Aj. n 
The algorithms described in the proof of Theorem 4.2 run in polynomial 
time for the binary (Turing machine) model of computational complexity, 
because that is the sense in which the linear-programming algorithms of 
Khachyan [lo] and Karmarkar [9] run in polynomial time. Part of the input 
size is the number CT= ruj, the total number of generators of the cones that 
belong to the system being tested. Each sign cone or extended sign cone in 
!I3 m involves at most m generators. However, there are other important cones 
that may require an exponential number of generators and yet admit a 
concise “external” representation that does not give the generators explicitly. 
Suppose, for example, that an interval [ aij, P,] of rational numbers is given 
for each i and j, and the jth member Aj of the system LX? consists of all 
positive multiples of points of the set 
Then each A/ can be defined by O(m) 1’ mear equalities but may have as 
many as 2”- generators. It can be seen from this example that, while the 
complexity result of Theorem 4.2 is satisfactory for cones given by means of 
internal representation (i.e., by finite presentations in our sense of the term), 
it does not apply to cones given by means of external representation (i.e., as 
solution sets of systems of linear inequalities). 
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5. RECOGNIZING S-SYSTEMS OF FINITELY PRESENTED CONES 
The problem of recognizing S-matrices (i.e., of recognizing S-systems 
consisting of sign cones) can be traced back to comments of Samuelson [27] 
concerning the imprecise and “qualitative” nature of many economic data. 
The S-matrix recognition problem was first attacked by Lancaster [18-211; 
see also Gorman [5]. Graph-theoretic methods were introduced by Bassett, 
Maybee, and Quirk [l], surveyed by Maybee and Quirk [25], and pursued 
further by Maybee [23, 241, Hansen [B], Manber [22], and Klee, Ladner, and 
Manber [13]; see also Lady [15-171. Th e most efficient algorithm for recog- 
nizing m X (m + 1) S-matrices is due to Klee [ll]; its complexity is O(m2> 
(see also S. Maybee [26]). Kl ee and Ladner [I21 describe a matrix recognition 
problem which, though NP-complete, can be regarded as a close relative of 
the S-matrix recognition problem. Among the previous attacks on the S-ma- 
trix recognition problem, the approach of Lancaster [2O], based on properties 
of convex cones, is the one most closely related to the spirit of the present 
paper. 
Now suppose that we are given an m X (m + 1) system 
M= (A,,..., A,,,) 
of finitely presented convex cones-say Aj = (Gj; K-‘; , Ki, K!)-and we 
want to know whether it is an S-system. The test from condition (v) of 
Theorem 3.2 consists of a single question Q,, and m + 1 questions of the 
form Qk (for 1 < k < m + l), as follows: 
Qo. Does the origin belong to the set Cjm_+llAj? 
Qk. Does the origin belong to the set Hi z k Aj? 
The system ti is an S-system if and only if the answer to the question Q. is 
affirmative and the answer to each of the questions Qk is negative. 
It follows from Theorem 4.2 that Q. and each of the questions Qk can be 
answered in polynomial time, and the result is therefore a polynomial-time 
algorithm for the recognition of S-systems of finitely presented convex cones. 
We do not claim any miracles of efficiency for the recognition algorithm 
just described-only that it runs in polynomial time. Here are two of the 
many questions that might be relevant to a search for an optimal algorithm 
for recognizing S-systems of finitely presented cones: 
(1) To what extent can the general linear programming complexity esti- 
mates for the linear feasibility tests in the proof of Theorem 4.2 be improved 
by taking advantage of the simple structure of the linear systems to which 
they are applied? 
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(2) In answering the questions Qk for I < k < m + 1, what is the best 
way to take advantage of the fact that, for any two values of k, most of the 
information is the same in two cases? In particular, can this fact be used to 
reduce, from 0(m3) to 0(m2), the total number of linear feasibility tests in 
the recognition algorithm for S-systems of finitely presented cones? 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
L. Bassett, J. Maybee, and J. Quirk, Qualitative economics and the scope of the 
correspondence principle, Econometrica 26:544-563 (1968). 
A. Berman, Cones, Matrices, and Mathematical Programming, Lecture Notes in 
Econom. and Math. Systems 79, Springer-Verlag, Berlin, 1973. 
R. Brualdi and B. Shader, Sign-Solvable Linear Systems and Their Matrices, to 
appear. 
L. Danzer, B. Gtinbaum, and V. Klee, Helly’s theorem and its relatives, in 
Convexity (V. Klee, Ed.), Amer. Math. Sec. Proc. Symp. Pure Math. 7, 1963, pp. 
1-81. 
T. Gorman, More scope for qualitative economics, Rev. Econom. Stud. 31:65-68 
(1964). 
B. Griinbaum, Convex Polytopes, Wiley-lnterscience, Chichester, 1967. 
P. C. Hammer, Maximal convex sets, Duke Math. J. 22:103-106 (1955). 
P. Hansen, Recognizing signsolvable graphs, Discrete Appl. Math. 6:237-241 
(1983). 
N. Karmarkar, A new polynomial-time algorithm for linear programming, Comb- 
natoricu 4:373-397 (1984). 
L. Khachiyan, Polynomial algorithms in linear programming, USSR Comp-ut. 
Math. Math. Phys. 2053-72 (1980). 
V. Klee, Recursive structure of S-matrices and an O( m2) algorithm for recogniz- 
ing strong sign solvability, Linear Algebra Appl. 96:233-247 (1987). 
V. Klee and R. Ladner, Qualitative matrices: Strong sign-solvability and weak 
satisfiability, in Computer-Assisted Analysis and Model Simplijcation (H. 
Greenberg and J. Maybee, Eds.), Academic, New York, 1981, pp. 293-320. 
V. Klee, R. Ladner, and R. Manber, Signsolvability revisited, Linear Algebra 
Appl. 59:131-157 (1984). 
V. Klee, B. Von Hohenbalken, and T. Lewis, S-systems, L-systems, and an 
extension of sign-solvability, in preparation. 
G. M. Lady, The Structure of Economic Models, Serial T-197, George Washing- 
ton Univ. Logistics Research Project, 1967. 
G. M. Lady, The Structure of Qualitatively Determinate Linear Systems, Rice 
Univ. Systems Report 19-14, 1967. 
G. M. Lady, The structure of qualitatively determinate relations, Econometrica 
51:197-218 (1983). 
K. J. Lancaster, The scope of qualitative economics, Rev. Econom. Stud. 
29:99-123 (1962). 
204 V. KLEE, B. VON HOHENBALKEN, AND T. LEWIS 
19 K. J. Lancaster, Partitionable systems and qualitative economics, Rev. Econom. 
Stud. 31:69-72 (1964). 
20 K. J. Lancaster, The theory of qualitative linear systems, Econometrica 
33:395-408 (1965). 
21 K. J. Lancaster, The solution of qualitative comparative static problems, Quart. J. 
Econom. 8:279-295 (1966). 
22 R. Manber, Graph-theoretical approach to qualitative solvability of linear sys- 
tems, Linear Algebra Appl. 48:457-470 (1982). 
23 J. Maybee, Sign solvable graphs, Discrete Appl. Math. 2:57-63 (1980). 
24 J. Maybee, Sign solvability, in Computer-Assisted Analysis and Model Simplijka- 
tion (H. Greenberg and J. Maybee, Eds.), Academic, New York, 1981, pp. 
201-257. 
25 J. Maybee and J. Quirk, Qualitative problems in matrix theory, SIAM Rev. 
11:30-51 (1962). 
26 S. Maybee, A Method for Determining If an Arbitrary System of Linear Equa- 
tions is Sign Solvable, MS. Thesis, Computer Science Dept., Univ. of Colorado, 
Boulder, 1986. 
27 P. A. Samuelson, Foundations of Economic Analysis, Harvard U.P., 1947; 
Atheneum, New York, 1971. 
Received 29 October 1992; final manuscript accepted 13 April 1993 
