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Abstract—In a wide range of application areas (e.g. data
mining, approximate query evaluation, histogram construction),
database sampling has proved to be a powerful technique. It
is generally used when the computational cost of processing
large amounts of information is extremely high, and a faster
response with a lower level of accuracy for the results is preferred.
Previous sampling techniques achieve this balance, however, an
evaluation of the cost of the database sampling process should be
considered. We argue that the performance of current relational
database sampling techniques that maintain the data integrity
of the sample database is low and a faster strategy needs to be
devised. In this paper we propose a very fast sampling method
that maintains the referential integrity of the sample database
intact. The sampling method targets the production environment
of a system under development, that generally consists of large
amounts of data computationally costly to analyze. We evaluate
our method in comparison with previous database sampling
approaches and show that our method produces a sample
database at least 300 times faster and with a maximum trade off
of 0.5% in terms of sample size error.
I. INTRODUCTION
With every new release of a product, the implementation
of a change request, or a change in the configuration of a
deployment, a series of similar tests need to be carried out in
order to make sure that the core functionality of the system re-
mains intact [1]. Moreover, 60% of total software development
costs are devoted to enhancing existing applications, to add or
modify functionality, rather than developing new applications
[2]. This means that it is reasonable to expect that in many
projects an operational database exists from which the sample
data can be extracted (e.g. Web-enabling existing applications).
However, generally these databases consist of large amounts
of data, which are costly to analyze. As databases increase
over time, certain concerns have to be considered, such as
scalability, storage space, network and power consumption.
Database sampling from the operational data available is a
potential solution to overcome these challenges and provide a
realistic testing environment.
Database sampling has a long history in computer science,
proving its usefulness in numerous scenarios where using
the entire database is infeasible because of the complexity
of handling large amounts of data. In these situations, a
compromise has to be achieved in order to analyze the dataset
faster and generally a subset of the data is preferred. Some
benefits of sampling large databases are: significantly decrease
the storage space for the testing environment, decrease the
administration overhead of managing datasets for the testing
environment, and nevertheless increase the computational effi-
ciency of running the tests using a smaller database. Moreover,
sampling from the production environment will determine the
sample contains realistic test data, encompassing a variety
of scenarios the user created, and serving as an invaluable
input for testing the core functionality of the system under
development. However, current practices of relational database
sampling while preserving the integrity of the data in the
sample database are computationally costly [3], [4]. This cost
is the first objective that database sampling is trying to avoid:
a faster approach should be devised.
Database sampling aims to: (i) reduce the size of the original
database, (ii) decrease the cost of maintenance for the target
database, (iii) decrease the cost of the following analysis
(e.g. software validation, approximate query answering) to be
applied on the sample. In this paper we propose a very fast
database sampling system called VFDS, with the objective of
solving all the above mentioned challenges. The main contri-
bution of the proposed sampling method is the high speed at
which the sample database is produced. The high performance
of the method makes VFDS a suitable candidate for real-
time systems that perform various analysis on a database.
For instance, VFDS can be used as a sampling method for
providing fast approximate answers for users’ queries on a
real-time application. Furthermore, it can significantly reduce
the computational cost of running data mining algorithms
on the sample dataset, without the need of an initial time-
consuming setup. Moreover, it can drastically reduce the
amount of time needed for generating test database by using a
sample database of the production environment. Results show
that VFDS performs at least 300 times faster than previous
approaches, with a trade-off of maximum 0.5% between VFDS
and the best method in terms of sample size error. In addition,
results show that VFDS provides similar approximate query
answers with previous approaches.
This paper is organized as follows: Section II discusses
related work in database sampling and data population of
testing environments. Section III describes the proposed VFDS
system. In section IV, we evaluate our method in comparison
with previous approaches. Section V concludes the paper.
II. RELATED WORK
Existing methods for constructing test databases generally
focus on generating data by combining the database schema
definition with conflict resolution, disclosure assessment and
data perturbation methods (e.g. additive noise approach) [5]
and randomized functions for populating testing environ-
ments [6], [7]. In [8], the authors focus on techniques to
optimize the generation of test databases by using sequential
and parallel algorithms given the statistical distribution of the
underlying data. Other generic tools generate synthetic data
using the schema only [9], [10]. In [1] the reader is presented
with a different approach than the ones discussed before for
generating test databases. The tool uses RQP (Reverse Query
Processing). It receives as input the test queries and the schema
of the target database and generates as output the data for the
testing environment. However, synthetic data is dependent on
the parameters given, and using it for populating the testing
environment can result in missing important test cases for
the system under development. In [11] the authors try to
adjust the synthetic data generation focusing on the relevance
of the production database for testing purposes. The method
proposed initially studies the properties of the production
database and generates data according to patterns discovered
in the production database. In [12] the reader is presented
an anonymization framework based on constraint satisfaction,
emphasizing on the advantages of using production data in
the testing environment. Unfortunately, the production envi-
ronment generally consists of large amounts of data that are
computationally costly to analyze.
From the existing sampling approaches, Olken’s major
contribution to random sampling from large databases proves
sampling to be a powerful technique [13]. A random sampling
technique involves randomly selecting tuples from each table
from the original database (i.e. not following any selection
criteria). However, this subset of the original dataset should
respect the rules defined in the original database in order
to maintain the integrity and quality of the data stored (e.g.
foreign key constraints in a relational database). Sampling
from single-table databases is a popular technique used in
the data mining community [14], generally applied on the
UCI Machine learning repository1. However, most of today’s
structured data is stored in relational databases, where data
is stored in multiple tables connected through various con-
straints. Bisbal’s approach extends table-level sampling and
proposes a consistent database sampling technique targeting
1http://archive.ics.uci.edu/ml/
Fig. 1. The Financial relational database.
relational databases, and focusing on the advantage of us-
ing prototype databases populated with sampled operational
data [15]. Data is selected following various constraints (e.g.
domain constraint, referential constraint) such that the sample
is consistent with the original database. Another sampling
approach that extended the table-level sampling to relational
database sampling is presented in [4]. The authors propose a
sampling mechanism called Linked Bernoulli Synopses based
on Join Synopses [3] aiming to provide fast approximate query
answers for queries that contain joins over multiple tables.
Their solution involves maintaining the foreign key integrity
of the synopses and is oriented towards approximate query
answering. A more recent work in the database sampling
community is described in [16], where the reader is presented a
representative sampling approach aimed to handle scalability
issues of processing large graphs. However the approach is
oriented towards graph-structured data.
III. VFDS
In this section, we describe the VFDS (Very Fast Database
Sampling) system which is designed to produce a database
sample from a relational database. The objective is to main-
tain the data integrity of the database, while speeding up
the database sampling process. In this work, we make the
following assumptions: (i) the database is normalized in the
third normal form, and (ii) there are no cycles of dependency
between the tables.
The system produces the sample database in only one run
over the entire database and consists of two phases. VFDS
receives as an input from the user the sampling rate to apply
on the original database. In the first phase, the system selects
a starting table according to the impact of the table on the
sampling process (section III-B1). The system proceeds in
randomly sampling tuples from the selected table according
to the sampling rate (section III-B4). The second phase of
the system consists of sampling the tuples associated (i.e.
referencing and referenced) with the already inserted tuples
in the sample database (section III-B5).
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Fig. 2. Examples of different diamond patterns.
We present the complete approach in section III-B, after
describing in detail the notations we used for this approach.
A. Notations
We denote the original database by O(T ), where T rep-
resents the set of tables from the original database. Fig. 1
presents an example of a relational database with 8 tables. A
sample database, denoted by S(T ), respects the same schema
as O(T ) and contains a subset of the data contained in the
original database.
We refer to the tuples of table ti in the original and the
sample database with O(ti) and S(ti). A table ti consists
of various attributes. A non-empty set of them form the set
of primary keys, denoted by PK(t) = {pk1, pk2, ..., pkm},
and a set of attributes involved in foreign keys constraints,
FK(t) = {fk1, fk2, ..., fkq}. We denote by FKj(ti) the set
of attributes of table ti that reference table tj . In other words,
a table ti references table tj if exists fki ∈ FKj(ti) such
that fki points to pkj ∈ PK(tj). We denote this relationship
by ti → tj . Symmetrically, tj is referenced by ti and this
is denoted by tj ← ti. We refer to the children of table t
by children(t), representing the set of tables that t references:
children(t) = {ti ∈ T : t→ ti}. Moreover, desc(t) refers to
the set of all the descendants of t. It is defined recursively by:
desc(t) = children(t) ∪
⋃
ti∈children(t)
desc(ti)
Similarly, we refer to the parents of t by parents(t),
representing the set of tables that reference table t:
parents(t) = {ti ∈ T : t← ti}. We refer by ances(t) to the
set of all the ancestors of t:
ances(t) = parents(t) ∪
⋃
ti∈parents(t)
ances(ti)
We compute the distance between two tables ti and tj as
the number of foreign keys that need to be traversed to reach
tj from ti. We denote by commonAnc(ti, tj) the closest
common ancestor between ti and tj . For instance, in Fig. 1,
commonAnc(Account, Client) = Disposition.
A diamond pattern appears when two tables, ti and tj such
that ti /∈ desc(tj)∪ ances(tj) and tj /∈ desc(ti)∪ ances(ti),
have a common ancestor and a common descendant. We
denote a diamond pattern as a sequence of table 〈t1, ..., ts〉
where s ≥ 4. Table t1 is called the base, ts is called the
summit, and t2, ..., ts−1 are called intermediate tables of the
diamond. A diamond pattern can also appear between three
tables t1, t2 and t3, when t3 → t2, t2 → t1 and t3 → t1.
Fig. 2-a presents such a diamond. Examples of other diamonds
are depicted in Fig.2-b and 2-c. In Fig. 1, we can identify the
diamond pattern 〈District, Account, Client,Disposition〉.
District is the base, Disposition is the summit, and Account
and Client are intermediate tables.
Finally, we denote by α the sampling rate received from
the user with a value in [0, 1].
B. Approach
1) Starting table selection: The starting table, denoted by
t?, critically impacts the resulting sample database as the
method only samples its directly and indirectly associated
tuples. By selecting a table with high number of associated
tuples, the method increases the probability of meeting the
space constraints sent by the user. Moreover, the number of
tuples of the t? contributes to the impact of the starting table.
Thus, the system selects as t? the table with the maximum
number of related tuples (i.e. number of tuples of the starting
table together with the number of distinct tuples from the
associated tables). For this reason, in comparison with previous
approaches that employ a top-down approach (e.g. [3], [4]),
VFDS employs both a top-down and bottom-up approach
depending on the starting table. Algorithm 1 presents the
starting table selection.
Algorithm 1: startingTableSel(T)
1 max← 0;
2 for t ∈ T do
3 count← countTuples(t) ;
4 for ti ∈ children(t) ∪ parents(t) do
5 count← count+ countRefTuples(t,ti);
6 if max < count then
7 max← count;
8 t? ← t;
9 return t?;
The function countTuples(t) (algorithm 1, line 3) counts
all the tuples of table t. The function countRefTuples(t,ti)
(algorithm 1, lines 4 and 5) counts all the distinct tuples of
table ti that reference or are referenced by table t. The function
executes the following MySQL query:
SELECT COUNT(DISTINCT ti.PKi) FROM t on ti
2) Graph construction and diamond discovery: In this pre-
processing phase, the method builds a graph representation
of the database under analysis in order to detect the existing
diamond patterns in the database. A bottom-up approach is
employed from each leaf of the database in order to determine
the existing summits, bases, and intermediate tables in the
database. A diamond pattern is detected when the following
condition is met: ∃ t, ti, tj , ts ∈ T : ti /∈ desc(tj) ∪
ances(tj) ∧ tj /∈ desc(ti) ∪ ances(ti) ∧ ti, tj ∈ ances(t) ∧
ts = commonAnc(ti, tj). For each table of the database, the
method records whether the table is a summit, a base, or an
intermediate table.
3) Tuples insertion: The tuples insertion in the sample
database is done in two phases: (i) the starting table t? is
filled, (ii) the other tables are filled with associated tuples
of S(t?). Algorithm 2 presents these two phases: starting
table filling (algorithm 2, lines 1 and 2), and other tables
filling (algorithm 2, lines 3 to 4). The latter is performed by
inserting tuples in the starting table’s children and parents.
As fillTable is a recursive function, its execution with the
starting table’s children and parents as parameters triggers the
insertion in the other tables of the database (i.e. starting table’s
descendants and ancestors). The next two sections present in
details these two phases.
Algorithm 2: fillSampleDb(t?, α)
// Phase 1:
1 N ← α · execute("SELECT COUNT(*) FROM O.t?");
2 fillStartingTable(t?, N);
// Phase 2:
3 for ti ∈ children(t?) do fillTable(ti,t?);
4 for ti ∈ parents(t?) do fillTable(ti,t?);
4) Insertion in the starting table: The input for this phase
is the starting table and a number N of tuples to sample. The
output represents a set of tuples from the starting table inserted
in the sample database. Tuples from the starting table t? are
randomly selected for insertion from the original database
O(t?). Function fillStartingTable (algorithm 2, line 2)
consists in executing the following query:
INSERT INTO S.t?
SELECT * FROM O.t? ORDER BY RAND()
LIMIT N
In this process, all the tuples of the table have a probability
equal to α to be inserted. The previous query ensures that
the following condition is met: ‖S(t?)‖ = α · ‖O(t?)‖
where ‖O(t?)‖ and ‖S(t?)‖ represent the number of tuples
of the starting table in the original database and in the sample
database. The random selection can also be performed by
generating N different random numbers with a maximum
value of the total number of tuples of t? and inserting the
corresponding tuples.
5) Insertion in other tables: The objective of this phase is
to populate the entire sample database from the tuples inserted
in the starting table. The tables are traversed in a depth-first
manner and they are filled according to the tuples already
inserted in their parents or children. The method includes
only the tuples necessary to satisfy foreign key constraints.
Through this strategy, the method ensures that the referential
integrity of the sample remains intact. The main advantage
of this approach is that it minimizes the cost of the process
because it is not necessary to process separately all the tuples
of the original database.
Function fillTable(ti,tj) (algorithm 2, lines 3 and 4)
triggers the insertion in the other tables of the database and
is presented in detail in algorithm 3. The function aims
at filling table ti according to the already sampled tuples
of table tj . Depending on the relationship between table
ti and tj , a different method is called for the insertion.
Given two tables ti and tj such that ti → tj , the function
fillFromChild(ti, tj) (algorithm 3, line 17) consists of
filling table ti according to the set of tuples already inserted
in its child table tj . The following query is used to perform
the insertion:
INSERT INTO S.ti (SELECT * FROM O.ti
WHERE FKj(ti) IN (SELECT PK(tj) FROM
S.tj))
The query inserts all the tuples of O(ti) in S(ti) that reference
tuples of S(tj). Symmetrically, given two tables ti and tj such
that ti ← tj , fillFromParent(ti, tj) (algorithm 3, line 16)
builds and executes the following query:
INSERT INTO S.ti (SELECT * FROM O.ti
WHERE PK(ti) IN (SELECT FKi(tj) FROM
S.tj))
Let us consider the database presented in Fig. 1. If table
Account is already filled, the execution of fillTable(Loan,
Account) consists in populating table Loan from the existing
tuples in S(Account) and in executing the following query:
INSERT INTO S.Loan (SELECT * FROM O.Loan
WHERE Loan.account_id IN
(SELECT Account.account_id FROM S.Account))
The previous queries are used in the general case but are not
suitable when diamond patterns appear because the insertions
in a table of a diamond pattern may lead to the insertion
of additional tuples in the other tables of the diamond. For
instance, let us consider that tables District and Account are
already filled. The insertion of tuples in table Disposition
will trigger insertion of tuples in Client. It will then trigger
insertions in District (to satisfy foreign key constraints). As a
consequence it obliges District to store more data. This could
lead to an important space overhead. In the case of a diamond
pattern, the proposed strategy is slightly different.
6) Diamond pattern insertion strategy: In order to avoid a
cyclic flow of insertion when a diamond pattern 〈t1, ..., ts〉 is
encountered, the following breadth-first approach is proposed:
• Before inserting tuples in the summit of the diamond ts,
either all children of ts that belong to the diamond must
be previously filled (algorithm 3, line 4), or no child that
belongs to the diamond should be filled (algorithm 3, line
7). The latter situation occurs either when the method
reaches table ts first, or when the tables of the diamond
can only be reached by firstly populating ts.
• Before inserting tuples in the base of the diamond t1,
either all parents of t1 that belong to the diamond must
be previously filled (algorithm 3, line 10), or only one
parent of t1 that belongs to the diamond should be filled,
if ts has not been populated yet (algorithm 3, line 13).
The latter situation occurs when the tables of the diamond
can only be reached by firstly populating an intermediate
table ti, ∀i ∈ [2, s− 1].
The function fillSummit(ti, children(ti)) is called when
inserting tuples in the summit of a diamond pattern (algo-
rithm 3, line 5). Considering that children(ti) = {t1, . . . , tk},
the function constructs and executes the following query:
INSERT INTO S.ti
SELECT * FROM O.ti WHERE
FK1(ti) IN (SELECT PK(t1) FROM S.t1) AND
...
AND FKk(ti) IN (SELECT PK(tk) FROM S.tk)
For instance, for the diamond pattern {District, Account,
Client, Disposition} the following query is executed:
INSERT INTO S.Disposition
SELECT * FROM O.Disposition
WHERE Disposition.account_id IN
(SELECT Account.account_id FROM S.Account)
AND Disposition.client_id IN
(SELECT Client.client_id FROM S.Client)
The function fillBase(ti, parents(ti)) is called when in-
serting tuples in the base of a diamond pattern (algorithm 3,
line 11). Considering that parents(ti) = {t1, . . . , tk}, the
function constructs and executes the following query:
INSERT INTO S.ti
SELECT * FROM O.ti WHERE
PK(ti) IN (SELECT FKi(t1) FROM S.t1) AND
...
AND PK(ti) IN (SELECT FKi(tk) FROM S.tk)
7) Example of execution: Let us consider the execution of
VFDS on the Financial database with t? = Account. VFDS will
fill the tables of the database in the following order: Account,
District, Client, Disposition, Card, Loan, Order, and Trans.
IV. EVALUATION
We evaluate our method in comparison with Join Syn-
opses (JS) and Linked Bernoulli Synopses (LBS) [3], [4].
These two approaches represent to the best of our knowledge
the state of the art sampling techniques targeting relational
databases that preserve the referential integrity of the sample.
Both methods aim at providing fast approximate query an-
swers by producing a sample database of the original large
database and applying the queries on the sample instead.
As we compare VFDS with JS and LBS, we also consider
for the evaluation of VFDS an approximate query answering
perspective.
A. JS and LBS overview
Both approaches are probabilistic and require the processing
of each tuple in a database. The methods involve retrieving a
tuple from the database, assigning a probability of insertion
to the respective tuple, and inserting it in the sample database
according to this probability. Thus, the methods decide and
perform the insertion of each tuple individually. However, the
performance of this type of sampling is very poor.
In the case of JS, each tuple from the set of tables will
be sampled with a probability equal to α (i.e. the sampling
rate) [3]. After this insertion of tuples in the sample database,
Algorithm 3: fillTable(t,t′)
1 fillNormal← T ;
2 if NOT isF illed(t) then
3 if isSummit(t) then
4 if ∀ti ∈ children(t) : (isInter(ti)
OR isBase(ti))⇒ isF illed(ti) then
5 fillSummit(t, children(t));
6 fillNormal← F ;
7 else if ∃ti ∈ children(t) : (isInter(ti)
OR isBase(ti))⇒ isF illed(ti) then
8 fillNormal← F ;
9 else if isBase(t) then
10 if ∀ti ∈ parents(t) : (isInter(ti)
OR isSummit(ti))⇒ isF illed(ti) then
11 fillBase(t, parents(t));
12 fillNormal← F ;
13 else if ∃ti ∈ parents(t) : (isInter(ti)
OR isSummit(ti))⇒ NOT isF illed(ti)
AND isF illed(commonAnc(ti, t
′)) then
14 fillNormal← F ;
15 if fillNormal then
16 if t′ → t then fillFromParent(t,t′);
17 else if t→ t′ then fillFromChild(t,t′);
18 if isF illed(t) then
19 for ti ∈ children(t) do fillTable(ti,t);
20 for ti ∈ parents(t) do fillTable(ti,t);
JS ensures the referential integrity of the sample database
remains intact by visiting each of its tables, starting with
each identified root, and adding the referenced tuples in the
sample database in order to avoid a violation of a foreign key
constraint. The decision of whether or not to include the row
in the sample is different in LBS [4]. LBS is run only one
time over the entire database. LBS requires the retrieval of
every tuple from each table and calculates the probability of
a tuple, t, being inserted in the sample database based on the
probabilities of the tuples referencing tuple t to be inserted in
the sample. The computation of this probability is described
in detail in [4]. In the case that one of referencing tuples has
already been included in the sample, the tuple under analysis
is included in the sample with probability 1, thus avoiding the
referential integrity to be broken. In the case of a diamond
pattern where the table with multiple parents is very small,
LBS proposes to store the table completely. Another possibility
mentioned by the authors is to switch to JS method.
B. Environment, methodology and database
The experiments were run on a machine with quad-core
2.5GHz processor, 16GB RAM, and 750GB Serial ATA Drive
with 7200 rpm. VFDS, JS, and LBS were developed using
Java 1.6, applied against MySQL databases. Each experiment
was run with 12GB maximum size of the memory allocation
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(a) Execution time for JS, LBS, and VFDS.
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Fig. 3. Execution time and global sample size error results.
pool. In order to present representative results, we run each
experiment 5 times. The results presented in section IV-D
correspond to the average of the different executions.
For this paper, we consider the Financial2 database from
PKDD’99 Challenge Discovery, with the schema presented
in Fig. 1. The database contains typical bank data, such
as its clients information, their accounts, transactions, loans,
and credit cards. The database contains 8 tables, and a total
of 1,079,680 tuples. The sizes of the tables range from 77 (i.e.
in District table) to 1,056,320 tuples (i.e. in Trans table). The
average number of tuples in the database is 134,960. The
database occupies 129MB.
C. Metrics
1) Execution time: We measure the execution time needed
to sample a database in seconds. The execution time includes
the pre-processing phases (computation of probabilities, dis-
covery of the graph of tables, etc.).
2) Sample size error: An accurate sampling method should
produce a sample that respects the user’s preference in terms
of memory constraints. When sampling a database with a
sampling rate α, we expect that the original database will be
reduced in size by α. As a consequence, we expect the size of
the sample database to be equal with the size of the original
database reduced by α (i.e. ST = α · OT ). We measure the
global size error of a sample with respect to a database as:
global sample size error(T ) =
ST − α ·OT
α ·OT
where OT =
∑
t∈T ‖O(t)‖ and ST =
∑
t∈T ‖S(t)‖.
3) Query relative error: We use this metric as JS and
LBS are systems built for approximate query answering. We
measure the accuracy provided by the sample database in
answering a query, q, with:
query relative error(q) =
S(q)−O(q)
O(q)
where S(q), and O(q), represent the result of the query q
from the sample database, and from the original database
respectively.
2http://lisp.vse.cz/pkdd99/Challenge/berka.htm
D. Results
In this section we present the results of running VFDS, JS,
and LBS with regards to the metrics described in the previous
section. VFDS selects table Account as the starting table due
to the highest number of related tuples (i.e. 1,073,419). The
Financial database contains the following diamond pattern:
〈District, Account, Client,Disposition〉. As table District
(i.e. table with multiple parents) contains very few number of
tuples in comparison with the rest of the tables of the database,
we chose to store it completely, as suggested in this case in
[4] when applying LBS.
1) Execution time: The execution time of the different
methods are presented in Fig. 3-a. We observe that VFDS
performs in 11 seconds on average, and JS and LBS perform
in 9,761 and 9,742 seconds on average. In the best case
scenario for previous methods, i.e. when α is lower than 0.4,
we observe the minimum difference between the execution
time of VFDS and JS and LBS. This is due to the fact that
the number of tuples to insert in the sample database is low
and less additional tuples need to be inserted in the sample in
order to maintain the referential integrity of the sample. The
execution time when α = 0.1 is reduced from 2,145 seconds in
the case of JS, and 1,949 in the case of LBS to 6 seconds with
VFDS. For all the methods we observe that the execution time
increases when α increases because of the growing amount of
data handled by the methods. We observe that the execution
time of JS and LBS increases drastically with the increase
of α due to the number of rows that need to be individually
assessed for insertion. Thus, the worst scenario for previous
methods occurs when α = 0.9. In this case, VFDS produces a
sample database in 16 seconds, whereas JS produces a sample
database in 17,208 seconds, and LBS in 16,883 seconds. As
a conclusion, we can say that VFDS drastically reduces the
time needed to produce a sample database compared to JS
and LBS. In the best case scenario for previous approaches,
VFDS performs 300 times faster, while in the worst case it
performs 1,000 times faster.
2) Sample size error: The global sample size error can be
negative in the case that not enough tuples have been inserted
in the sample database. In order to avoid that the positive and
negative values of the global sample size error compensate
TABLE I
QUERIES USED FOR ACCURACY EXPERIMENTS.
Q1 SELECT AVG(amount) FROM Loan;
Q2 SELECT AVG(payments) FROM AccountonLoan WHERE Loan.status=’A’;
Q3 SELECT AVG(amount) FROM Accounton‘Order‘on District
WHERE District.region=’west Bohemia’;
Q4 SELECT AVG(balance) FROM AccountonTransonDispositiononCard
WHERE Card.type=’classic’;
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(a) Q1 relative error.
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(d) Q4 relative error.
Fig. 4. Query relative error for JS, LBS, and VFDS.
each other over multiple runs, Fig. 3-b presents the average
of the absolute value for the global sample size for JS, LBS,
and VFDS over the 5 runs. The most accurate method is LBS:
the sample size error varies between 4.55% and 0.1% for α
between 0.1 and 0.9. We observe that JS samples more data
than LBS as the probability of sampling a tuple is higher.
The sample size error varies between 4.96% and 0.1% for JS.
VFDS is very close to both JS and LBS with the error varying
between 5.5% and 0.2%. VFDS provides the best results for
α = {0.2, 0.3, 0.6, 0.8}. The worst case occurs for α = 0.1
for all methods due to the fact that the sample size error is
relative to the expected sample size. Thus, for small values of
alpha, a small variation between the sample and its expected
size determines higher values for the error. We notice that the
methods provide similar results in terms of sample size error.
Fig. 3-c presents the global sample size error for VFDS
depending on the starting table selected by the system. Exper-
imental results show that table Account is indeed the starting
table that provides the best results in terms of global sample
database size. It varies between 5.5% and 0.22%. We observe
that table Client is the worst candidate as the starting table,
with the sample size error varying between 882.4% and 11%.
The results are poor when using t? =Client because for every
value of α, the insertion in table Client first will trigger the
insertion of most rows from the smallest table District and
then in turn most rows of table Account. The latter table
will trigger most rows from the largest table Trans to be
sampled leading to high space overhead in the resulting sample
database. Table Client has 10,815 related tuples, however, due
to the condition described above is not a suitable candidate for
the starting table. Considering the average of the global sample
size error for α between 0.1 and 0.9, the next candidates for t?
are: Trans with 4.6% sample size error and 1,060,820 related
tuples, Disposition with 9.5% and 16,130 related tuples, and
District with 10.3% and 9,946 related tuples. Results confirm
the strong relation between the sample size error and number
of related tuples of the starting table.
As a conclusion, we can say that VFDS is very close to the
best solution in terms of global sample size error.
3) Query relative error: We illustrate the queries used
for the approximate query evaluation in table I. Query
Q1 determines the average amount of a loan (Loan), Q2
the average payments value of accounts with loans of a
given status, ’A’ (AccountonLoan), Q3 the average amount
value of orders of accounts from the district region ’west
Bohemia’ (Accounton‘Order‘on District), Q4 the average
balance value of transactions for cards of type ’classic’
(AccountonTransonDispositiononCard). Fig. 4 shows the aver-
age of the absolute value of the query relative error for JS,
LBS, and VFDS over the 5 runs for the queries Q1, Q2, Q3,
and Q4. The more data is inserted in the sample database, the
more the sample answer will resemble the original answer.
Thus, we observe a tendency for the query relative error to
decrease as the sampling rate increases for all queries and all
methods. As generally JS produces a sample database with
a higher percentage of data, it will generally provide closer
results to the original results of the queries for smaller values
of α, producing a sample with a smaller variation for this error.
Fig. 4-a shows the results for Q1 relative error for JS, LBS,
and VFDS. We observe that it varies between 5.2% and 0.9%
for JS, between 6.1% and 0.5% for LBS, and between 7.5%
and 0.9% for VFDS. We observe that LBS generally provides
better responses to Q1 with an average query relative error of
2.5%, while JS and VFDS perform quite similar (2.8% and 3%
respectively). Fig. 4-b shows the results for Q2 relative error
for JS, LBS, and VFDS. We observe that JS varies between
9.4% and 0.6%, LBS between 11.5% and 0.8%, and VFDS
between 10.6% and 1.3%. We notice that JS performs best
with an average query relative error of 3.06%, while VFDS and
LBS perform quite similar with 3.5% and 3.6% respectively.
Fig. 4-c shows the results for Q3 relative error for JS, LBS, and
VFDS. We observe that JS varies between 11.3% and 0.9%,
LBS between 6.1% and 0.8%, and VFDS between 6.8% and
1.5%. We observe the average query relative error for JS is
4.15%, for LBS 3.2%, and for VFDS 3.55%. Fig. 4-d shows
the results for Q4 relative error for JS, LBS, and VFDS. We
notice that JS varies between 12.5% and 1.1%, LBS between
24.6% and 0.9%, and VFDS between 10.6% and 1.1%. We
observe that LBS generally provides worst responses to Q4
with an average query relative error of 5.6%, while VFDS
performs best with 3.5%, leaving JS in the middle with 5%.
As a conclusion, we can say that all approaches generally
perform quite similar in terms of query relative error as they
represent random sampling methods.
V. CONCLUSION
In this paper we proposed a database sampling approach
targeting relational databases that aims to minimize the time
necessary to produce a sample database. The main contribution
of VFDS is to sample a database at high speed, given a
sampling rate from the user. The system selects an appropriate
starting table for the sampling method according to the target
database. VFDS offers the possibility to the user to select a
desired starting table. However, this generally requires expert
knowledge about the database under analysis as the starting
table critically impacts the sample database, and the automated
sampling strategy is recommended. Random tuples are sam-
pled from the starting table along with their associated tuples
from the rest of the tables in the database. The associated
tables are filled only with the tuples that are needed to
satisfy foreign key constraints in order to minimize the space
overhead of the sample database. VFDS drastically reduces
the time needed to produce database samples (between 300
and 1,000 times faster) with respect to existing approaches
by performing the sampling in a single pass over the entire
database. Results also show that VFDS is precise in terms of
sample size and approximate query answering.
As future work, we plan to propose a mechanism to deal
with cycles of foreign key constraints in the original database.
We plan to run additional experiments to demonstrate that
our approach is relevant to other specific application areas
such as data mining, and histogram construction. Last but not
least, we plan to apply VFDS on a production environment
available from our industrial partner IBM, use it as a testing
environment, and observe significant reduction in execution
time for producing a sample database, while maintaining the
accuracy of the queries applied on the testing environment.
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