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Abstract 
A list of positions in an n x n real matrix (a pattern) is said to have M-completion if 
every partial M-matrix that specifies exactly these positions can be completed to an M- 
matrix. Let Q be a pattern that includes all diagonal entries and let G be its digraph. The 
following are equivalent. (1) the pattern Q has M-completion; (2) the pattern Q is 
permutation similar to a block triangular pattern with all the diagonal blocks com- 
pletely specified; (3) any strongly connected subdigraph of G is complete. A pattern with 
some diagonal entries unspecified has M-completion if and only if the principal sub- 
pattern defined by the specified diagonal positions has M-completion. 0 1998 Elsevier 
Science Inc. All rights reserved. 
A partial matrix is a matrix in which some entries are specified and others 
are not. A matrix completion problem asks whether the unspecified entries can 
be chosen so that the completed matrix has a desired type. 
There are really two problems here: (1) Can a specific partial matrix (of 
desired type) be completed to a matrix of that type? (2) What patterns of 
positions have the property that any specification of these entries that is a 
partial matrix of desired type can be completed to a matrix of that type? 
Matrix completion problems for patterns have been studied for positive 
definite matrices [l], certain patterns of inverse M-matrices [4], and certain 
patterns of P-matrices [3]. The question of whether a specific partial M-matrix 
(in which all the diagonal entries are specified) can be completed to an M- 
matrix was answered in [4] (if and only if setting all unspecified entries to zero 
produces an M-matrix). We study the question of what patterns have the 
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property that any partial M-matrix specifying the pattern can be completed to 
an M-matrix. 
The matrix A E KY’ is called positive stable if all the eigenvalues of A have 
positive real part. An M-matrix is a positive stable matrix in which all off-di- 
agonal elements are non-positive, i.e., a positive stable matrix in 
Clearly the class of M-matrices is closed under permutation similarity. There 
are many characterizations of M-matrices, including ([2], p. 114): 
Theorem 1. For A E Z,, the following statements are equivalent. 
(1) A is positive stable, i.e., A is an M-matrix. 
(2) All principal minors of A are positive. 
(3) The diagonal entries of A are positive and AD is strictly row diagonally 
dominant for some positive diagonal matrix D. 
(4) There exists a positive vector x such that Ax is positive (where y positive 
means each entry of y is positive). 
Note that condition (2) implies that the diagonal entries of an M-matrix 
must be positive and every principal submatrix of an M-matrix is an M-matrix. 
In the case of positive definite matrices, P-matrices, and M-matrices, 
membership in the class is inherited by principal submatrices. Thus to have a 
completion of a certain type it is certainly necessary that every completely 
specified principal submatrix be of the desired type. For M-matrices it is also 
necessary that the signs of all specified entries be appropriate for Z,. Thus a 
partial matrix is called a partial M-matrix if every completely specified prin- 
cipal submatrix is an M-matrix and all specified off-diagonal entries are non- 
positive. 
In fact, the approach taken in [ 1,3] (and [4] for inverse M-matrices) and here 
is to ask whether all partial matrices (of appropriate partial type) with a given 
pattern of specified entries can be completed. 
Definition 2. A pattern for R x n matrices is a list of positions of an n x n 
matrix. A partial matrix speczjies the pattern if its specified entries are exactly 
those listed in the pattern. A principal subpattern is obtained by selecting a 
subsetTof{l,... , n} and deleting from the pattern all positions whose row or 
column number is not in T. 
Definition 3. A pattern has M-completion if every partial M-matrix that specifies 
the pattern can be completed to an M-matrix. 
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If a pattern Q has M-completion then so does any principal subpattern S, 
because any partial M-matrix A specifying S can be extended to a partial 
Mmatrix A specifying Q by setting additional specified diagonal elements equal 
to 1 and additional off-diagonal elements equal to 0. Since Q has M-comple- 
tion, 2 can be completed to an M-matrix, and this completion completes A to 
an M-matrix. 
Let A be a partial M-matrix. If the principal submatrix determined by the 
specified diagonal entries can be completed to an M-matrix then by condition 
(3) of Theorem 1, A can be completed to an M-matrix by choosing the un- 
specified diagonal entries sufficiently large and the unspecified off-diagonal 
entries equal to zero. Thus if the principal subpattern defined by the specified 
diagonal positions has M-completion then so does the whole pattern. 
So we assume that a pattern contains the diagonal entries (except in the 
statement of Theorem 14, in which the two cases are distinguished). 
The discussion about patterns can be clarified by use of the characteristic 
matrix of a pattern. 
Definition 4. The characteristic matrix of a pattern for n x n matrices is the 
n x n matrix C such that cij = 1 if the position (i,j) is in the pattern and cij = 0 
if (i,j) is not in the pattern. 
As with completions of patterns of inverse M-matrices, positive definite 
matrices and P-matrices, the graph plays a crucial role. Since the patterns here 
are not (positionally) symmetric, the digraph must be used instead of the 
graph. 
It is customary to define the digraph of a (completely specified) matrix to 
have arcs corresponding to nonzero off-diagonal entries. We will refer to this as 
a nonzero-digraph. Note that the digraph of a pattern (Definition 5 below) is 
the nonzero-digraph of its characteristic matrix. All the digraphs we use arise 
from patterns or matrices and thus are finite. 
Definition 5. The directed graph (digraph) of a pattern for n x n matrices is the 
digraph G = (V, E) with the set V of vertices equal to { 1, . . . , n} and the set E 
of arcs (directed edges) equal to the set of ordered pairs (i,j) such that i # j and 
position (i,j) is in the pattern. 
The order of a digraph G = (V, E) is the number of vertices (i.e., 1 VI). 
A subdigraph of the digraph G = (V, E) is a digraph H = (V,, EH) such that 
VH is a subset of V and EH is the set of all the arcs (i,j) of G such that both i and 
jarein VH. 
A walk is a sequence of arcs (il, i2) , (iz, ij), . . . , (ik-1, ik). A walk is closed if it 
starts and ends with the same vertex. 
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A path is a walk in which the vertices are distinct (except that possibly the 
first vertex is the same as the last). The length of a path is the number of arcs in 
the path. 
A cycle is a closed path. The cycle of arcs (il, iz), . . . (ik-1, ik), (ik, il) is de- 
noted il,i2 ,..., ik,il. A cycle r of G is symmetric if for any arc (i,j) of r, the 
opposite arc G, i) is also in G. A cycle r is non-symmetric if it is not symmetric, 
i.e. if there is an arc (i,j) of r such that (j, i) is not in G. 
A digraph is strongly connected if there is a path from any vertex to any 
other vertex. A digraph is complete if it includes all possible arcs between its 
vertices. 
The term “subdigraph” used here is what is commonly called an “induced 
subdigraph” in graph theory. Such a subdigraph is associated with a principal 
subpattem. Our usage is consistent with common usage in matrix theory (e.g., 
[41). 
Relabeling the vertices of a digraph corresponds to performing a permuta- 
tion similarity on the matrix or pattern. 
Definition 6. A pattern Q is called reducible if its characteristic matrix C is 
reducible, i.e., if there is a permutation matrix P such that 
RzPr = Cl1 Cl2 
[ 1; 0 c22 
where Qi 1, Q22 are square and 0 denotes a matrix consisting entirely of OS. This 
is also written as FQPT = Qll Q12
[ 1 ? Q22’ where ? indicates a rectangular set of 
positions not included in the pattern. Note that it is possible that Qii , Q22, and 
Qi2 are missing some positions. 
A pattern is irreducible if it is not reducible, or equivalently, if its charac- 
teristic matrix is irreducible. 
Any matrix is permutation similar to a block triangular matrix with irre- 
ducible diagonal blocks. This is useful because a block triangular matrix with 
irreducible diagonal blocks is an M-matrix if and only if each of the diagonal 
blocks is an M-matrix (and the off-diagonal entries are < 0). 
Since the reducibility of a pattern is defined in terms of the reducibility of its 
characteristic matrix, any pattern is permutation similar to a block triangular 
pattern with each diagonal block irreducible. 
It is well known ([5], p.19) that a matrix is irreducible if and only if its 
nonzero-digraph is strongly connected. Since the digraph of a pattern Q is the 
nonzero-digraph of its characteristic matrix, the digraph of Q is strongly 
connected if and only if Q is irreducible. 
We are now ready to discuss which patterns have M-completion. Recall that 
for a pattern to have M-completion, every partial M-matrix that specifies the 
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pattern must have a completion that is an M-matrix. We will show that 
strongly connected subdigraphs prevent the pattern from having M-completion 
unless they are complete. We begin by establishing that when every strongly 
connected subdigraph is complete the pattern has M-completion. 
Lemma 7. Let Q be a pattern containing the diagonal and let G be its digraph. 
(1) If every strongly connected subdigraph of G is complete then Q is per- 
mutation similar to a block triangular pattern in which all the diagonal blocks are 
complete (contain all possible positions). 
(2) If Q is permutation similar to a block triangular pattern in which all the 
diagonal blocks are complete then Q has M-completion. 
Proof. Let Q be a pattern and let G be its digraph. There is a permutation 
matrix P such that 
l? ? . . . Qkk] 
where ? denotes a completely unspecified block and each diagonal block is 
irreducible. 
For any partial M-matrix A that specifies Q, 
rAll Al2 . . . hi 
If a diagonal block Aii is completely specified then it is an M-matrix (since 
PAPT is a partial M-matrix). Thus if all the diagonal blocks are completely 
specified, the matrix B obtained from PAPT by setting all unspecified entries to 
zero is a block triangular matrix in which each diagonal block is an M-matrix. 
Thus B is an M-matrix and PTBP is an M-matrix that completes A. This es- 
tablishes (2). 
Now assume that G has the property that any strongly connected subdi- 
graph is complete. Permutation similarity is merely a relabeling of the digraph, 
so the digraph G’ of PQPT has the same property. Let H, be the subdigraph of 
G’ associated with the irreducible diagonal block QSS of PQPT. Because QsS is 
irreducible, H, is strongly connected and thus is complete, hence contains arcs 
(i, j) and (j, i) for any vertices i and j of H,. Thus for any (i, i) and (j, j) in the 
same diagonal block QSS of PQPT, PQPT includes positions (i,j) and (j, i). So 
each diagonal block of PQPT is complete (includes all possible entries). 0 
148 L. Hogben I Linear Algebra and its Applications 285 (1998) 143-152 
Definition 8. Let Q be a pattern with a cycle r in its digraph. Let A be a partial 
matrix specifying Q. The gain on cycle r in A is the product of the absolute 
values of the entries in positions corresponding to the arcs in the cycle. 
Note that a (completely specified) matrix may be thought of as a partial 
matrix that specifies the pattern that consists of all positions. The gain on a 
cycle in a (completely specified) matrix is interpreted this way. 
We have been told the next result is known, but include the (brief) proof as 
we do not have a reference. 
Lemma 9. Any cycle in a (completely specljied) M-matrix 
Az[z!j ,: #I_ ;I] 
must have a gain less than the product of the associated diagonal entries. That is, 
ailizQ2ij ’ ’ ’ G_lik yrl U. < aili, . . . ainik (where i, # i, ifs # t). 
Proof. The class of M-matrices is closed under permutation similarity. By 
choosing an appropriate permutation (relabeling the vertices of the digraph) we 
may assume the cycle in question is 1,2,. . . , k, 1. We must show 
~12 a23 .. 'ak-lkakl <all"' aM, All aij are non-negative and all aii are positive. 
If akt is zero the result is clear, so assume it is non-zero. 
By condition (4) in Theorem 1, there exists a positive vector x such that Ax is 
positive. Let x = (xi, . . . ,x,)~. The first entry of Ax, which is positive, is 
allxl - ~12x2 - . . . - al,x,. Thus allxl > ~12x2 and x1/x2 > ai2/uir. Similarly, 
xZ/x3 > a23/a22,. . . ,xk-I/xk > ak-l,k/ak-l,k-1, so xI/xk > al2.. .ak-l,k/all . . . 
ak-l,k-1. From the kth entry, x&i > &i/a!&. Thus &/akl > ar2.. . a&I&/ 
al] . . . a&],k-1 and all . . . a/& > U12CI23 . . ‘Lzk_l,kClkl. 0 
Lemma 10. Let Q be a pattern and let G be its digraph. If G has a non-symmetric 
cycle then Q does not have M-completion, i.e., there exists a partial M-matrix 
specifying Q that cannot be completed to an M-matrix 
Proof. Let Q be a pattern such that its digraph G contains a non-symmetric k- 
cycle (i.e., cycle of length k). By choosing an appropriate relabeling of G 
(permutation similarity) we may assume that this cycle is 1,2, . . . , k, 1 and the 
arc (1, k) is not in the digraph. Let S be the principal subpattern obtained from 
Q by deleting all rows and columns except 1, . . . , k. Define a partial matrix A 
that specifies S by choosing the all diagonal entries equal to 1, the i, i + l- 
entriesequalto-1 fori= l,..., k - 1, the k, l-entry equal to -2, and all other 
specified entries equal to 0. That is, 
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1 
1 -1 # . . . ? 
# 
1 -1 ... 
A= # 
. . . . 
-2 # # ... 1 I 
where ? is unspecified and # is either unspecified or 0. In any completely 
specified principal submatrix of A the entry ? must be deleted, hence row 1 or 
column k must be deleted. Since we are considering a principal submatrix, 
column 1 or row k must be also be deleted, and the result is upper triangular 
with l’s on the diagonal, which is an M-matrix. Since any completely specified 
principal submatrix of A is an M-matrix, A is a partial M-matrix. 
Since the gain on the cycle 1,2,. . . , k, 1 in A is 2 and the product of the 
diagonal entries is 1, by Lemma 9 any completion of the matrix A is not an M- 
matrix. Thus S does not have M-completion, and so Q does not have M- 
completion. 0 
The condition in Lemma 9, although necessary for an M-matrix, is not 
sufficient, as the next example shows: 
Example 11. The matrix 
A,+;9 _‘d, ;‘I 
is in Z,, every proper principal submatrix of Ai is an M-matrix, and the gain on 
every cycle in A, is less than 1, but det Ai = -0.8, so A, is not an M-matrix. 
This example leads to Lemma 12, which is the one remaining tool necessary 
to prove the equivalence to M-completion of the two conditions in Lemma 7. 
Lemma 12. If a pattern Q has M-completion and Q contains 
(i,i), (‘j,j), (k,k), (i,j), (j,i), (j,k) and (k,j), then it must contain (i,k) and 
(k, i). In other words, the subdigraph defined by the vertices i, j, k is complete. 
That is, if the digraph contains ‘?Lthen it containsi@:. 
Proof. Let Q contain (i, i), (j,j), (k, k), (i, j), (j, i), (j, k), and (k, j) but not both 
(i, k) and (k, i). C onsider the subpattern S, obtained by deleting all rows and 
columns except i, j, k from Q. Suppose either (i, k) or (k, i) is not in S. Then 
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where # is either unspecified or 0 and at least one # is unspecified, is a partial 
M-matrix that specifies S. Recall that A can be completed to an M-matrix only 
if the result of setting the unspecified entries to 0 is an M-matrix [4], and by 
Example 11 this matrix Al is not an M-matrix. Thus S does not have M- 
completion and so Q does not have M-completion. 0 
Lemma 13. Let Q be a pattern and let G be its digraph. If Q has M-completion 
then the subdigraph of any cycle in G is complete. 
Proof. Let Q be a pattern that has M-completion. Lemma 10 shows that there 
are no non-symmetric cycles in G. Any symmetric 2- or 3- cycle is a complete 
subdigraph. Assume the result is true for any symmetric m-cycle with M < k. 
Suppose G has a symmetric k-cycle. By choosing an appropriate relabeling of 
the graph (permutation similarity) we may assume that this cycle is 
1,2,“. ,k,l. Thus G contains (k-l,k),(k,k-l),(k,l) and (l,k), so by 
Lemma 12, G contains (k - 1,l) and (1, k - 1). Thus G contains the symmetric 
cycle 1,2,... k - 1, 1, and by the induction hypothesis the subdigraph on the 
vertices 1, . . . , k - 1 is complete, so G contains every arc (i,j) with i,j # k. A 
similar argument shows the subdigraph on the vertices 2,. . . , k is complete, so 
G contains every arc (i,j) with i,j # 1. Since (k, 1) and (1, k) are in the original 
(symmetric) cycle, the subdigraph on 1, . . . , k is complete. 0 
Theorem 14 (main result). Let Q be a pattern containing the diagonal and let G 
be its pattern digraph. The following are equivalent: 
(1) The pattern Q has M-completion. 
(2) The pattern Q is permutation similar to a block triangular pattern with all 
the diagonal blocks complete (containing all possible positions). 
(3) Any strongly connected subdigraph of G is complete. 
Any pattern has M-completion if and only if the principal subpattern defined by 
the specified diagonal positions has M-completion. 
Proof. The implications (3) + (2) and (2) =+ (1) are parts (1) and (2) of 
Lemma 7. 
It remains to prove (1) * (3), i.e., if a pattern Q containing the diagonal has 
M-completion then in its digraph G any strongly connected subdigraph H is 
complete. By Lemma 13 the subdigraph of any cycle is complete. 
As any subdigraph of order 1 is complete, let order H > 2. To complete the 
proof we show that H contains a cycle that includes all H’s vertices (since H is 
then the subdigraph of the cycle and is therefore complete). 
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First note that H must contain a closed walk: H includes two distinct ver- 
tices i and j. Since H is strongly connected there is a path from i to j and a path 
from j to i. Putting these together produces a closed walk including i and j. 
Since H contains a closed walk, H must contain a cycle: Begin the closed 
walk and continue until a vertex is repeated. The arcs between the two identical 
vertices are the cycle. 
Since G is finite, H must contain a cycle r of maximal length k. We claim r 
contains all the vertices of H. If not, there is a vertex in H that is not in r. Since 
H is strongly connected. There is a path from the cycle to this vertex and hence 
there is a vertex i not in r such that H includes arc (j, i) for some vertex j in r. 
Since H is strongly connected there is also a path in H from i to some vertex in 
r that does not include any other vertices in r. Relabeling if necessary, the 
original cycle r is 1,2, . . . , k, 1, the vertex not in r is k + 1, which is adjacent to 
l,andthepathfromk+l toris(k+l,k+2,...,@-l,s)(s,m)(wheremis 
in r and m may be equal to or different from 1). These two situations are 
illustrated in Fig. 1. 
In these figures each edge represents both arcs because cycles are symmetric. 
Note that only part of the subdigraph is illustrated, as the subdigraph of a cycle 
is complete. 
Ineithercase, 1,2 ,..., k,s,s- 1,. . . k + 2, k + 1,1 (which includes all verti- 
ces shown) will be a cycle if (k,s) and (s, k) are in H. In the case m = 1 
(Fig. l(a)), H contains arcs (k, l), (1, k), (1,s) and (s, 1). By Lemma 12, the 
digraph must also contain (k, s) and (s, k). This is illustrated in Fig. 2(a). In the 
casem#l (Fig. l(b)), l,k+l,..., S,m,m+l,..., k,l isacycle,andthesub- 
digraph of any cycle is complete, so H must contain the arcs (k, s) and (s, k). 
This is illustrated in Fig. 2(b). 
Thelengthofthecycle1,2 ,..., k,s,s-l,..., k+2,k+l,lis ak+land 
hence greater than the length of r, contradicting the maximality of r. Thus a 
cycle of maximal length must include all verticles of H, so H is complete. 
The statement that a pattern has M-completion if and only if the principal 
subpattern defined by its specified diagonal positions has M-completion was 
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