Fusing different sensors with different data modalities is a common technique to improve land cover classification performance in remote sensing. However, all modalities are rarely available for all test data, and this missing data problem poses severe challenges for multi-modal learning. Inspired by recent successes in deep learning, we propose as a remedy a convolutional neural network architecture for urban remote sensing image segmentation trained on data modalities which are not all available at test time. We train our architecture with a cost function particularly suited for imbalanced classes, as this is a frequent problem in remote sensing. We demonstrate the method using a benchmark dataset containing RGB and DSM images. Assuming that the DSM images are missing during testing, our method outperforms both a CNN trained on RGB images as well as an ensemble of two CNNs trained on the RGB images, by exploiting the training time information of the missing modality.
INTRODUCTION
More than half of the world population now lives in cities, and 2.5 billion more people are expected to move into cities by 2050 [2] . Although constituting only a small percentage of global land cover, urban areas significantly alter climate, biogeochemistry, and hydrology at local, regional, and global scales. Thus, in order to support sustainable urban development, accurate information on urban land cover is needed.
A frequently studied topic in land cover classification, since it often leads to improved accuracy, is data fusion. Data fusion aims to integrate the information acquired with different spatial resolution, spectral bands and imaging modes from sensors mounted on satellites, aircraft and ground platforms to produce fused data that contains more detailed information than each of the individual sources [3, 4] . However, often one
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Another challenge that is often encountered when designing classifiers for land cover mapping is class imbalance. Land covers within the area of interest are often highly imbalanced, where some land cover types are frequent, whereas others are rare. Moreover, many objects of interest in remote sensing are small compared to the overall image. A solution based on optimizing the overall classification accuracy is often not satisfactory, since "small" classes will often be suppressed [8] . In a recent paper [9] , the influence of imbalanced classes was reduced by introducing weights to the cost function. Classes with few samples where given high weights, whereas classes with many samples were given small weights.
Due to the successes of deep learning architectures, convolutional neural networks (CNNs) have found increased use also in the field of remote sensing [9, 10] , outperforming more traditional approaches [11] . The strength of CNNs is the ability to learn features that exploit the spatial context, and thereby provide land cover maps with high accuracy.
In this paper we propose a CNN for urban land cover mapping of small objects and imbalanced classes that makes use of data modalities during the test-phase that are only available during training. The proposed system will build upon the hallucination network strategy proposed by Hoffman et al. [12] for training CNNs for object detection from data modalities when one of the modalities is missing during testing.
DATASET
The performance has been evaluated using the ISPRS Vaihingen 2D semantic labeling benchmark dataset [13] . The dataset consists of 33 high resolution true ortho photo images with a ground sampling distance of 9 cm and of varying size (ranging from approximately 3 million to 10 million pixels), with ground truth being available for 16 images. Additionally, the normalized DSM for each of the images was produced by Gerke [14] . The dataset contains six classes, impervious surface, buildings, low vegetation, trees, cars and background/clutter. To evaluate the approach and its use for missing data modalities in remote sensing, the normalized DSM was included only during the training phase.
We evaluate our results according to the ISPRS specification [13] . The F1-score is measured per class (F1= 2 · precision·recall/(precision+recall)) and the overall accuracy is the percentage of correctly labeled pixels. Following the specifications, the class boundaries were eroded with a disk of radius 3 and ignored in the evaluation to reduce boundary effects. For evaluation, the labeled part of the dataset was divided into a training set, validation set and test set containing 11, 2 and 3 images, respectively.
APPROACH
In this section we describe the implementation and the training details of the proposed architecture.
Fully convolutional neural networks
The most common approaches for image segmentation using CNNs are currently based on the idea of fully convolutional neural networks (FCN) [15] , where all layers in the network are based on convolutions and do not make use of, as in previous approaches, fully connected layers. These architectures consist of an encoder-decoder architecture, where the encoder maps the input to a low resolution representation and the decoder is responsible for mapping the representation to a pixelwise prediction. As proposed in Long et al. [15] the layers in the decoder consist of fractional strided convolutions (also referred to as deconvolutions).
Hallucination Networks
Hallucination Networks [12] are a recent attempt to use data modalities that are available solely during the training phase to improve object detection performance. This is done by adding an additional network, the hallucination network, in addition to the existing modalities, and adding a loss for the mid-level features of the hallucination network to mimic the data modalities that are missing during the test-phase.
Medium frequency balancing
Medium frequency balancing is a weighted cross-entropy loss function that has been shown to yield good performance for imbalanced classes [16, 17, 9] . Each class in the loss function is weighted by the ratio of the median class frequency and the class frequency (computed over the training dataset), such that where
denotes the weight for class c, f c the frequency of pixels in class c, p n c is the softmax probability of sample n being in class c, l n c corresponds to the label of sample n for class c when the label is given in one-hot encoding, C is the set of all classes and N is the number of samples in the mini-batch.
Small object segmentation for imbalanced classes with missing data
Our architecture for the individual networks follows the architecture of Kampffmeyer et al. [9] and consists of four sets of two 3 × 3 convolutional layers, each set followed by a 2 × 2 max-pooling layer and each individual convolution layer followed by a ReLU nonlinearity and batch normalization layer [18] . The first convolutional layer has stride 2 due to memory restrictions during the test-phase when considering the large images, whereas all other convolutions are of stride 1. Three of these networks are trained jointly, one for the RGB image, one for the depth image and the hallucination network. Figure 1 illustrates the complete Architecture. Training is performed on image patches of size 256 × 256, which have been extracted from the original images with 50% overlap and have been flipped and rotated at 90 degree intervals as part of the data augmentation step.
The total loss consists of six individual losses and is 
where σ(·) is the sigmoid function and A(·) refers to the activation of the networks at a certain depth D. To avoid that the depth features are adapting during the end-to-end training procedure, the learning rate for the layers before depth D are set to zero. The hallucination loss in our experiments is based on the activations after the third pooling layer and medium frequency balancing was used for all terms in the loss function except the hallucination loss.
Training details Training is performed by first training the RGB and depth network separately and then finetuning the whole architecture end-to-end. Following the example of Hoffman et al. [12] the depth network was used to initialize the hallucination network and the weight of the hallucination network, γ, was set such that the hallucination loss is roughly 10 times the loss of the largest loss of the remaining terms in Eq. 3. To avoid large variations in the magnitude of the gradients, gradient clipping [19] is performed to clip outlier gradients to a an acceptable range, which is determined by monitoring the gradients during training. Training is performed using Adam [20] .
EXPERIMENTS AND RESULTS
To perform a fair comparison the approach was compared to a CNN trained on the RGB image only, as well as an ensemble of two CNNs trained on the RGB image. For the ensemble the softmax output of the two CNNs was averaged during the test-phase. Table 1 illustrates that the hallucination network outperforms both the single RGB model as well as the ensemble when considering overall accuracy and increases in accuracy can be observed in most classes with large increases being observed for the impervious surface class and the building class. This indicates that some of the additional information contained in the depth data is benefiting the test-phase even though the depth data is missing during testing.
To illustrate some of the differences between the results achieved by the ensemble and the hallucination method, Figure 2 shows one of the RGB images from the test set, the ground truth, and the achieved segmentation using the proposed method with the median frequency balancing cost function as well as the RGB ensemble. It can be seen that both models perform well, however, when comparing the results of the two models it can be observed that the ensemble assigns more impervious surface pixels to the building class. This is as expected, as the colour and shape of some roof areas can be considered similar to impervious surfaces. Including, however, the additional depth information, as done in our proposed method, allows a better separation between these classes as the normalized depth measurements indicate differences between buildings and impervious surfaces. Looking at a close-up of the bottom right corner of the image in Figure  2 , Figure 3 illustrates this difference clearly, as large parts of the building gets classified as impervious surface by the RGB ensemble. By making use of the depth information during the training phase, the proposed model is able to capture the building class more accurately. For comparison, we also investigate the performance of a model when the RGB and depth data are available both during training and testing. The overall accuracy for this model is 86.44%, with the difference being most notable in the building class (92.33%). This corresponds to our intuition that the depth data is most useful for the building class, but also illustrates that the hallucination model, with regards to overall accuracy, is able to capture a significant part of the information contained in the depth data.
CONCLUSIONS
In this paper we have proposed a method for image segmentation in urban remote sensing that makes use of data modalities that are only available during the training phase. Our experiments show that the method performs better than both a single model using only the available data as well as an ensemble of two models. Additionally, by making use of the medium frequency balancing cost function, we achieve good performances on small classes. We therefore consider it an attractive choice for handling missing data in urban remote sensing.
