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HYPERPOLAR HOMOGENEOUS FOLIATIONS ON
SYMMETRIC SPACES OF NONCOMPACT TYPE
JU¨RGEN BERNDT
Abstract. A foliation F on a Riemannian manifold M is homogeneous if its leaves
coincide with the orbits of an isometric action on M . A foliation F is polar if it admits
a section, that is, a connected closed totally geodesic submanifold of M which intersects
each leaf of F , and intersects orthogonally at each point of intersection. A foliation
F is hyperpolar if it admits a flat section. These notes are related to joint work with
Jose´ Carlos Dı´az-Ramos and Hiroshi Tamaru about hyperpolar homogeneous foliations on
Riemannian symmetric spaces of noncompact type. Apart from the classification result
which we proved in [1], we present here in more detail some relevant material about
symmetric spaces of noncompact type, and discuss the classification in more detail for the
special case M = SLr+1(R)/SOr+1.
1. Isometric actions on the real hyperbolic plane
The special linear group
G = SL2(R) =
{(
a b
c d
)∣∣∣∣ a, b, c, d ∈ R, ad− bc = 1}
acts on the upper half plane
H = {z ∈ C | ℑ(z) > 0}
by linear fractional transformations of the form(
a b
c d
)
· z =
az + b
cz + d
.
By equipping H with the Riemannian metric
ds2 =
dx2 + dy2
y2
=
dzdz¯
ℑ(z)2
(z = x+ iy)
we obtain the Poincare´ half-plane model of the real hyperbolic plane RH2. The above
action of SL2(R) is isometric with respect to this metric. The action is transitive and the
stabilizer at i is
K =
{(
cos(s) sin(s)
− sin(s) cos(s)
)∣∣∣∣ s ∈ R} = SO2.
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The subgroup K is a maximal compact subgroup of G, and we can identify RH2 with the
homogeneous space G/K = SL2(R)/SO2 in the usual way. There is a unique decomposi-
tion of every matrix in SL2(R) into three matrices of the form(
a b
c d
)
=
(
cos(s) sin(s)
− sin(s) cos(s)
)(
exp(t) 0
0 exp(−t)
)(
1 u
0 1
)
(s, t, u ∈ R).
We define an abelian subgroup A of G by
A =
{(
exp(t) 0
0 exp(−t)
)∣∣∣∣ t ∈ R}
and a nilpotent subgroup N of G by
N =
{(
1 u
0 1
)∣∣∣∣ u ∈ R} .
Then G is diffeomorphic to the manifold product KAN . The decomposition G = KAN
is known as an Iwasawa decomposition of G. Each of three subgroups K, A and N acts
isometrically on RH2.
• The orbits of K consist of the single point i, which is the fixed point of the action
of K on RH2, and the geodesic circles in RH2 whose center is at i.
• The orbits of A are the geodesic R → RH2, t 7→ exp(2t)i and the curves in RH2
which are equidistant to this geodesic.
• The orbits of N are the horospheres given by the equations ℑ(z) = y, y ∈ R+.
The action of K has exactly one singular orbit, and the orbits of A and N form a
Riemannian foliation on the real hyperbolic plane. Every isometric action on RH2 by a
nontrivial connected subgroup H of G is orbit equivalent to one of these three actions, that
is, there is an isometry of RH2 which maps the orbits of the action of H onto the orbits
of the action of either K, or of A, or of N .
The real hyperbolic plane is the most elementary example of a Riemannian symmetric
space of noncompact type. A joint project with Jose´ Carlos Dı´az Ramos (Santiago de
Compostela) and Hiroshi Tamaru (Hiroshima) is to generalize aspects of what we described
above from RH2 to Riemannian symmetric spaces of noncompact type.
2. The problem
There are several natural ways to generalize what we discussed in the previous section.
The cohomogeneity of each of the three actions is equal to one. The cohomogeneity of an
isometric action is the codimension of a principal orbit of the action, or equivalently, the
dimension of the orbit space of the action. A cohomogeneity one action is therefore an
action for which the principal orbits of the action are hypersurfaces.
Cohomogeneity one actions are special cases of polar and hyperpolar actions. Let M
be a connected complete Riemannian manifold and H a connected closed subgroup of the
isometry group I(M) ofM . Then each orbit H ·p = {h(p) | h ∈ H}, p ∈ M , is a connected
closed submanifold ofM . A connected complete submanifold S ofM that meets each orbit
of the H-action and intersects the orbit H ·p perpendicularly at each point p ∈ S is called a
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section of the action. A section S is always a totally geodesic submanifold ofM (see e.g. [6]).
In general, actions do not admit a section. The action of H on M is called polar if it has a
section, and it is called hyperpolar if it has a flat section. For motivation and classification
of polar and hyperpolar actions on Euclidean spaces and symmetric spaces of compact
type we refer to the papers by Dadok [4], Podesta` and Thorbergsson [12], and Kollross
[9], [10]. If all orbits of H are principal, then the orbits form a homogeneous foliation
F on M . In general, a foliation F on M is called homogeneous if the subgroup of I(M)
consisting of all isometries preserving F acts transitively on each leaf of F . Homogeneous
foliations are basic examples of metric foliations. A homogeneous foliation is called polar
resp. hyperpolar if its leaves coincide with the orbits of a polar resp. hyperpolar action.
The problem I want to discuss in this article is the classification of hyperpolar homoge-
neous foliations on Riemannian symmetric spaces of noncompact type.
3. Riemannian symmetric spaces of noncompact type
This section contains a brief introduction to Riemannian symmetric spaces of noncom-
pact type. A basic reference is the book [7] by Sigurdur Helgason.
A Riemannian symmetric space is a connected Riemannian manifold M with the prop-
erty that for each point p ∈ M there exists an isometric involution sp ∈ I(M) for which
p is an isolated fixed point. Geometrically, such an involution sp is the geodesic reflection
of M in the point p. Every Riemannian symmetric space is homogeneous, that is, the
isometry group I(M) acts transitively on M . The Riemannian universal covering space
M˜ of a Riemannian symmetric space M is also a Riemannian symmetric space, and each
factor in the de Rham decomposition
M˜ =M0 ×M1 × · · · ×Mk
is a Riemannian symmetric space as well. Here M0 is the Euclidean factor (which may
be 0-dimensional), and each manifold Mi, 1 ≤ i ≤ k, is an irreducible simply connected
Riemannian symmetric space. A Riemannian symmetric space M is said to be of compact
type if dimM0 = 0 and each Mi is compact, and it is said to be of noncompact type if
dimM0 = 0 and each Mi is noncompact. Every Riemannian symmetric space of noncom-
pact type is simply connected. The rank of a Riemannian symmetric space is the maximal
dimension of a flat totally geodesic submanifold.
Riemannian symmetric spaces have been classified by E´lie Cartan. The Riemannian
symmetric spaces of noncompact type and with rank one are the hyperbolic spaces FHn
over the normed real division algebras F ∈ {R,C,H,O}, where n ≥ 2 and n = 2 if F = O.
Let M be a connected Riemannian symmetric space of noncompact type. We denote by
n the dimension of M and by r the rank of M . It is well known that M is diffeomorphic
to Rn. Let G = Io(M) be the connected component of I(M) containing the identity
transformation of M . Then G is a connected semisimple real Lie group with trivial center.
Let o ∈ M and K = {g ∈ G | g(o) = o} be the isotropy subgroup of G at o. Then K is
a maximal compact subgroup of G. We identify M with the homogeneous space G/K in
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the usual way and denote by g and k the Lie algebra of G and K, respectively. Let
B : g× g→ g , (X, Y ) 7→ tr(ad(X) ◦ ad(Y ))
be the Killing form of g. It is well-known from Cartan’s criterion for semisimple Lie algebras
that the Killing form B is non-degenerate. Let
p = {X ∈ g | B(X, Y ) = 0 for all Y ∈ k}
be the orthogonal complement of k with respect to B. Then
g = k⊕ p
is a Cartan decomposition of g, that is, we have
[k, k] ⊂ k , [k, p] ⊂ p , [p, p] ⊂ k,
and B is negative definite on k and positive definite on p. The Cartan involution cor-
responding to the Cartan decomposition g = k ⊕ p is the automorphism of g defined by
θ(X) = X for all X ∈ k and θ(X) = −X for all X ∈ p. We can define a positive defi-
nite inner product on g by 〈X, Y 〉 = −B(X, θY ) for all X, Y ∈ g. As usual, we identify
p with ToM , and we normalize the Riemannian metric on M so that its restriction to
ToM × ToM = p× p coincides with 〈 · , · 〉.
Example. M = SLr+1(R)/SOr+1. The linear group GLr+1(R) can be identified with
the group of all regular (r + 1) × (r + 1)-matrices with real coefficients, or equivalently,
with the group of all automorphisms of Rr+1. The special linear group G = SLr+1(R) of
all orientation- and volume-preserving transformations in GLr+1(R) is
SLr+1(R) = {A ∈ GLr+1(R) | det(A) = 1}.
The orthogonal group Or+1 is the group of transformation on R
r+1 preserving the standard
inner product
〈x, y〉 =
r+1∑
i=1
xiyi
on Rr+1. The special orthogonal group K = SOr+1 = Or+1 ∩ SLr+1(R) is the subgroup of
Or+1 preserving the standard orientation of R
r+1. It is the connected component of Or+1
containing the identity transformation of Rr+1 and can be identified with
SOr+1 = {A ∈ SLr+1(R) | A
t = A−1},
where At is the transpose of A and A−1 is the inverse of A. The subgroup SOr+1 is a
maximal compact subgroup of SLr+1(R).
The Lie algebra glr+1(R) of GLr+1(R) is the (r + 1)
2-dimensional real vector space of
all (r + 1)× (r + 1)-matrices with real coefficients together with the Lie algebra structure
defined by
[X, Y ] = XY − Y X , X, Y ∈ glr+1(R).
The Lie algebra g = slr+1(R) is the subalgebra of glr+1(R) defined by
slr+1(R) = {X ∈ glr+1(R) | trace(X) = 0},
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and the Lie algebra k = sor+1 is
sor+1 = {X ∈ slr+1(R) | X
t = −X}.
The orthogonal complement p of k = sor+1 in g = slr+1(R) with respect to the Killing
form B of slr+1(R) is the real vector space of all symmetric (r + 1)× (r + 1)-matrices, that
is,
p = {X ∈ slr+1(R) | X
t = X}.
The Cartan decomposition g = k ⊕ p therefore corresponds to the decomposition of X ∈
slr+1(R) into its skewsymmetric and its symmetric part.
The Cartan involution corresponding to the above Cartan decomposition of slr+1(R) is
θ : slr+1(R)→ slr+1(R) , X 7→ −X
t.
It is obvious that sor+1 is the fixed point set of θ.
4. Lie triple systems and totally geodesic submanifolds
A linear subspace m of p is called a Lie triple system if
[[m,m],m] ⊂ m.
If m ⊂ p is a Lie triple system, then
gm = [m,m]⊕m ⊂ k⊕ p = g
is a subalgebra of g. Let Gm be the connected subgroup of G with Lie algebra gm. Then
the orbit
Fm = Gm · o
of Gm through o is a connected complete totally geodesic submanifold of M .
Conversely, let F be a totally geodesic submanifold of M with o ∈ F . Then the tangent
space ToF of F at o can be considered as a linear subspace of p through the identification
ToM ∼= p, and ToF is a Lie triple system.
Therefore there exists a one-to-one correspondence between Lie triple systems in p and
connected complete totally geodesic submanifolds of M containing the point o.
5. The restricted root space decomposition
Let a be a maximal abelian subspace of p and denote by a∗ the dual space of a. For each
λ ∈ a∗ we define
gλ = {X ∈ g | ad(H)X = λ(H)X for all H ∈ a}.
A restricted root of g is an element 0 6= λ ∈ a∗ such that gλ 6= {0}. We denote by Σ the set
of all restricted roots of g. Since a is abelian, ad(a) is a commuting family of selfadjoint
linear transformations of g. The corresponding eigenspace decomposition
g = g0 ⊕
(⊕
λ∈Σ
gλ
)
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is an orthogonal direct sum and called the restricted root space decomposition of g deter-
mined by a. The eigenspace g0 of 0 ∈ a
∗ is equal to
g0 = k0 ⊕ a,
where k0 = Zk(a) is the centralizer of a in k.
For each λ ∈ a∗ let Hλ ∈ a denote the dual vector in a with respect to the inner product
〈·, ·〉, that is, λ(H) = 〈Hλ, H〉 for all H ∈ a. We then get an inner product on a
∗ by setting
〈λ, µ〉 = 〈Hλ, Hµ〉 for all λ, µ ∈ a
∗. Below we always consider a∗ to be equipped with this
inner product.
Example. M = SLr+1(R)/SOr+1. For a = (a1, . . . , ar+1) ∈ R
r+1 we denote by ∆(a) ∈
glr+1,r+1(R) the matrix with ∆(a)ii = ai and ∆(a)ij = 0 for all distinct i, j ∈ {1, . . . , r+1}.
Then
a = {∆(a) | a = (a1, . . . , ar+1) ∈ R
r+1, a1 + . . .+ ar+1 = 0}
is a maximal abelian subspace of p. Let ei ∈ a be the vector in a which is obtained by
putting ai = 1 and aj = 0 for all j 6= i, i, j ∈ {1, . . . , r+1}. Denote by e
∗
1, . . . , e
∗
r+1 ∈ a
∗ the
dual vectors of e1, . . . , er+1. Then e
∗
i − e
∗
j for i 6= j and i, j ∈ {1, . . . , r + 1} is a restricted
root of g = slr+1(R) with corresponding root space
ge∗i−e∗j = {xEij | x ∈ R},
where Eij ∈ glr+1,r+1(R) is the matrix with (Eij)ij = 1 and zero everywhere else. We thus
have
Σ = {e∗i − e
∗
j | i 6= j, i, j ∈ {1, . . . , r + 1}}.
The centralizer of a in k is trivial, and therefore we have
g0 = a.
The restricted root space decomposition of slr+1,r+1(R) is therefore given by
slr+1,r+1(R) = a⊕
 r+1⊕
i,j=1
i 6=j
REij

6. The Iwasawa decomposition
A subset Λ = {α1, . . . , αr} ⊂ Σ is called a set of simple roots of Σ if every λ ∈ Σ can be
written in the form
λ =
r∑
i=1
ciαi
with some integers c1, . . . , cr ∈ Z such that c1, . . . , cr are either all nonpositive or all
nonnegative. A set of simple roots of Σ always exists, and it is unique up to a transformation
in the Weyl group of Σ. The Weyl group of Σ is the subgroup of orthogonal transformations
of a∗ which is generated by the reflections
sλ : a
∗ → a∗ , X 7→ X − 2
〈X, λ〉
|λ|2
λ.
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The set
Σ+ = {λ ∈ Σ | λ = c1α1 + · · ·+ crαr, c1, . . . , cr ≥ 0}
is called the set of positive restricted roots of Σ with respect to Λ. For the purpose of
consistency in our article our choice of simple roots will be the one used in [8].
The subspace
n =
⊕
λ∈Σ+
gλ
of g is a nilpotent subalgebra of g. Moreover, a⊕ n is a solvable subalgebra of g and n is
the derived subalgebra of a ⊕ n, that is, [a ⊕ n, a ⊕ n] = n. The direct sum vector space
decomposition g = k ⊕ a ⊕ n is called the Iwasawa decomposition of g with respect to a.
We emphasize that this is only a direct sum of vector spaces and not a direct sum of Lie
algebras. Let A, N and AN be the connected subgroups of G with Lie algebra a, n and
a ⊕ n, respectively. All three subgroups A, N and AN are simply connected and G is
diffeomorphic to the manifold product K × A × N . Again, we emphasize that this is a
product of smooth manifolds and not a Lie group product.
It follows from the Iwasawa decomposition that the solvable Lie group AN acts simply
transitively on M . Therefore M is isometric to the connected, simply connected solvable
Lie group AN equipped with the left-invariant Riemannian metric which is induced from
the inner product 〈 · , · 〉 restricted to a⊕ n.
Example. M = SLr+1(R)/SOr+1. From the above description one can easily verify
that
αi = e
∗
i − e
∗
i+1, i ∈ {1, . . . , r},
form a set of simple roots for Σ. We denote this set by Λ, that is, Λ = {α1, . . . , αr}. The
corresponding set of positive restricted roots is
Σ+ = {e∗i − e
∗
j | i < j, i, j ∈ {1, . . . , r + 1}}.
Using the above description of the restricted root spaces we see that n is the nilpotent Lie
algebra consisting of all strictly upper diagonal matrices, that is,
n =


0 x12 x13 · · · x1,r+1
0 0 x23 · · · x2,r+1
...
...
. . . · · ·
...
0 0 0 · · · xr,r+1
0 0 0 · · · 0

 .
The Iwasawa decomposition of slr+1(R) therefore describes the unique decomposition of a
matrix in slr+1(R) into the sum of a skewsymmetric matrix, a diagonal matrix with trace
zero, and a strictly upper triangular matrix. On Lie group level, we get
N =


1 x12 x13 · · · x1,r+1
0 1 x23 · · · x2,r+1
...
...
. . . · · ·
...
0 0 0 · · · xr,r+1
0 0 0 · · · 1

 .
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The Iwasawa decomposition of SLr+1(R) therefore describes the unique decomposition of
a matrix in SLr+1(R) into the product of an orthogonal matrix with determinant one, a
diagonal matrix with determinant one, and an upper triangular matrix with entries equal
to one in the diagonal. The solvable Lie group AN of upper triangular matrices with
determinant one acts simply transitively on the symmetric space M = SLr+1(R)/SOr+1.
7. The Dynkin diagram
We now assign to the symmetric space M a diagram consisting of vertices, lines and
arrows. Consider the set Λ = {α1, . . . , αr} of simple roots of Σ. To each simple root
αi ∈ Λ we assign a vertex which we denote by 	
 if 2αi /∈ Σ and by 	
 if 2αi ∈ Σ.
One can show that the angle between two simple roots in Λ is one of the following four
angles:
π
2
,
π
3
,
π
4
,
π
6
.
We connect the vertices corresponding to simple roots αi and αj, i 6= j, by 0, 1, 2 or 3
lines if the angle between αi and αj is
pi
2
, pi
3
, pi
4
or pi
6
respectively. Moreover, if the vertices
corresponding to αi and αj are connected by at least one line and 〈αi, αi〉 > 〈αj, αj〉, we
draw an arrow from the vertex αi to the vertex αj . The resulting object is called the
Dynkin diagram associated with M .
We now list the Dynkin diagrams for the irreducible Riemannian symmetric spaces of
noncompact type . We view a root system as a subset of some Euclidean vector space V .
We also list for each symmetric space M the multiplicities (mα1 , . . . , mαr) of the simple
roots α1, . . . , αr.
(Ar) V = {v ∈ R
r+1 | 〈v, e1 + . . .+ er+1〉 = 0}, r ≥ 1;
Σ = {ei − ej | i 6= j}; Σ
+ = {ei − ej | i < j};
α1 = e1 − e2, . . . , αr = er − er+1;
	
 	
 	
 	

α1 α2 αr−1 αr
M = SLr+1(R)/SOr+1: (1, . . . , 1);
M = SLr=1(C)/SUr+1: (2, . . . , 2);
M = SLr+1(H)/Spr+1: (4, . . . , 4);
M = E−266 /F4: (8, 8);
M = SOon+1,1/SOn+1: (n), n ≥ 2;
(Br) V = R
r, r ≥ 2;
Σ = {±ei ± ej | i < j} ∪ {±ei}; Σ
+ = {ei ± ej | i < j} ∪ {ei};
α1 = e1 − e2, . . . , αr−1 = er−1 − er, αr = er;
	
 	
 	
 	
 	

α1 α2 αr−2 αr−1 αr
+3
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M = SO2r+1(C)/SO2r+1: (2, . . . , 2, 2);
M = SOor+n,r/SOr+nSOr: (1, . . . , 1, n), n ≥ 1;
(Cr) V = R
r, r ≥ 2;
Σ = {±ei ± ej | i < j} ∪ {±2ei}; Σ
+ = {ei ± ej | i < j} ∪ {2ei};
α1 = e1 − e2, . . . , αr−1 = er−1 − er, αr = 2er;
	
 	
 	
 	
 	

α1 α2 αr−2 αr−1 αr
ks
M = Spr(R)/Ur: (1, . . . , 1, 1);
M = Spr(C)/Spr: (2, . . . , 2, 2);
M = Spr,r/SprSpr: (4, . . . , 4, 3);
M = SUr,r/S(UrUr): (2, . . . , 2, 1);
M = SO2r(H)/U2r: (4, . . . , 4, 1);
M = E−257 /E6U1: (8, 8, 1);
(Dr) V = R
r, r ≥ 3;
Σ = {±ei ± ej | i < j}; Σ
+ = {ei ± ej | i < j};
α1 = e1 − e2, . . . , αr−1 = er−1 − er, αr = er−1 + er;
	
 	
 	
 	

	

	
α1 α2 αr−3 αr−2
αr−1
αr
oooooo
OO
OO
OO
M = SOor,r/SOrSOr: (1, . . . , 1);
M = SO2r(C)/SO2r: (2, . . . , 2);
(E6) V = {v ∈ R
8 | 〈v, e6 − e7〉 = 〈v, e7 + e8〉 = 0};
Σ = {±ei ± ej | i < j ≤ 5} ∪ {
1
2
∑8
i=1(−1)
n(i)ei ∈ V |
∑8
i=1(−1)
n(i) even};
Σ+ = {ei ± ej | i > j} ∪ {
1
2
(e8 − e7 − e6 +
∑5
i=1(−1)
n(i)ei) |
∑5
i=1(−1)
n(i) even};
α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7+e8), α2 = e1+e2, αi = ei−1−ei−2 (i = 3, . . . , 6);
	

	

	
 	
 	
 	

α1
α2
α3 α4 α5 α6
M = E66/Sp4: (1, 1, 1, 1, 1, 1);
M = EC6 /E6: (2, 2, 2, 2, 2, 2);
(E7) V = {v ∈ R
8 | 〈v, e7 + e8〉 = 0};
Σ = {±ei±ej | i < j ≤ 6}∪{±(e7−e8)}∪{
1
2
∑8
i=1(−1)
n(i)ei ∈ V |
∑8
i=1(−1)
n(i) even};
Σ+ = {ei±ej | i > j}∪{e8−e7}∪{
1
2
(e8−e7+
∑6
i=1(−1)
n(i)ei) |
∑6
i=1(−1)
n(i) odd};
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α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7+e8), α2 = e1+e2, αi = ei−1−ei−2 (i = 3, . . . , 7);
	

	

	
 	
 	
 	
 	

α1
α2
α3 α4 α5 α6 α7
M = E77/SU8: (1, 1, 1, 1, 1, 1, 1);
M = EC7 /E7: (2, 2, 2, 2, 2, 2, 2);
(E8) V = R
8;
Σ = {±ei ± ej | i < j} ∪ {
1
2
∑8
i=1(−1)
n(i)ei |
∑8
i=1(−1)
n(i) even};
Σ+ = {ei ± ej | i > j} ∪ {
1
2
(e8 +
∑7
i=1(−1)
n(i)ei) |
∑7
i=1(−1)
n(i) even};
α1 =
1
2
(e1−e2−e3−e4−e5−e6−e7+e8), α2 = e1+e2, αi = ei−1−ei−2 (i = 3, . . . , 8);
	

	

	
 	
 	
 	
 	
 	

α1
α2
α3 α4 α5 α6 α7 α8
M = E88/SO16: (1, 1, 1, 1, 1, 1, 1, 1);
M = EC8 /E8: (2, 2, 2, 2, 2, 2, 2, 2);
(F4) V = R
4;
Σ = {±ei ± ej | i < j} ∪ {±ei} ∪ {
1
2
(±e1 ± e2 ± e3 ± e4};
Σ+ = {ei ± ej | i < j} ∪ {ei} ∪ {
1
2
(e1 ± e2 ± e3 ± e4};
α1 = e2 − e3, α2 = e3 − e4, α3 = e4, α4 =
1
2
(e1 − e2 − e3 − e4);
	
 	
 	
 	

α1 α2 α3 α4
+3
M = F 44 /Sp3Sp1: (1, 1, 1, 1);
M = FC4 /F4: (2, 2, 2, 2);
M = E26/SU6Sp1: (1, 1, 2, 2);
M = E−57 /SO12Sp1: (1, 1, 4, 4);
M = E−248 /E7Sp1: (1, 1, 8, 8);
(G2) V = {v ∈ R
3 | 〈v, e1 + e2 + e3〉 = 0};
Σ = {±(ei − ej) | i < j} ∪ {±(2ei − ej − ek) | i 6= j 6= k 6= i};
Σ+ = {e1 − e2,−2e1 + e2 + e3,−e1 + e3,−e2 + e3,−2e2 + e1 + e3, 2e3 − e1 − e2};
α1 = e1 − e2, α2 = −2e1 + e2 + e3;
	
 	

α1 α2
_jt
M = G22/SO4: (1, 1);
M = GC2 /G2: (2, 2);
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(BCr) V = R
r, r ≥ 1;
Σ = {±ei ± ej | i < j} ∪ {±ei} ∪ {±2ei}; Σ
+ = {ei ± ej | i < j} ∪ {ei} ∪ {2ei};
α1 = e1 − e2, . . . , αr−1 = er−1 − er, αr = er;
	
 	
 	
 	
 	

α1 α2 αr−2 αr−1 (αr, 2αr)
ks +3
M = SUr+n,r/S(Ur+nUr): (2, . . . , 2, (2n, 1)), n ≥ 1;
M = SO2r+1(H)/U2r+1: (4, . . . , 4, (4, 1));
M = Spr+n,r/Spr+nSpr: (4, . . . , 4, (4n, 3)), n ≥ 1;
M = E−146 /Spin10U1: (6, (8, 1));
M = F−204 /Spin9: ((8, 7)).
8. Parabolic subalgebras
A subalgebra q of g is called parabolic if there exists a maximal solvable subalgebra b of
g such that b ⊂ q. A maximal solvable subalgebra of g is also known as a Borel subalgebra.
The maximal solvable subalgebras of real semisimple Lie algebras were classified by Mostow
in [11]. An example of a parabolic subalgebra is q = k0 ⊕ a ⊕ n. This subalgebra is
called minimal parabolic as every parabolic subalgebra of g contains a subalgebra which is
conjugate to k0 ⊕ a⊕ n.
We will now give a complete description of the parabolic subalgebras of g. Let Φ be a
subset of Λ. We denote by ΣΦ the root subsystem of Σ generated by Φ, that is, ΣΦ is the
intersection of Σ and the linear span of Φ, and put Σ+Φ = ΣΦ ∩ Σ
+. We define an abelian
subalgebra aΦ of g by
aΦ =
⋂
α∈Φ
kerα.
Note that aΦ = a if Φ = ∅ and aΦ = {0} if Φ = Λ. The normalizer Ng(aΦ) of aΦ in g is
equal to the centralizer Zg(aΦ) of aΦ in g, and
lΦ = Ng(aΦ) = Zg(aΦ) = g0 ⊕
(⊕
λ∈ΣΦ
gλ
)
is a reductive subalgebra of g. We define a nilpotent subalgebra nΦ of g by
nΦ =
⊕
λ∈Σ+\Σ+
Φ
gλ.
It is easy to verify from properties of root spaces that [lΦ, nΦ] ⊂ nΦ, and therefore
qΦ = lΦ ⊕ nΦ
is a subalgebra of g, the so-called parabolic subalgebra of g associated with the subset Φ
of Λ. The decomposition qΦ = lΦ ⊕ nΦ is known as the Chevalley decomposition of the
parabolic subalgebra qΦ.
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We denote by aΦ = a⊖ aΦ the orthogonal complement of aΦ in a, and define a reductive
subalgebra mΦ of g by
mΦ = lΦ ⊖ aΦ = k0 ⊕ a
Φ ⊕
(⊕
λ∈ΣΦ
gλ
)
and a semisimple subalgebra gΦ of mΦ by
gΦ = [mΦ,mΦ] = [lΦ, lΦ].
The center zΦ of mΦ is contained in k0 and induces the direct sum decomposition mΦ =
zΦ ⊕ gΦ. The decomposition
qΦ = mΦ ⊕ aΦ ⊕ nΦ
is known as the Langlands decomposition of the parabolic subalgebra qΦ.
Each parabolic subalgebra of g is conjugate in g to qΦ for some subset Φ of Λ. The set
of conjugacy classes of parabolic subalgebras of g therefore has 2r elements. Two parabolic
subalgebras qΦ1 and qΦ2 of g are conjugate in the full automorphism group Aut(g) of g if
and only if there exists an automorphism F of the Dynkin diagram associated to Λ with
F (Φ1) = Φ2.
For each λ ∈ Σ we define
kλ = k ∩ (gλ ⊕ g−λ) and pλ = p ∩ (gλ ⊕ g−λ).
Then we have pλ = p−λ, kλ = k−λ and pλ ⊕ kλ = gλ ⊕ g−λ for all λ ∈ Σ. It is easy to see
that the subspaces
pΦ = lΦ ∩ p = a⊕
(⊕
λ∈ΣΦ
pλ
)
and psΦ = mΦ ∩ p = gΦ ∩ p = a
Φ ⊕
(⊕
λ∈ΣΦ
pλ
)
are Lie triple systems in p. We define a subalgebra kΦ of k by
kΦ = qΦ ∩ k = lΦ ∩ k = mΦ ∩ k = k0 ⊕
(⊕
λ∈ΣΦ
kλ
)
.
Then
gΦ = (gΦ ∩ kΦ)⊕ p
s
Φ
is a Cartan decomposition of the semisimple subalgebra gΦ of g and a
Φ is a maximal abelian
subspace of psΦ. If we define
(gΦ)0 = (gΦ ∩ k0)⊕ a
Φ,
then
gΦ = (gΦ)0 ⊕
(⊕
λ∈ΣΦ
gλ
)
is the restricted root space decomposition of gΦ with respect to a
Φ and Φ is the correspond-
ing set of simple roots. Since mΦ = zΦ ⊕ gΦ and zΦ ⊂ k0, we see that gΦ ∩ k0 = k0 ⊖ zΦ.
Example. M = SLr+1(R)/SOr+1. For Φ = ∅ we get the minimal parabolic subalgebra
q∅ = a⊕ n,
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which is the solvable subalgebra of slr+1(R) consisting of all upper triangular (r+1)×(r+1)-
matrices with trace zero.
If φ = Λ we of course get
qΛ = slr+1(R).
We now discuss the more interesting case of Φ /∈ {∅,Λ}. We denote by rΦ the cardinality
of the set Φ. To begin with, we assume that Φ is connected in the sense that either rΦ = 1,
or rΦ ≥ 2 and αi−1 ∈ Φ or αi+1 ∈ Φ whenever αi ∈ Φ. Then the reductive subalgebra
lΦ is isomorphic to slrΦ+1(R)⊕ R
r−rΦ . The abelian subalgebra aΦ coincides with the split
component Rr−rΦ of lΦ, and the reductive subalgebra mΦ corresponds to the semisimple
subalgebra isomorphic to slrΦ+1(R), which in this case also coincides with gΦ.
If Φ consists of several connected components, then lΦ is isomorphic to the direct sum of
the special linear algebras of the corresponding connected components of Φ and an abelian
subalgebra of dimension r − rΦ. In matrix form this direct sum corresponds to the real
vector space of (r+1)×(r+1)-matrices with nonzero entries only in a certain block diagonal
decomposition. The nilpotent subalgebra nΦ consists then of all strictly upper triangular
matrices all of whose entries in the intersection of the upper triangle and the blocks are
zero. Altogether this shows that the parabolic subalgebra qΦ is given by matrices with
zero entries below a certain block diagonal decomposition. From this we conclude that the
parabolic subalgebra qΦ consists of all block diagonal upper triangular matrices, where the
block decomposition of the matrix corresponds to the decomposition of Φ into connected
sets.
9. Horospherical decompositions
We now relate parabolic subalgebras to the geometry of the symmetric space M . Let
Φ be a subset of Λ and rΦ the cardinality of Φ. We denote by AΦ the connected abelian
subgroup of G with Lie algebra aΦ and by NΦ the connected nilpotent subgroup of G with
Lie algebra nΦ. The centralizer
LΦ = ZG(aΦ)
of aΦ in G is a reductive subgroup of G with Lie algebra lΦ. The subgroup AΦ is contained
in the center of LΦ. The subgroup LΦ normalizes NΦ and QΦ = LΦNΦ is a subgroup of
G with Lie algebra qΦ. The subgroup QΦ coincides with the normalizer NG(lΦ ⊕ nΦ) of
lΦ ⊕ nΦ in G, and hence QΦ is a closed subgroup of G. The subgroup
QΦ = LΦNΦ = NG(lΦ ⊕ nΦ)
of G is the parabolic subgroup of G associated with the subsystem Φ of Λ.
Let GΦ be the connected subgroup of G with Lie algebra gΦ. Since gΦ is semisimple, GΦ
is a semisimple subgroup of G. The intersection
KΦ = LΦ ∩K
is a maximal compact subgroup of LΦ and kΦ is the Lie algebra of KΦ. The adjoint group
Ad(LΦ) normalizes gΦ, and consequently
MΦ = KΦGΦ
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is a subgroup of LΦ. One can show that MΦ is a closed reductive subgroup of LΦ, KΦ is
a maximal compact subgroup of MΦ, and the center ZΦ of MΦ is a compact subgroup of
KΦ. The Lie algebra of MΦ is mΦ and LΦ is isomorphic to the Lie group direct product
MΦ ×AΦ, that is,
LΦ = MΦ × AΦ.
The parabolic subgroup QΦ acts transitively on M and the isotropy subgroup at o is KΦ,
that is,
M = QΦ/KΦ.
Since gΦ = (gΦ∩kΦ)⊕p
s
Φ is a Cartan decomposition of the semisimple subalgebra gΦ, we
have [psΦ, p
s
Φ] = gΦ ∩ kΦ. Thus GΦ is the connected closed subgroup of G with Lie algebra
[psΦ, p
s
Φ]⊕ p
s
Φ. Since p
s
Φ is a Lie triple system in p, the orbit F
s
Φ = GΦ · o of the GΦ-action
on M containing o is a connected totally geodesic submanifold of M with ToF
s
Φ = p
s
Φ. If
Φ = ∅, then F s∅ = {o}, otherwise F
s
Φ is a Riemannian symmetric space of noncompact type
and with rank(F sΦ) = rΦ, and
F sΦ = GΦ · o = GΦ/(GΦ ∩KΦ) =MΦ · o = MΦ/KΦ.
The submanifolds F sΦ are closely related to the boundary components of M in the context
of the maximal Satake compactification of M (see e.g. [3]).
Clearly, aΦ is a Lie triple system as well, and the corresponding totally geodesic sub-
manifold is a Euclidean space
E
r−rΦ = AΦ · o.
Since the action of AΦ on M is free and AΦ is simply connected, we can identify E
r−rΦ, AΦ
and aΦ canonically.
Finally, pΦ = p
s
Φ ⊕ aΦ is a Lie triple system, and the corresponding totally geodesic
submanifold FΦ is the symmetric space
FΦ = LΦ · o = LΦ/KΦ = (MΦ ×AΦ)/KΦ = F
s
Φ × E
r−rΦ.
The submanifolds FΦ and F
s
Φ have a nice geometric interpretation. Choose Z ∈ a such
that α(Z) = 0 for all α ∈ Φ and α(Z) > 0 for all α ∈ Λ \ Φ, and consider the geodesic
γZ(t) = Exp(tZ) ·o in M with γZ(0) = o and γ˙Z(0) = Z. The totally geodesic submanifold
FΦ is the union of all geodesics inM which are parallel to γZ , and F
s
Φ is the semisimple part
of FΦ in the de Rham decomposition of FΦ (see e.g. [5], Proposition 2.11.4 and Proposition
2.20.10).
The group QΦ is diffeomorphic to the product MΦ×AΦ×NΦ. This analytic diffeomor-
phism induces an analytic diffeomorphism between F sΦ × E
r−rΦ × NΦ and M known as a
horospherical decomposition of the symmetric space M :
M ∼= F sΦ × E
r−rΦ ×NΦ.
It turns out that these horospherical decompositions of symmetric spaces of noncompact
type provide a good framework for classifying the hyperpolar homogeneous foliations.
Example. M = SLr+1(R)/SOr+1. For Φ = ∅ we obtain FΦ = E
r, which is a maximal
flat in M . In particular we see that the semisimple part F sΦ of FΦ consists of exactly one
point. The subgroup NΦ is a maximal horocyclic subgroup of SLr+1(R), and the orbits of
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NΦ give a foliation on M by maximal horocycles. The horospherical decomposition in this
case is therefore given by the product of an r-dimensional Euclidean space and a maximal
horocycle.
For Φ = Λ we get FΦ = M , and therefore a trivial horospherical decomposition.
The interesting case is whenever Φ is different from ∅ and Λ. Assume that the cardinality
of Φ is rφ, and rΦ = r
1
Φ+ · · ·+r
k
Φ, where k is the number of connected components of Φ and
r1Φ, . . . , r
k
φ are the cardinalities of the connected components. Then F
s
Φ is the Riemannian
product of k smaller dimensional symmetric spaces of the same kind as M , that is,
F sΦ = SLr1Φ+1(R)/SOr1Φ+1 × · · · × SLrkΦ+1(R)/SOrkΦ+1.
The horospherical decomposition of M consists of the product of this F sΦ, a Euclidean
space of dimension r − rφ, and a horocycle of a suitable dimension.
Of particular interest for us will be the case when the connected components of Φ are all
of cardinality one. In this case F sΦ is the Riemannian product of k real hyperbolic planes
RH2.
10. Homogeneous hyperpolar foliations on Euclidean spaces
The totally geodesic subspaces of Em are the affine subspaces of the underlying vector
space. Since affine subspaces are flat, “polar” and “hyperpola” have the same meaning in
the Euclidean setting.
For each linear subspace V of Em we define a foliation FmV on E
m by
(FmV )p = p+ V = {p+ v | v ∈ V }
for all p ∈ Em. Geometrically, the leaves of the foliation FmV are the affine subspaces of E
m
which are parallel to V . It is obvious that FmV is a hyperpolar homogeneous foliation on
Em.
Every hyperpolar homogeneous foliation on Em is isometrically congruent to FmV for
some linear subspace V .
11. Homogeneous hyperpolar foliations on hyperbolic spaces
Let M be a hyperbolic space over a normed real division algebra F ∈ {R,C,H,O}. We
denote such a hyperbolic space by FHn, where n ≥ 2 is the dimension of the manifold over
the algebra F, and n = 2 if F = O. We denote by G the connected component of the full
isometry group of M . Then we have
G =

SOon,1 if F = R,
SUn,1 if F = C,
Spn,1 if F = H,
F−204 if F = O, n = 2.
We denote by K a maximal compact subgroup of G, which is unique up to conjugation,
and by o ∈M the unique fixed point of the action of K onM . Then FHn can be identified
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with the homogeneous space G/K in the usual way, and we have
FHn =

SOon,1/SOn if F = R,
SUn,1/S(UnU1) if F = C,
Spn,1/SpnSp1 if F = H,
F−204 /Spin9 if F = O, n = 2.
We denote by g and k the Lie algebra of G and K respectively,
As M has rank one, there is exactly one simple root α, and we have
g = g−2α ⊕ g−α ⊕ g0 ⊕ gα ⊕ g2α.
If F = R, then ±2α are not restricted roots and hence g±2α = {0}. The subalgebra
n = gα ⊕ g2α of g is nilpotent and a ⊕ n is a solvable subalgebra of g. The vector space
decomposition g = k ⊕ a ⊕ n is an Iwasawa decomposition of g. Since M is isometric
to the solvable Lie group AN equipped with a suitable left-invariant Riemannian metric,
it is obvious that every subalgebra of a ⊕ n of codimension one induces a homogeneous
codimension one foliation on M . Here are two examples:
1. The subspace n is a subalgebra of a⊕ n of codimension one. Therefore the orbits of
the action of the nilpotent Lie group N onM form a homogeneous foliation of codimension
one on M . This foliation is the well-known horosphere foliation.
2. Let ℓ be a one-dimensional linear subspace of gα. Then a ⊕ (n ⊖ ℓ) is a subalgebra
of a ⊕ n of codimension one. The orbits of the corresponding connected closed subgroup
of AN form a homogeneous foliation on M . Different choices of ℓ lead to isometrically
congruent foliations. We denote by Fn
F
a representative of this foliation. The leaves of
Fn
R
are a totally geodesic hyperplane RHn−1 in RHn and the equidistant hypersurfaces. If
F = C, one of the laaves of Fn
C
is the minimal ruled real hypersurface in CHn generated
by a horocycle in a real hyperbolic plane embedded totally geodesically into CHn as a real
surface; the other leaves are the equidistant hypersurfaces.
It was proved by the author and Hiroshi Tamaru in [2] that on FHn every homogeneous
foliation of codimension one is isometrically congruent to one of these two foliations. Since
the rank of FHn is equal to one, every hyperpolar foliation must have codimension one,
and therefore every homogeneous hyperpolar foliation on FHn is isometrically congruent
to either the horosphere foliation on FHn or to Fn
F
.
12. Homogeneous hyperpolar foliations on products of hyperbolic spaces
Let
M = F1H
n1 × . . .× FkH
nk
be the Riemannian product of k hyperbolic spaces, where k ≥ 2 is a positive integer and
Fk ∈ {R,C,H,O}. Then
Fn1
F1
× . . .× Fnk
Fk
is a hyperpolar homogeneous foliation on M . This is an elementary consequence of the
previous example.
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13. Hyperpolar homogeneous foliations on products of hyperbolic spaces
and a Euclidean space
Let
M = F1H
n1 × . . .× FkH
nk × Em
be the Riemannian product of k hyperbolic spaces and an m-dimensional Euclidean space,
where k and m are positive integers. Moreover, let V be a linear subspace of Em. Then
Fn1
F1
× . . .× Fnk
Fk
×FmV
is a hyperpolar homogeneous foliation on M .
14. Homogeneous foliations on symmetric spaces of noncompact type
Let M be a Riemannian symmetric space of noncompact type and Φ be a subset of Λ
with the property that any two roots in Φ are not connected in the Dynkin diagram of the
restricted root system associated with M . We call such a subset Φ an orthogonal subset
of Λ.
Each simple root α ∈ Φ determines a totally geodesic hyperbolic space FαH
nα ⊂ M .
In fact, FαH
nα ⊂ M is the orbit of GΦ, Φ = {α}, through the point o. If 2α /∈ Σ, that
is, if the vertex in the Dynkin diagram corresponding to α is of the form 	
, then Fα = R
and the dimension nα is equal to mα + 1, where mα is the multiplicity of the root α. If
2α ∈ Σ, that is, if the vertex in the Dynkin diagram corresponding to α is of the form 	
,
then Fα ∈ {C,H,O}. Note that this can happen only if Σ is of type (BCr) and α = αr.
We have m2α ∈ {1, 3, 7},
Fα =

C if m2α = 1,
H if m2α = 3,
O if m2α = 7,
and
nα =

mα
2
+ 1 if m2α = 1,
mα
4
+ 1 if m2α = 3,
2 if m2α = 7.
The symmetric space FΦ in the horospherical decomposition of M induced from Φ is
isometric to the Riemannian product of rΦ hyperbolic spaces and an (r− rΦ)-dimensional
Euclidean space, that is,
FΦ = F
s
Φ × E
r−rΦ ∼=
(∏
α∈Φ
FαH
nα
)
× Er−rΦ .
Then
FΦ =
∏
α∈Φ
Fnα
Fα
.
is a hyperpolar homogeneous foliation on F sΦ. Let V be a linear subspace of E
r−rΦ . Then
FΦ,V = FΦ ×F
r−rΦ
V ×NΦ ⊂ F
s
Φ × E
r−rΦ ×NΦ = FΦ ×NΦ ∼= M
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is a homogeneous foliation on M .
Recall that each foliation Fnα
Fα
on FαH
nα corresponds to a subalgebra of g{α} of the form
a{α}⊕(gα⊖ℓα)⊕g2α with some one-dimensional linear subspace ℓα of gα. Thus the foliation
FΦ on F
s
Φ corresponds to the subalgebra
aΦ ⊕
(⊕
α∈Φ
((gα ⊖ ℓα)⊕ g2α)
)
= aΦ ⊕ (nΦ ⊖ ℓΦ)
of gΦ, where ℓΦ =
⊕
α∈Φ ℓα. Therefore the foliation FΦ,V on M corresponds to the subal-
gebra
sΦ,V = (a
Φ ⊕ V )⊕ (nΦ ⊖ ℓΦ) = (a
Φ ⊕ V ⊕ nΦ)⊖ ℓΦ ⊂ a⊕ nΦ
of qΦ, where we identify canonically V ⊂ E
r−rΦ = AΦ · o with the corresponding subspace
of aΦ. One can show that different choices of ℓα in gα lead to isometrically congruent
foliations FΦ,V on M .
15. The Classification
We are now in a position to formulate the main classification result.
Theorem 15.1. Let M be a connected Riemannian symmetric space of noncompact type.
(i) Let Φ be an orthogonal subset of Λ and V be a linear subspace of Er−rΦ. Then
FΦ,V = FΦ ×F
r−rΦ
V ×NΦ ⊂ F
s
Φ × E
r−rΦ ×NΦ = M
is a hyperpolar homogeneous foliation on M .
(ii) Every hyperpolar homogeneous foliation on M is isometrically congruent to FΦ,V
for some orthogonal subset Φ of Λ and some linear subspace V of Er−rΦ.
For the proof we refer to [1]. The special case for codimension one foliations was already
solved in [2].
Example. M = SLr+1(R)/SOr+1. The Dynkin diagram associated with M is
	
 	
 	
 	

α1 α2 αr−1 αr
and therefore the orthogonal subsets Φ of Λ correspond precisely to the subsets of {1, . . . , r}
containing no two adjacent positive integers. Let k = rΦ be the cardinality of an orthogonal
subset Φ of Λ. Since the multiplicity of each simple root is one, the semisimple part F sΦ
of the horospherical decomposition M ∼= F sΦ × E
r−k × NΦ is isometric to the Riemannian
product of k real hyperbolic planes RH2. On each of these real hyperbolic planes we choose
the foliation determined by a geodesic and its equidistant curves. The product of these
foliations determines the foliation FΦ on the k-fold product F
s
Φ of real hyperbolic planes.
On the abelian part Er−k we choose a foliation F r−kV by parallel affine subspaces (including
the trivial foliations of dimension 0 and r − k). The product foliation FΦ × F
r−k
V on the
totally geodesic submanifold FΦ = F
s
Φ × E
r−k of M is hyperpolar. The foliation FΦ,V is
then obtained by taking the product of this foliation with the horocycle foliation NΦ onM .
Theorem 15.1 says that every hyperpolar foliation on M = SLr+1(R)/SOr+1 is obtained
in this way.
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