I. INTRODUCTION
Wavelength Division Multiplexing (WDM) [1] is a promising technology for the realization of optical networks because it allows the full utilization of the large bandwidth of the optical fiber. In WDM networks, wavelength multiplexers and demultiplexers play a central role by allowing the combination and separation respectively, of the wavelength channels. However, as a result of their imperfect filtering characteristics the separation of the wavelengths at the receiver may not be ideal, leading to performance degradation due to crosstalk noise. Crosstalk noise is divided into two categories: in-band and out-band crosstalk noise. Out-band crosstalk noise occurs when the carrier frequencies of the signal and the interferer differ by an amount greater than the bandwidth of the electronic filter while in-band crosstalk noise occurs otherwise. Out-band crosstalk noise can be removed by additional filtering at the receiver. In-band crosstalk however, cannot be removed and can therefore degrade the Error Probability (EP) of the system [2] .
Several approaches have been proposed in the literature in order to assess the implications of in-band crosstalk on system performance. In order to evaluate the EP, the statistical behavior of the decision variable at the receiver must be considered. If the receiving photodiode is assumed to act as a square law device, then the decision variable can be written as the sum of three contributions: the signal-signal beating, the signal-crosstalk beating noise and the crosstalk-crosstalk beating noise. When only the signal-signal contribution and the signal-crosstalk noise is assumed, then in the case of a large number of interfering channels, the Probability Density Function (PDF) of the decision variable can be assumed Gaussian and the EP can be easily computed. Despite its simplicity, the Gaussian model cannot accurately describe the signal-crosstalk noise, especially when the number of interfering components is not large [3] . Since the exact PDF of the crosstalk noise is not known in closed form, an alternative is to use the saddle point method for the evaluation of the EP [4] . The saddle point method computes the EP from the Moment Generating Function (MGF) of the decision variable at the receiver. Most of the previous models neglected the crosstalk-crosstalk contribution at the receiver, in which case the MGF of the decision variable is known in closed form and the EP can be easily computed numerically [3] , [5] . Other analyses assumed that the components of the crosstalk-crosstalk contribution are mutually independent and uncorrelated from the signal-crosstalk contribution [6] , which may not provide an accurate description of the situation since both of these contributions originate from the same optical crosstalk noise.
In [7] , it has been noted that the inclusion of the crosstalk-crosstalk beating term can affect the PDF of the crosstalk noise. However, the influence of the crosstalkcrosstalk noise in the value of the EP was not considered in the above study.
Moreover, the calculation of the MGF through which the PDF was computed, was accomplished using M-dimensional numerical integration where M is the number of interfering channels. As a result, the calculation of the MGF can prove a time consuming task if the number of interferers M is large. The implications of the crosstalk-crosstalk noise in the performance of the system were considered in [8] , assuming that the number of interferers is infinite (M→∞). In the absence of optical amplification, the decision variable was shown to follow a non-central chi-square distribution, whose MGF is known in closed form. Using the saddle point approximation, it was shown that even in the presence of optical amplification, the crosstalk-crosstalk noise can significantly affect the value of the EP, can change the value of the optimum receiver threshold, and can also introduce some power penalty.
In this paper, an efficient method for the calculation of the MGF of the decision variable D is presented in the practical case where the number of interferers M is finite. Using certain symmetrical properties of D, it is shown that in the absence of optical amplification and electrical noise, the MGF M(s) of D can be expressed in terms of a double integral. For negative arguments (s<0) it is shown that this double integral reduces to a simple Sommerfeld integral that can be computed efficiently using the saddle point approximation. For positive arguments (s>0), an efficient numerical integration procedure is described for the evaluation of the MGF. The model is then extended to take into account both the Amplified Spontaneous Emission (ASE) noise of the optical amplifiers and the electrical noise of the receiver. Using this model the influence of the crosstalk-crosstalk noise is discussed. It is shown that, as in the case of M→∞, the crosstalk-crosstalk noise can strongly influence the performance of the system and should be taken into account in system design.
The rest of the paper is organized as follows: In section II the evaluation of the EP from the MGF of the decision variable using the saddle point method is briefly reviewed. In section III, the crosstalk noise is related to the decision variable at the receiver. Using the results of section III, a double integral formulation for the MGF is derived in section IV, and it is shown that for negative arguments this formulation can be further reduced to a single Sommerfeld-type integral which can be computed efficiently using the saddle point approximation. An efficient method for the calculation of the MGF for positive arguments is also presented. In Section V, the accuracy of the calculated MGF is discussed and in Section VI, the model is extended to include both the ASE noise of the optical amplifiers and the electrical noise of the receiver. Using the extended model, the importance of the crosstalk-crosstalk noise in a WDM receiver is analyzed in section VII. 
II. COMPUTATION OF THE EP FROM THE MGF
where a is the decision threshold at the receiver then by locating the saddle point s 1 of 
then, by locating the saddle point s 0 of W 0 (s) on the positive real axis, the error probability P e0 given that b s =0 is approximately given by
After calculating P e0 and P e1 , the EP at the receiver can be calculated as EP=½(P e0 +P e1 ).
III. RELATION BETWEEN THE DECISION VARIABLE AND THE CROSSTALK NOISE
In this section an expression relating the decision variable D (without the influence of the ASE and thermal noises) with the amplitudes and the phases of the signal and the interferers will be given. This expression will later be used to formulate the MGF of the decision variable in terms of a double integral. In an optical receiver, without optical pre-amplification, the complex envelope E(t) of the optical field at the input of the receiving photodiode is given by the sum of the signal (m=0) and the noise components (m≥1)
In (5) A typical receiver diagram of a direct detection ASK system is given in Fig. 1 . The photocurrent i(t) which is induced in the photodiode by the optical field is given by
In equation (6), η is the quantum efficiency of the photodetector, h is Planck's constant and f 0 is the central frequency of the optical field. The effect of the electrical noise is neglected in (6) . To avoid carrying out the factor η/(2hf 0 ) in further calculations the optical field is normalized so that η/(2hf 0 )=1. By replacing (5) to (6) the following expression is obtained for the photocurrent
It can be assumed that the signal pulses have all the same shape, i.e. g m (t)=c m g (t) where c m is the amplitude of optical crosstalk noise component m. In the case the signal bit is b s =0, and if a perfect extinction ratio is assumed, then c 0 =0. Note that if the energy of the pulse g(t) is equal to unity ( 1 ) (
), then c 0 2 is equal to the signal energy inside the bit duration T. In the same way if m>0 then c m 2 is equal to the energy of the interfering channel m. The decision variable is given by
where h(t) is the impulse response of the receiver filter and T is the bit duration. If the electronic filter is assumed to be a finite-time integrator (integrate & dump filter) then Equation (9) is the desired expression relating the decision variable D of an optical receiver with the amplitudes and phases of the signal and the crosstalk noise components. Inspecting the last equality of (9), it can be deduced that the decision variable D can be decomposed into three parts: the signal-signal beating term (c 0 2 ), the signal-crosstalk beating term (single sum) and the crosstalk-crosstalk beating term (double sum). Note that if the crosstalk-crosstalk beating term is ignored, then the MGF of D can be written in closed form [3] : (10) In the above equation, E{.} denotes expected value, M n (s) is the MGF of D without the crosstalk-crosstalk contribution and the influence of the ASE and electrical noises.
The function I 0 is the modified Bessel function of zero order [9, Chap 11] . If the crosstalk-crosstalk noise is not neglected however, there is no closed form formula for M(s). In this case, for finite M, the MGF can be computed numerically, from the M-
As shown in [7] , Using (9) it is easy to prove that
As will be shown next, the joint MGF M RV (js r ,js v ) of R and V can be expressed in closed form and depends only on x=(s r 2 +s v 2 ) 1/2 . As a result of this, the joint PDF f RV (r,v) will be expressed as a Hankel transform of M RV . Using this expression of f RV , the MGF of D will then be expressed in terms of a two-dimensional integral of a function also known in closed form.
A. Joint MGF of R and V.
The joint MGF M RV (js r ,js v ) of R and V is given by
Substituting x=(s r 2 +s v 2 )
1/2 and θ=tan (14), the following result is obtained: 
C. MGF of D=R 2 +V 2
The MGF of D (without the electrical noise contribution), is given by 
Since the decision variable D is given by (9) , it is easy to see that 0≤D≤L 2 where 2 and using (24) it is deduced that f RV (x)=0 for x>L. As a consequence, the upper limit of integration in (22) can be set to L instead of +∞ and equation (23) can be written as
The two-dimensional integral formulation of M(s) in (26) will prove useful for the computation of the MGF when s>0.
The fact that f RV (x)=0 for x>L can also be derived by directly substituting M c (x) from (16) into (20) in which case f RV (ρ) is given by
This integral is known to be zero [10, 6 .573], for ρ≥L=c 0 +…+c M . When s<0 the order of integration in (23) can be changed and (23) can be written in a similar form
D. Evaluation of M(s) for negative argument (s<0)
The double integral in (27) can be reduced to a single one, since the inner integral is known in closed form [10, 6. 
Equation (29) holds for s<0 which is the interval in which M(s) must be known in order to evaluate P e1 using (2). The path of integration of (29) Green's function in a layered medium [11] . Doing so, (29) is reduced to
Integrals of the type of (30) 
E. Evaluation of M(s) for positive argument (s>0)
In the case where s>0, the two-dimensional integral formulation of M(s) can not be reduced further, since the inner integral of (26) is not known in closed form. To facilitate the numerical integration of (26) we define the function
Since Re{H 0
(t)}=J 0 (t) for t∈ℜ, the integral in (26) can be written as
To facilitate the numerical calculations, the contour of integration is deformed to a straight line C 3 , parallel and above the positive real axis (see Fig. 2 ). To justify this deformation, we first note that jtH 0 entirely on the imaginary axis, the contribution of the integral along C 2 is purely imaginary. The MGF is the real part of the integral (38) and the contribution of C 2 can be ignored. Hence, the integration can be carried out along C 3 ={x+jq, x≥0} and M(s) is given by
The value of q should be chosen, so that the oscillations of the integrand of (39) have the smallest possible amplitude. A likely candidate is the value q=q 0 for which |M c (jq)G(jq,s,L)|, becomes minimum. For this value of q the oscillations of M c (z)G(z,s,L) along C 3 , will start with the minimum amplitude rendering the integrand more suitable for numerical integration. The above remarks are better illustrated in Fig. 3 . In Fig. 3(a) log 10 |M c (jq)G(jq,s,L)| is plotted for s=3, c 0 =0, c 1 =…=c 16 =0.25, and it is seen that the value of q=q 0 that minimizes |M c (jq)G(jq,s,L)|, is q 0 ≅10. In Fig. 3(b) and 3(c) , the real part of the functions F 1 (x)=xM c (x)G(x,s,L) and 
VI. INCLUSION OF ASE AND ELECTRICAL NOISE
In this section the model will be extended to include the optical amplifier ASE noise and the electrical noise at the receiver. In this paper it will be assumed that the transfer function of the optical filter following the amplifier is rectangular and that the quantum efficiency of the photodetector is equal to unity. Under these assumptions the MGF of the decision variable D a of the amplified system M a|D (s), conditioned on the decision variable of the unamplified system D (measured in photoelectrons) is
In (44), N 0 =n sp (G-1) is the power spectral density of the Amplified Spontaneous Emission (ASE) noise, while G and n sp are the gain and the spontaneous emission parameter of the optical amplifier respectively. Q+1 is equal to the product BT of the bandwidth B of the optical filter with the bit duration T (Q is assumed to be an integer). Taking the expected value of M a|D (s) with respect to D, one can calculate the
It is therefore deduced that the MGF M a (s) of the optically amplified system can be directly computed from the MGF of the unamplified M(s) system with a simple change of variable ( s→DGs/(1-N 0 s) ) and multiplication with the factor (1-N 0 s)
Although (45) holds in the case of a rectangular optical filter, it is easy to obtain an 18 expression similar to (45) for a non-rectangular optical filter, in which case (45) is slightly more complicated [14] .
The electrical thermal noise, which is neglected in (45), can easily be incorporated. The thermal noise is assumed a Gaussian additive noise, whose MGF is exp(σ th 2 s 2 /2) where σ th 2 is the thermal noise power. Therefore, to include the thermal noise influence, the MGF of the decision variable must therefore be multiplied by exp(σ th 2 s 2 /2).
VII IMPORTANCE OF THE CROSSTALK-CROSSTALK NOISE
The model presented in the previous sections will now be used to assess the implications of the crosstalk-crosstalk noise in the performance of the system. In Fig. 8(a) , the error probabilities P e,i cc when the crosstalk-crosstalk noise is will be less when the crosstalk-crosstalk noise is included.
In Fig. 9 , the value of the EP of the system obtained as the average of the error probabilities obtained in the cases b s =1 and b s =0 are plotted. In the figure, N denotes the number of optical amplifiers that both the signal and the crosstalk components pass, before reaching the photodiode. The power spectral density of the ASE noise is N 0 =Nn sp (G-1). The last amplifier is that of the pre-amplified receiver and in the case N=1 only this amplifier is assumed. The rest of the system parameters are those of Fig. 8(a) . For N=1, the optimum threshold predicted by the two models is quite 20 different and the minimum EP also differs in about two orders of magnitude.
However, as N begins to increase, the ASE noise accumulates and the crosstalkcrosstalk noise becomes less important reducing the difference between the two models. The difference in the EP is about one order of magnitude for N=5. The value of the optimum threshold (i.e. the threshold for which the EP is minimum) is also quite different for the two models. For N=10, the ASE noise dominates and the value of the minimum EP is approximately the same for the two models.
The variation of the minimum EP, when the crosstalk-crosstalk contribution is included (solid line) and when it is ignored (dashed line), with the number of interferers M for SXR constant and equal to 20dB is also plotted in Fig. 10 . As seen by the figure, the difference between the predicted values of the EP is about two orders of magnitude for M>20. Also plotted in the figure is the asymptotic value of the EP when the crosstalk-crosstalk noise is included, which is calculated with the asymptotic MGF (M→∞) [8] and was found to be 5.0x10 -11 . As seen in the figure, the EP gradually converges to its asymptotic value. For M=64 the EP using the model of the present paper was estimated to be about 1.3x10 -11 . This implies that for M>64, the EP will be of the same order of magnitude compared to the EP obtained by the asymptotic model (M→∞).
The difference between the two models is further illustrated in Fig. 11 , where the value of the EP is plotted as a function of the input power for M=32 assuming that the optical signal to crosstalk ratio remains constant and equal to SXR=100. This assumption is made since in most networks (such as an AWG interconnection [3] ), the power of the crosstalk noise is proportional to the power of the signal and therefore increasing the input power does not alter the value of the signal to crosstalk ratio. By comparing the values of P in required to achieve a EP equal to 10 -9 , it is deduced that the inclusion of the crosstalk-crosstalk noise causes a power penalty of about 1.3dB.
Hence the crosstalk-crosstalk noise can become an important issue in system design.
VIII CONCLUSIONS
In this paper, an accurate method for the estimation of the EP in the presence of in-band crosstalk in a WDM receiver was presented. This model is based on the formulation of the MGF of the decision variable in terms of a double integral. This formulation allows the inclusion of the crosstalk-crosstalk noise, which was neglected in previous models. The model was extended to include the ASE noise of the optical amplifiers and the thermal noise at the receiver. Using this model, the importance of the crosstalk-crosstalk noise in the performance of the system was investigated and its was shown that the crosstalk-crosstalk noise can have an important bearing in the performance of the system, since it influences the value of the optimum threshold, the minimum EP and can also introduce some power penalties.
APPENDIX A

Derivation of the asymptotic form of G(z,s,L)
To obtain an asymptotic form for G(z,s,L), we use the integration by parts technique frequently employed for the asymptotic expansion of integrals [12] . Since
(zρ))΄= ρH 0
(zρ), integral (36) can be written as 
Then (11) can be written as Figure 11 
