Abstract-In this paper the well-known 0-1 Multiple Knapsack Problem (MKP) is approached by an adaptive Binary Differential Evolution (aBDE) algorithm. The MKP is a NP-hard optimization problem and the aim is to maximize the total profit subjected to the total weight in each knapsack that must be less than or equal to a given limit. The aBDE self adjusts two parameters, perturbation and mutation rates, using a linear adaptation procedure that changes their probabilities at each generation. Results were obtained using 11 instances of the problem with different degrees of complexity. The results were compared using aBDE, BDE, a standard Genetic Algorithm (GA) and its adaptive version (aGA), and an island-inspired Genetic Algorithm (IGA) and its adaptive version (aIGA). The results show that aBDE obtained better results than the other algorithms. This indicates that the proposed approach is an interesting and a promising strategy to control the parameters and for optimization of complex problems.
particle swarm optimization [3] , the binary artificial fish swarm algorithm [4] , and the binary fruit fly optimization algorithm [5] . In this work, it is investigated the performance of an adaptive Differential Evolution algorithm designed for binary problems.
The Differential Evolution (DE) algorithm is an Evolutionary Algorithm which is inspired by the laws of Darwin where stronger and adapted individuals have greater chances to survive and evolve [6] . Evolutionary Algorithms simulate the evolution of individuals through the selection, reproduction, crossover and mutation methods, stochastically producing better solutions at each generation [7] . In this analogy, the individuals are candidate solutions to optimize a given problem and the environment is the search space.
It is well documented in the literature that DE has a huge ability to perform well in continuous-valued search spaces [8] . However, for discrete or binary search spaces some adaptations are required [9] . Hence, this paper applies a Binary Differential Evolution (BDE) algorithm that is able to handle binary problems, in particular the 0-1 MKP. The BDE algorithm was first applied in [10] for the 0-1 MKP and the results obtained were promising. BDE consists in applying simple operators (crossover and bit-flip mutation) in candidate solutions represented as binary strings. In this work several different instances are approached.
It is known that the optimum values of the control parameters of an algorithm can change over the optimization process [11] , directly influencing the efficiency of the method. As most metaheuristic algorithms, DE also has some control parameters to be adjusted. The parameters of an algorithm can be adjusted using one of two approaches: on-line or off-line. The off-line control, or parameter tuning, is performed prior to the execution of the algorithm. In this approach several tests are performed with different parameter settings in order to find good configurations for the parameters. In the on-line control, or parameter control, the values for the parameters change throughout the execution of the algorithm. The control of parameters during the optimization process has been consistently used by several optimization algorithms and applied in different problem domains [12] , [13] , [14] , [15] , [16] . In this way, a method to adapt the control parameters (crossover and mutation rates) of DE is applied. The aim is to explore how effective the on-line control strategy is in solving 
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for j = 1 to DIM do 10: if (random(0, 100) < P R) or (j == j rand ) then 11: if (random(0, 100) < M U T ) then 12: BitFlip(y j ) {Mutation} In the following, Section II provides an overview of the Multiple Knapsack Problem. The Binary Differential Evolution algorithm is presented in Section III and the adaptive control parameter mechanism is presented in Section III-A. Section IV gives a brief description of Genetic Algorithms and island-inspired Genetic Algorithm both used in the experiments. The experiments and results are presented in Sections V and VI, respectively. Section VII concludes the paper with final remarks and future research.
II. MULTIPLE KNAPSACK PROBLEM
The 0-1 Multiple Knapsack Problem (MKP) is a well-known NP-hard combinatorial optimisation problem and its goal is to maximize the profit of items chosen to fulfil a set of knapsacks, subjected to constraints of capacity [2] . The MKP consists of m knapsacks of capacities C 1 , C 2 , ...C m , and a set of n items I = {I 1 , I 2 , ...I n }. The binary variables X i (i = 1, ..., n) represent selected items to be carried in m knapsacks. The X i assumes 1 if item i is in the knapsack and 0 otherwise. Each item I i has an associated profit P i ≥ 0 and weight W ij ≥ 0 for each knapsack j. The goal is to find the best combination of n items by maximizing the sum of profits P i multiplied by the binary variable X i , mathematically represented by Equation 1. Their constraints are the capacity C j ≥ 0 of each knapsack. Therefore, the sum of the values of X i multiplied by W ij must be less than or equal to C j , represented mathematically by Equation 2.
A binary exponential function with exponent n assembles all possibilities for n items respecting the capacity of each knapsack m. Hence, the MKP search space depends directly on the values of n and m. Therefore, to find the optimal solution should be tested all 2 n possibilities for each knapsack m, i.e., m × 2 n possibilities. Depending on the instance, the search space can become intractable by exact methods. In such cases, metaheuristic algorithms are indicated. Hence, the Binary Differential Evolution is an interesting algorithm to be applied to solve the MKP. The algorithm was designed for binary optimization and is shown in next section.
III. BINARY DIFFERENTIAL EVOLUTION
The Binary Differential Evolution (BDE) [10] is a population-based metaheuristic inspired by the canonical Differential Evolution (DE) [6] and is adapted to handle binary problems. Specifically, the BDE approach is a modification of the DE/rand/1/bin variant.
In BDE, a population of binary encoded candidate solutions with size P OP interact with each other. Each binary vector
candidate solution of the problem and is evaluated by an objective function f ( − → x i ) with i = [1, ..., P OP ]. As well as the canonical DE, BDE combines each solution of the current population with a randomly chosen solution through the crossover operator. However, the main modification to the canonical DE, besides the binary representation, is the insertion of a bit-flip mutation operator. This modification adds to the algorithm the capacity to improve its global search ability, enabling diversity. The pseudo-code of BDE is presented in Algorithm 1. The control parameters are the number of dimensions (DIM ), the population size (P OP ), the maximum number of generations or iterations (IT ER), the perturbation rate (P R) and the mutation rate (M U T )(line 1). The algorithm begins creating a random initial population (line 2) where each individual represents a point in the search space and is a possible solution to the problem. The individuals are binary vectors that are evaluated by a fitness function (line 3). An evolutive loop is performed until a termination criteria is met (line 4). The termination criteria can be to reach the maximum number of iterations IT ER. The evolutive loop consists in creating new individuals through the processes of perturbation (mutation for i = 1 to (POP / 2) do 10:
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BitFlip(of f spring a j ) {Mutation} Inside the evolutive loop, two random indexes k and j rand are selected at each generation. k represents the index of an individual in the population and must be different from the current index of individual i (line 6). j rand represents the index of any dimension of the problem (line 7).
In line 8, the individual − → x i is copied to a trial individual − → y . Each dimension of the trial individual is perturbed (or modified) accordingly to the perturbation rate or if the index j is equal to index j rand (line 10). The equality ensures that at least one dimension will be perturbed. The perturbation is carried out by the bit-flip mutation using its probability (line [11] [12] or by the crossover operator (line 14). 
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A. Adaptive Binary Differential Evolution
The Adaptive Binary Differential Evolution (aBDE) algorithm aims to control two parameters: perturbation (P R) and mutation (M U T ) rates. To achieve that, a set of discrete values is introduced for each of parameter. Once defined a set of values for each parameter, a single value is chosen at each generation through a roulette wheel selection strategy. The probability of choosing a value is initially defined equally which is subsequently adapted based on a criteria of success. If a selected value for a parameter yielded at least one individual in generation t + 1 better than the best fitted individual from generation t, then the parameter value has a mark of success. Hence, if at the end of generation t + 1 the parameter value was successful, its probability is increased with an α value, otherwise, it remains the same. The α is calculated by a linear increase as shows Equation 3: where IT ER is the number of iterations, i is the current iteration, max is the maximum value of α and min is the minimum value of α. After adjusting the probabilities, the values are normalized between 0 and 1. To ensure a minimum of chance for each value of parameters, a β value is established.
IV. DESCRIPTION OF GA AND IGA
This section gives a brief description of two algorithms employed in the experiments.
A. Genetic Algorithm
The Genetic Algorithms (GA) are one of the best known and most used algorithms from the Evolutionary Computation field and was proposed by John Holland in 1975 [7] . The inspiration behind GA is based on Darwin's theory of evolution of species. In nature, individuals from different populations compete to survive. According to natural selection, stronger individuals and better adapted to the environment have a greater chance to survive and will continue their species. Thus, GA use the concepts of evolution as an intelligent process for optimization in finding good solutions.
The pseudo-code is presented in Algorithm 2. The control parameters are the number of dimensions (DIM ), the population size (P OP ), the maximum number of generations or iterations (IT ER), the crossover rate (CR), the mutation rate (M U T ) and elitism (ELI) (line 1). The algorithm begins creating a random initial population (line 2) where each individual represents a point in the search space and is a possible solution to the problem. The individuals are binary Inside the evolutive loop, two individuals k and y are selected at each generation by tournament selection (line 10). The individuals are recombined accordingly to the crossover rate (line 11-21). Finally, it is applied the bit-flip mutation using its probability (line 22-30).
The new population is generated from the temporary population t (line 32), is evaluated by a fitness function (line 33) and a new generation starts. Algorithm 2 terminates reporting the best solution obtained − → x * (line 35-36).
B. Island-inspired Genetic Algorithm
The Island-inspired Genetic Algorithm [17] is a metaheuristic that uses one population of individuals as islands (island-model GA). This approach uses only one population where each individual is considered to be an island itself.
The pseudo-code of IGA is presented in Algorithm 3. The control parameters are the number of dimensions (DIM ), the population size (P OP ), the maximum number of generations or iterations (IT ER), the crossover rate (CR) and the mutation rate (M U T )(line 1). The algorithm begins creating Inside the evolutive loop, an individual k is selected by tournament selection to where individual i must migrate (line 6). The migration process indicates that individual i will be able to exchange information with individual k. The interaction is made using an uniform crossover that produces one offspring. In line 8, the individual − → x k is copied to a trial vector − → y . The trial vector is recombined with individual i accordingly to the crossover rate (line 8-13). Finally, it is applied the bit-flip mutation using its probability (line [15] [16] [17] [18] .
From the new population of individuals the best solution − → x * is found (line 25) and a new generation starts. Algorithm 3 terminates reporting the best solution obtained − → x * (line 27).
V. COMPUTATIONAL EXPERIMENTS
For the experiments, 11 instances for the MKP were used 1 . Table I shows the instance reference, the optimum value, the number of knapsacks, and the number of items (or dimensions), respectively. For each instance, 100 independent runs were performed with randomly initialized populations. 1 Available at: www.cs.nott.ac.uk/˜jqd/mkp/index.html The algorithms were developed using ANSI C language and the experiments were run on an AMD Phenom II X4 (2.80GHz) with 4GB RAM, under Linux operating system. PB1  3090  4  27  PB2  3186  4  34  PB4  95168  2  29  PB5  2139  10  20  PB6  776  30  40  PB7  1035  30  37  PET7  16537  5  50  SENTO1  7772  30  60  SENTO2  8722  30  60  WEING8  624319  2  105  WEISHI30  11191  5  90 The parameters used for the BDE algorithm are: population size (P OP = 100), number of iterations (IT ER = 1, 000), perturbation rate (P R = 50%), mutation rate (M U T = 5%).
The Genetic Algorithm (GA) and the Island-inspired Genetic Algorithm (IGA) use tournament selection, uniform crossover and elitism of one individual. For both algorithms the parameters are: population size (P OP = 100), number of iterations (IT ER = 1, 000), tournament size (T = 3), crossover rate (CR = 80%), mutation rate (M U T = 5%), and elitism of one individual.
The strategy to adapt parameters is applied in all algorithms, BDE, GA and IGA, leading to its adaptive versions aBDE, aGA, and aIGA, respectively. The parameters adjusted are P R and M U T for aBDE, and CR and M U T for aGA and aIGA. Thus, the set of values for P R was defined as In all approaches, infeasible individuals in the population are fixed by dropping random items from the knapsack until feasibility is obtained. Feasibility of individual is verified inside the objective function as proposed in [18] . Table II presents the average and the standard deviation of the best result (Avg±Std) obtained in all runs for each algorithm, the average number of objective function evaluations (Eval) required to achieve the optimum value, the success rate (Success) calculated as the percentage that the algorithm reached the optimum value, and the dominance information (P ) indicating which algorithms are better than the others concerning both the average best result and the average number of function evaluations. If more than one algorithm is marked in the same benchmark means that they are non-dominated (neither of them are better than the other in both criteria). Also, for each algorithm, the last line (Average) shows the average of function evaluations and the average of success rate for all benchmarks. Best results are highlighted in bold.
VI. RESULTS AND ANALYSIS
Analyzing the results obtained by GA and IGA it is possible to notice that IGA achieve better results (success rate) in 8 instances (P B1, P B2, P B4, P B6, P B7, P ET 7, SEN T O1, and SEN T O2), except for P B5. This gain can be explained by the model used for exchange information that slows down the premature convergence of the algorithm allowing it to better explore the space of solutions.
Analyzing the results obtained by IGA and BDE we can notice that BDE achieved better results (success rate) in 3 instances (SEN T O2, W EIN G8, and W EISH30), and equivalent results in other 3 instances (P B4, P B6, and SEN T O1). In fact, the BDE obtained best results in instances with higher complexity. Also, the average success rate of BDE is better than the average success rate of IGA. This can be explained by the diversification power that BDE employs in its operators.
Comparing the results obtained by BDE and its adaptive version, aBDE, we can notice that the results (success rate) were even better when using the adaptive parameter control strategy for almost all instances except for SEN T O1 and W EISHI30 and equal for P B4. Also, the average number of function evaluations decreased when using the parameter control strategy. This improvement can be explained by the adaptive choices for the values of parameters during the optimization process.
Analyzing the effectiveness of the adaptive parameter control strategy, it is possible to notice that aBDE, aIGA, and aGA obtained better success rates for the majority of the instances when compared to its non-adaptive versions. The improvement is boosted in aBDE which has a differentiated diversification mechanism.
Using the dominance information (P ) from Table II , it is possible to notice that the Differential Evolution algorithm with adaptive parameter control, aBDE, is present in the non-dominated set in 8 out of 11 instances. This indicates that aBDE is robust concerning both criteria. The aBDE algorithm is dominated in instances P B2, P B5 and SEN T O1.
In order to illustrate the behavior of the adaptive control strategy, Figures 1 and 2 show the adaptation of values for the mutation and perturbation rates, respectively. Also, a convergence plot is show in Figure 3 . All three figures were acquired during a successful run of aBDE algorithm using instance P ET 7. For other instances, the behavior observed was similar.
In the first generation of the algorithm, all possibilities for the values of parameters have the same probabilities to be chosen. Through generations, these probabilities can change according to their success of creating better solutions, as explained in Section III-A. From Figures 1 and 2 one can note that in earlier generations, the probabilities of the values for each parameter change more often than in latter generations.
This can be explained by the diversity loss that occurs during the optimization process, as can be seen in the convergence plot (Figure 3 ). The adaptive method is able to better explore the values of parameters at the beginning of the optimization process, favoring the best values until its end.
VII. CONCLUSION
In this work, a Binary Differential Evolution algorithm with adaptive parameters was applied to the well-known 0-1 MKP. The Adaptive Binary Differential Evolution (aBDE) algorithm aims to control two parameters: perturbation (P R) and mutation (M U T ) rates. To achieve that, a set of discrete values is introduced for each of parameter and it is updated based on a criteria of success. If a selected value for a parameter yielded at least one individual in generation t + 1 better than the best fitted individual from generation t, then the parameter value has a mark of success. Hence, if at the end of generation t + 1 the parameter value was successful, its probability is increased, otherwise, it remains the same.
Results obtained using 11 instances of the problem strongly suggest that the adaptive selection strategy has advantages when compared with fixed values. This advantages can be seen in the results (average success rate and average number of function evaluations) when comparing aBDE with the other algorithms. This indicates that the proposed approach is an interesting and promising strategy for optimization of complex problems.
As future work, we intend to apply the adaptive method in other metaheuristics. Also, it is planed to investigate the performance of the aBDE in other real-world problems.
