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Abstract
Fast and accurate characterization of fiber micro-structures plays a central role for
material scientists to analyze physical properties of continuous fiber reinforced com-
posite materials. In materials science, this is usually achieved by continuously cross-
sectioning a 3D material sample for a sequence of 2D microscopic images, followed
by a fiber detection/tracking algorithm through the obtained image sequence.
To speed up this process and be able to handle larger-size material samples, we
propose sparse sampling with larger inter-slice distance in cross sectioning and develop
a new algorithm that can robustly track large-scale fibers from such a sparsely sampled
image sequence. In particular, the problem is formulated as multi-target tracking
and Kalman filters are applied to track each fiber along the image sequence. One
main challenge in this tracking process is to correctly associate each fiber to its
observation given that 1) fiber observations are of large scale, crowded and show
very similar appearances in a 2D slice, and 2) there may be a large gap between the
predicted location of a fiber and its observation in the sparse sampling. To address
this challenge, a novel group-wise association algorithm is developed by leveraging
the fact that fibers are implanted in bundles and the fibers in the same bundle are
highly correlated through the image sequence.
Tracking-by-detection algorithms rely heavily on detection accuracy, especially
the recall performance. The state-of-the-art fiber detection algorithms perform well
under ideal conditions, but are not accurate where there are local degradations of
image quality, due to contaminants on the material surface and/or defocus blur.
Convolutional Neural Networks (CNN) could be used for this problem, but would
iv
require a large number of manual annotated fibers, which are not available. We
propose an unsupervised learning method to accurately detect fibers on the large
scale, which is robust against local degradations of image quality. The proposed
method does not require manual annotations, but uses fiber shape/size priors and
spatio-temporal consistency in tracking to simulate the supervision in the training of
the CNN.
Due to the significant microscope movement during the data acquisition, the sam-
pled microscopy images might be not well aligned, which increases the difficulties for
further large-scale fiber tracking. In this dissertation, we design an object tracking
system which could accurately track large-scale fibers and simultaneously perform
satisfactory image registration. Large-scale fiber tracking task is accomplished by
Kalman filters based tracking methods. With the assistance of fiber tracking, the
image registration is performed in a coarse-to-fine way.
To evaluate the proposed methods, a dataset was collected by Air Force Research
Laboratories (AFRL). The material scientists in AFRL used a serial sectioning in-
strument to cross-section the 3D material samples. During sample preparation, the
samples are ground, cleaned, and then imaged. Experimental results on this collected
dataset have demonstrated that the proposed methods yield significant improvements
in large-scale fiber tracking and detection, together with satisfactory image registra-
tion.
v
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Chapter 1
Introduction
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Continuous fiber reinforced composite (FRC) materials have been playing a very
important role in modern industry [29, 57] because their strength and stiffness are
far better than those of traditional materials [57]. These superior properties of FRC
materials are largely dependent on the micro-structure of the reinforced fibers. For
example, the strength of an FRC material is generally much higher along the direction
of reinforced fibers than the direction that is perpendicular to the fibers. Fast and
accurate characterization of the underlying fiber micro-structure can substantially
speed up the design and development of new composite materials.
To unveil the underlying large-scale fiber micro-structure, material scientists often
continuously cross-section the material sample for a sequence of high-resolution 2D
microscopic images. Then they manually annotate the large-scale fibers on each 2D
slice and match the annotated fibers through the 2D image sequence for reconstructing
the 3D fiber structures. However, this process is usually very time consuming and
requires superior quality equipments. First, to facilitate the inter-slice fiber matching
and 3D reconstruction, extremely dense cross-sectioning, i.e., sampling with very
small inter-slice distance, is usually required and this may take a long time even for
small-size material samples. Second, dense sampling leads to a longer image sequence,
which also increases the load and time of manual annotation. In practice, it may take
material scientists several weeks or months to obtain the fiber micro-structure of a
1cm3 material sample, not to mention that the manual annotation of large-scale fibers
is very tedious and prone to error.
To quickly and accurately characterize the fiber micro-structures of larger-size
material samples, we model this problem as a tracking-by-detection problem in com-
puter vision. In particular, there are three main scientific problems to be solved in
this dissertation:
• To reduce the cross-sectioning time, material scientists want to increase the
inter-slice distance during the cross-sectioning, leading to sparsely sampled im-
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age sequences. Is it possible to accurately track the large-scale fibers in the
sparsely sampled microscopy image sequence?
• Tracking-by-detection algorithms rely heavily on detection accuracy, especially
the recall performance. The state-of-the-art fiber detection algorithms perform
well under ideal conditions, but are not accurate where there are local degra-
dations of image quality, due to contaminants on the material surface and/or
defocus blur. Is it possible to accurately detect the large-scale fibers under both
ideal and low-quality material images?
• Due to the significant microscope movement during the data acquisition for
microscopy material images, the sampled microscopy images might not be well
aligned, which increases the difficulties for further large-scale fiber tracking. Is
it possible to perform a more accurate image registration for a better tracking?
In this dissertation, we will solve each of the above problems. For the first prob-
lem, we use a Kalman filter to track each fiber through the image sequence for its
location and velocity (i.e., location change) from slice to slice. Group-wise homo-
morphism is used to help identify the target fibers during tracking. For the second
problem, because manually annotating fibers is tedious and time consuming, we train
Convolutional Neural Networks (CNN) in an unsupervised manner without requiring
manual annotations to improve the fiber detection accuracy under both ideal and low-
quality conditions. For the third problem, we propose a coarse-to-fine method with
a physics optimization model to improve registration and tracking simultaneously.
1.1 Related Work
First of all, we briefly review the related work in multi-target tracking and detail
the difference with our work. Existing multi-target tracking algorithms are mainly
developed for tracking multiple persons or vehicles from videos, or multiple cells from
3
biomedical image sequences. They can be generally categorized as recursive and
non-recursive methods.
Recursive tracking methods: They estimate the state of the target in a new slice
(frame for video tracking) only using the information from previous slices that have
been processed. Typical recursive tracking methods include the classical Kalman filter
[27, 5, 51], Particle filter [8, 45] and non-parametric mixture Particle filters [58]. When
tracking moves to a new slice, these recursive methods first make a prediction of the
state for each target, such as target location and velocity, using the information from
previous slices. They then detect targets in this new slice as observations, followed
by an association step that correspond the predictions and observations of multiple
targets. Finally, the posterior distribution of each tracker is corrected using the
associated observation. These three steps of prediction, association, and correction
are recursively performed on each slice along the image sequence. The recursive
methods are particularly applicable to online tracking tasks.
Non-recursive tracking methods: They assume the availability of the whole im-
age sequence before tracking multiple targets over this sequence. In these methods,
observations of multiple targets are first detected on all the slices and then linked
across slices in the image sequence for the final tracks. Graph models and algorithms
are usually employed for non-recursive tracking – each graph node represents an ob-
servation, each graph edge indicates a possible linking of the observations across two
slices, and the tracking through the sequence can be reduced to find optimal paths in
the constructed graph, given appropriately defined cost functions, such as maximum
a posteriori (MAP) [26, 66, 4, 49]. In [15], motion dynamics similarity is incorporated
into the cost function, resulting in a non-recursive SMOT tracking method for multi-
target video tracking. In [41], a KTH tracking method is developed by searching for
shortest paths in the constructed graph model and this method was successfully used
to track living cells through microscopy biomedical image sequences. In [44], a CEM
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tracking method is proposed by optimizing a continuous cost function that considers
the detection, appearance, motion priors, and physical constraints of the targets.
One important component in the multi-target tracking methods is association. For
recursive methods, association is usually formulated as an explicit step which finds
the correspondence between the predictions and the observations. For non-recursive
methods, association is implied in the cost function and the optimization algorithm –
the extracted paths find the associations between the observations across neighboring
slices. In many multi-target tracking tasks, such as human/vehicle tracking, where
above-mentioned recursive and non-recursive methods have applied, the targets to be
tracked are of small number, and they are spatially scattered or in different appear-
ance [26, 66, 4, 49, 15, 44]. Moreover, the sampling along the image sequence, such
as in videos, can be very dense, then the predictions or the observations to be associ-
ated between neighboring slices show high-level of spatial continuity. In such cases, a
simple nearest neighbor technique or an appearance-based matching algorithm may
be sufficient for association of multiple targets.
Differently, the goal of our work is to track large-scale (hundreds or thousands
of) fibers through sparsely sampled image sequences. In addition, these fibers are
crowdedly distributed and show very similar appearance and shape in each slice. As
a result, the association becomes very challenging and many of the above mentioned
existing methods, neither recursive nor non-recursive methods, would have difficulty
in accurately tracking these fibers. This motivates us to develop a new group-wise
association algorithm that leverages the fiber bundles for fiber tracking. In particular,
the framework of the classical Kalman filter is chosen for developing the new associ-
ation algorithm and the entire tracking method based on three considerations. First,
the Kalman filter algorithm is simple, well established, and very efficient. Second, as a
recursive method, it supports online tracking and provides slice-by-slice predictions,
which can potentially be used to adaptively select the serial-sectioning distance in
5
imaging. Third, most non-recursive methods optimize global cost functions involving
the entire image sequence and further consideration of the fiber bundle information
will lead to overly complex cost functions that cannot be efficiently optimized.
Furthermore, we briefly review the related work in fiber detection and tracking,
unsupervised learning with CNN, and spatio-temporal consistency.
Fiber detection and tracking: With the prior knowledge of fiber shape, some un-
supervised methods [64, 69, 48], using ellipse detection, are proposed to detect large-
scale fibers in material images. However, these previous unsupervised methods using
low-level features are not robust in degraded material images. Recently, advanced
CNN based object detectors [18, 52, 24] could also be applied for large-scale fiber de-
tection, while the requirement of manual annotations for training CNN is expensive.
Fiber tracking can be easily addressed if the inter-slice distance is small during the
material cross-sectioning, where many tracking-by-detection methods can be utilized
to track the large-scale fibers [64, 69, 44] in this case.
Unsupervised learning with CNN: In this dissertation, unsupervised learning refers
to learning without any manual annotations. With several prior knowledge or con-
straints, the powerful CNN can be used for unsupervised learning, approaching ap-
proximately close performance with the CNN trained with full supervision [36, 19, 65,
33, 14, 60]. Due to the lack of manual annotations, different video or multiple images
based properties are frequently utilized to simulate the human supervisions. Optical
flow based motion information is used to assist CNN for edge detection [36]. As-
suming that adjacent video frames contain similar representation, feature learning is
performed in unlabeled video data [19]. The fusion of multiple saliency maps is used
to simulate human supervision to train CNN without manual annotations to improve
unsupervised saliency detection [65]. Using the chronological order of frames as su-
pervision, unsupervised deep representation learning is applied [33]. Given unlabeled
videos, unsupervised object discovery is used to train a CNN for detecting objects
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in single images [14]. Multiview Bootstrapping is used to iteratively improve hand
keypoint detection [55], however it still requires a small amount of labeled training
data and needs a multi-camera system using multiview bootstrapping. Our method
does not need any manual annotations and requires only one single microscope using
spatio-temporal consistency.
Spatio-temporal consistency: Spatio-temporal consistency, as an important prop-
erty in video processing, has many vision applications such as video object propos-
als [47], object instance search in videos [42], human segmentation [37], etc. Assuming
tracked patches have similar visual representation in deep feature space, unsupervised
learning of visual representations is accomplished [60]. As described in [16], tracking
and detection can be jointly carried out in a supervised CNN based framework with
manual annotations.
Inspired by these works, we expect that fiber tracking and fiber detection could
work collaboratively to achieve better performance in an unsupervised manner. With-
out any manual annotations, we combine fiber shape/size priors and spatio-temporal
consistency in tracking to simulate the human-like supervision in training a CNN
based object detector, providing effective fiber detection and tracking simultaneously.
Finally, we briefly review the related work in image registration. Image regis-
tration is an important technique in computer vision and image processing, which
is widely used in many areas such as image editing [9], remote sensing [40], object
tracking [64], medical image analysis [46] and so on. Normally, methods of image
registration can be divided into three types: region based methods, feature based
methods, and deep learning based methods.
Region based registration: Region based image registration mainly matches image
region based intensities or features to align different images. Cross correlation [10]
is a classical method for region based image registration. Given an image patch in
one image, cross correlation directly finds the maximum similarity region in another
7
image. Fourier representation [7] of image areas can be used for region based matching
between different images. Mutual information [71] of image areas can be utilized to
compute the dependence of two images. After obtaining the correspondence of image
areas between two images, a matching matrix can be derived for the transformation
between the two images.
Feature based registration: Feature based image registration depends on the asso-
ciation between extracted features, which might be called key points [39] or control
points [71] in some related work. Given Scale Invariant Feature Transform (SIFT) [39]
or Speeded Up Robust Features (SURF) [2] key points, or shape context [3] in two
images, the corresponding key points can be matched in two images via different
methods, where RANSAC algorithm [17] is a classical one. Thin-plate spline (TPS)
is also a widely used method for matching two sets of key points [12, 64], where
TPS bending energy is a commonly used metric or one energy term in optimization
to search for a desired matching. Rigid or non-rigid transformation matrix can be
computed based on the matching of two point sets.
Deep learning based registration: Deep learning techniques has recently shown
high accuracy and efficiency in many computer vision applications [30, 38, 22, 21,
20, 68], which can be used for image registration as well. Deep learning based image
registration directly generates the transformation matrix between two images by CNN
in an end-to-end fashion. Given two images as input, the CNN models [53, 25, 43, 54]
design special layers for computing the correlations of the two images, and then go
through fully connected layers as a regression task to output the transformation
matrix between the two images. The training and testing strategies for these CNN
models are the same as traditional neural networks.
In our work, we design a coarse-to-fine registration method for a sequence of
microscopy material images to achieve better fiber tracking. We first apply cross cor-
relation for a coarse registration, which is a region based image registration method,
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and then propose a physics optimization model embedded with fibers’ 3D trajectory
constraints for a fine registration. Different from the existing methods for image reg-
istration, the proposed method is especially designed for fiber tracking in microscopy
material images based on fibers’ physics features in 3D space.
1.2 Scope of the Research
This research aims to solve three important scientific problems in the large-scale
fiber tracking and detection in the microscopy material images by developing: 1) an
accurate method to track large-scale fibers in a sparsely sampled image sequence,
2) an effective method to detect large-scale fibers in an unsupervised manner, 3) an
improved image registration method for better fiber tracking.
First, Kalman filters are applied to track each fiber along the sparsely sampled
image sequence. One main challenge in this tracking process is to correctly associate
each fiber to its observation given that 1) fiber observations are of large scale, crowded
and show very similar appearances in a 2D slice, and 2) there may be a large gap be-
tween the predicted location of a fiber and its observation when the cross-sectioning
has a larger inter-slice distance. To address this challenge, a novel group-wise as-
sociation algorithm is developed by leveraging the fact that fibers are implanted in
bundles and the fibers in the same bundle are highly correlated through the image
sequence.
Second, we propose an unsupervised learning method to accurately detect fibers
on the large scale, that is robust against local degradations of image quality. The
proposed method does not require manual annotations, but uses fiber shape/size
priors and spatio-temporal consistency in tracking to simulate the supervision in the
training of the CNN. Experiments show significant improvements over state-of-the-art
fiber detection algorithms together with advanced tracking performance.
Third, we designed an object tracking system which could accurately track large-
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scale fibers and simultaneously perform satisfactory image registration. Large-scale
fiber tracking task is accomplished by Kalman filter based methods. Together with
fiber tracking, the registration is performed in a coarse-to-fine manner with a physics
optimization model. Experimental results show that our system could accurately
track large-scale fibers and conduct satisfactory image registration simultaneously.
1.3 AFRL Dataset
In the experiment of evaluating the performance of fiber tracking (first task), we test
on a set of material image sequences. Specifically, these images were collected at
Air Force Research Laboratories (AFRL) using the RoboMet.3D automated serial
sectioning instrument [1]. The tested material is S200, which is an amorphous SiNC
matrix reinforced by continuous Nicalon fibers. 100 serial sections are produced
with the dense inter-slice distance 1µm as shown in Fig. 1.1(a). It takes about 15
minutes to grind for one slice. In the experiments, the performance is tested on
three independent image sequences, which are named ‘Data 1’, ‘Data 2’ and ‘Data
3’, respectively. Each image sequence consists of 100 slices and the resolution of each
slice is 1292×968. We manually annotated 1,136 ground-truth fiber tracks to evaluate
the fiber tracking performance. A sample slice of the collected dataset is shown in
Fig. 1.1(b), which contains hundreds of crowded fibers (about 600).
In the experiment of evaluating the performance of fiber detection (second task),
we collect three datasets using RoboMet.3D as in the first task, denoted as ‘Set1’,
‘Set2’ and ‘Set3’, to evaluate the proposed method. Set1 is a sequence of 90 images
and 40% of images contain certain-level degraded situations such as blurred and
stained regions as shown in Fig. 1.1(c). Set2 is a sequence of 50 images and 30%
of images have certain-level degraded situations. Set3 is a set of 99 single images
and 15% of images have certain-level degraded situations. The size of each image
is 1292 × 968 and each image contains about 600 fibers. The image sequences Set1
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(a) (b) (c)
Figure 1.1: Illustration for the collected AFRL Dataset: (a) cross sectioning by
RoboMet.3D automated serial sectioning instrument [1], (b) one sample microscopy
image under the ideal condition, (c) one sample microscopy image under the degraded
situation.
and Set2 are produced with the dense inter-slice distance 1µm. In the experiment of
evaluating the performance of image registration (third task), we use the same test
image sequence of ‘Data 2’ as in the first task.
For convenience, we denote the whole dataset we collected as ‘AFRL Dataset’ in
this dissertation.
1.4 Structure of the Dissertation
This dissertation is organized as follows. Chapter 2 presents a novel large-scale fiber
tracking method for sparsely sampled image sequences of composite materials. Chap-
ter 3 describes an unsupervised learning method for large-scale fiber detection in mi-
croscopy material images, together with improved tracking performance. Chapter 4
introduces a novel method for simultaneous tracking and registration in microscopy
material images. The conclusion and future research are discussed in Chapter 5.
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Chapter 2
Large-Scale Fiber Tracking through Sparsely
Sampled Image Sequences of Composite
Materials
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2.1 Motivation
To quickly and accurately characterize the fiber micro-structures of larger-size ma-
terial samples, we propose sparse sampling in cross-sectioning and then develop a
new algorithm to automatically track large-scale fibers through the obtained sparsely
sampled image sequence. This can be formulated as a multi-target tracking problem,
where the main challenge lies in the step of association: large-scale of crowded fibers
usually show very similar appearance in a 2D slice (as shown in the leftmost panel of
Fig. 2.2), making it difficult to associate each fiber to its corresponding observation
when tracking moves into a new slice. This issue gets much worse with the increase
of inter-slice distance in sparse sampling due to the possible larger gap between the
prediction and observation of each fiber.
In materials science, large-scale 3D fibers are always implanted in bundles and the
fibers in the same bundle are usually highly correlated by showing good proximity
and parallelism. This work explores such fiber correlation information to facilitate the
large-scale fiber association over a large inter-slice distance. Unfortunately, the com-
position of fiber bundles is not priorly known. This work develops a new group-wise
approach that can simultaneously explore the fiber-bundle composition and perform
accurate fiber association and tracking through sparsely sampled image sequences.
Specifically, this work uses Kalman filter to track each fiber through the image
sequence for its location and velocity (i.e., location change) from slice to slice. For
group-wise association, the nonrigid Thin-Plate Spline (TPS) is used to model the
mapping between predictions and observations of all the fibers within a same bundle.
To identify the correlated fibers, a new algorithm is developed by dividing fibers into
groups, followed by three steps of refinement: group shrinking, group growing and
group merging. The proposed association considers the possible false positives and
false negatives in the fiber observations, i.e., the numbers of fiber predictions and
observations may be different when the tracking moves into a new slice.
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To verify the performance of the proposed algorithm, it is tested on three tiles of
100-slice S200 material samples and the fiber tracking performance is evaluated using
1,136 human annotated ground-truth fiber tracks. In particular, the fiber tracking
performance is evaluated by increasing the sampling sparsity, i.e., inter-slice distance,
in cross sectioning. The experiment results show that the proposed algorithm out-
performs several other Kalman-filter based baseline algorithms and state-of-the-art
multi-target tracking algorithms.
2.2 Methodology
Fiber detection
Correction
Group-wise TPS Association
Group Shrinking
Group Growing
Group Merging
Tracking on previous slices Prediction
New slice Observation
Association result
...
Figure 2.1: The pipeline of the proposed large-scale fiber tracking based on Kalman
filter, which sequentially performs prediction, association and correction when moving
into a new slice.
As illustrated in Fig.2.1, the proposed method uses Kalman filter to track each
fiber, by recursively performing prediction, association and correction along the image
sequence. The key contribution of this work is the development of a new group-
wise algorithm for association, which enables the developed method to track through
sparsely sampled image sequences.
2.2.1 2D Fiber Detection
When Kalman filter based tracking moves into a new slice, the first step is to detect
fibers on this slice as the observations. Different from multi-target tracking in the
video surveillance where each target may show different appearance, large-scale fibers
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(a) Original (b) EM/MPM segmentation (c) Ellipse detection
(d) B di b
(d) Bounding box
Figure 2.2: An illustration of fiber detection. Second row shows the zoomed images
of the cropped regions (red box) in the first row.
usually show very similar appearance in 2D microscopic image slices. As shown in
Fig.2.1, most of the fibers are of an ellipse shape in the 2D slices and we can use an
ellipse detection algorithms to detect them.
To detect fibers, the EM/MPM algorithm [13] is first applied to segment the
image slice into fiber (foreground) and non-fiber (background) regions. As shown
in Fig.2.2(b), three segments are obtained using EM/MPM, where the red segment
indicates the fiber region and the black/white segments indicate the non-fiber regions,
including void, coating and SiC matrix. EM/MPM is a Markov Random Field (MRF)
based pixel labeling technique that minimizes the expected number of mis-segmented
pixels. The pixel labeling problem is formularized as the maximization of the posterior
marginal (MPM) problem, and model parameters are estimated by the EM algorithm.
EM/MPM has been found to be very effective in segmenting various materials-science
images [13][59]. From the fiber region, a set of connected components can be extracted
and each of them is treated as a candidate of a fiber.
Sobel operator is then applied to detect the boundary of each connected com-
ponent, which is then fitted by an ellipse using a set of ellipse geometry constraints
[61]. The locations (the center coordinates) of the fitted ellipses are taken as the
fiber observations on this slice and used for the proposed association and tracking.
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In addition to the locations, the tight bounding box around each fitted ellipse are
also recorded, as shown in Fig.2.2(d), which are used by several previous state-of-
the-art tracking methods that are chosen for performance comparison in the later
experiments.
Note that fiber detection is not perfect. Given the image noise and blurs, both
false positives and false negatives may occur in the fiber detection, as indicated in
Fig.2.2(c). In addition, 3D fiber may be cropped by the image boundary when moving
from one slice to another. They make the fiber association not an exact one-on-one
mapping – a fiber tracked from previous slices may not have an associated observation
when moving to a new slice and vice versa. Clearly these complications further
increase the difficulty of association.
2.2.2 Fiber Tracking using Kalman Filter
In this work, for each fiber, a Kalman filter is applied to track it. In such a Kalman
filter, state s = (x, y, vx, vy)T is defined to describe the corresponding fiber in 2D
slices, where z = (x, y)T is the fiber location (e.g., ellipse center) and (vx, vy) is the
fiber velocity (e.g., fiber location change between neighboring slices), in horizontal
and vertical directions respectively. The state is evolved linearly from slice to slice
based on a predefined model. In this work, fibers are highly smooth in 3D space and
a constant velocity is assumed for each fiber. This way, the state transition from slice
i− 1 to slice i is modeled as
si = Asi−1 +wi−1 (2.1)
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where the transition matrix A =

1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

and w ∼ N (0, Q) is the Gaussian
noise for state transition. The observation model is defined by
oi = Hsi + ri (2.2)
where the observation matrix H =
 1 0 0 0
0 1 0 0
 , the observation oi = [xo, yo]T is
the location of the fiber detected on slice i, and r ∼ N (0, R) is the Gaussian noise
for observation.
The step of prediction makes a prior state estimate of the fiber on a new slice i as
sˆi = Asi−1 (2.3)
and calculates the prior estimate error covariance as
Pˆ i = AP i−1AT +Q, (2.4)
where si−1 and P i−1 are the posterior state estimate and the posterior estimate error
covariance at slice i− 1.
The step of correction considers the observation oi on the slice i and computes
the posterior state estimate and the posterior estimate error covariance at slice i by
si = sˆi +Ki(oi −H sˆi) (2.5)
and
P i = (I −KiH)Pˆ i, (2.6)
where I is an identity matrix and Ki is the Kalman gain at slice i :
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Ki = Pˆ iHT
(
HPˆ iHT +R
)−1
. (2.7)
However, there are large-scale crowded fibers to track and before running the step
of correction in slice i, the correct observation must be found for each fiber, from the
large set of observations detected in Section 2.2.1.
2.2.3 Thin-Plate Spline Robust Point Matching (TPS-RPM) [12]
This section briefly reviews the Thin-Plate Spline Robust Point Matching (TPS-
RPM) algorithm [12], which will be used to develop the proposed group-wise associ-
ation algorithm. TPS-RPM can robustly match two sets of 2D points by exploring
the correlations among these points. Specifically, let U = {up}Np=1 and V = {vq}Mq=1
be two sets of 2D points, i.e., up = (upx,upy), p = 1, 2, · · · , N and vq = (vqx,vqy),
q = 1, 2, · · · ,M . The matching between these two sets of points is represented by a
matrixH = [hp,q]N×M , where hp,q = [0, 1] indicates the probability of matching up and
vq. TPS-RPM can jointly determine a non-rigid 2D transform f = (fx, fy) : R2 → R2
and the matrix H to minimize a cost function
ETPS−RPM (H, f) =
N∑
p=1
M∑
q=1
hpq ‖ f (up)− vq ‖2 +
+ αφ(f) + β
N∑
p=1
M∑
q=1
hpq log hpq − γ
N∑
p=1
M∑
q=1
hpq, (2.8)
where φ(f) = ∫∫ [L(fx) + L(fy)] dxdy is the TPS bending energy [3, 12] with L(·) =(
∂2
∂x2
)2
+ 2
(
∂2
∂x∂y
)2
+
(
∂2
∂y2
)2
and it reflects the smoothness of the 2D mapping f –
the smaller the φ(f) , the smoother the mapping f . The last two terms in this cost
function control the fuzziness of H and the percentage of points without matchings,
respectively [12]. This cost function is then alternately minimized in terms of H and f
respectively until convergence. Finally the obtained matrix H is thresholded to build
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the point matching between U and V. The TPS-RPM algorithm shows two useful
properties:
1. All the matched points can be approximately described by a nonrigid TPS
mapping f , which is invariant to affine transforms, such as scaling, rotation
and translation. By minimizing the TPS bending energy φ(f), TPS-RPM can
identify the within-set point correlation, e.g., the subset of points that largely
follow the same smooth TPS transform in the matching.
2. By introducing additional terms in the cost function, TPS-RPM can handle the
noise and identify points without matchings.
In the following, a new group-wise fiber association algorithm is developed based on
TPS-RPM.
2.2.4 Group-wise TPS Association - Initialization
When tracking moves into a new slice i, there are a set of N fiber predictions
{
sˆip
}N
p=1
derived from the previous slices and a set of M fiber observations
{
oiq
}M
q=1
detected
on the new slice. For simplicity, the subscript i is dropped and the predictions and
observations are denoted as {sˆp}Np=1 and {oq}Mq=1 , respectively, when it does not
introduce ambiguity. The goal of association is to build a correspondence between
them, i.e., for each prediction, find its corresponding observation. This is very similar
to the point matching problem solved by TPS-RPM as described in Section 2.2.3.
However, using a single global TPS transform f to describe the mapping between
the predictions and the observations is problematic – not all the 3D fibers are highly
correlated by showing good parallelism and the TPS bending energy for the true
association between {sˆp}Np=1 and {oq}Mq=1 may be quite large, especially when the
inter-slice distance is large in the sparse sampling. As a result, minimizing a single
global TPS-RPM cost function may not produce the desired association.
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To address this issue, this work leverages the fact that in composite materials,
fibers are usually implanted in bundles and the fibers within a bundle usually show
good proximity and parallelism in 3D space. Therefore, even with highly sparse
sampling in serial sectioning, a smooth TPS transform can well describe the fiber
association within a bundle. If the bundle assignments are known for each prediction
and observation, TPS-RPM can be used as described in Section 2.2.3 for finding the
association in each bundle. However, bundle assignments are unknown priorly. In
this section, a new approach is developed by simultaneously exploring the fiber-bundle
composition and the fiber association.
(a) (b)
Figure 2.3: An illustration of clustering predictions into a set of compact groups. (a)
Predictions in red and (b) clustered groups in different colors, separated by dashed
lines.
Without knowing the bundle assignments of the fibers, all the predictions are first
divided into smaller groups, as shown in Fig.2.3. In this work, this goal is achieved
by applying the K-means clustering to the predictions {sˆp}Np=1. While each fiber
prediction sˆp is a 4D vector made up of a 2D location and a 2D velocity, clustering is
only in terms of the locations {zˆp = (xˆp, yˆp)}Np=1. As a result, the fibers in the same
group are more likely to be from a same fiber bundle and TPS-RPM can then be
used to match each group of the predictions to the observations.
However, the observations are not divided into corresponding groups as for the
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(a) (b)
Figure 2.4: An illustration of finding the initial matching for each group using a
sliding-window strategy. (a) One group of predictions (in red) and (b) sliding windows
across the slice with observations: the optimal window with the best matching is
shown in red.
predictions. A sliding-window strategy is used to address this issue. As shown in
Fig.2.4, for each group of predictions, shown by red circles, its bounding box can be
derived as shown by a blue box. Then this bounding box is dilated a little (5 pixels
along each direction in our experiments) as the size of the sliding window and the
sliding window is applied to the slice with the observations, shown by black boxes –
TPS-RPM is performed between the group of prediction against the observations in
each of the sliding window. Window sliding is performed around the center of the
bounding box (shown as blue box), with range ∆x ∈ [−10, 10] pixels, ∆y ∈ [−10, 10]
pixels and the step length of 10 pixels. Limiting the range of the sliding windows
helps reduce the computational cost. The sliding window that leads to the minimum
cost ETPS−RPM is taken as the optimal window, shown by the red box in Fig.2.4, and
the matched observations in this window are taken as the matching to the considered
group of predictions. Note that each fiber prediction sˆp is a 4D vector made up of a
2D location and a 2D velocity and only the 2D location zˆp is used when applying the
TPS-RPM against the observations, because the observations are 2D locations. The
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other steps of Kalman tracking, including the prediction and correction, still use the
4D state vector consisting of both the location and the velocity.
Applying such a sliding-window based matching for each group of predictions leads
to its corresponding matched group of the observations and constructs an initial asso-
ciation between the predictions and the observations. However, K-means clustering
cannot guarantee the predictions from a same group are all from a same bundle and
the initial association from TPS-RPM in such a group may not be reliable. In the
following, an algorithm is proposed to refine this initial association result.
2.2.5 Group-wise TPS Association - Refinement
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Figure 2.5: An illustration of the group shrinking. (a) Initial matching of one group
of the predictions (black boxes) and observations (red circles), with matching pairs
linked by dashed lines. Outlier matchings that are removed in group shrinking are
highlighted in green vertical ellipses. (b) TPS bending energies before and after
removing the outlier matchings.
The proposed group refinement algorithm consists of three steps – group shrinking,
group growing and group merging.
Group shrinking further removes the outlier matching in each group. Without loss
of generality, let (ˆsp,op), p = 1, 2, · · · ,m be one matched group of predictions and
observations, as shown in Fig. 2.5(a). To identify and remove the outlier matching
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pairs from this group, the TPS bending energy is calculated as in Eq.(2.8) for this
matching, in a matrix form [6]
φ ((ˆsp,op) |p = 1, 2, · · · ,m) = 18pi
(
xToLxo + yToLyo
)
, (2.9)
where L is the m × m upper-left block of the matrix
K P
PT 0

−1
, K is the m ×
m TPS kernel matrix with element kpq = k(zˆp, zˆq) = ||zˆp − zˆq||2 log ||zˆp − zˆq||,
P = (1, xˆ, yˆ) with xˆ and yˆ being the concatenated vectors for all the x and y
coordinates of the predictions {sˆp}mp=1 (i.e., {zˆp}mp=1) respectively, and xo and yo
are the concatenated vectors for all the x and y coordinates of the observations
{op}mp=1, respectively. By calculating the leave-one-pair-out TPS bending energy
φj = φ ((ˆsp,op) |p = 1, 2, · · · ,m; p 6= j), j = 1, 2, · · · ,m, the j∗-th pair that leads to
the largest decrease of bending energy is removed, i.e., j∗ = arg minj φj. This process
is repeated until a specified percentage (δ) of pairs are removed from each group, as
shown in Fig. 2.5. Note that, by pre-specifying the percentage δ, the step of group
shrinking may remove true positive matchings from a group. This will be handled in
the later steps of group growing and group merging.
Based on the group matching after the group shrinking, a TPS mapping can be
constructed for the matching in each group. Without loss of generality, let (ˆsq,oq),
q = 1, 2, · · · , n be one matched group of predictions and observations after group
shrinking. The TPS transform f = (fx, fy) such that oq= f(zˆq), q = 1, 2, · · · , n is in
the form of [6]

fx(zˆ) = a1 + a2xˆ+ a3yˆ +
∑n
q=1 cqk(zˆ, zˆq)
fy(zˆ) = b1 + b2xˆ+ b3yˆ +
∑n
q=1 dqk(zˆ, zˆq),
(2.10)
where zˆ = (xˆ, yˆ)T is any location in the domain of prediction and zˆq is the
location of the prediction sˆq. The parameters a = (a1, a2, a3)T , b = (b1, b2, b3)T ,
23
(a) (b)
Figure 2.6: An illustration of the group growing. (a) Delaunay triangulation of the
predictions and a matching group before group growing. (b) The same matching
group after the group growing. Matched pairs in the group are shown by the dashed-
line linked boxes (predictions) and circles (observations).
c = (c1, c2, · · · , cn)T and d = (d1, d2, · · · , dn)T can be computed by
 K P
PT 0

 c d
a b
 =
 xo yo
0 0

where K, P, xo, yo and k(·, ·) are defined as in Eq.(2.9), but using the n matching
pairs after the group shrinking.
In group growing, a Delaunay triangulation [32] is first constructed by taking all
the predictions as the vertices, as shown in Fig.2.6(a). Group growing is performed
for each matching group (after the group shrinking) independently. Without loss
of generality, let’s consider a matching group (ˆsq,oq), q = 1, 2, · · · , n shown by the
dashed-line linked boxes (predictions) and circles (observations) in Fig.2.6(a). The
iterative growing of this group takes the following steps:
1. Label the predictions sˆq, q = 1, 2, · · · , n as “processed” and all the other pre-
dictions as “unprocessed”.
2. From all the “unprocessed” predictions that are adjacent to the matching group
in the Delaunay triangulation graph, identify the nearest one and denote it as
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sˆa with the location zˆa. If all predictions adjacent to the matching group have
been “processed”, exit and return the matching group as the group growing
result.
3. Apply the TPS transform f computed in Eq.(2.10) to zˆa and search for the
observation oa that is nearest to f(zˆa).
4. Check the consistency of the pair (ˆsa,oa) against the matching group. If the
consistency conditions are satisfied, the matching group is updated by including
the pair (ˆsa,oa) . Relabel the predictions in the updated matching group as
“processed” and all the other predictions as “unprocessed”. Recalculate the
TPS transform f using the updated matching group and go back to Step 2). If
any consistency condition is not satisfied, simply label sˆa as “processed” and go
back to Step 2).
Figure 2.6(b) shows a group-growing result, starting from the matching group given
in Fig.2.6(a).
In this work, two consistency conditions are defined between a pair (ˆsa,oa) and
a matching group (ˆsq,oq), q = 1, 2, · · · , n. First, the distribution of the prediction-
observation gap (oq− zˆq), q = 1, 2, · · · , n is computed in the matching group and this
work examines whether the gap (oa − zˆa) shows high likelihood in this distribution.
More specifically, the gap is a 2D vector and two Gaussian distributions for the
magnitude and slope angle are estimated, respectively. The first consistency condition
is that the gap (oa− zˆa) falls in LT times the standard deviations in both magnitude
and slope angle distributions. Second, adding a new pair to a matching group may
increase the TPS bending energy for the matching group. The small bending-energy
increase, i.e., φ ((ˆsq,oq) |q = a, 1, 2, · · · , n)−φ ((ˆsq,oq) |q = 1, 2, · · · , n) ≤ ∆φ, is taken
as the other consistency condition. If both consistency conditions are satisfied, the
matching group is updated by including the new pair as stated in Step 4). Note
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that Gaussian distributions used in consistency conditions are also updated when the
matching group is updated in the group growing.
After applying the group growing independently to all the matching groups, one
prediction may be matched to different observations in different matching groups and
vice versa. A group merging is performed for the final association by two rounds
of majority voting. In the first round, for each prediction sˆp, the number of the
votes an observation oq receives is the number of matching groups that contain the
pair (sˆp,oq) after group growing. The observation with the largest number of votes
is matched to sˆp. In the second round, for each observation oq, similar voting is
performed for its corresponding prediction by only considering the matching pairs
that are kept after the first round of voting. After these two rounds of voting, the
resulting matching pairs are guaranteed to be one-on-one: No two observations are
matched to a same prediction and vice versa. These final matching pairs are taken
as the final association.
The whole group-wise TPS association algorithm is summarized in Algorithm 1.
Algorithm 1 Group-wise TPS association algorithm
Init:
{
sˆip
}N
p=1
: N fiber predictions on slice i and
{
oiq
}M
q=1
: M fiber observations on
slice i
1: Divide predictions to groups using K-means
2: FOR each group
3: TPS-RPM for initial association
4: Group shrinking to remove outlier matchings
5: Group growing to include more matching pairs
6: END FOR
7: Group merging for final association
2.3 Experimental Results
The proposed method is tested on a set of material image sequences. Specifically,
these images are collected in Air Force Research Laboratories (AFRL) using the
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RoboMet.3D automated serial sectioning instrument [1]. The tested material is S200,
which is an amorphous SiNC matrix reinforced by continuous Nicalon fibers. 100
serial sections are produced with the dense inter-slice distance 1µm. Because each
serial section of the tested S200 sample is too large to be covered by a single shot of the
microscopic image, it is divided into many tiles. In the experiments, the performance
is tested on three independent tiles, which are named Data 1, Data 2 and Data 3,
respectively. Each tile is an image sequence consisting of 100 slices and the resolution
of each slice is 1292×968. A sample slice of a tile is shown in Fig. 2.2, which contains
hundreds of crowded fibers.
2.3.1 Performance Evaluation Metrics
For objective and quantitative performance evaluation, fibers are manually annotated
on these three test image sequences as the ground truth. As in many multi-target
tracking tasks, it is very challenging to annotate all the fibers, which include the
annotation of the fiber centers on each 2D slice and the linking of annotated 2D fiber
centers between slices. In particular, for each tile not all the fibers are present in the
whole sequence of 100 slices: some fibers may extend out of the perimeter of the tile
when moving from one slice to another. In this work, for each tile, the best efforts
have been made to manually annotate as many 3D fibers as possible that extend
through the whole image sequence. In total, 1,136 such fibers (393 in Data 1, 380 in
Data 2 and 363 in Data 3) are annotated as the ground truth 1.
In our experiments the fiber tracking performance is quantized by five widely used
metrics [28, 44, 62]: Multiple Object Tracking Accuracy (MOTA), Multiple Object
Tracking Precision (MOTP), Identity Switches (IDSW), Mostly Tracked (MT) and
Mostly Lost (ML), all of which measure the co-alignment between the tracked fibers
and the annotated ground-truth fibers, but from different perspectives. MOTA is
1Our publicized dataset and code: http://cvl.cse.sc.edu/project/cvpr2016.html.
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defined as:
MOTA = [1−
∑
i(fni + fpi +mmi)∑
i gi
]× 100%, (2.11)
where fni, fpi,mmi, and gi are false negatives (missing tracks), false positives, mis-
matches (id switches) and ground truth tracks at image slice i. MOTA is a compre-
hensive tracking metric by taking the errors of false positives, false negatives and id
switches into considerations. In computing these metrics, a threshold of 20 pixels is
used between the tracked fiber and the ground-truth fiber on each slice to count the
hit/miss on the slice. MT is the number of ground-truth fibers that are hit in no
less than 80% of slices while ML is the number of ground-truth boundary that are
hit in no more than 20% of slices. For MOTA and MT, higher scores indicate better
tracking, but for MOTP, IDSW and ML, lower scores indicate better tracking. Note
that, for MOTP metric, there are two different definitions for evaluating the multi-
ple target tracking. One of them applies to the tracking results in the form of the
bounding boxes around the target. In this case [44], MOTP reflects the bounding-box
overlap between the tracking results and the ground truth, in which higher MOTP
denotes better tracking performance. In the other definition, tracking results are in
the form of a sequence of target locations through the image sequence. In this case
[28], MOTP reflects the distance between the tracking results and the ground truth,
in which lower MOTP means better tracking performance. In this work, the latter
definition of MOTP is used.
Because we are not able to annotate all the fibers in each tile in building the ground
truth, the number of tracked fibers is usually more than the number of ground-truth
fibers. By directly comparing with the ground truth fibers, many tracked fibers may
be mistakenly counted as false positives and the resulting evaluation metrics may
undervalue the real performance of the fiber tracking. To address this problem, the
tracked fibers that are far away from the ground truth fibers are pruned and the
remaining tracked fibers are used for computing the above five metrics against the
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ground-truth fibers. Specifically, a tracked fiber {zi}Ii=1 , where zi is the tracked-fiber
centers at slice i, is pruned if
∑I
i=1I(‖ zi − zig ‖2< td)
I
< to (2.12)
where zig is the closest annotated fiber center (ground truth) to zi at slice i, and I is
an indicator function which equals to 1 if the condition is satisfied and 0 otherwise.
The distance threshold td is set to 20 pixels and the overlapping threshold to is set
to 50% for the experiments. Note that this is not a very strict condition – it does
not overly prune the tracked fibers and reduce much the recall. Specifically, in all the
experiments, after applying this step of pruning, the remaining number of tracked
fibers is usually similar to the number of the annotated ground-truth fibers.
To test the tracking performance under sparsely sampled image sequences, the
original image sequence (slices 1, 2, · · · , 100 with the dense inter-slice distance 1µm)
is downsampled, by repeatedly skipping C ≥ 0 slices before taking the next slice in
the original sequence, until the end of original sequence is reached. For convenience,
C is called the sparsity in this work:
Definition 1: Sparsity C is the number of skipped slices between two consecu-
tively selected slices in downsampling.
For the data tested in this work, such a constructed image sequence with sparsity
C actually has an inter-slice distance of (C+ 1)µm. For example, a sparsely sampled
image sequence consisting of the original slices 1, 6, 11, · · · , 96 has a sparsity C = 4.
Please note that the sparsity C defined in this work describes the inter-slice distance
along the cross-sectioning direction. It is not related to the resolution of each 2D slice
and the density of the fiber distribution in the 2D or 3D spaces.
The larger the parameter C, the sparser the constructed image sequence. One
issue is that, such constructed image sequences with large C are much shorter than
the original image sequence and the tracking performance obtained on a single such
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short sequence may not be statistically reliable. To alleviate this issue, for a given
sparsity C, a set of C + 1 image sequences are constructed, starting from original
slice 1, 2, · · · , C+ 1 respectively. These C+ 1 image sequences do not share any slice.
Tracking is performed on each of them independently and then the average of their
performances, e.g., MOTA and MOTP, is reported as the performance of tracking
under the sparsity C. Note that when C = 0, tracking is directly performed and
evaluated on a single image sequence: the original densely sampled image sequence
without any downsampling. In our experiments, the sparsity C is continuously varied
from 0 to 19 and the tracking performance is examined under different sparsity.
2.3.2 Comparison Methods
To justify the effectiveness of the proposed method, its performance is compared
against three baseline Kalman filter methods and four other state-of-the-art multi-
target tracking methods.
Kalman-NN is a baseline Kalman-filter tracking method where the association is
computed by repeating nearest neighbor search in a greedy fashion. First, the pair
of the prediction and observation with the minimum L2 distance is identified and
associated. Then we exclude this identified pair and repeat the same nearest neigh-
bor search on the remaining predictions and observations, until either predictions or
observations are empty.
Kalman-Hung is a baseline Kalman-filter tracking method where the association is
computed by Hungarian algorithm [31] for a minimum-total-distance bipartite match-
ing and the pairwise distance between predictions and observations are their L2 dis-
tance. Because the number of predictions and observations are usually different,
dummy nodes are introduced into Hungarian algorithm. The distance to a dummy
node is set to be the maximum L2 distance of our tolerated matchings between pre-
dictions and observations on the considered slice (40 pixels used in our experiments).
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Kalman-Global is another baseline Kalman-filter tracking method where the asso-
ciation is computed by directly applying the TPS-RPM [12] to match the predictions
and observations in a global fashion.
The four other state-of-the-art multi-target tracking algorithms used for compar-
ison are DPNMS [49], SMOT [15], CEM [44] and KTH [41]. DPNMS employs a
min-cost flow model [66] with specific constraints and cost functions to handle target
occlusions in tracking. SMOT considers the motion dynamics to handle similar-
appearance targets. CEM uses a new continuous energy function that integrates the
observation, appearance, motions and physical constraints for multi-target tracking.
KTH considers the track splitting and merging in multi-target tracking based on a
graph model. Different from the Kalman-filter tracking methods, these four compar-
ison methods are all non-recursive methods.
The proposed tracking method, abbreviated as Kalman-Groupwise from now on,
and the three baseline Kalman filter tracking methods, i.e., Kalman-NN, Kalman-
Hung and Kalman-Global, all use the Kalman filter as defined in Section 2.2.2 and
the observations are the ellipse centers detected on each slice as described in Section
2.2.1. These four Kalman-filter tracking methods are implemented in Matlab. The
initial state covariance P 0 is set to be a diagonal matrix with diagonal elements
103. The transition noise covariance Q is set to be a diagonal matrix with diagonal
elements 10−3. The observation noise covariance is set to be a diagonal matrix with
diagonal elements 10−3. In the proposed Kalman-Groupwise, predictions are always
clustered to 10 groups and the percentage of removed fiber pairs in group shrinking
is set to δ = 30%. The consistency thresholds in group growing are set to LT = 3
and ∆φ = 0.01.
Publicly available codes downloaded from their respective authors’ websites are
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used for DPNMS2, SMOT3, CEM4, and KTH5. For DPNMS, SMOT and CEM, the
observations are the bounding boxes of the detected ellipses as described in Section
2.2.1. For KTH, no source code is available and its binary executable software,
which has its own integrated image segmentation and target detection components, is
directly used. For these four comparison methods, their respective default parameters
are used in the experiments.
2.3.3 Results
Figure 2.7 shows the MOTA and MOTP of the proposed Kalman-Groupwise method
and the three baseline Kalman filter tracking methods on the three image sequences,
under different sparsity C. It can be seen that, when the sparsity C is low, both the
proposed method and the three baseline methods produce satisfactory fiber track-
ing, with very high MOTA and very low MOTP. With the increase of the sparsity,
the performance of all these four methods drops. However, the proposed Kalman-
Groupwise’s performance, in terms of both MOTA and MOTP, drops much slower
than the three baseline methods. Even if C = 19, i.e., increasing the inter-slice
distance by 19 times, the proposed method can still achieve very high MOTA per-
formance. For the poor performance of Kalman-Hung and Kalman-NN under high
sparsity, the main reason is the large gap between a prediction and its corresponding
observation. As a result, each prediction may not be corresponding to its nearest
observation and vice versa. Table 2.1 shows the IDSW, MT and ML metrics of the
proposed method and the three baseline Kalman-filter tracking methods under dif-
ferent sparsity. The performance shown in this table is the average over all three test
2http://people.csail.mit.edu/hpirsiav/papers/tracking_cvpr11_release_v1.0.tar.gz
3https://bitbucket.org/cdicle/smot
4https://bitbucket.org/amilan/contracking
5http://www.codesolorzano.com/celltrackingchallenge/Cell_Tracking_Challenge/KTH-SE.html
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Figure 2.7: MOTA and MOTP performance of the proposed Kalman-Groupwise
method and the three baseline Kalman filter tracking methods: Kalman-NN, Kalman-
Hung and Kalman-Global, under different sparsity C.
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Figure 2.8: MOTA and MOTP performance of the proposed Kalman-Groupwise
method and the four non-recursive tracking methods: DPNMS, SMOT, CEM and
KTH, under different sparsity C.
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image sequences. We can see that, all these four methods show increased IDSW and
decreased MT with the increase of the sparsity. In general the proposed Kalman-
Groupwise method achieves relatively lower IDSW and higher MT than the three
baseline methods when the sparsity C increases. The ML metrics of the four meth-
ods are comparable to each other and they are quite low. These results show that the
association step plays a key role in using Kalman filter for the proposed large-scale
fiber tracking. The proposed group-wise TPS based algorithm can achieve much bet-
ter association than the classical nearest neighbor and perfect matching algorithms.
Table 2.1: IDSW, MT, and ML performance of the proposed Kalman-Groupwise
method and the seven comparison methods under different sparsity C. Last row shows
the FPS (frames/slices processed per second) of each method. The performance is
the average over all three image sequences. ‘Kal’ indicates Kalman.
Metrics Kal-NN Kal-Hung Kal-Global DPNMS SMOT CEM KTH Proposed
IDSW
C = 0 9.0 6.3 4.5 780.5 62.8 63.0 258.3 4.3
C = 5 6.3 3.3 41.0 5135.7 21.9 128.2 3.5 2.6
C = 10 596.6 209.9 118.6 2921.7 0.02 89.7 0 5.0
C = 15 1162.4 937.9 229.9 1871.0 0.7 118.2 0 21.3
C = 19 1100.5 999.1 453.0 1413.3 0 129.6 0.1 43.4
MT
C = 0 376.3 377.0 366.0 370.5 363.0 113.8 84.0 376.3
C = 5 371.1 374.9 345.5 368.6 68.1 38.1 16.1 373.9
C = 10 309.2 337.6 313.0 360.1 0.7 2.3 0 364.6
C = 15 268.5 271.9 301.8 360.6 0 3.6 0 354.6
C = 19 307.5 297.5 280.2 362.0 0 5.2 0 347.5
ML
C = 0 0.3 0.3 4.0 0.8 1.0 115.5 140.8 0.3
C = 5 1.6 1.8 8.5 0.8 214.4 166.0 324.6 2.7
C = 10 3.9 5.4 7.7 0.8 372.7 198.6 375.0 6.2
C = 15 8.8 11.2 11.4 1.6 374.3 231.0 375.0 12.4
C = 19 1.5 1.7 3.5 0.8 373.5 117.7 370.6 5.5
FPS 0.088 0.025 0.003 1.042 0.017 0.004 0.050 0.080
Figure 2.8 shows the MOTA and MOTP of the proposed method and the four
other state-of-the art non-recursive tracking methods: DPNMS, SMOT, CEM and
KTH. All the four non-recursive comparison methods show low MOTA values when
the sparsity increases. This is due to the large scale of the tracked fibers, their
identical appearance and crowdedness, which break some of the assumptions made
in these comparison methods. In terms of MOTP, the proposed Kalman-Groupwise,
SMOT, and DPNMS achieve much lower MOTP values than CEM and KTH. Table
2.1 also shows the IDSW, MT and ML of SMOT, DPNMS, CEM and KTH under
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different sparsity. DPNMS generate very high IDSW errors, SMOT generates low
MT errors and high ML errors, and CEM generates high IDSW and ML errors, while
KTH generates low MT errors and high ML errors. In general, the proposed Kalman-
Groupwise shows more competitive performance than these four comparison methods
in the large-scale fiber tracking when the sparsity C is high.
Table 2.1 also shows the FPS numbers (frames/slices processed per second) of
all the tracking methods. Higher FPS indicates lower computational cost. All the
FPS numbers are obtained on a workstation with a 4-core 2.6GHz Intel CPU with
8GB memory. With an FPS of 0.080, the proposed method takes about 1000.08×60 = 21
minutes to track all the fibers through a sequence of 100 slices. While this FPS
number is not the best against other comparison methods as shown in Table 2.1, the
proposed method can substantially reduce the total time of data preparation. The
most time-consuming step in data preparation is the mechanical cross sectioning –
using RoboMet.3D [1], it takes about 15 minutes to grind for one slice. The proposed
method can handle a sparsely sampled image sequence with larger inter-slice distance
and therefore requires much fewer cross-sectioned slices. The time saved in cross
sectioning is overwhelming to the time spent on fiber tracking.
Figure 2.9 displays a visual example for the associations by the Hungarian method
and the proposed method respectively when sparsity is high. We can see that the
matching pairs by the proposed method show uniform matchings when associating
predictions and detections, while the matching pairs by Hungarian method are disor-
dered. This visual example also shows the effectiveness and accuracy of the proposed
method when sparsity is high.
Figure 2.10 shows the tracking errors of the proposed Kalman-Groupwise and the
four non-recursive methods on one slice when the sparsity C = 19. It can be seen that
DPNMS generates many ID switches (green boxes), SMOT and KTH generate many
false negatives (blue boxes), and CEM generates both false positives (red boxes), false
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(a) (b)
Figure 2.9: An illustration of the association results by (a) Hungarian method and (b)
the proposed method when sparsity is high. Predictions, detections and associations
are shown in black crossings, red crossings and cyan lines respectively.
DPNMS SMOT CEM KTH Kalman-Groupwise
Figure 2.10: An illustration of the tracking errors on one slice by using the proposed
Kalman-Groupwise and four non-recursive methods, respectively, where the sparsity
C = 19. False positives are in red, false negatives are in blue and ID switches are in
green. Second row shows the zoomed images of the cropped regions (black box) in
the first row.
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negatives and ID switches. On this slice, the proposed Kalman-Groupwise generates
much less tracking errors of false positives, false negatives and ID switches than these
four comparison methods.
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Figure 2.11: MOTA performance of the proposed Kalman-Groupwise and its three
variants by removing the step of group shrinking, the step of group growing and both
of them, respectively.
To justify the steps of group shrinking and group growing in the proposed asso-
ciation algorithm, comparison experiments are also conducted by using the proposed
Kalman-Groupwise method (Proposed), but removing either or both of these two steps
in the association. Results are shown in Fig.2.11, where w/o-Shrink, w/o-Grow, and
w/o-Both indicate three variants of the proposed method, by removing the step of
shrinking, the step of growing and both of them, respectively. From these results, it
can be seen that both the steps of group shrinking and group growing help increase
the MOTA performance of the proposed method.
For the selection of group number in K -means clustering, different group numbers
from 8 to 16 are tried on Data 2 with sparsity C = 19. The obtained mean MOTA
is 85.6% with standard deviation 5.8%, indicating that the proposed method is not
very sensitive to the choice of group number.
2.4 Discussion
This work proposed a Kalman-filter method for tracking large-scale fibers through
microscopic image sequences. Our major contribution is the development of a new
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group-wise association algorithm that can match multiple predictions and observa-
tions even if the inter-slice distance is large and the fibers are crowded and share
very similar appearance. The proposed algorithm employs the nonrigid thin-plate
splines (TPS) to model the association of the fibers in a same fiber bundle. Without
knowing the fiber bundle composition, all the fibers are first divided into a certain
number of groups and a three-step algorithm was then developed for fiber association,
consisting of group shrinking, group growing and group merging. Experiments were
conducted on three real material image sequences. The tracking results show that
the proposed method outperforms both the Kalman-filter methods using other clas-
sical association algorithms and four other state-of-the-art non-recursive multi-target
tracking methods. The proposed method can be applied to speed up the imaging
and image processing of the composite material images for fast fiber micro-structure
characterization.
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Chapter 3
Unsupervised Learning for Large-Scale Fiber
Detection and Tracking in Microscopy
Material Images
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3.1 Motivation
(a) (b) (c)
Figure 3.1: Comparison of the state-of-the-art method of [69] and the proposed
method: (a) a sectioned microscopic material image, (b) fiber detections by [69],
and (c) fiber detections by the proposed method. Detected fibers are marked by
green bounding boxes. Red and blue boxes highlight the false positive and false neg-
ative errors respectively. Note that [69] fails where the image quality is poor, e.g.,
blurred and stained regions.
Recent studies [64, 69] showed that the 3D fiber structures could be reconstructed
by tracking the detected fibers through the 2D image sequence, which is modeled
as a tracking-by-detection problem in computer vision. The tracking performance
of tracking-by-detection algorithms is largely dependent on the detection accuracy,
especially the recall performance [23]. More accurate object detections could greatly
improve tracking-by-detection algorithms.
State-of-the-art fiber detection is currently achieved by [69], which uses the physics-
based knowledge that the shape of the sectioned fiber is approximately elliptical.
In [69], the authors first apply the EMMPM segmentation algorithm [13], which is a
Markov Random Fields based unsupervised algorithm for image segmentation, to seg-
ment the material images into fiber and non-fiber regions and then utilize a Hough
transform based ellipse fitting algorithm [61] to detect the fibers. The minimum
bounding box of each detected ellipse is taken as the fiber detection result. This
algorithm performs well if material image quality is good in the neighborhood of the
fiber, but it performs poorly when the image quality is bad.
In the present case, the images were degraded in local regions because of con-
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taminants. During sample preparation, the samples are ground, cleaned, and then
imaged. The cleaning was performed with a water rinse that was subsequently dried.
Sometimes, during the drying process, liquid water in the form of drops was left on
the surface. This creates darker areas with thickness fringes. Local areas of defocus
blur are also quite common when the surface being imaged is not flat, leaving areas
out of focus. These cases result in degraded areas in the images. In the degraded sit-
uations, the state-of-the-art fiber detection algorithm [69] fails to accurately segment
the fiber regions, resulting in false positive or false negative errors. This is shown in
Fig. 3.1.
When a large number of manual annotations are available, CNN can accurately
detect various objects [18, 52, 50], even for poor quality or blurred images [67, 35].
Supervised learning algorithms using CNN are robust and accurate but require man-
ual annotations. In the present study, each single image contains approximately 600
fibers. Manually annotating so many fibers for multiple images is tedious and time
consuming.
In this work, we propose an unsupervised learning approach that accurately de-
tects large-scale fibers without the need for manual annotations. In one image se-
quence, we find poor imaging conditions occur occasionally and locally, but the major-
ity of the data is clear and trackable. Since accurate detection is required in regions of
poor imaging conditions, it is necessary to develop accurate estimates of the locations
of the fibers in these regions. For this purpose, the spatio-temporal consistency in
fiber tracking is applied to estimate these false-negative detections. In addition, the
spatio-temporal consistency in fiber tracking could also remove some false-positive
detections.
The basic idea here is to use fiber shape/size priors together with the spatio-
temporal consistency in tracking to simulate the supervision during the training of a
CNN. In this way, an unsupervised CNN approach was developed for which experi-
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mental results show a significant improvement over the performance of the state-of-
the-art fiber detection of [69], coupled with advanced tracking.
3.2 Methodology
In this work, we propose an unsupervised learning method to accurately detect and
track the large-scale fibers. The input is an image sequence without any manual anno-
tations. With some unsupervised methods [69, 70] using shape or size prior, the initial
pseudo ground truth of fiber detections could be obtained. The powerful CNN based
object detector is used as the base detector in our framework. The spatio-temporal
consistency in fiber tracking is analyzed to simulate the supervision to correct and
refine the pseudo ground truth (reduce false-positive and false-negative detection er-
rors). Refined pseudo ground truth would train a better CNN based object detector,
and the improved object detector would generate more accurate fiber detections so
as to boost fiber tracking, while better fiber tracking would further correct and re-
fine the pseudo ground truth. We expect that the CNN based object detector and
tracking-by-detection algorithm could help each other. For a robust solution, the pro-
cesses of CNN training/testing and fiber tracking are performed alternately in several
iterations. The diagram of the framework of the proposed method is illustrated in
Fig. 3.2. For the CNN based object detector, we use Faster R-CNN [52] (Region-based
Convolutional Neural Networks) due to its outstanding detection performance. For
the fiber tracking, we use Kalman filter based fiber tracking algorithm [69] because
of its satisfactory performance in fiber tracking. We will introduce the details of each
part in the following.
3.2.1 Initialization
The proposed method needs an initial pseudo ground truth for initialization. We give
two unsupervised methods for accomplishing this: 1) the EdgeBox [70] algorithm and
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Figure 3.2: The framework of the proposed unsupervised learning method for large-
scale fiber detection and tracking. Left part: fiber tracking, Right part: CNN train-
ing/testing. The input is an image sequence without any manual annotations.
2) the algorithm by [69], which we refer to in this work as the state-of-the-art fiber
detection algorithm or by the acronym EMMPMH1.
The EdgeBox algorithm detects contour-representative object proposals, includ-
ing both fiber and non-fiber regions. To reduce the detection errors, we use a size
prior to eliminate false positives. This is accomplished by, first computing the mean
size/area, a, of the fibers in a sample image of the input image sequence that were
detected by EMMPMH [69]. We then prune the object proposals whose sizes are out
the range of [0.2a, 2a] in the input image sequence, followed by a Non-Maximum Sup-
pression (NMS). The NMS threshold is set to 0.1 because of the highly overlapped
proposal regions given by EdgeBox. The state-of-the-art fiber detection algorithm
EMMPMH [69] detects ellipse-like objects. It takes only one input: the number of
1The acronym stands for EMMPM segmentation with Hough detection.
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classes for the segmentation algorithm, which we set to 3.
Both EdgeBox and EMMPMH algorithms are unsupervised image processing
methods using either size or shape prior to detect fibers. Both suffer from false posi-
tive and false negative identifications, as shown in Fig. 3.3. Because the EMMPMH
algorithm utilizes more specific shape prior, it generates better initialization results
than the EdgeBox algorithm. We used both methods in the experiments (see below).
The proposed method outperformed both of these algorithms.
(a) (b) (c)
Figure 3.3: Initialization for the pseudo ground truth of fiber detections shown as
green bounding boxes. (a) original image, (b) initialization by EdgeBox [70] showing
many missed detections, and (c) initialization by EMMPMH [69] with fewer missed
detections.
3.2.2 Faster R-CNN for fiber detection
Recently, the Faster R-CNN is developed and has superior performance for many
object detection related tasks [50, 35]. Because it is stable and efficient, it is uti-
lized as the CNN based object detector in the proposed method. Given the pseudo
ground truth, the Faster R-CNN can be trained for fiber detection. Faster R-CNN
is composed of two modules: 1) a deep convolutional network that proposes regions
(the Region Proposal Network-RPN) and 2) a Fast R-CNN detector [18] that uses
the proposal regions for object detection and classification. Since the RPN shares
full-image convolutional features with the detection network, the computation cost
of region proposals is low. Essentially, the RPN serves as the ‘attention’ mechanism,
telling the Fast R-CNN detector where to look.
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In order to handle different scales and aspect ratios of objects, the Faster R-CNN
introduces anchors of different scales and aspect ratios in a sliding window manner.
In the proposed method, we use 5 scales (322, 642, 1282, 2562, 5122 pixels) and 3 aspect
ratios (1 : 1, 1 : 2, and 2 : 1). Following [52], the anchors whose Intersection-over-
Union (IoU) overlaps with a pseudo ground-truth box are above 0.7 or below 0.3
are set as positive and negative samples respectively during training RPN. The loss
function L of Faster R-CNN contains two components:
L = Lcls + λLreg, (3.1)
where Lcls is the normalized classification loss and Lreg is the normalized regression
loss with a balance weight λ. Here, λ was set to 1, following [18]. Lcls is a log loss
over two classes (fiber v.s. non-fiber) and Lreg is the smooth L1 loss over bounding
box locations [18]. Same as [52], we sample 256 anchors (positive and negative) for
one image during training RPN (first module). For training Fast R-CNN (second
module), we fix the IoU threshold for NMS as 0.7 so as to generate about 2,000
proposal regions per image. The VGG network [56] is used as the base convolutional
layers to extract deep features. The whole Faster R-CNN is a unified network that
can be trained end-to-end by back propagation and stochastic gradient descent.
3.2.3 Tracking by detections
Given the large-scale detected fibers by Faster R-CNN, we model this problem as
a tracking-by-detection problem in the image sequence. Since Kalman filter has
been proven as a reliable model for large-scale fiber tracking in [64, 69], we apply
Kalman filter to track each fiber by recursively performing prediction, association
and correction along the image sequence.
For fiber detection, we define the tracking state s = (x1, y1, vx1 , vy1 , x2, y2, vx2 , vy2)T
to denote the tracked fiber in the 2D images, where the first half is for the top-left
point of the fiber’s bounding box and the last half is for the bottom-right point of the
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fiber’s bounding box. (x, y)T is the location and (vx, vy)T is the velocity in horizontal
and vertical directions. We set up a Kalman filter to track each fiber and assume
that each fiber is smooth in 3D space with a constant velocity. This means that the
tracking state evolves linearly from image to image. The prediction and correction
steps are the same as those in the traditional Kalman filter. During the association
step, we use the Hungarian algorithm [31] for a minimum-total-distance bipartite
matching between the centers of the bounding boxes of the predicted fibers and those
of the detected fibers. The numbers of predictions and detections are usually different,
so dummy nodes are introduced into the Hungarian algorithm and the distance to a
dummy node is set to 100 pixels in our experiments.
3.2.4 Tracking as detections
(a) (b) (c)
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: associated fiber
: predicted fiber
: a new tracker
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Figure 3.4: The unsupervised strategy of spatio-temporal analysis in fiber tracking.
(a) making up for false-negative detections by predictions (added), (b) tracking birth
by a true positive detection (saved), and (c) tracking birth and death by a false-
positive detection (removed).
After fiber tracking, if we ignore the tracking identities and simply take the tracked
bounding boxes as the detected fibers. Thus, an updated set of fiber detections is
obtained on each image of the image sequence. These detections are not perfect, since
errors might occur during tracking that introduce false positives or false negatives. An
unsupervised spatio-temporal analysis strategy is developed to reduce these errors.
This section describes this strategy.
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Spatio-temporal analysis: Two complications are encountered here: 1) de-
tected fibers in an image for which there are no trackers in previous images and 2)
tracking drift when trackers are not associated with any fiber in several subsequent
images. In order to correct these problems, tracking births and deaths are included
in the algorithm. For the birth algorithm, we start a new Kalman filter to create a
tracker for each detected fiber that is not associated with any predictions of current
set of Kalman filters. For the death algorithm, the Kalman filter is stopped if it
has moved out of the image boundary or it has not been associated for a continuous
sequence of α images. Note that the un-associated fibers introduce their predictions
as tracked locations for continuous α images before the Kalman filter is stopped.
This might lead to some erroneous detections being introduced. For this reason, after
tracking, we prune the tracked fibers whose trajectories are shorter or equal than β,
followed by a NMS on each image. We set α = 5 and β = 5 in our experiments. NMS
threshold for EMMPMH initialized tracking is set to 0.7 and for EdgeBox initialized
tracking is set to 0.1.
The unsupervised strategy of spatio-temporal analysis is shown in Fig. 3.4. For
the unsupervised strategy of spatio-temporal analysis, we assume that 1) some of
the missed detections can be added back by tracking predictions, 2) it is highly
possible that true positive detections will be tracked through more than β images,
3) false positive detections might not be associated through a continuous sequence
of α images. This unsupervised strategy is reasonable for fiber tracking in the cross-
sectioned 3D material sample, however it is still not perfect suffering from different
detection and tracking errors, therefore we tend to run the Faster R-CNN and fiber
tracking algorithms alternately for several iterations in order to obtain improved fiber
detection and tracking simultaneously. The detailed steps of the proposed algorithm
are summarized in Algorithm 2. In our experiment, the proposed algorithm always
converged in 3 to 4 iterations. After convergence, a well trained Faster R-CNN model
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is built and can be applied to directly detect fibers on a new material image without
performing fiber tracking.
Algorithm 2 Unsupervised Learning for Fiber Detection and Tracking
Input: a sequence of microscopic material images without any manual annotations,
denoted as X.
Output: fiber detection and tracking on each image of X, and a well trained Faster
R-CNN model.
1: Initialize the pseudo ground truthGp of fiber detections using [69] or [70] on each
image of X.
2: repeat
3: Train a Faster R-CNN from scratch using Gp if the previous Faster R-CNN
model is not available. Otherwise, fine-tune the previous Faster R-CNN model
using Gp.
4: Apply the trained Faster R-CNN on each image of X to detect fibers as D and
save it.
5: Track detected fibers D on X and save it.
6: Take the tracked fibers as detections with the spatio-temporal analysis.
7: Update the pseudo ground truth Gp.
8: Save the current Faster R-CNN model.
9: until convergence or maximum iterations reached
3.3 Experimental Results
In the experiment, we apply the proposed method to detect and track large-scale fibers
from S200, an amorphous SiNC matrix reinforced by continuous Nicalon fibers. The
microscopic images were collected by the RoboMet.3D automated serial sectioning
instrument [1]. It takes about 15 minutes to grind for one slice. Given a material
sample of S200, RoboMet.3D cross-sections the sample by mechanical polishing with
dense inter-slice distance 1 µm, and each slice was then imaged with an optical
microscope. We collect three datasets, denoted as ‘Set1’, ‘Set2’ and ‘Set3’, to evaluate
the proposed method. Set1 is a sequence of 90 images and 40% of images contain
certain-level degraded situations such as blurred and stained regions, as shown in
Fig. 3.1(a). Set2 is a sequence of 50 images and 30% of images have certain-level
degraded situations. Set3 is a set of 99 single images and 15% of images have certain-
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level degraded situations. The size of each image is 1292 × 968 and each image
contains about 600 fibers.
The proposed method described in Algorithm 2 does not need any manual an-
notations, but we manually annotate the corresponding ground truth only for the
evaluation purpose. We run Algorithm 2 (with tracking) on the image sequence
Set1 without manual annotations, and obtain a well trained Faster R-CNN model
as M1EMMPMH using EMMPMH [69] initialization and another well trained Faster
R-CNN model as M1EdgeBox using EdgeBox [70] initialization. Running Algorithm 2
(with tracking) on Set2 without manual annotations, we could obtain a well trained
Faster R-CNN model asM2EMMPMH using EMMPMH initialization and another well
trained Faster R-CNN model as M2EdgeBox using EdgeBox initialization. The well
trained Faster R-CNN models on one dataset are then respectively applied to detect
the large-scale fibers on each single image of another two datasets without tracking.
On the collected Set1, we manually annotate the bounding boxes of fibers on each
image as the ground truth for detection evaluation and link them across the image
sequence as the ground truth for tracking evaluation. On the collected Set2 and Set3,
we manually annotate the bounding boxes of fibers on each image for detection eval-
uation only. For the detection ground truth, we label all the fibers on each image.
For the tracking ground truth, we label as many as we can, leading to 481 fibers’
trajectories along the Set1.
In our experiment, the maximum iteration in Algorithm 2 is set to 4. Within each
iteration, we train Faster R-CNN for 10 epochs. The learning rate is 0.001 and the
batch size is 2 images during training. For Algorithm 2, we try two kinds of initial-
izations for pseudo ground truth: EMMPMH and EdgeBox. We denote the proposed
Algorithm 2 using the initialization EMMPMH as ‘Proposed-EMMPMH’ and the ini-
tialization EdgeBox as ‘Proposed-EdgeBox’. After obtaining the well trained Faster
R-CNN modelM, we denote directly applying the well trained model on single images
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(without tracking) to detect large-scale fibers as ‘Proposed-M’. We use MXNet [11]
to implement the code of Faster R-CNN framework. With a GeForce GTX 1080Ti
GPU and a 12-core CPU, it takes about half an hour to run one iteration (Faster
R-CNN training plus large-scale fiber tracking) in Algorithm 2 with Set1 (a 90-slice
image sequence) as input and only takes about 0.2 seconds to detect the large-scale
fibers on one material image when testing the trained Faster R-CNN model.
Five metrics are used to evaluate the fiber detection performance: Precision, Re-
call, F-measure, Number of False Positives per image (Nfp per image), and Number
of False Negatives per image (Nfn per image). For all the methods, we use a uniform
threshold of 0.5 for the IoU between the predicted bounding box and ground truth.
Because each image contains large-scale fibers (about 600), percentage results might
be not representative enough to display errors. Therefore, we also show Nfp per im-
age and Nfn per image to illustrate the detection errors. Higher (Precision, Recall
and F-measure) and lower (Nfp and Nfn per image) indicate the better detection
performance. In our experiment, an ellipse detection algorithm ELSD [48] is used as
another comparison method for fiber detection, together with the above mentioned
EMMPMH and EdgeBox methods. All these three comparison methods are unsuper-
vised and do not need manual annotations. For ellipse detections by EMMPMH and
ELSD, we take the minimum bounding boxes of each detected ellipse as their outputs.
In addition, we compared the proposed method with a weakly supervised method by
annotating a relatively small number of fiber data, which is named as ‘WS-SVM’. For
WS-SVM, we manually annotated 500 fibers, half from clear images and the other
half from regions with stains, blurs, and other degradations, as positive samples,
and randomly selected 500 non-fiber regions as negative samples. For WS-SVM, we
trained a SVM classifier on these data using Histogram of Oriented Gradients (HOG)
features and then applied the trained SVM on each image using a sliding-window
search followed by a NMS. Finally, we also evaluate the fiber tracking performance
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on Set1 in terms of five widely used metrics [28, 44, 69]: Recall, Multiple Object
Tracking Accuracy (MOTA), Identity Switches (IDSW), Mostly Tracked (MT) and
Mostly Lost (ML). MOTA considering false positives, false negatives and IDSW is a
comprehensive tracking metric. In computing these metrics, we use a threshold of 20
pixels between the tracked fiber and the ground-truth fiber on each slice to count the
hit/miss on the image. MT is the number of ground-truth fibers that are hit in no
less than 80% of slices while ML is the number of ground-truth fibers that are hit in
no more than 20% of slices. Higher (Recall, MOTA and MT) and lower (IDSW and
ML) indicate the better tracking performance.
3.3.1 Results on fiber detection
After the convergence of running Algorithm 2 on Set1 and Set2 respectively (with
tracking), we evaluate the large-scale fiber detection performance on the Set1 and
Set2. Meantime, a well trained Faster R-CNN model M is obtained after the conver-
gence of running Algorithm 2.
Using the well trained Faster R-CNN model M, we directly apply it to detect
the large-scale fibers on another two datasets (without tracking). The performance
on Set1, Set2 and Set3 is summarized in Table 3.1. We can see that Proposed
method using EMMPMH as initialization achieves the best performance in most
cases with high Precision, Recall and F-measure and low Nfp per image and Nfn
per image. The Proposed method using EdgeBox as initialization achieves second
best performance and comparable or better performance than the state-of-the-art
algorithm EMMPMH. Even without using any manual annotations, the proposed
method could achieve nearly 99% F-measure for large-scale fiber detection on three
datasets, which fully demonstrates the accuracy and effectiveness of the proposed
method. The fiber detection example is shown in Fig. 3.5.
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Figure 3.5: Illustration of large-scale fiber detection. (a) two sample images (clear and
degraded), and detections by (b) EdgeBox, (c) ELSD, (d) EMMPMH, (e) Proposed-
M1EdgeBox and (f) Proposed-M1EMMPMH. Fibers are detected as green bounding
boxes. Red and blue boxes highlight the false positive and false negative errors
respectively.
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Table 3.1: Large-scale fiber detection performance on our collected dataset. Set1 and
Set2 are two image sequences and Set3 is a set of single images. The method WS-
SVM is weakly supervised and other methods in this table are unsupervised. Note
that each image contains about 600 fibers.
Set1 tracking? Precision Recall F-measure Nfp/image Nfn/image
WS-SVM no 88.1% 96.8% 92.2% 86.4 21.0
EdgeBox [70] no 93.0% 54.3% 68.6% 26.8 303.3
ELSD [48] no 93.4% 92.5% 93.0% 43.1 49.3
EMMPMH [69] no 96.9% 91.7% 94.2% 19.3 54.7
Proposed-M2EdgeBox no 99.0% 97.3% 98.2% 6.1 17.5
Proposed-M2EMMPMH no 99.3% 96.1% 97.7% 3.9 28.3
Proposed-EdgeBox yes 99.0% 93.2% 96.0% 6.0 45.1
Proposed-EMMPMH yes 99.1% 98.1% 98.6% 5.2 12.2
Set2 tracking? Precision Recall F-measure Nfp/image Nfn/image
WS-SVM no 84.0% 97.1% 90.0% 106.5 16.5
EdgeBox [70] no 92.0% 64.8% 76.0% 32.2 203.6
ELSD [48] no 91.0% 90.6% 90.8% 51.3 53.8
EMMPMH [69] no 97.7% 95.1% 96.4% 12.5 28.2
Proposed-M1EdgeBox no 98.8% 93.8% 96.2% 6.4 35.4
Proposed-M1EMMPMH no 99.4% 98.5% 99.0% 3.1 8.6
Proposed-EdgeBox yes 99.3% 98.4% 98.9% 3.9 8.7
Proposed-EMMPMH yes 99.5% 98.1% 98.8% 2.4 10.6
Set3 tracking? Precision Recall F-measure Nfp/image Nfn/image
WS-SVM no 86.1% 96.5% 91.0% 95.4 21.3
EdgeBox [70] no 93.4% 56.0% 70.1% 24.2 270.6
ELSD [48] no 93.6% 91.8% 92.7% 38.4 50.5
EMMPMH [69] no 97.2% 97.7% 97.4% 17.2 14.1
Proposed-M1EdgeBox no 99.1% 93.5% 96.2% 4.7 39.9
Proposed-M1EMMPMH no 99.3% 98.5% 98.9% 3.8 9.0
Proposed-M2EdgeBox no 99.0% 99.0% 99.0% 5.8 6.0
Proposed-M2EMMPMH no 99.5% 98.5% 99.0% 2.5 8.7
3.3.2 Improvement from initialization and algorithm convergence
In this section, we will show the improvement from initialization and the algorithm
convergence. We treat initialization result as the iteration 0, and then show the fiber-
detection performance change from iteration 0 to iteration 4 in Fig. 3.6. We can see
that the proposed method significantly improve the fiber-detection performance by
both the initialization EMMPMH and EdgeBox. From iteration 0 to 4 using either
initialization, the proposed method could incrementally boost the Precision, Recall
and F-measure, and simultaneously reduce the Nfp per image and Nfn per image.
We can see that the proposed method converges in 3 to 4 iterations.
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Figure 3.6: Illustration of the fiber-detection performance change of the proposed
method in (a) Set1, (b) Set2, and (c) Set3 from iteration 0 to iteration 4. Left two
columns display the proposed method using EdgeBox as initialization and right two
columns show the proposed method using EMMPMH as initialization.
3.3.3 Results on fiber tracking
For tracking-by-detection algorithms, previous study [23] has shown that the perfor-
mance of object tracking is highly dependent on the performance of object detection,
especially the recall performance. In this section, we will show the performance
change of large-scale fiber tracking in different iterations by Proposed-EdgeBox and
Proposed-EMMPMH on Set1. Because it is hard to manually annotate the ground-
truth trajectories of all the fibers, we follow the same strategy in [64, 69] to prune
unrelated trackers for evaluation. The tracking performance change is summarized
in Table 3.2. From iteration 0 to 4 using either initialization, the proposed method
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could incrementally boost the tracking performance. The proposed method could
obtain better tracking performance if better initialization is applied. Compared to
the baseline performance by tracking initialized detections (iteration=0), the tracking
performance is greatly improved, with either EdgeBox or EMMPMH as initializations.
Table 3.2: Large-scale fiber tracking performance on Set1. We manually annotate
481 fibers’ trajectories as the tracking ground truth for evaluation.
Proposed-EdgeBox Recall MOTA IDSW MT ML
iteration=0 46.6% 41.0% 1666 129 168
iteration=1 89.6% 88.3% 123 412 29
iteration=2 92.6% 91.9% 56 436 23
iteration=3 94.4% 94.0% 58 451 21
iteration=4 95.2% 94.6% 47 452 13
Proposed-EMMPMH Recall MOTA IDSW MT ML
iteration=0 92.2% 91.0% 96 435 24
iteration=1 96.5% 95.8% 81 465 12
iteration=2 97.2% 96.7% 52 467 9
iteration=3 98.3% 98.1% 17 471 6
iteration=4 99.3% 99.3% 4 477 1
3.3.4 Failure cases
In order to test the robustness of the proposed method, we tune the parameters
of EdgeBox to generate different detections and use them to initialize the proposed
method. Large-scale fiber detection on Set1 is evaluated for this experiment. We
consider three cases for initializations (Case 1: low recall; Case 2: low precision; Case
3: low precision and low recall). The result is shown in the Table 3.3. In Case 1
with low initialized recall, the proposed method is robust to make up for many false
negatives and achieves high performance. In Case 2 with low initialized precision,
the proposed method is robust to remove many false positives and achieves advanced
performance. When the initialization is too bad, like Case 3, the proposed method
fails to accurately detect the large-scale fibers.
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Table 3.3: The robustness of the proposed method with different initialization cases
(Case 1: low recall; Case 2: low precision; Case 3: low precision and low recall).
Large-scale fiber detection on Set1 is evaluated for this experiment. I means Initial
and P means Proposed.
Initialization Precision-I Recall-I F-measure-I Precision-P Recall-P F-measure-P
Case 1 93.0% 54.3% 68.6% 99.0% 93.2% 96.0%
Case 2 58.5% 84.6% 69.2% 98.3% 94.3% 96.2%
Case 3 13.0% 13.2% 13.1% 29.3% 9.2% 14.0%
3.4 Discussion
In this work, we proposed an unsupervised method to detect and track large-scale
fibers in microscopic material images. The proposed method alternately run Faster
R-CNN and fiber tracking algorithm in several iterations to improve fiber detection
and tracking simultaneously. The proposed method takes an image sequence as input
without requiring any manual annotations, achieving nearly 99% F-measure for fiber
detection and 99% MOTA for fiber tracking. A well trained Faster R-CNN model is
obtained by the proposed method, and then we apply it to detect large-scale fibers in
single images of a different set and also achieved nearly 99% F-measure as detection
performance. The experimental results show that the proposed unsupervised method
is accurate and effective in detecting large-scale fibers, leading to improved fiber
tracking.
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Chapter 4
Simultaneous Tracking and Registration in
Microscopy Material Images
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4.1 Motivation
In order to analyze physical properties of continuous fiber reinforced composite ma-
terials, large-scale fibers are required to be tracked through sampled image sequences
of composite materials. This scientific problem can be modeled as automatic object
tracking via computer vision techniques for fast and accurate characterization of fiber
micro-structures.
However, due to the significant microscope movement during the data acquisition,
the sampled microscopy images are not well aligned, which increases the difficulties for
further large-scale fiber tracking. The unaligned images lead to significant challenges
in the Kalman filter based object tracking framework. For example, Kalman filter
could not accurately predict the locations of the corresponding fibers in the next
slice due to the relative movements between two slices. Therefore, robust image
registration is required to reduce the relative movements by the image misalignment.
The tracking work [64, 69] in Chapter 2 supposes that the image slices are well
aligned under a good registration. Basically, the work described in Chapter 2 first
register slice 1 to slice 2, then register slice 2 to slice 3, and continue to register
every two consecutive slices until the last slice. Next, sparse sampling in these well
registered images is performed to test the tracking algorithms. However, this regis-
tration is hard to be applied in real-world application because the intermediate slices
are not available in an online tracking system when the sparsity is high. Given an
image slice, we need to directly register it to the first slice without the intermediate
slices. Therefore, we need to design a special algorithm to solve the problem of image
registration fitting with the fiber tracking algorithms.
In this work, we design an object tracking framework which could accurately track
large-scale fibers and simultaneously perform satisfactory image registration. Large-
scale fiber tracking task is accomplished by Kalman filter based tracking methods.
Together with fiber tracking, the registration is accomplished in a coarse-to-fine style.
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Experimental results show that our framework could accurately track large-scale fibers
and perform satisfactory image registration simultaneously.
4.2 Methodology
Large-scale fiber tracking is modeled as a tracking-by-detection problem in computer
vision community, as suggested in [69]. Given a sequence of microscopy material im-
age, we first detect the fibers in each slice of the image sequence. Then, one Kalman
filter is defined for each fiber so as to track it through the whole image sequence.
Kalman filter iteratively performs prediction, association and correction. In this
work, we mainly use Kalman-Hung [31] algorithm assisted by Kalman-Groupwise [69]
algorithm for association between predictions and detections in each slice. As dis-
cussed in [69], Kalman-Hung performs well in a dense sampled image sequence and
Kalman-Groupwise goes through well in a sparse sampled image sequence.
However, no matter for dense or sparse sampled image sequences, the microscope
movement could be large during data acquisition, where the tracking performance
would be greatly affected. Therefore, we perform image registration together with
tracking, and the registration error is minimized in an iterative tracking. The whole
framework works as a coarse-to-fine style to finish this task.
4.2.1 Coarse registration
Due to manufacturing defects contained in the serial sectioning process, there usu-
ally exists relative rigid movement between the microscope and the material sample.
Thus acquired image slices are not well aligned, and locations of the same fiber on
individual image slices are measured under different coordinate systems, which later
may increase the burden of fiber tracking methods. Here we perform a coarse image
registration between two neighboring image slices by template matching using the
normalized cross-correlation [34]. In order to solve the tracking problem in an online
60
manner, we tend to apply the registration in a reverse order, i.e., registering all image
slices according to the first image slice.
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Figure 4.1: Image registration through template matching using normalized cross-
correlation. We first crop a small patch around the center of template image I i (left),
then calculate the normalized cross-correlation between template patch and target
image I i−1 (middle), and derive the transformation matrix based on the association
between center of I i and peak in the cross-correlation (right).
Let I = {(xq, yq)}W×Hq=1 denote a 2D image slice with width W and height H.
Given two neighboring image slices, denoted as I i and I i−1 respectively, our goal is
to find an affine transformation matrix Ri,i−1 =

1 0 0
0 1 0
∆xi,i−1 ∆yi,i−1 1
 such that by
multiplying homogeneous coordinates of I i, i.e.,
[
xi yi 1
]
, with Ri,i−1, 2D points
of I i can be transformed into the same coordinate system as in I i−1. Specifically, as
illustrated in Fig. 4.1, we first crop a 300× 300 template patch around the center of
I i, and then we calculate the normalized cross-correlations [34] of the template patch
and the target image I i−1. Given the center of I i as (cxi, cyi) and the peak of cross-
correlation (pxi,i−1, pyi,i−1) on I i−1, we can derive Ri,i−1 as ∆xi,i−1 = pxi,i−1−cxi and
∆yi,i−1 = pyi,i−1 − cyi.
Finally, given a set of neighboring slices transformation matrices {RN,N−1, . . . , R2,1},
we are able to align all image slices, and transform every slice into the same coor-
dinate system as described in the first image slice I1 by iteratively applying these
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matrices along the sequence. More generally, for an image I i we can directly derive
a transformation matrix between I i and I1 by stacking pair-wise matrices together,
i.e., Ri,1 =
∏2
k=N Rk,k−1. In order to prevent out-of-boundary image movement, we
enlarge the image plane by two times the original image plane, and align the first
image to the center of new plane. The resulted images after coarse image registration
are shown in Fig. 4.2.
Figure 4.2: Example images before and after the coarse image registration.
This step utilizes cross-correlation to perform coarse image registration by estimat-
ing the rigid movement between the microscope and the material sample. However,
as shown in our experimental results in Section 4.3, this coarse image registration
is not accurate enough for robust fiber tracking especially when the sampling spar-
sity becomes large. Therefore, we introduce a fine registration method based on the
tracking results to refine the coarse registration.
4.2.2 Fine registration
Reliable fiber tracking algorithms could provide robust associations for large-scale
fibers in different slices. Based on this idea, we expect that the tracking algorithm
could help to refine the coarse registration, and on the other side, refined registration
could reward fiber tracking.
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As we discussed above, the relative rigid movement between the microscope and
the material sample makes the image slices not well aligned. Given a single sampled
image, we define s = [dx, dy] as the shift vector of two directions for that image, which
is a latent variable in this problem. According to the material experts in AFRL, for
fiber reinforced composite (FRC) materials, each fiber tends to be moving as a liner
line in 3D space. Therefore, we know that each tracked fiber’s 3D trajactory in the
sampled image sequence should be as linear as possible. For each sampled image, we
could minimize the misalignment between regressed locations and tracked locations
of all fibers. Suppose K fibers are tracked on one sampled image, based on the fibers’
3D trajectory constraints, we propose a physics optimization model to iteratively
minimize the following squared registration error:
E = 1
K
K∑
i=1
(ri − tˆi)2, (4.1)
where ri and tˆi are the linear-regression location (estimated true location) and es-
timated true tracked location of the i-th tracked fiber on that image respectively.
The locations are vectors of two directions. Directly minimizing Eq. (4.1) is very
challenging since tˆi is embedded with a latent variable of rigid shift s as tˆi = ti + s,
where ti is the tracked location of the i-th tracked fiber on that image. Therefore,
we incorporate the shift s into the physics optimization model to iteratively minimize
the modified squared registration error as:
E = 1
K
K∑
i=1
[ri − (ti + s)]2, (4.2)
which is a convex function. We compute its gradient as ∆E∆s = − 2K
∑K
i=1(ri − ti − s)
and set its gradient as zero to minimize the registration error, then we could obtain
the optimal shift s∗ on that sampled image as:
s∗ = 1
K
K∑
i=1
(ri − ti). (4.3)
63
However, this solution is based on the fixed linear-regression and tracking results.
Linear regression is based on tracking, while tracking is affected by registration. We
expect better registration could improve tracking while improved tracking could up-
grade registration. Our target is to optimize tracking and registration simultaneously,
which could be achieved by alternately optimizing one as fixing another one.
4.2.3 Applying initial velocity
In traditional Kalman filters based tracking methods, the velocity is always initialized
as zero for each Kalman filter. As shown in our experimental results in Chapter 2,
when the sampling sparsity becomes large, the moving distance of some fibers in two
neighboring image slices are large, therefore initializing zero velocity is not desired
for these fibers. Applying suitable initial velocity is reasonable for these fibers with
large movements. However, there is one challenge in this work. No prior knowledge
is available about what initial velocities are needed.
In order to relieve this challenge, Kalman-Groupwise using Groupwise TPS [69]
as association is used here due to its good tracking performance in sparse sampled
image sequence. Given a coarsely registered image sequence, we first apply Kalman-
Groupwise to track all the detected fibers through the image sequence. Based on the
tracked trajectory, we fit a regressed linear line for each tracked fiber. We calculate
the movement of each fiber from the first image slice to the second image slice as the
initial velocity vi = [vxi, vyi]. This initial velocity is then applied to initialize each
fiber in the step of fine registration. The whole coarse-to-fine registration algorithm
with initial velocities vi is summarized in Algorithm 3 given a microscopy material
image sequence as input.
In our experiment, the whole algorithm converges in several iterations, where
the maximum iteration amax is set to be 5. Note that the whole algorithm could not
converge if the tracking is not reasonable, thus we reject the abnormal tracks as shown
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Algorithm 3 Coarse-to-fine registration algorithm with initial velocities.
Step 1: Perform coarse registration as in Section 4.2.1, and detect fibers on each
coarsely registered image of the sequence.
Step 2: Run Kalman-Groupwise [69] to estimate initial velocities vi of each fiber as
in Section 4.2.3.
1: FOR each iteration a ∈ [1, amax]
2: Load the detections if a = 1, otherwise load previous adjusted detections.
3: Initialize one Kalman filter based on vi for each fiber on the first image.
4: Run Kalman-Hung to track fibers through the image sequence.
5: Save the tracking results.
6: Reject abnormal tracks.
7: Apply linear regression based on each tracked fiber’s 3D tracking trajectory.
8: Minimize Eq. (4.2) for the optimal shift s∗ on each image by Eq. (4.3).
9: Adjust current detections by adding s∗ on each image.
10: END FOR
in Line 6 in Algorithm 3 by two strategies. We first prune the fibers in the image
boundary (within 100 pixels) and then prune the tracked fibers that show more than
β mean L2 distance (in pixels) between regression and tracking locations. Because
the average fiber size is 50× 36 as a rectangle, we set β = 100 in all experiments.
4.3 Experimental Results
In the experiments, the proposed method is tested and evaluated on an image se-
quence (‘Data 2’ in AFRL Dataset) consisting of 100 slices and the resolution of each
slice is 1292 × 968. Same as the first work about tracking in this dissertation, we
evaluate the tracking performance under different sparsity C. For example, when
C = 19, the sampled image slices are with the indexes of 1, 21, 41, 61 and 81 in the
100-slice image sequence.
4.3.1 Performance Evaluation Metrics
In our experiments, we need to evaluate two kinds of performance: tracking and
registration. The fiber tracking performance is quantized by the widely used tracking
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metric [28, 44]: Multiple Object Tracking Accuracy (MOTA), which is defined as:
MOTA = [1−
∑
i(fni + fpi +mmi)∑
i gi
]× 100%, (4.4)
where fni, fpi,mmi, and gi are false negatives (missing tracks), false positives, mis-
matches (id switches) and ground truth tracks at image slice i. MOTA is a compre-
hensive tracking metric by taking the errors of false positives, false negatives and id
switches into considerations. Higher MOTA indicates better tracking.
The registration performance is evaluated by a mean squared distance, denoted as
mean squared error (MSE), between linear-regression location and tracked location
of all fibers in the sampled image sequence.
MSE = 1
NK
K∑
i=1
N∑
j=1
(rji − tji )2, (4.5)
where rji and tji is the linear-regression location and tracked location of the i-th
tracked fiber on j-th image respectively. Suppose that there are K tracked fibers and
N images in total. MSE metric shows the misalignment of each tracked fiber and its
corresponding regressed linear line. Because each fiber is supposed to move along a
linear line in 3D space, lower MSE indicates better registration.
The ground truth for the fiber registration in 3D space is not available, so we
mainly use tracking performance (MOTA) to evaluate our coarse-to-fine registration
algorithm, meanwhile MSE can be considered as a reasonable reference for the regis-
tration errors.
4.3.2 Experimental Results
For the 100-slice image sequence, we first show the tracking performance of the
methods Kalman-Hung and Kalman-Groupwise in unregistered images and coarsely
registered images in Fig. 4.3. As shown in Fig. 4.3, after coarse registration, the
tracking performance of Kalman-Hung is satisfactory when the image sequence is
densely sampled (C = 0, · · · , 6), while the tracking performance of Kalman-Hung is
66
largely decreased when the image sequence is sparsely sampled (C = 7, · · · , 19). The
Kalman-Groupwise method provides relatively better results on coarsely registered
images of high sparsity (averaged MOTA=93.4% for C = 7, · · · , 19), and our goal is
to further improve the tracking performance in high sparsity. Therefore, we design
two kinds of experiments after coarse registration. First, we evaluate the proposed
algorithm when sparsity is high, i.e., C = 7, · · · , 19. Second, we add random noises
to test the proposed algorithm when sparsity is low, i.e., C = 0, · · · , 6.
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Figure 4.3: Tracking performance (MOTA) of the methods Kalman-Hung and
Kalman-Groupwise in unregistered images and coarsely registered images under dif-
ferent sparsity.
Figure 4.4 and Figure 4.5 respectively show the tracking performance (MOTA)
and registration error (MSE) of the proposed coarse-to-fine registration method in
each iteration when sparsity is high, i.e., C = 7, · · · , 19. It is clear that the tracking
performance is increasing and the MSE error is decreasing under different iterations.
We can see that the proposed coarse-to-fine registration method converges in several
iterations.
Table 4.1 shows the MOTA, IDSW and MT performance of the proposed coarse-
to-fine registration method. IDSW is the number of identity switches in tracked fibers
through the image sequence, and MT is the number of ground truth fibers that are
hit in no less than 80% of image slices. Higher MOTA and MT and lower IDSW indi-
cates better tracking performance. The corresponding performances in unregistered
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Figure 4.4: Tracking performance (MOTA) of the proposed coarse-to-fine registration
method in each iteration under high sparsity.
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Figure 4.5: Registration error (MSE) of the proposed coarse-to-fine registration
method in each iteration under high sparsity.
images and coarsely registered images by Kalman-Hung are reported as comparisons.
It demonstrates that the proposed method achieves the best tracking performance
in terms of highest MOTA, lowest IDSW and largest MT metrics. Compared to
the unregistered images, coarse registration could improve the tracking performance,
and then the proposed coarse-to-fine registration method could further improve the
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tracking performance.
Table 4.1: MOTA, IDSW, and MT tracking performance of the coarse-to-fine reg-
istration method (Proposed) under different high sparsity C. The corresponding
performances in unregistered images and coarsely registered images by Kalman-Hung
are reported as comparisons. Note: 380 fibers’ 3D trajectories are labeled as ground
truth for tracking evaluation.
Metrics Unregistered Coarse Proposed
MOTA
C = 7 53.8% 95.2% 98.1%
C = 10 52.5% 62.2% 98.5%
C = 13 66.7% 57.5% 97.2%
C = 16 37.1% 53.8% 97.1%
C = 19 35.6% 52.8% 97.9%
IDSW
C = 7 1410 59 0
C = 10 1057 886 0
C = 13 668 867 1
C = 16 965 764 0
C = 19 841 660 0
MT
C = 7 318 366 375
C = 10 306 324 377
C = 13 342 310 370
C = 16 302 329 376
C = 19 333 345 372
Figure 4.6 shows the ablation study for the proposed coarse-to-fine registration
method under high sparsity C. We can see that estimating the initial velocity is
important for this task, which provides the most significant improvement in tracking
performance. Furthermore, the fine registration could continue to improve the track-
ing performance. Figure 4.6 demonstrates the effectiveness and accuracy of different
steps in the proposed method.
In addition, we also conduct another experiment for fiber tracking when sparsity
is low, i.e., C = 0, · · · , 6. After coarse registration, the tracking performance of
Kalman-Hung is already advanced when sparsity is low. In order to test the proposed
algorithm in these cases, we first perform coarse registration and then add random
shift noise to each coarsely registered image to test the proposed algorithm. The
random shift noise as a two-direction vector is set as random numbers of uniform
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Figure 4.6: Ablation study for the proposed coarse-to-fine registration method un-
der high sparsity C. Coarse: tracking by Kalman-Hung after coarse registration.
Coarse+Initial: Kalman-Hung with estimated initial velocity by Kalman-Groupwise.
Coarse+Initial+Fine: proposed method.
distributions in a control range [−5, 5]. As shown in Fig. 4.7, the tracking performance
is increasing under different iterations.
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Figure 4.7: Tracking performance (MOTA) of the proposed coarse-to-fine method in
each iteration when adding random shifts as noises under low sparsity.
Table 4.2 summarizes the results for the above two kinds of experiments. It
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demonstrates that the proposed coarse-to-fine registration method is able to well
align the image slices, leading to better registration and advanced tracking. Sample
registration results for different images by the proposed coarse-to-fine registration
method when sparsity is 19 are displayed in Fig. 4.8.
Table 4.2: Summary for tracking performance (MOTA) of the proposed coarse-
to-fine method in two kinds of experiments. The performances in this table are
all based on Kalman-Hung. For your reference, the average MOTAs of Kalman-
Groupwise after coarse registration in high sparsity and low sparsity are 93.4% and
97.6% respectively. Proposed∗ indicates Coarse+Initial+Fine. Proposed# represents
Coarse+Noise+Fine.
High Sparsity Unregistered Coarse Coarse+Initial Proposed∗
C = 7, · · · , 19 43.2% 61.6% 97.0% 97.5%
Low Sparsity Unregistered Coarse Coarse+Noise Proposed#
C = 0, · · · , 6 51.7% 99.5% 97.9% 99.6%
(a) (b) (c)
(d) (e) (f)
Figure 4.8: Sample registration results for different images by the proposed method
when sparsity C = 19. (a) image 1, (b) image 21, (c) image alignment for image
1 and 21, (d) image 41, (e) image 61, (f) image alignment for image 41 and 61.
Magenta color denotes the first image (left) and green color indicates the second
image (middle).
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4.4 Discussion
In this work, we designed an object tracking framework which could accurately track
large-scale fibers and simultaneously perform satisfactory image registration. Large-
scale fiber tracking task is accomplished by Kalman filter based tracking methods.
Together with fiber tracking, the registration error is minimized via a physics opti-
mization model embedded with fibers’ 3D trajectory constraints. Experimental re-
sults show that our framework could accurately track large-scale fibers and perform
satisfactory image registration simultaneously.
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Chapter 5
Conclusion
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In summary, three important works have been done to quickly and accurately
characterize the fiber micro-structures of 3D FRC material samples. We model this
problem as a tracking-by-detection problem in computer vision. In particular, three
novel methods are proposed in this dissertation: 1) an effective method for large-scale
fiber tracking in the sparsely sampled microscopy image sequence, 2) an unsupervised
method using CNN for large-scale fiber detection in microscopy material images, 3)
an improved image registration method for better fiber tracking.
In the first work, to track large-scale fibers through microscopic image sequences,
we proposed a Kalman filter based method to solve it. We developed a new group-
wise association algorithm that can match multiple predictions and detections in
the object tracking framework. The difficulty is to track large-scale fibers sharing
very similar appearance in sparsely sampled image sequence. A nonrigid thin-plate
splines (TPS) based point matching algorithm is used to model the association of the
fibers in a same fiber bundle. Without knowing the fiber bundle composition, all the
fibers are first divided into a certain number of groups and a three-step algorithm
was then developed for fiber association, consisting of group shrinking, group grow-
ing and group merging. Based on the experiments conducted on three real material
image sequences, the proposed method outperforms the Kalman filter methods using
other classical association algorithms and four other state-of-the-art non-recursive
multi-target tracking methods. Because of the expensive time in data acquisition
and processing for FRC materials, accurate tracking in sparsely sampled image se-
quence, i.e., large inter-slice distance, is greatly helpful for fast fiber micro-structure
characterization in composite material images.
In the second work, to avoid the working load of human annotations for large-scale
similar-appearance fibers in training CNN based fiber detectors, we developed a new
unsupervised algorithm for large-scale fiber detection and tracking without the need
of manual annotation as supervision in microscopic material images. Considering
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the prior knowledge of fiber shape, fiber size and spatio-temporal consistency, the
proposed method alternately runs Faster R-CNN and fiber tracking algorithms for
several iterations to improve fiber detection and tracking together. The proposed
method takes an image sequence as input without requiring any manual annotations,
achieving nearly 99% F-measure for fiber detection and 99% MOTA for fiber tracking.
As a result, a well trained Faster R-CNN model is obtained by the proposed method,
and we then apply it to detect large-scale fibers in single images of different datasets
and also achieved nearly 99% F-measure as detection performance. The experimental
results show that the proposed unsupervised method is accurate and effective in
detecting large-scale fibers, which also leads to improve fiber tracking performance.
In the third work, to solve the problem of image misalignment during data acquisi-
tion for FRC materials, we designed an object tracking system which could accurately
track large-scale fibers and simultaneously perform satisfactory image registration.
Same as the previous work, we model large-scale fiber tracking as an object track-
ing problem in computer vision. Tracking results provide meaningful information for
image registration, while better image registration could help improve the fiber track-
ing. In this work, we continue to use Kalman filters based tracking methods to track
the large-scale fibers. Together with fiber tracking, we proposed a new algorithm for
image registration working in a coarse-to-fine style. Specifically, a cross-correlation
based method is used for a coarse registration, followed by a fine registration based
on a physics optimization model embedded with fibers’ 3D trajectory constraints.
Experimental results show that the proposed method generates satisfactory image
registrations, leading to improved large-scale fiber tracking.
The problem addressed in this dissertation, the detection and tracking of large-
scale fibers in solid materials, is representative of a broad class of similar problems.
Such problems include tracking people in a crowd, tracking vehicles in traffic, tracking
and characterizing turbulence in fluid flow, tracking particulates that are dispersing
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in gases or fluids, etc. These potential applications might be useful for analyzing
human movement, traffic condition, turbulence feature, air and water pollution, etc.
For example, we have extended the TPS based tracking algorithm in this dissertation
to track and analyze multiple interested people in wearable cameras [63] for security
surveillance.
In the future, more physics features and prior knowledge of fibers’ movement in
3D space can be involved into the tracking and detection framework. We expect that
more advanced physics features and prior knowledge could be helpful to analyze,
predict, and guide the fiber movement in microscopy material images. Meanwhile,
more advanced tracking frameworks with novel and effective prediction models can
be used to improve the performance. Furthermore, we might extend the algorithms
developed in this dissertation to solve similar problems in other areas.
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