Motivation: Protein sequence alignment forms the basis for comparative modeling, the most reliable approach to protein structure prediction, among many other applications. Alignment between sequence families, or profile-profile alignment, represents one of the most, if not the most, sensitive means for homology detection but still necessitates improvement. We aim at improving the quality of profile-profile alignments and the sensitivity induced by them by refining profile-profile substitution scores. Results: We have developed a new score that represents an additional component of profile-profile substitution scores. A comprehensive evaluation shows that the new add-on score statistically significantly improves both the sensitivity and the alignment quality of the COMER method. We discuss why the score leads to the improvement and its almost optimal computational complexity that makes it easily implementable in any profile-profile alignment method. Availability and implementation: An implementation of the add-on score in the open-source COMER software and data are available at https://sourceforge.net/projects/comer. The COMER software is also available on Github at https://github.com/minmarg/comer and as a Docker image (minmar/comer).
Introduction
Protein homology detection has many important implications for bioinformatics and structural genomics, including evolutionary and phylogenetic analysis and protein structure prediction, which have significant consequences for biomedical research. Currently, one of the most sensitive means for protein remote homology detection relies on the comparison of protein sequence families (Kinch et al., 2016; Mirdita et al., 2017) . Protein sequence families represented by numerical models-profiles-have shown increased sensitivity to homologous proteins and a substantial increase in alignment quality (Altschul et al., 1997; Edgar and Sjolander, 2004; Gribskov et al., 1987; Ma et al., 2014; Margelevi cius, 2016; Margelevi cius and Venclovas, 2010; Remmert et al., 2012; Rychlewski et al., 2000; Sadreyev and Grishin, 2003; Sö ding, 2005; Tong et al., 2015; Wang et al., 2009; Yona and Levitt, 2002) . Additionally, the most reliable approach to protein structure prediction is comparative, or homology, modeling (Moult et al., 2016) , and profile-profile comparison now provides a standard way of building an alignment (Joo et al., 2016; Modi et al., 2016; Yang et al., 2016) .
Despite the strong performance of profile-profile comparison, there is still much room for improvement in both sensitivity and alignment quality. In this paper, we discuss improvements made to the COMER method (Margelevi cius, 2016) , which has been developed to compare and align protein profiles. Specifically, we address the problem of advancing profile-profile scoring by using context information available at each profile position.
The concept of context is not new, but recently, it has been successfully incorporated into alignment (Biegert and Sö ding, 2009; Goonesekere and Lee, 2008; Ma et al., 2013) . Sequence family information surrounding a particular position reflects its local environment, and similarity between this context information encoded in one profile and that in another profile may suggest a local Original Paper evolutionary relationship. Because of the incorporation of higherorder dependencies represented by profile contexts (fragments), the expression of profile-profile positional scores including a term that measures the similarity between profile fragments leads to significantly increased sensitivity and alignment quality (Meier and Sö ding, 2015) . Previously (Margelevi cius, 2016), we presented a Bayesian nonparametric mixture model for profile fragments. We used the model to infer clusters of fragments within and across profiles, with fragments restricted to only one position. Here, we extend the analysis by considering longer profile fragments and the effect of their scoring on sensitivity and alignment quality. We show that under the hierarchical Dirichlet process (HDP) (Teh et al., 2006) mixture model (Margelevi cius, 2016) , a simple combination of the profile vectors of a fragment of arbitrary length suggests unchanged computational complexity for inference and also leads to a significant improvement in sensitivity and alignment quality, with no inference.
Materials and methods
First, we briefly describe the HDP mixture model for profile fragments (Margelevi cius, 2016) . Then, starting with Section 2.3, we present modifications within the context of the model that have led to improved performance.
The HDP mixture model
The probabilities of amino acids in addition to other measures characterize each profile position. In the HDP mixture model, vectors of these substitution probabilities at each position are assumed to be independent random variables and modeled with a logistic-normal distribution. The HDP mixture model aims to describe the vast space of vectors of substitution probabilities by a representative set of their clusters.
Let us introduce indices j and i. Let j index profiles and i vectors of substitution probabilities within profile j. We also denote by g ji a normal random vector corresponding to substitution probabilities transformed by the inverse logistic transformation. The g ji is an A-dimensional vector, where A ¼ 19 (this number of substitution probabilities at each profile position are independent). The parameters of g ji are denoted by h ji .
Profiles share local motifs that may appear multiple times in the same profile. Sharing of motifs in the model is achieved by first placing a prior distribution G j over the parameters fh ji g i associated with profile j. G j is a random probability measure distributed as a Dirichlet process with concentration parameter s 0 and base probability measure G 0 , DP s 0 ; G 0 ð Þ . It allows the sharing of motifs within profile j by associating observations g ji with the same values of parameters.
The sharing across profiles is enabled by modeling the G 0 as a global random probability measure distributed as a top-level DP with concentration parameter c and base probability distribution F. The HDP mixture model is then given by G 0 jc; F $ DP c; F ð Þ;
The base distribution F provides the prior distribution for the parameters h ji ¼ ðl ji ; R ji Þ, where mean l ji and covariance matrix R ji are specified by a normal and an inverted Wishart distributions, respectively:
Scale matrix K 0 , 0 , or 0 þ A þ 1 degrees of freedom ( 0 > A À 1), mean l 0 and positive scale parameter j 0 are hyperparameters.
New developments
The model (1) allows vectors of substitution probabilities to be clustered within and across the profiles assumed to constitute a random sample drawn from the universe of profiles. Originally, the inferred structure of clusters was used for two purposes: i) to investigate the statistical properties of observation vectors and ii) to derive scores for scoring pairs of profile positions (Margelevi cius, 2016) .
In this study, we use model-based clustering only to investigate the statistical properties of observation vectors (Section 3.1). However, the inferred structure of clusters is not used to derive scores.
A limitation in using inferred mixtures for the production of scores is that observations used for statistical inference represent only a tiny fraction of all possible profile fragments or vectors of substitution probabilities. As a result, many pairs of positions of two profiles cannot score because those positions exhibit low posterior probabilities (Margelevi cius, 2016) . We thus propose an approach that allows the scoring of each pair of profile positions without using inference (Section 2.4).
The scoring of profile position pairs proposed in this study is based on the similarity of context information, which is available at each profile position. Thus, new developments include the formal description of the profile fragment representing local profile context (Section 2.3) and the derivation of a scoring function to evaluate the similarity between two profile fragments (Section 2.4).
Context representation
Context information characterizes a single profile position, taking into account the amino acid distributions in the local environment. We define the context vector g c ji at some position i of profile j as a linear combination of adjacent vectors fg ji 0 g iþbL=2c i 0 ¼iÀbL=2c , each representing the distribution of substitution probabilities as described above:
where L is the number of vectors, assumed to be odd, contributing to the calculation of the context vector and a 0 ; . . . ; a LÀ1 are realvalued coefficients. If g ji are random variables with a log-concave density (g ji are normal variables and thus their density is logconcave), then there exists a unit vector a a 0 ; . . . ; a LÀ1 ð Þ T such that the distribution of g c ji converges in total variation distance to a normal distribution (Klartag, 2007) , provided L is large. Most unit vectors a imply a standard normal distribution for g c ji when g ji represent standardized variables. However, we cannot, and do not intend to, standardize g ji . Instead, we seek an appropriate a.
The aim of the context vector is to place the highest weight on the central position it characterizes, while assigning gradually diminishing weights on the positions further away from this position. With a bL=2c < 1 a positive central weight, the other weights can be expressed by the a bL=2c , a bL=2c x bL=2c ; . . . ; x 0 ; . . . ; x bL=2c À Á T , where x is the root of
Then, a transformed by taking the square root of each element will be a unit vector, say, c. We, however, do not perform a transformation, as this ensures easier interpretation of the context vector and the relation between a and c follows. It can be seen from (4) that for any unit vector c found from (4) and then transformed, there exists a unique vector a satisfying (4) such that the two vectors are related by the constant factor z ¼ c bL=2c =a bL=2c . The constant factor affects the variance of g c ji , but the change in variance would not significantly affect COMER's performance since the probabilities of g c ji are used to derive a score to be further translated (see below).
We will demonstrate below that the distribution of g 
The add-on score
In this section, we define a score for measuring the similarity between two context vectors.
Previously (Margelevi cius, 2016), we performed posterior inference for the model (1) and derived scores for pairs of vectors of substitution probabilities using the inferred model. That approach did not define scores for pairs of vectors that could not be reliably described by one of the component distributions of the mixture model.
In this study, every context vector is assumed to represent an unknown family of context vectors. This assumption eliminates the need for inference, and pairs of context vectors are scored based on prior distribution. The (log-likelihood ratio) score for two context vectors g c ji and g c j 0 i 0 to belong to the same family becomes as follows:
The probability of g 
The joint distribution of g c ji and g c j 0 i 0 is a matrix-variate t-distribution with 0 þ 1 À A degrees of freedom, location matrix l 0 ; l 0 ð Þ , and spread matrices K 0 and C
which is obtained by integrating out the parameters (2) of the context vectors. Details of the derivation can be found in the original paper and the relevant Supplementary Material (Margelevi cius, 2016).
To optimize discrimination between related and unrelated context vectors by the context score (5), we develop an approach different from optimizing the hyperparameters 0 , j 0 , l 0 and K 0 . Under this approach, the hyperparameters take on uninformative values, and the score (5) translates with respect to how often it is observed for matched residues in the superpositions of similar protein structures.
Let S tr denote the translated score calculated for a given context score S. If S tr values were known for all possible values of S, then the relation between S and S tr could be implemented by a map (Fig. 1) . Below, we describe the algorithm of calculating S tr using structural information and hence constructing a map between the context score (5) and the translated score.
First, the multiple sequence alignment (MSA) for each protein of a training set is built based on statistically significant pairwise structural alignments between the protein and other members of the training set. Sequences in each MSA are weighted (Henikoff and Henikoff, 1994) .
Next, profiles for the protein sequences of the training set are constructed, and the context score is calculated by (5) for each pair of sequence positions aligned in the structure-based MSAs. Then, the frequencies of the context score values are calculated in the following way.
Let f p S ½ be the frequency of a context score S calculated for structurally equivalent positions and rounded to the nearest multiple of 0.5. Formally, it is
where M represents the set of the structure-based MSAs, M is the set of unique pairs of indices fj; j 0 g of the sequences aligned in the MSA (pairs of sequences j and j 0 observed in processed MSAs are omitted), w j is the weight of sequence j, the notation j; i ð ÞÅ j 0 ; i 0 ð Þ signifies structurally equivalent positions i and i 0 of the aligned protein structures corresponding respectively to sequences j and j 0 , and N is the normalization constant such that
½ is the normalized sum of the product of sequence weights over the positions of structural equivalence and context score S.
Let the frequency f n S ½ be similarly defined but over positions i and i 0 that do not exhibit equivalence in aligned protein structures.
Then the translated score is
It represents the ratio of the probability for two context vectors with the calculated context score to be aligned to the probability that the two vectors with the same score align by chance. Using training data described in Section 3.2.1, DALI (Holm et al., 2008) for aligning protein structures, and a criterion of DALI Z-score ! 3 for statistically significant structural similarity yielded a map of 93 entries. The translated scores produce an expected score of -0.15 and a relative entropy (or expected score per aligned pair of profile positions) of 0.23. Thus, even if used solely in profile comparison, these scores produce alignment scores in the (local) region of logarithmic growth (Arratia and Waterman, 1994) and are more effective for recognizing distant homology, as shown in our results. Figure 1 shows a strong correlation between the context scores and the obtained translated scores, which suggests the following conclusions: i) the context score (5) exhibits high potential in distinguishing between structurally equivalent and nonequivalent protein positions, ii) the application of an affine transformation to the context score is nearly equivalent to using a map between the two types of scores. There is a small difference in the application of the affine transformation and the map from the computational point of view. Therefore, in this study, we use the map.
The application of the developed score to profile-profile alignment comprises the following steps applied to each pair of profile positions: i) calculate the context score by (5), ii) look up the value of the context score in the map and find the associated value of the translated score, iii) multiply the value of the translated score by a constant b (Section 3.2.6) and add the result to the total score for two profile positions. Note that the map is constructed only once by (9).
Prior to their use, the translated score values in the map are smoothed by applying a moving average with a window length of 5 to reduce fluctuations arising due to limited data on extreme context score values. For context scores outside the range, the translated score takes on a boundary value from the map.
In the following sections, the developed score referred to in the singular stands for the complex of the add-on score, i.e. the context score (5) applied to profile-profile alignment through its mapping to the translated score (9). The plural form means the final score values applied, i.e. the values of the translated score in the map.
Results

Context vector normality
In order for the context score (5) to be valid, the context vector g c ji has to be normally distributed. We tested for normality of context vectors by clustering them and then analyzing the distribution of context vectors in the largest clusters.
First, we generated a representative set of context vectors. We constructed R ¼ 79 903 COMER profiles for sequences representing most distinct clusters of a clustered UniRef50 database. The representative set of n ÁÁÁ ¼ 984 862 context vectors was obtained by random sampling from the COMER profiles. The procedure of generating a representative set of observations was similar to that described by Margelevi cius (2016) except that the calculation of the context vector at a profile position involved adjacent vectors.
Next, we clustered the context vectors calculated over a length L of 21 with a bL=2c ¼ 0:5, using the HDP mixture model (1) The number of local clusters is considerably smaller than the number of local clusters, 962 446, obtained for vectors of substitution probabilities (Margelevi cius, 2016) . This difference means that similarities between contexts described by g c ji started to emerge within profiles and that the structure of local clusters was assigned a greater weight when calculating posterior probabilities, even when only 12 context vectors were sampled per profile on average.
The joint distribution of a cluster is characterized by a t-distribution (see the Supplementary Material), which follows from integrating out the parameters (2) in the model (1). However, it converges to a normal distribution as the number of observations approaches infinity. Supplementary Figure S1 suggests that the distribution of the most populated global cluster uniting 6912 observations, as well as that of other large clusters, approaches a normal distribution, which can be compared with the joint distribution of vectors of substitution probabilities (Margelevi cius, 2016) .
In contrast, convergence is much slower when a bL=2c ¼ 0:2. This phenomenon likely arises because off-center vectors contribute with higher weights to the context vector and strengthen the effect of dependencies among the vectors.
Based on these results, we assume normality of context vectors using a large value for the central weight a bL=2c .
A framework for benchmarking
Protein sequences and structures
The initial set of protein domain sequences and structures was obtained from the SCOPe database (Fox et al., 2013 ) (v2.03) filtered to 20% sequence identity. Class g of small proteins was not considered. The domains were divided into a training dataset and a test dataset by SCOPe folds. To have an approximately equal number of folds in the training and test datasets and to ensure that SCOPe classes are not underrepresented, the SCOPe fold identifiers were sorted and the domains of every second fold were assigned to the training dataset. In total, the training dataset included 4931 domains. 4900 domains of the remaining folds were assigned to the test dataset.
The training dataset was used for constructing a map between the context (5) and the translated scores defined by (9). A smaller dataset, every fourth fold of the training dataset (1112 domains), was used for finding optimal values for the parameters L and a bL=2c and the weight b with which the translated score contributes to scoring a pair of profile positions.
The test dataset was used to evaluate the performance of the developed score on unseen SCOPe folds and to perform benchmark tests. Results were generated by performing a search of queries against all the 4900 representatives of the test set. A total of 1722 queries represented each superfamily of the test dataset, but included every fourth domain of larger superfamilies to reduce the amount of generated data.
Alignment methods
COMER and the latest versions of two widely used profile-profile alignment methods, HHsearch (Sö ding, 2005) (v3.0.0) and FFAS (Jaroszewski et al., 2011) , were benchmarked. COMER and HHsearch incorporated secondary structure (SS) predictions calculated by PSIPRED (Jones, 1999) . If not stated otherwise, a default value of 0.35 for the HHsearch's option of posterior probability threshold for maximum accuracy alignment (-mact) was changed to 0.3, which provided better performance. The option does not affect sensitivity.
The impact of the new score, (5) applied through the mapping (9), on sensitivity and alignment quality was estimated by comparing the performances of the COMER versions with and without employing the developed score. The version that does not employ the score is referred to as COMER 0 .
For reference, we also provide a comparison with the COMER version that does not employ both the score developed in this study and those developed previously using the inferred HDP mixture model (1) (Margelevi cius, 2016 ). This version is referred to as COMER B .
Input MSAs
The methods were tested using two categories of input MSAs. The MSA of the first category for each domain sequence was the result of running PSI-BLAST (Altschul et al., 1997) (v2:2:28þ) for six iterations using a sequence inclusion threshold of 10 À5 and soft masking of low complexity regions against the UniRef50 sequence database. The second category of MSAs was obtained by running HHblits (Remmert et al., 2012) for three iterations using default settings against the UniProt20 database of profile HMMs (06/2015). The final MSAs contained only statistically significant matches. COMER profiles required for the construction of a map between the context (5) and the translated scores (9) were built from the MSAs produced by PSI-BLAST for the sequences of the training set. For consistency, the scores developed previously using the inferred HDP mixture model (1) (Margelevi cius, 2016) were recalculated using the same PSI-BLAST MSAs and the data from the training set.
Sensitivity evaluation
ROC analysis is used to evaluate the sensitivity of the methods. A correct match, or true positive (TP), is a pair of aligned domains that belong to the same SCOPe superfamily or their structural similarity by DALI is statistically significant (Z-score ! f2; 3g). Other aligned pairs are considered spurious, or false positives (FPs). [There are few aligned pairs among top profile-profile alignments, whose members belong to different superfamilies but the same fold and for which DALI Z-score < 2 (Margelevi cius, 2016).] Before plotting TPs against FPs, method's top-ranked alignments are sorted by its reported statistical significance. One alignment of two between the same pair of domains, that with higher statistical significance, is retained. Alignments between identical domains are removed.
To diminish the dominance of overrepresented superfamilies, we also calculate and provide ROC 5 plots depicting the fraction of queries with a ROC 5 score above a threshold. The ROC n score is the normalized area under the ROC curve up to n FPs.
Since the maximum possible number of TPs is largely determined by the number of structurally similar proteins, normalizing the area under the ROC curve implies that the ROC 5 score calculated for a profile-profile alignment method is extremely low for most of the queries. Consequently, as each method yields a small number of queries with a ROC 5 score exceeding a higher threshold, the majority of queries have low ROC 5 values.
Therefore, to highlight the differences between the changes in the fraction of queries, we divide the maximum possible number of TPs derived from structural comparisons by 10 when calculating ROC 5 scores. This scaling provides a more detailed representation of the fraction of queries in the range of higher ROC 5 scores. It also ensures that the maximum number of TPs for a query is greater than or equal to the number of members of the superfamily to which the query belongs. Since identifying all superfamily members represents one of the aims of profile-profile alignment methods, we regard this scaling as appropriate. The scaling does not affect the relative performance of the alignment methods.
Evaluation of alignment quality
We use reference-free evaluation of alignment quality (Margelevi cius and Venclovas, 2010; Margelevi cius, 2016 ). An alignment between a pair of domains is considered to be of high quality if the most accurate of two structural (3D) models generated for each domain (using the other domain as a template) is similar to the real structure. MODELLER ( Sali and Blundell, 1993 ) (v9.4) was used to generate 3D models and TM-score (Zhang and Skolnick, 2004) to evaluate the structural similarity between a model and the real structure. TM-score ! 0:4 indicates a statistically significant similarity and implies a high-quality alignment (HQA). An alignment is assumed to be of low-quality (LQA) if TM-score < 0:2, a characteristic value for a random pair.
Two evaluation modes, local and global, are used. The global mode evaluates the alignment with respect to the entire protein domain, whereas the local mode along the alignment extent. Both modes jointly constitute a comprehensive evaluation.
For the same reasons discussed above, we also provide ROC 5 plots using the same scaling for the maximum possible number of TPs. Again, the maximum number of TPs for each query is the same for each method and does not affect their relative performance.
Selection of parameter values
Based on the results reported in Section 3.1, we chose between six combinations of values for L and a bL=2c : L 2 f9; 15; 21g and a bL=2c 2 f0:4; 0:5g. For each combination of these values, we constructed a map between the context and the translated scores and then evaluated COMER performance on the smaller training set by aligning COMER profiles built from the MSAs obtained using HHblits. As these parameter values led to very similar results, we determined optimal values for L (L ¼ 15) and a bL=2c (a bL=2c ¼ 0:4) from sensitivity analysis (Supplementary Table S1 ).
The weight b determines the contribution of the translated score to the total score of profile positions and has a stronger impact on COMER performance. With increasing b, sensitivity increases, but alignment quality begins to decrease at some point. We considered the values b 2 f0:1; 0:15; 0:2; 0:3; 0:5g and chose b ¼ 0.15 as a compromise between sensitivity and alignment quality (Supplementary Table S2 ). Figure 2 shows the number of TPs plotted against the number of FPs using DALI Z-score ! 2 as a criterion for a TP. Table 1 lists the normalized area under the ROC curve up to 7000 FPs covering the full range of statistically significant methods' scores. It also provides the statistical significance of the difference between the area for COMER and that for another method. The statistical significance of the difference between two areas was estimated using 100 bootstrap replicates. The estimates were found to be similar to those obtained by the method of DeLong et al. (1988) extended for unpaired ROC curves (Robin et al., 2011) . Figure 2 and Table 1 reveal a significant difference in sensitivity between COMER and the other methods. First, the new score helped COMER increase the number of identified TPs (among the top-ranked alignments evaluated up to 7000 FPs in Fig. 2 ) by 11.1% using the input MSAs produced by both HHblits and PSI-BLAST (COMER: 81 002 and 68 719 TPs; COMER 0 : 72 940 and 61 839 TPs, respectively). Next, with respect to its closest competitor HHsearch, COMER detected 17.3 and 13.0% more TPs under the two input configurations (HHsearch: 69 047 and 60 814 TPs). Additionally, COMER maintained its advantage under the stringent criteria for a TP, adjusted for closer homology by applying DALI Z-score ! 3 (Supplementary Fig. S2 ).
Sensitivity
The ROC 5 plots (Fig. 3) reveal that COMER is sensitive across all the queries and that its performance does not depend on some specific features of protein structure or a particular distribution of substitution probabilities at profile positions but rather on the (dis)similarity of profile qualities, including that measured by the score (5). The new score increased the fraction of queries by up to 3.8 and 2.8% (at ROC 5 score thresholds of 0.86 and 0.84, respectively) using the input MSAs produced by HHblits and PSI-BLAST, respectively. While the number of positive pairs grows quadratically with the number of related queries in ROC analysis (Fig. 2) , the performance indicator in ROC 5 score analysis reflects a linear change in the number of queries. We therefore regard this increase in the fraction of queries as adequate.
For example, COMER resulted in 6.7 and 5.6% more queries with ROC 5 scores above a particular threshold (0.84 and 0.75, respectively) than HHsearch under the two input configurations. Since each query represents a summary statistic (the area under the ROC curve), it is not surprising that pooling the results obtained for all of the queries leads to a greater difference in sensitivity, which, as discussed above, is statistically significant (Table 1) .
We also observed a similar improvement when a criterion of DALI Z-score ! 3 was used (Supplementary Fig. S4 ). Figure 4 plots the number of HQAs against the number of LQAs. The number of LQAs varies greatly across the configurations of input MSAs and evaluation modes because of the essential distinction in evaluating alignments in the local and global evaluation modes. Therefore, to summarize each method's performance, we calculate and provide in Table 2 the normalized area under the ROC curve up to the number of LQAs displayed in Figure 4 , where each plot corresponding to a different configuration is the result of evaluating a nearly equal number of alignments covering the full range of statistically significant methods' scores. Figure 4 and Table 2 show a significant difference in alignment quality between COMER and the other methods. The evaluation of top-ranked alignments up to the numbers of LQAs displayed in Figure 4 with respect to HHsearch showed that COMER produced 21.1 and 28.0% more HQAs in the local and global evaluation modes, respectively when the methods used the input MSAs generated by HHblits (COMER: 76 720 and 41 656 HQAs; HHsearch: 63 348 and 32 542 HQAs, respectively). When using the MSAs generated by PSI-BLAST, the corresponding improvements were 26.5 and 26.7% (COMER: 68 514 and 29 910 HQAs; HHsearch: 54 166 and 23 609 HQAs).
Alignment quality
Employing the new score, COMER increased the number of HQAs by 5.6 and 10.3% in the local and global evaluation modes, respectively given the input MSAs produced by HHblits (COMER 0 : 72 657 and 37 761 HQAs), whereas the corresponding increases were 0.7 and 6.9% when the PSI-BLAST MSAs were used (COMER 0 : 68 051 and 27 967 HQAs). Despite the improvement determined by the new score, the statistical significance of the difference between the ROC scores is weaker in the local mode due to the relatively small number of LQAs. The difference between the ROC scores for COMER and COMER 0 is even statistically insignificant in the local mode when using the PSI-BLAST MSAs. However, the other evaluation regimes reveal statistically significant differences (Table 2) . Figure 4 and Table 2 report the results obtained with both COMER and HHsearch performing a local alignment. Both methods have the option to extend their alignments maximally. Since unrestricted extended alignments are an indicator of the quality of local alignments (originating from the same dynamic programming matrix), evaluating maximally extended alignments is an appropriate way to compare alignment quality. (Hanley and McNeil, 1983) . The standard errors were calculated from 100 bootstrap replicates. The statistical significance of the test statistic Z COMER is indicated in parentheses. Fig. 3 . Fraction of queries with a ROC5 score above a specified threshold over the more important range of ROC5 scores (see Supplementary Fig. S3 for full range). The methods used input MSAs produced by (A) HHblits and (B) PSI-BLAST. Pairs that belong to the same SCOPe superfamily or share statistically significant structural similarity (DALI Z-score ! 2) are true positives
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The results obtained by establishing a maximum extension for alignments are presented in Supplementary Figure S6 and Table S3 . The local and global evaluation modes remained in use since a maximally extended alignment does not necessarily imply a global alignment. Here, with the new score, COMER achieved increases of 14.2 and 11.6% in the number of HQAs in the local and global evaluation modes, respectively when the HHblits MSAs were used (COMER: 61 840 and 57 904 HQAs; COMER 0 : 54 155 and 51 890 HQAs, respectively) and corresponding increases of 10.7 and 6.7% when the PSI-BLAST MSAs were used (COMER: 49 393 and 44 446 HQAs; COMER 0 : 44 618 and 41 672 HQAs). The improvement over the other methods was greater. The differences in alignment quality are statistically significant (Supplementary Table  S3 ). Hence, we conclude that the new score leads to a significant improvement in alignment quality.
The evaluation presented above excludes alignments that cannot be considered to be either high or low quality (0:2 TM-score < 0:4). By calculating the ROC 5 score for each query and asking how likely HQA is to be ranked higher than an alignment of inferior quality (IQA) (TM-score < 0:4) when topranked alignments up to the 5th IQA per query are considered, we included alignments receiving any TM-score and evaluated them on a per query basis.
The results (Fig. 5) show that COMER demonstrates high performance across all the queries. COMER yielded 4.4 and 4.7% more queries with ROC 5 scores above a threshold (0.69 and 0.58, respectively) than HHsearch in the local and global evaluation modes, respectively when the input MSAs produced by HHblits were in use. The corresponding increases were 2.4 and 3.0% Figure 4 ; x ¼ f200; 450; 12 000; 25 000g in (A, B, C, D), respectively. Z COMER is the difference between the areas for COMER and the other method, divided by the estimated standard error. The standard errors were calculated from 100 bootstrap replicates. The statistical significance of the test statistic Z COMER is indicated in parentheses. (at ROC 5 score thresholds of 0.94 and 0.34, respectively) when the input MSAs produced by PSI-BLAST were in use. The new score gave rise to increases of 3.3 and 2.3% (both at a threshold of 0.55) in the fraction of queries in the local and global evaluation modes, respectively when the HHblits MSAs were used. They led to corresponding increases of 2.1 and 1.2% (at thresholds of 0.44 and 0.34, respectively) when the PSI-BLAST MSAs were used.
To assign more weight to these percentage increases, we note that the maximum increases in the fraction of queries determined by using HHblits instead of PSI-BLAST to generate the input MSAs were 8.2 and 8.0% (at ROC 5 score thresholds of 0.47 and 0.46) in the local and global evaluation modes, respectively. This finding means that, for example, in the local evaluation mode, the new score managed to increase the fraction of queries by 25.6% of the increase induced by the HHblits MSAs. Recognizing that HHblits and PSI-BLAST represent two different classes of methods and that HHblits is in principle an iterative HHsearch method, the benefit of the new score is obvious.
Supplementary Figures S8 and S9 provide two complex examples of homology modeling where the new score improves alignment quality. In the first example, COMER generates an alignment of accuracy comparable to that obtained using structure alignment methods. The second example delineates differences in alignment between COMER and the other two methods.
Stability of the add-on score
One can expect that the best performance that can be achieved on the test dataset will be obtained by employing the translated scores calculated by (9) using the same test dataset. We thus performed additional evaluations.
Asking to what extent the translated scores can improve COMER performance, we recalculated the translated scores (9) using the test dataset and evaluated the sensitivity and the quality of COMER alignments aided by the recalculated scores on the same test set as described above. Interestingly, the differences in sensitivity and alignment quality between the two COMER versions, one of which used the original scores and the other the recalculated scores, were not statistically significant. Statistically insignificant differences were obtained irrespective of the method, PSI-BLAST or HHblits, used to generate MSAs for profile construction. And the relation between the context and the recalculated translated scores ( Supplementary Fig. S10 ) was found to be very similar to that shown in Figure 1 .
Supplementary Figure S11 provides a partial explanation of why the scores calculated using different datasets lead to similar results. The distribution of divergence between profiles varies over protein classes, but it becomes almost the same for two non-overlapping sets of folds sampled uniformly over the classes. Thus, independent (structural) alignments and independence between context vectors ensure that the translated scores calculated on a dataset representing a diverse sample generalize to new folds.
Discussion
We have presented a new score that represents an additional component of profile-profile substitution scores. The add-on score is derived on the basis of the HDP mixture model (Margelevi cius, 2016) and designed to evaluate the similarity between local profile contexts (fragments) of arbitrary length. A comprehensive evaluation has shown that the add-on score with the optimized length for the profile fragment statistically significantly improves both sensitivity and alignment quality. For example, the number of queries with high-quality alignments in their top hits increased by 25.6% of the increase induced by using HHblits instead of PSI-BLAST for generating input MSAs.
The satisfactory performance of the add-on score can be attributed to the assumption that profile fragments represent unknown families, which opens a way to score every pair of profile positions. This signifies an important difference between this score and the scores developed to consider pairs of profile positions that can be assigned to the confidently paired clusters of substitution probabilities (Margelevi cius, 2016) . Instead of using a posterior distribution of profile fragments for a limited number of position pairs to gain accuracy, the add-on score benefits from being applied to all pairs based on the prior distribution of profile fragment pairs. Although the HDP mixture model (1) suggests an immediate extension of the context score (5) to the posterior formulation, greater computational complexity postpones the investigation of the posterior context score.
There are three aspects that make the new add-on score useful from the computational point of view. First, it does not require inference of clusters for profile fragments, facilitating the preparation of the score. Second, the score is constructed in a manner that its computational complexity does not depend on the length of profile fragments. Third, the complexity itself is low. Given that context vectors representing profile fragments can be calculated during the process of profile construction, the calculation of the add-on score requires 1 log and A þ 3 multiplication operations for (5) and O(1) time to look up the translated score (9) in the map. With the almost optimal (1 log and A þ 1 multiplication operations) computational complexity and the aforementioned beneficial properties, the addon score or the ideas behind the model can be easily adopted to assist other profile-profile alignment methods.
We used the COMER method as an environment in which to integrate the add-on score and as a tool with which to test it. In the context of profile-profile alignment performance, COMER compares favorably with two other state-of-the-art methods under all of the evaluation settings and criteria established in this study. These results support the further development of this method. In the future, we will substantially increase COMER's specificity, resulting in an even higher rate of high-quality alignments. Also, although COMER is not currently optimized for speed and is slower than HHsearch by more than an order of magnitude, we will develop a fast version of COMER. The future development of this method is thus expected to contribute even further to studies of protein evolution.
