Abstract. Pointwise a posteriori error estimates are derived for linear second order elliptic problems over general polygonal domains in 2D. The analysis carries over regardless of convexity, accounting even for slit domains, and applies to highly graded unstructured meshes as well. A key ingredient is a new asymptotic a priori estimate for regularized Green's functions. The estimators lead always to upper bounds for the error in the maximum norm, along with lower bounds under very mild regularity and nondegeneracy assumptions. The e ect of both point and line singularities is examined. Three popular local estimators for the energy norm are shown to be equivalent, when suitably interpreted, to those introduced here.
Introduction
A posteriori error estimators are currently used in a variety of engineering and scienti c computations 4, 5, 19, 21] . They in fact provide the basis for adaptive mesh re nement and quantitative error control. The ultimate goal is often to equidistribute the local discretization error, typically in the energy norm, via a proper use of information extracted from both the computed solution and data. This can be rephrased in terms of optimizing the computational e ort for a given accuracy, which in turn corresponds to avoiding overre nement. Since the pioneering paper 3], a number of estimators have been proposed and tested for various PDEs 2, 4, 5, 6, 13, 14, 19, 24, 25] . Their success have originated an increasing interest in both applications of existing estimators and development of new ones, possibly for problems of di erent type or norms other than the energy norm. Pointwise error control, for instance, appears to be crucial for certain nonlinear problems 21], and in any event extremely natural in many practical situations.
Even though asymptotic exactness is a desirable property, it is known to require geometric mesh constraints related to superconvergence that are rarely met in applications. Global equivalence between estimators and the true error is instead a more realistic property to aim at. It guarantees reliability and e ciency of associated mesh re nement algorithms 19]. Equivalence has been derived for the energy norm under the sole assumption of mesh regularity in 2, 22, 24] , and in 6] with an additional saturation assumption. In all these cases the estimators are computable quantities at the element level, thereby being inexpensive as compared with the solution process. The constants of equivalence can sometimes be estimated in regard to their dependence on mesh geometry 1]. This provides some quantitative basis for feedback error control in the energy norm. But the possibility of overre nement is not yet excluded because of the global nature of such a norm.
In this paper we view pointwise a posteriori error estimation in the spirit of 2,3,6,24], namely we fully exploit the residual equation. This enables us to formulate a theory valid for polygonal domains R 2 without restrictions on the size of internal angles or type and strength of singularities. They play indeed a secondary role in our analysis. We consider the following linear elliptic problem: (1.1) ?div (A ru) = f + div g in ; u = 0 on @ ; where both f and g may be discontinuous but bounded, and A is a smooth coe cient matrix; precise assumptions and further notation are given in x2. Jump discontinuities (or rapid variations) of g may simulate line singularities such as free boundaries (or internal layers), whereas point singularities are typically created by the corners of . We indicate with u T the piecewise linear nite element solution de ned over a highly graded unstructured mesh T made of triangles T with sides S 2 S. We denote by h T (h S ) the size of T 2 T (S 2 S), and by h T ( T ) the biggest (smallest) h T . We only assume that T satis es the minimum angle condition and the geometric constraint T Ch T for some C > 0;
1. Suppose for simplicity of exposition that the singularities of f and g occur across interelement boundaries, and set (1.2) E T := max T2T h 2 T kf + divA ru T + divgk L 1 (T) + h T k A ru T 
which is thus well de ned. Hereafter divA indicates the vector whose entries are the divergence of the corresponding columns of A, and ]] stands for the jump operator. It is worth noting that E T is an inexpensive computable quantity at the element level. In x4 we prove the existence of constants C 1 ; C 2 ; h > 0 independent of u and T such that
provided the nondegeneracy condition ku ? u T k L 1 ( ) Ch 2 T holds and f; rg possess a very weak modulus of continuity within each triangle. We also illustrate the important fact that no term in (1.2) can in general be removed. The upper bound in (1.3) is global, and relies on a novel asymptotic a priori estimate for second derivatives of regularized Green's functions, which is derived in x3. Constant C 2 is independent of the pole location. The lower bound, which rules out the risk of overestimation, is local, instead, in that a generic element indicator is shown to be bounded above by the pointwise error in the given and certain adjacent triangles. Therefore (1.2) can be used as a basis for an e cient mesh re nement strategy, We conclude this introduction with a brief discussion of existing literature on pointwise a posteriori error estimation. The estimator of 10,13], developed for A = I and g = 0, hinges upon a seemingly di erent idea from those in 2, 3, 6, 24, 25] .
It is based on formally replacing second derivatives of u, on the usual a priori error estimates, by discrete second derivatives of u T : D 2 S u T := j ru T ]] S j=h S . In determining the jumps of ru T , however, the underlying elements are not adjacent but rather su ciently far apart, at least for theoretical purposes, whereas in practice those jumps are computed across element sides S. This severe restriction was subsequently removed in 14], for the energy norm, upon using the residual equation rather than the above approach. Similar results in the maximum norm were announced in the conference report 12] for A = I and g = 0. Precise assumptions on , indicating whether or not cracks are allowed, along with a substitute for our crucial a priori estimate of x3 for the Green's function are however missing in 12].
The volumetric residual in (1.2) is claimed to be of higher order than that involving ru T ]], provided f 2 W 2;1 ( ) 12], which in turn resembles our weaker statement of Theorem 5.1. Since no a posteriori lower bound is discussed in 12, 14] , e ciency is assessed via a priori error analysis. This entails convexity of and mildly graded meshes with mesh density function h(x) satisfying jrh(x)j 1 for all x 2 11].
These conditions are rarely met in practice.
Setting
We now state the precise assumptions on the data and introduce several discrete spaces and local operators, along with the notation to be used throughout the paper. We assume that is a bounded polygon in R 2 without restrictions on the size of the internal angles, that can even be 2 , and A = (a ij (x)) is positive de nite; a ij 2 W 1;1 ( );
Additional regularity on A;f, and g will be imposed later on. A typical g will exhibit a jump discontinuity across a curve, and will be smooth elsewhere. We will extensively used the notation osc K for the oscillation of in K and (2.3)
where K is a generic subset of and L is a Lipschitz curve in with a unit normal vector n L ; h ; i will stand for the integral over the entire . No ambiguity will arise because of the orientation of n L . We will also indicate with a( ; ) the bilinear form (2.4) 17] , and that T q may exhibit jump discontinuities across interelement boundaries. The following well-known local interpolation estimate will be used later 7,15]:
where rq stands for the modulus of continuity of rq within each T.
As usual, C > 0 will denote a generic constant that may vary at the various occurrences, but will always be independent of u and T . The symbol will be used to indicate equivalence, again with lower and upper constants independent of u and T .
Regularized Green's Functions
The purpose of this section is to prove an asymptotic W 2;p -estimate for regularized Green's functions for general polygonal domains. The a priori bound is uniform with respect to the size of the internal angles of as p # 1, and is thus valid irrespective of convexity. It is also independent of the pole location. The corresponding regularized Green's function is de ned by (3.4) G 2 H : a(G; ) = h ; i; 8 2 H:
The following a priori estimate proved in 18, p.206,233,266;9] will be very useful in the sequel:
where 1 < p 0 < 4=3 is xed. Note that the restriction p 0 < 4=3 accounts for the most singular case of slit domains, thereby showing the validity of (3.5) for all bounded polygons. We intend to trace the dependence of C(p; ) on p as p # 1 This estimate is crucial in that it leads to a quasi-optimal W 2;1 -estimate. In fact, on choosing p = 1 + j log 0 j ?1 and using 0 = h T , we get
kD 2 Gk L 1 ( ) Cj log h T j 2 ;
Note that the power of the logarithm in (3.7) is one unit higher than expected. This is probably due to the method of proof. Note also that C in (3.7) depends on and but not on x 0 . We rst demonstrate the following auxiliary result.
Proof. We rst recall the following 2D Sobolev inequality 16, p.155,158]:
We then take = G 2 H in (3.4), and make use of H older inequality in conjunction with (3.
This, and a further application of (3.8), concludes the proof. Then, since kD 2 Gk p
we proceed to estimate each term on the right hand side separately. On using H older inequality, in conjunction with (3.5) for j G and A 2 W 1;1 ( )] 4 , we get
=: I j + II j + III j :
In view of (3.1), I j = 0 for all j 1. In addition, For the remaining two terms we apply H older inequality, together with jD k j j as p # 1, the asserted estimate is a trivial consequence of (3.3) and Lemma 3.1.
A Posteriori Error Analysis
In this section we prove that a pointwise estimator slightly simpler than that in x1 is equivalent to ke T k L 1 ( ) , provided f and g are somewhat smooth within each element. To do so, we rst examine an estimator applicable even for discontinuous f and g, and show the optimality of our results. Let x 0 2 satisfy je T (x 0 )j = ke T k L 1 ( ) , and let 0 denote the regularized Dirac mass of x3. Our rst goal is to prove 
On choosing > 2 = , the rst term on the right hand side of (4.3) can be hidden into the left, thereby leading to (4.1). We stress that both C and h in (4.1) depend on A;f;g and but not on u nor on T , except for (2.5). Theorem 4.1. There exist constants C 1 ; C 2 ; C 3 ; C 4 ; h > 0 independent of u and T , such that for all h T h the following estimates are valid:
Note that the logarithmic factor can be considered bounded for practical purposes. The following 1D examples illustrate the crucial fact that no term in (4.5) can be dropped. Let := (?1; 1) and T be a uniform mesh with an even number of subintervals of size h, and let A = 1. The functions f, g = g, and u are 2h-periodic in the rst two examples.
Example 4.1. Let g = 0 and f be the odd function given by f(x) = 1 for 0 < x < h. Then u turns out to be odd and given by u(x) = x(h ? x)=2 for 0 < x < h, whereas u T = 0. Therefore ke T k L 1 ( ) = h The proof of (4.6) will be split into two lemmas. We start out by showing the above upper bound. To this end we use a global argument. This obviously gives no lower bound for ke T k L 1 ( ) and raises the question of a possible overestimation, which is again con rmed by Example 4.4.
Our aim now is to show that overestimation cannot occur whenever f and rg are uniformly continuous and A 2 W 2;1 , both elementwise, and the following nondegeneracy assumption is valid: (4.14)
It is worth stressing that discontinuities of f; g, and divA are still allowed across interelement boundaries, and that (4.14) is quite reasonable in applications: it is su cient to have u x i x i C > 0 in a triangle of size h T . 
We then use (2.9) and (2.11) to deduce that all terms in the third line are o(h 2 0 ), and thus asymptotically negligible. Since u 2 C (T 0 ) for some 0 < To prove the lower bound in (4.16), let T 0 2 T satisfy E 2 T 0 = E 2 T . We again argue as above, now using Lemma 4.2 in conjunction with (2.9), (2.11), (4.17), (4.18) with = ru T ]], and (4.19) for T 0 , to obtain E 2 T = E 2 T 0 E 1
The constant C 1 in (4.16) can be computed explicitly because it involves the solution of local problems. We refer to 1] for an analysis in the energy norm. Therefore an adaptive strategy for mesh re nement could in principle be based on (4.15) and it would be e cient in the sense of 19] , that is overre nement would be avoided in view of (4.21). The nondegeneracy assumption (4.20) is guaranteed whenever u x i x i C > 0 in T 0 , but pathological situations arising from numerical pollution cannot be excluded.
In the next two sections we will investigate the relative importance of the jump residual in (4.15). We will prove in x5 that the local estimator T := max S2S h S k A ru T + g] ]k L 1 (S) ; may be equivalent to ke T k L 1 ( ) , which is in fact shown in x6. The case of discontinuities not aligned with T , along with the possibility of overestimation, will also be studied in x6. 5 . Case g = 0: Point Singularities We now assume g = 0, and intend to remove the residual term involving f + divA ru T in (4.15) . Even though f is bounded, and so u 2 C 1; locally for all 0 < < 1 16] , the need for mesh re nements and a posteriori error control may be due to the pollution e ect created by corner (or point) singularities 9,10,18,23].
Theorem 5.1. Let A 2 W 2;1 ( )] 4 and let the modulus of continuity of f in the entire satisfy f (t) = o(j log tj ?2 ). If (4.14) holds, then there exist constants C 1 ; C 2 ; h > 0 independent of u and T such that (5.1) 
for all T i , and thus
Therefore, invoking (4.19), we see that
In view of (4.14), Theorem 4.2 and the assumption on f , we end up with Such an interpretation was crucial in 10,13] in studying an adaptive procedure for radially symmetric singularities. 6 . Case g 6 = 0: Line Singularities Our aim now is to study the e ect of a line singularity ? of g. We rst discuss the case of a curve ? aligned with T , which divides into two disjoint polygons 1 and 2 .
Theorem 6.1. Let ? be a polygonal composed of sides of S. Let A 2 W 2;1 ( )] 4 and let the modulus of continuity of f in the entire , and that of rg in 1 and 2 , satisfy f (t); rg (t) = o(j log tj ?2 ). If (4.14) holds, then there exist constants C 1 ; C 2 ; h > 0 independent of u and T such that (6.1)
Proof. We proceed as in Theorem 5.1 and use the same notation. Let div T denote the elementwise divergence operator, and let the residual R be R :
On adding and subtracting I T A and T g, and using (2.11) for I T and T , we
Here we have used an inverse inequality to eliminate div T in the second line, and then reason as in (5.3) with I T A ru T + T g. The argument concludes as in Theorem 5.1.
We consider now a line discontinuity ? which is not necessarily aligned with T . Suppose in the sequel that f and A are as in Theorem 5.1, ? is a Lipschitz curve that divides into two disjoint domains 1 and 2 , n ? is the unit normal to ? pointing toward 1 , and g satis es 
This concludes the proof. 
The assertion then follows from Lemma 4.1.
The following result shows that overestimation is quite unlikely whenever the interface ? splits T into two comparable pieces.
Proof. With the aid of (6.3) and interpolation theory, we can write
k L 1 (? T ) : Remark 6.1. The most di cult situation, not covered by the above analysis, is that of an interface ? being almost parallel to a side and very close to it. In such a case, the error might be much smaller than rst order. This issue warrants further research. Remark 6.2. The estimator E 3 T has been already used successfully for the adaptive solution of time dependent free boundary problems with A = I 21].
Equivalent Estimators
The purpose of this last section is to prove that other local a posteriori estimators, typically used in connection with the energy norm, provide also information to estimate the pointwise error 6, 24, 25] . We in fact show that these estimators, when properly interpreted, are equivalent to ke T k L 1 ( ) . The estimators in 6, 24] are based on solving local problems, whereas that in 25] consists of an averaging postprocess or gradient recovery. For simplicity, we assume A = I and g = 0. 7.1. Verf urth's Estimator. Let 
Proof. We proceed now to show the equivalence of max T2T k! T k L 1 (T) and E 2 T . The rst simple observation is that
because ' is piecewise cubic and vanishes at the vertices of T. Taking ' = ! T in (7.1), and using (7.3) in conjunction with Theorem 4.2, yields
In order to prove the reverse inequality, we argue as in Lemma 4.2. Let b T 2 P 3 (T) be the canonical bubble function of T, and f' S g be the canonical basis of P 0
(T).
Let ' = T b T + P S @T S ' S 2 U T be de ned by 
We point out that this proof shows the equivalence of k! T k L 1 (T) and E 2 T at the element level, even for f with jump discontinuities across interelement boundaries.
Such equivalence might fail to hold if we suppress the bubbles as in 6].
7.2. Bank-Weiser's Estimator. Let T 2 P 0 2 (T) be the solution of (7.1) for all ' 2 P 0 2 (T) 6]. So we now have one fewer degree of freedom with respect to U T .
But to demonstrate equivalence we compensate with global continuity of f.
Corollary 7.2. Let the modulus of continuity of f in the entire satisfy f (t) = o(j log tj ?2 ), and let ke T k L 1 ( ) Ch 2 T . Then there exist C 1 ; C 2 ; h > 0 independent of u and T such that for all h T h (7.6) C 1 max T2T k T k L 1 (T) ke T k L 1 ( ) C 2 j log h T j 2 max T2T k T k L 1 (T) :
Proof. Arguing as in Corollary 7.1 we get k T k L 1 (T) CE 2 T Cke T k L 1 ( ) because of (4.16). To derive the reverse inequality we cannot proceed elementwise as before, but rather we have to deal with the set i associated with a generic node By virtue of (7.8) it is now easy to demonstrate that the information contained in Gu T can be used to estimate the pointwise error. Corollary 7.3. Let the modulus of continuity of f in satisfy f (t) = o(j log tj ?2 ), and let Ch 2 T ke T k L 1 ( ) . Then there exist C 1 ; C 2 ; h > 0 independent of u and T such that for all h T h C 1 max T2T h T kGu T ? ru T k L 1 (T) ke T k L 1 ( ) C 2 j log h T j 2 max T2T h T kGu T ? ru T k L 1 (T) :
Proof. It is enough to observe that the minimum angle condition yields and that kGu T ? ru T k L 1 (T) is attained at a vertex of T, because the underlying function is linear. The assertion nally follows from Theorem 5.1 together with (7.8).
