Edge deletion problems ask for a minimum set of edges whose deletion makes a graph have a certain property. When this property can be characterized by a finite set of forbidden induced subgraphs, the problem can be solved in fixed-parameter time by a naive bounded search tree algorithm. Sometimes deleting an edge to break an erstwhile forbidden induced subgraph might introduce new ones, which may involve the neighbors of the original forbidden induced subgraph. Therefore, in considering possible ways to break a forbidden induced subgraph one naturally takes its neighborhood into consideration. This observation easily yields more efficient branching rules, but a naive implementation will require too many tedious case analyses. Here we take advantage of modular decomposition, which allows us to focus on far simpler quotient graphs instead of the original graphs. They together yield simple improved algorithms for the edge deletion problems to chain graphs and trivially perfect graphs.
Introduction
Edge deletion problems ask for a minimum set of edges whose deletion makes a graph have a certain property, i.e., to belong to some specific graph class. As an important sub-collection of graph modification problems, they have wide applications, and most of them are known to be NP-complete [28, 13, 24, 20] . Cai [3] observed that if the desired graph class can be characterized by a finite number of forbidden induced subgraphs, then it can be solved in time c k · n O(1) by a straightforward bounded search tree algorithm-as usual, n and m denote the numbers of vertices and edges respectively in the input graph, and k is the number of edges to be deleted. Recall that a graph problem, with a nonnegative parameter k, is fixed-parameter tractable (FPT) if there is an algorithm solving it in time f (k) · (n + m) O(1) , where f is a computable function depending only on k [7] . Therefore, edge deletion problems to chain graphs ({K 3 , 2K 2 , C 5 }-free) and trivially perfect graphs ({P 4 , C 4 }-free) are FPT.
These graph classes can be recognized in linear time, and if a given graph is not a chain graph or not a trivially perfect graph, the algorithms of Heggernes et al. [16] can find in linear time a minimal forbidden induced subgraph. Using their algorithms, the aforementioned bounded search tree algorithm can be implemented in time O(c k · (n + m)). As far as the polynomial factor is concerned, this is surely optimum, and what remains is to decrease the constant c. This decrement, if possible, would be more meaningful when the polynomial factor on graph size remains linear-in literature, it is not uncommon that the improvement of the exponential factor is achieved at a cost of increasing the polynomial factor. For the trivially perfect edge deletion problem, Nastos and Gao [23] managed to decrease the constant c from 4 to 2.45, which we now further decrease to 2.42. Our main results include also the first nontrivial algorithm for the chain edge deletion problem. Theorem 1.1. Problems chain edge deletion and trivially perfect edge deletion can be solved in time O(2.57 k · (n + m)) and O(2.42 k · (n + m)) respectively.
Related work. Yannakakis [28] initiated the study of edge deletion problems by establishing NP-completeness of several of them. His results, as well as some earlier ones, were collected by Garey and Johnson in their magnum opus [13] . The general observation on easy graph classes (those having characterization of finite forbidden subgraphs) is due to Cai [3] . Bounded search tree algorithms using refined branching rules have been considered by Nastos and Gao [22, 23] and a subset of the authors [19] . Modular decomposition has been the major technical tool, used in a far extensive way, in solving the edge deletion problem to interval graphs [4] .
More often than not, the study of edge deletion problems is associated with their edge addition variations (also known as completion problems) [18, 8] . In particular, the edge deletion problem to a graph class is polynomially equivalent to the completion problem to its complement graph class (containing the complement of all graphs in the original graph class). It is worth mentioning that some graph classes, e.g., threshold graphs ({2K 2 , P 4 , C 4 }-free), are self-complementary, on which the edge deletion problem and the completion problem are equivalent. Also of intensive interest is the edge editing problems, where the modifications can be both edge additions and deletions, while the most studied is probably the cluster graphs (P 3 -free) [5] .
An O(k 2 )-vertex kernel for the chain edge deletion problem was reported by Bessy and Perez [2] . 1 Very recently, Drange and Pilipczuk [9] announced an O(k 7 )-vertex kernel for the trivially perfect edge deletion problem.
Our technique. The deletion of an edge to break an erstwhile forbidden induced subgraph might introduce new one(s). For example, deleting any edge from a C 5 introduces a 2K 2 (chain edge deletion), and deleting any edge from a C 4 introduces a P 4 (trivially perfect edge deletion). Therefore, in either case, we need to delete at least two edges from the subgraph, which implies a branching rule far better than the trivial one. A more common situation is when the newly introduced forbidden subgraph is not induced by the same set of vertices. Therefore, instead of branching on a forbidden induced subgraph, one may want to take also its neighbors into consideration. We remark that a similar observation has been used by Aravind et al. [1] in designing kernelization algorithms for edge deletion problems.
Our main technical idea appears in the way we carry out this simple strategy. The observation above is straightforward and easily yields more efficient branching rules, but a naive implementation of it requires us to consider dozens, if not hundreds, of different cases, quickly going beyond the capability of manual verification. To avoid such tedious case analyses, we take advantage of modular decomposition, which allows us to focus on far simpler quotient graphs instead of the original graphs. Together with the symmetry of forbidden induced subgraphs that concern us, this substantially reduces the chore in verifying the correctness of our branching rules. Since trivially perfect graphs are a subclass of cographs, the application of modular decomposition to them is natural; it is interesting that modular decomposition helps for the chain graphs as well.
Preliminaries
All graphs discussed in this paper are undirected and simple. A graph G is given by its vertex set V (G) and edge set E(G), whose cardinalities will be denoted by n and m respectively. For a vertex v ∈ V (G), let N G (v) denote its neighbors and
These subscripts are omitted when there is no ambiguities. For a subset X ⊆ V (G), denote by G[X] the subgraph induced by X. For a subset E − ⊆ E(G) of edges, we use G − E − to denote the subgraph (V (G), E(G) \ E − ). When E − is a singleton set consisting of only edge e, we write G − e instead. The complement graph of a graph G is defined to be G = V (G),
\ E(G) , i.e., it has the same vertex set as G, and for each pair of distinct vertices u, v ∈ V (G), there is an edge uv in E(G) if and only if uv ∈ E(G).
For ≥ 3, we use P and C to denote an induced path and induced cycle, respectively, on vertices. For ≥ 2, we use K to denote a clique on vertices, and 2K 2 stands for a graph consisting of two disjoint copies of K 2 . For , r ≥ 1, we use K ,r to denote a bi-clique that has and r vertices on left and right sides respectively. Some small graphs that will be used in this paper are depicted in Figure 1 . Note that C 4 and 2K 2 are complement to each other, while the complement graphs of P 4 and C 5 are themselves.
Figure 1: Some small graphs For a given set F of graphs, a graph G is F-free if it contains no subgraph in F. When F consists of a single graph F , we use also F -free for short. For a graph class G, the G edge deletion problem is formally defined as follows.
G edge deletion (G, k)
Input: A graph G and a nonnegative integer k. Task: Either find a set E − ⊆ E(G) of at most k edges such that G − E − is in G or report that no such a set exists.
We shall use standard technique to analyze our bounded search tree algorithms (see, e.g., [10, Theorem 2.1]). We say that a branching rule has branch vector (τ 1 , τ 2 , . . . , τ r ) if it branches into r instances, of which the new parameters are at most k − τ 1 , k − τ 2 , . . . , k − τ r , respectively. With such a branch vector, the linear recurrence for the maximum number of leaves is
and then T (k) ≤ c k , where c is the unique positive real root of
The calculation of the branching number c is always trite and thus omitted. A subset M of vertices forms a module of G if all vertices in M have the same neighborhood outside M . In other words, for any pair of vertices u, v ∈ M , a vertex x ∈ M is adjacent to u if and only if it is adjacent to v as well. The set V (G) and all singleton vertex sets are modules, called trivial. A graph on at least four vertices is prime if it contains only trivial modules. A module M is strong if for every other module M that intersects M , one of M and M is a proper subset of the other. We say that a strong module M different from V (G) is maximal if the only strong module properly containing M is V (G). The set of maximal strong modules of G partitions V (G), and defines the quotient graph G Q of G, where each vertex in G Q corresponds to a maximal strong module of G and two vertices are adjacent if the modules are adjacent in G. The reader who is unfamiliar with modular decomposition is referred to the survey of Habib and Paul [15] for a friendly introduction. The following proposition will be crucial for our algorithm. 2 Proposition 2.1. [12] The quotient graph of a connected graph is either a clique or prime.
Chain edge deletion
A bipartite graph G with vertex partition (X, Y ) is a chain graph if there is an ordering x 1 , x 2 , . . . , x |X| of X such that their neighborhoods form a chain, i.e., N (x i ) ⊆ N (x i+1 ) for every i with 1 ≤ i < |X|. Chain graphs were defined by Yannakakis [29] in studying complexity of vertex deletion problems related to bipartite graphs, when he also showed that a graph is a chain graph if and only if it is {K 3 , 2K 2 , C 5 }-free. He [27] then studied the problem of finding a minimum set of edges whose addition transforms a bipartite graph into a chain graph, and proved its NPcompleteness. Since the bipartite complement of a chain graph (i.e., taking the complement of edges between the partition (X, Y ) but keeping both X and Y independent sets) is also a chain graph, the deletion variation, which is a special case of the chain edge deletion problem, is NP-complete as well.
A trivial bounded search tree algorithm for chain edge deletion takes time O(5 k · (n + m)). Here the constant 5 is determined by the forbidden subgraph C 5 , which has five edges. It can be improved with the following observation: the deletion of any edge from a C 5 introduces a 2K 2 , and thus from a C 5 we need to delete at least two adjacent edges. The bottleneck is then triangles, whose disposal will be the focus of our algorithm. We give first efficient ways to handle some small subgraphs containing triangle(s), which are depicted in Figure 2 . Lemma 3.1. For the chain edge deletion problem, a 2K 2 , a C 5 , or any subgraph in Figure 2 can be handled by a branching rule with branching number at most 2.57.
Proof. This assertion is trivial for 2K 2 . From a C 5 we need to delete at least two adjacent edges, and there are five options. The branching vector is thus (2, 2, 2, 2, 2), yielding branching number 2.24. A diamond (Figure 2a) contains two triangles sharing a single edge bd. If we delete bd, then we are done. Otherwise, at least one edge needs to be deleted from each triangle, and there are 4 combinations. The branching vector is thus (1, 2, 2, 2, 2), yielding branching number 2.57.
We need to delete at least 2 edges from a K 4 ( Figure 2b ): deleting any single edge leaves a diamond. We may delete a pair of nonadjacent edges, and there are three such choices. We now consider otherwise, i.e., we delete a pair of adjacent edges. Edges in a K 4 are symmetric, so we may consider {ab, bc}; after their deletion, there is still a triangle acd. The deletion of {ab, bc, cd} or {ab, bc, ad} has been considered in the previous case. Thus, the only remaining case is deleting {ab, bc, ac}, which is a triangle; there are four such triangles in the K 4 . In total we have three options of deleting 2 edges, and four options of deleting 3 edges. The branching vector is thus (2, 2, 2, 3, 3, 3, 3), yielding branching number 2.20.
A house (Figure 2c ) contains a unique triangle acv, from which at least one edge has to be deleted. If we delete av or cv, then we are done. The deletion of ac leaves a C 5 , from which we need to further delete two adjacent edges, i.e., either {ab, bd} or {bd, cd} (we avoid av and cv here as they have already been considered). The branching vector is thus (1, 1, 3, 3) , yielding branching number 2.36.
We are now ready for the algorithm for the chain edge deletion problem. Recall that a vertex in the quotient graph G Q of G corresponds to a maximal strong module of G, and any subgraph of G Q is isomorphic to some subgraph in G. Proof. We may remove all isolated vertices from the graph G. If G is still disconnected, then we find a 2K 2 and branch on deleting one edge from it. Henceforth, we may assume that G is connected, and we start off with building the quotient graph G Q of G, and checking whether there exists some maximal strong module of G containing at least two edges. If such a module M is found, we proceed based on whether the edges are adjacent or not. If they are nonadjacent, then they make a 2K 2 ; otherwise, we can find either a diamond or a K 4 (by taking the three vertices incident to these two adjacent edges as well as any vertex from N G (M )). We apply Lemma 3.1 to handle them. In the remaining cases, every maximal strong module contains at most one edge. We use the algorithm of Heggernes et al. [16] to test whether G Q is a chain graph, or find a forbidden induced subgraph.
Consider first that G Q is a chain graph. If every maximal module induces an edgeless subgraph, then G must be a chain graph as well and we are done. If there exists a maximal strong module M such that G[M ] consists precisely one edge and |N (M )| ≥ 2, then we find either a diamond or a K 4 . Otherwise, for every maximal strong module M , either G[M ] is edgeless, or |N (M )| = 1. We claim that deleting all edges in these modules gives the desired chain subgraph. It is easy to verify that the resulting subgraph is a chain graph, and to verify the number of deleted edges is the minimum, it suffices to notice that each of them is in an edge-disjoint triangle. (Another way to look into them is that any pair of these edges makes a 2K 2 .)
Consider now that we have a forbidden induced subgraph X of G Q . If it is a 2K 2 or C 5 , then we call Lemma 3.1; hence we assume that X is a triangle. If any module in X consists of two or more vertices, then we can find either a diamond or a K 4 . Henceforth, each module of X consists of a single vertex; let the three vertices be x, y, and z. If there exists v ∈ N G (x) \ {y, z} that is in the same component of G − x as y and z, then depending on that the distance from v to {y, z} in G − x is 1, 2, 3, or larger, we can find a diamond or K 4 , a diamond or house, a C 5 , or a 2K 2 respectively; for each of them we can call Lemma 3.1. Now either N (x) = {y, z} or all vertices of N G (x) \ {y, z} belong to other components in G − x (different from the one containing {y, z}). If any of these components has an edge, then it makes a 2K 2 with yz; otherwise, N (x) \ {y, z} are all degree-one vertices. A symmetric argument applies to y and z. To complete the algorithm, we choose the vertex with the minimum degree from {x, y, z} (the degree might be two), and delete all its incident edges except one in the triangle xyz (chosen arbitrarily). It is easy to verify that it gives a chain subgraph, and to see that the number of delete edges is the minimum, note that when any edge, say xy, is deleted from the triangle, {xu, yv} is a 2K 2 for any pair of u ∈ N (x) \ {y, z} and v ∈ N (y) \ {x, z}.
Trivially perfect edge deletion
Golumbic [14] defined the class of trivially perfect graphs and showed that its forbidden induced subgraphs are {P 4 , C 4 }. The trivially perfect edge deletion problem was shown to be NP-hard by Sharan [24, Theorem 2.3.7] . A graph on a single vertex is clearly a trivially perfect graph. Starting from this, trivially perfect graphs can be defined recursively by taking disjoint union of trivially perfect graphs or adding a new vertex as well as edges between it and all existing vertices [26] . An alternative way to interpret this recursive construction is the following property, which will play a crucial role in what to follow. Recall that a vertex is universal in a graph G if N G [v] = V (G), and it generalizes to components naturally. First, we can take care of components one by one for a disconnected graph. Second, a universal vertex of the input graph will always remain so, hence irrelevant to our problem. Therefore, we may assume without loss of generality that the input graph is a connected graph with no universal vertices.
A trivial bounded search tree algorithm will take time O(4 k · (n + m)), which can be easily improved to O(3 k · (n + m)) by observing that at least two edges need to be deleted from a C 4 . Nastos and Gao [23] devised more efficient branching rules to take care of P 4 's, the worst of which have branching number 2.42. This enable them to solve the trivially perfect edge deletion problem in time O(2.45 k · (n + m)), where the constant 2.45 is from the disposal of C 4 's. Again, we start from efficient ways to handle some small subgraphs containing C 4 , as depicted in Figure 3 . Proposition 4.1 will be heavily used in the argument for the following lemma; in particular, it considers a vertex v that is potentially universal in some component of the object trivially perfect graph. By definition, every vertex u ∈ V (G) \ N [v] necessarily belongs to a different component in the object graph. If a component comprises an isolated vertex or two degree-one vertices, then they are trivially universal in the particular component. We will be more interested in those nontrivial ones, i.e., those of degree at least two, and hence in a component of at least three vertices. It is worth mentioning that the unique neighbor of a degree-one vertex is always universal, though possibly trivial. Lemma 4.2. For the trivially perfect edge deletion problem, a house (Figure 2c ) or any subgraph in Figure 3 can be handled by a branching rule with branching number at most 2.22.
Proof. We prove by considering vertices that are potentially nontrivial universal vertices after deletion. Note that if the some component contains three or more vertices, it must have a nontrivial universal vertex. For a vertex of degree two, being a nontrivial universal vertex means that neither of incident edges is deleted.
In a house (Figure 2c) , if v is a nontrivial universal vertex, then we have to delete {ab, cd} and we are done. The vertex a is also a nontrivial universal vertex in the previous case, and the other possibilities that a is a nontrivial universal vertex is when it is in a component with {v, b} or {v, b, c}, and then we delete {bd, ac, cv} or {bd, cd} respectively. If b is a nontrivial universal vertex, then we delete {ac, av, cd}. The situations for c and d are symmetric as a and b respectively. There must be at least one nontrivial universal vertex, as otherwise at most two nonadjacent edges are not deleted, each of which have been covered by a previous case. In total, we have three options each deleting 2 edges and another four options each deleting 3 edges. The branching vector is thus (2, 2, 2, 3, 3, 3, 3) , yielding branching number 2.20.
A pan (Figure 3a) contains a single C 4 , from which we need to delete at least two edges. There are six options in total, where, however, when {ab, bc} or {ad, dc} is kept (i.e., {ad, dc} or {ab, bc} is deleted respectively), we need to delete the edge cv as well. The branching vector is thus (2, 2, 2, 2, 3, 3), yielding branching number 2.22.
If any x ∈ {b, d, v} of a K 2,3 ( Figure 3b ) is a nontrivial universal vertex, then we need to delete all other four edges nonadjacent to x. Otherwise, for each x ∈ {b, d, v}, we need to delete either xa or xc, which including 2 3 = 8 possibilities. In total, we have three options each deleting 4 edges and another eight options each deleting 3 edges. The branching vector is thus (3, 3, 3, 3, 3, 3, 3, 3, 4, 4, 4) , yielding branching number 2.12.
Consider now G 1 (Figure 3c ). If b is a nontrivial universal vertex, then we need to delete all other four edges incident to a and c. On the other hand, if v is a nontrivial universal vertex in the component {v, a, c, d}, then it suffices to delete {ab, bc}; here d is universal as well. In the remaining cases, precisely one of {ab, bc} is deleted; we consider ab and leave bc to symmetry. In the final component containing {b, c} of the object trivially perfect graph, c must be universal (possibly trivial). Either we delete {av, ad} (both v and d are in the component) or {cv, cd} (neither v nor d is in the component), or we need to delete {cv, vd, da} or {cd, dv, va} (precisely one of v and d is in the component). In total, we have one option deleting 2 edges, four options each deleting 3 edges, and five options each deleting 4 edges. The branching vector is thus (2, 3, 3, 3, 3, 4, 4, 4, 4, 4), yielding branching number 2.05.
Note that all six vertices are symmetric in 3K 2 ( Figure 3d ). Assume first that u is a nontrivial universal vertex and we consider which of {a, b, c, d} are in the component C with u. Note that for any x ∈ {a, b, c, d}, if ux is not deleted, then vx has to be. If |C| = 5, i.e., {a, b, c, d} ⊂ C, then we need to delete six edges, all vx for x ∈ {a, b, c, d} and any two between {a, b, c, d}, which gives us six options (i). If |C| = 4, then we need to delete six edges, and there are four such options (ii). If |C| = 3, then we have four options when the two vertices of C ∩ {a, b, c, d} are adjacent, each deleting six edges (iii), and two options otherwise, each deleting eight edges (iv). The situation that no nontrivial universal vertex is contained in some cases above. When counting all options for all six vertices, note that each of (i)-(iv) is counted 1, 2, 6, and 2 times respectively. In total, we have 6 * 6 + 6 * 4/2 + 6 * 4/6 = 52 options each deleting 6 edges and 6 * 2/2 = 6 options each deleting 8 edges. The branching number is thus 1.95.
We need also the branching rules by [23] for handling some small subgraphs containing P 4 's, as depicted in Figure 4 . 23]). For the trivially perfect edge deletion problem, a C 5 or any subgraph in Figure 4 can be handled by a branching rule with branching number at most 2.42.
We are now ready to present our algorithm for the trivially perfect edge deletion problem. Again we are using modular decomposition to identify subgraphs that can be disposed of more efficiently. Before we start, let us have a closer scrutiny on the intersecting pattern between a forbidden induced subgraph X of trivially perfect graphs and modules. If X is a P 4 , a prime graph, then for any module M that intersects X, either X ⊆ M , or |X ∩ M | = 1. On the contrary, if X is a C 4 , then it may intersect a module by 1, 2, or 4 vertices, but never 3.
On the quotient graph the basic scheme of our algorithm would be similar as that of Nastos and Gao [23] , i.e., we find a hole (i.e., a C with ≥ 4) and take care of it whenever one exists. Recall that a graph is chordal if it contains no holes, and from a non-chordal graph, a hole can be detected in linear time [25] . It either is a C 4 or C 5 , or contains a P 5 , and thereby can always be handled by what we have discussed. Proof. We may remove all universal vertices from the input graph G, and if G is not connected, we consider its components one by one. Hence we may assume that G is connected, and contains no universal vertices. We may also assume that G contains more than four vertices; otherwise it can be done trivially. We start off with building the quotient graph G Q of G. We deal with first trivial cases where G has only two or three maximal strong modules. In the case of two, neither of the two modules M 1 and M 2 can be a clique (we have no universal vertices) and at least one of them contains three or more vertices; assume |M 1 | ≥ 3 and let u 1 , u 2 be a pair of nonadjacent vertices from M 2 . If G[M 1 ] is edgeless, then we have a K 2,3 by taking u 1 , u 2 and any three vertices from M 1 . Otherwise, let v 1 , v 2 be two adjacent vertices in M 1 . If there is another vertex v 3 ∈ M 1 adjacent to neither of them, then we can find a G 1 . In the remaining case, every other vertex in M 1 is adjacent to at least one of v 1 and v 2 ; since neither v 1 nor v 2 is universal, there must be
In the case of three, by definition, the modules must be pairwise adjacent. Neither can be a clique, and hence we can find two nonadjacent vertices from each of them, which make a 3K 2 .
If G Q is not chordal, then we find a hole H. If its length is five or more, then we call Lemma 4.3 to take care of the C 5 or a P 5 contained in it. Otherwise, H is a C 4 ; according to Proposition 2.1, and noting that C 4 is not prime, there must be another maximal strong module adjacent to a proper subset of H. Therefore, we can find a pan, a house, a K 2,3 , or a G 1 , and apply Lemma 4.2.
In the rest of the proof G Q is chordal. If there exists a maximal strong module M such that neither M nor N (M ) induces a clique, then we can find two nonadjacent vertices x, y ∈ N (M ), which make a C 4 together with any two nonadjacent vertices u, v ∈ M . Let M 1 and M 2 be the maximal strong modules of G that contain x and y respectively; note that M 1 and M 2 are possibly the same and they are both adjacent to M . According to Proposition 2.1, and recalling the assumption that there are at least four maximal strong modules, there must be another module that is adjacent to a proper subset of {M, M 1 , M 2 } in G Q , which enables us to find a pan, a house, a K 2,3 , or a G 1 , and apply Lemma 4.2.
If none of the previous steps have been applied, then every hole of G belongs to a subgraph induced by some maximal strong module. We proceed to these maximal strong modules one by one, during which we can re-apply previous handling, with the only exception that we meet a module M that induces a C 4 itself (its quotient graph is K 2 ). If N (M ) is not a clique, then we find a 3K 2 and call Lemma 4.2. Hence, we may assume that G[M ] is simply a C 4 and N (M ) is a clique, where we argue that it suffices to delete two edges from G[M ]. Let us fix an optimum solution E − , which contains at least two edges from G[M ]. Let u ∈ M obtain the maximum size of N G−E − (u) \ M , denoted by X. It is possible that X is empty (when M is separate from the rest of the graph), then the optimality is trivial. Otherwise, in the component of G − E − that contains u, all vertices in X are universal and no vertices out of X ∪ M can be universal (they are nonadjacent to u). Moving other vertices of M to this component, and keeping any two edges induced by M , we get a new trivially perfect subgraph of G that has at least |E(G)| − |E − | edges: this subgraph contains two edges induced by M and 4|X| edges between M and V (G) \ M .
After all these steps have been exhaustively applied, the remaining graph is chordal, and we call the algorithm of Nastos and Gao [23] to finish the problem. The runtime follows from the Lemma 4.2 and Lemma 4.3.
In the previous algorithm we have been using Lemma 4.3 to handle subgraphs in Figure 4 , which dominates the runtime. In particular, the worst branching number 2.42 is recorded for P 5 (Figure 4a ), co-pan (Figure 4d ), and fork (Figure 4c) . By similar observations as we used to handle triangles in chain edge deletion, this can be further improved. Let us take P 5 as an example, and consider internal vertices of a P 5 in G Q . If any of them corresponds to a module that consists of more than one vertices, then we can find a pan or co-fork. If any has other neighbors, we need to delete more edges and thereby have a better branching number; otherwise, we can find a P 6 , also disposable in a better way. Forks and co-pans can be treated in a similar way, and they together result in a slightly better branching number. Since the present paper is focused on conceptual simplicity, we would prefer not to exhaust possibilities in this direction.
Concluding remarks
Similar as hinted in the end of the previous section, if we take one more level of neighborhood into consideration, we can further decrease the constant in the runtime of Theorem 3.2. On the other hand, according to [8] and assuming the Exponential Time Hypothesis [17] , there must be some constant c such that trivially perfect edge deletion cannot be solved in time c k · n O(1) . We are not aware of a similar lower bound for chain edge deletion, and it would be interesting to figure out that whether it is also the case or there exists some subexponential-time algorithm.
We feel obliged to point out that the idea behind refined branching rules can be easily abused to produce unwieldy branching rules. For instance, one can always extend further to larger and larger neighborhoods, and then design more and more complex branching rules. Combined with tedious case analyses, they may enable one to claim "improved" algorithms, in the sense that the base in c k is marginally decreased. However, their overhead will easily outstrip the marginal gain in practice, while the number of cases quickly becomes overwhelming. Instead of exhausting the possibilities of more and more refined analyses, in this paper, we prefer to keep all branching rules simple and their correctness easily checkable; we stop as soon as the elegance is about to be sacrificed.
Our approach, especially the use of modular decomposition in facilitating detection of forbidden induced subgraphs (see proofs of Theorems 3.2 and 4.4), also applies to completion problems, i.e., adding at most k edges to make a graph have a certain property. For example, we may apply it to the completion problems to trivially perfect, threshold, and chain graphs (with the input graphs being bipartite or not) to obtain simpler algorithms. The details are omitted here, as subexponential-time parameterized algorithms for them are already known [8, 11] .
If we only concern ourselves with the natural graph classes that are defined and studied for their own interests (informally speaking), then we may observe that edge deletion problems are never easier, and mostly harder, than their completion variations. This difference can be substantial, e.g., Drange et al. [8] recently presented a subexponential-time algorithm for the completion problem to trivially perfect graphs and proved that its edge deletion problem does not admit such an algorithm assuming the Exponential Time Hypothesis. Sometimes it may have an intuitive explanation, e.g., on chordal graphs, destroying a hole needs a linear number of edge additions, but one single edge deletion will suffice [6] ; however, we are not aware of such a simple answer for the trivially perfect graphs.
