If you were to open your own cafe, would you not want to effortlessly identify the most suitable location to set up your shop? Choosing an optimal physical location is a critical decision for numerous businesses, as many factors contribute to the final choice of the location. In this paper, we seek to address the issue by investigating the use of publicly available Facebook Pages datawhich include user "check-ins", types of business, and business locations-to evaluate a user-selected physical location with respect to a type of business. Using a dataset of 20,877 food businesses in Singapore, we conduct analysis of several key factors including business categories, locations, and neighboring businesses. From these factors, we extract a set of relevant features and develop a robust predictive model to estimate the popularity of a business location. Our experiments have shown that the popularity of neighboring business contributes the key features to perform accurate prediction. We finally illustrate the practical usage of our proposed approach via an interactive web application system.
INTRODUCTION
Motivation. Location is a crucial factor of retail success, as 94% of retail sales are still transacted in physical stores [24] . To increase the chance of success for their stores, business owners require not only the knowledge of where their potential customers are, but also their surrounding competitors and complementary businesses. From the property owners' standpoint, it is also important to assess the potential success values of their property locations so as to determine the appropriate businesses to lease the locations to and for the right amounts. However, assessing and picking a store location is a cumbersome task for both business and property owners.
To carry out the above tasks well, many factors need to be taken into account, each of which requires gathering and analyzing the relevant data. Traditionally, business and property owners conduct surveys to assess the value of store locations [3] . Such surveys, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. however, are costly and do not scale up well. With fast changing environments (e.g., neighborhood rental, local population size, composition, etc.) and emergence of new business locations, one also needs to continuously reevaluate the value of store locations.
Fortunately, in the era of social media and mobile apps, we have an abundance of online user-generated data, which capture both activities of users in social media as well as offline activities at physical locations. Facebook is one of the world's largest social media platforms, with more than 1 billion active users everyday [21] . From the business standpoint, the massive availability of user, location, and other behavioral data in Facebook is attractive, and has changed the way people do businesses. For instance, many small/medium business owners are now setting up Facebook Pages to: (i) allow customers to find their businesses on Facebook; (ii) connect with customers via "likes" and "check-ins"; (iii) reach out to more customers through advertising their business pages on Facebook; and (iv) conduct analytics of their pages to get a deeper understanding of their customers and marketing activities.
Consumers are also adapting both their online and offline behaviors to the introduction of Facebook Pages for businesses. Other than "liking" businesses on their Facebook Pages, they can do a "check-in" whenever they physically visit the respective business stores. Facebook Pages have turned many offline signals into online behavior that can be analyzed for business insights. In particular, features such as "likes" and "check-ins" can be used as indicators of popularity, and by extension, success. Similarly, Instagram, Twitter, and Foursquare also have variants of these quantitative signals that can be retrieved from their geotagged photos, tweets, and tips. These data allow us to study the dynamics of brick-and-mortar stores and discover meaningful patterns and insights that will help retail and property owners make better decisions.
Objective. In this work, we make use of data collected from Facebook Pages to answer important research questions such as: "Where should an owner set up his physical retail store at, so as to optimize the store's popularity?", "What are the important factors influencing a store's popularity?", and "Is there a "local" effect, whereby businesses can benefit from the presence of more popular/established neighbors?" To this end, we propose a new location analytics framework that operates on top of Facebook Pages data. The centerpiece of our current framework is the following prediction task: Given a target location that a business/property owner wants to hypothetically set his/her store at, how can we extract the relevant data of businesses within the vicinity of the target location and use them to estimate the popularity of the target location?
As an illustration, Figure 1 shows a visualization of our web application system that realizes our location analytics framework. For the system's input, a business/property owner first drops a blue pin on the map that indicates the hypothetical location of his/her new store. Our system then retrieves the relevant information about the area nearby, which are also occupied by the existing businesses as indicated by the red pins. Based on these inputs, the system extracts a set of features and invokes a machine learning algorithm to predict the "check-in" score for the target location, which in turn serves as an indicator for the potential popularity of that location.
Contributions. In this paper, we show how publicly available Facebook Pages data can be analyzed and used to predict the potential popularity of a business location. To our best knowledge, this is the first work that demonstrates the feasibility of using Facebook data for business location analytics and, in particular, for aiding business and property owners to evaluate the value of a store location. It is also worth noting that our work presents a fine-grained approach that allows the business/property owners to estimate the popularity of any point on the city map. Our approach can be easily extended to predict multiple points simultaneously as well. We summarize our main contributions as follows:
• We present a new study on business location analytics using Facebook Pages data. Specifically, we conduct detailed analyses on 20,877 Facebook Pages of food-related businesses in Singapore, which constitute one of the largest business types in the city with generally healthy visitor traffic. Based on the analyses, we identify key features that can be used to extract insights, as well as suitable metric for business popularity.
• We develop a location analytics framework that includes a rich feature extraction module as well as a fast and accurate predictive model based on gradient boosting machine (GBM) [8] . Unlike the previous close work on optimal store placement [13] that outputs a ranked list of discretized areas (circles) with fixed radius, our approach is much more fine-grained. That is, our model can estimate on the fly the popularity of any arbitrary point on the map-which can be the location of an existing or a new/hypothetical businesswithout needing the locations to be discretized a priori.
• Based on our (trained) predictive model, we analyze the contribution of key features that are crucial in predicting the popularity of a retail business-at both chunk (i.e., a group of features) and individual feature levels. In particular, we discover that distance-dependent features such as the total "check-ins" of businesses within certain radius are of utmost importance. We then provide an in-depth investigation on whether businesses, particularly smaller ones, benefit from the existence of other popular businesses within its vicinity.
• To concretely realize our idea, we have built an interactive web application that allows a business/property owner to drop a pin on the map and obtain a predicted "check-in" score for that location. The application is available at http:// research.larc.smu.edu.sg/bizanalytics/.
Paper outline. Section 2 first provides an overview of related works. In Section 3, we describe the Singapore Facebook Pages data we use in our experiments. We subsequently elaborate our proposed location analytics approach in Section 4. Section 5 presents our experimental setup, followed by the results and analyses in Section 6. We present our web application prototype in Section 7, and finally conclude the paper in Section 8.
RELATED WORK
Our work can be viewed as a new type of location analytics [11] , which is an emerging area related to business intelligence (BI) [2] . In recent years, organizations have relied on BI tools to delve into their data and reveal key insights that can aid their decision-making processes. With these tools, businesses have been able to make informed decisions based on what happened and when -typically pertaining to sales figures and supplier transactions. Lately, there is an important trend for organizations to address the question of where. Conventional BI systems, however, lack location-related analytics capabilities, and thus do not consider geographic and demographic factors crucial for consumer analysis, e.g., where to set up stores, warehouses, or marketing campaigns.
Previously, combining separate BI and location-based approaches such as geographic information systems (GIS), was privileged only to large enterprises such as oil/gas-exploration companies, transportation companies, or government agencies [2] . These technologies involve costly data acquisition processes and specialized labor skills. Moreover, their integration requires complex and timeconsuming implementation. A recent survey by ESRI and IT Media firm TechTarget [4] discovered that many organizations now believe that it is important to look at business data in a geographical context. Today, location-based data are abundant, thanks to the large volumes of user traces available from social media (such as Foursquare and Facebook) as well as mobile devices. However, many organizations are still unaware of the value of location-based data and struggle to put them to effective use.
Using data from social media to understand the dynamics of a society has always been a popular research theme, particularly, in recommending a new location to a user. For example, Facebook researchers Chang and Sun [1] analyzed Facebook users' "checkins" data to develop models that predict where users will "check-in" next. They were able to predict user-to-user friendships (i.e., friend recommendation) just by the "check-in" data alone. Gao et al. [9] explored the use of Foursquare "check-ins" and temporal effects for the task of location-recommendation; subsequently, the data were also used to predict a user's location [10] .
Recent works on social media-based location analytics largely focus on detecting events and predicting user mobility patterns, although their use for BI applications are still limited so far. For instance, Li et al. [14] presented a machine learning method to discover and profile the user's location based on their following network and tweet contents. Noulas et al. [17] used Foursquare data to study the problem of predicting the next venue a mobile user will visit, by exploiting transitions between types of venues, mobility flows between venues, and spatio-temporal patterns of user "check-ins". Also based on Foursquare data, Karamshuk et al. [13] demonstrated the power of geographic (e.g., types and density of nearby places) and user mobility (e.g., transitions between venues or incoming flow of users) features in predicting the best placement of retail stores. In a similar vein, Georgiev et al. [12] conducted a study to predict the rise and decline of popularity of the local retail shops during the 2012 London Olympic Games. Most recently, Zhang et al. [25] extracted traffic and human mobility features from Manhattan restaurants data and studied how static and dynamic factors affect the economic outcome of local businesses in the city.
Our approach. Our work differs from all the above studies in several ways. Firstly, to our best knowledge, our work is the first to explore the use of Facebook data in business-location analytics. With 1.55 billion monthly active users and 50 million business pages [21] , Facebook can provide a more comprehensieve database of crowdsourced locations than other platforms (by comparison, Foursquare only has 55 million monthly active users and 1.3 million business pages [22] ). Secondly, instead of recommending places for users to establish retail stores or analyze on how unique events will affect businesses,we predict the popularity score of a user-selected venue, giving the user more freedom to choose anywhere he/she wants to set up his/her business. Thirdly, among all the works, Karamshuk et al.'s [13] is the closest to ours. But the key difference is that their work discretized the city into multiple circles with fixed radius and treated the issue as a "ranking problem", i.e., producing a ranked list of discretized circles. In contrast, we view it as a "prediction problem" and provides a much more fine-grained approach of estimating the popularity of any point on the map. Our method also works robustly on a range of radius values, instead of relying on a single predefined radius as in [13] .
FACEBOOK PAGES DATASET
In this section, we first provide an overview of the data that we collected from Facebook, and then describe the important attributes found in the data. We then conduct a simple analysis on the two popularity measures-"check-ins" and "likes"-to determine the better metric for quantifying the popularity of a business.
Data Harvesting
In this paper, we focus our studies on food-related businesses found in the Facebook of Singapore. We choose food because it constitutes one of the largest business types in Singapore with generally healthy visitor traffic ("check-ins" and "likes"). The foodrelated businesses were defined based on a manually-curated list that consists of 133 food-related categories of business, such as those containing the words "restaurant", "pub", "bar", etc. In particular, we consider food-related businesses in Singapore Facebook Pages that explicitly specify latitute-longitude coordinates, and these coordinates must be within the physical boundaries of Singapore. Using Facebook's Graph API [6] , we obtained a total of 82,566 business profiles within Singapore boundaries, of which we categorically filtered 20,877 (25.2%) profiles that are food-related. All business data were analyzed in aggregate, and no personallyidentifiable information was used. Figure 2 shows an example of one such business profile, Wimbly Lu Chocolates, with important attributes (highlighted in bold) such as: (i) ID, (ii) category (i.e., the primary-category), (iii) category list (i.e., the sub-categories), (iv) "check-in" count, (v) "like" count, and (vi) location (including latitude and longitude). Figure 3 shows the corresponding Facebook Page of the business profile.
Categories Data
From the 20,877 food-related businesses, we retrieved a total of 357 unique categorical labels (as standardized by Facebook) from the attribute "category list", which represents the sub-categories of a business. These categories contain not only food-related labels "fri_1_close": "23:00", "sat_1_open": "09:00", "sat_1_close": "23:00", "sun_1_open": "09:00", "sun_1_close": "22:30" }, "is_community_page": false, "is_published": true, "likes": 8134, "link": "https://www.facebook.com/WimblyLu Chocolates", "location": { "city": "Singapore", "country": "Singapore", "latitude": 1.3474290978105, "longitude": 103.86750392653, "street": "15-2, Jalan Riang", "zip": "358987" }, "name": "Wimbly Lu Chocolates", "parking": { "lot": 0, "street": 1, "valet": 0 }, "payment_options": { "amex": 0, "cash_only": 0, "discover": 0, "mastercard": 1, "visa": 1 }, "phone": "(65) 62891489", "price_range": "$ (0-10)", "public_transit": "Nearest MRT Serangoon: Take bus 105 from bus interchange or take bus 58 from the bus stop. Alight on the second stop and turn into Jalan Girang road. Take the first left and the second right.\nNearest MRT Lorong Chuan: Exit the MRT and walk towards NYJC and turn into Jalan Girang.\nSee you! :)", "restaurant_services": { "delivery": 0, "catering": 0, "groups": 0, "kids": 0, "outdoor": 0, "reserve": 0, "takeout": 1, "waiter": 1, "walkins": 1 }, "restaurant_specialties": { "breakfast": 0, "coffee": 1, "dinner": 0, "drinks": 1, "lunch": 0 }, "talking_about_count": 185, "username": "WimblyLuChocolates", "website": "www.wimblylu.com", "were_here_count": 22811 } (i.e., "bakery", "bar", "cafe", "coffee shop"), but also non-food labels such as "movie theatre", "shopping mall", and "train station." The existence of non-food related labels within food businesses is Facebook's way of allowing business owners to choose more than one categorical label for their business profile. For example, a Starbucks outlet located at a train station in an airport would likely have a mixture of food and non-food labels, such as "airport", "cafe", "coffee shop", and "train station." In addition, there is an intimate relationship between the categories of a target business and those of its neighbors. For instance, a family-run cafe will unlikely set itself next to an established coffee franchise like Starbucks, whereas a dessert shop may be located near complementary dining places. Table 1 shows the top 25 categories of the food businesses in Singapore, their expected "check-ins", and the percentage of businesses that perform better than expectation. The proportion of businesses performing better than expectation ranges from 6 to 28%. The largest category is "food and restaurant", which is the most common category-type. From the low percentages of those that actually perform better than the expectation, we can tell that businesses obey a long-tail distribution, with the majority of businesses being unable to achieve the expected "check-ins" or more. Table 1 : Top 25 categories of food-businesses, their expected "check-ins", and those that perform better than the expectation.
Categories
Businesses Total "check-ins" Expected "check-ins" % of Businesses that have "check-ins" count per business above the expected "check-ins" 
Location Data
Each business profile has a location attribute that contains the physical address and latitude-longitude coordinates (hereafter known as "lat-long"). Knowing the location of every business allows us to calculate the neighborhood of a selected business through the spatial distribution of other businesses around the vicinity. Specifically, we consider the set P l = {p|dist(p, l) ≤ r} of places p that lie in a radius r around a target location l. The term dist(p, l) denotes the Haversine distance [20] between two locations p and l. We can then create a two-dimensional distance matrix containing the distance between every pair of business. For efficiency, we only consider a maximum radius of 1km (i.e., r ≤ 1km). This allows us to quickly retrieve the k nearest neighbors of any location.
Visitor Data
Ideally, we would like to analyze customer information, such as who commented on or "liked" a business' Facebook post, and match/recommend some user profiles to some businesses. However, due to privacy concerns, Facebook does not allow us to identify who has checked-in or liked a particular business. Although one can still crawl the posts on a business' wall, as of Facebook's Graph API v2.0 [5] (released in 2014), Facebook no longer supplies a user's actual ID. Instead, Facebook uses the concept of "appscoped user IDs", whereby a user's ID is unique to each app and cannot be used across different apps. As our crawler is considered an app, and Facebook limits the number of user posts that an app can query in a day, we are unable to gather enough posts-and by extension user IDs-to cover all (food-related) businesses in Singapore. Having multiple crawlers will not work either, as the same user ID will be different for any two crawlers.
3.5 Popularity Indicator: "Check-in" vs "Like" more unique to Facebook, allowing users to express their recommendation/support for an entity. A "check-in" is the action of registering one's physical presence, and the total number of "checkins" received by a business gives us a rough estimate of how popular and well-received it is. In contrast, the number of "likes" literally reflects an online vote for the business. Intuitively, therefore, a "check-in" should be a more suitable measure of a physical store's popularity, as it indicates a physical presence. Furthermore, "check-in" can be repeated, i.e., a user could "check-in" to a place on Monday and do so again on Tuesday. By contrast, "likes" cannot be done repeatedly-it is a one-time event.
To prove this point, we compute the Pearson correlation coefficient (PCC) on two pairs: (i) the target business' "check-ins" w.r.t. its neighbors' total "check-ins", and (ii) the target business' "checkins" w.r.t. its neighbors' total "likes". We only use the number of "check-ins" for the target business because we are only interested in the physical presence of customers for the target business. But for the target business's neighbors, we use both "check-ins" and "likes", as they reflect the popularity-physical or metaphysicalof the area in which the target business is located. For the neighbors' total "check-ins" and total "likes", we further partitioned them based on the relative distance from the target business. Specifically, for every target business, we calculate the PCC between its "checkins" and the total "check-ins" or "likes" of its neighbors within radius r, where r = {50, 100, 150, 200, . . . , 500}. Figure 4 shows the PCC of the two popularity indicators, broken down by the relative distance. It is evident that, between the neighbors' "check-ins" and the neighbors' "likes", the "check-in" feature is the better indicator as it has a higher PCC score than "likes." Furthermore, nearer "check-ins" (e.g., 50 meters) have better PCC than further "check-ins", which suggests that the nearer a target business is to a popular neighbor, the more "check-ins" it reaps. On the contrary, the PCC score for "likes" increases as the distance between a target business and its surrounding neighbors increases. This can be attributed to the nature of "likes", which reflects an online support for the business and is not limited to physical proximity, whereas "check-ins" represent the registration of a person's physical presence, which is determined by physical proximity.
PROPOSED FRAMEWORK
Our location analytics framework, as illustrated in Figure 5 , consists of two phases: training and prediction. The training phase involves extracting a set of features from the existing business profiles and feeding them to a machine learning algorithm (i.e., gradient boosting [8] ; see Section 4.3) in order to a predictive model for the "check-in" count. In turn, the prediction phase involves extracting features from a target business profile and invoking the trained predictive model to generate a (predicted) "check-in" count for that profile. Note that the training phase is carried out offline, whereas the prediction phase is done on the fly for a (new) target profile.
The modules in our proposed framework consist of three main types: (i) input profiles, (ii) feature extractor, and (iii) predictive model. We shall describe each module type in turn.
Input Profile
The input profile represents a physical business, and is used in both training (Figure 5(a) ) and prediction ( Figure 5(b) ) phases. An input profile contains several attributes of a business, namely:
• The lat-long coordinate of the business. This is used in both training and prediction phases. Note that, during training, we only use the lat-long of the existing business profiles, whereas during prediction the lat-long being queried can be at an arbitrary (new or existing) location.
• The business categories. Examples include "bar", "cafe", "dining", "train station", etc.. This information is also used in both training and prediction phases.
• The "check-in" counts. In the training phase, we feed the actual "check-in" counts of the existing businesses as the target variable of our algorithm. In the prediction phase, the "check-in" counts of the queried locations are assumed to be unknown and our algorithm is supposed to predict them, whether it is for an existing or a new location.
All input profiles of the existing businesses are stored in a database of place profiles (cf. Figure 5) . Using this database, we can extract a set of features for a given business, which include features derived from its own (input) profile as well as features from its neighbors (computed based on a range of radius as described in Section 3.3). The next section describes our feature extraction procedure. Hotspots related Figure 6 : A break down of the feature vector into six chunks.
Database of Place Profiles

Feature Extraction
The feature extraction module serves to construct a feature vector representing a particular business. In this work, we divide our feature vector into six chunks, which represent different aspects of a target business. Figure 6 summarizes our feature chunks. The first two are associated with categorical data, while the remaining four are about hotspots (i.e., location and "check-ins") data. Table 2 summarizes the unique identifier (ID), description, and the number of features of each chunk. We describe each chunk below.
Chunk C1: The categories of the target business. This chunk is represented using a binary feature vector. For example, a categorical variable with four possible values: "A", "B", "C", and "D" is encoded using four binary features: 1, 1, 1, 1] , respectively. In other words, we use a one-vs-all scheme where we convert multi-class labels to binary labels (i.e., belong or does not belong to the class). As there are a total of 357 unique categories in the dataset of food venues, the binary feature vector will have 357 elements.
Chunk C2: The categories of the target business' neighbors. We first select-from our database of place profiles-the neighboring food businesses within r meters from the target business, after which we extract and sum up the category feature vectors of the neighbors. To define category neighborhood, we use r = 200 meters, which we found to give optimal performance in our experiments. Similar to C1, chunk C2 is also a 357-long feature vector that corresponds to the same number of unique categories, except that each feature value is now an integer. Returning to our toy example of the four categories "A", "B", "C", and "D", if a profile Total "check-ins" of food-related hotspots 20
Average "check-ins" of food-related hotspots 20
Total "check-ins" of all hotspots 20
Average "check-ins" of all hotspots 20
only has 5 neighbors of category "A" and 7 neighbors of category "B", its integer feature vector will be [5, 7, 0, 0]. Chunks C3 and C4: Food-related hotspots. The two chunks are related in that both only use food-related neighbors. In other words, they exclude neighbors that have no relevance to food, such as clothing and electronic stores. For each chunk, we are interested in "hotspots", which are circular areas with the profile in the center and each area is quantified by the "popularity" of stores within it. We define 20 hotspots around the profile whereby each hotspot is demarcated by a maximum distance of r meters, of which r ∈ {50, 100, 150, . . . , 1000}. Finally, the only difference between C3 and C4 is in how "popularity" is defined; the former computes the (natural) logarithm of the total "check-ins" within a hotspot, while the latter computes the logarithm of the average "check-ins".
It must be noted that the total and average "check-ins" include only the "check-in" counts of the neighbors and not the count of the target business itself (which is assumed to be unknown). Also, the purpose of applying logarithmic transformation to the "check-in" counts is to reduce the skewness in the counts distribution (i.e., most businesses have small "check-ins" counts, but there is a handful number of businesses with unusually large "check-ins"). In other words, applying logarithm transformation would allow us to mitigate the impact of (unusually) high "check-ins" for popular businesses. Previously, we conducted an experiment that used the raw "check-ins" instead of the logarithmic values. Indeed, we observed that using the logarithm values yielded lower prediction errors than using the raw counts. As such, we shall focus on the results of the logarithm-scaled "check-ins" throughout the rest of this paper.
Chunks C5 and C6: All (food + non-food) hotspots. These chunks are similar to C3 and C4, respectively. The only difference is that, instead of solely using food-related neighbors, chunks C5 and C6 use food and non-food neighbors together. The nonfood neighbors include bookshops, transportation facilities like bus and train stations, furniture stores, universities, etc. We include non-food hotspots so as to capture the complementary (non-food) businesses within the neighborhood of a target business.
Predictive Model
In order to learn the association between the extracted features and "check-in" scores of a given business. we train a supervised regression model called gradient boosting machine (GBM) [8] . GBM is a machine learning algorithm that iteratively constructs an ensemble of weak decision tree learners through boosting mechanism. Specifically, the boosting procedure consists of training weak learners and adding them into a final strong model in a forward stagewise manner. By combining many weak learners that have high bias (i.e., high prediction error), GBM yields an accurate and robust predictive model that has a lower bias than its constituent weak learners [16] . The GBM allows for the optimization of arbitrary differentiable loss functions for classification and/or regression task. For the purpose of "check-in" regression, however, we shall focus on the least square loss function [8] in this work.
Another major benefit of using GBM is that it can automatically derive the so-called feature importance metric [8, 16] . This provides an important mechanism to interpret the trained model and identify the key features that contribute substantially to the prediction of the target variable (i.e., "check-in" score). In particular, each decision tree in the GBM intrinsically performs feature selection by choosing the appropriate split points. This information can then be used to measure the importance of each feature. That is, the more often a feature is used in the split points of a tree, the more important that feature is. This notion can be extended to the tree ensemble by averaging the feature importance of each tree. We further elaborate our feature importance analysis in Section 6.3.
EVALUATION PRELIMINARIES
We preface our evaluation proper by detailing the evaluation metrics and procedure, the baseline models against which we compare GBM, as well as the model variations we considered in our study.
Evaluation Metrics and Procedure
To measure how accurate our predicted "check-in" scores differ from the actual (observed) scores, we use two popular regression quality metrics: mean-squared logarithmic error (MSLE) and mean absolute logarithmic error (MALE). The MSLE and MALE metrics are respectively defined as:
(log(pi + 1) − log(ai + 1))
where n is the number of samples in the test set, p is the predicted "check-ins", and a is the actual "check-ins". The MSLE metric measures the averaged squared errors, which gives a higher penalty to large logarithmic differences | log(pi + 1) − log(ai + 1)|. On the other hand, the MALE metric measures the averaged absolute errors, whereby all the individual differences are weighted equally.
To assess the performance of our predictive model, we perform a 10-fold cross-validation procedure whereby the dataset is randomly partitioned into 10 equal sized subsamples. A single subsample is retained as the validation data for testing our models, while the remaining 9 subsamples are used as training data. The cross-validation process is then repeated 10 times, with each of the 10 subsamples used exactly once as the validation data. We then report the averaged performance.
Finally, to test for the statistical significance of our results, we utilize the independent two-sample t-test [19] . In particular, we look at the p-value of the t-test involving two performance vectors, at a significance level of 0.01. If the p-value is less than 0.01, we can conclude the performance difference is statistically significant.
Baselines
We compare GBM with several regression baseline algorithms. To foster reproducibility of this work, our implementations of all these algorithms (including GBM) are based on the scikit-learn library [18] . The following baselines are used in this work:
• Distance-based nearest neighbors (DNN). This is a simple baseline that takes the logarithm of the average "check-ins" of the neighbors that reside within some radius r of a target business location. DNN works based on a simple intuition: "the more popular the neighborhood, the more popular the target location is going to be, all else being equal". We test on r ∈ {50, 100, . . . , 500} and found that DNN with r = 100m brings about the best results.
• Support vector regression with linear kernel (SVR-Linear) [7] . This method produces a linear regression model that depends only on a subset of the training data, since the cost function for building the model ignores any data points close to the model prediction. For this method, we set the cost parameter to C = 1 and the epsilon parameter (for controlling epsilon-insensitive loss) to = 0.1, which give the best performance in our experiments.
• Support vector regression with radial basis function kernel (SVR-RBF) [23] . This is the same as SVR-Linear, except that now it uses a radial basis function (Gaussian) kernel. As with SVR-Linear, we use C = 1 and = 0.1, which again constitute the optimal configuration for SVR-RBF.
Last but not least, we configure our GBM algorithm using the "least squares" loss function, a learning rate of 0.1, a maximum tree depth of 10, and a maximum tree width of "sqrt" (i.e., the square root of the total number of features). For the number of boosting iterations N , we perform an exhaustive grid search on N ∈ {100, 200, . . . , 5000} and found that N = 1000 produces the best results. Note that, in each boosting iteration, a new tree is created and added into the ensemble. As such, the number of boosting iterations N is equal to the number of trees constructed.
Model Variations
To evaluate the contributions of different feature chunks, we construct a variation of the predictive models by enumerating all possible combinations of the six chunks (see Section 4.2). That is, we construct all possible 2 6 − 1 = 63 chunk combinations and build a predictive model for each combination. We represent a model variant using a binary array of length six, where chunk Ci maps to the i th element in the array. We use the notation "[model_name] xxxxxx " to represent a particular model variant, where x ∈ {0, 1}. For example, a GBM model using C1, C2, and C4 is denoted as GBM110100. Note that DNN does not use this notation, since it works based on spatial distance only, instead of feature chunks. For SVR-Linear, SVR-RBF and GBM, we run experiments on all 63 variants and report the best results for each of the three methods.
RESULTS AND ANALYSIS
We now present our main experimental results. Our experiments seek to answer several key research questions (RQs):
RQ1: How well can our predictive model (GBM) estimate the popularity (i.e., "check-in" scores) of business locations?
RQ2: What are the contributions of different feature chunks? How robust is our model against different feature combinations?
RQ3: Do the important features found by our model make sense? What can we learn/conclude from them?
6.1 Performance Assessment (RQ1) Table 3 compares the cross-validation performances (i.e., averaged MALE and MSLE) of different regression methods. For SVR-Linear and SVR-RBF, we show both the "full variant" (i.e., SVR-Linear111111 and SVR-RBF111111) as well as the variants that give the best results for the same method (i.e., SVR-Linear111000 and SVR-RBF100011). We observe that GBM consistently and significantly outperforms other models (at p < 0.01), particularly against SVR-RBF100011, which is the best among all the baselines. 
16362* 2.56924* *: significant at 0.01 with respect to SVR-RBF 100011 We can explain the results in terms of model complexity. For instance, we can expect the simplest nearest neighbor method (i.e., DNN) to be beaten by other methods, as it only uses spatial distance. We can also anticipate that SVR-RBF would outperform SVR-Linear, as the RBF kernel maps the original features into a high-dimensional space. This expanded feature space provides SVR-RBF with a greater representation power to model a much more complex relationship than SVR-Linear. Finally, as GBM combines weak learners into a strong learner, the aggregate prediction of the ensemble is more accurate than the prediction of any of its constituent learners. This aggregation also provides GBM with more robustness to data overfitting, as compared to SVM-RBF.
Additionally, the results in Table 3 suggest that the two SVR methods are more sensitive to the variation of feature chunks, particularly to the presence of less relevant (or irrelevant) features. This can be attributed to the fact that each tree in GBM intrinsically performs feature selection, for which less important features are unlikely to be chosen and used in the ensemble. Indeed, we can see that SVR-Linear with all six chunks (i.e., SVR-Linear111111) is outperformed by the simpler SVR-Linear variant (i.e., SVR-Linear111000) that uses only three chunks. Surprisingly, the former is also outperformed by even the DNN method. The same conclusion can be made by comparing SVR-RBF111111 and SVR-RBF100011. On the contrary, GBM is more robust against inconsequential features. In fact, GBM generally improves its performance as we add more chunks, as we will see shortly in Section 6.2.
Contribution of Feature Chunks (RQ2)
The partitioning of the feature vectors into six chunks allows us to investigate the contribution of each feature group. Table 4(a) lists the top 10 GBM variants (out of 63 possible variants), sorted in an ascending order of their MALE scores. Similarly, Table 4 (b) lists the top 10 GBM variants, sorted in ascending order of their MSLE scores. Note that the top 10 GBM variants happen to be the same for the two tables, except that they have slightly different ordering. From the results, it is evident that GBM111111 does not significantly outperform the other nine variants (at a significance level of 0.01). This shows that GBM is robust against the variation of feature chunks. We can also see that the performance of the GBM improves as we add more feature chunks. Again, this can be attributed to the feature selection mechanism of each tree in the ensemble, which helps exclude irrelevant features.
Based on the binary representation of the six chunks, we can also calculate the relative significance of a chunk by counting the number of times in which it is present (i.e., when the chunk is assigned the value of 1). The sum of each chunk's presence in the 10 GBM variants is shown at the last row of Tables 4(a) and 4(b), entitled "Count". We see that the categories of the target business (i.e., chunk C1) is present in all the top 10 GBM variants, indicating that it is an essential feature. This may seem to suggest that the nature of the business itself plays a pivotal role. However, as described in Section 3.2, food businesses on Facebook may contain non-food labels such as "airport" and "shopping mall" (e.g., for a cafe located in the shopping mall of an airport). In turn, this suggests that the "environment" around a selected business is also a key factor. The method of chunk counting presented in this section is a coarsegrained analysis and is not sufficient to validate this conjecture. We will further analyze this in Section 6.3, where we employ a more fine-grained analysis of the individual feature's importance. Moving on, we also notice that the total "check-ins" chunks (i.e., chunks C3 and C5) are ranked higher than the average "check-ins" (i.e., C4 and C6), i.e., the counts are 7/10 vs. 4/10. This suggests that the total "check-ins" have more discriminatory power than the average "check-ins", which could be due to the averaging failing to account for the number of business nearby. On the other hand, total "check-ins" (of an area) gives a more accurate reflection of the potential human traffic that an area has. Finally, we see no substantial performance difference between food-related hotspots and all (i.e., food + non-food) hotspots (both have a count sum of 7 + 4 = 11). This implies that the presence of non-food-related categories does not contribute significantly to the prediction quality.
Analysis of Feature Importance (RQ3)
The analysis of the six chunks of the feature vectors in the previous section represents a coarse-grained analysis. To perform a more fine-grained analysis, we look into the full feature vector (with all six chunks included) in the GBM111111 model and try to compute the relative importance of each individual feature. GBM derives this automatically, by measuring how many times a feature is used in the split points of a tree [8] (see also Section 4.3). st to 70 th features here, as the changes in the feature importance score are fairly smooth.) Accordingly, we can make the following observations:
• Chunks C3 to C6 (black bars in Figure 7 ) dominate the top 80 feature importance positions (not fully shown in Figure 7) , and it is not until the 81 st top feature that chunks C1 and C2 show up. This suggests that hotspot features play a very crucial role: the more "check-ins" a target business' neighbors have, the more popular the target business is likely to be.
• From Figure 7 (a), 14 out of 20 hotspot features are below 500m, suggesting that nearer "check-ins" are used as a strong signal to make a split in the decision tree. This is not surprising, as it may be physically tiring for customers to travel farther than 500m, and most will settle all their outdoor needs in a specific area, such as a shopping mall.
• Comparing the total and average "check-ins" in Figure 7 (a), 14 out of 20 features belong to the former. This indicates that total "check-ins" is a better input feature/signal for split points in the GBM's trees. This finding is generally in agreement with what we have found in Section 6.2.
• Figure 7 (a) also shows that the type of neighbors (i.e., "foodonly" or "all") are equally matched with 10 counts each. Again, this finding conforms with the earlier finding in Section 6.2. Note that, despite the different approaches in Sections 6.2 and 6.3, both arrived at the similar conclusion with regard to the type of "check-in" and the type of neighbor.
• From the colored bars (i.e., chunks C1 and C2) in Figure 7 (b), we see that C1 is dominated by the C2. This suggests that categories of the neighboring businesses are more important than those of the target business (C1). Together with the "hotspot" features in Chunks C3 to C6, this reinforces the idea of a "local effect" whereby business benefit by being close to more established neighbors.
• Finally, we notice a significant and faster drop in the importance scores from the 81 st to 90 th features (as compared from the 1 st to 80 th ). In this case, places or franchises that typically attract general (and larger) crowd, such as "restaurant", "coffee", or "shopping mall"-related categories, take the first top spots among the neighbors' categories. This suggests that food-related categories (of the neighbors) are more important than the non-food categories.
WEB APPLICATION PROTOTYPE
We implement our location analytics framework as an interactive web application service, which can be accessed at: https: //research.larc.smu.edu.sg/bizanalytics/.
Technologies. We employ the following technologies to build our web application: (i) Python (implementing the predictive model and feature extraction), (ii) RabbitMQ (a messaging passing system that allows querying the predictive model), (iii) Node.js (for processing users' queries and returning the prediction results to the front-end), (iv) ElasticSearch (a distributed search engine for quering the database of place profiles), and (v) Google Maps (for visualization at the front-end). This configuration provides an efficient and scalable way to process a user's location query (via Node.js and RabbitMQ), retrieve the relevant neighbors (via ElasticSearch), involve feature extraction and predictive models (in the Python component), and finally display the prediction results to the users (again via Node.js and RabbitMQ, along with Google Maps).
User interaction. Figure 8 shows an example of how our web application works. A user drops a pin (i.e., the blue pin in the middle of the screen) to indicate where his (hypothetical) store location would be. Depending on the location, the interface also dynamically shows the neighboring businesses on the right panel and their respective information, such as (i) the distance from the drop-pin, and (ii) the number of physical "check-ins" and "likes". When the user is ready, he/she may click the "Calculate Predicted Check-ins" button, which will then calculate the predicted "check-in" score on the fly. After presenting the predicted "check-in" score, the user can also open a new panel, showing a ranked list of his/her target location relative to the nearby businesses ( Figure 9 ). The rank- ing allows users to understand how their target location would fare against the neighboring businesses. The panel also shows the highest, lowest, and the median scores of these neighbors.
Qualitative study. Figures 8 and 9 demonstrate the on-the-fly prediction of our web application, where it is able to predict the "check-in" score of a hypothetical, inexistent target business. For this example, the score of 802.24 in Figure 9 represents a fairly conservative prediction of the potential "check-ins" in the target location (i.e., the blue pin) and the selected type of business. This hypothetical business is ranked 160 th among 213 businesses, with the lowest "check-ins" being 106. This is a reasonable prediction. On the one hand, because the place is near places with consistent human traffic, such as the Hilton Hotel and several other shopping malls, it should garner a decent amount of check-ins. On the other hand, as there are many other businesses in the area (the area is a renowned shopping paradise in Singapore), it may be challenging for the hypothetical business to compete with these businesses.
DISCUSSION AND FUTURE WORK
In this work, we investigate whether businesses can benefit from other (popular) businesses within its vicinity. Our results show not only a positive correlation between the popularity of a target business and its neighbors, but also the critical importance of the "hotspot" features: the nearer a target location is to a popular place with larger "check-ins", the more successful it would be. This finding conforms with our intuition. But more importantly, it demonstrates that ubiquitous online data (such as Facebook Pages) can be used to gauge the socioeconomical values. We also show how our predictive model can be used to accurately estimate the "check-in" score of a particular location, allowing us to identify the best locations that would bring popularity, and by extension, success.
Despite the promising potentials of our approach, there remains room for improvement. For instance, our current work has not taken into account the temporal aspects of the business popularity, such as modeling the trend of the "check-in" scores over time.
Further quantitative and qualitative studies may also be needed in the future to compare our work with other location-based services such as Foursquare. To facilitate more comprehensive location analytics, we can extend our approach by building a two-level location recommendation system, whereby we first (coarsely) recommend a city district [15] and then pinpoint (multiple) promising locations within that district. As we include more data, such as non-food categories and auxiliary data that reflect the human flow of different areas of an urban city, we will be able to further improve on our current model and findings. To address all these, we plan to develop a new spatiotemporal predictive model that integrates a richer set of residential, demographics, and other social media data.
