Reinforcement learning (RL) and multi-agent reinforcement learning (MARL) are disciplines concerned with defining automatically the behaviour of an agent, or a set of interacting agents, by means of reward mechanisms coming from the environment. An important research issue in the context of RL and MARL is the definition of approaches to combine the knowledge of multiple learning agents to improve the overall performance of the multi-agent system (MAS). This paper illustrates how to improve RL and MARL algorithms by utilizing results from multi-linear algebra such as tensors and tensor factorizations. In particular, the focus is on showing how to modify existing algorithms from literature to include a tensor factorization step applied to the Q-Tables learned by the individual agents to generalize the knowledge about the actions performed in the environment. The modified algorithms are then evaluated in three RL and MARL scenarios against their unmodified version to show the benefits of the tensor factorization step.
I. INTRODUCTION
In Reinforcement learning (RL) [1] , an agent interacts with an environment to maximize its reward in the longterm. To achieve this, RL requires a precise definition of states, actions and rewards. As stated in [1] , the learner is not told what to do, it rather has to learn what are the best actions to perform according to the rewards provided by the environment in which it is situated. Furthermore, multi-agent RL (MARL) [2] is concerned with the problem of combining multiple reinforcement learners that interact in a common environment. An interesting issue of RL systems is the one of generalization [3] . Generalization is the problem of defining an approximation function to use experience and the perceptions that the agents have of the environment, to bias in a fruitful way the search for an optimal solution. In the MARL case, the generalization problem is also concerned with combining the knowledge of multiple agents about the environment.
To the best of the author's knowledge, an approach to generalization in RL involving multi-linear algebra and tensor factorization has never been attempted before. Tensor factor models have been previously applied in chemometrics [4] , face recognition [5] , gait recognition [6] , and many other applications, see [7] for a review. Recently, the interest on multi-way factor models, such as Tucker's decomposition [8] , has been revived due to their capability to consider the natural representation of spatio-temporal data. In particular, in those problems where it is possible to have a tensorial representation, multi-way factor models allow to simplify the problem at hand by projecting the raw multidimensional data to a low dimensional space that then can be analyzed with standard techniques to infer properties about the original problem. The contribution of this paper is not on defining new algorithms for RL or MARL. The contribution of this paper resides in showing how to apply tensor factorization in single and multi-agent settings, improving existing RL algorithms by introducing a further learning step to allow the agents to generalize a model of their actions and bias their learning in the environment.
To illustrate the effectiveness of this approach, existing RL and MARL algorithms are compared with their version modified with a tensor factorization step, in well known RL and MARL scenarios such as the Cart Pole, DYNA maze [9] and Robot Rescue [10] scenarios. The rest of this paper is structured as follows: Section II introduces the relevant background for this paper; Section III illustrates how to add tensor factorization to RL algorithms in multiagent settings; Section IV evaluates the proposed approach in three different scenarios, showing the benefits of including the tensor factorization step; Section V puts this work in comparison with other relevant contributions in the RL area; Finally, Section VI concludes this paper and draws the lines for future works.
II. BACKGROUND

A. Reinforcement Learning
Reinforcement learning can be defined in terms of Markov Decision Processes (MDPs).
Definition 1. (Markov Decision Process) A MDP is a tuple S, A, p, r , for which S is a set of environment states, A
is a set of possible actions the agent can perform, p is the probability of moving from one state to another given an action that can be expressed as p : S × A × S → R , and r is the reward function associated to the transition that can be expressed as r :
The behavior of an agent in its environment is defined by its action selection policy π, which is a function π : S → A. A policy is stationary if it does not evolve in time.
Equation 1 reports the discounted reward V π expected at state s, where γ ∈ (0, 1] represents a discount factor that forces the recent rewards to be more important than the old ones, while equation 2 reports the optimal reward V * at state s. The agent's goal is to find a policy π that maximizes this reward. In other words, the agent should optimize the long term reward, by only considering the short term rewards, so to asymptotically reach the optimal reward function. One algorithm achieving this is Q-Learning [11] , shown in Fig where V t (s t+1 ) = max a [Q t (s t+1 , a)] is the optimal expected reward estimate V * (s t+1 ).
In particular, as reported in [2] , [11] , for equation 3
to converge to a global optimum, the following conditions must be satisfied: a) explicit, distinct values of the Qfunction are stored and updated for each state-action pair; b) the sum ∞ t=0 α t (s, a) is infinite and the sum ∞ t=0 α 2 t (s, a) converges; c) all the state-action pairs are visited infinitely often.
The first condition is usually satisfied by implementing a lookup table (Q -Table) . The second condition is satisfied if the learning rate α t (s, a) ∈ (0, 1] as also reported in [11] . The third condition is generally satisfied by applying a policy where the probability of a random action selection is > 0 and the probability of selecting the best action is 1 − . An interesting variation of Q-Learning is provided by the SARSA algorithm [12] . SARSA is very similar to Q-Learning except that to update the Q-Table, the following equation is used:
The fact that in equation 4 no max a function is used allows SARSA to converge faster to a solution than Q-Learning if the number of actions to perform is large. Another important concept in RL is the one of eligibility trace. As reported in [1] , an eligibility trace is an additional memory variable associated to each state taking into consideration the frequency with which each state is visited. An eligibility trace can be expressed as shown in equation 5.
Where γ represents a discount factor and λ ∈ [0, 1] a decaying factor for the trace defining how much the strength of a choice in the past should be discounted. The eligibility trace can then be used to define the SARSA(λ) algorithm [1] as shown in Fig In such an algorithm, at each moment the current δ is assigned to each state according to its eligibility trace. The use of eligibility traces allows for a faster convergence to a global optimum than Q-Learning or SARSA alone, but this comes at the computational cost of keeping the information about past visited states. In what follows capital underlined letters ( T ) represent tensors, while capital letters represent matrices (M ), and lower case letters represent the elements of a matrix or of a tensor (y ijk ).
B. Tensors and Tucker's Decomposition
As reported in [13] , a tensor is defined as:
..×IN of order N is an N-way array where elements y i1,i2,...,in are indexed by i n ∈ 1, 2, ..., I n for 1 ≤ n ≤ N .
Tensors are generalization of vectors and matrices, for example third order tensors have three modes or indexes as shown in Fig. 3 . In particular, as also defined in [13] , the concept of tensor slice is specified as:
Definition 3. (Tensor Slice) A tensor slice is a twodimensional section (fragment) of a tensor, obtained by fixing all indexes except for two indexes.
Tucker's decomposition [8] is of particular importance for this paper. Tucker's decomposition is a form of higherorder principal component analysis (PCA), which removes correlation across the modes of the tensor rather than across the rows of a matrix, like PCA does. It achieves this by decomposing a tensor into a core tensor multiplied to a matrix along each mode, as shown in Fig. 4 . Considering the three-way case, with a tensor T ∈ R X×Y ×Z , Tucker's decomposition is defined as: (6) where I, J and K are the components of the projection
and • is the outer product. Such components have to be decided according to the best model that represent the data set, usually depending on the application at hand.
There are several working implementation of Tucker's decomposition, in particular the Tucker3 algorithm, as provided in the tensor toolbox [14] , is based on an alternating least square approach to compute the best Tucker's decomposition given the desired dimensions of the projection matrices, that have to be entered as an input. The fact that Tucker's decomposition behaves like a higher order PCA implies that the sub-spaces contain the factor loadings, which represent the correlation coefficients between the variables in the tensor modes and the factors. The squared factor loadings represent the percentage of variance in that indicator variable explained by the factor. In other words, the intuition behind using Tucker's decomposition in RL is that the Q- Tables of one agent at each  episode and the Q-Tables of different agents are correlated between each other as they represent different aspects of the same problem. Introducing a tensor factorization step, by considering the Q-Tables as slices of a tensor, will help to remove such correlation amongst the Q-Tables, returning tensor sub-spaces, where the columns of such sub-spaces are factor loadings characterizing states, actions, episodes, agents which are going to be used to bias the RL algorithms.
III. COMBINING TENSOR FACTORIZATION WITH Q-LEARNING ALGORITHMS
In what follows, the author shows how to include the information obtained through Tucker's decomposition in the Q-Learning algorithm, as it is the simplest one for illustration purposes. Later in this Section, the same approach is applied to more complex algorithms. The decomposition of MQT produces four sub-spaces in terms of matrices: S p as the states subspace, A p as the actions subspace, E p as the episodes subspace and Ag p as the agent sub-space.
The actions sub-space, the matrix A p , represents in each row an action and in each column the action factor loadings. It is then possible to calculate the Frobenius norm of each row of A p , where the Frobenius norm for a vector or a matrix is defined as:
representing the contribution of each action in the subspace, subdivided by the Frobenius norm of the whole action subspace A p , in order to have each action represented with a number in the range between [0,1]. The obtained values are stored in the ω vector. The ω vector is then used to tune the learning rate α according to the estimation of the contribution of each action. Furthermore, being the elements of ω in the range between [0,1], and being α between [0,1], their product is always between [0,1] and the convergence of this algorithm is ensured by the already discussed convergence constraints of Q-Learning.
The idea is that an action explaining a lot of variance is going to have a bigger coefficient in ω vector, implying that the agent will learn faster when selecting that action. Furthermore, there is also the need to update such ω vector as it may happen that during the learning the importance of each action changes according to the topology, behavior or state of the environment.
The use of a 4-way tensor to store the experience of multiple agents allows for an evaluation of the action weights in the ω vector by considering the perspective of multiple agents. This algorithm also implies further parameters in input to the Q-Learning algorithm that have to be empirically determined according to the application: the number of successive Q-Tables per agent necessary to periodically recalculate the ω vector, the number of agents involved in the simulation and the dimensions of Tucker's decomposition. The exact number of Q-Tables necessary to include in the tensor factorization to have a good estimation of ω is dependent on the properties of the application at hand and the same can be said for the dimensions of the sub-spaces of Tucker's decomposition.
In addition to calculating ω, it is possible to calculate each agent contribution to the variance in the agent subspace Ag p . Remembering that Tucker's decomposition removes correlation, the idea is that if the Q-Table of an agent explains more variance than other agents in the Ag p subspace, it means that its Q-Table is less noisy, and it explains better how to reach the solution than the other Q-Tables. Consequently, its Q-Table, represented in the algorithm in Fig. 5 as Q max , should be the one used for to the next cycle by all the agents. There are other possibilities to use the sub-spaces of the tensor factorization, but a complete analysis of all these possibilities is a matter of future work. This Section continues by showing how the tensor factorization step can be applied to existing RL algorithms.
A. Modifying the DYNA Architecture
RL and MARL algorithms can work without an MDP model, but having a model can speed up learning, by biasing the exploration. A learned model can also be useful to do more efficient value updating. In general, model learning is useful to estimate the dynamics of the environment. The DYNA architecture [9] implements a way to use a model to improve the experience of the agent, by interleaving Q-Learning with extra updates using a model, which is constantly updated too. The result is that DYNA needs less interactions with the environment, as it reuses experience to update the Q- As shown in Fig. 6 , the DYNA-H algorithm, defined by Santos et al. [15] , follows the DYNA architecture by including a model of the environment, and adding to DYNA a learning step in the planning phase using the function h a (s, H) . The h a (s, H) function uses an heuristic function H to sample the worst plans in the model, which leads to get the worst simulated rewards allowing the agent to converge quickly to a good solution by avoiding these actions at execution time, as reported in [15] . In this paper, the DYNA-H algorithm is extended with an additional tensor factorization step used as a generalization mechanism to estimate the learning rate associated to each action available to the agents. Fig. 7 shows the DYNA-HT algorithm. Except for the fact that each agent has its own environment model stored in the MModel tensor, and that DYNA-HT uses the same h a (s, H) planning function of DYNA-H, the same considerations discussed for the algorithm in Fig. 5 apply for the ω vector of DYNA-HT.
B. Modifying SARSA(λ)
This Section illustrates how the SARSA(λ) algorithm presented in Section II has been modified to include a tensor factorization step. Fig. 8 shows TSARSA(λ). With respect to SARSA(λ), the algorithm in Fig. 8 presents the following changes: a) the MultiQ tensor simply contains the Q-Tables of every agent at a certain episode; b) the MultiE tensor simply contains the eligibility trace of every different agent at a certain episode; c) since TSARSA(λ) is going to be used for control problems, the Q-Tables of every agent are periodically updated to the value of the Q-Table of the agent that can explain the least variance in the tensor agent sub-space. The last change is necessary as it implies selecting the agent with the noisiest Q-Table in the tensor, meaning that it explored the largest number of states with respect to the other agents, and consequently it is more likely to find a good sequence of actions to repeat in the next cycle. In particular, concerning the convergence of the algorithm TSARSA(λ), the focus is on tuning the learning rate α keeping it in the range between (0,1], to ensure no convergence problems.
IV. EVALUATION
To evaluate the effects and scalability of the tensor factorization step, three scenarios of growing complexity are considered. The first scenario is the Cart Pole scenario, the second one is DYNA maze defined by Sutton et al. in [9] , while the third one is the MARL cooperative robot rescue 1: Init MultiQ(s, a, ag) scenario. As already mentioned, the purpose of this paper is not, by any means, to create the best performing algorithm to solve a problem in RL, it is rather to show that tensor factorization approaches can be useful to generalize about the accumulated experience of one or more agents in order to tune the existing algorithm with a further learning step.
A. The Cart Pole Scenario
The Cart Pole scenario is a control problem where a mass is put on top of a massless rod attached to a cart that can move horizontally to balance the mass on the top. In particular, the environment is discretized to have 110 states and the agents can perform 21 different actions to balance the cart. The reward is defined in function of the angle described by the rod. If the angle is below 45 degrees, then the reward is positive, while it is negative otherwise. To evaluate the generalization capabilities of the tensor factorization step, SARSA(λ) is compared against its modified version TSARSA(λ). The parameters used for the evaluation are a discount factor γ of 0.95, a learning rate α of 1, a decay factor λ of 0.95 for the eligibility trace, an initial probability of random action selection equal to 0.001. For the tensor factorization, the update frequency of the ω vector was set to 10 episodes, and the chosen dimensions for the tensor sub-spaces obtained with Tucker's decomposition were: 10 columns for the state space, 10 columns for the action space, 9 columns for the episode space and 1 column for the agent space. The cumulative number of steps for which the agents can balance the cart Figure 9 . Cumulative Reward Curves.
pole was taken as an evaluation measure, averaging the results over 120 iterations. As shown in Fig. 9 , the one agent TSARSA(λ) already succeeds in improving the basic SARSA(λ) algorithm, converging to an equilibrium faster than SARSA(λ), which is reflected in a higher cumulative number of steps at the end of the simulation. Fig. 9 shows also that introducing multiple agents improves the results with respect to the single agent case, where to compute the curve we averaged the cumulative rewards of the agents. In particular for the multi-agent case multiple agents run concurrently and every 10 episodes their Q-Tables were factorized using the 4-way tensor factorization previously described. In the multi-agent case there are two aspects contributing: firstly, as in the single agent case, the ω vector, but this time using the perspective of many agents sharing the same goal; secondly, in the multi-agent case, the best performer is selected according to its contribution to the variance of 4-way tensor and its Q-table is used as the base point for the next episodes.
B. The DYNA Maze Scenario
This scenario uses randomly generated DYNA maze worlds, with 39×36 cells, where the goal is set to be in the [28, 34] cell. In the DYNA maze world an agent has to find the exit in a maze. The agent does not know the maze in advance and the goal is to find the optimal path between the starting point and the exit. In particular an agent can move up, down, left or right, while the environment can have tiles that represent obstacles. The reward is set to be -1 for every tile that is not the goal. Every different world in the simulation is generated using a Gaussian probability distribution to decide where the walls are situated, with mean 0 and deviation 0.3. The parameters used for the evaluation are a discount factor γ of 0.95, a learning rate α of 0.1, a a probability of random action selection equal to 0.1, and an update frequency of the ω vector of 10 episodes. The dimensions chosen for the sub-spaces of Tucker's decomposition were: 15 columns for the state space, 3 columns for the action space, 9 columns for the episode space and 1 column for the agent space.
The left part of Fig. 10 shows the path found by DYNA-H to reach the goal in a randomly generated DYNA maze world. What is interesting is that DYNA-H manages to find a good direction towards the goal with an acceptable number of steps. The right part of Fig. 10 shows an example of the effect of applying tensor factorization in DYNA-HT. In the same environment used for DYNA-H, the single agent DYNA-HT requires only 83 steps to reach the goal, while DYNA-H requires 90 steps.
As expected, the tensor factorization step allows the agent to produce a generalization about the weight of the actions according to the experience of the agent. When three DYNA-HT agents are used to estimate the path, the obtained path has 59 steps. The use of multiple agents allows the DYNA-HT to combine the knowledge of many agents and generalize better about the weight of the actions in the simulation, ending up with a better result than the single agent case. Fig. 11 shows the cumulative cost of finding the path to reach a fixed goal in the DYNA maze world for both DYNA-H and DYNA-HT. Such a test was conducted randomizing the generation of 10 different mazes, summing the steps of the path found in each of the mazes, and then averaging over 25 iterations. The evaluation of DYNA-HT includes also the multi-agent case. For the multi-agent case, to compute the curve we also average the steps of the paths found by the different agents. 
C. The Robot Rescue Scenario
The Robot Rescue Scenario is taken from the MARL toolbox [10] , and it involves two agents that must coordinate their actions to bring a rectangular object to a destination. Fig. 12 shows as schematic of this scenario. This scenario involves a 8×8 grid world. The parameters used for the evaluation are a discount factor γ of 0.95, a learning rate α of 0.1, a probability of random action selection equal to 0.1, a trace decaying factor λ of 0.95, an update frequency of the ω vector of 10 episodes, and the dimensions chosen for the sub-spaces of Tucker's decomposition were: 50 columns for the state space, 10 columns for the action space, 9 columns for the episode space and 1 column for the agent space. The fact that this scenario involves two agents that coordinate between each other implies a quite big state space as the agents can perform joint actions to bring the block to the destination, resulting in a Q-Table of 921600 elements. From the computational perspective, tensor factorization methods scale up quite well [16] , consequently, the application of the tensor factorization step does not imply a big computational load on the algorithm even for large MARL problems. In particular, this scenario is already multi-agent, so in this case the Team-Q [17] algorithm, available in the MARL toolbox, is directly compared with its modified version Team-TQ. Team-Q uses a plain Q-Learning approach with eligibility traces. Fig. 13 reports the cumulative costs of both algorithms. The cumulative cost of Team-TQ is improved with respect to Team-Q. The result implies that the use of a tensor factorization step happens to be effective in big MDPs, where there are many states upon which the agents apply their policies.
V. RELATED WORK
To the best of the author's knowledge the use of tensor factorization in RL and MARL is a novel idea. However, modifying the agents' learning rate by means of generalizations or function approximations is not a new idea. In [18] , Bowling and Veloso present the WOLF algorithm, a MARL algorithm involving variable learning rates. In WOLF, the learning rate is adapted according to the performance of the agent. The main difference between the tensor factorization step and [18] is that the former estimates the learning rate for each action according to the explained variance, while in the latter the learning rates follow a well defined function that requires the notion of winning or losing.
In [19] da Motta and Anderson present a RL algorithm that uses a local radial basis function to extract features in terms of adjusting errors to tune the behavior or the RL algorithm. The approach presented in this paper follows a similar idea to the one of da Motta and Anderson, but rather than performing an estimation on the states, the tensor factoriation performs an estimation on the variance explained by each agent and each action in a tensor of Q-Tables.
In [20] Hester and Stone define the RL-DT algorithm combining reinforcement learning with decision trees as a generalization step to learn a model of the environment. The decision tree is used to predict, given the current state and action of the agent, the next state and reward received by the agent. The results shown in [20] , demonstrate that the combination of decisions trees with reinforcement learning allows the agents to take better informed decisions about the exploration of the environment, when compared to standard model based algorithms. The tensor factorization step proposed in this paper for generalization purposes is not model based, it uses the accumulated knowledge of the agents to create a factorized tensor in an unsupervised manner. RL-DT uses supervised machine learning to classify the states.
The Heuristically Accelerated Minimax-Q (HAMMQ) is presented by Bianchi et al. in [21] for zero sum Markov games. HAMMQ introduce a heuristic function that influences the choice of the action by taking into consideration both the actions of the agent and the actions of its opponent in the environment. The tensor factorization step proposed does not use heuristic evaluations of the states, it estimates the contribution of each action to the variance of the Q-Tables in the tensor. A possibility is to define a heuristic function to decide which action to take according to the variance explained in the states, rather than by the actions as currently done in this paper.
VI. CONCLUSION AND FUTURE WORK
This paper presented a generalization step based on tensor factorization for RL and MARL scenarios. This step is based on Tucker's decomposition to estimate the weight of each action to bias the learning rates of the agents in the environment. Convergence is ensured as the learning rate is kept in the range (0, 1]. Existing algorithms modified with tensor factorization were compared with their original version in three scenarios of growing complexity, showing that tensor factorization is a viable approach to improve RL and MARL algorithms, but showing also that the approach can scale up with the size of the problem.
The author's hope is that the ideas presented in this paper will foster new research directions at the intersection between multi-linear algebra and reinforcement learning, allowing researcher to improve existing algorithms, but also to define new algorithms that use efficiently the information held by the sub-spaces obtained through the tensor factorization step.
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