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Dynamic Rate Allocation in
Markovian Quasi-Static Multiple
Access Channels: A Game Theoretic
Approach
Konstantin Avrachenkov
INRIA research group, Sophia Antipolis, France
E-mail: konstantin.avratchenkov@inria.fr
We deal with multiple access channels whose channel coefficients follow
a quasi-static Markov process on a finite set of states. We address the
issue of allocating transmission rates to users in each time interval, such
that optimality and fairness of an allocation are preserved throughout a
communication, and moreover all the users are consistently satisfied with
it. First we show how to allocate the rates in a global optimal fashion.We
give a sufficient condition for the optimal rates to fulfil some fairness
criteria in a time consistent way. Then we utilize the gametheoretical
concepts of time consistent Core and Cooperation Maintenance.We show
that in our model the sets of rates fulfilling these properties coincide and
they also coincide with the set of global optimal rate allocations. The
relevance of our dynamic rate allocation to LTE systems is also shown.
This is a joint work with L. Cottatellucci (Eurecom) and L. Maggi
(CreateNet)
c© K. Avrachenkov, 2013
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Queue with constant retrial rate:
verification of stability region via
regenerative simulation
Konstantin Avrachenkov1, Evsey V. Morozov2,
Ruslana S. Nekrasova2, Bart Steyaert3
INRIA research group, Sophia Antipolis, France1
Institute of Applied Mathematical Research,
Karelian Research Centre RAS, Petrozavodsk, Russia2
S.M.A.C.S, University of Ghent, Ghent, Belgium3
E-mail: konstantin.avratchenkov@inria.fr,emorozov@karelia.ru,
ruslana.nekrasova@mail.ru,bs@telin.ugent.be
We study the stability region of a general retrial queueing system with
constant retrial rate. Considered finite-capacity system (denoted as Σ) is
fed by the renewal input of primary customers with rate λ.
If arrivals find all servers busy and buffer full they join an infinite-
capacity virtual orbit and then try to rejoin the primary queue after an
exponentially distributed time with (retrial) rate µ0. We stress that orbit
rate in Σ does not depend on the orbit size (the number of orbit customers)
unlike classical retrial models. Such a system can be applied to model
some networking protocols.
The infinite growth of orbit size indicates the instability of Σ. Other-
wise, the system is stable and obeys the stationary regime. The following
sufficient stability condition has been proved in [1]:
(λ+ µ0)Ploss < µ0, (1)
where Ploss is the stationary loss probability in a loss system with input
rate λ+µ0. Note that (1) is stability criteria for the system with Poisson
input of primary customers.
c©K. Avrachenkov, E. V. Morozov, R. S. Nekrasova, B. Steyaert,
2013
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On the other hand, stability criteria of GI/M/1-type bufferless retrial
system with constant retrial rate has been found in [2]. The main purpose
of the present work is to study by simulation the tightness of the stability
region given by sufficient condition (1) for non-Poisson primary customers.
At that the regenerative simulation is used to obtain an estimate of the
(unknown) loss probability Ploss.
Furthermore, we consider a retrial queueing system with N classes of
customers and N orbits. Class-i primary customers are characterized by
the input rate λi, service rate µi and exponential retrial times with rate
µ
(i)
0 , i = 1, . . . , N . Such a system is also motivated by multiple telecom-
munication applications with multi class customers. For the single-server
bufferless system with Poisson inputs of primary customers, the following
necessary stability conditions are obtained
λiPb < µ
(i)
0 (1− Pb), i = 1, . . . , N, (2)
where Pb is the stationary busy probability in an corresponding loss sys-
tem with input rate
∑
i(λi + µ
(i)
0 ).
Simulation shows that conditions (2) determine the stability region of
a 2-orbit system with a high accuracy being in fact stability criteria.
Acknowledgements. This work is done under financial support of
the Program of Strategy development of PetrSU in the framework of the
research activity.
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Profit Maximizing Problem in Social
Network Product Diffusion
Olga K. Bogdanova, Elena M. Parilina
Saint-Petersburg State University
E-mail: bogdanova.o.k@gmail.com, elena.parilina@gmail.com
We consider a social network consisting of a finite number of agents
and simulate the process of diffusion of a new product on the market
characterized by the network.
Let N be the set of agents. Each agent can be in one of two states:
it can be active or susceptible. Active agent obtains a product. Sus-
ceptible agent doesn’t obtain a product, but he can purchase the product
under the influence of external factors, i.e. influence of neighbors, product
advertising, etc.
The following states of the network are possible:
(0, n), (1, n− 1), . . . , (n, 0). Pair (i, n− i) is a state of the network, where
i is a number of active agents, n−i is a number of susceptible agents. The
network can move from one state to another. The transition is as follows.
We suppose there are two factors of influence on the network agents.
They are product advertising and neighbors’ opinion. Denote the level of
advertising as λ = λ(c), where c ∈ [0, c0] is an amount of money invested
in advertising of the product, λ ≥ 0 is a nondecreasing function of c. The
probability of transition from susceptible to active state is denoted by
p = p(λ, θ), where θ is the ratio of the number of active neighbors a to the
total number of neighbors k = const, p ∈ [0, 1] is a nondecreasing function
of θ. We suppose that case where the reverse transition isn’t possible.
The diffusion process can be described using the Markov chain with
the finite state space {(0, n), (1, n−1), . . . , (n, 0)} and matrix of transition
c© Olga K. Bogdanova, Elena M. Parilina, 2013
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probabilities:
Π =


C0np
0(1 − p)n C1np1(1− p)n−1 . . . Cnnpn(1− p)0
0 C0n−1p
0(1 − p)n−1 . . . Cn−1n−1pn−1(1− p)0
. . . . . . . . . . . .
0 0 . . . 1


Suppose there is one firm distributing the product in the social network
under consideration. The task of the firm is to maximize profits in the
long run. Let λ and p be known. Then profits of the firm can be described
by the function
b(λ, θ, c, r) =
k∑
i=1
biδ
i−1,
where bi = E[ai − ai−1]ri − ci is an anticipated profit of the firm at stage
i, ai is a number of neighbors at stage i, δ ∈ (0, 1) is a discount factor, ci
is the cost of advertising at stage i, r ∈ [r0, R] is a price of the product,
r0 is a cost price of the product.
The strategy of the firm is a set of pairs (ri, ci), i = 1, t, where pair
(ri, ci) is the strategy of the firm at stage i, t is a total number of stages.
Therefore, the problem is in finding the optimal strategy of the firm,
that is the strategy maximizing the total profit of the firm.
This study is devoted to empirical research of the behavior of the
model depending on the parameters. Different λ and p function types are
considered.
References
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Èññëåäîâàíèå äèíàìè÷åñêèõ ñèñòåì
â èíòåðâàëüíîì àçîâîì
ïðîñòðàíñòâå
È. Ï. Áîëîäóðèíà, À. Â. Êóëåøîâ
ã. Îðåíáóðã
E-mail: prmatmail.osu.ru
Â äàííîé ñòàòüå ïðåäñòàâëåí âûâîä ïîíÿòèÿ äèíàìè÷åñêîé ñèñòå-
ìû â ïðîñòðàíñòâå n-ìåðíûõ èíòåðâàëîâ. Îáîñíîâàíû âàæíûå ñâîé-
ñòâà òàêîé ñèñòåìû, ïîçâîëÿþùèå èñïîëüçîâàòü íåêîòîðûå ìåòîäû
äåéñòâèòåëüíîãî àíàëèçà äëÿ èññëåäîâàíèÿ èíòåðâàëüíûõ äèíàìè÷å-
ñêèõ ñèñòåì.
Ââåäåíèå
àññìîòðèì ëèíåéíóþ óïðàâëÿåìóþ ñèñòåìó
x˙(t) = A(t)x(t) +B(t)u(t) + h(t), (1)
ãäå x(t) ∈ Rn, u(t) ∈ Rm ïðè t ∈ [t0, T ] ñ íà÷àëüíûìè óñëîâèÿìè
x(t0) = x
0
, â êîòîðîé êîýèöèåíòû A(t), B(t), h(t) - èçâåñòíûå äî-
ñòàòî÷íî ãëàäêèå óíêöèè. Ñóùåñòâóåò êëàññ çàäà÷, â êîòîðûõ êîý-
èöèåíòû ìîäåëè (1) ïîëàãàþòñÿ íåèçâåñòíûìè óíêöèÿìè, êîòîðûå
ëåæàò â ïðåäåëàõ èíòåðâàëîâ ñ èçâåñòíûìè ãðàíèöàìè. Ôàçîâûé âåê-
òîð ïðè ýòîì ñ÷èòàåòñÿ äåòåðìèíèðîâàííûì. Îäíàêî, åñòåññòâåííûì
ïðåäñòàâëÿåòñÿ, ïî àíàëîãèè ñ êîýèöèåíòàìè, ñ÷èòàòü èíòåðâàëü-
íûì è àçîâûé âåêòîð. Íî äëÿ ýòîãî íåîáõîäèìî ââåñòè ïîíÿòèå èí-
òåðâàëüíîé óíêöèè è èíòåðâàëüíîé ïðîèçâîäíîé. Äëÿ ýòîãî ââåäåì
ïðîñòðàíñòâî èíòåðâàëüíûõ âåêòîðîâ, çàäàäèì â íåì ìåòðèêó è îòíî-
øåíèå ïîðÿäêà è ñîðìóëèðóåì íåîáõîäèìûå îïðåäåëåíèÿ.
Ïðîñòðàíñòâî IRn
© È. Ï. Áîëîäóðèíà, À. Â. Êóëåøîâ, 2013
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àññìîòðèì ïðîñòðàíñòâî IRn âåêòîðîâ, ñîñòàâëåííûõ èç èíòåðâà-
ëîâ xi = [xi, xi] ñ äåéñòâèòåëüíûìè ãðàíèöàìè
xi, xi ∈ R, i = 1, n. Ñëåäóÿ ïðèíÿòîé â èíòåðâàëüíîì àíàëèçå òåðìèíî-
ëîãèè, ïåðåéäåì ê îáîçíà÷åíèÿì
x =
(
[x1,0 −∆x1, x1,0 +∆x1] · · · [xn,0 −∆xn, xn,0 +∆xn]
)
,
ãäå xi,0 =
x
i
+xi
2 , ∆xi =
xi−xi
2 , i = 1, n. Ïîñêîëüêó x ∈ IRn îäíîçíà÷-
íî îïðåäåëÿåòñÿ ïàðîé äåéñòâèòåëüíûõ âåêòîðîâ: x0 ∈ Rn - âåêòîðîì
öåíòðîâ è ∆x ∈ Rn - âåêòîðîì ïîëóäëèí êîìïîíåíò äàëåå, ãäå ýòî
íåîáõîäèìî, íàðÿäó ñ ïîäðîáíîé çàïèñüþ, äëÿ ñîêðàùåíèÿ áóäåì ïè-
ñàòü x = (x0,∆x) .
Áóäåì âûäåëÿòü ïîëóæèðíûì íà÷åðòàíèåì èíòåðâàëû è èíòåðâàëü-
íûå âåêòîðû, à îáû÷íûì - ÷èñëà è ÷èñëîâûå âåêòîðû.
Îáû÷íûì ñïîñîáîì [1℄ îïðåäåëèì íà IRn îïåðàöèè óìíîæåíèÿ âåêòî-
ðà íà ÷èñëî, ñëîæåíèÿ è ñêàëÿðíîãî óìíîæåíèÿ âåêòîðîâ.
Ìåòðèêà è îòíîøåíèå ïîðÿäêà â ïðîñòðàíñòâå IRn
Çàäàäèì ðàññòîÿíèå ρ (x,y) : IRn × IRn → R â ñëåäóþùèì îáðà-
çîì:
∀x,y ∈ IRn, ρ (x,y) =
n∑
i=1
|yi,0 − xi,0|+
n∑
i=1
|∆yi −∆xi|. (2)
Íå òðóäíî óáåäèòüñÿ, ÷òî (2) ÿâëÿåòñÿ ìåòðèêîé â IRn. Äëÿ ∀x,y, z ∈
IRn àêñèîìû ìåòðèêè âûïîëíÿþòñÿ â ñèëó ñâîéñòâ ìîäóëÿ äåéñòâè-
òåëüíîãî ÷èñëà. Çíà÷èò IRn - ìåòðè÷åñêîå ïðîñòðàíñòâî ñ ìåòðèêîé
(2).
Îïðåäåëèì îòíîøåíèå ïîðÿäêà íà IRn ñ èñïîëüçîâàíèåì ïîêàçàòåëÿ
èíòåðâàëüíîãî íåðàâåíñòâà [2℄. Ñíà÷àëà ïðèâåäåì ýòîò ïîêàçàòåëü äëÿ
ñêàëÿðíûõ èíòåðâàëîâ, à çàòåì ðàñøèðèì ýòî ïîíÿòèå íà n-ìåðíûé
ñëó÷àé. Ïîêàçàòåëü èíòåðâàëüíîãî íåðàâåíñòâà åñòü äåéñòâèòåëüíàÿ
óíêöèÿ ïàð èíòåðâàëîâ: r (x ≤ y) : IR × IR → R, êîòîðàÿ õàðàêòå-
ðèçóåò ñòåïåíü âûïîëíåíèÿ íåðàâåíñòâà x ≤ y, ñëåäóþùåãî âèäà:
r (x ≤ y) = y0 − x0
∆y +∆x
. (3)
Îòíîøåíèå ïîðÿäêà ìåæäó èíòåðâàëüíûìè âåêòîðàìè áóäåì ñ÷èòàòü
îïðåäåëåííûì, åñëè îòíîøåíèÿ ïîðÿäêà äëÿ âñåõ n ïàð êîìïîíåíò
r (xi ≤ yi), i = 1, n îäíîãî çíàêà. Ïðè ýòîì
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Rel (x ≤ y) = |r¯i|sign(r¯i), ãäå r¯i = min
i
r(xi ≤ yi). Â ïðîòèâíîì ñëó-
÷àå îòíîøåíèå ïîðÿäêà áóäåì ñ÷èòàòü íåîïðåäåëåííûì.
Îïðåäåëåíèå 1.Ìíîæåñòâî K ⊂ IRn íàçûâàåòñÿ îãðàíè÷åííûì, åñ-
ëè äëÿ ∀x ∈ K, ∃M ∈ IRn : Rel (x ≤M) , Rel (−M ≤ x) îäíîâðåìåííî
îïðåäåëåíû è áîëüøå 1.
Îïðåäåëåíèå 2.
ÌíîæåñòâîK ⊂ IRn íàçûâàåòñÿ çàìêíóòûì, åñëè äëÿ ∀ε ∈ R+, ∃x,y1 ∈
K : ρ (x,y1) < ε,
∃y2 /∈ K : ρ (x,y2) < ε.
Îãðàíè÷åííûå çàìêíóòûå ìíîæåñòâà â IRn áóäåì íàçûâàòü êîìïàêò-
íûìè â IRn.
Îïðåäåëåíèå 3.
Ìíîæåñòâî K ⊂ IRn íàçûâàåòñÿ âûïóêëûì, åñëè äëÿ ∀x ∈ K, ∀λ ∈
R, λ ∈ [0, 1] : λx+ (1− λ)x ∈ K.
Ïðåäåë è ïðîèçâîäíàÿ â IRn
Áóäåì ãîâîðèòü, ÷òî íà êîìïàêòíîì ìíîæåñòâå T ⊂ R çàäàíà n-
ìåðíàÿ èíòåðâàëüíàÿ óíêöèÿ f : R→ IRn äåéñòâèòåëüíîé ïåðåìåí-
íîé t ∈ T , åñëè ∀t ∈ T ∃f(t) ∈ IRn.
Îïðåäåëåíèå 4.
Èíòåðâàëüíûé âåêòîðA ∈ IRn ÿâëÿåòñÿ ïðåäåëîì èíòåðâàëüíîé óíê-
öèè f(t) ïðè t → t0, åñëè ∀ε ∈ R+ ∃δ(ε) ∈ R+ : ∀t ∈ T, |t − t0| < δ :
ρ (f(t),A) < ε. Ïî àíàëîãèè ñ äåéñòâèòåëüíûì àíàëèçîì, áóäåì èñ-
ïîëüçîâàòü îáîçíà÷åíèå A = lim
t→t0
f(t).
Ïîä ïîíÿòèåì ïðèðàùåíèÿ óíêöèè íà îòðåçêå âðåìåíè áóäåì ïî-
íèìàòü èíòåðâàë, õàðàêòåðèçóþùèé ðàññòîÿíèå ìåæäó çíà÷åíèÿìè
óíêöèè â íà÷àëüíûé è êîíå÷íûé ìîìåíòû âðåìåíè. Äëÿ åãî ââåäå-
íèÿ óäîáíî âîñïîëüçîâàòüñÿ çàïèñüþ f(t) = (f0(t),∆f(t)).
Îïðåäåëåíèå 5.
Ïðèðàùåíèåì óíêöèè f(t) íà îòðåçêå âðåìåíè [t1, t2] íàçîâåì âåëè-
÷èíó
δf(t1, t2) =
(
f0(t2)− f0(t1);∆f(t2)−∆f(t1)
)
.
Îïðåäåëåíèå 6.
Ïðîèçâîäíîé óíêöèè f(t) â òî÷êå t0 íàçîâåì ïðåäåë
f˙(t0) = lim
∆t→0
δf(t0, t0 +∆t)
∆t
,
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åñëè îí ñóùåñòâóåò.
àçîáüåì îòðåçîê âðåìåíè [t0, t] òî÷êàìè t1, t2, ..., tN = t, ïðè ýòîì
∆ti = ti − ti−1, i = 1, N .
Îïðåäåëåíèå 7.
Èíòåãðàëîì èíòåðâàëüíîé óíêöèè f(τ) íà îòðåçêå [t0, t] íàçûâàåòñÿ
ïðåäåë, åñëè îí ñóùåñòâóåò, âèäà lim
∆ti→0
N∑
i=1
f(ti)∆ti. Ïî àíàëîãèè ñ äåé-
ñòâèòåëüíûì àíàëèçîì, áóäåì ïèñàòü
t∫
t0
f(τ)dτ .
Ëåììà 1.Ïðåäåë èíòåðâàëüíîé óíêöèè ðàâåí èíòåðâàëó ñ ïðåäåëü-
íûìè ãðàíèöàìè.
Äîêàçàòåëüñòâî ëåììû îñíîâûâàåòñÿ íà ñâîéñòâàõ ìîäóëÿ äåéñòâè-
òåëüíîãî ÷èñëà, îïðåäåëåíèè ïðîèçâîäíîé è îïðåäåëåíèè ìåòðèêè (2).//
Â äàëüíåéøåì íàì ïîíàäîáèòñÿ ïîíÿòèå íåïðåðûâíîãî îòîáðàæåíèÿ.
Îïðåäåëåíèå 8.
Áóäåì ãîâîðèòü, ÷òî óíêöèÿ f(t) íåïðåðûâíà â òî÷êå t0 ∈ T , åñëè
∀ε ∈ R+ ∃δ ∈ R+, ∀t ∈ T : |t− t0| < δ, ρ(f(t), f(t0)) < ε.
Äèíàìè÷åñêàÿ ñèñòåìà â IRn
àññìîòðèì â IRn äèíàìè÷åñêóþ ñèñòåìó
x˙(t) = A(t)x(t) +B(t)u(t) + h(t), (4)
ãäå x(t) : T → IRn, A,B,h - èíòåðâàëüíûå ìàòðè÷íûå óíêöèè ðàç-
ìåðíîñòåé n× n, n×m, n× 1  ýëåìåíòàìè ai,j,bi,k,hi, i, j = 1, n, k =
1,m - èíòåðâàëüíûìè óíêöèÿìè òèïà T → IR ñ èçâåñòíûìè íåïðå-
ðûâíî äèåðåíöèðóåìûìè ãðàíèöàìè. Óïðàâëÿþùåå âîçäåéñòâèå
u(t) ⊂ Ω, u : T → Rm ÿâëÿåòñÿ äåòåðìèíèðîâàííîé óíêöèåé, ïî-
ñêîëüêó ñ÷èòàåòñÿ, ÷òî åå çíà÷åíèå îäíîçíà÷íî îïðåäåëÿåòñÿ óïðàâëÿ-
þùåé ñòîðîíîé. Ω áóäåì ñ÷èòàòü ïîñòîÿííûì âûïóêëûì êîìïàêòíûì
ìíîæåñòâîì.
Ïóñòü èçâåñòíî ñîñòîÿíèå ñèñòåìû (4) â íåêîòîðûé ìîìåíò âðåìåíè
t0, êîòîðûé ñ÷èòàåì íà÷àëüíûì,
x(t0) = x
0, (5)
ãäå x0 ∈ IRn - èíòåðâàëüíûé âåêòîð ñ èçâåñòíûìè êîíå÷íîìåðíûìè
ãðàíèöàìè.
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Îïðåäåëåíèå 9.
Ìíîæåñòâîì äîñòèæèìîñòè ñèñòåìû (5), (6) â ìîìåíò âðåìåíè t ∈ T
íàçîâåì ìíîæåñòâî P (t, t0,x
0,Ω) ïðàâûõ êîíöîâ òðàåêòîðèé x(t), âû-
õîäÿùèõ èç x0 ñ ó÷åòîì âñåâîçìîæíûõ äîïóñòèìûõ ðåàëèçàöèé óïðàâ-
ëåíèé u(τ) ∈ Ω, t0 ≤ τ < t. Äàëåå áóäåì ïèñàòü êðàòêî P (t).
Òåîðåìà 1. Ìíîæåñòâî äîñòèæèìîñòè P (t) ñèñòåìû (5) ñ íà-
÷àëüíûì óñëîâèåì (6) ïðè ñäåëàííûõ ïðåäïîëîæåíèÿõ ÿâëÿåòñÿ êîì-
ïàêòíûì âûïóêëûì â IRn ìíîæåñòâîì [3℄.
Äîêàçàòåëüñòâî òåîðåìû ïðîâîäèòñÿ â 3 ýòàïà.
1. Ïîêàçûâàþò îãðàíè÷åííîñòü ìíîæåñòâà äîñòèæèìîñòè ñ èñïîëü-
çîâàíèåì àíàëîãà èíòåãðàëüíîé îðìóëû è òðåáîâàíèé, íàêëà-
äûâàåìûõ íà êîýèöèåíòû ìîäåëè (4);
2. Îáîñíîâûâàþò íåïðåðûâíóþ çàâèñèìîñòü âûáîðà óïðàâëÿþùåé
ïîñëåäîâàòåëüíîñòè è ñîîòâåòñòâóþùåé åé òðàåêòîðèåé;
3. Èñïîëüçóÿ íåïðåðûíîñòü ñîîòíîøåíèÿ u(τ), t0 ≤ τ < t è x(t),
äîêàçûâàþò çàìêíóòîñòü è âûïóêëîñòü ìíîæåñòâà äîñòèæèìî-
ñòè P (t).
Êîìïàêòíîñòü è âûïóêëîñòü ïîíèìàþòñÿ çäåñü â ñìûñëå îïðåäåëåíèé
1-3.
Çàêëþ÷åíèå
Â äàííîé ðàáîòå ïðåäñòàâëåíà êîíöåïöèÿ èíòåðâàëüíîé äèíàìè-
÷åñêîé ñèñòåìû, äîêàçàíî ñâîéñòâî âûïóêëîñòè è êîìïàêòíîñòè ìíî-
æåñòâà äîñòèæèìîñòè ëèíåéíîé èíòåðâàëüíîé ñèñòåìû. Òåîðåìà 1 ÿâ-
ëÿåòñÿ âàæíåéøèì èíñòðóìåíòîì ïðè äàëüíåéøèõ ðàññóæäåíèÿõ, à
èìåííî, ïðè îáîñíîâàíèè íåîáõîäèìîãî óñëîâèÿ îïòèìàëüíîñòè. Êðî-
ìå òîãî, îíà èìååò ñàìîñòîÿòåëüíûé èíòåðåñ, ïîòîìó, êàê ñâîéñòâî âû-
ïóêëîñòè è êîìïàêòíîñòè ìíîæåñòâà äîñòèæèìîñòè ïðèìåíÿåòñÿ ïðè
÷èñëåííîì ðåøåíèè çàäà÷ äèíàìèêè ìåòîäàìè äèíàìè÷åñêîãî ïðî-
ãðàììèðîâàíèÿ è ýêñòðåìàëüíîãî ïðèöåëèâàíèÿ.
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Çàäà÷à îïòèìàëüíîãî óïðàâëåíèÿ
ïîâåäåíèåì ïðåäïðèÿòèé ñîòîâîé
ñâÿçè â óñëîâèÿõ êîíêóðåíòíîé
áîðüáû
È. Ï. Áîëîäóðèíà, Ò. À. Îãóðöîâà
Ôåäåðàëüíîå ãîñóäàðñòâåííîå áþäæåòíîå îáðàçîâàòåëüíîå
ó÷åðåæäåíèå âûñøåãî ïðîåññèîíàëüíîãî îáðàçîâàíèÿ
"Îðåíáóðãñêèé ãîñóäàðñòâåííûé óíèâåðñèòåò"
Ïîñëåäíèå äåñÿòèëåòèÿ îçíàìåíîâàëèñü áóðíûì ðàçâèòèåì âûñî-
êèõ òåõíîëîãèé, â òîì ÷èñëå â îáëàñòè òåëåêîììóíèêàöèé. Íà ñå-
ãîäíÿøíèé äåíü ýòî íàïðàâëåíèå îñòàåòñÿ îäíèì èç íàèáîëåå ïðè-
áûëüíûõ è ïåðñïåêòèâíûõ. Áîëüøàÿ ïðèâëåêàòåëüíîñòü òåëåêîììó-
íèêàöèîííîãî ðûíêà ïîðîæäàåò æåñòêóþ êîíêóðåíöèþ â ýòîì ñåê-
òîðå ýêîíîìèêè. Ñåãîäíÿ ïðåäïðèÿòèÿ ñîòîâîé ñâÿçè ïðåäñòàâëÿþò
åäèíñòâåííûé íà òåëåêîììóíèêàöèîííîì ðûíêå ñåãìåíò, ðàñïîëàãàþ-
ùèé èíðàñòðóêòóðîé äîñòóïà ê ïîòðåáèòåëþ êîíòåíòà. Êîíêóðåíò-
íàÿ áîðüáà íà ðûíêå òåëåêîììóíèêàöèîííûõ óñëóã, ñòàâøàÿ ðåàëü-
íîñòüþ è äëÿ îïåðàòîðîâ ñâÿçè, ïðèâîäèò ê íåîáõîäèìîñòè áûñòðîãî
ïðèíÿòèÿ ìàðêåòèíãîâûõ ðåøåíèé è îáíîâëåíèÿ ïàêåòà ïðåäîñòàâëÿ-
åìûõ óñëóã. Ñ öåëüþ óäåðæàíèÿ è óâåëè÷åíèÿ ñâîåé äîëè íà ðûí-
êå, êîìïàíèÿì ñîòîâîé ñâÿçè íåîáõîäèìî èçó÷àòü äåÿòåëüíîñòü êîí-
êóðåíòîâ, ÷òî è îïðåäåëÿåò âîçìîæíîñòü äàëüíåéøåãî êà÷åñòâåííîãî
ðàçâèòèÿ îïåðàòîðîâ ñâÿçè, è, ñîîòâåòñòâåííî, ñòàâèò ïåðåä íèìè çà-
äà÷ó ýåêòèâíîãî ðåàãèðîâàíèÿ íà èçìåíåíèå ñîñòîÿíèÿ âíåøíåé
ñðåäû. Âàæíåéøèì àêòîðîì, õàðàêòåðèçóþùèì êîíêóðåíòîñïîñîá-
íîñòü îïåðàòîðîâ ñâÿçè, ÿâëÿåòñÿ åìêîñòü ñèñòåìû ñâÿçè, îïðåäåëÿ-
åìàÿ ÷èñëîì ïîòåíöèàëüíûõ àáîíåíòîâ. Ïîýòîìó âåñüìà àêòóàëüíîé
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ïðåäñòàâëÿåòñÿ çàäà÷à ðàçðàáîòêè ýåêòèâíîãî ìåõàíèçìà óïðàâëå-
íèÿ ñòðàòåãèåé ðàçâèòèÿ ïðåäïðèÿòèé òåëåêîììóíèêàöèîííîé îòðàñ-
ëè. Â ðàìêàõ çàäà÷è ðàçðàáîòêè ñòðàòåãèè ðàçâèòèÿ è îïòèìàëüíîãî
óïðàâëåíèÿ ïîâåäåíèåì îïåðàòîðîâ ñâÿçè â óñëîâèÿõ êîíêóðåíòíîé
áîðüáû çà îáùèå ðåñóðñû (â äàííîì ñëó÷àå ýòî ïîëüçîâàòåëè óñëóã)
âàæíîå ìåñòî çàíèìàåò ðàçðàáîòêà ìàòåìàòè÷åñêîé ìîäåëè äàííîãî
ïðîöåññà. Äëÿ ýòîé öåëè ðàññìîòðèì n êîíêóðèðóþùèõ èðì, ïðåäî-
ñòàâëÿþùèõ óñëóãè ñîòîâîé ñâÿçè, êîòîðûå ñóùåñòâóþò â îäíîé ýêî-
íîìè÷åñêîé íèøå, òî åñòü ñ îáùèìè òðóäîâûìè è ïðèðîäíûìè ðåñóð-
ñàìè è îáùèìè ïîòðåáèòåëÿìè ñîòîâîé ñâÿçè (àáîíåíòàìè). Ïðåäïîëî-
æèì, ÷òî ðàññìàòðèâàåìûå èðìû íå ÿâëÿþòñÿ ìîíîïîëèñòàìè è ÷òî
óñëóãà íåçàìåùàåìà. Äëÿ ïîñòðîåíèÿ ìîäåëè îïòèìàëüíîãî óïðàâëå-
íèÿ ïîâåäåíèåì ïðåäïðèÿòèé ñîòîâîé ñâÿçè ðàçäåëèì âñåõ îïåðàòî-
ðîâ íà äâå íåðàâíûå ãðóïïû: ýêîíîìè÷åñêèé àãåíò 1 (àãåíò ÝÀ1),
îáîñîáèâ îäíî èç âåäóùèõ ïðåäïðèÿòèé ðàññìàòðèâàåìîé îòðàñëè íà
ðûíêå, è åå êîíêóðåíòîâ  ýêîíîìè÷åñêèé àãåíò 2 (àãåíò ÝÀ2 ), îáú-
åäèíèâ îñòàëüíûå ïðåäïðèÿòèÿ ïóòåì ñóììèðîâàíèÿ ÷èñëà àáîíåíòîâ
íà ðûíêå. Îáîçíà÷èì ÷åðåç xi(t) ÷èñëî àáîíåíòîâ i-ãî ýêîíîìè÷åñêîãî
àãåíòà â ìîìåíò âðåìåíè t, xi0  ÷èñëî àáîíåíòîâ i-ãî ýêîíîìè÷åñêîãî
àãåíòà â íà÷àëüíûé ìîìåíò âðåìåíè (i = 1, 2).
Íà èçìåíåíèå äèíàìèêè ðàçâèòèÿ ÷èñëà àáîíåíòîâ êàæäîãî îïåðàòîðà
ñîòîâîé ñâÿçè îêàçûâàþò âëèÿíèå ìíîæåñòâî àêòîðîâ: ýêñïîíåíöè-
àëüíûé ðîñò ÷èñëà àáîíåíòîâ â îòñóòñòâèè êîíêóðåíòîâ, íåëèíåéíîñòü
âî âçàèìîäåéñòâèè, âðåìåííîé ëàã, îïðåäåëÿþùèé ðàçíèöó âî âðåìå-
íè ìåæäó èçìåíåíèÿìè â ðûíî÷íîé ñèòóàöèè è ìîìåíòîì ïðèíÿòèÿ
óïðàâëåí÷åñêèõ ðåøåíèé ñ öåëüþ ðåàãèðîâàíèÿ íà ýòè èçìåíåíèÿ, à
òàêæå íàëè÷èå êîíêóðåíòîâ íà ðûíêå. Äëÿ îïèñàíèÿ êîíêóðåíòíîãî
ïîâåäåíèÿ äâóõ ýêîíîìè÷åñêèõ àãåíòîâ èñïîëüçîâàíà ëîãèñòè÷åñêàÿ
ìîäåëü (1) ñ çàïàçäûâàíèåì âî âðåìåíè, ïîçâîëÿþùàÿ ó÷åñòü âñå ïå-
ðå÷èñëåííûå àêòîðû â ïîëíîì îáúåìå.
x˙(t) = xi
[
εi −
2∑
k=1
γikxk(t− τ)
]
, (1)
ãäå γik, k = 1, 2  êîýèöèåíò âçàèìíîãî âëèÿíèÿ i-îãî è k-îãî ýêîíî-
ìè÷åñêèõ àãåíòîâ. ×èñëî àáîíåíòîâ i-ãî ýêîíîìè÷åñêîãî àãåíòà íà íà-
÷àëüíîì èíòåðâàëå [−τ, 0] çàäàíî óíêöèÿìè ϕi(t),
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i = 1, 2
xi(t) = ϕi(t), t ∈ [−τ, 0]. (2)
Ñóùåñòâîâàíèå íèæíåé ãðàíè ηi îáúåìà àáîíåíòñêîé áàçû, êîòîðàÿ
îáåñïå÷èâàåò íîðìàëüíîå óíêöèîíèðîâàíèå ïðåäïðèÿòèÿ, à òàêæå
âåðõíåé ãðàíè µi îáúåìà, îïðåäåëÿåìîé òåõíè÷åñêèìè õàðàêòåðèñòè-
êàìè ñåòè, ò.å. âîçìîæíîñòüþ îáñëóæèâàòü çàäàííîå êîëè÷åñòâî àáî-
íåíòîâ â åäèíèöó âðåìåíè, îïèñàíî íåðàâåíñòâàìè (3)
ηi ≤ xi(t) ≤ µi, i = 1, 2. (3)
àññìîòðåí ïîäõîä ê ïðîáëåìå îäíîâðåìåííîé èäåíòèèêàöèè âåëè-
÷èíû çàïàçäûâàíèÿ è êîýèöèåíòîâ ñèñòåìû, â îñíîâå êîòîðîãî ëå-
æèò ìåòîä íàñòðîéêè ìîäåëè íà ýêñïåðèìåíòàëüíî ïîëó÷åííûå äàí-
íûå [5℄. Äëÿ äåìîíñòðàöèè âàæíîñòè ââåäåíèÿ âðåìåííîãî ëàãà ðàñ-
ñìîòðåíà ïðîöåäóðà èäåíòèèêàöèè ïàðàìåòðîâ ìîäåëè áåç ó÷åòà çà-
ïàçäûâàíèÿ.
Êîíêóðåíöèÿ ìåæäó êîìïàíèÿìè âåäåòñÿ çà ïîòåíöèàëüíîãî êëèåíòà,
êîòîðîãî èíòåðåñóåò ñòîèìîñòü ìèíóòû ñâÿçè ïîëüçîâàíèÿ óñëóãàìè.
Ïîýòîìó âîçíèêàåò ïðîáëåìà ýåêòèâíîãî óïðàâëåíèÿ ïîâåäåíèåì
ïðåäïðèÿòèé ñîòîâîé ñâÿçè, ó÷èòûâàÿ àêòîð öåíû. Äëÿ ìîäåëèðî-
âàíèÿ ïðîöåññà óïðàâëåíèÿ êîíêóðåíòíûì ïîâåäåíèåì äâóõ ýêîíîìè-
÷åñêèõ àãåíòîâ â ìîäåëü (1) ââåäåì ïîêàçàòåëü ui(t), i = 1, 2 õàðàêòå-
ðèçóþùèé ñðåäíþþ ñòîèìîñòü ìèíóòû ïîëüçîâàíèÿ óñëóãàìè ñâÿçè
îïåðàòîðà â ìîìåíò âðåìåíè è óäîâëåòâîðÿþùèé îãðàíè÷åíèþ (4)
α ≤ ui(t) ≤ β, t ∈ [0, T ], (4)
ãäå α  ìèíèìàëüíàÿ ñðåäíÿÿ ñòîèìîñòü ìèíóòû ñâÿçè, ïðè êîòîðîé
çàòðàòû íà èçäåðæêè íå ïðåâûñÿò âûðó÷êó, ïîëó÷àåìóþ îò èñïîëüçî-
âàíèÿ óñëóã ñâÿçè (ñåáåñòîèìîñòü ìèíóòû ñâÿçè); β  ìàêñèìàëüíàÿ
ñðåäíÿÿ ñòîèìîñòü ìèíóòû ñâÿçè, ïîçâîëÿþùàÿ ýêîíîìè÷åñêîìó àãåí-
òó îñòàâàòüñÿ êîíêóðåíòíî ñïîñîáíûì íà ðûíêå.
Â êà÷åñòâå ñòðóêòóðû ìîäåëè âûáðàíà äèíàìè÷åñêàÿ ìîäåëü â âèäå
ñèñòåìû äèåðåíöèàëüíûõ óðàâíåíèé ñ çàïàçäûâàíèåì òèïà ìîäå-
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ëåé Ëîòêè-Âîëüòåððû (5)

x˙1(t) =
x1(t) [ε1 − γ11x1(t− τ)− γ12x2(t− τ)]− p11u1(t)− p12u2(t),
x˙2(t) =
x2(t) [ε2 − γ21x1(t− τ)− γ22x2(t− τ)]− p21u1(t)− p22u2(t),
(5)
ãäå pij , i, j = 1, 2  êîýèöèåíòû âëèÿíèÿ ñðåäíåé ñòîèìîñòè ìèíóòû
ñâÿçè íà ïðèðîñò ÷èñëà àáîíåíòîâ. ×èñëî àáîíåíòîâ i-ãî ýêîíîìè÷å-
ñêîãî àãåíòà íà íà÷àëüíîì èíòåðâàëå [−τ, 0] çàäàíî óíêöèÿìè (2), à
îãðàíè÷åíèÿ íà àçîâûå ïåðåìåííûå âûáðàíû â âèäå (3).
Â ïðîöåññå âçàèìîäåéñòâèÿ ýêîíîìè÷åñêèõ àãåíòîâ ïåðåä èðìîé ìî-
ãóò áûòü ïîñòàâëåíû ðàçëè÷íûå öåëè, ðåàëèçîâàííûå â ñîîòâåòñòâó-
þùèõ êðèòåðèÿõ êà÷åñòâà:
1. íàðàùèâàíèå àáîíåíòñêîé áàçû ïðåäïðèÿòèÿ çà êîíå÷íûé ïåðè-
îä âðåìåíè
J1(u1) =
T∫
0
b1x1(t)dt→ max; (6)
2. ïðèâåäåíèå àáîíåíòñêîé áàçû ïðåäïðèÿòèÿ ê çàäàííîìó îáúåìó
â êîíå÷íûé ìîìåíò âðåìåíè
J2(u1) = b2 (x1(T )−M)2 → min, (7)
ãäå M  ïëàíîâîå çíà÷åíèå àáîíåíòñêîé áàçû àãåíòà ÝÀ1;
3. óâåëè÷åíèå ïðèáûëè ïðåäïðèÿòèÿ çà êîíå÷íûé ïåðèîä âðåìåíè
J3(u1) =
T∫
0
b3x1(t)u1(t)dt→ max; (8)
Â çàâèñèìîñòè îò ïðèîðèòåòîâ ðàçâèòèÿ àãåíòà ÝÀ1 ðåøåíû çàäà÷è
îïòèìàëüíîãî óïðàâëåíèÿ äëÿ êàæäîãî óíêöèîíàëà (6)  (8). Ïî-
ñòàâëåííûå çàäà÷è îòíîñÿòñÿ ê êëàññó çàäà÷ îïòèìàëüíîãî óïðàâëå-
íèÿ ñ ïîñòîÿííûì çàïàçäûâàíèåì. Äëÿ èõ ðåøåíèÿ â ðàáîòå ïðèìåíåí
ïðèíöèï ìàêñèìóìà Ïîíòðÿãèíà äëÿ ñèñòåì ñ ïîñòîÿííûì çàïàçäûâà-
íèåì â ïðåäïîëîæåíèè, ÷òî çíà÷åíèå ñòîèìîñòè ìèíóòû ñâÿçè àãåíòà
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ÝÀ2 èêñèðîâàíî, è ìîæåò áûòü îöåíåíî èç äèíàìèêè ïðåäûäóùåé
òàðèíîé ïîëèòèêè è òåíäåíöèè ðàçâèòèÿ ðûíêà.
Âûïîëíåíèå àçîâûõ îãðàíè÷åíèé çàäà÷è îáåñïå÷åíî ïóòåì ââåäå-
íèÿ êâàäðàòè÷íûõ âíåøíèõ øòðàíûõ ñëàãàåìûõ â ðàññìàòðèâàåìûå
óíêöèîíàëû.
Îñîáåííîñòÿìè ïîñòðîåííîé çàäà÷è îïòèìàëüíîãî óïðàâëåíèÿ ÿâëÿåò-
ñÿ íåëèíåéíîñòü ñèñòåìû äèåðåíöèàëüíûõ óðàâíåíèé, îïèñûâàþ-
ùåé äèíàìèêó ðàçâèòèÿ àáîíåíòñêîé áàçû äâóõ ýêîíîìè÷åñêèõ àãåí-
òîâ, à òàêæå íàëè÷èå ïîñòîÿííîãî çàïàçäûâàíèÿ â óïðàâëÿåìîé ñè-
ñòåìå ïî âåêòîðó ñîñòîÿíèÿ. Ñ ó÷åòîì ïåðå÷èñëåííûõ îñîáåííîñòåé
äëÿ ïîñòðîåííîé çàäà÷è îïòèìàëüíîãî óïðàâëåíèÿ ïîëó÷åíû óñëîâèÿ
îïòèìàëüíîñòè, íà îñíîâå êîòîðûõ ðåàëèçîâàí ÷èñëåííûé àëãîðèòì
åå ðåøåíèÿ. Ïðîâåäåíà äèñêðåòíàÿ àïïðîêñèìàöèÿ íåïðåðûâíûõ çà-
äà÷. Îãðàíè÷åíèÿ íà óïðàâëåíèå èìåþùèåñÿ â çàäà÷å ó÷òåíû ñ ïîìî-
ùüþ ìåòîäà ïðîåêöèè ãðàäèåíòà ïðè ïðîèçâîëüíîì âûáîðå íà÷àëüíî-
ãî ïðèáëèæåíèÿ óïðàâëåíèÿ.
Ñëåäóåò îòìåòèòü, ÷òî ñ ïîìîùüþ îäíîãî ÷èñëåííîãî ìåòîäà íå âñåãäà
óäàåòñÿ íàéòè ðåøåíèå çàäà÷è îïòèìàëüíîãî óïðàâëåíèÿ ñ òðåáóåìîé
òî÷íîñòüþ. Ïîýòîìó â ïðîöåññå ðåøåíèÿ çàäà÷è ìîãóò áûòü ïîñëåäî-
âàòåëüíî ðåàëèçîâàíû ðàçëè÷íûå àëãîðèòìû. Îäèí èç ïðèáëèæåííûõ
ìåòîäîâ ðåøåíèÿ çàäà÷ îïòèìàëüíîãî óïðàâëåíèÿ íåëèíåéíûìè îáú-
åêòàìè ïðåäëîæåí Ë.È. Øàòðîâñêèì. Îí îñíîâàí íà ëèíåàðèçàöèè
çàäàííîé íåëèíåéíîé ñèñòåìû è äàëüíåéøåé èòåðàöèîííîé ïðîöåäó-
ðå, â õîäå êîòîðîé ïðè çàäàííîì â âèäå óíêöèè âðåìåíè íà÷àëüíîì
ïðèáëèæåíèè óïðàâëåíèÿ íà êàæäîì øàãå ðåøàåòñÿ ëèíåéíàÿ çàäà÷à
àïïðîêñèìèðóþùàÿ èñõîäíóþ çàäà÷ó.
Äëÿ ïîâûøåíèÿ íàäåæíîñòè ðàñ÷åòà îïòèìàëüíîãî óïðàâëåíèÿ äëÿ
íåëèíåéíîé çàäà÷è àâòîðàìè ðàáîòû áûë ïðåäëîæåí êîìáèíèðîâàí-
íûé ìåòîä, ñóòü êîòîðîãî çàêëþ÷àåòñÿ â òîì, ÷òî â êà÷åñòâå íà÷àëü-
íîãî ïðèáëèæåíèÿ â ìåòîäå ïðîåêöèè ãðàäèåíòà âûáðàíî äîïóñòèìîå
óïðàâëåíèå, ïîëó÷åííîå â ìåòîäå Øàòðîâñêîãî. Òàêîé ïîäõîä ê âûáî-
ðó íà÷àëüíîãî ïðèáëèæåíèÿ óïðàâëåíèÿ ïîçâîëèò èçáåæàòü ïîïàäà-
íèÿ óíêöèîíàëà â ëîêàëüíûé ýêñòðåìóì.
Â ðàìêàõ ïîñòàâëåííîé çàäà÷è ðàçðàáîòàí ïðîãðàììíûé êîìïëåêñ â
ñðåäå ïðîãðàììèðîâàíèÿ
Borland Delphi 7.0, ðåàëèçóþùèé ÷èñëåííîå ðåøåíèå çàäà÷ îïòèìàëü-
íîãî óïðàâëåíèÿ ïîâåäåíèåì ïðåäïðèÿòèé ñâÿçè â óñëîâèÿõ êîíêóðåí-
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öèè çà ïîòðåáèòåëåé óñëóã. Ïðîãðàììíûé êîìïëåêñ ñîñòîèò èç ÷åòû-
ðåõ ìîäóëåé: Ì1  ìîäóëü ãëàâíîãî îêíà ïðîãðàììû, Ì2  ìîäóëü
èäåíòèèêàöèè ïàðàìåòðîâ ìîäåëè, Ì3  ìîäóëü ìåòîäà ïðîåêöèè
ãðàäèåíòà ïðè ïðîèçâîëüíîì âûáîðå íà÷àëüíîãî ïðèáëèæåíèÿ óïðàâ-
ëåíèÿ, Ì4  ìîäóëü ìåòîäà ïðîåêöèè ãðàäèåíòà ïðè âûáîðå íà÷àëüíî-
ãî ïðèáëèæåíèÿ óïðàâëåíèÿ íà îñíîâå ìåòîäà Øàòðîâñêîãî. Ïî èìå-
þùèìñÿ äàííûì àáîíåíòñêîé áàçû, äèíàìèêè ïðåäûäóùåé òàðèíîé
ïîëèòèêè è òåíäåíöèé ðàçâèòèÿ ðûíêà ñîçäàííûé ïðîãðàììíûé êîì-
ïëåêñ ïîçâîëÿåò íàõîäèòü îïòèìàëüíûå çíà÷åíèÿ ïàðàìåòðîâ è âåëè-
÷èíû çàïàçäûâàíèÿ, à òàêæå îïòèìàëüíûå óïðàâëåí÷åñêèå ñöåíàðèè
äëÿ ïðåäïðèÿòèé, ïðåäîñòàâëÿþùèõ óñëóãè ñâÿçè â çàâèñèìîñòè îò
ïðèîðèòåòîâ ðàçâèòèÿ.
Òàêèì îáðàçîì, ðàçðàáîòêà è ñîâåðøåíñòâîâàíèå ýåêòèâíûõ ÷èñ-
ëåííûõ ìåòîäîâ è àëãîðèòìîâ, à òàêæå ñîçäàíèå íà èõ îñíîâå ïðî-
ãðàììíûõ êîìïëåêñîâ äëÿ ðåøåíèÿ çàäà÷ äèíàìèêè èçìåíåíèÿ àáî-
íåíòñêîé áàçû è óïðàâëåíèÿ ïîâåäåíèåì ïðåäïðèÿòèé ñîòîâîé ñâÿçè
íà ðîññèéñêîì ðûíêå â óñëîâèÿõ êîíêóðåíòíîé áîðüáû çà ïîëüçîâàòå-
ëåé óñëóã ÿâëÿþòñÿ â íàñòîÿùåå âðåìÿ îäíèìè èç ðû÷àãîâ óñêîðåíèÿ
íàó÷íî-òåõíè÷åñêîãî ïðîãðåññà ñòðàíû.
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Îöåíèâàíèå ýåêòèâíîé
ïðîïóñêíîé ñïîñîáíîñòè óçëà â
òàíäåìíîé ñåòè
1
Áîðîäèíà À. Â., Ìîðîçîâ Å. Â.
Èíñòèòóò Ïðèêëàäíûõ Ìàòåìàòè÷åñêèõ Èññëåäîâàíèé ÊàðÍÖ ÀÍ,
Ïåòðîçàâîäñêèé ãîñóäàðñòâåííûé óíèâåðñèòåò
àññìîòðèì ñèñòåìó ñ ïîñòîÿííîé ñêîðîñòüþ îáñëóæèâàíèÿ C è
êîíå÷íûì áóåðîì b (óçåë êîììóíèêàöèîííîé ñåòè). Äëÿ áîëüøèí-
ñòâà ñåòåé îáñëóæèâàíèÿ ñêîðîñòü îáñëóæèâàíèÿ â óçëå äîëæíà óäî-
âëåòâîðÿòü òðåáîâàíèÿì êà÷åñòâà îáñëóæèâàíèÿ QoS. Ïîýòîìó ðàçðà-
áîòêà àëãîðèòìîâ äëÿ îöåíèâàíèÿ ýåêòèâíîé ñêîðîñòè îáñëóæèâà-
íèÿ ñ ó÷åòîì òðåáîâàíèé QoS ÿâëÿåòñÿ âàæíîé çàäà÷åé. Äëÿ óçëà
ñåòè âû÷èñëèòü ýåêòèâíóþ ïðîïóñêíóþ ñïîñîáíîñòü (ÝÏÑ) îçíà-
÷àåò íàéòè íàèìåíüøåå çíà÷åíèå ñêîðîñòè îáñëóæèâàíèÿ C, êîòîðîå
ãàðàíòèðóåò, ÷òî âåðîÿòíîñòü ïåðåãðóçêè óäîâëåòâîðÿåò óñëîâèþ
P (W > b) ≤ Γ,
ãäå W - ñòàöèîíàðíûé ïðîöåññ íàãðóçêè, à çíà÷åíèå Γ äîñòàòî÷íî
ìàëî è îáåñïå÷èâàåò óðîâåíü QoS.
Áóäåì ïðåäïîëàãàòü, ÷òî íà âõîä óçëà ñåòè ïîñòóïàåò ðåãåíåðàòèâ-
íûé âõîäíîé ïîòîê, ÷òî õàðàêòåðíî äëÿ òàíäåìíûõ ñåòåé. Áîëåå òîãî,
ðåãåíåðàòèâíûé ïðîöåññ ñîõðàíÿåò ñâîéñòâî ðåãåíåðàöèè ïðè ïðîõîæ-
äåíèè ÷åðåç óçëû ñåòè. Â ñâÿçè ñ ýòèì âîçíèêàåò çàäà÷à îöåíèâàíèÿ
ÝÏÑ äëÿ óçëà â òàíäåìå, íà âõîä êîòîðîãî ïîñòóïàåò ðåãåíåðàòèâíûé
âõîäíîé ïîòîê.
Â ðàáîòàõ [1, 2℄ ðàññìàòðèâàëàñü çàäà÷à âû÷èñëåíèÿ è áûëà ïðåä-
ëîæåíà îöåíêà ÝÏÑ äëÿ ñèñòåìû ñ ðåãåíåðàòèâíûì âõîäíûì ïîòîêîì,
1
àáîòà âûïîëíåíà ïðè èíàíñîâîé ïîääåðæêå Ïðîãðàììû ñòðàòåãè÷åñêîãî
ðàçâèòèÿ ÏåòðÓ â ðàìêàõ ðåàëèçàöèè êîìïëåêñà ìåðîïðèÿòèé ïî ðàçâèòèþ
íàó÷íî-èññëåäîâàòåëüñêîé äåÿòåëüíîñòè.
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ãäå ðàññóæäåíèÿ îïèðàëèñü íà èñïîëüçîâàíèå ðåêóðñèè Ëèíäëè äëÿ
íåçàâåðøåííîé ðàáîòû W (n) (â äèñêðåòíîì âðåìåíè):
W (n+ 1) = [W (n) + vn − C]+, n ≥ 0,
ãäå vn - âåëè÷èíà ðàáîòû, ïîñòóïèâøåé â ñèñòåìó â ìîìåíò n (çà
åäèíè÷íûé èíòåðâàë âðåìåíè), ïðîöåññ {W (n)} îáðàçóåò ìàðêîâñêóþ
öåïü ñ îáùèì ïðîñòðàíñòâîì ñîñòîÿíèé. Îäíàêî, òàêàÿ ìîäåëü íå
î÷åíü óäîáíà äëÿ îöåíèâàíèÿ ÝÏÑ â òàíäåìíîé ñåòè, ïîñêîëüêó íåîá-
õîäèì ïåðåõîä îò íåïðåðûâíîé øêàëû âðåìåíè ê äèñêðåòíîé.
Â äàííîé ðàáîòå ïðåäëàãàåòñÿ îáîáùåíèå ðåãåíåðàòèâíîé îöåíêè
ÝÏÑ íà ñëó÷àé ðåêóðñèè Ëèíäëè, ïîñòðîåííîé ïî ìîìåíòàì ïðèõîäà
çàÿâîê:
W (n+ 1) = [W (n) + vn+1 − Cτn]+, n ≥ 0,
ãäå τn  èíòåðâàë ìåæäó ïðèõîäàìè n-îé è n+ 1-îé çàÿâêè.
Òîãäà äëÿ îöåíèâàíèÿ ÝÏÑ óçëà ìîæíî èñïîëüçîâàòü ñëåäóþùóþ
àïïðîêñèìàöèþ:
C =
lnEeθ
∗Xˆ
θ∗ED
,
ãäå Xˆ  òèïè÷íàÿ íàãðóçêà, ïîñòóïèâøàÿ íà öèêëå ðåãåíåðàöèè, D 
òèïè÷íàÿ äëèíà öèêëà ðåãåíåðàöèè â íåïðåðûâíîì âðåìåíè, èñêîìûé
ïàðàìåòð θ∗ ñîãëàñíî òåîðèè áîëüøèõ óêëîíåíèé [3, 4℄ îïðåäåëÿåòñÿ
ïðèáëèæåíèåì:
θ∗ = − ln Γ/b.
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Expeted time of the rst exit from a
domain in large soial networks
V.V.Breer, A.D.Rogatkin
V.A.Trapeznikov Institute of Control Sienes RAS, Mosow
M.Granovetter's soial network model is used. Due to random utuations
of agents parameters, soial network state may signiantly deviate from its
equillibrium state. In this work expeted times of suh large deviations are
estimated.
Model desription
Soial network onsists of n agents. Eah agent has one of the two
available ations ωi ∈ {0, 1}. Eah agent is desribed by one onstant
θi ∈ [0, 1] whih an be treated as agent's resistane to publi opinion.
Aording to M.Granovetter, agent i hooses his ation ωi to maximize
his objetive funtion
ui = (
1
n
∑
j 6=i
ωj − θi)ωi. (1)
It an be shown that evolution of suh systems an be desribed by
only one variable x ∈ R whih is equal to the mean ation of agents
x =
1
n
∑
i
ωi. (2)
The evolution is then desribed by the following reurrent equality
xk+1 = Fn(xk), (3)
where
Fn(x) =
n∑
i=1
χ(x ≥ θi) (4)
© V.V.Breer, A.D.Rogatkin, 2013
30 V.V.Breer, A.D.Rogatkin
is empirial distribution of agents thresholds θi. In this work it's assumed
that agents thresholds are i.i.d random variables with distribution F (x)
and utiate in time, i.e. we have a new realisation of threshold vetor
for eah time step k. Thresholds and empirial distribution thus an be
written as θik and Fnk.
The nite dierene sheme of the network's dynamis an be rewritten
as follows
xk+1 = Fnk(xk),
xk+1 − xk = F (xk)− xk + (Fnk(xk)− F (xk)).
(5)
The random part has the following property
V ar(Fn(x) − F (x)) = 1
n
F (x)(1 − F (x)). (6)
Therefore for large n, by the entral limit theorem, we an approximate
it by a gaussian random variable
√
n · (Fn(x) − F (x))→D N (0, F (x)(1 − F (x))). (7)
The disrete-time stohasti proess for the system is
xk+1 − xk = b(xk) + 1√
n
σ(xk)ξk+1. (8)
where
b(x) = F (x)− x, (9)
σ(x) =
√
F (x)(1 − F (x)). (10)
To obtain useful estimates we study its ontinious analog
x˙ = b(x(t)) +
1√
n
σ(x(t))w˙, (11)
where w˙ is a standard Wiener proess. The main hallenge in studying
this system is that noise is dependent on the spae variable.
Problem
Let soial network be in a stable equillibruim state
Expeted time of the rst exit from a domain in large soial networks 31
F (x0) = x0, (12)
F (x) − x > 0, x ∈ (x1, x0) (13)
F (x) − x < 0, x ∈ (x0, x2) (14)
Due to random utuations of agents thresholds at innite time its
state an be found far from the interval (x1, x2). Denote the exit time as
τe = inf
t
{t : x(t) /∈ (x1, x2)} (15)
The reasonable question is how muh time does it take to observe suh
deviation
Eτe−? (16)
Results
Quasipotential for the ontinious-time system was found
V (x) =
∫ x
x0
(F (u)− u)
F (u)(1− F (u))du. (17)
The large deviation priniple for the exit time is
lim
n→∞
1
n
ln(Eτe) = −min{V (x1), V (x2)}. (18)
Whih an heuristially be expressed as
Eτe ∼ e−n·min{V (x1),V (x2)}. (19)
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for communication graph games
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A cooperative game with transferable utility, shortly TU-game, is a
pair consisting of a finite set of players and a characteristic function
assigning a worth to each coalition of players. Myerson (1977) intro-
duced TU-games with restricted cooperation possibilities represented by
an undirected graph which nodes represent the players and the edges com-
munication links between the players. Under the assumption that only
coalitions of connected players can cooperate, Myerson derived the so-
called restricted game and proposed the Shapley value of this restricted
game as solution for such graph games. This so-called Myerson value is
characterized by component efficiency and fairness.
Component efficiency states that for each component of the graph the
total payoff to its players equals the worth of that component. How-
ever, when the characteristic function is not superadditive, component
efficiency might be not desirable. Consider, for example, the graph game
on N = {1, 2, 3} with only players 1 and 2 connected and characteristic
function v with worth 5 for coalition {1, 2} as well as for the single player
coalition {3}, and worth 8 for the grand coalition N . A solution satisfying
component efficiency allocates 5 to players 1 and 2 together and also 5 to
player 3, which is more than the worth of the grand coalition. But also
1J.R. van den Brink, Department of Econometrics and Tinbergen Institute, VU
University, De Boelelaan 1105, 1081 HV Amsterdam, The Netherlands. E-mail:
jrbrink@feweb.vu.nl
2A.B. Khmelnitskaya, Saint-Petersburg State University, Faculty of Applied Math-
ematics, Universitetskii prospekt 35, 198504, Petergof, Saint-Petersburg, Russia. E-
mail: a.khmelnitskaya@math.utwente.nl
3G. van der Laan, Department of Econometrics and Tinbergen Institute, VU
University, De Boelelaan 1105, 1081 HV Amsterdam, The Netherlands. E-mail:
glaan@feweb.vu.nl
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under superadditivity efficiency might be required instead of component
efficiency. For example, consider a research fund that has money available
to distribute amongst individual researchers. Every researcher that sub-
mits a proposal takes part in the distribution of the budget. However, the
fund has the policy to stimulate interdisciplinary research and therefore
proposals submitted by two or more researchers receive relatively bigger
amounts of money. Therefore, a subset of connected researchers can se-
cure a bigger grant by submitting a joint proposal. Although usually not
all researchers are connected to each other, still the full research budget is
available and will be distributed. This requires a value to satisfy efficiency.
We introduce an efficient value for graph games that is characterized
by efficiency and two other axioms, namely the Myerson’s fairness axiom
saying that deleting a link between two players affects both players’ payoff
equally, and a new axiom fair distribution of the surplus that compares
for every component the total payoff to this component in the game itself
to the total payoff of this component in the subgame induced by this
component. For the research fund example it is obvious that the presence
of joint proposals affects the size of the grant. The fair distribution of the
surplus condition requires that these effects are balanced. The value for
graph games characterized by the three axioms equals the Shapley value
when the graph is complete and is equal to the equal surplus division when
the graph is empty. Recently, also Casajus (2007) proposed an efficient
value for graph games. Using the coalition structure given by components
of the graph this value assigns to each player his Myerson value of the
Owen’s modified game restricted by the graph within the component the
player belongs to. We provide an example where Casajus’ value favors
stand-alone players, whereas our value favors cooperating players.
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Let's denoteGS = GS(V,E) as a web-site graph, where a set of verties
is V and E is a set of edges. By v01 we denote starting vertex with level
equal to 0, and by vij - jth vertex of ith level, i > 0. So in graph with k
levels V = {v01, v11, v12, . . . vi1, vi2, . . . vk1, vk2, . . . }.
As a weight vetor for Gs graph lets dene
W= {w01, w11, w12, . . . wi1, wi2, . . . wk1, wk2, . . . }. As a weight for Gs we
an take web-site analog for PageRank[1℄, frequeny of page visiting [2℄,
result of simulation model [3,4℄ or we an take site hit ounter statisti.
Main idea here is that there exists the way to alulateW for the seleted
Gs graph and wij ≥ 0 for any seleted iand j. It is obvious, that hanges
in Gs struture will produe hanges in vetor W both in its struture
and its values.
So it will be interesting to estimate the results of Gs graph struture
hange in means of utility for seleted site. We will investigate one problem
from wide side of potentially appearing problems  question of moving one
web-site page one level deeper. This problem appears, when web-site has
large number of 1
st
level pages. So our aim is to redue their number.
Let's dene an operation plunging vertex A under vertex B on graph
Gs.
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Let in the graph Gs there will be hosen two verties vnron the level
n and vms loated on the level m. Operation of plunging vertex vnr under
vms an be split into three ations:
1. Delete all existing edges pointing on vertex vnr , whih starting
vertex will be loated on the levels, higher then m: i ≤ m.
2. Add edge (vms,vm+1,r)
3. Vertex vnr will be renamed to vertexvm+1, N(m+1)+1, where N(i) 
number of verties on the leveli.
It's lear, that as the result of plunging operation we will get new
graph Gs, for whih there will be new weight vetor W ′. Experiments
and researhes show, that most of the time, when we lower the page level,
its weight wm+1, N(m+1)+1, will lower too. And when we will raise it its
weight will be inreased too.
Let's investigate the speial ase of plunging operation, when both
vertexes (A and B) are loated on the rst level.In this ase we will have
N(1) vertexes of the rst level {v01, v11, v12, . . . v1N(1)}, from whih we
should hoose one to perform its plunging.
In this interpretation this problem an be redued to problem of the
general form of negotiations, for whih there exists a solution desribed
by Nash arbitration sheme [4℄. In this ase for all 1 ≤ j ≤ N(1) we an
regard wij > 0, so for plunging there will be seleted suh page r, for whih
there will be a maximum for multipliation: U (W ) =
∏N(1)
j = 1
j 6= r
w1j .
To perform experiments authors extended already existing software
pakage BeeBot[5℄ with new module alled BeeKnife. This module
has two ways of usage. In rst mode it an onsume XML data from
BeeDrone and perform plunging operation of seleted page A to target
parent page B and save result in the XML format.In the seond mode
BeeKnife do the following:
1. Consumes XML data from BeeDrone.
2. Finds all possible ombinations for page plunging for level whih
was seleted by user (the number of possible ombinations for level
i is equal to (N (i)− 1) ∗N(i))
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3. For eah found ombinationperforms plunging operation and produe
new G′S graph.
4. For eah G′S graph alulates vetor W
′
using imitation model from
AntHill module.
5. Calulates the multipliation and shows to user results in sorted
order.
So as a result of program exeution web-master will get the
reommendation, whih pages should be moved down in the rst plae.
After set of experiments on the web-site, whih were performed on the
web-site http://www.apmath.spbu.ru (Faulty of Applied Mathematis
from Saint-Petersburg State University), there were found out, that it
will be good to move most of the links in Photo album, Alumni, and
Admission setions to deeper level.
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Abstract
We consider a model of grid computing system solving recog-
nition problems. Computers produce the correct answer with
some known probability. Each problem is solved up to the
fixed number (quorum) of identical answers; this redundancy
allows reducing the risk of producing the wrong answer. The
cost function is the sum of the computational time and penalty
in case of the wrong answer. We reveal the conditions when
such redundancy is advantageous and show how the optimal
quorum can be determined.
Keywords: grid, optimal quorum, replication
Mathematical model of a grid system
Let us consider the grid computing system (or its part) solv-
ing numerous recognition problems (i.e. ”yes-no” problems;
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here we consider only such problems in the sake of simplic-
ity). Computational errors, malfunction, and malicious ac-
tions are possible, so the correct answer has some probability
0.5 < q < 1. In order to reduce the risk of producing the wrong
answer, the problems are solved several times, until ν identical
answers are obtained. This answer is given to the user and
can possibly still be wrong. The user figures out if the answer
is correct or not, in the latter case some kind of penalty F is
added to the time spent on the computation (or the cost of
this time) forming the cost function J . Therefore we have an
optimisation problem: for large redundancy the cost is high,
but the risk of the wrong answer and thus of penalty is lower;
while for no replication the cost is the lowest possible, but high
penalty can be too expensive.
Optimal quorum
The cost function is a random variable with finite number
of possible values:
Values: ν + i, i = 0 : ν − 1 ν + i+ F , i = 0 : ν − 1
Probabilities:
(
ν+i−1
ν−1
)
qνpi
(
ν+i−1
ν−1
)
pνqi
The first set of values correspond to the correct answer, i is
the number of false answers, the last answer must be correct
(otherwise the calculation would have be over earlier); the sec-
ond set is for the false answer, the cost consists not only on the
number of tries, but also on the penalty F , the last answer is
false.
The expectation of this random variable is
EF (ν) = ν + p
νFgν(q) + q
νpg′ν(p) + p
νqg′ν(q),
where the function
gν(x) =
ν−1∑
i=0
(
ν + i− 1
ν − 1
)
xi
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is differentiable with respect to x (a polynomial), gν(0) = 1,
gν(x) and g
′
ν(x) (derivative with respect to x) grow with respect
to both x and ν. Indeed,(
ν + i
ν
)
=
(
ν + i− 1
ν − 1
)
· ν + i
ν
>
(
ν + i− 1
ν − 1
)
,
so corresponding terms are greater, and one more positive term
is added. For the derivative the proof is similar.
In order to determine the optimal quorum we need to com-
pare EF (ν) and EF (ν + 1). Obviously EF (ν) grows with re-
spect to ν if ν is large, at least linearly. This is natural, be-
cause excessive replication of tasks demands much time but
reduces the risk of the wrong answer only slightly. Thus ei-
ther EF (1) is the lowest (no replication), or there exists the
minimum at some integer ν > 1. Consider the difference
G(ν) = EF (ν) − EF (ν + 1) = A(p)F − B(p) and write down
the factor A(p):
A(p) = pν
ν−1∑
i=0
(
ν + i− 1
ν − 1
)
qi − pnu+1
ν∑
i=0
(
ν + i
νqi
)
.
This is equal to (we omit the details)
A(p) = pνqν
(
ν+1∑
k=2
(
2ν − k
ν − 1
)
− 2p
(
2ν − 1
ν − 1
))
.
Analysing the Pascal triangle, it is easy to check that the sum
equals
(
2ν−1
ν−1
)
. Finally we get A(p) =
(
2ν−1
ν−1
)
pνqν(1− 2p).
As for B(p), it equals E0(ν+1)−E0(ν), i.e. for ”no penalty”
case; in other words, it is the average number of additional tries
to get more identical answers, and thus it is positive.
Now we see that if p ≥ 0.5 then G < 0, i.e. replication
is anyway unnecessary. Though, the risk of the wrong answer
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is so high, that using such computers is questionable (we de-
manded p < 0.5).
On the other hand, if 0 < p < 0.5 and
F > Fν =
E0(ν + 1)− E0(ν)(
2ν−1
ν−1
)
(1− 2p)pνqν
we have G > 0, i.e. replication helps to reduce the cost reduc-
ing the risk of getting the penalty. The sequence Fν increases
up to +∞.
Also note that both low (≈ 0) and high (≈ 0.5) probability
of error makes redundancy less useful: in the first case the
penalty is unlikely, while in the second it is cheaper to pay the
penalty without hopeless costly attempts to avoid it.
This formula allows solving useful problems: if the penalty
F is given, it is easy to determine such ν that Fν−1 ≤ F <
Fν , i.e. the optimal quorum; given the desired upper bound
of probability of producing the wrong answer, we are able to
calculate the necessary quorum ν and then evaluate the penalty
F that makes such replication optimal; finally, we can find the
minimal value F ∗ν = Fν(p
∗) of F as a function of p for a given
ν. This value p∗ is the critical level of reliability: as we have
said earlier, for higher values replication is not advantageous
because of too high risk of the wrong answer and thus the
estimated penalty.
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The Machine Load Balancing Game with N machines is con-
sidered. A set of n jobs is to be assigned to a set of N machines
with different speeds. Jobs choose machines to minimize their
own delays. The social cost of a schedule is the maximum de-
lay among all machines, i.e. makespan. For this model the
upper bound estimation of the Price of Anarchy is obtained.
Conditions, when this upper bound estimation is an exact es-
timation of the Price of Anarchy, are found. Conditions of
Braess’s Paradox appearing in the system are found. For the
case of 3 maschines the exact value of Price of Anarchy is ob-
taibed numericaly with the algorithm that was developed. The
work is supported by Russian Foundation for Basic Research
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Èãðû â öåíçóðó, ïîäñêàçêó è
óãàäûâàíèå â çàäà÷å îïòèìàëüíîãî
âûáîðà
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àññìîòðåí ðÿä èãðîâûõ ïîñòàíîâîê â çàäà÷å îïòèìàëü-
íîãî âûáîðà, â êîòîðîé ïðèíèìàþò ó÷àñòèå äâà èãðîêà (öåí-
çóðà, ïîäñêàçêà, óãàäûâàíèå). Öåëüþ îäíîãî èç èãðîêîâ, êàê
è â êëàññè÷åñêîé çàäà÷å, ÿâëÿåòñÿ íàõîæäåíèå íàèëó÷øåãî
ýëåìåíòà. Äðóãîé èãðîê íå ïðèíèìàåò íåïîñðåäñòâåííîãî
ó÷àñòèÿ â ïîèñêå è åãî öåëÿìè ìîãóò áûòü ïîìîùü ïåð-
âîìó èãðîêó èëè íàîáîðîò, ñîçäàíèå åìó ïîìåõ. Äëÿ âñåõ
ñëó÷àåâ íàéäåíû îïòèìàëüíûå ñòðàòåãèè èãðîêîâ, îáðàçó-
þùèå ðàâíîâåñèå ïî Íýøó è èññëåäîâàíî àñèìïòîòè÷åñêîå
ïîâåäåíèå íàéäåííûõ ñòðàòåãèé äëÿ ñëó÷àÿ, êîãäà êîëè÷å-
ñòâî ïðîñìàòðèâàåìûõ ýëåìåíòîâ ñòðåìèòñÿ ê áåñêîíå÷íî-
ñòè. Äàëåå áóäóò èñïîëüçîâàíû òàêèå îáîçíà÷åíèÿ: n  êî-
ëè÷åñòâî ýëåìåíòîâ, k  íîìåð ïðîñìàòðèâàåìîãî ýëåìåí-
òà, t = limn,k→∞ k/n â ïðåäïîëîæåíèè, ÷òî k è n ñòðåìÿòñÿ
ê áåñêîíå÷íîñòè òàê, ÷òî ýòîò ïðåäåë ñóùåñòâóåò.
Èãðà â öåíçóðó. Öåíçîð ïðîñìàòðèâàåò êàæäûé ýëå-
ìåíò ïåðåä òåì, êàê åãî ïðîñìîòðèò âûáèðàþùèé. Îí èìååò
íåêîòîðûå ïîëíîìî÷èÿ, êîòîðûå çàêëþ÷àþòñÿ â ÷àñòè÷íîì
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çàïðåòå èëè îãðàíè÷åíèè ïðàâ âûáèðàþùåãî íà ïðîñìîòð
ýëåìåíòîâ. Åãî öåëüþ ÿâëÿåòñÿ ìèíèìèçàöèÿ âåðîÿòíîñòè
âûáîðà íàèëó÷øåãî ýëåìåíòà ïðîñìàòðèâàþùèì. àññìîò-
ðåíî äâà âàðèàíòà ïîëíîìî÷èé öåíçîðà:
1) Öåíçîð îäèí ðàç çà èãðó ìîæåò çàïðåòèòü ïðîñìîòð
ýëåìåíòà. Ïîñëå ýòîãî åãî ïîëíîìî÷èÿ èñ÷åðïûâàþòñÿ.
Â ýòîì ñëó÷àå îïòèìàëüíîé ñòðàòåãèåé âûáèðàþùåãî
áóäåò îñòàíîâèòüñÿ íà ïåðâîì ìàêñèìàëüíîì ýëåìåí-
òå, íà÷èíàÿ ñ e−3/2n. Îïòèìàëüíîé ñòðàòåãèåé öåíçîðà
áóäåò çàïðåòèòü ïðîñìîòð ïåðâîãî ìàêñèìàëüíîãî ýëå-
ìåíòà, âñòðåòèâøåãîñÿ ïîñëå e−1n. Âåðîÿòíîñòü íàõîæ-
äåíèÿ íàèëó÷øåãî ýëåìåíòà âûáèðàþùèì ïðè óñëîâèè,
÷òî îáà èãðîêà ïðèäåðæèâàþòñÿ ñâîèõ îïòèìàëüíûõ
ñòðàòåãèé, ñòåðìèòñÿ, ïðè n→∞, ê e−3/2.
2) Öåíçîð îäèí ðàç çà èãðó ìîæåò çàêðûòü ïðîñìîòð ëþ-
áîãî ýëåìåíòà, âûáèðàþùèé ìîæåò îòêðûòü çàêðûòûé
ýëåìåíò (íî òîãäà îí äîëæåí çàêîí÷èòü ïðîñìîòð è âû-
áðàòü çàêðûòûé ýëåìåíò), ëèáî ïðîäîëæèòü ïðîñìîòð
äàëüøå (è ïîëíîìî÷èÿ öåíçîðà íà ýòîì èñ÷åðïûâàþò-
ñÿ). Â ýòîì ñëó÷àå åñëè öåíçîð áóäåò çàêðûâàòü òîëüêî
ìàêñèìàëüíûå ýëåìåíòû, òî ïðîñìàòðèâàþùèé èìååò
ïîëíîìî÷èÿ îáîéòè ýòîò çàïðåò, è, òàêèì îáðàçîì, çà-
ïðåòèòåëüíûå óíêöèè öåíçîðà ñâîäÿòñÿ ê íóëþ. Ïî-
ýòîìó öåíçîðó èíîãäà ñëåäóåò áëåîâàòü, ò.å. çàêðû-
âàòü ïðîñìîòð íå ìàêñèìàëüíûõ ýëåìåíòîâ, çàñòàâëÿÿ
òåì ñàìûì âûáèðàþùåãî óãàäûâàòü, äåéñòâèòåëüíî ëè
çàêðûòûé ýëåìåíò ÿâëÿåòñÿ ìàêñèìàëüíûì. Îïòèìàëü-
íîé ñòðàòåãèåé öåíçîðà áóäåò çàêðûòü ïåðâûé ìàêñè-
ìàëüíûé ýëåìåíò, âñòðåòèâøåãîñÿ ïîñëå e−1n è ïðè
ýòîì áëåîâàòü (òàêæå íà÷èíàÿ ñ e−1n) ñ èíòåíñèâíî-
ñòüþ p(t) = − 1
n
1+ln t
t ln t
. Îïòèìàëüíîé ñòðàòåãèåé âûáèðà-
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þùåãî áóäåò ïðè ee−4 ≤ t ≤ e−1 îñòàíîâèòüñÿ íà ïåð-
âîì ìàêñèìàëüíîì ýëåìåíòå, à ïðè t ≥ e−1  îñòàíàâ-
ëèâàòüñÿ íà ïåðâîì ìàêñèìàëüíîì ýëåìåíòå, åñëè îí
íå çàêðûò öåíçîðîì, è îòêðûâàòü åãî ñ âåðîÿòíîñòüþ
y(t) = 1 + t−1−t ln t
t ln2 t
, åñëè çàêðûò. Ïðè ýòîì âåðîÿòíîñòü
íàõîæäåíèÿ íàèëó÷øåãî ýëåìåíòà ïðîñìàòðèâàþùèì
ñîñòàâëÿåò ee−4 ≈ 0.278.
Èãðà â ïîäñêàçêó. Ïóñòü ïåðâûé èãðîê ïðîñìàòðèâà-
åò êàæäûé ýëåìåíò ïåðåä òåì, êàê åãî ïðîñìîòðèò âòîðîé
èãðîê. Çà íàõîæäåíèå íàèëó÷øåãî ýëåìåíòà âòîðîé èãðîê
ïîëó÷àåò åäèíè÷íûé âûèãðûø. Ïåðâûé èãðîê íå ìîæåò ïî-
ëó÷èòü ïëàòó çà îáíàðóæåíèå íàèëó÷øåãî ýëåìåíòà, íî îí
ìîæåò ïîìî÷ü ñäåëàòü ýòî âòîðîìó, äàâ ïîäñêàçêó è ïîëó-
÷èâ çà ýòî îò íåãî ïëàòó, âåëè÷èíó êîòîðîé îí óñòàíàâëèâà-
åò çàðàíåå, Ïðè ïîÿâëåíèè î÷åðåäíîãî ìàêñèìàëüíîãî ýëå-
ìåíòà ïåðâûé èãðîê èìååò âîçìîæíîñòü ïðîñìîòðåòü âñå
ýëåìåíòû äî êîíöà è ïðåäëîæèòü âòîðîìó èãðîêó êóïèòü
çà óñòàíîâëåííóþ ðàíåå öåíó èíîðìàöèþ î òîì, ÿâëÿåòñÿ
ëè äàííûé ìàêñèìàëüíûé ýëåìåíò íàèëó÷øèì èëè íåò. Òà-
êóþ âîçìîæíîñòü ïåðâûé èãðîê èìååò îäèí ðàç, ïîñëå ÷åãî
îí âûáûâàåò èç èãðû.
Îêàçûâàåòñÿ, ÷òî îïòèìàëüíàÿ âåëè÷èíà ïîäñêàçêè, êî-
òîðóþ ñëåäóåò óñòàíîâèòü ïåðâîìó èãðîêó, ðàâíà 0.14. Ïðè
ýòîì ñðåäíèå âûèãðûøè èãðîêîâ ñîñòàâëÿþò 0.085 è 0.480
ñîîòâåòñòâåííî, à öåíà àíàðõèè ðàâíà 1.006.
Èãðà â óãàäûâàíèå. Â ýòîé èãðå äâà èãðîêà îäíîâðå-
ìåííî ïðîñìàòðèâàþò ïîñëåäîâàòåëüíîñòü ýëåìåíòîâ, êàê â
êëàññè÷åñêîé çàäà÷å îïòèìàëüíîãî âûáîðà. Ïåðâûé èãðîê
îäèí ðàç íà ïðîòÿæåíèè ïðîñìîòðà äîëæåí çàäàòü âîïðîñ
âòîðîìó èãðîêó  ÿâëÿåòñÿ ëè òåêóùèé ïðîñìàòðèâàåìûé
ýëåìåíò ìàêñèìàëüíûì èëè íåò? Åñëè âòîðîé èãðîê îòâå-
÷àåò ïðàâèëüíî, òî îí âûèãðâûâàåò, åñëè íåò  òî âûèã-
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ðûâàåò ïåðâûé èãðîê. Åñëè íà ïðîòÿæåíèè ïðîñìîòðà âî-
ïðîñ íå áûë çàäàí, òî ïîáåäà ïðèñóæäàåòñÿ âòîðîìó èãðîêó.
Î÷åâèäíî, âîïðîñû ñëåäóåò çàäàâàòü òîëüêî îòíîñèòåëüíî
ìàêñèìàëüíûõ ýëåìåíòîâ. Îïòèìàëüíàÿ ñòðàòåãèÿ âòîðî-
ãî èãðîêà ïðîñòàÿ  îòâå÷àòü "äà åñëè ïðîñìàòðèâàåòñÿ
ìàêñèìàëüíûé ýëåìåíò è t ≥ 1/2, â ïðîòèâíîì ñëó÷àå îòâå-
÷àòü "íåò". Îïòèìàëüíàÿ ñòðàòåãèÿ ïåðâîãî èãðîêà ñîñòîèò
â òîì, ÷òîáû ïðîïóñòèòü 1/4 îò îáùåãî ÷èñëà ýëåìåíòîâ è
çàäàòü âîïðîñ îòíîñèòåëüíî ïåðâîãî âñòðåòèâøåãîñÿ ïîñëå
ýòîãî ìàêñèìàëüíîãî ýëåìåíòà. Ïðè ýòîì âåðîÿòíîñòü âû-
èãðûøà ïåðâîãî èãðîêà ñîñòàâëÿåò 1/4.
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Abstract
The paper deals with mathematical model of BOINC–based
Desktop Grid [1]. A number of computational nodes are con-
nected to BOINC–server. Server assigns workunits that are
parts of a sophisticated computational problem to nodes. After
execution of calculus, the assignee returns to server the result
of computations related to the workunit. At the same time
nodes may also temporary disappear from the Grid or return a
wrong result. The aim is to develop a policy of sharing worku-
nits so as to achieve maximum performance of BOINC–grid
provided that for each computational node the characteristics
of availability and results validity are known.
Keywords: Desktop Grid, BOINC, reliability, performance
Mathematical model of BOINC–based Desktop Grid
BOINC–based Desktop Grid consists of, say,M of computa-
tional nodes C1, C2, ..., CM that compute workunits transferred
1The reported study was partially supported by RFBR, research projects No. 12-
07-31147 mol a and 13-07-00008 a
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to them by BOINC–server. Each node is characterized by the
set of its resources (CPU, RAM, GPU, hard drive), estima-
tion of availability and estimation of results validity [2]. Re-
sources are used to compute workunits (i. e. they are related
to the performance of the computational node). Availability is
an estimation of probability of temporary unavailability of the
node [3]. Validity is an estimation of probability of getting the
wrong result by the node.
To increase reliability of the computational system the server
may be configured for duplication of workunits to diverse
nodes [4, 5]. The duplication order shows how many copies
of workunit should be sent to the specific group of nodes. Also
server chooses for each workunit the quorum that accepts re-
sult. Quorum q means that q first equal results of the same
workunit returned by different nodes will be accepted as a cor-
rect result.
High duplication order increases the probability of getting
the correct final result but decreases performance of the grid.
The aim of the server is to choose such duplication policy in
order to maximize the performance keeping low level of prob-
ability of acceptance of wrong results.
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When onluding deals on the market internet-autions are
held. The partiipants are the sellers and buyers. We onsider a
game-theoreti bargaining model with inomplete information
[1-3℄. A partiipant (buyer or seller) has a private information
about his reserved prie. Reserved pries are random variables
with known probability distributions. Eah partiipant delares
a prie whih depends on his reserved prie. If the bid prie is
above the ask prie, the good is sold for the average of two
pries. Otherwise, there is no deal.
Continuous equilibrium with uniform distribution for
reserved pries was derived in [1℄. N-threshold equilibrium has
only N available values for bid prie and ask prie. For N=1,2,...
we nd an expliit N-threshold solutions, whih approximate
ontinuous solution.
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We consider power-law random graphs of N vertices num-
bered from 1 to N . Vertex degrees ξ1, ξ2, . . . , ξN are drawn
independently from the following distribution:
P{ξ ≥ k} = k−τ , k = 1, 2, . . . , i = 1, 2, . . . , N, (1)
where τ > 1 is the distribution parameter. The distribution (1)
defines the number of stubs for each vertex, i.e. the number of
edges coming out of the vertex for which the connected vertices
are not yet defined. Since the sum of vertex degrees has to
be even, one stub is added to a random vertex if the sum is
odd. Then the graph is constructed by joining all the stubs
equiprobably to form edges.
Such graphs are called configuration random graphs. Last
decades research (see e.g. [1, 2]) showed that power-law ran-
dom graphs are deemed to be a good implementation of com-
plex networks, e.g. Internet. Therefore many works concerning
the analysis of the structure and dynamics of power-law ran-
dom graphs have recently appeared (see [3, 4]).
The study of power-law graphs robustness to different types
of breakdowns is one of the important trends in random graphs’
field [3, 5, 6]. In [7] we considered graph resilience to random
c© M.M. Leri, Yu.L. Pavlov, 2013
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and to targeted vertex destructions from a viewpoint of pre-
serving graph connectivity. In the first case vertices along with
connected edges were removed equiprobably, while in the sec-
ond case we withdrew vertices with the highest degrees. In [7]
we assumed that τ ∈ (1, 2) because these values of the distri-
bution (1) parameter are viewed to be the most typical for real
networks [1, 2]. The research was done on our simulation model
of the power-law random graph. The results showed that such
graphs are quite robust to “random breakdowns” and rather
vulnerable to “targeted attacks”.
In this work we consider random graph resilience from a
different point of view. Let’s assume that the graph destruc-
tion process starts from a chosen vertex. When it is removed
from a graph, the destruction force passes on along the incident
edges to the connected vertices which are also removed from
the graph with a given probability. The main task is to find the
optimal values of parameter τ for which there remains a max-
imum number of vertices as it depend on a given probability
of edge destruction. This approach could be used in model-
ing forest fires as well as banking system defaults in order to
minimize their negative effects [8].
Let graph vertices be placed in the nodes of a square lat-
tice sized 100 × 100. And edges connect vertices in a “closest
neighbour” manner. This means that under a full packing ev-
ery vertex has 8 adjacent vertices (neighbours). Taking into
consideration that graph vertex degrees are defined by the dis-
tribution (1) and taking into account that vertex degree can’t
be more than 8 and the overall number of vertices doesn’t ex-
ceed 10000, we found that graph size N is related to parameter
τ by the following regression function with R2 = 0.97.
N = 9256 · τ−1.05, (2)
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For the simulation modeling we consider two types of break-
downs: “random start” when the first removed vertex is chosen
equiprobably and “target start” with the destruction process
starting from a vertex with the highest degree. We assume
that as the graph destruction starts a propagation process ex-
pands along incident edges to connected vertices with a given
probability 0 < p ≤ 1. This process is similar to spreading of
fire or disease emission. The aim of the research was to find
the optimal value of parameter τ = τ(p) for which the number
of vertices remained in the graph reaches its maximum. Sim-
ulations were carried out for the values parameter τ from the
interval (1, 3.5) with a step 0.01 and the values for 0 < p ≤ 1
with a step 0.01. Graph sizes N come from the equation (2).
For all pairs of values τ and p there were generated 100 random
graphs.
In both cases of “breakdown start” for each value of p there
were obtained regression dependencies of the number of vertices
remained in a graph g from parameter τ . For each regression
we found τ for which the function g reaches its maximum value
gmax. Below are given regression relations between the maxi-
mum number of remained vertices gmax and the value of p in
the cases of “random start” (3) and “target start” (4).
g = 3507.9− 1513.6 · ln τ (R2 = 0.93) (3)
g = 2980.3− 1157.8 · ln τ (R2 = 0.98) (4)
Below are shown regression relations between the value of
τ for which the maximum number of remained vertices gmax is
reached and the value of p in the cases of “random start” (3)
and “target start” (4).
g = 2.59 + 2.34 · ln τ (R2 = 0.92) (5)
g = 2.82 + 1.33 · ln τ (R2 = 0.95) (6)
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We consider the so-called fluid queue with a constant service
rate C driven by the input process A(t) which is defined as
follows:
A(t) = mt +X(t),
where m > 0 is the mean input rate and the process X is a
sum of the independent fractional Brownian motions (fBm’s),
in general, with different Hurst parameters. The process A(t)
describes the amount of data (input traffic) arrived within time
interval [0, t]. Such input processes arise as aggregation of a
large number of independent heavy-tailed heterogeneous on-off
sources after appropriate time scaling, see Taqqu et al. [1].
The present work is focused on the asymptotic analysis of
the overflow probability P (Q > b) that the stationary work-
load Q exceeds a (large) threshold b. Such a probability is an
important ingredient of the QoS analysis of the telecommu-
nication systems. We present the logarithmic asymptotics of
c© O. V. Lukashenko, E. V. Morozov, 2013
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the overflow probability in the described system. The proof
is mainly based on the technique developed by Duffield and
O’Connell [2].
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A non-cooperative four-person game which is related to the
queueing system M/M/2 is considered. There are two compet-
ing stores and two competing transport companies which serve
the stream of customers with exponential distribution with pa-
rameters µ1 and µ2 respectively. The stream forms the Poisson
process with intensity λ. The shops declare the price for the
produced product. After that transport companies declare the
price of the service and carry passengers to the stores. The
problem of pricing and determining the optimal intensity for
each player in the competition is solved.
Keywords: Duopoly, equilibrium prices, queueing system.
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Abstract
We consider a problem of detection of a change point in distri-
bution of a stochastic sequence describing the flow of jobs arriving
to a server. A change point may indicate a change in significant
characteristics of the job flow, such as occurence of a large num-
ber of artificially generated jobs aimed at compromising server’s
availability (denial-of-service attack). The stochastic sequence of
our interest is a sequence of r.v. taking values 0 or 1 according to
Bernoulli distribution. Such r.v. may describe events happening to
jobs upon their arrival, e.g. whether a job is served immediately
or has to wait in queue. We apply the CUSUM method to detect
the change and present the explicit solutions for the mean num-
ber of observations between false alarms and the mean delay before
detecting a change.
The CUSUM (cumulative sum) method to detect the change
in characteristics of a stochastic process was first introduced in
[1]. One of the possible applications of the method is detection
of a change in distribution parameter of a sequence of non-
negative, independent and equally distributed r.v. {xn}, n =
1, 2, .... Let us suppose that before change the distribution
1Supported by the Division of Mathematical Sciences of RAS and the Russian Fund
for Basic Research (13-01-91158, 13-01-00033).
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is xn ∼ F (x, α0) and after change at time moment θ ≥ 0 it
becomes xn ∼ F (x, α), where α 6= α0. The method implies
construction of a sequence of cumulative sums
Sn = (Sn−1 + q(xn))
+, (1)
where z+ = max(0, z), q(x) = log dF (x,α)
dF (x,α0)
, S0 = s ≥ 0.
A signal that a change has been detected is given on step
τb as soon as the value of the cumulative sum first exceeds the
threshold value b:
τb = inf{n > 0 : Sn ≥ b} (2)
We consider two important characteristics of the change de-
tection process. ARL or Average Run Length is the mean
number of observations before a signal is given, upon the con-
dition that the change in distribution never happens (θ =∞),
thus representing the mean number of observations between
false alarms. AD or Average Delay is the mean number of
observations to detect a change that occured at θ = 0. Hav-
ing the initial condition S0 = s, expressions for ARL and
AD may be written as ARL = j∞(s) = Es{τb|θ = ∞} and
AD = j0(s) = Es{τb|θ = 0}.
It can be shown that for CUSUMs of a linear form Sn =
(Sn−1+ xn− a)+, where a — const, the function j∞(s) <∞ is
a solution of an integral equation
j(s) = 1 + Es{I(0 < S1 < b)j(S1)}+ Ps{S1 = 0}j(0), s < b.
(3)
Here Ps and Es are the probability measure and expectation
corresponding to the initial condition S0 = s. The equation for
AD is similar to (3) with assumption that θ = 0.
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We derive the explicit expressions for ARL and AD in the
case of r.v. xn having Bernoulli distribution with
F (x) =


0, x < 0
1− α0, 0 ≤ x < 1
1, x ≥ 1
We assume that after change the parameter becomes α >
α0. In case of α < α0, the solutions also hold true after rewrit-
ing α′0 = 1− α0 and α′ = 1− α.
In case of Bernoulli distribution, q(xn) takes form
q(xn) = log
αxn(1− α)1−xn
αxn0 (1− α0)1−xn
=
=
(
log
α
α0
− log 1− α
1− α0
)
xn + log
1− α
1− α0 = γxn + β. (4)
According to logarithm properties and the condition α > α0,
we have γ > 0, β < 0 and γ + β > 0. We write the functional
equation for ARL, using (3). We derive a linear functional
equation:
j(s) =
{
1 + α0j(s+ γ + β) + (1− α0)j(s+ β)+, 0 ≤ s < b
0, s = b
(5)
The functional equation for AD has the similar form with
the coefficient α0 replaced by α.
For α0 and α given, we approximate the values of the param-
eters with integers and solve (5) explicitly. Next we consider
the possible cases and present the solutions.
1. Let γ + β > −β, that is
{
0 < α0 < 0.5,
α0 < α < 1− α0. Without
loss of generality, assume β = −1, b∗ = b
−β
, z = γ+β
−β
. Let
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m = [z]. In the new notation, equation (5) takes form
j(s) = 1+α0j(s+m)+(1−α0)j(s−1)+, 0 ≤ s < b∗ (6)
The solution for α0 6= 1m+1 is
j(s) =
s
1− α0(m+ 1) +
m∑
i=0
Ciz
s
i , (7)
where z1, ..., zm are the roots of the polynomial α0
∑m
i=0 z
i−
1 = 0 and C0, ..., Cm are found from the system of linear
equations


m∑
i=1
Ci(1− zmi ) = 1α0 + m1−α0(m+1)
α0C0 +
m∑
i=1
Ci(z
b∗−1
i − (1− α0)zb
∗−2
i ) =
α0(b∗−1+m)
α0−1+α0m
. . .
α0C0 +
m∑
i=1
Ci(z
b∗−m
i − (1− α0)zb
∗−m−1
i ) =
α0b∗
α0−1+α0m
(8)
The solution for α0 =
1
m+1
is
j(s) = −s
2
m
+
m∑
i=0
Ciz
s
i , (9)
where z1, ..., zm are the roots of the polynomial α0
∑m
i=0 z
i−
1 = 0 and C0, ..., Cm are found from the system of linear
equations
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

m∑
i=0
Ci(1− zmi ) = 1
m∑
i=0
Ci(z
b∗−2
i (zi − mm+1)) = (b
∗−1+m)2
m(m+1)
. . .
m∑
i=0
Ci(z
b∗−m−1
i (zi − mm+1)) = b
∗2
m(m+1)
(10)
2. Let γ + β < −β, that is
{
0 < α0 ≤ 0.5,
α > 1− α0, or else 0.5 <
α0 < 1. Without loss of generality, assume γ+β = 1, b
∗ =
b
γ+β
, z = −β
γ+β
. Let m = [z]. In the new notation, equation
(5) takes form
j(s) = 1+α0j(s+1)+(1−α0)j(s−m)+, 0 ≤ s < b∗ (11)
The solution for α0 6= mm+1 is
j(s) =
A
1− α0 (s− b
∗) +
m∑
i=1
Ci(1− zb∗−si )
(1− α0)zb∗+1i
, (12)
j(0) = −A(b∗ + 1) +B +
m∑
i=1
Ci
(1− α0)zb∗+1i
, (13)
where z1, ..., zm are the roots of the polynomial
∑m
i=1 z
i−
α0
1−α0
= 0 and A, B, C1, ..., Cm are found from the system
of linear equations
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

B +
m∑
i=1
Ci = 0
A+
m∑
i=1
Ci(zi − 1) = 0
. . .
A +
m∑
i=1
Ciz
m−2
i (zi − 1) = 0
A− B
1−α0
+
m∑
i=1
Ci(
−2α0
(1−α0)zi
+
zm−1i −1
zi−1
) = 1
A α0
α0−1
+B α0
1−α0
+
m∑
i=1
Ci
α0
(1−α0)zi
= 0
(14)
The solution for α0 =
m
m+1
is
j(s) = 0.5(m+ 1)
(
A(n(1− n)− b∗(1− b∗))−
B(n(n + 1)− b∗(b∗ + 1))−
−C((n+2)(n+1)−(b∗+2)(b∗+1))
)
+
m−1∑
i=1
Di(1− zb∗−si )
zb
∗+1
i
,
(15)
where z1, ..., zm−1 are the roots of the polynomial
∑m−1
i=1 iz
m−i+
m = 0 and A, B, C, D1, ..., Dm−1 are found from the sys-
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tem of linear equations

2A+B +
m−1∑
i=1
Di(zi − 1) = 0
. . .
(m− 1)A+ (m− 2)B + (m− 3)C+
+
m−1∑
i=1
Di
(−m
zi
+
6−3m+(3m−3)zi−3z
m−1
i
(zi−1)2
)
= 0
mA + (m− 1)B + (m− 2)C+
+
m−1∑
i=1
Di
(
3m
zi
+
2−m+(m−1)zi−z
m−1
i
(zi−1)2
)
= 0
mB + (m− 1)C+
+
m−1∑
i=1
Di
(−3m
zi
+
2−m+(m−1)zi−z
m−1
i
(zi−1)2
)
= 1
mC +
m−1∑
i=1
Di
m
zi
= 0
(16)
3. Let γ + β ≤ −β and suppose that [ β
γ+β
] = 1. Equation
(5) takes form
j(s) = 1+α0j(s+1)+(1−α0)j(s−1)+, 0 ≤ s < b∗ (17)
The solution for α0 6= 0.5 is
j(s) =
b∗ − s
2α0 − 1 +
1
(2α0 − 1)2
((1− α0)b∗+1
αb
∗
0
− (1− α0)
s+1
αs0
)
(18)
The solution for α0 = 0.5 is
j(s) = b∗(b∗ + 1)− s(s+ 1) (19)
Having j(s) for given α0 and α and using the properties of
j(s), we find the value of b∗ that provides desired level of ARL.
Then we find the value of corresponding AD.
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Example: Let α0 = 0.4, α = 0.7. Then q(xn) = 1.25xn −
0.69, m = 1 and j(s) is found by (19). With S0 = 0, we find
that for ARL=1000 b∗ = 11, then b = b∗(γ + β) = 6.16 is the
value that minimizes AD at value 25.6.
In table (1) we present selected results of evaluating ARL
and AD using the derived solutions. The direct solution of (5)
gives the same numerical results.
α0 α b ARL AD α0 α b ARL AD
0.1 0.3 4.02 1000 26.6 0.45 0.9 6.24 1000 12.2
0.1 0.6 5.68 1000 8.3 0.6 0.8 5.47 1000 43.8
0.45 0.8 5.18 1000 18.8 0.6 0.9 5.68 1000 21.7
Table 1: ARL and AD for given distribution parameters α0 and α.
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Áóäåì ðàññìàòðèâàòü äâóõóðîâíåâóþ ñèñòåìó óïðàâëå-
íèÿ, ñîñòîÿùóþ èç îäíîãî ýëåìåíòà âåðõíåãî óðîâíÿ è îäíî-
ãî ýëåìåíòà íèæíåãî óðîâíÿ. Âåðõíèé óðîâåíü èìååò íåêî-
òîðîå êîëè÷åñòâî ðåñóðñîâ, êîòîðîå ïðèìåì çà 1. ×àñòü ïî-
ëó÷åííûõ ñðåäñòâ îí ïåðåäàåò íèæíåìó óðîâíþ íà îáùèå
öåëè, îñòàâøóþñÿ ÷àñòü îñòàâëÿåò íà íåöåëåâîå èñïîëüçîâà-
íèå. Â ñâîþ î÷åðåäü, íèæíèé óðîâåíü çàáèðàåò ÷àñòü ñðåäñòâ
íà ñâîè íóæäû, à îñòàëüíîå ðàñõîäóåòñÿ íà îáùèå öåëè. È
âåðõíèé, è íèæíèé óðîâíè ó÷àñòâóþò â äîõîäå îò ñèñòåì-
íîé äåÿòåëüíîñòè è èìåþò ñâîè óíêöèè âûèãðûøà. Íóæíî
îïðåäåëèòü, ïðè êàêîé ñõåìå ðàñïðåäåëåíèÿ ñðåäñòâ âíóòðè
ñèñòåìû âîçíèêíåò ðàâíîâåñèå.
Ìîäåëü ñòðîèòñÿ â âèäå èãðû äâóõ ëèö, â êîòîðîé íàõîäèò-
ñÿ ðàâíîâåñèå ïî Øòàêåëüáåðãó.
Â óíêöèþ âûèãðûøà êàæäîãî èç äâóõ ó÷àñòíèêîâ âêëþ-
÷àþòñÿ äâà ñëàãàåìûõ: äîõîä îò íåöåëåâîé äåÿòåëüíîñòè è
ñîîòâåòñòâóþùàÿ äîëÿ äîõîäà îò öåëåâîé äåÿòåëüíîñòè ñè-
ñòåìû.
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Ôóíêöèè âûèãðûøà èìåþò âèä:
g1(u1, u2) = a1(1− u1, u2) + b(u1, u2) · c(u1, u2)→ max
u1
;
g2(u1, u2) = a2(u1, 1− u2) + b(u1, u2) · c(u1, u2)→ max
u2
.
ïðè îãðàíè÷åíèÿõ
0 ≤ ui ≤ 1, i = 1, 2,
è óñëîâèÿõ íà óíêöèè a, b, è c
ai ≥ 0; ∂ai
∂ui
≤ 0, ∂ai
∂uj 6=i
≥ 0, i = 1, 2,
bi ≥ 0; ∂bi
∂ui
≥ 0, i = 1, 2, ∂c
∂ui
≥ 0, i = 1, 2.
Çäåñü èíäåêñ 1 îòíîñèòñÿ ê õàðàêòåðèñòèêàì âåðõíåãî óðîâ-
íÿ, èíäåêñ 2 îòíîñèòñÿ ê õàðàêòåðèñòèêàì íèæíåãî óðîâíÿ,
ui - äîëÿ ðåñóðñîâ, âûäåëåííûõ i-ì óðîâíåì íà ðàçâèòèå
ñèñòåìû (ñîîòâåòñòâåííî, 1− ui - îñòàåòñÿ íà íåöåëåâîå èñ-
ïîëüçîâàíèå ðåñóðñîâ â ëè÷íûõ èíòåðåñàõ),
gi - óíêöèÿ âûèãðûøà i-ãî óðîâíÿ,
ai - óíêöèÿ ÷àñòíîãî âûèãðûøà i-ãî óðîâíÿ,
bi - äîëÿ îò äîõîäà îáùåé äåÿòåëüíîñòè, ïîëó÷àåìàÿ i-ì
óðîâíåì;
c - öåëåâîé äîõîä ñèñòåìû.
Â êà÷åñòâå óíêöèé a è  ðàññìàòðèâàþòñÿ ñòåïåííûå, ëè-
íåéíûå, ïîêàçàòåëüíûå è ëîãàðèìè÷åñêèå óíêöèè îòíî-
ñèòåëüíî ïåðåìåííûõ u1 è u2 è êóìóëÿòèâíûå ïî èõ ñîâî-
êóïíîñòè, ò.å.
a1 = a1(1− u1),
a2 = a2(u1(1− u2))
c = c(u1u2)
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Ñîîòíîøåíèÿ a1 = a1(1 − u1), a2 = a2(u1(1 − u2)) îòðàæà-
þò èåðàðõè÷åñêóþ ñòðóêòóðó ñèñòåìû. Äîõîä îò íåöåëåâîé
äåÿòåëüíîñòè âåðõíåãî óðîâíÿ íå çàâèñèò îò òîãî, êàêóþ
÷àñòü ñðåäñòâ íèæíèé óðîâåíü íàïðàâèò íà îáùèå öåëè. Íî
äîõîä îò íåöåëåâîé äåÿòåëüíîñòè íèæíåãî óðîâíÿ çàâèñèò
îò òîãî, êàêóþ ÷àñòü ñðåäñòâ ïåðåäàñò åìó âåðõíèé óðîâåíü
íà îáùèå öåëè.
àññìàòðèâàþòñÿ ñëåäóþùèå âèäû ðàñïðåäåëåíèé b:
1) ðàâíîìåðíîå, ïðè êîòîðîì äîëè ó÷àñòèÿ â äîõîäå îò öå-
ëåâîé äåÿòåëüíîñòè îäèíàêîâû äëÿ âñåõ ó÷àñòíèêîâ, â ÷àñò-
íîñòè ïðè n = 2
bi =
1
2
, i = 1, 2
2) ïðîïîðöèîíàëüíîå, ïðè êîòîðîì äîëè ó÷àñòèÿ â äîõî-
äå îò öåëåâîé äåÿòåëüíîñòè ïðîïîðöèîíàëüíû äîëÿì, âû-
äåëåííûì ñîîòâåòñòâóþùèì óðîâíåì íà îáùèå öåëè, ò.å.
b1 =
ui
u1 + u2
,
b2 =
u2
u1 + u2
,
Â îáùåì ñëó÷àå b1+ b2 ≤ 1 , ò.å. ñîîòíîøåíèå ìåæäó b1 è b2
ìîæåò áûòü ïðîèçâîëüíûì â ïðåäåëàõ ñàìîãî äîõîäà, ò.å. â
îáùåì ñëó÷àå âîçìîæíà ñèòóàöèÿ, êîãäà íå âåñü äîõîä îò
öåëåâîé ïîäëåæèò ðàñïðåäåëåíèþ.
Â äàííîé ðàáîòå ðàññìàòðèâàåòñÿ ñëó÷àé, êîãäà èçëèøêîâ
íåò, ò.å. âåñü äîõîä ðàñïðåäåëåí ìåæäó äâóìÿ èãðîêàìè ñè-
ñòåìû, ò.å. âñå, ÷òî íå äîñòàåòñÿ âåðõíåìó óðîâíþ, äîñòà-
íåòñÿ íèæíåìó:
b1 + b2 = 1
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Äàííàÿ ìîäåëü ÿâëÿåòñÿ èåðàðõè÷åñêîé èãðîé ñ äâóìÿ ó÷àñò-
íèêàìè.
Ñòðàòåãèåé èãðîêà ñèñòåìû ÿâëÿåòñÿ äîëÿ ui îò èìåþùèõñÿ
ó íåãî ñðåäñòâ, íàïðàâëåííûõ íà îáùèå öåëè. Ïðàâî ïåð-
âîãî õîäà ïðèíàäëåæèò èãðîêó âåðõíåãî óðîâíÿ, êîòîðûé
âûáèðàåò è ñîîáùàåò èãðîêó íèæíåãî óðîâíÿ çíà÷åíèå u1,
ïîñëå ÷åãî âòîðîé èãðîê, çíàÿ ðåøåíèå ïåðâîãî, âûáèðàåò
îïòèìàëüíîå äëÿ ñåáÿ çíà÷åíèå u2.
Öåëü èññëåäîâàíèÿ: èçó÷èòü âëèÿíèå ñîîòíîøåíèÿ óíê-
öèé a1, a2, b1, b2, c íà ðåøåíèå èãðû.
àññìîòðèì ñëó÷àé, êîãäà a1(u1, u2) = 1 − u1, a2(u1, u2) =
u1(1− u2) ,c2(u1, u2) = u1u2 .
Òîãäà g1(u1, u2) = 1 − u1 + u1u22 ,g1(u1, u2) = u1 − u1u22 . Êàê
âèäíî, ýòî èãðà ñ ïîñòîÿííîé ñóììîé. Ôóíêöèÿ g2 óáû-
âàåò ïî u2, ïîýòîìó îïòèìàëüíîå u2
∗ = 0, ïðè êîòîðîì
g1(u1, 0) = 1 − ui . Ôóíêöèÿ g1 óáûâàåò ïî u1, ïîýòîìó îï-
òèìàëüíîå u1
∗ = 0.
Òî åñòü, ðàâíîâåñèå ïî Øòàêåëüáåðãó â äàííîé èãðå ST1 =
{(0, 0)}, ïðè ýòîì âûèãðûøè èãðîêîâ g1 = 1,g2 = 0, òî
åñòü îáà èãðîêà èñïîëüçóþò ñòðàòåãèè êðàéíåãî ýãîèçìà
(íàïðàâëÿþò âåñü èìåþùèéñÿ ðåñóðñ íà ëè÷íûå èíòåðåñû),
îäíàêî âåðõíèé óðîâåíü ïîëó÷àåò ìàêñèìàëüíûé âûèãðûø,
à íèæíèé óðîâåíü ëèøü íóëåâîé.
àññìîòðèì ñëó÷àé, êîãäà a1(u1, u2) = a1(1−u1), a2(u1, u2) =
a2u1(1 − u2), c2(u1, u2) = (u1u2)k ïðîèçâîäñòâåííàÿ ñòåïåí-
íàÿ óíêöèÿ.
Ïðè ýòîì âîçìîæíû 2 ïðèíöèïèàëüíî ðàçëè÷íûõ ñëó÷àÿ:
1) k = 1 (ëèíåéíàÿ ïðîèçâîäñòâåííàÿ óíêöèÿ);
Ïðè ýòîì g1(u1, u2) = a1(1−u1)+b1u1u2,g2(u1, u2) = a1u1(1−
u2) + b2u1u2 .
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Íàéäåì îïòèìàëüíóþ ñòðàòåãèþ íèæíåãî óðîâíÿ:
∂g2
∂u2
= (b2 − a2)u1,
u∗2 =
{
1, b2 > a2,
0, b2 < a2.
Âåðõíåìó óðîâíþ ïðåäñòîèò îïòèìèçèðîâàòü ñâîþ óíê-
öèþ âûèãðûøà:
g1(u1, u
∗
2) =
{
a1(1− u1) + b1u1u2, b2 > a2,
a1(1− u1), b2 < a2.
∂g1
∂u1
=
{
b1 − a1, b2 > a2,
−a1, b2 < a2.
Ò.å., åãî îïòèìàëüíàÿ ñòðàòåãèÿ ðàâíà:
u∗1 =
{
1, (b2 > a2) ∧ (b1 > a1),
0, (b2 < a2) ∨ (b1 < a1).
Èòàê, ïðè b2 > a2 è b1 > a1 îáà èãðîêà ïðèìåíÿþò ñòðàòå-
ãèè àëüòðóèçìà (u1
∗ = u2
∗ = 1), ïðè ýòîì g1 = b1, g2 = b2.
Â îñòàëüíûõ ñëó÷àÿõ âåäóùèé èãðîê âåäåò ñåáÿ ýãîèñòè÷íî
(u1
∗ = 0), ïðè ýòîì, g1 = a1, g2 = 0.
2) 0 < k < 1 (ñòåïåííàÿ ïðîèçâîä÷òâåííàÿ óíêöèÿ).
Ïðè ýòîì g1(u1, u2) = a1(1 − u1) + b1(u1u2)k,g2(u1, u2) =
a1u1(1− u2) + b2(u1u2)k .
Íàéäåì îïòèìàëüíóþ ñòðàòåãèþ íèæíåãî óðîâíÿ:
∂g2
∂u2
= −a2u1 + kb2(u1u2)k−1 = 0,
u2
∗ =
( a2
kb2
)
1
k−1
u1
.
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Âåðõíåìó óðîâíþ ïðåäñòîèò îïòèìèçèðîâàòü ñâîþ óíê-
öèþ âûèãðûøà:
g1(u1, u2
∗) = b1
( a2
kb2
)
k
k−1
k−1u1
+
a1(1− u1).
Òàê êàê óíêöèÿ g1 óáûâàåò ïî u1, òî u1
∗ = 0 .
Êàê âèäíî, â ýêîíîìè÷åñêîé ïîñòàíîâêå (ïîáóæäåíèå) â ïî-
äàâëÿþùåì ñëó÷àå ðàññìîòðåííûõ ìîäåëåé âåðõíèé èãðîê
âåäåò ñåáÿ ýãîèñòî÷íî, íàïðàâëÿÿ âñå èìåþùèåñÿ ó íåãî ðå-
ñóðñû íà íåöåëåâîå èñïîëüçîâàíèå (u1
∗ = 0). Äëÿ âûáîðà
âåðõíèì óðîâíåì ñòðàòåãèè u1
∗ > 0 òðåáóåòñÿ ëèáî ïðèíóæ-
äåíèå (îãðàíè÷åíèå íà âûáîð ñòðàòåãèè â âèäå u1 ≥ uˆ1) ëè-
áî âûáîð ïîëîæèòåëüíîé ñòðàòåãèè ïî äîáðîâîëüíîìó (âíå-
ýêîíîìè÷åñêîìó) óáåæäåíèþ.
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The inspection (or renewal time) paradox means that the
mean stationary remaining (and attained) renewal time con-
tains the 1st and the 2nd moments of the original interrenewal
time (Asmussen [1], Feller [2]). The inspection paradox is also
formulated for the mean interval covering instant t in limit as
t → ∞. In this work, we use numerical simulation to study
the rate of convergence in the paradox for various interrenewal
time distributions.
Then we apply the inspection paradox to analyze the loss
probability for a class of the non-conventional loss systems
(Tikhonenko [4]). In such a system, each customer has both
service time and size, and the system has infinite capacity for
the queue-size, but a finite capacity M for the total size of the
awaiting customers. Thus, the arriving customer is lost if he
meets total size N in the system and his size v is such that
c©L. Potakhina, E. Morozov, K. De Turck, 2013
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v + N ≥ M . In this work, we confirm by simulation the con-
jecture that for M large the mean loss size approaches to the
mean covering interval obtained from the inspection paradox
for the renewal process generated by the customer sizes.
Then a system with the optical buffers is considered. In that
system, signals travel from host to host in the form of light
and buffering by means of a set of fiber delay lines (FDL) with
deterministic values. Thus the set of possible waiting times
is not a continuum but a denumerable set, with each value
corresponding to the length of a delay line. As a result, in
general arriving signals have to wait for service longer than in
the classic case. A sufficient stability condition for the systems
with optical buffers has been recently obtained (Rogiest et al.
[3]). In this work we present and verify by simulation a tighter
sufficient condition which stems from the inspection paradox.
Another contribution of this work is that we also consider
the optical system with the random differences between fiber
line lengths. To motivate such a setting we note that for the
heavily-loaded modern networks, a large number of the lines
is required. These lines constitute a huge number of possible
paths between hosts and users. As a first-order approximation,
it seems appropriate to describe the differences between their
lengths as random variables to reflect a variability of the paths.
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We consider an n-person game with a finite set of players N =
{1, . . . , n} and suppose that players may communicate with
each other. Communication between any two players means
that there exist a link connecting them. Denote a network
by a pair (N, g). Here N is a set of nodes (and it coincides
with the set of players), and g ∈ N × N is a set of links. If
element ij ∈ g, there is a link between i and j, generating
communication between them.
Consider a two-stage game: in the first stage, players choose
their communication preferences, which form a network. In
the second stage, players choose their strategies subject to the
communication structure. More details can be found below.
First stage. Let ai ∈ {1, . . . , n} be the maximal number of
links which player i can maintain. A strategy of player i ∈ N
in the first stage is an n-dimensional profile gi = (gi1, . . . , gin):
gij =
{
1, if i wants to form a link with j ∈ N \ i,
0, otherwise,
(1)
subject to capacity constrains∑
j∈N
gij ≤ ai, i ∈ N. (2)
c© L. Petrosyan, A. Sedakov, 2013
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Denote a set of strategies of player i ∈ N satisfying (1)–(2), by
Gi.
If profile (g1, . . . , gn) is realized, network g consists of link
ij such that gij = gji = 1.
Second stage. Let Ui be a set of strategies of player i ∈ N ,
and element ui ∈ Ui is a strategy of player in the second stage.
Denote neighbors of player i in network g by Ni(g) = {j ∈
N \ i : ij ∈ g} and strategy profile of player i’s neighbors by
uNi(g) = (ui1 , . . . , ui|Ni(g)|), uij ∈ Uij , ij ∈ Ni(g) for all j =
1, . . . , |Ni(g)|.
LetKi(ui, uNi(g)) be a payoff function of player i ∈ N defined
on the set Ui ×
∏
j∈Ni(g)
Uj , suppose that:
Ki(ui, uNi(g)) =
∑
j∈Ni(g)
ki(ui, uj). (3)
Here ki(ui, uj) ≥ 0 for all i ∈ N , ui ∈ Ui, uj ∈ Uj .
Cooperation in second stage. Non-empty subset S ⊆ N
we call a coalition. For all coalitions define a characteristic
function v : gN × 2N 7→ R as follows:
v(g,N) = max
u1,...,un
∑
i∈N
Ki(ui, uNi(g))
= max
u1,...,un
∑
i∈N
∑
j∈Ni(g)
ki(ui, uj),
v(g, S) = max
ui,i∈S
∑
i∈S
Ki(ui, uNi(g)∩S)
= max
ui,i∈S
∑
i∈S
∑
j∈Ni(g)∩S
ki(ui, uj), S ⊂ N,
v(g, ∅) = 0,
provided that network g is fixed.
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As an allocation consider the Myerson value
µ(g) = (µ1(g), . . . , µn(g)):
µi(g) =
∑
S⊆N,i∈S
(|N | − |S|)!(|S| − 1)!
|N |! [V (g, S)− V (g, S \ {i})] .
(4)
Here function V (g, S) is defined as
V (g, S) =
{ ∑
T∈S|g
v(g, T ), S ⊆ N, S 6= ∅,
0, S = ∅,
(5)
and S|g is a set of coalitions, satisfying two conditions: (i)
there is a path in g between any two players from the same
coalition, (ii) there is no path in g between any two players
from different coalitions.
Formally, we can define normal-form game
Γ = (N, {Xi}i∈N , {Hi}i∈N ), where:
• N : set of players;
• Xi = Gi × Ui set of strategies of player i ∈ N . Here
Gi satisfies (1)-(2), and choices gi ∈ Gi and ui ∈ Ui are
independent;
• Hi: payoff function of player i ∈ N , defined on set
∏
i∈N Xi
as Hi(g, u1, . . . , un) = µi(g). Network g is formed by pro-
file (g1, . . . , gn).
One may note, that in game Γ there exists at least one Nash
equilibrium in pure strategies.
Cooperation in both stages. In this setting, players are sup-
posed to form the network and choose their strategies jointly.
Acting as one player, the grand coalition maximizes the value
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∑
i∈N Ki(ui, uNi(g)). Let∑
i∈N
Ki(u
∗
i , u
∗
Ni(g∗)
) = max
ui∈Ui,i∈N
max
gi∈Gi,i∈N
∑
i∈N
Ki(ui, uNi(g))
= max
ui∈Ui,i∈N
max
gi∈Gi,i∈N
∑
i∈N
∑
j∈Ni(g)
ki(ui, uj),
and profile g∗1, . . . , g
∗
n generates network g
∗.
In this case the characteristic function is defined similar to
the previous one:
v(g∗, N) = max
ui∈Ui,i∈N
max
gi∈Gi,i∈N
∑
i∈N
Ki(ui, uNi(g))
= max
ui∈Ui,i∈N
max
gi∈Gi,i∈N
∑
i∈N
∑
j∈Ni(g)
ki(ui, uj),
v(g∗, S) = max
ui∈Ui,i∈S
∑
i∈S
Ki(ui, uNi(g∗)∩S)
= max
ui∈Ui,i∈S
∑
i∈S
∑
j∈Ni(g∗)∩S
ki(ui, uj), S ⊂ N,
v(g∗, ∅) = 0,
The Myerson value µ(g∗) = (µ1(g
∗), . . . , µn(g
∗)) in this game
is calculated by the formula:
µi(g
∗) =
∑
S⊆N,i∈S
(|N | − |S|)!(|S| − 1)!
|N |! [V (g
∗, S)− V (g∗, S \ {i})] .
(6)
Keywords: network, network formation, cooperation, Nash
equilibrium, Myerson value.
Two-Stage Communication Games 83
References
1. Dutta B., van den Nouweland A., Tijs S. (1998) Link for-
mation in cooperative situations // International Journal
of Game Theory. 27:245–256.
2. Jackson M. O. and Wolinsky, A. (1996) A Strategic Model
of Social and Economic Networks // J. Econom. Theory
71, pp. 44–74.
3. Myerson R. (1977) Graphs and cooperation in games //
Mathematics of Operations Research. 2:225-229.
4. Nash J. (1951) Non-cooperative games. Ann. of Math. 54,
pp. 286–295.
5. Petrosyan L. and Sedakov A. (2011) On AMultistage Link
Formation Game // Contributions to Game Theory and
Management. Collected papers ed. by L. Petrosyan and
N. Zenkevich, Vol. 4, pp. 354–363.
6. Shapley L. S. (1953) A Value for n-Person Games // Con-
tributions to the Theory of Games II, Princeton: Prince-
ton University Press, pp. 307–317.
84 M. Sandomirskaia
On multistage bidding games with
positive bid-ask spread
Marina Sandomirskaia
SPbEMI RAS, St.Petersburg
E-mail: sandomirskaya ms@mail.ru
An approach to analysis of stock price dynamics in terms of
the theory of repeated games with incomplete information was
introduced by B. De Meyer and H. Moussa Saley in [1]. They
consider a model of multistage bidding between two differently
informed players for shares of one-type risky asset. Before bid-
ding starts a chance move chooses the liquidation price from
two possible values. Player 1 is informed on the price, but
Player 2 is not. At each stage of bidding players propose arbi-
trary prices for a share. The maximal bid wins and one share is
transacted at this price. In this model Player 2 should use the
history of Player 1’s moves to update his beliefs about the state
of nature. Thus Player 1 must maintain a balance between tak-
ing advantage of his private information and concealing it from
Player 2.
Discrete analogue of the model with integer admissible bids
was developed by V. Domansky in [2]. The n-stage games
Gmn (p) are considered with two possible values of liquidation
price, positive integer m with probability p and 0. Both play-
ers know p. Domansky shows that the sequence of values of
the games Gmn (p) is bounded. This makes reasonable to con-
sider the infinite games Gm∞(p). These games are solved in [2].
c© M. Sandomirskaia, 2013
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The fastest optimal strategy σm provides Player 1 the maximal
possible expected gain 1/2 per step. For this strategy the pos-
terior probabilities perform a simple symmetric random walk
over the grid l/m, l = 0, . . . , m, with absorbing extreme points
0 and 1.
In previously developed models players propose only one
price for a share at each step, i.e. bid and ask prices coincide.
Here we remove this restriction. We assume that at each step
of bidding both players simultaneously propose their bid and
ask prices for one share. The bid-ask spread s is fixed by rules
of bidding. Transaction occurs from seller to buyer by bid
price. We make an attempt to extend the results of simplified
model [2] to the case of any positive integer spread. Note that
the model [2] corresponds to the case s = 1. For the sake of
simplicity we assume that m mod s = 0.
Upper bound for V m,sn (p). We generalize the optimal strat-
egy of the uninformed player in the model [2] in the following
way. For the initial probability p ∈
[
sk
m
, s(k+1)
m
)
the first move
of Player 2 strategy τk,m,s is to propose bid price sk. Then at
step t, t = 2, 3, . . ., Player 2 shifts his bid price by s upwards
or downwards depending on the insider’s bid at previous step:
τw,m,st (it−1, jt−1) =


jt−1 − s, it−1 ≤ jt−1 − s;
jt−1, |it−1 − jt−1| < s
jt−1 + s, it−1 ≥ jt−1 + s;
The upper bound for the game value is established by the
following theorem.
Theorem 1. For any n functions V m,sn are bounded from above
by a function Hm,s that is continuous, concave, and piecewise
linear with m/s linearity domains [sk/m, s(k + 1)/m], k =
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0, 1, . . . , m/s−1. Hm,s is completely determined with its values
at the peak points pk = sk/m, k = 0, 1, . . . , m/s:
Hm,s(pk) =
m2
2s
pk(1− pk). (1)
Applying τk,m,s Player 2 ensures the loss not greater than
certain function independent of the number of steps as n→∞.
Thus it is reasonable to consider bidding of unlimited duration.
Lower bound for V∞(p). By analogy with the model [2]
it is natural to examine insider’s strategies that generate the
simple random walk on the lattice of posterior probabilities{
sk
m
| k = 0, ..m/s}. Denote the set of such strategies by
ΣSRW . Observe that the lattice sk/m in the model with bid-
ask spread equal s is a natural analogue of the lattice k/m in
the model with s = 1 since the price jump by s in the former
model corresponds to the price jump by 1 in the latter one.
We introduce the following notation.
g(d) =
1
s
+
1
s− 1 + . . .+
1
s− d,
d∗ = max{d | g(d) ≤ 1},
ε∗ = 1− g(d∗).
For probability pk = sk/m the fist move of insider’s strategy
σk,m,s is to mix bid prices {sk − 2s} and {sk, sk + 1, . . . , sk +
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d∗, sk + d∗ + 1} in accordance with total probabilities
σk,m,s1 (sk − 2s|H) =
1
2
,
σk,m,s1 (sk + d|H) =
1
2(s− d) , d = 0, 1, . . . , d
∗,
σk,m,s1 (sk + d
∗ + 1|H) = 1
2
ε∗.
Conditional probabilities of these bids are calculated so that
corresponding posterior probabilities of high share price will be
the following
p(i = sk − 2s) = s(k − 1)/m = pk−1,
p(i = sk + d) = s(k + 1)/m = pk+1, d = 0, 1, . . . , d
∗, d∗ + 1.
At the next step insider must apply the same strategy, but
for the calculated at previous step posterior probability.
This strategy generates the simple random walk over the
lattice sk/m with absorption at extreme points, insider’s profit
per step being equal to V (1) given by
V1(s) =
1
2
(d∗ + 1 + ε∗(s− d∗ − 1)) . (2)
The strategy σk,m,s introduced above is the best one in the
class ΣSRW . However, it is not optimal insider’s strategy as we
improve it in the case of minimal nontrivial case s = 2.
Theorem 2. The function V m,s∞ is bounded from below by a
function Lm,s that is continuous, concave, and piecewise linear
with m/s linearity domains [sk/m, s(k + 1)/m],
k = 0, 1, . . . , m/s − 1. Lm,s and the following values at the
peak points pk = sk/m, k = 0, 1, . . . , m/s:
Lm,s(pk) = V1(s)
m2
s2
pk(1− pk). (3)
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Nonoptimality of the insider’s strategy σk,m,s generating the
simple random walk on the lattice of posterior probabilities
indicates that structure of price fluctuations (random walk) on
stock market is more complicated.
Relationship between upper and lower bounds. Solu-
tion of the game [2] (model without spread) results from the
current model as a special case if s = 1, upper and lower
bounds coincide and give a game value at points pk = k/m:
Hm,1 = Lm,1 = m
2
2
pk(1− pk) = V m,1∞ .
In the case of minimal nontrivial bid-ask spread s = 2 at
the points pk = 2k/m: L
m,2(pk) = 3/4H
m,2(pk).
As s→∞ the ratio between L and H decreases and in the
limit yields Lm,s(pk) ≈ 0, 63 ·Hm,s(pk).
As shown above, bid-ask spread plays a role of regulator
for transaction activity on stock market. As bid-ask spread
increases transactions occur less frequently and expected in-
sider’s profit falls at least by s times over against the simplified
model [2].
Countable state space. The results are generalized to the
case of countable set of possible values for a share price. We
analyze the model where this price can take values on the lat-
tice sk, k ∈ Z by analogy with the paper of V. Domansky
and V. Kreps [3]. The principal idea is to represent distribu-
tions on the integer lattice with given first moment as convex
combinations (probability mixtures) of two-point distributions
with the same first moments. It is shown that upper and lower
bounds obtained above preserve their form with replacement
of the term sk(m− sk) by the variance D(p) for distributions
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with mean values E(p) = sk, k ∈ Z. We construct the insider’s
strategies for these games as probability mixtures of strategies
for two-point games implementing a preliminary additional lot-
tery for the choice of two-point distribution.
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Repeated games with incomplete
information and slowly growing value
Sandomirskii Fedor
Repeated zero-sum games with incomplete information (RGII) were
introduced by R. Aumann and M. Maschler in the sixties (see [1]). Their
aim was to develop a theory of multi-stage two-player interactions with
participants having different amount of information about the interac-
tion. Multi-stage structure allows players to obtain additional informa-
tion about the interaction observing their opponents actions at previous
stages.
Let us briefly describe such a game GN (p). Before the game starts a
random state k is chosen from the set of states K according to a prior
distribution p. Player 1 is informed of k and Player 2 is not. Then at
each stage n = 1, ..N Player 1 and Player 2 simultaneously select their
actions (in, jn) from the sets of actions I = J using the information they
have at this stage. Before the next stage the selected actions are publicly
announced. One-stage payoff (i.e., the contribution of this stage to the
total gain of Player 1) is given by Akin,jn where A
k is one-stage payoff
matrix at a state k. After the last stage Player 2 pays
∑N
n=1 A
k
in,jn
to
Player 1.
Of course, players are allowed to randomize their actions using behav-
ioral strategies. Hence the value is defined as usual, i.e., V [GN (p)] is the
average total gain of Player 1 when both players play optimally.
The main feature of RGII is that the impact of information asymmetry
on the game value represents the price of information in long interactions.
So it is natural to consider only the games where the private information
is the only strategic advantage of Player 1. In other words, we will assume
that the non-revealing game, i.e., matrix game with the matrix A(p) =∫
K
dp(k)Ak (this game arise if Player 1 forgets his private information)
has zero value for any p ∈ ∆(K). For such games V [GN (p)] is itself the
price of information. One of the main questions of the theory is about
asymptotic behavior of V [GN (p)] as N →∞.
c©F. Sandomirskii, 2013
Repeated games with incomplete information and slowly growing value 91
It is well-known (see [1] and [4]) that for some games with finite K,
I and J the value can grow like C
√
N and can not grow faster (this
property is usually called “
√
N -law”). It was recently shown in [5] that for
infiniteK “
√
N -law” can be violated and examples of games with the value
behaving like CN
1
2 +α for any α ∈ (0, 1) were constructed. On the other
hand, it is interesting to describe classes of RGII with slower value growth.
For the discrete models of finance market with asymmetric information it
was recently observed (see [2] and [3]) that the value remains bounded as
N → ∞. Games considered in these papers have the following property:
the optimal strategy of Player 2 in the non-revealing game is piecewise
constant as a function of p. Our aim is to describe how this property
affects the asymptotic behavior in general case. The main result is the
following theorem.
Theorem: Assume that a RGII GN (p) has the following properties:
• K, I and J are finite sets;
• the value of the non-revealing game A(p) = ∫
K
dp(k)Ak is zero for
any p ∈ ∆(K);
• there exists a piecewise constant function y : ∆(K) → ∆(J) with
finite number of different values and such that the vector y(p) is an
optimal strategy of Player 2 in A(p) for any p.
Then there exists C > 0 such that for any p and N ≥ 1
V [GN (p)] ≤ C lnN.
The study is supported by the grants 13-01-00462-a and and 13-01-
00784-a of Russian Foundation for Basic Research and by the Chebyshev
Laboratory (Faculty of Mathematics and Mechanics, St Petersburg State
University) under the grant 11.G34.31.0026 of the Government of the Rus-
sian Federation.
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St. Petersburg State University,
Universitetskaya nab. 7/9, St. Petersburg, 199034, Russia
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We investigate the model of market where three different companies of-
fers there services to customers. The main parameters which distinguish every
company are costs of service and the time of customer order fulfillment. Each
company sells the same service but use its own way to construct the model of
customer service. The first company takes customers on service one by one
so they generate a queue in the first company system. Only the fixed cost of
whole order fulfillment charged for the customer by the first company manage-
ment. Parameter µ1 describe the first company service time and it distributed
exponentially with density function
f1(t) =
1
µ1
e
−
1
µ1
t
, t > 0.
The second firm takes all customers on service where they immediately start
carried. Customer charged not only fixed cost for order fulfillment but also a
time unit cost. Parameter µ2 describe the second company service time and it
distributed exponentially with density function
f2(t) =
1
µ2
e
−
1
µ2
t
, t > 0.
The third company takes customers on service one by one as the first company so
customers generate a queue in the third company system. Only the time unit
cost charged for the customer by the third company. Parameter µ3 describe
c© A. Sergeeva, V. Bure, 2013
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the third company service time and it distributed exponentially with density
function
f3(t) =
1
µ3
e
−
1
µ3
t
, t > 0.
We assume that there is a bunch of n customers comes to service at the
same time. They spread out by companies trying to minimize the overall losses
for service.
The model of n-person game with perfect information is suggested in this
paper.
Define the non-antagonistic game in normal form:
Γ =< N, {p
(j)
i }i∈N , {Hi}i∈N >, where
N = {1, . . . , n} - set of players,
{p
(j)
i }i∈N - set of strategies, p
(j)
i ∈ [0, 1], j = 1, 2, 3,
{Hi}i∈N - set of payoff functions.
Hi = −(p
(1)
i Q1i + (1− p
(1)
i − p
(3)
i )Q2i + p
(3)
i Q3i) =
−(p
(1)
i (Q1i −Q2i) + p
(3)
i (Q3i −Q2i) +Q2i),
where players are customers, p
(1)
i is the probability that player i choose the
first company, p
(3)
i - is the probability that player i choose the third company,
p
(2)
i = 1−p
(1)
i −p
(3)
i - is the probability that player i choose the second company.
Q1i, Q2i, Q3i - player i mean expected loss for the service of first, second
and third company respectively.
Q1 = EQ˜1 = r(t11 + t12) + c1,
Q2 = EQ˜2 = (r + c22)t22 + c21,
Q3 = EQ˜3 = (r + c32)t32 + rt31.
where r is the customer specific loss which associated with some missed
opportunities while waiting for order fulfillment, cj1 – fixed cost of customer
order fulfillment and cj2 – cost of time unit service, t
(j1)
i – the mean time of
waiting service, t
(j2)
i – the mean time of service for the company j, j = 1, 2, 3
and player i, i = 1, . . . , n. For the first and second companies we have t
(1)
i =
t
(11)
i + t
(12)
i and t
(3)
i = t
(31)
i + t
(32)
i respectively, and for the second company we
have t
(2)
i = t
(22)
i .
We consider the casualty functions: hi = −Hi, i = 1, . . . , n. Customers
choose order fulfillment schemes trying to minimize casualty function hi.
In this work we obtain the Nash equilibria on the three company market for
different adjusted numbers of customers. The existence and uniqueness in some
cases of these equilibria is proved.
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Location-price competition in airline
networks
Anna Shchiptsova
Institute of Applied Mathematical Research,
Karelian Research Centre RAS, Petrozavodsk, Russia
The classical Hotelling duopoly model is dedicated to analysis of competitive
behavior on a line segment. This work studies extension of location-price game
on graphs.
We consider a game-theoretic model of competition in airline market. Each
airline k ∈ K holds its route network and route assigned aircrafts. Particular
route is characterized by origin-destination city pair, subset of legs in airline
network and route price.
The model is formulated as a two-stage game. In the first stage each player
(airline) chooses its network structure. Route prices are set on the second stage
of the game and passenger demand is allocated. The solution concept is defined
as subgame perfect Nash equilibrium.
The player’s profit of using route j is defined as hij = pijMij(pj , nj)dj . Mij
is player’s share in passenger demand for origin-destination city pair of route j,
which is described using multinomial logit analysis. Passenger demand depends
on the number of alternative routes.
We present computational results for proposed model using route network
in Russian airline market.
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Êëþ÷åâûå ñëîâà: ñåòåâûå èãðû, ñòàáèëüíûå ñåòè, ìíîãîøàãîâûå èã-
ðû, èãðû îðìèðîâàíèÿ ñåòè, ìîäåëü ñèììåòðè÷åñêîé ñâÿçíîñòè.
Â ñòàòüå ðàñøèðÿåòñÿ ìîäåëü ñèììåòðè÷åñêîé ñâÿçíîñòè (symmetri onnetion
model) ñ ýêñïîíåíöèàëüíîé âûïëàòîé, èçëîæåííàÿ â [5℄. Ïðåäûäóùèå ðàáî-
òû [2℄ è [5℄, èññëåäîâàâøèå ìîäåëè ñèììåòðè÷åñêîé ñâÿçíîñòè, íå ðàññìàò-
ðèâàëè èãðó îðìèðîâàíèÿ ñåòè â êîíòåêñòå ìíîãîøàãîâîé èãðû ñ êîíêðåò-
íûìè ïðàâèëàìè ïåðåõîäà õîäà ìåæäó èãðîêàìè.
Â äàííîé ðàáîòå ïðîöåññ îðìèðîâàíèÿ ñåòè ðàññìîòðåí êàê ìíîãîøà-
ãîâàÿ èãðà ñ ïîëíîé èíîðìàöèåé ñ ýêñïîíåíöèàëüíûìè âûïëàòàìè.
Ìîäåëü ñèììåòðè÷åñêîé ñâÿçíîñòè îïèñûâàåò èãðó îðìèðîâàíèÿ ñåòè,
ãäå ðåçóëüòàòîì èãðû ÿâëÿåòñÿ ñåòü, ñâÿçûâàþùàÿ èãðîêîâ. Âûèãðûøè èã-
ðîêîâ çàâèñÿò îò âñåé ñòðóêòóðû ñåòè. Èãðîêè îðìèðóþò ñâÿçè íåäàëüíî-
âèäíî è ýãîèñòè÷íî. Ìîäåëü ñèììåòðè÷åñêîé ñâÿçíîñòè îïèñûâàåòñÿ òðåìÿ
ïàðàìåòðàìè (c, δ, n), ïðèíàäëåæàùèìè ìíîæåñòâó R × (0, 1) × N, ãäå c -
ñòîèìîñòü ïðÿìîé ñâÿçè, δ - âûèãðûø îò ïðÿìîé ñâÿçè è n - ÷èñëî èãðîêîâ.
Ââåäåì îáîçíà÷åíèÿ: ui - âûèãðûø i-ãî èãðîêà, dist(i, j) - ðàññòîÿíèå
ìåæäó èãðîêàìè i è j, ò.å. ìèíèìàëüíîå ÷èñëî ðåáåð íà ïóòè ìåæäó i è j.
Èãðîê i ïîëó÷àåò âûèãðûø δ îò êàæäîé ïðÿìîé ñâÿçè (dist(i, j) = 1).
Îò êàæäîé êîñâåííîé ñâÿçè (dist(i, j) > 1) èãðîê i ïîëó÷àåò δdist(i,j). Òàêæå
èãðîê äîëæåí çàïëàòèòü çà ïîääåðæàíèå êàæäîé ïðÿìîé ñâÿçè ñòîèìîñòü
c, ò.å. âûèãðûø îò êàæäîé ïðÿìîé ñâÿçè ñîñòàâëÿåò δ − c.
Â äàííîé ðàáîòå èñïîëüçóþòñÿ ñëåäóþùèå ïðàâèëà óäàëåíèÿ è îðìè-
ðîâàíèÿ ñâÿçåé ìåæäó èãðîêàìè:
• ñâÿçü ìåæäó èãðîêàìè îðìèðóåòñÿ, åñëè ýòî âûãîäíî îáîèì èãðî-
êàì;
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• ñóùåñòâóþùàÿ ñâÿçü ìîæåò áûòü óäàëåíà ëþáûì èç äâóõ èãðîêîâ áåç
ñîãëàñîâàíèÿ ñî âòîðûì èãðîêîì.
Ñóùåñòâóþò äðóãèå ìîäåëè, ãäå ñâÿçü ìîæåò áûòü óñòàíîâëåíà îäíèì
èãðîêîì áåç ñîãëàñîâàíèÿ ñî âòîðûì (ñì. [3℄). Â êëàññè÷åñêîé èíòåðïðåòà-
öèè ïîíÿòèå ðàâíîâåñèÿ ïî Íýøó íå ïðèìåíÿåòñÿ â èãðàõ îðìèðîâàíèÿ
ñåòè. Áîëåå óäîáíûì â òàêèõ ñëó÷àÿõ ÿâëÿåòñÿ ïîíÿòèå ïàðíîé ñòàáèëüíî-
ñòè (pairwise stability), êîòîðîå ïîäðîáíî ðàññìîòðåíî â [4℄. Â äàííîé ñòàòüå
ìû áóäåì èñïîëüçîâàòü ïîíÿòèå ñòàáèëüíîñòè â äàííîé èíòåðïðåòàöèè.
Ñåòü íàçûâàåòñÿ ñòàáèëüíîé, åñëè íè îäèí èç èãðîêîâ íå ìîæåò óâåëè-
÷èòü ñâîé âûèãðûø ïóòåì óäàëåíèÿ ñóùåñòâóþùåé ñâÿçè èëè ñîãëàñîâàí-
íîãî äîáàâëåíèÿ íîâîé ñâÿçè ñ ëþáûì äðóãèì èãðîêîì ñåòè.
Â äàííîé ðàáîòå ïðîöåññ îðìèðîâàíèÿ ñåòè ðàññìàòðèâàåòñÿ êàê ìíî-
ãîøàãîâàÿ èãðà äëÿ ñëó÷àÿ c ∈ (δ− δ2, δ), ãäå ïðàâèëî ïåðåõîäà õîäà ìåæäó
èãðîêàìè àíàëîãè÷íî ñ [1℄. Íà÷àëüíûå óñëîâèÿ èãðû çàäàþòñÿ ãðàîì (ïó-
ñòûì èëè ïîëíûì), âñå èãðîêè ïðîíóìåðîâàíû è èãðîê ïîä íîìåðîì 1 äå-
ëàåò ïåðâûé õîä. Çà îäèí õîä èãðîê ìîæåò ñîãëàñîâàòü è óñòàíîâèòü ñâÿçü
ñ îäíèì èç äðóãèõ èãðîêîâ ñ êîòîðûì íå óñòàíîâëåíà ïðÿìàÿ ñâÿçü èëè
ðàçîðâàòü îäíó èç ñâîèõ ñóùåñòâóþùèõ ñâÿçåé.
Ñâÿçü óñòàíàâëèâàåòñÿ, åñëè îíà óâåëè÷èâàåò âûèãðûø îáîèõ èãðîêîâ
îðìèðóþùèõ ñâÿçü. Èãðîê, äåëàþùèé õîä âûáèðàåò íàèáîëåå âûãîäíûé
äëÿ ñåáÿ èç âîçìîæíûõ âàðèàíòîâ äåéñòâèé. Ïðàâî ñëåäóþùåãî õîäà ïåðå-
õîäèò ê èãðîêó, ñ êîòîðûì óñòàíîâëåíà èëè óäàëåíà ñâÿçü. Â ñëó÷àå, êîãäà
èãðîêó äåëàþùåìó õîä íå âûãîäíî äîáàâëåíèå íîâûõ ñâÿçåé èëè óäàëå-
íèå ñóùåñòâóþùèõ, òî ïðàâî õîäà ïåðåõîäèò ê ñëåäóþùåìó ïî íóìåðàöèè
èãðîêó. Â ñëó÷àå, êîãäà îðìèðóåìàÿ ñåòü ÿâëÿåòñÿ ñòàáèëüíîé, òî èãðà
ñ÷èòàåòñÿ çàâåðøåííîé.
Èññëåäóÿ èãðîâîé ïðîöåññ îðìèðîâàíèÿ ñåòè ïðè ìàëûõ n ïîëó÷àåì
ñëåäóþùèå ïðîìåæóòî÷íûå ðåçóëüòàòû. Â èãðå ñ n = 4, ãäå èãðà íà÷èíàåòñÿ
ñ ïóñòîãî ãðàà, ñòàáèëüíîé èòîãîâîé ñåòüþ èãðû áóäåò:
• êîëüöî, ïðè óñëîâèè c ∈ (δ − δ2, δ − δ3)
• è öåïü, ïðè óñëîâèè c ∈ (δ − δ3, δ).
Äëÿ n = 5 âûÿñíÿåì, ÷òî ïðè c ∈ (δ−δ2, δ−δ3) ðåçóëüòàò èãðû ñ ðàâíîé
âåðîÿòíîñòüþ ìîæåò ïðèéòè ê îäíîé èç òàáèëüíûõ ñåòåé, ïðåäñòàâëåííûõ
íà ðèñóíêå 1.
Åñëè èãðà íà÷èíàåòñÿ ñ ïîëíîãî ãðàà, òî ïðè n = 4 èãðîâîé ïðîöåññ
âñåãäà ïðèäåò ê ñòàáèëüíîé è ýåêòèâíîé çâåçäå íà âñåì èíòåðâàëå c ∈
(δ−δ2, δ). Îòìåòèì, ÷òî öåíòðîì çâåçäû ñòàíîâèòñÿ èãðîê, êîòîðûé íå óñïåë
ñäåëàòü õîä èëè äðóãèìè ñëîâàìè, íå óñïåë óëó÷øèòü ñâîé âûèãðûø ïóòåì
óäàëåíèÿ ñâÿçè.
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èñ. 1: Ñòàáèëüíûå ñåòè îðìèðóåìûå ïðè n = 5.
èñ. 2: Ñòàáèëüíûå ñåòè îðìèðóåìûå ïðè n ≥ 6.
Äëÿ n = 5 è c ∈ (δ − δ2, δ), ãäå èãðà íà÷èíàåòñÿ ñ ïîëíîãî ãðàà, äëÿ
äîñòèæåíèÿ ñòðóêòóðû çâåçäû, íåîáõîäèìî ñîáëþäåíèå äîïîëíèòåëüíîãî
ïðàâèëà: â ñëó÷àå, êîãäà èãðîêó óäàëåíèå îäíîé èç ñâîèõ ñâÿçåé ïðèíîñèò
ðàâíûé âûèãðûø, òî íåîáõîäèìî óäàëÿòü ñâÿçü ñ èãðîêîì, ó êîòîðîãî îñòà-
ëîñü ìåíüøå ïðÿìûõ ñâÿçåé. Ñîáëþäåíèå ýòîãî ïðàâèëà íåîáõîäèìî äëÿ
"ñîõðàíåíèÿ" áóäóùåãî öåíòðà çâåçäû, ò.å. öåíòðîì çâåçäû ñòàíåò èãðîê, ó
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êîòîðîãî ñîõðàíèëèñü âñå íà÷àëüíûå ñâÿçè. Åñëè äàííîå ïðàâèëî íå ñîáëþ-
äàåòñÿ, òî èãðà ïðèäåò ê íåýåêòèâíûì, íî ñòàáèëüíûì ñåòÿì.
Îñíîâíîé ðåçóëüòàò ïðåäñòàâëåí íà ðèñóíêå 2, çäåñü èçîáðàæåíû ñòà-
áèëüíûå ñåòè îðìèðóåìûå ïðîöåññîì ìíîãîøàãîâîé èãðû ïðè n ≥ 6.
Ïðè c ∈ (δ− δ2, δ− δ3) è ïðè δ2 > δ4+ δ5 ñ ðàâíîé âåðîÿòíîñòüþ îðìè-
ðóþòñÿ ñòàáèëüíûå ñåòè âèäà (à) è (á), ïðåäñòàâëåííûå íà ðèñóíêå 2. Åñëè
c ∈ (δ − δ3, δ) è δ2 > 2δ3 îðìèðóåòñÿ ñòàáèëüíàÿ ñåòü âèäà (á).
Ïðè óñëîâèè c ∈ (δ − δ3, δ) è δ2 ∈ (δ3 + δ4, 2δ3), à òàêæå ïðè c ∈ (δ −
δ3, δ−δ4) è δ2 ∈ (δ4+δ5, δ3+δ4) îðìèðóþòñÿ ñåòè âèäà (â) è (ã) ðèñóíêà 2.
Åñëè n - íå÷¼òíîå, òî îðìèðóåòñÿ ñåòü âèäà (â) è îðìèðóåòñÿ ñåòü âèäà
(ã) ïðè ÷¼òíîì n.
Ïðè óñëîâèè c ∈ (δ − δ4, δ − δ6) è δ2 ∈ (δ4 + δ5, δ3 + δ4) îðìèðóþòñÿ
ñòàáèëüíûé ñåòè âèäà (ä) è (å), ïðè ÷¼òíîì è íå÷¼òíîì n ñîîòâåòñòâåííî.
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Áîëåå 20 ëåò íàçàä â öåëîì ðÿäå ñòðàí íà÷àëè ðàçâèâàòüñÿ îïòîâûå ðûí-
êè ýëåêòðîýíåðèè. Âàæíîé ïðîáëåìîé ïðè èõ îðìèðîâàíèè áûëî îãðàíè-
÷åíèå ðûíî÷íîé âëàñòè êðóïíûõ ïðîèçâîäèòåëåé.
Îáû÷íî ïîòðåáèòåëè íå èãðàþò àêòèâíîé ðîëè íà òàêèõ ðûíêàõ. Èõ
ïîâåäåíèå õàðàêòåðèçóåòñÿ îáùåèçâåñòíîé óíêöèåé ñïðîñà ñ íèçêîé ýëà-
ñòè÷íîñòüþ. Ïðîáëåìà îãðàíè÷åíèÿ "ðûíî÷íîé âëàñòè"â äàííîì ñëó÷àå íå
ìîæåò áûòü ðåøåíà ñòàíäàðòíûì ìåòîäîì äðîáëåíèå ðûíêà íà ìåëêèå êîì-
ïàíèè - â ñèëó ñîïóòñòâóþùåãî ñíèæåíèÿ íàäåæíîñòè ïîñòàâîê ýëåêòðî-
ýíåðãèè è óâåëè÷åíèÿ èçäåðæåê.Àëüòåðíàòèâíûì ñïîñîáîì ðåøåíèÿ ÿâëÿ-
åòñÿ âûáîð ìåõàíèçìà ðûíêà, ìèíèìèçèðóþùåãî îòêëîíåíèå ðûíî÷íîé öå-
íû îò êîíêóðåíòíîãî ðàâíîâåñèÿ, îïòèìàëüíîãî ñ òî÷êè çðåíèÿ ñóììàðíîãî
âûèãðûøà ó÷àñòíèêîâ (Debreu, 1954).
Â ëèòåðàòóðå ðàçëè÷íûå îðìû îðãàíèçàöèè ðûíêà ìîäåëèðóþò â âèäå
èãð, ãäå èãðîêàìè ÿâëÿþòñÿ ïðîèçâîäèòåëè, à óíêöèè âûèãðûøà îïðåäå-
ëÿþò èõ ïðèáûëè â çàâèñèìîñòè îò âûáðàííûõ ñòðàòåãèé. Â êà÷åñòâå ìî-
äåëåé ïîâåäåíèÿ ðàññìàòðèâàþòñÿ ðàâíîâåñèÿ Íýøà èëè èõ ìîäèèêàöèè
(íàïðèìåð, ÑÏ - ñîâåðøåííîå ïîäûãðîâîå ðàâíîâåñèå).
Âàæíåéøèì ýëåìåíòîì îïòîâîãî ðûíêà ýëåêòðîýíåðãèè ÿâëÿåòñÿ ðûíîê
íà ñóòêè âïåðåä (ÑÂ). Íà áîëüøèíñòâå ðåàëüíûõ ðûíêîâ ÑÂ îðãàíèçî-
âàí êàê àóêöèîí åäèíîé öåíû, íà êîòîðîì çàÿâêà ïðîèçâîäèòåëÿ ïðåäñòàâ-
ëÿåò ñîáîé ìîíîòîííóþ óíêöèþ, îïðåäåëÿþùóþ ïðåäëàãàåìîå êîëè÷åñòâî
òîâàðà â çàâèñèìîñòè îò öåíû. ûíî÷íàÿ öåíà îïðåäåëÿåòñÿ ïåðåñå÷åíèåì
ñóììàðíîé çàÿâêè ïðîèçâîäèòåëåé è óíêöèè ñïðîñà. Íà ïðàêòèêå àóêöèî-
íû ÑÂ çíà÷èòåëüíî ðàçëè÷àþòñÿ ïî äîïóñòèìîé îðìå çàÿâêè è ñðîêó, íà
êîòîðûé îíà ïîäàåòñÿ. Â íàñòîÿùåì îáçîðå ðàññìàòðèâàþòñÿ òåîðåòè÷åñêèå
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ìîäåëè ðàçëè÷íûõ âàðèàíòîâ àóêöèîíà åäèíîé öåíû, àóêöèîíîâ Âèêðè è ñ
îïëàòîé ïî çàÿâêàì.
Âàñèí, Âàñèíà, óëåâà (2007) ðàññìàòðèâàþò àóêöèîíû åäèíîé öåíû,
íà êîòîðûõ ñòðàòåãèåé (çàÿâêîé) êàæäîãî òîâàðîïðîèçâîäèòåëÿ ÿâëÿåòñÿ
íåóáûâàþùàÿ êóñî÷íî-ïîñòîÿííàÿ óíêöèÿ àêòè÷åñêîãî ïðåäëîæåíèÿ òî-
âàðà â çàâèñèìîñòè îò öåíû. Äîêàçàíî, ÷òî äëÿ âñåõ ðàâíîâåñèé Íýøà öåíû
îòñå÷åíèÿ ëåæàò ìåæäó öåíîé êîíêóðåíòíîãî ðàâíîâåñèÿ è öåíîé Êóðíî, è
íàîáîðîò, êàæäîé öåíå èç ýòîãî äèàïàçîíà îòâå÷àåò ðàâíîâåñèå Íýøà. Íî
òîëüêî ðàâíîâåñèå ïî Íýøó, ñîîòâåòñòâóþùåå èñõîäó Êóðíî, óñòîé÷èâî ïî
îòíîøåíèþ ê àäàïòèâíîé äèíàìèêå ñòðàòåãèé.
Ìîäåëè Baldik, Grant, Kahn (2000), Green, Newbery (1992), Klemperer,
Meyer (1989) îïèñûâàþò àóêöèîí óíêöèé ïðåäëîæåíèÿ ñ íåïðåðûâíûìè
çàÿâêàìè êàê èãðó â íîðìàëüíîé îðìå è õàðàêòåðèçóþò òî÷êè ðàâíîâåñèÿ
Íýøà. Klemperer è Meyer èññëåäîâàëè ìîäåëü ñ ïðîèçâîëüíûìè óíêöèÿìè
ïðåäëîæåíèÿ, âêëþ÷àÿ íåìîíîòîííûå. Îíè ïîëó÷èëè ìíîæåñòâî ðàâíîâå-
ñèé ïî Íýøó, ñîîòâåòñòâóþùèõ âñåì öåíàì âûøå öåíû Âàëüðàñà. Green è
Newbery (1992) ðàññìîòðåëè ñèììåòðè÷íóþ äóîïîëèþ ñ ëèíåéíûìè óíê-
öèÿìè ïðåäëîæåíèÿ è ñïðîñà è ëèíåéíûìè çàÿâêàìè è ïîëó÷èëè îðìóëû
äëÿ ðàñ÷åòà ðàâíîâåñèÿ Íýøà. Baldik, Grant, Kahn îáîáùàþò èõ ðåçóëüòà-
òû äëÿ íåñèììåòðè÷íîé îëèãîïîëèè. Abolmasov, Kolodin (2002) è Dyakova
(2003) ïðèìåíÿþò ýòîò ïîäõîä äëÿ èçó÷åíèÿ ðûíêîâ ýëåêòðîýíåðãèè â äâóõ
ðîññèéñêèõ ðåãèîíàõ. Îíè èñïîëüçóþò àèííóþ àïïðîêñèìàöèþ èñòèí-
íûõ óíêöèé ïðåäëîæåíèÿ è ïðèõîäÿò ê âûâîäó î çíà÷èòåëüíîì ñíèæå-
íèè ðûíî÷íîé âëàñòè ïðîèçâîäèòåëåé â àóêöèîíå óíêöèè ïðåäëîæåíèÿ
ïî ñðàâíåíèþ ñ àóêöèîíîì Êóðíî.
Ñóùåñòâåííîé îñîáåííîñòüþ ðûíêà ýëåêòðîýíåðãèè ÿâëÿåòñÿ íåîïðåäå-
ëåííîñòü ñïðîñà ñâÿçàííàÿ ñ åãî êîëåáàíèÿìè â òå÷åíèå âðåìåíè, íà êîòî-
ðîå ïîäàåòñÿ çàÿâêà. Â ýòîì êîíòåêñòå áîëüøîé èíòåðåñ ïðåäñòàâëÿåò ìî-
äåëü Klemperer, Meyer (1989), â êîòîðîé çàÿâêà ïðîäàâöà ïîäàåòñÿ â âèäå
íåïðåðûâíîé ìîíîòîííîé óíêöèè, à ñïðîñ çàâèñèò îò ñëó÷àéíîãî àêòîðà.
Â êàæäûé ìîìåíò âðåìåíè öåíà îòñå÷åíèÿ îïðåäåëÿåòñÿ èç áàëàíñà òåêó-
ùåé óíêöèè ñïðîñà è ñóììàðíîé çàÿâêè âñåõ ó÷àñòíèêîâ. Íàáîð ñòðàòå-
ãèé ÿâëÿåòñÿ ðàâíîâåñèåì â óíêöèÿõ ïðåäëîæåíèÿ (ÔÏ), åñëè â êàæäûé
ìîìåíò âðåìåíè ïðè ëþáîì çíà÷åíèè ñëó÷àéíîãî àêòîðà çàÿâêà êàæäî-
ãî ó÷àñòíèêà îáåñïå÷èâàåò ìàêñèìèçàöèþ åãî ïðèáûëè ïðè èêñèðîâàí-
íûõ çàÿâêàõ îñòàëüíûõ. Äëÿ ñèììåòðè÷íîé îëèãîïîëèè àâòîðû îïèñûâàþò
ìíîæåñòâî ðàâíîâåñíûõ ðåøåíèé è îòìå÷àþò, ÷òî öåíà, îðìèðóþùàÿñÿ â
ÔÏ, çíà÷èòåëüíî íèæå öåíû Êóðíî.
Îäíàêî âû÷èñëåíèå çàÿâîê ÔÏ ÿâëÿåòñÿ äîâîëüíî ñëîæíîé çàäà÷åé.
Êðîìå òîãî â îáùåì ñëó÷àå äëÿ âû÷èñëåíèÿ ðàâíîâåñíûõ çàÿâîê òðåáóåò-
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ñÿ ïîëíàÿ èíîðìàöèÿ î óíêöèè ñïðîñà è óíêöèÿõ èçäåðæåê êàæäîãî
ïðîèçâîäèòåëÿ, êîòîðàÿ íà ïðàêòèêå îòñóòñòâóåò. Ïîäîáíàÿ ïðîáëåìà âîç-
íèêàåò äëÿ ìíîãèõ èãðîâûõ ìîäåëåé â ýêîíîìèêå. Òðàäèöèîííûé ïîäõîä ê
åå ðåøåíèþ îñíîâàí íà èññëåäîâàíèè àäàïòèâíîé äèíàìèêè ïðè ïîâòîðåíèè
ðàññìàòðèâàåìîé èãðû. Â ýòîé ìîäåëè íå òðåáóåòñÿ íè ïîëíîé èíîðìèðî-
âàííîñòè, íè ó÷åòà ðàöèîíàëüíîñòè ïàðòíåðîâ ïðè âûáîðå ñòðàòåãèè. Äî-
ñòàòî÷íî óìåòü âû÷èñëÿòü âûèãðûøè äëÿ òåêóùåé è àëüòåðíàòèâíîé ñòðà-
òåãèé. Åñëè ïðè ýòîì ñòðàòåãèè ñõîäÿòñÿ ê ðàâíîâåñèþ Íýøà, òî ìîæíî
îæèäàòü ñîîòâåòñòâóþùåãî ïîâåäåíèÿ â ðåàëüíîñòè.
Âàñèí, óñåâ (2011) è Vasin, Dolmatova, Weber (2013) ðàññìàòðèâàþò
èãðó, ñîîòâåòñòâóþùóþ àóêöèîíó óíêöèé ïðåäëîæåíèÿ äëÿ ñèììåòðè÷-
íîé îëèãîïîëèè. Èññëåäóþòñÿ äâà âàðèàíòà: ñ ëèíåéíûìè ïðåäåëüíûìè èç-
äåðæêàìè è ïîñòîÿííûìè èçäåðæêàìè ïðè îãðàíè÷åííîé ìîùíîñòè. Óñòîé-
÷èâîñòü ðàâíîâåñèÿ èçó÷àåòñÿ ñ ïîìîùüþ äèíàìèêè íàèëó÷øèõ îòâåòîâ.
Äîêàçàíî, ÷òî â ïåðâîì ñëó÷àå äèíàìèêà ñõîäèòñÿ ê ÔÏ ñ ãåîìåòðè÷å-
ñêîé ñêîðîñòüþ. Âî âòîðîì ñëó÷àå çàÿâêè, ÿâëÿþùåéñÿ íàèëó÷øèì îòâå-
òîì, íà íåêîòîðîì øàãå íåðåäêî íå ñóùåñòâóåò. Áîëåå òîãî, åñëè ïîñëåäîâà-
òåëüíîñòü íàèëó÷øèõ îòâåòîâ ñóùåñòâóåò, îíà çà÷àñòóþ èìååò öèêëè÷åñêèé
õàðàêòåð, òàê ÷òî ñõîäèìîñòü ê ÔÏ íå èìååò ìåñòà.
Àëüòåðíàòèâíîé âîçìîæíîñòüþ îðãàíèçàöèè ÑÂ(ñì. Ausubel, Cramton
(1999); Bolle (2004); Âàñèí, Âàñèíà, óëåâà (2007)) ÿâëÿåòñÿ èñïîëüçîâà-
íèå àóêöèîíà Âèêðè. Íà òàêîì àóêöèîíå öåíà îòñå÷åíèÿ è îáúåìû âûïóñêà
îïðåäåëÿþòñÿ òàê æå, êàê íà àóêöèîíå åäèíîé öåíû. Îäíàêî îïëàòà òîâà-
ðà, êóïëåííîãî ó äàííîãî ïðîèçâîäèòåëÿ, ïðîèçâîäèòñÿ ïî ðåçåðâíûì öå-
íàì, êîòîðûå âû÷èñëÿþòñÿ â çàâèñèìîñòè îò îáúåìà êàê ìèíèìóì èç ïðå-
äåëüíûõ èçäåðæåê åãî âûïóñêà,èñõîäÿ èç çàÿâîê ïðî÷èõ ïðîèçâîäèòåëåé, è
ðåçåðâíîé öåíû äëÿ ïîòðåáèòåëåé. Â äàííîì ñëó÷àå çàÿâêà, îòðàæàþùàÿ
ðåàëüíûå èçäåðæåêè, ÿâëÿåòñÿ äîìèíèðóþùåé ñòðàòåãèåé, à ïðàâèëî ðàñ-
÷åòà ðåçåðâíûõ öåí îïðåäåëÿåò ìèíèìàëüíûå öåíû,îáåñïå÷èâàþùèå ðåàëè-
çàöèþ ìàêñèìàëüíîãî áëàãîñîñòîÿíèÿ â îòñóòñòâèå àïðèîðíîé èíîðìàöèè
îá èçäåðæêàõ ïðîèçâîäèòåëåé.
Åùå îäíà îðìà - ýòî àóêöèîí ñ îïëàòîé ïî çàÿâêàì. Îáúåìû ïðîäàæ
îïðåäåëÿþòñÿ òàê æå, êàê íà àóêöèîíå åäèíîé öåíû, íî îïëàòà êàæäîìó
ó÷àñòíèêó ïðîèçâîäèòñÿ ñîãëàñíî öåíàì, óêàçàííûì â åãî çàÿâêå. Äàííàÿ
îðìà àóêöèîíà èñïîëüçîâàëàñü íà ðûíêå Àíãëèè è Óýëüñà, à òàêæå â
îññèè íà ðûíêå ìîùíîñòè. Îäíàêî, îíà îáëàäàåò ñåðüåçíûìè íåäîñòàò-
êàìè. Äàæå â óñëîâèÿõ ñîâåðøåííîé êîíêóðåíöèè ïîäà÷à çàÿâêè, ñîîòâåò-
ñòâóþùåé ðåàëüíûì èçäåðæêàì, íåðàçóìíà. Ïðîäàâåö äîëæåí ðàññ÷èòàòü
öåíó êîíêóðåíòíîãî ðàâíîâåñèÿ è ïðåäëîæèòü ïî ýòîé öåíå ñîîòâåòñòâó-
þùèé îáúåì.Â ñëó÷àå íåñîâåðøåííîé êîíêóðåíöèè òèïè÷íà ñèòóàöèÿ, êî-
Òåîðåòèêî-èãðîâîé àíàëèç ìåõàíèçìîâ ðûíêà ýëåêòðîýíåðãèè 105
ãäà ðàâíîâåñèÿ ïî Íýøó â ñîîòâåòñòâóþùåé èãðå íå ñóùåñòâóåò (Wolfram
(1999), Durakovih, Vasin, Vasina, 2003). Òàêàÿ ñèòóàöèÿ òîëêàåò ïðîäàâöîâ
ê çàêëþ÷åíèþ êàðòåëüíîãî ñîãëàøåíèÿ êàê ñðåäñòâà îáåñïå÷èòü ñòàáèëü-
íîå óíêöèîíèðîâàíèå ðûíêà. Ïîýòîìó ñëåäóåò ñîãëàñèòüñÿ ñ C. Wolfram,
íå ðåêîìåíäóþùåé èñïîëüçîâàòü ýòîò òèï àóêöèîíà.
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