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The number of k-node subtrees of a tree is its kth Whitney number. This paper investigates 
the behavior of certain alternating sums of these Whitney numbers and shows how they are 
related to the structure of maximum matchings in the tree. It is shown that the alternating sum 
of the Whitney numbers gives the maximum cardinality of an independent set of nodes. 
Moreover, a weighted alternating sum yields the number of nodes left uncovered by at least 
one maximum matching. 
1. Introduction 
Throughout his paper T will denote a tree (connected, acyclic, undirected 
graph) on I TI -- n nodes. By a k-subtree S of T we shall mean a set of k nodes of 
T which induce a connected subgraph of T. The collection of all subtrees of T 
forms a meet-distributive lattice [1, 2] in which the k-subtrees are precisely the 
elements of height (or rank) k. The number Ak(T) of k-subtrees i  thus the kth 
Whitney number (or rank number) [4] of the lattice of subtrees. The Whitney 
numbers for some selected trees (Fig. 1) are given in Table 1. 
For a few values of k, the Whitney numbers are given by fairly simple, explicit 
formulae: 
AI(T) = n, the number of nodes of T, 
A2(T) = n - 1, the number of edges of T, 
d=2 
') + Vt(T), 
the number of endnodes of T, A,,_I(T) = VI(T), 
An(T) = 1. 
Here Va(T) denotes the number of vertices of degree d in T and V'~(T) denotes 
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Fig. 1. Some selected trees. 
the number of endnodes adjacent o nodes of degree 2. The verification of these 
formulae is straightforward and left to the reader, who should note that for other 
values of k, explicit formulae are increasingly complex and less informative. 
Fortunately the Whitney numbers of any given tree T can be calculated by a fairly 
simple recursive routine which will be developed in the next section (Theorem 
2.1). 
In [6] the extreme values of the Whitney numbers were shown to be attained by 
the path and the star and given by 
n-k  + l <~Ak(T)<~ 1 ' 
Moreover, if for some k with 2 < k < n, the lower (upper) bound is achieved, then 
T must be a path (star). Beyond this there is little known about the behavior of 
the individual Ak. 
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Table 1. Whitney numbers of selected trees. (See Fig. 1.) 
(5, 7)- Straight's Binary , 
k Sparkler Toothbrush Baton tree tree 
1 19 19 19 19 15 
2 18 18 18 18 14 
3 48 37 37 26 19 
4 91 76 56 30 26 
5 195 155 65 32 38 
6 483 276 66* 34 52 
7 1088 400 65 36 71 
8 2121 483 64 46 94 
9 3633 518 63 60 114 
10 5365 526* 62 66* 116" 
11 6570* 522 77 64 94 
12 6465 507 132 60 60 
13 5008 467 212 60 28 
14 3003 382 252* 68 8 
15 1365 256 210 72* 1 
16 455 130 120 56 
17 105 46 45 28 
18 15 10 10 8 
19 1 1 1 1 
Mr 11.16 10.28 11.44 10.47 8.51 
* indicates a mode. 
Regarding the behavior of the sequence Ak(T  ) as a whole one might guess 
from small order examples (say, n ~< 15) that this sequence is unimodal. (We 
ignore here the initial dip from AI(T) -  n to  AE(T)= n-  1 that occurs in all 
trees.) Table 1 reveals, however, two trees on 19 nodes that have two nontrivial 
modes (marked by *). David Whited [13] has even discovered trees with as many 
as 6 nontrivial modes. (The 6 mode example is a caterpillar with n = 354 nodes.) 
Although the pattern suggested by Whited's examples fails for 7 modes, it seems 
likely that there are trees with arbitrarily many modes. All known multi-modal 
trees have many vertices of degree 2, and it is tempting to conjecture that any 
homeomorphically irreducible tree (i.e., VE(T)=0) has unimodal Whitney 
numbers. 
In spite of the considerable variation in the individual Whitney numbers, it 
turns out that certain alternating sums have a very regular behavior: 
n 
er  = ~ (--1)k-IAk(T), 
k=l  
n 
Hr  = ( - -1 )k - lkAk( r ) ,  
kffil 
n 
IT = 
k=l  
(1.1) 
(1.2) 
(1.3) 
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Without the alternating signs, the first sum would count the subtrees of T and the 
second would be the sum of their cardinalities. Their ratio Mr, the average order 
of a subtree of T, has been studied in [6, 7 and 9]. 
With the alternating signs, the sum Er is the excess in the number of odd order 
subtrees over the even order subtrees. Our goal here is to establish (at the end of 
Section 3) the following less obvious combinatorial interpretations of the sums Er 
and Hr. 
Theorem 1.4. For any tree T, Er is the maximum cardinality of an independent set 
of nodes of T, and Hr is the cardinality of the intersection of all maximum 
independent sets. 
This immediately implies that O<-HT<~ET<~IT 1. We will also establish 
(Theorem 4.5) the lower bound 2ET-ITI+I<-HT if HT>I, and show 
(Theorem 4.6) that all possibilities for ET, HT, and IT[ satisfying these bounds 
actually occur. The average value of ET (as the maximum cardinality of an 
independent set of nodes) has been investigated by Meir and Moon [8]. 
The invariant IT does not seem to have a simple combinatorial interpretation. 
However, in Part 2 the bounds below will be established: 
-¼(n 2 + 2n) < Ir <¼(n + 1) 2. (1.5) 
It will also be shown in Part 2 that the lower bound is achieved iff T is a path on 
an even number of nodes, and the upper bound is achieved iff T is an alternating 
tree in the sense of Edmonds [3]. 
2. Recursive calculation of the Whitney numbers and their sums 
It is useful to consider the generating function (the "rank polynomial" of T) 
n 
~r(x) = ~ Ak(T)x k, 
k=l  
for the Whitney numbers of a tree T. As in [6], it is also helpful to consider a 
local version as well. If p is any node of T, let 
n 
qgr(p;x)= ~ Olk(T;p)x k, 
k=l  
where Olk(T;p) is the number of k-subtrees of T which contain p. The notation T~ 
will refer to the tree T rooted at p. Let 
D(v; Tp) = {w ~ T: v lies on the path from w to p}, 
denote the set of descendents of v in the rooted tree Tp. For convenience of 
notation, qgr(V [p;x)wi l l  denote q~o(v;x), where D =D(v ;  Tp). The children of 
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v in Tp are the neighbors of v in D(v; Tp). When it is clear from context, the 
subscript T may be dropped from qgr. 
Theorem 2.1. For any node p in a tree T, 
(a) qg(p; x) = x H (1 + qg(v I P; x)), where the product runs over all neighbors v
of p in T, and 
(b) ,ir, r (x)= E q (v Ip;x), where the sum runs over all nodes v of T. 
Proof. (a) Let Vx, . . . ,  va be the neighbors of p, and let Bi = D(vi, Tp) denote 
the branch of T at p containing vi. Any subtree through p is formed by joining 
together subtrees from the branches Bi. Since the component subtree in the ith 
branch either is empty or must contain v~, the recursion follows. 
(b) Rooting T at p will partially order the nodes of T by the relation w ~< v iff v 
lies on the path from w to p-- i .e.,  iff w is a descendent of v. In this order, Tp is a 
join-semilattice--that is, every set of nodes has an supremum. 
Now suppose S is a subtree of T and v is a node of T. If v > sup S, then v ¢ S. 
I f  v < sup S or if v and sup S are not comparable, then S is not contained in 
D(v; Tp). Hence in each of these cases, S is not counted by cp(v Ip;x). But if 
v=supS,  then yeS and Sc_D(v;Tp). Whence S is counted by qg(vlp;x ) 
precisely for v = sup S. Thus each subtree of T is counted exactly once by the sum 
in Theorem 2.1(b). [] 
The case x = 1 of Theorem 2. l(a) was used by Ruskey [10] in the study of the 
average number of rooted subtrees in a random planar tree. The general case of 
Theorem 2.1(a) was exploited in [6] in the study of the average order of subtrees 
of a tree. Together (a) and (b) of Theorem 2.1 yield an easily implemented 
algorithm for finding the Whitney numbers of a tree T. Namely, root T at any 
node p, and recursively attach polynomial labels tp(v ] p; x) to the nodes of T as 
follows: First label all leaves (endnodes except p) with x. Then when all the 
children of a node v are labelled, the label qg(v I p; x) on v may be calculated by 
applying Theorem 2.1(a) to v in D(v; T~). Finally by Theorem 2.1(b), @r(x) is 
the sum of the resulting labels. This procedure is illustrated in Fig. 2. An 
implementation f this algorithm by David Whited was used to obtain the entries 
in Table 1. 
Note that the invariants (1.1) and (1.2) may be obtained from the rank 
polynomial @r and its derivative @~ by taking x = -1" 
E r=-@r( -1 )  and Hr=@~(-1) .  
Their local analogues, which will play an important role, are given by 
er (p )=-cpr (p ; -1 )  and T/r (p)=qg~o;-1) .  
The relative values er(v Ip) and r/r(v [p) are defined similarly from tpr(v [p;x). 
Again the subscript T may be dropped when it is clear from context. 
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--- 6x + 5x 2 + 7x 3 + 7x 4 + 4x 5 + x 6 
Fig. 2. Recurs ive determinat ion  of  the Whi tney  numbers .  
Setting x = -1  in Theorem 2. l(a) yields 
eT(p) = I-[ (1 - e(v IP)), (2.2) 
where the product runs over all neighbors v of p. Since er(p) = 1 if [TI = 1, the 
following may be obtained by induction on I T[. 
Theorem 2.3. For any node p in any tree T, eT(p) is either 0 or 1. 
Setting x = -1  into Theorem 2.1(b) and its derivative yields 
Er= ~_, e(v [p) and HT = ~ rl(v [p). (2.4) 
veT  veT  
An expression for HT may also be obtained in terms of er(p). Namely, note 
that 
n 
xa,~x) = ~ L4,,(r)x" = ~ 'pT(p;x), (2.5) 
k=l peT 
since in the last sum each k-subtree contributes a term x k for each of its points. 
Setting x = -1 ,  gives 
Hr  = ~ er(p). (2.6) 
p~T 
Differentiating (2.5) and setting x = -1  yields 
i~.= ~2 ~(p). 
p~T 
(2.7) 
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We now derive a direct recursion for e and 7/which will allow us to conclude 
that e is, in fact, determined by 77. Differentiating the equation of Theorem 2.1(a) 
and setting x = -1  yields 
r/(p) = lrI (1- e(v, ]p ) ) -  ~ rl(v i ]p) I-[ (1 -  e(vj [p)) , (2.8) i=1 i=1 j~i  
where vl , .  • •, vd are the neighbors ofp. By Theorem 2.3 each term in the above 
products is either 0 or 1. This leads, along with (2.2), to simple recursive rules for 
the determination of e and 7/: 
If e(v lp )= 1 for two or more neighbors v of p, then e(p)= 0 and r/(p)= 0, 
(2.9a) 
If e(v I p) = 1 for exactly one neighbor v ofp, then e(p) = 0 and TI(p) = -r l(v ]p), 
(2.96) 
If e(v IP)-0 for all neighbors v of p, then e(p)= 1 and rl(p)= 1 - ~, rl(v ]P), 
(2.9c) 
where the sum ranges over all neighbors v of p. 
For any node p in T, the values eT(p) and 0r(P) may now be easily computed 
recursively using the rules (2.9). Take two copies of the tree T rooted at p. One 
will be labelled with the values er(v [p), the other with r/r(v I P), by starting at 
the leaves and working toward the root. If v 4:p is a leaf, then D(v; Tp) consists of 
v alone, so e(v[p)= n(vlp)= 1. When all children of a node q are labelled, 
then q may also be labelled applying the rules (2.9) in the subtree D(q; Tp). 
Finally the values er (p )= e(plp) and r / r (p)= r/(p I P) will be obtained. This 
process is illustrated in Fig. 3. 
Starting with the case er(p) = r/r(p) = 1 if T consists of a single node p, one 
1t t 0 -1 
1 1 1 1 1~ ~1 O ? 2~ ~1 O I 
I 1 1 ~) 
o 0 I 1 I 
0 -4 
Fig. 3. Recursive calculation of  e and t / in  a rooted tree. 
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can readily establish the following connection by induction on I TI = n using (2.9): 
Theorem 2.10. For any tree T and node p in T, er (p )= 0 iff T/r(p)~<0 and 
er(p)  = 1 iff rlr(p ) >I 1. 
It follows that in the above procedure it is possible, and in fact sufficient, to 
work with the r/-labelled tree alone. 
3. p-Matchings 
Let G be an arbitrary graph. A matching (cf. [12]) is a set M of vertex-disjoint 
edges in G. A node is covered by .~ i f  it is an endnode of an edge in d/. The 
length of M is the number of edges in M, and the defect of M is the number of 
nodes of G not covered by M. The maximum length [minimum defect] over all 
matchings i  the length t (G)  (defect 6(G)) of G. A matching of maximum length 
(and hence minimum defect) is a maximum atching. (Warning: A matching may 
be maximal in inclusion but not maximum in length--e.g., the middle edge of a 
path on 4 nodes.) A perfect matching (1-factor) covers all nodes of G (i.e., has 
defect 0). 
A set I nodes of G is independent if there are no edges between odes in L Let 
/~(G) denote the maximum cardinality of an independent set in G. An 
independent set I of cardinality II[=/~(G) is a maximum independent set. Again, 
an independent set may be maximal in inclusion but not maximum in 
cardinality--e.g., the second and fourth nodes in a path on 5 nodes. 
If M is a matching and I an independent set, then each edge of M must contain 
at least one node in the complement G\ I  of I. Thus the length [M] is at most 
[G\I[. Hence for any graph G on n nodes: 
;~(G) + lz(G) <~n. (3.1) 
Now let T be a tree rooted at a node p. Suppose v is a node of T with 
e(v ]p) = 0. Then by (2.9) applied to the branch B = D(v; Tp), there is a child v' 
of v with eB(v' ] v) = 1. Since the branches D(v'; B~) and D(v'; Tp) obviously 
coincide, er(v '  Ip) = eB(v' I v)= 1. Thus for each v with er(v IP)=0, we may 
select a child v' of v with er(v'lp)= 1. It is possible that this selection can be 
done in several ways. However, since v is the unique parent of v' in the rooted 
tree T, we never can have w '= v' for any w 4: v. Hence the edges vv' are 
vertex-disjoint and thus form a matching. Any matching obtained in this way will 
be called a p-matching of T. Matchings of this type have been used by Carla 
Savage [11] to give a linear time algorithm for finding a maximum matching in a 
tree. 
Theorem 3.2. Let p be any node in a tree T, 
(a) Every p-matching is maximum, 
(b) The set I(Tp) = {v ~ T: er(v [p) = 1} is a maximum independent set in T. 
Alternating Whitney sums and matchings in trees, Part 1 185 
Proof. Let us first note that I(T~) is independent. Indeed, suppose vw is an edge 
of T. Then regarded from the root p, one of v and w is the parent and the other 
the child. It follows from the rules (2.9) that if the child belongs to I(T,), then the 
parent cannot. Hence v and w cannot both be in I(Tp). 
Now let ~ be any p-matching. By definition, there is an edge of ~ for each 
node v of T with er(v [p )= 0. From this and (3.1) we get 
n = I~tl + II(T,)I <~Z(G) +/~(a)  <~n, (3.3) 
so equality holds throughout. This forces I~l---A(G) and II(T,)I- ~(a), whence 
(a) and (b) follow. [] 
It is worth noting that the "converse" of Theorem 3.2 does not hold in general. 
Indeed, suppose w is an endnode of T adjacent o a node v of degree 2. If 
p ~ {v, w}, then w is the unique child of v in Tp. Now e(w I p) = 1 since w is a 
leaf, so e(v I p) = 0 by (2.9). It follows that any p-matching must match v with w. 
Using this, one can see that the maximum matching in Fig. 4 is not a p-matching 
for any p. Likewise, I(T,) must contain all endnodes unless p is an endnode, in 
which case I(Tp) must contain all endnodes except possibly p. Thus the maximum 
independent set in Fig. 5 is not of the form I(Tp) for any p. 
0 0 II 0 t 0 I', 0 0 
Fig. 4. Maximum matching that is not a p-matching for any p. 
Fig. 5. Maximum independent set that is not of the form l(Tp) for any p. 
For any arbitrary graph G, let G + denote the set of all nodes of G which are 
left uncovered by at least one maximum matching in G. 
It follows from (3.3) that equality holds in (3.1) for any tree. As a consequence 
of K6nig's celebrated theorem on matchings, this is true for arbitrary bipartite 
graphs. This implies a characterization f G + which will be useful below. 
Lenuna 3.4. Let G be a bipartite graph with n nodes, 
(a) 3.(G) + #(G)  = n, 
(b) G + is the intersection of all maximum independent sets in G. 
Proof. (a) is a well-known consequence of the theorems of Gallai and K6nig [5]. 
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(b) Let d~ be any maximum matching of G and I any maximum independent 
set. By (a), 
IG\II = n - #(a)  = ;t(G) = I~tl, 
so there are the same number of nodes in the complement G \ I  of I as there are 
edges in d~. Since no edge of dg can have both endnodes in / ,  it follows that d~ 
matches G \ I  into L 
Thus if p is left uncovered by d~, then p must belong to L Hence G ÷ is 
contained in the intersection of all maximum independent sets. 
Conversely, suppose p ~ G÷. Then p is covered by every maximum matching. 
Say pq is the edge of d/covering p. Let d~' be the matching of G \p obtained by 
deleting pq from d~. If d~' is not maximum in G \p, there would be a matching of 
length I '1 + 1 = 3.(G) in G\p. But this would be a maximum matching of G 
missing p, contradicting p ~ G ÷. Thus d~' is maximum in G\p,  so ~.(G\p)= 
3.(G) - 1. By (a), #(G\p)  = (n - 1) - 3.(G\p) = n - 3.(G) = #(G). Thus if J is 
any maximum independent set of G \p, then J is also a maximum independent set 
of G. Now q is uncovered by d~', so by the previous paragraph applied to G \p, q 
belongs to J. But then J is a maximum independent set of G missing p, whence b) 
is established. [] 
Lemma 3.5. For any tree T, T + = {p ~ T: er(p) = 1}. 
Proof. Suppose er (p )= 1. Then er(p IP )= er (p)= 1, so by construction o 
p-matching will cover p. Since p-matchings are maximum by Theorem 3.2, it 
follows that p e T ÷. Conversely, if p e T ÷, then since I(T~) is maximum by 
Theorem 3.2, it follows from Lemma 3.4 that p e I(Tp). Thus er(p) = er(p I P) = 
1. [] 
It is now easy to establish the interpretations of ET and Hr stated in the 
Introduction. 
I0~of of Theorem 1.4. By Theorem 2.3 and (2.4), Er  is just the cardinality of 
I(Tp), which by (3.2) is a maximum independent set. By (2.6), Lemma 3.5 and 
Lemma 3.4, Hr  is the number of nodes which lie in all maximum independent 
sets. [] 
4. The range of values for ET and HT 
To conclude, we determine the range of possible values for the invariants Er  
and Hr. Sharp bounds on Er  and HT may be obtained from quite general 
considerations via the interpretations in Theorem 1.4. 
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Lemma 4.1. Suppose G is a connected graph with more than one node. I f  G does 
not have a perfect matching, then IG+l >~ 6(G) + 1. 
Proof. Let d~ be a maximum matching. The 6(G) > 0 nodes left uncovered by d~ 
are all in G +. Let p be such a node. Since G is connected and p is not its only 
node, p has a neighbor v. Clearly d~ must cover v or the edge vp could be added 
to d~. Say the edge vw is in d~. Then replacing this edge by vp results in a 
maximum matching missing w. Thus w is also in G +, so [G+[ I> 6(G) + 1. [] 
Lemma 4.2. I f  G is a connected graph and ]G+I = 1, then G consists of a single 
node. 
Proof. The fact that G + 4= 0 means G does not have a perfect matching. If G had 
more than one point, then by Lemma 4.1 we would have [G+[ >I 6(G) + 1 >i 2, a 
contradiction. [] 
Lemma 4.3. I f  G is a connected bipartite graph on n nodes with I G+l > 1, then 
½n < #(G) <<- n - 1 and 2#(G) - n + 1 ~< IG+l <~ tz(G). 
Proof. Clearly 2A(G) + 6(G) = n. By K6nig's Theorem (Lemma 3.4(a)), 3.(G) + 
#(G) = n. Thus 
u(G)  = n - = + = ½(n + ,5 (G) ) .  (4.4) 
Since G ÷ ~=0, G does not have a perfect matching, so 6(G) >0. Thus #(G) > ½n 
follows. The bound #(G) ~< n - 1 is obvious since G has more than one point. 
Now by (4.4), 6(G) = 2#(G) - n. Hence [G+I t> 2#(G) - n + 1 follows from 
Lemma 4.1. The inequality IG+I ~< #(G) follows from Lemma 3.4(b). [] 
Theorem 4.5. Let T be any tree on n nodes, 
(a) Hr  = 0 iff T has a perfect matching, 
(b) Hr  = 1 iff T has just one node, 
(c) I f  l i t  > 1, then ½n < ET <~ n -- 1 and 2ET -- n+ l<-Hr~Er .  
Proof. By Theorem 1.4, ET=#(G)  and Hr= IT÷I. Thus (a) follows since 
T + = 0 means that no nodes are left uncovered by any maximum matching. Also 
(b) follows from Lemma 4.2 and (c) follows from Lemma 4.3. [] 
Theorem 4.6. Suppose h, e, and n are positive integers uch that 
(1) ½n<e<~n-1 ,  and (2) 2e-n+l<~h<~e.  
Then there is a tree T with n nodes such that ET = e and Hr = h. 
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Proof.  We proceed by induction on n. The smallest case is n = 3 with e = h = 2, 
which corresponds to the path on 3 nodes. Now in general, if e = n - 1, then also 
h =n-  1 by (2), and the star T = Kl.n-1 is the desired tree. Thus suppose 
hereafter that e <~ n - 2. Set e' = e - 1 and n'  = n - 2. The relat ion ½n' < e' ~< 
n'  - 1 then holds. 
Case 1. h = 2e - n + 1 
We then have 2e ' -n '+ l=2e-n+l=h<-e+(n-2) -n+l=e ' ,  so h, e', and 
n '  satisfy (1) and (2). Thus there is a tree S with ISI - n' and Es = e' and Hs = h. 
Now Hs ~< e' ~< n'  - 1, so there is at least one node p in S not in S ÷. Attach two 
new nodes v and w to S to form a tree T by making v adjacent to p and w 
adjacent o v. Then I TI - n. If I is a maximum independent set in S, then I tO w is 
a max imum independent  set in T. Thus Er  = e. Now any maximum matching ~t 
of S covers p since p 4: S ÷. Adding the edge vw to ~ results in a maximum 
matching in T, and all such arise this way. It follows that T ÷ =S ÷, so 
Hr  = Hs = h. Thus T is the required tree. 
Case 2. h > 2e - n + 1 
Lett ing h '  = h - 1, we have 2e' - n'  + 1 = 2e - n + 1 ~< h - 1 = h '  ~< e - 1 = e', 
so h ' ,  e' and n'  satisfy (1) and (2). Thus there is a tree S with ISI = n '  and Es = e' 
and Hs- -h ' .  Now Hs 12e-n  + 1 > 1, by (1), so S + is nonempty.  Let p be a 
node in S ÷ and attach new nodes v and w as above to obtain a new tree T with 
ITI =n  and ET = e. Now since p e S +, there is a maximum matching ~ of S 
which leaves p uncovered. Adding the edge pv  to ~ results in a maximum 
matching of T with w uncovered. Thus w • T ÷. Since T + is independent  by (3.4), 
v :/: T ÷. If follows that T ÷ = S + U w. Thus Hr  = Hs + 1 = h. Whence  T is the 
desired tree. [] 
Acknowledgment 
The author is deeply grateful to J .W. Moon whose insightful comments on a 
prel iminary version of this paper resulted in many improvements. 
References 
[1] P.H. Edelman, Meet-distributive lattices and the anti-exchange closure, Algebra Universalis 10 
(1980) 290-299. 
[2] P.H. Edelman and R.E. Jamison, The theory of convex geometries, Geom. Dedicata 19 (1985) 
247-270. 
[3] J. Edmonds, Paths, trees, and flowers, Canad. J. Math. 17 (1965) 449-467. 
[4] C. Greene and D.J. Kleitman, Proof techniques in the theory of finite sets, in: G.C. Rota, ed., 
Studies in Combinatorics, MAA Studies 17 (1978) 22-79. 
Alternating Whimey sums and matchings in trees, Part 1 189 
[5] F. Harary, Graph Theory (Addison-Wesley, Reading, MA, 1972) 95-96. 
[6] R.E. Jamison, On the average number of nodes in a subtree of a tree, J. Combin. Theory Set. B 
35 (1983) 207-223. 
[7] R.E. Jamison, Monotonicity of the mean order of subtrees, J. Combin. Theory Set. B 37 (1984) 
70-78. 
[8] A. Meir and J.W. Moon, The expected node-independence umber of random trees, Indag. 
Math. 35 (1974) 335-341. 
[9] A. Meir and J.W. Moon, On subtrees of certain families of rooted trees, Ars Combin. 16-B 
(1983) 305-318. 
[10] F. Ruskey, Listing and counting subtrees of a tree, SIAM J. Comput. 10 (1981) 141-150. 
[11] C. Savage, Maximum matchings and trees, Inform. Process. Letters 10 (1980) 202-205. 
[12] D.J.A. Welsh, Matroid Theory (Academic Press, London, 1976) 97-115. 
[13] D. Whited, private communication (1981). 
