Abstract. In this paper we study the regularity of the Szegő projection on Lebesgue and Sobolev spaces on the distinguished boundary of the unbounded model worm domain D β .
, β > π. Furthermore, we also prove that P defines a bounded operator 
Introduction and statement of the main results
In this paper we consider the Hardy spaces on the distinguished boundary of the model worm domain D β = (z 1 , z 2 ) ∈ C 2 : Re z 1 e −i log |z 2 | 2 > 0, log |z 2 | 2 < β − π 2 , β > π, and study the continuity of the associated Szegő projection operator on the Lebesgue and Sobolev spaces.
The domain D β is unbounded, pseudoconvex, with Lipschitz boundary, and was instrumental in proving that the Bergman projection does not preserve Sobolev spaces of sufficiently high order on the smooth pseudoconvex worm domain Ω β introduced by K. Diederich and J.E. Fornaess [DF77] . This result, due to D. Barrett [Bar92] , was a major breakthrough since it suggested that some long-standing conjectures about the geometry of smooth pseudoconvex domains and the regularity of the associated Bergman projection were actually false. Indeed, few years later, M. Christ [Chr96] proved that the Bergman projection on the Diederich-Fornaess worm domain does not preserve the space C ∞ (Ω β ) -that is, Condition R fails on Ω β . We refer the reader to [KP08a] for a detailed account on the subject.
The question of the regularity of the Bergman projection on worm domains and related questions has been considered by various authors, and here we mention in particular [KP08b, BŞ12, BEP15, KPS15, KPS16, CŞ15].
On worms domains, of course it is of great interest also to study the (ir-)regularity of the boundary analogue of the Bergman projection, that is, the Szegő projection. If Ω = {z : ρ(z) < 0} is a smoothly bounded domain in C n , the Hardy space H 2 (Ω) is defined as
where Ω ε = {z : ρ(z) < −ε} and dσ ε is the induced surface measure on bΩ ε . Here, and in what follows, we denote by bD the topological boundary of a given domain D. Then, H 2 (Ω) can be identified with a closed subspace of L 2 (bΩ, dσ), that we denote by H 2 (bΩ). The Szegő projection is the orthogonal projection P Ω : L 2 (bΩ, dσ) → H 2 (bΩ) ;
see [Ste70] . Mapping properties of the Szegő projection on other function spaces have been studied for various classes of smooth bounded domains. In the case of strictly pseudoconvex domains [PS77] , domains of finite type in C 2 [NRSW89] , convex domains of finite type in C n [MS97] the Szegő projection P Ω turns out to be bounded on the Lebesgue-Sobolev spaces W s,p (bΩ) for 1 < p < ∞ and s ≥ 0. When Ω is Reinhardt domain [Boa85, Str86] , a domain with partially transverse symmetries [BCS88] , a pseudoconvex domain satisfying Catlin's property (P) [Boa87] , a complete Hartogs domain in C 2 [BS89] , or a domain with a plurisubharmonic defining function on the boundary [BS91] , then the Szegő projection is exactly regular, that is, P Ω is a bounded operator P Ω : W s,2 (bΩ) → W s,2 (bΩ) for every s ≥ 0. We also mention that, if Ω is bounded, C 2 and strongly pseudoconvex in C n , the Szegő projection P Ω again extends to bounded operator on L p (bΩ) for 1 < p < ∞, [LS15a, LS15b] .
There are examples of domains Ω on which the Szegő projection P Ω is less regular. L. Lanzani and E.M. Stein described the (ir-)regularity of P Ω on Lebesgue spaces in the case of planar simply connected domains, [LS04, Thm. 2.1]. In particular they showed that if Ω has Lipschitz boundary, then P Ω : L p (bΩ) → L p (bΩ) if and only if p ′ Ω < p < p Ω , where p Ω depends only on the Lipschitz constant of bΩ. More recently, S. Munasinghe and Y.E. Zeytuncu provided an example of a piecewise smooth, bounded pseudoconvex domain in C 2 on which the Szegő projection P Ω is unbounded on L p (bΩ) for every p = 2 [MZ15] . The same result on tube domains over irriducible self-dual cones of rank greater than 1 has been known for a number of years, [BB95] .
Clearly the Szegő projection depends on the choice of the measure on the boundary. For instance, instead of taking the induced surface measure dσ, one can consider the Fefferman surface measure, see [BL14] , or any surface measure of the form ωdσ, with ω continuous and positive, [LS15b] . On non-smooth domains, such as the polydisk, it is also of interest, and perhaps more natural, to study Hardy spaces defined by integration over the so-called distinguished boundary. For a general domain Ω ⊆ C n , the distinguished boundary d b (Ω) is the set
where H ∞ (Ω) denotes the spaces of bounded holomorphic functions on Ω.
In this paper we obtain sharp results concerning the regularity of the Szegő projection P = P D β for the Hardy spaces on the distinguished boundary of the model worm domain
Our final goal is to study the (ir-)regularity of the Szegő projection of the smooth worm Ω β and the present work is a step in this direction. As is the Bergman setting, it is reasonable to expect that the peculiar geometry of the worm domain affects the regularity of the Szegő projection as well. The results in this paper support this expectancy.
In shifting from the Bergman to the Szegő setting new difficulties arise and Barrett's arguments cannot be trivially adapted to transfer information from the model worm D β to the smooth worm Ω β [Mon16c] . Barrett proved the irregularity of the Bergman projection B D β on W s,2 (Ω β ) if s ≥ π/(2β − π) by means of the well-known transformation rule for the Bergman projection and by studying the Bergman projection of a biholomorphic copy of
In the Szegő setting, in general, there is no transformation rule for the Szegő projection under biholomorphic mappings. Nonetheless, we are able to prove a transformation rule for the projections P and P ′ = P D ′ β , see Section 6. The mapping properties of the Szegő projection P ′ on the distinguished boundary of D ′ β were studied by the first author in [Mon16b, Mon16a] .
We now describe our results in greater details. For (t, s) ∈ (0,
Then, the collection {D t,s } t,s is a family of approximating domains for D β and the distinguished boundary of each of these domains is
Consequently, for 1 ≤ p < ∞, we define the Hardy space H p (D β ) as
where, denoting by dσ t,s the induced measure on In Section 3 we will discuss the above definition and show that it is a very natural one.
Standard basic facts of Hardy space theory give that any f ∈ H p admits a boundary value function, that we still denote by f , defined on d b (D β ) that is p-integrable w.r.t. dσ, the induced surface measure on d b (D β ). Moreover, we have the equality
, that is closed and that we denote by
The operator P admits an integral representation and we call its integral kernel the Szegő kernel. It turns out that in this case the operator P can be written as a combination of Mellin-Fourier multiplier operators (see Section 2). Our main results are the following.
if and only if
Theorem 2. Let be ν β = π 2β−π . Then, the Szegő projection P defines a bounded operator
if and only if 0 ≤ s < ν β 2 . Our results thus completely describes the mapping properties of the operator P with respect to the Lebesgue and Sobolev-Hilbert norms. If we consider Sobolev norms with p = 2 we do not have a complete characterization of the mapping properties of P, but we have a partial result.
Theorem 3. Let be ν β = π 2β−π , s > 0 and p ∈ (1, ∞). If the operator P, initially defined on the dense subspace
Assuming p ≥ 2 we obtain the stronger condition
In this work, W s,p (d b (D β )) for a non-integer s denotes the classical fractional Sobolev space defined via the Fourier transform and the Bessel potentials. We refer the reader to Section 4.1 for the precise definition.
The paper is organized as follows. In Section 2 we introduce Mellin-Fourier multiplier operators and we provide a sufficient condition for their L p continuity. In Section 3 we study the space H 2 (D β ), we show that the Szegő projection P is given by a sum of Mellin-Fourier multiplier operators and we prove the sufficient condition of Theorem 1. In Section 4 we conclude the proof of Theorem 1 and we prove the Sobolev irregularity, whereas in Section 5 we prove the Sobolev regularity. In Section 6 we prove the transformation rule for P and P ′ . We conclude the paper with some final remarks.
Mellin-Fourier multiplier operators
In this section we introduce a class of operators, which we call Mellin-Fourier multiplier operators, and provide a sufficient condition for their L p continuity, p ∈ (1, ∞). A similar class of operators was studied by Rooney [Roo85] . Incidentally, we believe that this class of operators is of its own interest.
We are going to work both on R 2 and on R × T, where T = R/Z is the torus. Thus, we set X to denote either R or T, and, accordingly, X = R, or Z, respectively. This allows us to unify the presentation and should cause no confusion.
We denote by F the Fourier transform on R × X, given by
when f is absolutely integrable, and by T m the Fourier multiplier operator
when m is a bounded measurable function on R × X, where we also write Ff = f . We say that a bounded function m on R × X is a bounded Fourier multiplier on
.
With an abuse of notation, for a fixed α ∈ R, we also denote by C p the operator defined on functions in C ∞ c ((0, +∞)e iα × X) and acting on the first variable only, that is,
For a, b ∈ R, with 0 < a < b < 1, we denote by S a,b the vertical strip in the complex plane
Given a bounded measurable function m defined on S a,b × X, when a <
Finally, we define an operator acting on functions defined on (0, +∞) × X as
We call such an operator a Mellin-Fourier multiplier operator, the reason for which will soon be clear.
Theorem 2.1. With the above notation, let m : S a,b × X → C be continuous and such that (i) m(·, ξ 2 ) ∈ Hol(S a,b ) and bounded in every closed substrip of S a,b , for every ξ 2 ∈ X fixed; (ii) for every q such that a < 1 q < b, m q is a bounded Fourier multiplier on L q (R × X).
Then, for a <
is bounded.
Here we denote by m p Mp(R×X) the operator norm of the bounded Fourier multiplier m on
Thus, it suffices to show that T m,p is independent of p, when a < 1 p < b. We show the argument in the case X = R since the case X = T is identical, one only has to replace integration on R w.r.t. to dξ 2 by a summation over Z.
Setting g = C p (ϕ) we observe that, for (t, x 2 ) ∈ (0, +∞) × X), by Fubini's theorem,
Hence, if we denote by M 1 the Mellin transform in the first variable of a sufficiently regular funciton ψ defined on (0, +∞) × R, that is,
and by F 2 the Fourier transform in the second variable, we see that
Now, for every ξ 2 fixed, the function M 1 F 2 ϕ(·, ξ 2 ) is holomorphic in the right half-plane and bounded in every closed strip S δ,R , with 0 < δ < R < ∞, and integrable on every vertical line in the right half-plane. Thus, for every ξ 2 fixed, m(·, ξ 2 )M 1 F 2 ϕ(·, ξ 2 ) is holomorphic and bounded in every closed strip contained in S a,b , and integrable on every vertical line in S a,b . A standard application of Cauchy's theorem, as in the inversion of the Mellin transform, shows that
is independent of c ∈ (a, b). Thus, from (5) we have
and the conclusion follows.
Remark. Notice that we have shown that if m satisfies the hypotheses of Thm. 2.1 then
Equality (6) 
The Hardy space
In this section we show that the definition of H p (D β ) is a very natural one, we exhibit an explicit formula for the Szegő projection P and we prove the sufficient condition in Theorem 1.
For every fixed z 2 such that log |z 2 | 2 < β − π 2 let us consider the half-plane U z 2 := {z 1 : Re(z 1 e −i log |z 2 | 2 ) > 0}.
In order to define H p (D β ), it would be natural to consider a condition that would guarantee that, for each z 2 fixed, the function f (·, z 2 ) belongs to the Hardy space on U z 2 . Indeed, this is the case for the space H p (D β ).
, then f admits boundary values on ∂D β , that we still denote by f , and we have
Proof. Suppose for the moment that z 2 is such that log |z 2 | 2 = − π 2 , so that U z 2 = {z 1 : Im z 1 > 0}. We want to prove that f z 2 satisfies
From (3) it follows that f z 2 satisfies
In [Sed75] is proved that conditions (7) and (8) actually define the same space on the upper half-plane. The same argument can be repeated for each z 2 such that log |z 2 | 2 < β − π 2 and conclusion (i) follows.
For the reader's convenience, we postpone the proof of (ii) to Section 6.
3.1. The Szegő projection P. We now describe the operator P and show how it is related to the Mellin-Fourier multiplier operators studied in Section 2. We first notice that
and
and we remark that both E + and E − can be identified with R × T. We write
where any component E ℓ , ℓ = 1, . . . , 4, can be identified with R + × T and E + 0 , E − 0 are sets of dσ-measure zero. Therefore, these latter sets can be disregarded on what follows. In detail, we have
Consequently, if χ ℓ denotes the characteristic function of E ℓ , by linearity, the operator P can be decomposed as
Therefore, we can study the continuity of P on
by studying the continuity of the operators P k,ℓ on the same spaces. It turns out that the operators P k,ℓ can be expressed in terms of the model operators T m studied in Section 2. In order to show this, we set some notation.
Definition 3.2. For z ∈ C and j ∈ Z we set
Moreover, for k, ℓ ∈ {1, . . . , 4} we set
where
Then, the following theorem holds.
Theorem 3.3. For all k, ℓ ∈ {1, . . . , 4} it holds that P k,ℓ = T m k,ℓ , where the multipliers m k,ℓ : S ν β × Z :→ C are as in Def. (3.2). In particular, for
For the reader's convenience, we prove here only that the multipliers m k,ℓ satisfy the hypothesis of Thm. 2.1, whereas we postpone to Section 6 the proof that the operators P k,ℓ actually are Mellin-Fourier multiplier operators.
Proof. It is immediate to verify that the multiplier m k,ℓ satisfies hypothesis (i) in Theorem 2.1 for every k, ℓ = 1, . . . , 4. Concerning hypothesis (ii), we proceed as follows. Let be σ such that (1− ν β )/2 < σ < (1+ ν β )/2. Then, we want to prove that the function
. This is obtained by transference (see, e.g., [Gra08, Chapter 3] from the fact that the extended function m k,ℓ (σ + i·, ·) :
. This last affirmation is easily proved by showing that the composition of m k,ℓ (σ + iξ, λ) with the affine change of variables
is a Mihlin-Hörmander multiplier (see, e.g, [Gra08, Chapter 5] ). This concludes the first part of the proof of Theorem 3.3.
We observe that Theorem 3.3 immediately gives proves the positive results in Theorem 1. In the next section we prove the negative results for P in both L p and Sobolev scales.
L p and Sobolev irregularity
In this section we provide an explicit counterexample to prove the negative result of Theorems 1 and 2.
Let χ 1 be the characteristic function of
The following lemma is elementary, therefore we omit the proof.
for every p ∈ (1, ∞) and positive integer s.
Next we focus on the Szegő projection of g. From (11) we deduce that Pg = 4 ℓ=1 P ℓ,1 g. We want to explicitly compute P 1,1 g, using Theorem 3.3. We have that
2 ) e iθ ) = e 4β 2 e −x 2 +i4βx , so that
, where C β is a positive constant depending on β. In conclusion, we obtain that, up to a multiplicative positive constant,
We recall once again that, by definition, P 1,1 g is supported on E 1 ; hence x is always assumed to be positive. If we define the functions
then, it is easy to prove that,
We now prove two lemmas.
Lemma 4.2. There exist two positive constants A and B such that
for every x ∈ (1, ∞).
Proof. From (14) and (15) we get
Similarly,
Thus, the lemma is proved.
Lemma 4.3. There exist two positive constants A and B such that
for every x ∈ (0, 1).
Proof. From (14) and (15) we obtain
Now, since x ∈ (0, 1),
4.1. The W s,2 irregularity. As mentioned in the introduction, the fractional Sobolev spaces we consider are the ones defined via Fourier transform and Bessel potentials. Namely, the space
We point out that in the definition of the Sobolev norm we are integrating with respect to the Lebesgue measure dxdθ and not with respect to dσ, the induced measure on E ℓ . It is easy to verify that, up to a multiplicative positive constant, these two measure coincides. Obviously, a different definition of fractional Sobolev spaces can be used, but, due to the nature of the operator P, this definition is the most natural one for our setting.
We now focus on the Hilbert space W s,2 (d b (D β )). In particular, we want to estimate the W s,2 of Pg where g is the function (13) once again. Notice that, since the function g does not depend on the periodic variable on its support, it holds
An equivalent norm on W s,2 (R) is given by 
For the equivalence between the norms (16) and (17) we refer the reader to [Tri83] where the spaces identified by these two norms are seen as special cases of the more general Triebel spaces.
We are ready to prove our result.
Necessary condition of Theorem 2. Let us assume for the moment that s ∈ (0, 1). Because of (11) it holds
Suppose now that x and y satisfies 1 < y < αx where α is a positive number to be fixed. Then, it follows from Lemma 4.2 that
if α is chosen such that α < A 2B 2 1+ν β . In particular, this implies that α < 1 2 since B > A and
Notice that the integration in dθ of this last integral is finite for every ρ > 0 since α < 1 2 . Thus, we only have to discuss the integration in dρ. It holds,
This integral is finite if and only if s > − ν β 2 and this condition is trivially satisfied since we are assuming s to be positive.
Suppose now that x and y satisfies 1 > y > x α . Then, from Lemma 4.3, we obtain |P 1,1 g(x) − P 1,1 g(y)| ≥ P 1,1 g(y) − P 1,1 g(x)
≥ Ay
Notice that the integration in dθ is finite for every ρ > 0 since Suppose now that s ≥ 1. If P would be bounded on W s,2 (R × T), then it would be bounded on W s 1 ,2 (R × T) as well for every s 1 ∈ [0, s] by interpolation between L 2 and W s,2 . This is a contradiction. Hence, we obtain that P is an unbounded operator on W s,2 (R × T) for every s ≥ ν β 2 and the proof is concluded. 4.2. The W s,p irregularity. By the very same argument we used to prove the W s,2 irregularity P we prove Theorem 3.
Unlike in the Hilbert setting, we do not have on W s,p (R) an equivalent norm in terms of Gagliardo seminorm similarly to (17). Nonetheless, there are results which link Bessel potential spaces with the Gagliardo seminorm.
For s > 0 and p ∈ (1, ∞) define the function space 
As in the Hilbert setting, the spaces W s,p (R) and W s,p (R) can be seen as special cases of Triebel spaces [Tri83] .
As we mentioned, unless p = 2, the spaces W s,p (R) and W s,p (R) do not coincide; nonetheless, the following proposition holds.
Proposition 4.4. Let be s > 0 and p ∈ (1, ∞). Then, for every ε > 0,
where A ⊆ B denotes continuous inclusion.
Proof. See [Tri83] .
Exploiting this last proposition we prove Theorem 3.
Proof of Theorem 3. Computing the Gagliardo seminorm of Pg for s ∈ (0, 1) as in the Hilbert setting, we obtain that Pg W s,p (R) < ∞ if and only if the stronger condition
holds. Then, using (18) we conclude the proof in the case s ∈ (0, 1). If s ≥ 1 we conclude using interpolation as in the Hilbert setting. In we assume also p ≥ 2 we repeat the same argument using the stronger inclusion (19).
Sobolev regularity
In this section we prove the positive result in Theorem 2. As in the L p setting, we deduce the boundedness of P from the boundedness of the operators P k,ℓ , k, ℓ = 1, . . . , 4.
To prove our result, we obtain an integral representation for the general operator P k,ℓ and then we exploit some classical results for Calderón-Zygmund singular integral operators [Duo01, Gra08, Gra09] .
From Theorem 3.3 we get
where T mµ and T mη are Fourier multiplier operators on L 2 (R × T) associated to the multipliers m µ (ξ) = e µξ 2 cosh(πξ) and
4 ) with |µ| = π or µ = 0 and |η| = 2β − π or η = 0 according to the scheme in Definition 3.2.
Thus, we deduce the boundedness
, from the boundedness of the operators
where χ + denotes the characteristic function of (0, ∞) and, for |a| ≥ π,
) . Remark 5.1. It should be noticed that the operators P a and Q a involve the multiplication by the characteristic function χ + , that obviously destroys some smoothness. However, we only need to consider the case of Sobolev spaces W s,2 , with 0 < s < ν β 2 < 1 2 and the multiplication by χ + preserves the Sobolev spaces for such small values of s, as we will see.
We also point out that the multipliers m a and M a are not models for m µ and m η respectively when µ = η = 0. Nonetheless, these cases are the easiest to deal with and the techniques we use can be easily adapted to these situations.
Theorem 5.2. The operator P a defines a bounded operator
for every s ∈ 0, π 2|a| . In order to prove the theorem, we need a few preliminary results.
Lemma 5.3. Let be |a| ≥ π and κ ∈ [0, π 2|a| ) and consider the tempered distribution U a,κ defined by, for g in the Schwartz space S(R),
Then, the Fourier transform U a,κ is given by
Proof. Writing
it is easy to check that U a,κ is in fact a well-defined tempered distribution.
Next, a standard contour integration argument now shows that, for ζ ∈ C with | Im ζ| < 1,
as ε → 0 + and R → +∞, so that
as ε → 0 + and R → +∞. Therefore, setting ζ = ξ − iκ we obtain (21) with 0 ≤ κ < π 2|a| . Corollary 5.4. The following facts hold.
(
The Fourier multiplier operator T ma is given by
The operator T a,0 is a Calderón-Zygmund singular integral operator. Therefore, for every 0 < ε < R < ∞, the truncated operator
dt densely defined on S(R) extends to a bounded operator L 2 → L 2 with operator norm independent of ε and R. Moreover,
(ii) also follows. Part (iii) follows from the standard theory of Calderón-Zygmund singular integral operators and we refer the reader, for instance, to [Duo01, Chapter 5].
From the previous corollary, we finally obtain an integral representation for the operator P a . For |a| ≥ π, we now set Λ a,(ε,R) :
Corollary 5.5. The following facts hold.
(i) there exists a constant C > 0, independent of ε, R > 0 such that
Proof. From (iii) of Corollary 5.4 and recalling that C 2 :
as we wished. Thus, (i) is proved. With a similar argument, (ii) is also proved. For (iii) the proof is easily deduced from these results, (ii) of Corollary 5.4 and (20).
Finally, observing that the integrals below converge absolutely and interpreting the limits as limits in the L 2 -norm,
Suppose now that ξ > 0. Then,
, as we wished to show. Similarly, if ξ < 0, we get
and (iv) is finally proved.
We now have all the ingredients to prove Theorem 5.2. The boundedness of P a will follow from the following lemma.
Lemma 5.6. Let be |a| ≥ π. Then, for every s ∈ [0,
Before proving the lemma, we fix some notation and recall the definition of the classical Hilbert transform. We refer the reader, for instance, to [Gra08, Chapter 4].
Let be f : R × T → C a test function. The Hilbert transform with respect to the first variable is defined by the formula
where as usual, F 1 denotes the Fourier transform with respect to the first variable.
If p ∈ (0, ∞) and w(x) is a non-negative real function, then we denote by L p (w) the space of functions such that
It is a well-known result that the Hilbert transform extends to a bounded operator L p (w) → L p (w) whenever w is a weight in the Muckenhoupt class A p (see, e.g., [Gra09] ).
We are now ready to prove the lemma.
Proof of Lemma 5.6. In order to prove the boundedness of Λ + , by Plancherel's formula, we need to estimate
Notice that
Moreover, since s < π 2|a| < 1 2 , it holds
and the weight w(ξ) = ξ 2s turns out to belong to the A 2 class (see [Gra09, Example 9.1.8]). Therefore,
From the boundedness of H 1 in L 2 , in L 2 (ξ 2s ) and exploiting also Plancherel's formula, we obtain
, as we wished to show.
Analogously, for the operator Λ a we have
We now focus on the integration over the positive ξ's. From Corollary 5.5 (iv), for ξ > 0, using the fact that s < π 2|a| we have 
Therefore, from the L 2 boundedness of T a,s and Λ + , we get
. Similarly, from Corollary 5.5 and the L 2 boundedness of Λ a and Λ + , we deduce
. Hence, we finally estimated the integration over the positive ξ's in (24). A completly analogous argument allows us to estimate the over the negative ξ's. Therefore, the proof is concluded.
Proof of Theorem 5.2. It follows from Corollary 5.42 and Lemma 5.6.
In order to conclude the proof of Theorem 2, in analogy with Theorem 5.2, we prove the following.
Theorem 5.7. The operator Q a defines a bounded operator
for every s ∈ 0, π 2|a| .
Proof. By density, we consider a test function f on R × T which is a trigonometric polynomial in the second variable, that is,
Then, setting
and using (ii) of Corollary 5.4, we see that
where C, C ′ are positive constants. Therefore, to conclude the proof we only have to prove boundedness of the operator Λ a . Arguing as in the proof of Corollary 5.5 (iv), for ξ > 0 we get
Therefore, similarly to (24), we obtain
. With a similar argument we estimate the integration over negative ξ's and we are done.
Finally, Theorems 5.2 and 5.7 imply the boundedness P k,ℓ :
hence, the boundedness of the Szegő projection P. The proof of Theorem 2 is complete.
Proof of Theorem 3.3
In order to conclude the proof of Theorem 3.3, we exploit the space H 2 (D ′ β ) studied in [Mon16b] . We recall here the main facts needed for our purposes and we refer the reader to [Mon16b] for the proofs.
6.1. The Hardy space H 2 (D ′ β ). Consider the domain
and its distinguished boundary
is defined as the function space We notice that
and each component E ′ ℓ , ℓ = 1, . . . , 4, can be identified with R × T. Therefore, the restriction of any function defined on d b (D ′ β ) to any of the component E ′ ℓ can be identified with a function defined on R × T.
Denoting by χ ′ ℓ the characteristic function of E ′ ℓ , ℓ = 1, . . . , 4, the Szegő projection
where, writing χ ′ k P ′ (χ ′ ℓ ·) = P ′ k,ℓ we adopt the convention that the operator P ′ k,ℓ is acting on functions defined on R × T. Now, by [Mon16b, Remark 3.13] it follows that
wherem k,ℓ = m k,ℓ ( 1 2 − i·, ·) and for k, ℓ ∈ {1, . . . , 4}, m k,ℓ are as in Def. 3.2.
Thus, the operator P ′ is obtained as a sum of Fourier multiplier operators -and its mapping properties were studied in [Mon16b] .
6.2. Relationship between P ′ and P. We now show that H 2 (D β ) and H 2 (D ′ β ) are isometric and, as a consequence, we obtain a transformation rule for the Szegő projections P ′ and P.
The domains D ′ β and D β are biholomorphic via the biholomorphism
(z 1 , z 2 ) → (e z 1 , z 2 ) (z 1 , z 2 ) → (Log(z 1 e −i log |z 2 | 2 ) + i log |z 2 | 2 , z 2 )
where Log denotes the principal branch of the complex logarithm. It is straightforward to see that We now notice that this proposition implies part (ii) in Proposition 3.1. For, let F ∈ H p (D β ) and set f = Λ −1 F ∈ H p (D ′ β ). By [Mon16b, Thm. 4 .3] we know that the analogous conclusion holds true for f . Using part(i), (ii) in Proposition 3.1 now follows easily.
Using the proposition, we obtain a transformation rule for the Szegő kernels and projections of the spaces H 2 (D β ) and H 2 (D ′ β ) similar to the one proved by Bell in [Bel92, Thm. 12.3] for smooth bounded domains in C. We leave the elementary details to the reader.
Proposition 6.2. Let K and K ′ be the reproducing kernels of H 2 (D β ) and H 2 (D ′ β ) respectively. Then, K (z 1 , z 2 ), (w 1 , w 2 ) = ψ 2 (z 1 , z 2 ) K ′ ϕ −1 (z 1 , z 2 ), ϕ −1 (w 1 , w 2 ) ψ 2 (w 1 , w 2 ). 
Observe that
since χ ℓ • ϕ = χ ′ ℓ , so it follows that χ ′ m · ( 1 ψ 2 χ ℓ f ) • ϕ does not vanish identically only if m = ℓ. Therefore, using (25)
where T m k,ℓ denotes the Fourier multiplier operator associated to m k,ℓ as in Section 2.
It is now an easy observation that
hence, from (27), the results in Section 2 and the first part of Theorem 3.3, we conclude that
T m k,ℓ f as we wished. This concludes the proof of the theorem.
Final Remarks
As we mentioned, our final goal is to prove the (ir-)regularity of the Szeő projection on the smooth, bounded, worm domain Ω β . In this case, there is no ambiguity in the definition of the (classical) space H 2 (Ω β ) and the associated Szegő projection on the topological boundary. On the other hand, due to the nature of the domain D β , and of its biholomorphic copy D ′ β , it was a natural choice to define and study the Szegő projection on the distinguished boundary. The drawback of this choice is that it is more complicated to transfer information from the Hardy space H 2 (d b (D β )) to H 2 (bΩ β ). We do not exclude that to fully understand the behavior of the Szegő projection P Ω β on the topological boundary bΩ β it might be necessary to study the Hardy spaces on the topological boundary of D β . The Hardy spaces on the topological boundary of D ′ β have already been studied by the same authors in [MP16] . Finally, we remark that regularity of the Szegő projection, at least in a certain setting, is equivalent to the regularity of the Complex Green operator [HPR15] . Therefore, the (ir-)regularity of the Szegő projection P Ω β will also provided information about the (ir-)regularity of the Complex Green operator on bΩ β . We plan to come back to these questions in future works.
