In this paper, Hopf bifurcation for a class of three-dimensional nonlinear dynamic systems is studied, a new algorithm of the formal series for the flow on center manifold is discussed, from this, a recursion formula for computation of the singular point quantities is obtained for the corresponding bifurcation equation, which is linear and then avoids complex integrating operations, therefore the calculation can be readily done with using computer symbol operation system such as Mathematica, and more the algebraic equivalence of the singular point quantities and corresponding focal values is proved, thus Hopf bifurcation can be considered easily. Finally an example is studied, by computing the singular point quantities and constructing a bifurcation function, the existence of 5 limit cycles bifurcated from the origin for the flow on center manifold is proved.
Introduction
This paper is concerned with Hopf bifurcation of high-dimensional nonlinear dynamical systems. At times, the following systems are considereḋ ξ = Aξ + Φ(ξ, η),η = Bη + Ψ (ξ, η)
where ξ ∈ R n , η ∈ R m , A, B are constant matrices such that all the eigenvalues of A have zero real parts while all the eigenvalues of B have negative real parts. The functions Φ and Ψ are C 2 with Φ(0, 0) = 0, Ψ (0, 0) = 0, DΦ(0, 0) = 0, DΨ (0, 0) = 0. Thus for the systems (1), there exists the center manifold: η = η(ξ ) with η(0) = 0, Dη(0) = 0 and η(·) is C 2 , and more the flow on the center manifold is governed bẏ
which is usually called the reduced system or bifurcation equations (see [2] ), and through investigating system (2) , all the necessary information to determine the asymptotic behavior for the flow near the origin of high-dimensional system (1) can be figured out. This is because there exists a topological equivalence of asymptotic behavior in a neighborhood of the equilibrium point for the flow on the center manifold and the low-dimensional system (2) . Thus the dynamic problems of the high-dimensional nonlinear system (1) can be transformed into ones of the lowdimensional system (2) . Furthermore, when A has a pair of pure imaginary roots for the system (1), namely the system (1) is a Hopf bifurcation system, under the condition of small disturbances of parameters, there exists a Hopf bifurcation or generalized Hopf bifurcation. The problem is often studied firstly by computing Lyapunov constants or the focal values [4, 6] , then the order of a focus and a maximum number of limit cycles near it can be acquired. For two-dimensional system, there exist some good computer algebra procedure to calculate the focal values, for example, FINDETA in [6] . As for high-dimensional system (1), usually the normal form theory are applied to transform it or its bifurcation system (2) into the conventional or simplest normal form (see [1, 2, 5, 11, 12] ). However, a series of near-identity transformations with the matrix representation always involves computational complexities, and with increasing in the number of items, more variable substitutions makes calculation impossible, especially for computing high-order focal values, i.e., the case of generalized Hopf bifurcation. Therefore it is necessary to find new and different method.
In particular, the systematic work of [9] should be mentioned, the authors give a new method that took the calculation of focal values of real systems into the calculation of the singular point quantities of complex systems, which made it possible to compute the focal values of higher degree systems and generate most possible limit cycles. For example, in [3] the first 8 focus values at origin of a cubic system are obtained with relative ease. Here in this paper, we generalize and develop the method for the two-dimensional Hopf bifurcation system in [9] . Hopf bifurcation for the following three-dimensional nonlinear dynamical systems is investigated,
where x, y, u, t, d, A kj l , B kj l , d kj l ∈ R (k, j, l ∈ N) and the calculation method of the focal values for the flow on center manifold is discussed. The paper is organized as follows. In Section 2, the some basic results and methods for the two-dimensional Hopf bifurcation system in [9] are introduced, which is necessary for investigating the following high-dimensional system and bifurcations of limit cycles. In Section 3, for system (3), the calculation method of the formal series for the flow on center manifold is given, thus a recursion formula for computation of the singular point quantities is obtained for the corresponding bifurcation equation, which is linear and then avoids complex integrating operations, therefore the calculation can be readily done with using computer symbol operation system such as Mathematica or Maple. And more the algebraic equivalence of the quantities and corresponding focal values is proved, thus Hopf bifurcation can be considered easily. Finally an example is studied in Section 4, the quantities of singular point are computed, then by taking Jacobian matrix representation of disturbance coefficients and constructing the bifurcation function given in [7] , which corresponds to the successive function, the existence of 5 limit cycles bifurcated from the origin on center manifold is proved easily without constructing Poincaré cycle fields. In this work, the technique employed for investigating the Hopf bifurcation of high-dimensional nonlinear dynamical systems is different from more usual ones.
The formal series method for two-dimensional Hopf bifurcation system
Let us first consider the following real planar polynomial differential systems and recall the related notions and results
A kj x k y j = X(x, y),
where x, y, t, δ, A kj , B kj ∈ R (k, j ∈ N), namely system (4) is the two-dimensional Hopf bifurcation system. For system (4), some significant work has been done and more details can be seen in [9, 7, 8] . Under the polar coordinates x = r cos θ , y = r sin θ , system (4) can be transformed into
where the function on the right-hand side of Eq. (5) is convergent in the range θ ∈ [−4π, 4π], |r| < r 0 , and
For sufficiently small h, let
be the Poincaré succession function and the solution of Eq. (5) satisfying the initial-value condition r| θ=0 = h. Thus the Poincaré succession function in (7) for system (4) has (4) is integrable at the origin.
In addition, Lemma 2.1 is given, which plays an important role in construction of Poincaré succession function. 
where
By means of transformation
system (4) can be transformed into following complex system
where z, w, T , a kj , b kj ∈ C (k, j ∈ N), and we call that system (4) and (11) is concomitant.
Lemma 2.2.
(See [9, 3] .) For system (11) with δ = 0, when taking c 11 = 1, c 20 = c 02 = 0, c kk = 0, k = 2, 3, . . . , we can derive successively and uniquely the terms of the following formal series:
such that (12) and if α = β, c αβ is determined by the following recursive formula:
and for any positive integer m, μ m is determined by the following recursive formula:
and when α = β > 0 or α < 0 or β < 0, we have let c αβ = 0.
And μ m given in Lemma 2.2 is said the m-th singular point quantity at the origin of system, m = 1, 2, . . . . [8, Theorem 2.3] .) For system (4) with δ = 0, and any positive integer m, the following assertion holds:
Lemma 2.3. (See
polynomial functions of coefficients of system (11).
Then v m (2π) and iπμ m are called algebraic equivalence (also see [7, 10] ), we denote v m (2π) ∼ iπμ m .
The formal series method for three-dimensional Hopf bifurcation system
In order to investigate Hopf bifurcation of system (3), obviously, we can apply the center manifold theory to analyze, there exists the center manifold u = u(x, y), which can be expressed into the polynomial series in x and y as follows,
where h.o.t. expresses higher-order term, obviously, u can be expanded only from the beginning of a square item. However, here we will consider the implicit function formal series in u, x and y. By means of transformation (10), system (3) can also be transformed into the following complex system
where z, w, T , a kj l , b kj l ,d kj l ∈ C (k, j, l ∈ N), we also call that system (3) and (17) 
such that
and if α = β or α = β, γ = 0, c αβγ is determined by the following recursive formula:
and when α < 0 or β < 0 or γ < 0 or γ = 0, α = β, we have let c α,β,γ = 0.
Proof. From system (17), we can denote
then we have the following,
× c α−k+1,β−j +1,γ −l and comparing the above power series with the right side of (19), then we can obtain the recursive formulas (20) and (21). 2
On the other hand, one can know that the bifurcation equations of system (3) has the same form as system (4) δ=0 , obviously the corresponding concomitant system can be similar to system (11) δ=0 as follows 
For any positive integer m, let
wherec 11 = 1,c 20 =c 02 = 0,c kk = 0, k = 2, 3, . . . , m + 1.
On the other hand, from the relation of system (17) and system (23), and 
Considering the uniqueness of formal series one term by one term in Lemma 2.2 and Theorem 3.1, from expressions (29) 
An example and its Hopf bifurcation
Now we consider an example for system (3) as followṡ 
and
According to Theorem 3.1, we have Applying the powerful symbolic computation function of Mathematica system, the recursive formulas in Lemma 4.1 can be programmed to compute the singular point quantities, then we can obtain the first 10 quantities easily: 
Thus from above singular point quantities μ i , i = 1, . . . , 5, and Theorem 3.2, then we have 
In the above expression of each v k , we have already let 
Now, we consider bifurcations of limit cycles from the origin for perturbed system (31) δ=0 . Starting from the critical values be denoted by expressions (36), and show the existence of 5 small limit cycles. Then, we have the following theorem for the generic case. 
where 0 < ε 1 and 
Then calculating f J (P ) near the point
, one can note that P = P 0 satisfies (35), but also such that ϕ(P ) = 0 holds, namely
In order to determine the perturbance near P 0 , one can consider the following linear approximations:
π , then from (41), one can obtain that (ε 1 , ε 2 , ε 3 , ε 4 , ε 5 ) can be determined, and satisfy |ε i | = o(ε), i = 1, 2, 3, 4, 5.
Finally, consider perturbation on δ. We can let δ = 
where ξ 
where G(h, ε) is analytic at (0, 0). From (43) and the implicit function theorem, the succession function (εh) has 5 simple positive zero points which are close to h 1 , h 1 , . . . , h 5 sufficiently. Thus, the proof has been completed. 2
From Theorem 4.4, let k i (i = 0, 1, . . . , 4) be suitable values such that L(h) has 5 simple positive roots, we can get that system (31) δ=0 bifurcates 5 small amplitude limit cycles.
Remark 3. In this paper, only for a class of three-dimensional nonlinear dynamic systems, Hopf bifurcation is studied. However, we think that the algorithm of the formal series for the flow on center manifold can be applied to investigate more higher-dimensional dynamical systems, and further study will also be needed.
