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Homomorphisms to a given graphH (H-colourings) are considered in the literature among
other graph colouring concepts. We restrict our attention to a special class ofH-colourings,
namely H is assumed to be a star. Our additional requirement is that the set of vertices of a
graph Gmapped into the central vertex of the star and any other colour class induce in G an
acyclic subgraph. We investigate the existence of such a homomorphism to a star of given
order. The complexity of this problem is studied. Moreover, the smallest order of a star
for which a homomorphism of a given graph G with desired features exists is considered.
Some exact values andmany bounds of this number for chordal bipartite graphs, cylinders,
grids, in particular hypercubes, are given. As an application of these results, we obtain some
bounds on the cardinality of the minimum feedback vertex set for specified graph classes.
© 2011 Elsevier B.V. All rights reserved.
1. Preliminaries
We consider only finite undirected graphs without loops or multiple edges. For definitions and notations not presented
here, we refer to [1,4].
Let the given graphs be G and H . A homomorphism of G to H is a mapping h : V (G)→ V (H) such that h(v)h(v′) ∈ E(H)
whenever vv′ ∈ E(G). If there exists a homomorphism of G to H , then we say that G is homomorphic to H and write G → H .
Clearly G → Kk coincides with the existence of a k-colouring of G. Thus each homomorphism h of G to H is called an
H-colouring, where labels of vertices from V (H) are referred to as colours. To emphasize that h is the partition of V (G) into
colour classes Vi (possible empty) indexed by the vertices of V (H), we sometimes write h = (V0, . . . , V|V (H)|−1).
The existence of an H-colouring, called the H-COLOURING PROBLEM, was thoroughly discussed in several papers. We
refer to the book [12] of Hell and Nešetřil for thorough introduction to this topic. We present below the celebrated result of
these authors.
Theorem 1 (Hell, Nešetřil [11]). The H-COLOURING PROBLEM is polynomial time solvable when H is bipartite andNP-complete
otherwise.
LetQ ⊆ B, whereB is the class of all bipartite graphs and let there exist anH-colouring of a graphG such that for any two
colour classes Vi, Vj the graph G[Vi ∪Vj] induced by them belongs toQ. Such a homomorphism is called an (H,Q)-colouring
and its existence will be denoted by G
Q→ H .
In order to preserve monotonicity of parameters associated with an (H,Q)-colouring, we assume thatQ is a hereditary
and additive property, i.e. Q is closed under isomorphism, taking (induced) subgraphs and if graphs, say X and Y , are in Q,
then their disjoint union is inQ.
∗ Corresponding author.
E-mail addresses:m.borowiecki@wmie.uz.zgora.pl (M. Borowiecki), e.drgas-burchardt@wmie.uz.zgora.pl (E. Drgas-Burchardt).
0012-365X/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2011.08.030
M. Borowiecki, E. Drgas-Burchardt / Discrete Mathematics 312 (2012) 2146–2152 2147
Now we are ready to formulate a new colouring problem.
(H,Q)-COLOURING PROBLEM
INSTANCE: A graph G.
QUESTION: Does there exist an (H,Q)-colouring of G?
Of course for a given graph H , an H-colouring is a particular case of an (H,Q)-colouring with Q being the class of all
bipartite graphs. Examples of other well-known (H,Q)-colourings for H = Kk are: Q = SF (star forest), Q = LF (linear
forest), Q = D1 (1-degenerate), i.e. star, linear and acyclic colourings, respectively. The most notable of them, a (Kk,D1)-
colouring, was introduced by Grünbaum [9]. Referring to it, in 1978 Kostochka proved the following theorem.
Theorem 2 ([14]). Let k ≥ 3 be a positive integer. The (Kk,D1)-COLOURING PROBLEM is NP-complete.
On the other hand, for each graph G, there exists a positive integer k such that G
D1→ Kk. The minimum k satisfying this
condition is called the acyclic chromatic number of G and denoted by χa(G).
2. Star-acyclic colourings
2.1. Star-acyclic chromatic number
For k being a positive integer, let Sk denote a star of order k. In this subsection, we are focusing on (Sk,D1)-colourings of
graphs. Obviously, each (Sk,D1)-colouring h of a given graph G can be viewed as a partition of V (G) into colour classes Vi
(possible empty) satisfying some additional requirements. Precisely, let h = (V0, . . . , Vk−1), be the (Sk,D1)-colouring of G
such that V0,∪k−1i=1 Vi are independent sets in G and the graph G[Vj ∪ V0] is acyclic for each j, 1 ≤ j ≤ k − 1. Recall that, if
h = (V0, . . . , Vk−1) is the (Sk,D1)-colouring of G and some v ∈ Vj, then it means that h(v) = j.
Note that if H is a bipartite graph and G
Q→ H , then G has to be bipartite. But now we need the following theorem.
Proposition 1. For every bipartite graph G = (X, Y ; E), there is a positive integer k such that G D1→ Sk holds.
Proof. Let Y = {y1, . . . , yk−1}. The colouring h = (X, {y1}, . . . , {yk−1}) is the (Sk,D1)-colouring of G. 
The smallest integer k for which a bipartite graph G has an (Sk,D1)-colouring is called the star-acyclic chromatic number
of G and is denoted by χ(S,D1)(G). An acyclic homomorphism of G to a star of some order is called an (S,D1)-colouring of G.
2.2. Complexity
To motivate our later investigation, the complexity of the following problem is studied.
(Sk,D1)-COLOURING PROBLEM
INSTANCE: A bipartite graph G = (X, Y ; E).
QUESTION: Is χ(S,D1)(G) ≤ k?
Let G be a graph and e be its edge with end vertices u, v. The subdivision of e yields a graph obtained from G− e by adding
a new vertexw and edges uw,wv. Let S(G) denote a graph obtained from G by subdividing each of its edges exactly once.
Let us denote by va(G), (ea(G)) the vertex arboricity (edge arboricity) ofG, i.e. theminimumnumber of parts in the partition
of V (G) (E(G)), each of which induces an acyclic subgraph in G.
Theorem 3. For each graph G, χ(S,D1)(S(G)) = va(G)+ 1.
Proof. Let X be the set of vertices of S(G) obtained by subdividing all the edges of G, i.e. V (S(G)) \ X = V (G). First, assume
that G is connected. Consider an (Sp,D1)-colouring h of S(G). Since S(G) is bipartite, then either h = (X, V1, . . . , Vp−1) or
h = (V (G), X1, . . . , Xp−1). In the first case, p− 1 has to be no smaller than va(G), while in the second one p− 1 has to be no
smaller than ea(G). Since va(G) ≤ ea(G) for each graph G [2], in both cases we haveχ(S,D1)(S(G)) ≥ va(G)+1. Furthermore,
there exists an (Sva(G)+1,D1)-colouring h of S(G) in the form h = (X, V1, . . . , Vva(G)), where (V1, . . . , Vva(G)) is the partition
of V (G), which realizes the number va(G). Thus χ(S,D1)(S(G)) = va(G) + 1 for connected graphs. If G is disconnected
with components G1, . . . ,Gn, then the assertion follows by the facts: χ(S,D1)(G) = max{χ(S,D1)(Gi) : 1 ≤ i ≤ n} and
va(G) = max{va(Gi) : 1 ≤ i ≤ n}. 
The number va(G)was widely studied by many researchers. In particular, there are known facts that va(G) ≤ 3 for each
planar graph G and va(G) ≤ 2 for each bipartite or outerplanar graph G [3]. It implies the following corollaries.
Corollary 1. If a graph G is planar, then χ(S,D1)(S(G)) ≤ 4.
Corollary 2. If a graph G is bipartite or outerplanar, then χ(S,D1)(S(G)) ≤ 3.
In [8,18], the authors considered the complexity of the following decision problem.
GRAPH k-VERTEX ARBORICITY PROBLEM
INSTANCE: A graph G, k ≥ 2.
QUESTION: Is va(G) ≤ k?
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Namely, Garey and Johnson [8] showed that the GRAPH k-VERTEX ARBORICITY PROBLEM is NP-complete for k ≥ 3 and
Wu et al. [18] proved that the GRAPH 2-VERTEX ARBORICITY PROBLEM is NP-complete even for graphs of maximum degree
5. We use the last facts to prove the next theorem.
Theorem 4. Let k ≥ 3 be an integer. The (Sk,D1)-COLOURING PROBLEM is NP-complete.
Proof. The problem is clearly in the class NP. Let k ≥ 3.We polynomially transform the GRAPH (k−1)-VERTEX ARBORICITY
PROBLEM to the (Sk,D1)-COLOURING PROBLEM as follows.
Let G be an instance of the GRAPH (k−1)-VERTEX ARBORICITY PROBLEM. Consider S(G), which is obviously bipartite, as
an instance of the (Sk,D1)-COLOURINGPROBLEM. By Theorem3, it follows that va(G) ≤ k−1 if and only ifχ(S,D1)(S(G)) ≤ k.
Thus the (Sk,D1)-COLOURING PROBLEM is NP-complete for k ≥ 3. 
2.3. Bounds
Since each (S,D1)-colouring of a bipartite graph is acyclic, we have the following inequality.
Remark 1. For any bipartite graph G, χa(G) ≤ χ(S,D1)(G).
Let k be a given positive integer. A k-distance colouring of a graph G is a vertex colouring of G such that for two vertices
v,w lying at distance less than or equal to k (dG(v,w) ≤ k), different colours must be assigned. The minimum number of
colours needed to k-distance colour a graph G is called its k-distance chromatic number and is denoted by χk(G).
In fact, each 2-distance colouring of a bipartite graph G in which one of the bipartition sets is recoloured with a new
additional colour creates an (S,D1)-colouring of G. This implies the following fact.
Remark 2. For any bipartite graph G, χ(S,D1)(G) ≤ χ2(G)+ 1.
In the next subsection, we give examples of graphs for which this bound is achieved. On the other hand, the distance
between these two numbers can be arbitrarily large, as demonstrated by the class of stars.
Theorem 5. Let G = (X, Y ; E) be a connected bipartite graph with |X | = n, |Y | = m and q edges. Then
χ(S,D1)(G) ≥ min

q−m
n− 1

,

q− n
m− 1

+ 1.
Proof. Suppose that χ(S,D1)(G) = p. Each (Sp,D1)-colouring of G has one of two possible forms: (X, Y1, . . . , Yp−1) or
(Y , X1, . . . , Xp−1). Consider the first case. It means Yi ⊆ Y , |Yi| = mi, 1 ≤ i ≤ p − 1. Thus q ≤ p−1i=1 (mi + n − 1) =
m + (p − 1)(n − 1). Hence p ≥ q−mn−1 + 1. Similarly as in the first case, we have the second inequality and the theorem
follows. 
The bound in Theorem 5 is attained by Km,n, C2n, even cactuses and other graph classes.
To obtain improvements of the general bounds on χ(S,D1)(G) presented above, in the next subsections, we shall assume
G to be from special classes of bipartite graphs.
2.4. Chordal bipartite graphs
A graph G is chordal bipartite if it is bipartite and does not contain any induced cycle of length greater than four.
Lemma 1 ([10]). Let G = (X, Y ; E) be a chordal bipartite graph. Then there is an ordering y1, . . . , ym, x1, . . . , xn, where
X = {x1, . . . , xn} and Y = {y1, . . . , ym}, such that if xi and xk with i < k are both neighbours of some yj, then NG′(xi) ⊆ NG′(xk)
where G′ is the subgraph of G induced by {yj, . . . , ym, x1, . . . , xn}.
Theorem 6. Let G = (X, Y ; E) be a connected chordal bipartite graph. There exists an (Sp,D1)-colouring h of G so that
h = (X, Y1, . . . , Yp−1) and p ≤ ∆(G)+ 1.
Proof. We proceed by induction on the cardinality of V (G). Evidently the assertion is true for graphs G being stars. Assume
that |X | ≥ 2 and |Y | ≥ 2. By Lemma 1, we can order the sets X = {x1, . . . , xn} and Y = {y1, . . . , ym} in such a way that
if xi, xk for i < k are two different neighbours of yj, then NG′(xi) ⊆ NG′(xk) where G′ is the graph induced in G by the set of
vertices {yj, . . . , ym, x1, . . . , xn}. The rest of the proof is divided into three cases.
Case 1. degG(y1) = 1.
We can see that G − y1 is connected and chordal bipartite. If G − y1 is a star, then we can find an (S2,D1)-colouring
h of G − y1 such that h = (X, Y \ {y1}). Otherwise, when G − y1 is not a star, by the induction hypothesis, there
exists an (Sp,D1)-colouring h = (X, Y1, . . . , Yp−1) with p ≤ ∆(G − y1) + 1. In both cases, we construct a mapping
h¯ = (X, Y1, . . . , Yj ∪ {y1}, . . . , Yp−1), with h(y2) = j. Since y1 cannot be a vertex of a cycle in G, then h¯ has to be an
(Sp,D1)-colouring of G. The assertion follows from the chain of inequalities 2 ≤ p ≤ ∆(G− y1)+ 1 ≤ ∆(G)+ 1.
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Case 2. degG(y1) ≥ 3.
Let i, k, l be the smallest three indices so that i < k < l and {xi, xk, xl} ⊆ NG(y1). From Lemma 1, we obtain the
sequence of inclusions NG(xi) ⊆ NG(xk) ⊆ NG(xl). It is clear that G − xi is chordal bipartite. Moreover, the condition
NG(xi) ⊆ NG(xk) implies the connectivity ofG−xi. Thus, applying the inductionhypothesis, there exists an (Sp,D1)-colouring
h = (X \ {xi}, Y1, . . . , Yp−1) of G − xi with p ≤ ∆(G − xi) + 1, Now we extend h to a colouring h¯ = (X, Y1, . . . , Yp−1).
Since ∆(G − xi) ≤ ∆(G), then the condition p ≤ ∆(G) + 1 holds. It remains to show that h¯ is an (Sp,D1)-colouring
of G. Contradicting this fact, assume that there exists a cycle xi, yr1 , xj1 , yr2 , xj2 , . . . , yrq , xi such that yr1 , yr2 , . . . , yrq are
vertices from the same colour class of h¯ different from X . Since G is chordal bipartite, without restriction of generality, we
can consider only case q = 2. It means, we have a cycle xi, yr1 , xa, yr2 , xi for which {yr1 , yr2} ⊆ NG(xi), but the inclusions
NG(xi) ⊆ NG(xk) ⊆ NG(xl) forces that there exists a cycle xk, yr1 , xl, yr2 , xk, contrary to the fact that h is the (S,D1)-colouring.
Case 3. degG(y1) = 2.
Let {xi, xk} = NG(y1) and i < k. First, we focus on the subcase.
(a) degG(xi) ≥ 2. The graph G − y1 satisfies the assumptions of the induction hypothesis. Thus we have an (Sp,D1)-
colouring h of G − y1 in the form h = (X, Y1, . . . , Yp−1) with p ≤ ∆(G − y1) + 1. It implies that ∪1≤i≤p−1 Yi = Y \ {y1}.
Now we should extend h to an (Sp,D1)-colouring h¯ of G. Assume that such an extension does not exist. It means that
for each colour class Yj, we can find a cycle of length four of the form y1, xi, yj, xk, y1 in which yj ∈ Yj. It follows that
degG−y1(xk) ≥ degG−y1(xi) ≥ p. If∆(G− y1) > p, then we extend h to an (Sp+1D1)-colouring h¯ = (X, Y1, . . . , Yp−1, {y1}) of
G. We can check at once that h¯ satisfies all requirements of the assertion, i.e. that p ≤ ∆(G− y1) ≤ ∆(G). If∆(G− y1) = p,
then degG−y1(xi) = p = ∆(G− y1) and since y1 ∈ NG(xi), we obtain∆(G) = p+ 1 = degG(xi) = degG(xk). In that case, an
(Sp+1,D1)-colouring h¯ = (X, Y1, . . . , Yp−1, {y1}) of G is constructed like the previous one.
(b) degG(xi) = 1. By the induction hypothesis, there exists an (Sp,D1)-colouring h = (X \ {xi}, Y1, . . . , Yp−1) of G − xi.
An (Sp,D1)-colouring h¯ = (X, Y1, . . . , Yp−1) obviously satisfies the desired conditions. 
Corollary 3. If G is a chordal bipartite graph, then χ(S,D1)(G) ≤ ∆(G)+ 1.
Proof. Let G be a graph with components G1, . . . ,Gr . The proof follows from Theorem 6 and two facts: χ(S,D1)(G) =
max{χ(S,D1)(G1), . . . , χ(S,D1)(Gr)} and∆(G) = max{∆(G1), . . . ,∆(Gr)}. 
It is worthmentioning that complete bipartite graphs with equal cardinality of bipartition sets show the tightness of this
bound.
2.5. Cartesian products
Recall that the Cartesian product G1G2 of graphs G1,G2 has a vertex set V (G1)×V (G2) and its two vertices are adjacent
if they are adjacent in exactly one coordinate and agree with the another.
Let G = (X, Y ; E) be a connected bipartite graph. Next, let sX (G) denote the minimum positive integer k, for which there
exists an (Sk,D1)-colouring of G of the form (X, Y1, . . . , Yk−1). Similarly, sY (G) = min{k ∈ N : G has an (Sk,D1)-colouring
of the form (Y , X1, . . . , Xk−1)}. Now we define the upper star-acyclic chromatic number χ¯(S,D1)(G) of G as max{sX (G), sY (G)}.
Theorem 7. If G1,G2 are connected bipartite graphs, both on at least two vertices, then χ(S,D1)(G1G2) ≤ 1+ (χ¯(S,D1)(G1)−
1)χ2(G2).
Proof. Let G1 = (X, Y ; E) and X = {v1, . . . , vn}, Y = {vn+1, . . . , vm} and V (G2) = {x1, . . . , xk}; by the definition,
V (G1G2) = {(vi, xj) : 1 ≤ i ≤ m and 1 ≤ j ≤ k}. To simplify notations, let sX (G1) = p, sY (G1) = q, and
χ2(G2) = r . Thus there is an (Sp,D1)-colouring g1 = (X, Y1, . . . , Yp−1) and an (Sq,D1)-colouring g2 = (Y , X1, . . . , Xq−1) of
G1. Next, let f be a 2-distance colouring of G2 with r colours. Since G1,G2 are connected and bipartite, G1G2 is connected
and bipartite. Denote by Z one of its determined bipartition sets. Construct a mapping h : V (G1) × V (G2) → W , with
W = {0} ∪ {(i, j) : i ∈ {1, . . . ,max{p, q} − 1}, j ∈ {1, . . . , r}} as follows:
h((vi, xj)) =
0 (vi, xj) ∈ Z,
(g2(vi), f (xj)) (vi, xj) ∉ Z and 1 ≤ i ≤ n,
(g1(vi), f (xj)) (vi, xj) ∉ Z and n+ 1 ≤ i ≤ m.
We are going to prove that h is the (St ,D1)-colouring of G1G2, where t = 1+ r(max{p, q} − 1). It can be easily seen that
h = (V0, V(1,1), . . . , V(max{p,q}−1,r)) and both sets V0 and∪i∈W\{0} Vi are independent in G1G2. Thus it is enough to show that
no bicoloured cycle can be found. On the contrary, suppose that such a cycle exists. Evidently, by the construction of h, itmust
be in colours 0 and one from the others, say (k1, k2). It means there are vertices (vi1 , xi1), . . . , (vis , xis) of G1G2 all mapped
into (k1, k2) satisfying that dG1G2((vil , xil), (vil+1 , xil+1)) = 2 for all l, 1 ≤ l ≤ s, putting s + 1 = 1. The distance condition
forces that, for fixed l either dG2(xil , xil+1) = 2 and vil = vil+1 or dG1(vil , vil+1) = 1 and dG2(xil , xil+1) = 1 or dG1(vil , vil+1) = 2
and xil = xil+1 . The first two cases yield f (xl) ≠ f (xl+1), which gives the contradiction to f (xl) = k2 = f (xl+1). Thus the only
possibility is that for each permissible l, we have dG1(vil , vil+1) = 2 and xil = xil+1 . Hence, all the vertices vi1 , . . . , vis are
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either from X or from Y and create a cycle in G1. It means that for all l, 1 ≤ l ≤ s, either g1(vil) = k1 or g2(vil) = k1. In both
cases, we obtain a contradiction to the assumption that g1, g2 are (S,D1)-colourings, finding a corresponding bicoloured
cycle in G1. 
2.6. Grids and cylinders
Let n ≥ 2. Putting Q1 = K2, we can define an n-dimensional hypercube Qn as Qn−1K2.
The problem of finding a star-acyclic chromatic number in the class of hypercubes seems to be very interesting. To do
this in some subclass and to bound this number for the remaining members of this class, we formulate the following fact.
Lemma 2. For each positive integer n, we have χ(S,D1)(Qn) ≥ n+ 1.
Proof. Let χ(S,D1)(Qn) = p and be given (Sp,D1)-colouring of Qn in the form (Y , X1, . . . , Xp−1). Assume that v ∈ Y and
x1, . . . , xn are neighbours of v in Qn. If two vertices xi, xj are in the same colour class, then this results in a bicoloured cycle.
It is so because, by the construction of Qn, there exists a vertex z ∈ Y , z ≠ v, such that the set {xi, xj, v, z} induces a cycle in
Qn. This observation yields the inequality p ≥ n+ 1. 
In [17], it was shown that χ2(Qn) ≤ 2⌈log2(n+1)⌉. Combining Theorem 7 and Lemma 2, we have the following theorem.
Proposition 2. For each positive integer n, χ(S,D1)(Q2n) = 1+ 2n.
Proof. Obviously, from Lemma 2 we have χ(S,D1)(Q2n) ≥ 2n + 1. Since Theorem 7 implies χ(S,D1)(Q2n) ≤ (χ¯(S,D1)(K2) −
1)χ2(Q2n−1)+ 1 ≤ 2⌈log2(2n−1+1)⌉ + 1 = 2n + 1, the result follows. 
Using Theorem 7 once again, the result limn→∞ χ2(Qn)n = 1 given in [15], and the sandwich theorem, the convergence of
the sequence given below can be verified.
Proposition 3. limn→∞
χ(S,D1)(Qn)
n = 1.
Proof. In accordance with Lemma 2, Theorem 7 and monotonicity of χ2(Qn)with respect to n, we have n+1n ≤
χ(S,D1)(Qn)
n ≤
χ2(Qn)
n . Hence, the assertion follows by the sandwich theorem and the fact mentioned from [15]. 
The Cartesian product of two paths is a grid and the Cartesian product of a path and a cycle is a cylinder. Note that for each
tree T on at least two vertices, we have χ(S,D1)(T ) = 2. Since each path is a tree, Theorem 7 shows that if m ≥ n ≥ 3, then
χ(S,D1)(PnPm) ≤ 1+ (χ¯(S,D1)(Pn)−1)χ2(Pm) ≤ 1+χ2(Pm) ≤ 1+3 = 4. On the other hand, it can be easy established that
χ(S,D1)(P3P4) = 4. Thus, since the property of possessing (Sn,D1)-colouring is closed with respect to taking subgraphs,
we have the following fact concerning grids.
Remark 3. Let G be a tree of order at least 3.
Then χ(S,D1)(GPn) = 4, for n ≥ 4.
Simple counting arguments imply that for smaller non-trivial grids, the star-acyclic chromatic number equals three.
A d-dimensional grid Gd(n1, . . . , nd) is defined as Pn1 · · ·Pnd .
Using the result obtained in [5] which asserts that, if d ≥ 1 and ni ≥ 3 for each i ∈ {1, . . . , d}, then χ2(Gd(n1, . . . , nd)) =
2d + 1, we can derive the exact value of the star-acyclic chromatic number of Gd(n1, . . . , nd), which generalizes Remark 3
for G = Pm, m ≥ 4.
Theorem 8. Let d, n1, . . . , nd be positive integers such that n1 ≥ 4 and ni ≥ 3 for each i ∈ {2, . . . , d}. Then
χ(S,D1)(Gd(n1, . . . , nd)) = 2d.
Proof. We denote Gd(n1, . . . , nd) briefly by Gd. Because Gd is connected and bipartite, its bipartition sets, say X and Y ,
are determined. Assume, without restriction of generality, that χ(S,D1)(Gd) = p and h = (X, Y1, . . . , Yp−1) is an (Sp,D1)-
colouring of Gd. The condition n1 ≥ 4 forces that we can find at least one vertex v ∈ X such that |NGd(v)| = 2d.
By the construction of Gd, like in the proof of Lemma 2, it follows that p ≥ 2d. The opposite inequality will be proved
using the upper bound of χ(S,D1)(Gd) implied by Theorem 7. Thus the case d = 1 is evident, and for d ≥ 2, we have
χ(S,D1)(Gd) ≤ 1+ (χ(S,D1)(Pnd)− 1)χ2(Gd−1) = 1+ χ2(Gd−1) = 1+ (2(d− 1)+ 1) = 2d. 
In [13], the acyclic chromatic number of cylinders were determined. It was shown that form ≥ 2
χa(PmCn) =

3 n ≠ 4,
4 n = 4.
Following Remark 1, the abovementioned equality gives the lower bound for χ(S,D1)(PmCn). To obtain an upper bound
note that
χ2(C2k) =

3 2k ≡ 0 (mod 6),
4 otherwise.
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Hence, Theorem 7 immediately results in an upper bound for χ(S,D1)(C2kT ), where T is a tree. Namely, this number is
at most 4 for 2k ≡ 0 (mod 6) and at most 5, otherwise. The lower bound for χ(S,D1)(C4T ) is a simple consequence of the
fact C4K2 = Q3 and Theorem 2. Moreover, it is not hard to see that χ(S,D1)(C2kK2) ≥ 4. It allows us to formulate the next
result.
Proposition 4. Let T be a tree on at least three vertices and n be a positive integer. Then χ(S,D1)(C4T ) = 5 and
χ(S,D1)
(C6nT ) = 4.
The cases C2nT for cycles of length 6k + 2 and 6k + 4 remain unsettled, although, for instance, the equality
χ(S,D1)(C6k+2P6) = 4 can be confirmed by the simple reasoning.
3. Application to feedback vertex sets
A feedback vertex set of a graph is a set of its vertices whose removal induces an acyclic subgraph. The problem of finding
a minimum feedback vertex set in G and its cardinality ▽(G) has been widely studied since it has interesting applications.
We refer to [6] for a survey of this parameter.
Theorem 9. Let (X, Y1, . . . , Yp−1) be the (Sp,D1)-colouring of a bipartite graph G = (X, Y ; E). Then▽(G) ≤ |Y |

1− 1p−1

.
Proof. Evidently, X ∪ Yi is acyclic for each i ∈ {1, . . . , p− 1}. It follows that if j ∈ {1, . . . , p− 1}, then ∪i≠j Yi is a feedback
vertex set in G. Since there exists at least one j ∈ {1, . . . , p− 1} satisfying |Yj| ≥ |Y |p−1 , we obtain the assertion. 
Following the note before Remark 2, Theorem 9 immediately implies the next corollary.
Corollary 4. Let G = (X, Y ; E) be a bipartite graph and |Y | ≤ |X |. Then▽(G) ≤ |Y |

1− 1
χ2(G)

.
From Theorems 6 and 9, we obtain the upper bound for a feedback vertex set of chordal bipartite graphs.
Corollary 5. Let G = (X, Y ; E) be a chordal bipartite graph and 2 ≤ |Y | ≤ |X |. Then▽(G) ≤ |Y |

1− 1
∆(G)

.
In the proof of Theorem 7, we have constructed the (S,D1)-colouring of the Cartesian product G1G2 using 1 +
(χ¯(S,D1)(G1) − 1)χ2(G2) colours. In this colouring, the independent vertex set of G1G2 mapped into the central vertex
of the star was chosen arbitrarily. It yields the following corollary.
Corollary 6. Let G = (X, Y ; E) with |Y | ≤ |X | be the Cartesian product of connected bipartite graphs G1,G2. Then ▽(G) ≤
|Y |

1− 1p

, where p = min{(χ¯(S,D1)(G1)− 1)χ2(G2), (χ¯(S,D1)(G2)− 1)χ2(G1)}.
Since each (S,D1)-colouring of the d-dimensional grid Gd maps into the central vertex of a star, either
 |V (Gd)|
2

or |V (Gd)|
2

vertices, then the following fact based on Theorems 8 and 9 can be derived.
Corollary 7. Let d, n1, . . . , nd be integers such that d ≥ 2, n1 ≥ 4 and ni ≥ 3 for each i ∈ {2, . . . , d}. Then ▽(G) ≤ |V (Gd(n1,...,nd))|
2
 
1− 12d−1

.
In [7], it was shown that▽(Qn) ≤ 2n−1 − 2n−12(n−1) . Pike [16] improved this result for n being a power of 2. Moreover, the
exact value of▽(Qn)was described as a function of the parameter A(n, 4), whenever Qn has a minimum feedback vertex set
that is independent. Here A(n, 4) denotes the size of a maximum binary code of length n and minimum Hamming distance
four. Since A(n, 4) is known only for n = 2k, k ∈ N, and some special or small cases, the bound improvement presented
below, based on Theorems 2 and 3, seems to be still interesting.
Proposition 5. For any ϵ > 0 and a positive integer n large enough,▽(Qn) ≤ 2n−1 − 2n−1n(1+ϵ)−1 holds.
Proof. Proposition 3 implies that for fixed ϵ ≥ 0, there exists n0 ∈ N such that, if n ≥ n0 with p = χ(S,D1)(Qn), then
p ≤ n(1+ ϵ). By the connectivity and the symmetrical construction of Qn, we can observe that, if h = (V0, . . . , Vp−1) is the
(S,D1)-colouring of Qn, then |V0| = 2n−1. Theorem 9 implies the conclusion. 
For n large enough, Proposition 5 gives better upper bound for▽(Qn) than Theorem 1 in [7].
References
[1] M. Borowiecki, I. Broere, M. Frick, P. Mihók, G. Semanišin, A survey of hereditary properties of graphs, Discuss. Math. Graph Theory 17 (1997) 5–50.
[2] S.A. Burr, An inequality involving the vertex arboricity and edge arboricity of graphs, J. Graph Theory 10 (1986) 403–404.
2152 M. Borowiecki, E. Drgas-Burchardt / Discrete Mathematics 312 (2012) 2146–2152
[3] G. Chartrand, H.V. Kronk, The point-arboricity of planar graphs, J. Lond. Math. Soc. 44 (1969) 612–616.
[4] R. Diestel, Graph Theory, Springer, Berlin, 1997.
[5] G. Fertin, E. Godard, A. Raspaud, Acyclic and k-distance coloring of the grid, Inform. Process. Lett. 87 (2003) 51–58.
[6] P. Festa, P.M. Pardolos, M.G.C. Resende, Feedback set problems, AT&T Labs. Research Technical Report TR 99.2.2, 1999, Encyclopedia of Optimization,
Kluwer Academic Publisher, Dordrecht, Netherlands, 2000.
[7] R. Focardi, F.L. Luccio, D. Peleg, Feedback vertex set in Hypercubes, Inform. Process. Lett. 76 (2000) 1–5.
[8] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, Freeman, San Francisco, CA, 1979.
[9] B. Grünbaum, Acyclic coloring of planar graphs, Israel J. Math. 14 (1973) 390–412.
[10] P.L. Hammer, F. Maffray, M. Preissmann, A characterization of chordal bipartite graphs, RUTCOR Research Report, Rutgers University, New Brunswick,
NJ, RRR, 1989, pp. 16–89.
[11] P. Hell, J. Nešetřil, On the complexity of H-colouring, J. Combin. Theory Ser. B 48 (1990) 92–110.
[12] P. Hell, J. Nešetřil, Graphs and Homomorphism, Oxford University Press, 2004.
[13] R.E. Jamison, G.L. Matthews, Acyclic colorings of products of cycles, Bull. Inst. Combin. Appl. 54 (2008) 59–76.
[14] A.V. Kostochka, Upper bounds of chromatic function, Ph.D. Thesis, Novosibirsk, 1978 (in Russian).
[15] P.R.J. Östergård, On a hypercube coloring problem, J. Combin. Theory Ser. A 108 (2004) 199–204.
[16] D.A. Pike, Decycling Hypercubes, Graphs Combin. 19 (2003) 547–550.
[17] P.-J. Wan, Near optimal conflict-free channel set assignments for an optical cluster-based hypercube network, J. Comb. Optim. 1 (1997) 179–186.
[18] Y.Q. Wu, J.J. Yuon, Y.C. Zhao, Partition a graph into two induced forests, J. Math. Study 29 (1) (1996) 1–6.
