Abstract-Basilar-membrane responses to white Gaussian noise were recorded using laser velocimetry at basal sites of the chinchilla cochlea with characteristic frequencies near 10 kHz and first-order Wiener kernels were computed by cross correlation of the stimuli and the responses. The presence or absence of minimum-phase behavior was explored by fitting the kernels with discrete linear filters with rational transfer functions. Excellent fits to the kernels were obtained with filters with transfer functions including zeroes located outside the unit circle, implying nonminimum-phase behavior. These filters accurately predicted basilar-membrane responses to other noise stimuli presented at the same level as the stimulus for the kernel computation. Fits with all-pole and other minimumphase discrete filters were inferior to fits with nonminimum-phase filters. Minimum-phase functions predicted from the amplitude functions of the Wiener kernels by Hilbert transforms were different from the measured phase curves. These results, which suggest that basilar-membrane responses do not have the minimum-phase property, challenge the validity of models of cochlear processing, which incorporate minimum-phase behavior.
are quasi-linear, methods based on linear-systems theory are appropriate for their analysis. Such methods include nonparametric techniques, e.g., the Fourier transform and parametric techniques, e.g., the gamma-tone filter [4] , which can characterize systems with fewer parameters or variables than nonparametric models. Gamma-tone filters [5] , [6] are inadequate to model BM responses because their amplitude frequency spectra are symmetrical (contrasting with the generally asymmetrical BM magnitude-frequency curves) and their impulse responses lack the frequency modulation ("glides") observable in BM impulse responses.
Among linear systems that share the same amplitude function, only one possesses the minimum-phase property. Given a magnitude-frequency curve, there are many possible phasefrequency curves but none of them can exhibit smaller lags than the minimum-phase curve [7] . The minimum-phase system has its energy concentrated nearest to the start of the impulse response and has the minimum group delay.
Here, it is shown that discrete filters with rational transfer functions, which display nonminimum-phase behavior, are excellent models of the first-order Wiener kernels of BM responses to noise and that minimum-phase versions of those filters (with identical magnitude spectra) are inferior. It is also shown that (minimum) phases predicted by Hilbert transforms of first-order Wiener kernels differ substantially from the measured phase functions. These results, which suggest that BM responses do not have the minimum-phase property, challenge the validity of models of cochlear processing, which incorporate minimumphase behavior [8] [9] [10] [11] [12] [13] [14] [15] [16] .
II. METHODS
We analyzed and modeled first-order Wiener kernels [1] , [17] obtained from BM responses to white noise measured using laser velocimetry at basal sites of the chinchilla cochlea. For surgical and other experimental procedures, see [1] .
A. Wiener-Kernel Analysis
For certain types of nonlinear systems, it is possible to relate input x(t) and output y(t) via a sum of functionals [2] :
where h i (t) represents the ith Wiener kernel. 
First-order Wiener kernels were estimated by crosscorrelating the input noise x(t) to the BM velocity response y(t), in the frequency domain
The estimate of the first-order kernel, h 1 (τ ), is proportional to the inverse transform of Φ y x (ω) h 1 (τ ) = 1 P φ y x (τ ).
P in (4) represents the power-spectral density of the noise stimulus.
B. Discrete Pole-Zero Models
The input and output samples of many linear systems can be related by a rational transfer function. For discrete systems, the transfer function H(z) can be expressed as the following ratio [18] :
Calculation of the roots of both numerator and denominator in (5) allows for the representation of H(z) as a pole-zero gain function
In (5) and (6), A(z), B(z), and H(z) are the Z transforms of discrete time-domain signals. The roots of the numerator and denominator, respectively, in (6) are the so-called zeroes and poles of H(z), both of which can be complex numbers. For real signals, all complex poles and zeroes must occur in complex conjugate pairs. Each pair of poles produces a term, or waveform, in the impulse response associated with H(z). The shape of each individual waveform is determined by the location and order of the poles. The waveform's amplitude depends on the locations of other poles and zeroes in H(z) [19] .
The location of the poles and zeroes in the z-plane determines the stability and causality properties of a system. For discrete systems, if all the poles are inside the unit circle (i.e., z<1), then the system is stable. If all the poles and zeroes are inside the unit circle, the transfer function H(z) belongs to the minimumphase class. A nonminimum-phase system H(z) can always be described as the cascade of a minimum-phase system H m (z) and an all-pass system H o (z) [20] :
For stable systems, the transfer function of H m (z) contains all the poles and zeroes of H(z) inside the unit circle plus additional zeroes. The number of additional zeroes equals the number of zeroes outside the unit circle and their new position inside the unit circle is determined by "reflecting" their values (i.e., if |z i | > 1 then the location of the new zero corresponds to the complex conjugate of 1/z i ). The amplitudes of H m (z) and H(z) are identical, but their phase functions are different.
We used autoregressive moving-average (ARMA) models to determine the coefficients of discrete transfer functions, such as the one expressed in (5) . The determination of the order of an ARMA(n, m) model (with n and m indicating the number of zeroes and poles, respectively) and of its coefficients typically involves nonlinear regressions [18] . The coefficients were determined using an iterative procedure [21] available in MATLAB (function stmcb). The input to the MATLAB function was the first-order kernel as well as the number of poles and zeroes. In some cases, ARMA models were fitted to Fourier domain data ("cochlear gain functions") using the MATLAB function invfreqz.
The order of the model that provided the best fit to a given firstorder Wiener kernel was also determined through an iterative procedure, as follows. For a given number of zeroes n, the number of poles m was varied between n and 15, and a transfer function was obtained from each combination of n and m. From each transfer function, the corresponding impulse response was obtained and compared with the first-order kernel. The model that provided the best fit to the kernel, in the least-squares sense, was considered as the model of BM motion.
The starting time of the analysis (i.e., the delay) affects the order of the appropriate ARMA model so that, in general, models of time-domain Wiener kernels with long delays have more poles and zeroes than models with shorter delays. Therefore, special attention was paid to ascertaining the exact delay to the onset of first-order kernels of middle-ear responses to noise [see Fig. 1(a) ]. That delay was used as time zero for the analysis of both middle-ear and BM responses.
The time-domain kernels were also fitted to "AR models" (also known as all-pole filters), a subset of ARMA models, which do not contain zeroes, i.e., H(z) = 1/A(z) [see (5) and (7), respectively], and display minimum-phase behavior.
C. Application of Hilbert Transforms to the Analysis of First-Order Wiener Kernels
A linear system is causal if, and only if, the real and imaginary parts of its transfer function are Hilbert transform pairs. In other words, the real and imaginary parts of the transfer function of a causal system are not independent but are related by a Hilbert transform. If H(ω) = X(ω) + jY (ω) is the transfer function of a causal system, then [22] 
where PV denotes a Cauchy principal value integral.
is the transfer function of a minimum-phase system, then the phase function ϕ(ω) is related to the amplitude function A(ω) via the following formula [22] :
Equations (8) and (9) are examples of the so-called KramersKronig relations, which relate the real and imaginary parts of an analytic complex function. In the case (9), those relations connect the real and imaginary parts of ln[A(ω)] = ln(|A(ω)|) + jϕ(ω).
Equations (8) and (9) were implemented using the MATLAB programming language. A problem in minimum-phase analysis arises from possible large variations in the logarithm of the BM amplitude response ln(|A(ω)|), especially at frequencies much higher than the best frequency (BF, the frequency at which responses are most sensitive). characteristic frequency (CF) is the BF at the lowest stimulus levels). To circumvent this problem, BM transfer functions (i.e., Fourier transform of the Wiener kernels) were divided by the transfer function of a known minimum-phase filter, thus eliminating large variations in the original transfer function [23] 
Because T(ω) is a minimum-phase filter, minimum-phase properties of ϕ(ω) and A(ω) are interlinked. (If T(ω) were a nonminimum phase filter, the result of the analysis would be more difficult to interpret.) The transfer function of T(ω) was obtained using an ARMA filter with all its poles and zeros inside the unit circle. Other types of minimum-phase filters, such as Butterworth filters, could have been used too. For the minimumphase analysis of (10), we used the MATLAB function Hilbert.
III. RESULTS

A. Modeling BM Motion Using Discrete Filters With Rational Transfer Functions
Fig. 1(a) and (b) (black lines), respectively, display the timedomain first-order Wiener kernels for responses of the incus (near the incudostapedial joint) and of a BM site (with CF of 9.7 kHz) in the same chinchilla ear to white Gaussian noise presented at 80 dB SPL/Hz. Kernels for the incus responses to noise are nearly identical to responses to rarefaction clicks [1] . The impulse responses of discrete filters (red dots) with rational transfer functions (ARMA filters; see Section II) fitted to the kernels are also shown in Fig. 1 Fig. 1(d) ]. This difference between filters for incus and BM responses, a consistent finding across all our measurements regardless of stimulus level, implies that the nonminimum-phase behavior originates in the cochlea, rather than the middle ear (see also [24, Fig. 7] ). Fig. 2 (a) (black line) shows another first-order kernel measured at the same BM site as in Fig. 1(b) for a noise stimulus presented at 20 dB SPL/ √ Hz [i.e., 60 dB lower than for the response of Fig. 1(b) ]. The corresponding amplitude-and phase versus frequency functions are shown in Fig. 2(b) and (d) (black lines). The impulse response of a matching discrete filter is shown in Fig. 2(a) (red dots) . This analysis was performed after (7)]. Continuous blue line ("mp+delay"): minimum phases delayed by 100 μs. CF = 9.7 kHz. Sampling frequency = 100 kHz. a delay, indicated by the arrow in Fig. 2(a) , the same as used in Fig. 1 . The excellent quality of the fit in the time domain [see Fig. 2(a) ] is also evident in the frequency domain (red dots in Fig. 2(b) and d) . Fig. 2(c) shows the zero-pole diagram for the filter. With the exception of one real zero located very far from the unit circle (not shown), all the poles and zeroes are located in the first and fourth quadrants. The fourth quadrant is not shown because its poles and zeroes are the complex conjugates of those in the first quadrant. Again, several of the zeroes are outside the unit circle, indicating nonminimum-phase behavior.
A minimum-phase discrete filter with rational transfer function was obtained from the nonminimum-phase filter by reflecting the zeroes outside the unit circle inside the unit circle (see Section II). The amplitude versus frequency functions of the minimum-and nonminimum-phase filters are identical, by definition, but the corresponding phase-frequency curves are very different [compare dotted blue and red lines in Fig. 2(d) ]. Since for any given amplitude function there is only one minimumphase function, the discrepancy between the non-minimum phases (nearly identical to the measured phases) and the minimum phases suggests that the BM response does not have the minimum-phase property. Adding a 100-μs delay [continuous blue line in Fig. 2(d) ] slightly improves the fit for frequencies below 5 kHz but not for higher frequencies. Larger delays Fig. 3 . Effects of sampling frequency on ARMA models. Zero-pole diagrams for the ARMA model in Fig. 2(a) (red dots) computed using the indicated sampling frequencies.
would improve the fit near BF but worsen fits for lower frequencies. Thus, this Wiener kernel cannot be modeled either by a minimum-phase system itself nor by a minimum-phase filter combined with a pure delay.
The analyses illustrated in Figs. 1 and 2 , respectively, were performed using a sampling frequency (f samp ) of 100 kHz, the same as for data acquisition. For discrete models, the locations of poles and zeroes depend on the sampling frequency. Fig. 3(a) and (b) displays zero-pole diagrams obtained from models fitted to the time-domain kernel shown in Fig. 2(a) at f samp = 50 and 25 kHz, respectively. (Poles and zeroes located in the third and fourth quadrants are not shown since they are the complex conjugates of those in the second and first quadrants, respectively.) The number of poles and zeroes in Fig. 3(a) and (b) remains the same as in Fig. 2(c) but their positions change. [Additionally, some complex-conjugate pairs of poles in Fig. 2(c) became real ones in Fig. 3(b) and some zeros in Fig. 2(c) moved farther away from the unit circle in Fig. 3(b) .] In both cases, there are zeroes (3-5) located outside the unit circle, indicating that the nonminimum phase nature of the models does not depend on the sampling frequency.
B. Causality and Minimum-Phase Behavior of the Wiener Kernels Tested Using Hilbert Transforms
The real and imaginary components of minimum-phase systems are connected by Hilbert transforms (see (8) in Section II). Fig. 4(a) and (b) illustrates the imaginary and real parts (continuous black lines), respectively, of the Fourier transform of a first-order Wiener kernel. Hilbert transformation of the imaginary part produced an excellent estimate of the real component [blue dots in Fig. 4(b) ]. Such agreement proves that the Wiener kernel is causal and linear.
Amplitude and phase versus frequency functions computed from data given in Fig. 4(a) and (b) are illustrated in Fig. 4(c) and (d), respectively (continuous black lines). A nonminimum-phase ARMA (14, 14) model fitted to the time-domain Wiener kernel [red dots in Fig. 4(c) and (d) ] has a phase-frequency function that matches the experimental phases very well. In contrast, the phase function [continuous red line in Fig. 4(d) ] of a minimumphase approximation to the ARMA model ("AR model"; see Section II) differs drastically from both the measured and the ARMA-model phase functions.
The amplitude and phase functions of minimum-phase systems are connected by Hilbert transforms (see (9) in Section II). The Hilbert transform of the amplitude function of Fig. 4(c) is shown in Fig. 4(d) (blue continuous line) .
Computation of phases using the Hilbert transform was performed in this and other cases after dividing the Fourier transform of the Wiener kernel by the Fourier transform of a filter known to be minimum-phase. [The amplitude response of this filter is indicated by the black dashed line in Fig. 4(c) .] The phases of the minimum-phase approximation of the ARMA(14, 14) model and those predicted by the Hilbert transform (red and blue lines in Fig. 4(d) , respectively) are similar but differ significantly from the phases of the Wiener kernel. In conclusion, nonminimum-phase ARMA models provide better fits to the first-order kernels than minimumphase models. The phases of minimum-phase ARMA models and those predicted by Hilbert transforms are very similar to each other and differ significantly from the experimental data. 
C. Cochlear Gain Functions Modeled Using Discrete Filters With Rational Transfer Functions
In some experiments, the ratio of BM to incus vibrations recorded in the same ear was computed, yielding cochlear gain functions, e.g., black lines in Fig. 6(a) and (b) . Transferfunction amplitudes of discrete nonminimum-phase filters fitted to the gain functions are indicated by red dots. Minimumphase filters were derived from the nonminimum-phase filters by reflecting the zeroes outside the unit circle to within the unit circle. By definition, the amplitude functions of the minimum-phase and nonminimum-phase filters are identical. Phase-versus-frequency function of the nonminimum-phase filters and of the corresponding minimum-phase filters are shown in Fig. 6 (c) and (d) (red dotted lines and dashed blue lines), respectively. Nonminimum-phase filters provide very good fits (red dots) to both the amplitudes [see Fig. 6 (a) and (b)] and phases [see Fig. 6(c) and (d) ] of the gain functions in their entire frequency ranges, including frequencies well above BF. In contrast, phases versus frequency functions of the minimum-phase filters [blue dashed lines in Fig. 6(c) and (d) ] diverge significantly from the experimental phases at frequencies higher than BF. All-pole minimum-phase filters (AR filters; see Section II) also provided good fits to the amplitude functions [continuous blue lines in Fig. 6(a) and (b) ] but not to the phase functions [continuous blue lines in Fig. 6(c) and (d) ].
The insets in Fig. 6(a) and (b) show that the inverse Fourier transforms of the experimental gain functions (black continuous lines) and the impulse responses of the corresponding nonminimum-phase filters (red lines) are nearly identical. Polezero diagrams of the nonminimum-phase filters in Fig. 6 , presented in Fig. 7 , have some spectral zeroes located outside the unit circle. (One spectral zero situated far from the unit circle has been omitted in each of Fig. 7(a) and (b) . In each case, only the first and second quadrants are shown; complex poles and zeroes in the third and fourth quadrants are the complex-conjugate pairs of those shown in the first and second quadrants.) Three complex pairs of poles and zeroes in Fig. 7(a) and two complex pairs in Fig. 7(b) are located at nearly identical locations in the real parts of the diagrams.
Canceling poles and zeroes that overlap each other, or whose location is very similar, lowers the order of the system and reduces its complexity. Three pairs of poles and zeros shown in the first quadrant in Fig. 7 (a) were canceled [see Fig. 8(c) ] and the amplitude and phase functions of the resulting model are shown using red dots in Fig. 8(a) and (b) , respectively.
A Hilbert transform was also applied to the amplitude function shown in Fig. 8(a) to produce an estimate of the phase response [blue dashed line in Fig. 8(b) ]. A 75-μs delay was added to the phase estimate to improve the quality of the fit. Note that the minimum-phase predictions plus a 75-μs delay have similar values to the experimental phase functions for frequencies up to 7-8 kHz, just above the frequency corresponding to the maximum value in Fig. 8(a) .
The predictive accuracy of the filters was checked by comparing their outputs to BM responses to frozen noise samples presented at the same levels as the noises used for kernel computations. Fig. 9 (a) and (b) displays the BM responses (black lines) and the predictions of the nonminimum-phase filters (red lines) for two cochleae. The lower panels [see Fig. 9 (c) and (d)] display more detailed views of responses and predictions. The accuracy of the predictions was quantified using coefficients of determination r 2 , which equal 0.86 and 0.9 for the results shown in Fig. 9(a) and (b) , respectively. Thus, it is clear that the nonminimum-phase fits are excellent models of the physiological system.
Predictions of minimum-phase versions (see (7) in Section II) of the filters of Fig. 9 (obtained by reflecting the zeroes outside the unit circle into it) are shown in Fig. 10(a) and (b) and, in greater detail, in Fig. 10(c) and (d) . Although there is a decent match in some fragments of the predictions, the quality of prediction was substantially poorer than for non-minimumphase filters. For the results in Fig. 10(a) and (b) , the coefficients of determination (r 2 ) were 0.44 and 0.16, respectively. 
IV. SUMMARY AND DISCUSSION
The main findings are as follows. 1) Discrete linear filters with rational transfer functions provide excellent fits to first-order Wiener kernels of BM responses to noise (see Figs. 1, 2, 4, and 5). 2) Such filters contain some spectral zeroes located outside the unit circle (see Figs. 1, 2, and 7) , indicating that they do not belong to the minimum-phase class. 3) Such filters accurately predict BM responses to white noise samples not used for the design of the filters (see Fig. 9 ). 4) Minimum-phase discrete models (either AR filters or filters derived from nonminimum-phase ARMA filters by reflecting the zeros outside the unit circle) provide much poorer fits of the Wiener kernels, which they resemble up to frequencies near BF but not higher (see Figs. 2, 4 , 5, 6, and 8), and do not predict responses to noise accurately (see Figs. 8 and 10 ). 5) Minimum-phase estimates were also obtained using Hilbert transforms (see Figs. 4 , 5, and 8). These (minimum) phases were very similar to each other and to those of minimum-phase discrete models.
A. Previous use of Linear Filters With Rational Transfer Functions to Model Cochlear Responses
As far as we know, discrete filters with rational transfer functions, such as those used here, have not been previously applied to BM responses. The (analog) gamma-tone filter [4] , [25] , which has a rational transfer function with multiple poles and zeroes [6] , was used to fit reverse-correlation functions computed from responses to noise of low-CF auditory nerve fibers in the cat [5] , [26] . The gamma-tone filter, however, has a symmetric magnitude function and its impulse response lacks frequency glides, making it inappropriate for fitting BM responses at basal cochlear sites [1] , [27] , [28] .
The all-pass gamma-tone filter, generated by eliminating the zeroes of the gamma-tone filter [6] , is more realistic than the gamma-tone filter because of its asymmetric magnitudefrequency function. An abstract mentions that the impulse response of a minimum-phase all-pole filter was found to be "nearly identical to the experimental impulse response" [29] . This conclusion does not necessarily disagree with our finding that minimum-phase filters can approximate the kernels, albeit not nearly as well as nonminimum-phase filters.
B. Other Explorations of Minimum-Phase Behavior in Cochlear Mechanical Responses
At apical sites of the cochleae of humans [30] and guinea pigs [31] , mechanical responses are similar to those of minimumphase filters cascaded with substantial pure delays (1-3 ms). Zweig applied the Hilbert transform to an analysis of BM responses to tones at a basal site of the squirrel monkey cochlea [32] and concluded that they resembled those of a minimumphase system possibly cascaded with a pure delay [33] . Another analysis of the same experimental data [32] , by Koshigoe and Tubis [22] , found discrepancies between phases predicted by the Hilbert transform and measured phases at frequencies higher than BF ([22, Fig. 6 ]), comparable to those illustrated in Fig. 8 . The present results are roughly consistent with those of Zweig and Koshigoe and Tubis but additionally demonstrate that nonminimum-phase filters mimic the experimental phases at frequencies higher than BF more accurately than combinations of minimum-phase systems and pure delays.
The present results, as well as those of the previous studies at apical cochlear sites [30] , [31] , suggest, but do not prove, that BM responses are nonminimum-phase. Proving or disproving that BM responses have the minimum-phase property is fraught with difficulties [34] , such as the presence of discontinuities in (8) and (9) (see Section II). Furthermore, a conclusive test of minimum-phase behavior would require a complete knowledge of the BM transfer function, i.e., up to infinite frequencies. In the absence of such knowledge, the integrals in (8) and (9) must be truncated, which can lead to substantial errors in the estimation of the phase function (e.g., [35] ).
C. Implications of Nonminimum-Phase BM Behavior
The present and previous findings suggesting nonminimumphase BM behavior are relevant to the understanding of cochlear traveling waves. If BM exhibited minimum-phase behavior, stapes motion would cause all points along the BM to start moving simultaneously and therefore apparent latencies in the onset of BM motion, usually interpreted as the propagation delays of the traveling wave [29] [30] [31] , [36] , [37] , would actually be part of the build-up times of cochlear filtering [29] .
Because their phases are uniquely determined by, and therefore can be computed from, response magnitudes, minimumphase systems are simpler to analyze and interpret than nonminimum-phase systems. Thus, it is not surprising that the minimum-phase property has been incorporated into many models of peripheral auditory processing [8] [9] [10] [11] [12] [13] [14] [15] [16] . The validity of these models should be re-examined in the light of the present evidence that BM responses do not have the minimumphase property. Specifically, cochlear models should take explicitly into account the experimentally measured response phases of BM vibrations [38] , instead of assuming that phases are determined by response amplitudes. In fact, very different phase-frequency curves can be associated with nearly identical amplitude-frequency functions [38] , [39] .
It is likely that nonminimum-phase behavior is a passive property of the mature mammalian cochlea (i.e., even in the absence of active processes). First, BM responses to intense stimuli, when active processes are weak, are nonminimum-phase (see Fig. 1 ). Second, the lags of minimum-phase curves at CF and for higher frequencies are small in comparison with those of BM response phases measured in normal cochleae (see Figs. 2, 4-6) or, especially, after injurious manipulations such as overstimulation [40] or systemic furosemide injection [41] . Interestingly, phase-frequency curves for BM responses at the extreme cochlear base in gerbils during the third week after birth, a time during which the structure of the BM is still undergoing development [42] [43] [44] , are unlike those associated with traveling waves [45] and resemble minimum-phase curves (compare Figs. 4(d) or 5(b) with [45, Fig. 3]) . Thus, it may turn out that traveling waves and non-minimum-phase behavior are causally linked and require the (passive) physical properties of the mature BM.
