This paper relates the experience in using a modified life cycle development process which is proposed herein for integrity planning applied to web services as reusable software components in order to enhance the web services' reliability, safety, and security in an instrument control environment. Using the integrity-enhanced lifecycle, a test bed instrument control system is developed using .NET web services. A commercial web service is also included in the test bed system for comparison. Both systems are monitored over a oneyear period and failure data is collected. For a further comparison, a similar instrument control system is developed to a high quality pedigree but lacking the focus on integrity and reusable components. Most of the instrumentation is the same between the two systems; however, the comparative system uses a more traditional approach with a single, integrated software control package. As with the test bed system, this comparative system is monitored over a one-year period. The data for the two systems is compared and the results demonstrate a significant increase in integrity for the web service-based test bed system. The failure rate for the test bed system is approximately 1 in 8100 as compared to 1 in 1600 for the comparison system.
INTRODUCTION
In this paper, high integrity software is defined as having a requisite level of safety, security, and/or reliability that must be defined prior to starting a project and measured as a standard to be attained. Intuitively, the prospect of a "black box" software module like web services, exercised under a wide variety of conditions on multiple systems should have a more robust measure of its true level of safety, reliability, and security. Indeed, the current state of software reuse technologies has progressed from software objects, to components, to web services, which are demonstrating great potential for such distributable, reusable "black box" software modules (Yang and Papazoglou, 2002) . One shortfall of reusable software modules may be the lack of pedigree on the delivered product. This paper proposes that the addition of planning and a good development process helps to establish that missing pedigree at delivery, that integrity in the component. With integrity established, reusable software modules, such as web services, may be used to enhance the safety, reliability, and security in a software package.
INTEGRITY
This paper defines integrity as a combination of safety, reliability, and security. Reliability focuses on the specific capabilities of a given component: will the component meet its specification over some period of time under defined conditions? Safety and security focus on how the component interacts with the total system. One cannot assess a software component (or any type of component) in a vacuum and make a statement about its integrity without considering these interactions. To do so can produce a very unreliable system that is very safe, or a highly reliable system that may still jeopardize someone's safety. A literature search has found effort focused on software safety improvements (Leveson, 2004) (Parnas et al., 1990) (Storey, 1996) (Wilson et al., 1995) or security in the information technology environment (Chang and Atallah, 2001 ) (Wyk and McGraw, 2005) or reliability improvement in software (Herrmann, 1999 ) (SAE, 2004 (Keene, 1999) (Lakey and Neufelder, 1997) .
For safety-related software, Parnas and associates (Parnas et al., 1990 ) focus on disciplined design, documentation, testing and review. Mathematical notation is recommended over natural language structures, and independence is required of the reviewers. Thorough testing make up the third leg of their proposals to enhance safety. Wilson and associates (Wilson et al., 1995) propose development of supporting evidence for attaining safety goals. For better reliability, JA1003 (SAE, 2004) proposes including reliability techniques in the software engineering framework and developing supporting evidence for reliability goals. Chang and associates (Chang and Atallah, 2001 ) have proposed methods to protect program integrity and enhance security by multiple security modules. It is proposed to use each of these concepts to create higher integrity software modules in the form of web services.
DEVELOPMENT PROCESS FOR INTEGRITY
The specific process model used in this paper is an internal company model closely related to ISO/IEC 15504 and IEEE/IEC 12207. This model is augmented to focus on integrity, using ideas from the safety case and reliability case proposals discussed previously (SAE, 2004) (Parnas et al., 1990) . As the software process begins, a new document, the software integrity plan, is started and developed in parallel with the software while the software requirements are derived from the system design specifications and include the safety, reliability, and security criteria. Those requirements that are integrity-related are identified and used to develop a requirements tracking database. This database is used through the design stage, into the code development, and through verification/validation activities. Software safety, reliability, and security are analyzed and graded by predetermined criteria, and those grades are used to determine the degree of scrutiny imposed on each software deliverable.
The software design process uses UML and formal notation to assure requirements are tracked into design and into validation. Specific modules are considered as guards for software security, and redundant services are considered to meet reliability criteria. Design artifacts are captured and traceability is formally verified between each development stage. A software causal analysis is performed to determine potential failure modes of the final software design.
Once implemented into code, the software is subject to formal review and interface analysis. Testing is performed to a high level of coverageand includes requirements testing, functionality testing, fault injection, and performance testing. Finally, the design team brainstorms potential abnormal events and "rare events" testing to complete the test suite. The integrity plan mentioned previously does not capture the detail of the testing, but does document that testing is performed. Testing detail is captured in the software (and system) validation plan(s) and qualification activities are captured in the software (and system) qualification plan(s). Traceability is also captured and demonstrated in the integrity plan through traceability matrices.
Deployed into its production environment, qualification reviews are performed on the software and a subset of the test suite is used to validate the software with the customer and other interested parties. Each software artifact is verified and traceability is demonstrated throughout the entire process. Qualification review results are captured in the qualification plan, but completion of the qualification activities is documented in the integrity plan.
The Software Integrity Plan
The integrity plan consists of four major sections. The first section provides project-specific information, governing criteria, and the project scope. Section two addresses the project management activities, normally by pointing to a separate project management plan. Specifically, integrity management can point to the other project artifacts for such management practices as development, resources, configuration control, and software quality assurance. Section three addresses preliminary integrity analyses and grading. This section also provides additional detail to flow system hazards and system risk criteria down as the starting point for the software integrity process. Section four follows each stage of the enhanced-integrity life cycle development process. Separate subsections address the development activities for each of the associated life cycle phase practices, but from an integrity position. For instance, at the requirements stage, those requirements that are integrity related are identified and used to develop a requirements tracking database. This database is added to the plan and is part of the resulting evidence package. Likewise, the design stage focuses on flow down from the integrityrelated requirements and assures that any integrity- Valve Controller X X X X X X X X X X X X X X Vacuum Gauge X X X X X X X X X X X X X X Micrometer X X X X X X X X X X X X X X Pressure Gauge X X X X X X X X X X X X X X Leak Detector X X X X X X X X X X X X X X Motion Controller X X X X X X X X X X X X X X Temperature Analyzer X X X X X X X X X X X X X X Drill/Weld Controller X X X X X X X X X X X X X X Drill Analyzer (Comm. related design methodology applied to the specific design is captured and credited. The final subsections of the life cycle process include document qualification and certification activities, with checklists and references to software artifacts. The results coming from the integrity plan may be used to make the argument, the "integrity case," for the software stating that the software meets its integrity criteria throughout its life (Wilson et al., 1995) .
TEST BED
The test bed system, the Enhanced Integrity Test Bed (EIT), is an instrumentation control system that performs an automated drilling operation into a highvalue product, extracts a sample, and welds the sample hole closed. The Comparative Sampling System (CSS), also performs an automated drilling operation into a high-value product, performs a sampling operation, and welds the sample hole closed. Most of the instrumentation is the same between the two systems; however, the comparative system uses traditional structured programming with a single, integrated software executive. The completed software product for the EIT consists of the main system executive and nine reusable .NET services each running on one of nine embedded computers that communicate with a system control computer running the executive software. Of these services, eight are designed in-house by multiple developers according to the enhanced-integrity development process described previously, with the inherent artifacts, reviews, analyses, and test activities as summarized in Table 1 . The eight services were developed using Visual Studio .NET and range in size from 1,000 lines of code to 10,000 lines of code. The system executive is approximately 25,000 lines of code. Five of the services and the system executive were developed by the first author, with the remaining three developed by three other developers on the team. The ninth service is a commercially-available service, a drill analyzer, which was selected as a comparison to the eight services developed in-house. This service has only the commercial operations guide and its developer's manual documenting its interface; however, as a commercial product available for three years, it was postulated that this service has had the opportunity to be refined through customer feedback.
Specific to the EIT, each web service is intended to be available for use on multiple systems. Each service is a model of the instrument it controls. The instrument control manual is treated as a system design specification from which the service's software requirements are derived.
The architectural design of the CSS follows a more traditional design methodology with all instruments interfaced to the central control computer. Likewise, the software is designed as a single executive that manages and controls each instrument, manages the test sequences, performs data flow and pass/fail testing, and provides the interface to the user. While the CSS system does not incorporate the integrity enhancements to its development model, its development follows a comprehensive quality model with emphasis on safety considerations. The software for the CSS was developed traditionally, by a team of two developers, and is approximately 75,000 lines of mixed high-level and assembly-level code.
TEST BED EVALUATION
The EIT was initially deployed in an open setup environment for its first nine months of operation. Following this, the software product was installed on the production system and operated for a period of three months.
Each day begins on the EIT by performing a system warm up operation, followed by a calibration of the leak detector, and daily system verification. The daily verification allows the collection of data on each web service regardless of the number of production runs, which may vary from none to five runs on any given day.
A monthly compilation of the total operational cycles for each service in the test bed system has been prepared for both the open setup deployment and the production system, and is presented in Table 2 . A cycle is defined as a call and a response to a web service through its defined interface and is not representative of the inner operations of the service. By using this definition, the service is treated as a black box component. From these results, two observations are readily apparent: 1) the most well exercised service has only been run for about 50,000 cycles, well below the threshold necessary to declare a high reliability value based on empirical results; and 2) with a failure rate of about 1 in 30 cycles, the commercial web service is showing lower reliability than the services developed in-house with a focus on integrity. Analysis of the failure mechanism has determined that each failure for this service occurred during its startup. By using an administrative control in the system startup procedure, no additional failures have occurred in the last two months of operations.
As expected, the data from a single system would require years to collect the necessary data for publishing empirical reliability values for a web service. Even the most exercised service on the test bed, the valve controller, would require over 20 years at the current rate (44,000 cycles/year) to reach a documented failure rate of less than 1 in 1e6 operations, a fairly standard value for high reliability components. However, use of the services on multiple copies of the system or on multiple systems does appear promising to develop real failure rate data. Two of these services, the vacuum gauge service and the valve controller service, have recently been adopted for use on another production system of differing design allowing multiple platform data collection to develop additional empirical data in the near future.
CSS Evaluation
Two copies of the CSS have operated for the same twelve-month period as the EIT in a production environment. The first copy has run for approximately eight months of the year and the second copy for about four months. Also, the CSS is somewhat simpler than the EIT, lacking three of the instruments in the EIT: the micrometer, the temperature analyzer, and the drill analyzer. Each day begins with a system warm up operation, calibration of the leak detector, and a daily self test. Each system performs a number of process runs, varying from none to two on a given day. Unlike the EIT, no log service exists to allow for tracking of operation cycles in a manner similar to the EIT. The data runs that are used for comparative data analysis are only those obtained from actual production runs, as these are manually documented. Warm up, calibration, and daily self test runs are not documented for the CSS and, therefore, are not included in the comparative data.
For the CSS, a cycle is defined as the execution of an instrument call. By parsing the CSS control software; a subroutine is identified corresponding to each EIT web service by function. Calls from the executive routine to these subroutines are treated as equivalent to a call/response cycle on the EIT for comparative data analysis.
The two CSS stations have operated for approximately one year with approximately 22,350 combined documented cycles (reference Table 3 ). During this time period, fourteen failures were recorded during process runs. The resulting failure rate is about 1 in 1600, about five times greater than the EIT failure rate.
Conclusions
The final failure rate for the CSS is approximately 1 in 1600 operations. The total failure rate for the EIT is approximately 1 in 8100. When discounting the commercial drill analyzer, not present in the CSS, the EIT has almost 75,000 operations with no failures. The commercial drill analyzer web service has a failure rate of almost 1 in 30. The empirical data supports the conclusion that the integrity enhancements to the development process and the use of trusted web services result in a higher integrity end product.
Demonstration of this methodology has been completed through the use of a test bed system based on integrity web services. Thus far, all integrity services have operated with no failures over the course of the first year of operation. The test bed is treated as a black box system, focusing on the reusable services for enhanced integrity. A comparison system developed with similar methodology, but without the focus on reuse, was also monitored over the course of a year. The test bed application has shown superiority in integrity for the limited data collected thus far, with a failure rate of approximately 1 in 8100, potentially greater than 1 in 75,000, as compared to 1 in 1600 for the comparison system.
