This paper describes the identification of finite dimensional, linear, time-invariant models of a 4-story building in the state space representation using multiple data sets of earthquake response. The building, instrumented with 31 accelerometers, is located on the University of California, Irvine campus. Multiple data sets, recorded during the 2005 Yucaipa, 2005 San Clemente, 2008 Chino Hills and 2009 Inglewood earthquakes, are used for identification and validation. Considering the response of the building as the output and the ground motion as the input, the state space models that represent the underlying dynamics of the building in the discrete-time domain corresponding to each data set are identified. The time-domain Eigensystem Realization Algorithm with the Observer/Kalman filter identification procedure are adopted in this paper, and the modal parameters of the identified models are consistently determined by constructing stabilization diagrams. The four state space models identified demonstrate that the response of the building is amplitude dependent with the response frequency and damping, being dependent on the magnitude of ground excitation. The practical application of this finding is that the consistency of this building response to future earthquakes can be quickly assessed, within the range of ground excitations considered (0.005g-0.074g), for consistency with prior response-this assessment of consistent response is discussed and demonstrated with reference to the four earthquake events considered in this study. Inclusion of data sets relating to future earthquakes will enable the findings to be extended to a wider range of ground excitation magnitudes.
INTRODUCTION
System identification deals with building mathematical models from observations. This simple yet general statement makes system identification a multidisciplinary research area since mathematical models are approximate representations of physical phenomena or processes, and essential for simulation, prediction and design in engineering and science. The theory, techniques and applications in the area have been developed over several years mostly by automatic control and system theory disciplines. The techniques that depend on the properties of the models to be estimated can be classified in many ways: linear, nonlinear, hybrid, parametric, nonparametric, etc. For instance, in parametric identification techniques, a certain model structure is first adopted. The choice of the model structure is often influenced by the intended use of the model and the simplicity of the estimation algorithm. The model is then characterized by a set of unknown parameters. The model provides physical insights if these adjustable parameters are chosen to be physical properties of
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The determination of the model order is discussed. The modal parameters are extracted from the identified models by constructing stabilization diagrams. The excitation-dependent variation of the modal parameters is also discussed. Instrumentation of the building and details of the recorded ground motions are described.
METHODOLOGY

Mathematical descriptions of a linear system
Civil engineering structures are distributed parameter systems of infinite dimension. Discretization in space leads to finite dimensional systems, and provides convenient and practical approaches to the analysis and synthesis of complex systems. After discretization in time and space, a finite dimensional, linear, time-invariant structural system can be described by x(k +1) = Ax(k)+Bu(k) (1a)
where x ∈ R n×1 is the state vector, y ∈ R m×1 is the measurement vector, u ∈ R r ×1 is the excitation vector, whereas A ∈ R n×n is the state transition matrix, B ∈ R n×r is the input matrix, C ∈ R m×n is the output matrix, D ∈ R m×r is the feedforward matrix and the variable k indicates time dependency. The transfer function of the system described by Equations (1) is
H(z) = D+C(zI−A)
where is the frequency variable and t is the sampling period. A set of differential/difference equations, for instance, Equations (1) , that describes the internal as well as the terminal behavior of a system may be called the internal or the state-variable description of a system. On the other hand, the transfer function that describes only the terminal property of a system may be called the external or the input-output description of a system. In this study, given the external description of the system, i.e., a finite samples of the input and output sequences {u(k)} and {y(k)}, k = 0, . . .,l −1, the objective is to find a state-variable description of the system with the smallest dimension. More explicitly, the aim is to find the system matrices A, B, C, D in Equations (1) given the sequences {u(k)} and {y(k)}, k = 0, . . . ,l −1. Analogous to the fundamental solution in mathematics, the expressions CA k−1 B, k = 1, . . . , ∞, in the transfer function are called the impulse response in engineering, also known as the Markov parameters [18] .
Identification of observer and system Markov parameters
The direct identification of the Markov parameters of the system described by Equations (1) is not immediate if the damping in the system is low and the data length is not long enough. The slow impulse response decay requires relatively a large number of the Markov parameters to be identified. However, from the mathematical theory of the realization problem, it is also known that all the system Markov parameters are not independent if data have a finite dimensional realization [18] . Let Y k denote the system Markov parameters, CA k−1 B, and then the Cayley-Hamilton theorem implies that the Markov parameters can be written in a recursive form as
if the data have a finite dimensional, say n, realization. Hence, it is desirable to determine only a certain number of the Markov parameters. The above-mentioned considerations lead one to first 664 H. S. ULUSOY, M. Q. FENG AND P. J. FANNING identify the Markov parameters of an observer system, then identify the system Markov parameters afterwards. Let the observer system associated with Equations (1) be described bŷ
wherex(k) is the state estimation, (k) is the residual error and M is the observer gain that can be arbitrarily assigned such that the impulse response decay of the observer system is fast. In such a system, the input-output relation can be described by a limited number of the Markov parameters, say p, if M is chosen appropriately [17] . The observer system, Equations (4), can also be described by
k = C(A−MC) k−1 M are defined as the block partitions of the observer Markov parameters. The key idea is to suppress the first term on the right-hand side of Equation (5) by assigning the gain matrix M such that (A−MC) k−1 ≈ 0 for k> p, where p is a sufficiently large number. Such a gain matrix would justify the truncation of this term in Equation (5), and result inŶ (1) k ≈ 0 and Y (2) k ≈ 0 for k> p. Then, Equation (5) becomes AutoRegressive with eXogenous input (ARX) model and its coefficients can be estimated by the Least-Squares method [1] . Let Y 0 be defined by D. Once the observer Markov parameters are estimated, the system Markov parameters, including p independent ones only, can be then extracted from the recursive relation
Eigensystem Realization Algorithm
Once the system Markov parameters, Y k , are determined as explained in Section 2.2, the system matrices A, B and C can be determined by the ERA [16] . The algorithm begins by forming a block Hankel matrix that consists of the system Markov parameters
where and are two parameters that control the row and column dimension of the block Hankel matrix, H, respectively. The system order is not known a priori. The singular value decomposition of H(0) is used to determine the model order and system matrices afterwards. In theory, the number of nonzero singular values is the model order. In practice, however, all the singular values appear to be nonzero due to noise and other effects. In this case, one seeks an obvious gap between two successive singular values. If such a gap exists, the number of the significant singular values, say n, is chosen to be the model order, and H(0) is then approximated by retaining the significant singular values and truncating the rest as follows:
where O and C are the extended observability and controllability matrices, and can be determined by Equations (9) and (10), respectively 
Finally, the system matrices are given by
Further details of the procedure described in Sections 2.2 and 2.3 can be found in [16, 17, 21] .
Identification of the modal parameters
A set of modal parameters can be determined after a state space model is identified from inputoutput data. Given a model, the determination of the modal parameters is a straightforward eigenvalue problem. The key issue here is the choice of the model order, which is not known a priori. The choice of model order determines the number of modal parameters, and often has effect on their results. In theory, as mentioned in Section 2.3, the model order can be determined by looking at the singular value spectrum of the Hankel matrix. The number of the significant singular values is the model order. In practice, however, the determination of model order requires further analysis because of noise and discretization errors. For real data sets, the choice of the number of the significant singular values requires prior knowledge of the system or personal judgment because there is often no clear gap to separate some singular values from the rest. The determination of the model order then becomes subjective by looking only at singular values plot of the Hankel matrix [19, 20] . The choice of model order can be further refined by the construction of the stabilization diagram [2, 5] . Such a diagram simply helps tracking the behavior of the modal parameters versus the model order, and it is a useful tool to identify actual modes, reject spurious or noisy modes based on certain criteria. The implementation of the stabilization diagram starts with identifying a model with a relatively high order. The model order is then reduced sequentially and the modal parameters (the frequencies, the damping ratios and the mode shapes) of two successive models are compared according to the imposed criteria. In this study, two sets of the modal parameters obtained from two state space models of different orders are compared according to the following criteria.
where superscript n is the model order; f , and / are the frequency, the damping ratio and the mode shape vector, respectively. The modal assurance criterion (MAC) is used to quantify the similarity of two mode shapes vectors, and is defined by [2] MAC(
A set of modal parameters is labeled as stable one if each inequality given by Equations (14) is satisfied. The idea is that the actual modal parameters show up consistently in models of different orders, whereas inconsistent spurious parameters do not. 
INSTRUMENTATION SETUP AND GROUND MOTION RECORDS
Seismic monitoring of structural systems is a component of the national earthquake hazard reduction program in the U.S. The seismic response of structures is obtained by recording vibrations during the events of strong ground motions. The recorded data are then analyzed by engineering and scientific communities to understand the actual behavior of the structures during earthquakes. Such data have been shown to be useful in assessing analysis and design procedures, and improving code provisions. These are main research objectives of the U.S. Geological Survey to instrument and monitor structures in the context of the earthquake hazard reduction program. The California institute for telecommunications and information technology, Calit2, building site is one of more than 700 national strong motion monitoring stations in the U.S. The geographical coordinates of the Calit2 building location are 33.64 • N latitude, 117.84 • W longitude and 21 m altitude. In collaboration with the U.S. Geological Survey, the building and the surrounding soil were instrumented during construction with 43 force-balanced, uni-axial acceleration sensors. Thirty-one sensors were placed in the building at different levels, and 12 sensors were placed in the soil so that both structural response and the ground motion could be recorded. Of the 12 soil sensors, six were placed 3 m deep underground and six were placed in the free-field ground surface. Each floor was instrumented with at least five sensors to capture not only the transverse and longitudinal motions but also the torsional motions of the structure. Four sensors oriented in the vertical direction were mounted on the columns and shear walls at the ground level, and three more sensors oriented in the vertical direction were placed at the fourth-level ceiling to monitor the rocking motion of the structure. Figure 1 shows the sensor locations and their orientations. The data acquisition system, installed in the equipment room at the second floor of the building, consists of four recorders and a computer. A predetermined threshold level of the vibration amplitude was set for triggering the data acquisition system automatically. It can also be triggered manually. Since the building was constructed in 2004, four sets of ground motions and corresponding structural responses have been recorded, with a sampling rate of 200 Hz, by automatic triggering due to four Southern California earthquakes. Further details of the ground motions are summarized in Table I , and Figures 2 and 3 show the time histories and the frequency contents of the ground motions, respectively.
The Calit2 building, located on the University of California, Irvine campus is a 4-story reinforced concrete structure with dimensions 26.82 m×76.20 m in plan, and 19.20 m height from the ground level. The building has four moment frames, spaced 8.84 m apart, in the longitudinal direction and eight moment frames, spaced 6.70 m apart, in the transverse direction. Lateral stiffness is provided by eight shear walls. Each floor has a reinforced concrete slab with a thickness of 0.20 m. The overall weight and the fundamental period of the structure are estimated to be 12 300 ton and 0.455 s, respectively, in the design phase.
IDENTIFICATION RESULTS
The identification of the superstructure is of interest in this study. For the input, we consider the lateral sensor measurements (sensors 2, 3, 7 and 8) at the ground floor (rather than those at the down-hole or at the free-field) as the excitation. For the output, rigid body motions (the lateral translations and the rocking motions) were subtracted from the total response. In other words, the total response was decoupled into the structural and rigid body motions, and the structural motion was used for the system identification purpose. Using each data set separately, a corresponding state space model was identified for the building. Once a model is identified, it is assessed by comparing the predicted and measured responses. To this end, the model is used to predict the response to given input of the same data set. Two groups of the sensors, measuring the response in the different directions and at different levels, were chosen as references for response comparison. the longitudinal direction, is on another vertical axis at different levels. The predicted responses, using a state space model of order six constructed from the Chino Hills data set, are compared with the measured responses for these two groups of sensors in Figures 4 and 5 . The predicted responses show good agreement with the measured responses, particularly where the excitation level is strongest. The agreement between the measured and predicted responses for the state space models constructed from the other three earthquake data sets is similarly good. A state space model of order six thus represents well the underlying dynamics of this particular building. To quantify the error between the measured and predicted responses, a relative total error function, J , is defined by
For a particular data set, i.e. given the input-output data, the error function, J , can be regarded as an implicit function of the model order n. For different model orders, the normalized prediction errors were calculated and presented in Figure 6 . As can be seen from Figure 6 , J decreases monotonically, and after a certain model order, it does not change significantly as the model order increases. In other words, the measure of fit between the observed and predicted responses does not improve much after a certain model order, which implies that certain frequencies only are dominant in the response data. However, the determination of the model order based on the measure of fit is not a reliable approach especially when the contributions of some modes to the response are not significant. The stabilization diagram alternatively is used to determine the model order and identify the modal parameters. Figure 7 shows the stabilization diagrams constructed for the Chino Hills data set. It is evident from the stabilization diagram that the well-excited mode parameters stabilize at low-order models, whereas poorly excited mode parameters stabilize at high model orders. The stabilization diagrams constructed for all four data sets show that the first three modes are well excited, thus dominant in the data. The identified first mode is the bending in the longitudinal direction, whereas the second and third ones are the coupled bending modes in the transverse and longitudinal directions. The frequencies and damping ratios identified are summarized in Table II .
Discussion of results
The frequencies and damping ratios identified, using the state space models constructed for each of the earthquake input-output data sets, vary depending on the earthquake data set considered. The first natural frequency varies between 2.50 Hz in the Chino Hills event and 2.87 Hz in the San Clemente event, whereas the associated damping ratios vary between 4.92 and 2.45% of critical damping for the same data sets. The variation in the modal parameters implicitly indicates nonlinear behavior of the structure within the range of earthquake excitation considered in this study. However, the individual linear state space models for each data set represent the building dynamics for each level of excitation well.
The response frequencies and damping values are plotted against the peak ground accelerations in Figure 8 . As the amplitude of ground motion increases, joints and structural interfaces are mobilized more completely thereby reducing the response frequency and increasing the level of damping-the building becomes apparently less stiff while exhibiting a greater capacity to dissipate energy. This is consistent with the findings in [22] when studying the dynamic response of the Di-Wang Tower in China.
Given the amplitude-dependent response, it is unreasonable to expect any one of the four state space models to accurately predict the response due to other different excitation levels. However where the level of excitation due to different earthquakes is similar, the models perform very satisfactorily-in this study, the levels of excitation for the Chino Hills and the Inglewood earthquakes are similar. Figure 9 compares the predicted response due to the Chino Hills earthquake using the state space model identified by the Inglewood data set to the measured response of the Chino Hills data set. It is evident from Figure 9 that the agreement between the predicted and measured responses is very good.
It is also evident, from Figure 8 , that within the range of earthquake excitation considered, 0.005g to 0.074g, there is a practically linear relationship between the amplitude of ground acceleration and the frequency of response. The minimum correlation coefficient, R 2 , for linear regressive lines fitted to the frequency data is 0.93. The relationship between amplitude of ground acceleration and damping is less strong (R 2 min = 0.55). A practical application of the state space models developed is the ability to use the extracted modal parameters-frequencies, damping values and mode shapes-as indicators of consistent structural response in future earthquakes. Within the range of 0.005g to 0.074g the expectation is that the structure's response, determined from a new state space model, should be consistent with the linear relationships plotted in Figure 8 . Further earthquake events will clearly add confidence to the current data sets and also potentially enable the relationship to be extended to a wider range of ground excitations. Equally, within this range, a rapid assessment of the consistency of structural response is possible by quantification of the magnitude of ground acceleration, from the ground sensors, and extraction of the modal frequencies and damping values from the structural response and plotting this data against the model data already reported in Figure 8 . In the case of this particular structure, if the Iglewood data were omitted and linear regression analysis is used with the three other earthquake data sets, the expected frequencies of response for the first three modes are found to be within 2.5% of those experienced during that earthquake-in other words having only prior knowledge of the response to the three other earthquakes, the frequency response to the Inglewood earthquake could be deemed to be consistent with the expected structural response. While the relationships between frequency, damping and ground excitation level are specific to this particular test structure, similar relationships could be developed for other structures using the state space modeling-the requirement being that both excitation and response measurement data are available.
CONCLUSIONS
In this paper, four state space models of a 4-story building have been identified from multiple sets of earthquake response data. Each model accurately replicates the building dynamic response for the earthquake from which it was constituted. Once constituted these mathematical models were successfully used to extract the dominant frequencies, modes of vibration and associated damping values for the building due to the four earthquake data sets. Linear state space models of higher order were found to give a better correlation between the measured and predicted responses. However, it was also shown that beyond a certain model threshold the measure of fit does not improve significantly-for these particular data sets, models with order of six were found to be sufficient. While the selection of model order, based on the magnitude of an error function defined between the measured and predicted responses alone, is somewhat subjective it was found that the model order selection can also be instructively informed by construction and analysis of the stabilization diagrams for the various data sets.
The state space models derived were different for earthquakes of different magnitudes. As a result, the dynamic characteristics of the building were found to be different during earthquakes of different magnitudes. Larger amplitude earthquakes resulted in reduced natural frequencies and increased damping. This nonlinear building response explains why any one of the four state space models does not precisely capture the response to another one of the earthquakes.
However, taken cumulatively the four individual models give an insight into the extent and type of amplitude dependent response. Over the range of ground motion excitation considered, 0.005g to 0.074g, it was found that the first three natural frequencies strongly correlate with the peak ground acceleration for this building. The associated damping values also exhibited amplitude dependency in this range, but the correlation was not as strong. The practical use of this finding is that a rapid assessment of the consistency of building response due to an earthquake can be made. In the case of the Inglewood earthquake the projected frequencies of response, over the first three modes, were found to be within 2.5% of those measured when the amplitude-dependent response is defined by the other three earthquake data sets alone. Future data sets can thus be used for performance evaluation and/or to extend or confirm this correlation between amplitude of excitation and dynamic response.
