There is a finite number of different Weighted Order Statistic (WOS) filters of a fixed length N. However, even for relatively small values of N, one cannot immediately see if two given WOS filters are the same by simply looking at the weights and the thresholds. This problem is addressed in this paper. We define two WOS filters to be equivalent (the same) if they produce the same output for arbitrary inputs. We shall show that the solution requires the use of Integer Linear Programming (ILP) and next develop a hierarchical heuristical procedure which may provide a much quicker solution to the given problem. The hierarchy starts with simple checks and proceeds to more and more complicated tests. The procedure is exited as soon as a definite conclusion is reached.
Introduction
The first use of the Standard Median(SM) was to smooth statistical data [1] . Given a set X = (X1, X2, . . . , X2k+1) of samples, the output of the Standard Median filter can be defined as follows: Y = MED(X1 , X2, . . . , X2k+1) = (k + 1)'ih largest sample of X, where k > 0 integer, and N = 2k + 1 is commonly referred to as the filter window width.
Due to their smoothing and edge-preserving characteristics, median filters have received considerable attention in the field of digital signal processing leading to a generalization of the median filter by Justusson [2] and Brownrigg [3] , who introduced the Weighted Median (WM) filter with integer weights.
Weighted medians were extended to Weighted Order Statistics (WOS) filters by simply allowing the threshold to vary. The most important development is the area of WOS filtering is perhaps the existence of several optimization algorithms which allow the designer to pick the best WOS filter among the class of WOS according to some error criteria. However, most of these optimization algorithms yield solutions with non-integer weights. This has partially led to the work in [4] where we showed the existence of an integer-valued equivalent WOS filter for any real-weights WOS filter. A procedure is given there to perform the transformation and, therefore, we assume in the sequel integer-valued weights. However, even for integer-valued weights, it is often a non-trivial problem to decide whether two WM filters, or in general two WOS filters, are the same. Prasad and Lee [5] have eluded to this problem but did not give a complete solution. This is the problem we shall investigate in this paper.
The paper is organized as follows. In the next section, the equivalence of two Weighted Order Statistic (WOS) filters is defined and some relevant properties of Weighted Median WM filters are reported. In Section 3, we derive a complete solution to the equivalence problem. In particular, we show that Integer Linear Programming (ILP) can be used to check whether two WOS filters are equivalent. We also show that the equivalence problem is as complex as the ILP (NP complete). This has prompted us to develop in Section 4 some heuristics, based on the properties in Section 2, to solve this problem in special cases. Some examples are given at the end of the section. Section 5 contains some conclusions.
Definitions and properties

Definitions
The Weighted Median (WM) filter can be defined in two different but equivalent ways. The most commonly used one assumes positive integer weights with odd sum. This filtering procedure can be stated as follows: sort the samples inside the filter window, duplicate each sample X to the number of the corresponding weight W1 and choose the median value from the expanded list.
Remark: An equivalent definition for weighted median filters with positive real-valued weights exists. Interested readers are referred to [4] .
Weighted Order statistics are a generalization of weighted medians and can be defined as follows. 
Some Properties of Weighted Medians
In this section, we shall only list three simple properties, and yet, powerful, of WM filters which will be used in the heuristics developed in Section 4.
Nolation:
The following notation will be used: and V denote two general positive integer-valued weight vectors. The flth smallest weight in W is denoted by W(), n = 1, 2, . ., N, such that W(i) W (2) Note that the above property is a generalization of ProperLy in [5] when WM3 is a standard median.
Properly : [5] The WM filters associated with weight vectors and are equivalent if j = m + Q, such that >1::i tQI m, where rn > 0 integer and Q = (Qi , Q2, , QN) is an integer-valued vector.
Equivalence of two Weighted Medians
For binary inputs, an equivalent definition to Definilion 4 is given as follows. <T, or any solution of (6) satisfies:
vx*<s.
On the other hand, let &(1) be a solution of (5) and x2 be a solution of (6) . Ifeither W x1 < ' or 2) < S then W051 W052 . This means that the complexity of deciding whether two WOS filters are equivalent is at most the complexity of the optimization problems (5) and (6). On the other hand, suppose that we have a method which can determine whether (1) and (2) are the same and also, if not, it gives a solution of (3) and (4) . We intend to show that with this information we can find a solution to (5) .
This means that the complexity of deciding whether two WOS filters are the same and finding vectors for which they differ is at least as complex as (5), which for arbitrary weights is known to be NP complete.
Suppose that we want to solve (5). Let us form a sequence of problems of the type (WOS1 = WOS2 ?). Denote 
Solving the Equivalence Problem using Heuristics
In this section, we present seven elementary procedures (which are efficient in several cases) to solve the equivalence problem of two WM filters. These procedures are listed below according to the increasing complexity required for their implementation. Here, we assume that:
WM1 and WM2 are weighted median filters associated with the integer weight vectors j and . The width of the filter window is N = 2k + 1, where k > 0 integer. The sum of the weights is odd. We use the procedure sort(X)to sort a given vector in ascending order. Here we sort the ratios, RATIO2 = (W/171), and if RATIO(k+l) 1 we take the sum of the weights in j corresponding to the n1 largest ratios, which exceeds the threshold T1 , and check if the sum of the n1 corresponding weights in V exceeds the threshold T2. If yes, then we can not conclude; else, WM1 WM2 . Otherwise, if RATIO(k+l) < 1 then take the sum of the weights in corresponding to the n1 smallest ratios, which exceeds the threshold T2 , and check if the sum of the n1 corresponding weights in exceeds the threshold T1 . end end Heuristic 7 (Procedure Recursive-search) Here, we try to find a subset of {1, 2, .
• . , N) which contains the indices of the smallest weights W1 whose sum exceeds the threshold T1. Then with some permutations we try to find a new subset for which the sum of the weights W exceeds the threshold T1 while the sum of the weights V2 is less then the threshold T2. If not successful, replace j4 by and T1 by '2 and repeat the above procedure.
Let M = {1, 2,. . ., N), where N =2k + 1. Sort j in ascending order and re-order V accordingly. Seven examples are provided in this section. Examples 1-7 are solved by Heuristics 1-7, respectively; while, all seven heuristics fail to yield a definite conclusion for example 8. Note that the seven heuristics follow a hierarchy of increasing computational complexity. Furthermore, the example given to illustrate a particular heuristic fails to be solved by the previous heuristics, e.g. example 4 cannot be solved by Heuristics 1-3. = (5, 6, 7, 8, 9) L2 corresponds to a Standard Median; while 2 does not; hence WM1 WM2. Therefore, WM1 = WM2. Since the sum of the three weights in corresponding to the the three largest ratios exceeds T1 while, the sum of the corresponding weights in does not exceed '2, WM1 WM2. It is straight forward to verify that none of the previous heuristics (Heuristics 1-6) yields a definite solution to this example. Furthermore, one can check that Heuristic 7 can successfully solve this problem. It actually makes one swap inside Label 2 and one "trimming" inside label 3 and concludes that WM1 WM2.
The following example goes through all these heuristics and the problem is still not solved. J4i8 = (5, 7, 9, 21,45, 59, 61), where T1 = 104, = (6, 8, 12, 20, 47, 62, 62) , where '2 = 109.
