Abstract--A class of array optimization problems is considered in which we seek to optimize the array response in a specified angular sector. The optimization of array directivity is shown to be a special limiting case of these problems as the width of the specified angular sector approaches zero. The optimum array patterns are also shown to be related to the well-known prolate-spheroidal functions.
I. INTRODUCTION
We consider a class of array optimization problems where we seek to maximize (or minimize) the array response in a specified angular section. The maximization would lead to an array design that tends to concentrate the largest possible fraction of the total radiated (or received) energy in a specific angular region. The minimization, on the other hand, is likely to yield the formation of an effective response minimum in the specified angular sector.
The method proposed here essentially generalizes the directivity optimization technique [ 1 ] - [ 3 ] to incorporate optimization of the array gain over an angular sector, thus yielding a whole family of solutions. In fact it is shown here that the "directivity optimum" solution becomes a special limiting case of the new family when the width of the specified angular sector approaches zero. The resulting solutions are shown to be related to an important family of functions, for the case of linear arrays, viz., the prolate spheroidal functions [4 The author is with the Department of Electrical Engineering, Indian Institute of Technology, Hauz Khas, New Delhi-110016, India.
1 As pointed out by one of the reviewers, the use of these functions to antenna pattern synthesis is not new and has previously been reported by Rhodes [7] .
A CLASS OF ARRAY OPTIMIZATION PROBLEMS
Let C(u) denote the steering vector of an n-element array for a given spatial direction u, given by
where p, is the three-dimensional vector of position coordinates of the jth element, u is a unit vector in a specific direction in the three-dimensional space, and c is the velocity of propagation. The transmitted/received signal is narrowband with center frequency o o rad/s. Let W T = {w l , w 2 , -, w,} be the vector of complex weights of the array. Then it is clear that the array response in the direction given by u is given by
where f(u) is the radiation pattern of each element of the array and where [ • -1 denotes the conjugate transpose of the complex matrix [ • ] .
The problem to be considered here is the determination of the weights w, so as to minimize (or maximize) the ratio
where U denotes a specified conical region in the three-dimensional space about the main-beam direction whereas !2 is the solid angle of a hemisphere around the main beam e.g., using the spherical coordinates, we may have and £2 = {-TT < 6 < n, 0<<p<n/2}.
(4)
Also E denotes the total power radiated/received by the array, whereas E, is the power in the sector U.
Using (2), we can write
where B is an n x n matrix with elements
Similarly we have where A is the nxn matrix with elements Akl given by
Thus the power concentration ratio a of the specified sector U is given by
The optimization problem can thus be formulated as one of choosing W so that the above ratio of the two quadratic forms is maximized (or minimized).
It is trivial to verify that A and B are both positive-definite Hermitian matrices. According to well-known results in matrix theory, the optimization of the ratio of two quadratic forms of positive-definite Hermitian matrices reduces to that of finding the eigenvalues and eigenvectors of the matrix [5 1.
Let pl > p 2 =*= 2 ^ p, be the eigenvalues of the above equation. Also by substituting (11) in (9), it -follows that the value of the energy ratio a corresponding to the choice of the ith eigenvector as the weight vector, is given by
and
Thus the solution of the maximization (minimization) problem reduces to that of finding the eigenvector of the system (11) corresponding to the maximum (minimum) eigenvalue.
III. THE CASE OF LINEAR ARRAYS
Consider now a broadside linear array of n = 2N + 1 elements with uniform spacing d and a real weight tapering with weights w k . The radiation pattern of the array, assuming isotropic elements, is given by the Fourier transform relation
where u = (27rdn) sin 8, B is the angle measured from the normal to the array, and
It is easy to see now that in this case we have 
For the special case when d = h/2, the matrix B can be seen to reduce to the scaled identity matrix B=lTiI
and the optimum solution is obtained from the eigenvalue problem Using the terminology of the continuous case, we call the radiation patterns ,{F i (u)} of linear arrays corresponding to the eigenvectors {w, , '} (as these two are related by the discrete Fourier transform), the discrete prolate functions. The weighting coefficients (or the Fourier coefficients of the Fz{u)) will be called prolate sequences. The following orthogonality relations, similar to the corresponding continuous results 141,can be easily proved for these discrete functions:
Thus the discrete prolate functions FAu) are orthogonal in the interval (-7R, N) and in the interval (-UO, U O ).
IV. EXAMPLES AND NUMERICAL RESULTS
For reasons of computational simplicity, the examples considered here are those of linear arrays with h/2 spacing. Results for other linear arrays or for other array geometries can be similarly obtained with some added complexity of computations. Table I is clearly seen that e 0 has a direct bearing on the beamwidth of the radiation pattern and, therefore, can be regarded as a beamshaping parameter. The relationship is more clearly brought out in Fig. 2 which shows the maximum power concentration ratio a,,, with e o . It is interesting to observe from Fig. 1 , that for small values of e o , we approach the well-known "optimum directivity" solution [21 obtained in this case, by a uniform, cophasal array. This is, of course, as expected and clearly illustrates that the present approach essentially generalizes and imbeds the optimum directivity solution into a broader class of optimum solutions.
I. INTRODUCTION
The zeros of appropriately scaled Chebyshev polynomials may be mapped onto the z-plane unit circle by means of the geometrical constructions illustrated in Fig. 1 121, [31. In brief a circle with its center located on the line Im (z) = 0 is inscribed within the unit circle; the radius of the interior circle is given by R = 2/@ 1 +X,), X l2 = cosh [(1/A0 cosh" 1 (2/>i j2 -l)J
where N is the number of zeros (equal to the number of aperture samples or elements minus one), and Pl, 2 is the main lobe-to-peak sidelobe power ratio. For a single main lobe ( L e., P, = I), X, = 1. "Super-resolution" is achieved 
