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Abstract

Highly multiplexed spectroscopic capabilities are critical to future astronomy space missions.
Such capabilities enable large samples of spectral data to be collected in an efficient manner.
The individual mirrors of a Digital Micromirror Device (DMD) can serve as slits in a multiobject spectrograph (MOS). This work explores several areas vital to the inclusion of DMDs in
future astronomy missions: space qualification, optical performance, and the implementation
of Hadamard Transform Spectral Imaging (HTSI).
While DMDs were not designed for space, this work reports on testing that demonstrates
that the devices can withstand the environmental conditions of a space mission. The optical
properties of a DMD ultimately drive the wavelength range and quality of spectral data obtained from a DMD-based MOS. We have characterized the reflectance and contrast ratio of
various DMDs from near ultra-violet through visible wavelengths and discuss the results. This
work also discusses efforts in expanding the spectral sensitivity of DMDs.
Maximizing spectral information over a spatial field of view (FoV) on the sky is highly
desirable. In the multi-object spectroscopy mode, individual DMD micromirrors are selected
to generate a sparse sample of spectra at individual locations. Additionally, a DMD can be
used for integral field spectroscopy (IFS) by forming a long slit from a line of micromirrors,
which is then altered to effectively scan across the FoV. In this work we evaluate an alternative
technique, HTSI. HTSI has the advantage of a gain in signal-to-noise ratio (SNR) as compared
to direct measurements with a long slit, when the observed signals are not photon-noise dominated. We have simulated the performance of HTSI with a DMD-based MOS to identify the
limitations of the technique and scenarios where it is most advantageous. With both MOS and
IFS capabilities, a DMD-based instrument is a versatile asset fit for a variety of astronomy
missions.
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Chapter 1

Introduction
Some of astronomy’s biggest questions, including those about the formation and evolution
of galaxies, the nature and distribution of dark matter, and the expansion of the universe
can be addressed by collecting large samples of spectral data with large surveys of the sky
[1, 2]. These surveys require the ability to capture spectra from sources in two-dimensional
distributions across the sky in an efficient manner. This ability can be achieved by using
highly multiplexed spectroscopic techniques to capture the spectra of many target objects (or
portions of an extended object) simultaneously. The two main classes of highly multiplexed
spectroscopic instruments are MOS and integral field units (IFUs). Multi-object spectroscopy
simultaneously measures the spectra of many individual signals distributed across a relatively
wide field of view. Integral field spectroscopy (IFS) measures spatially resolved spectra of
an extended object or crowded cluster of objects over a smaller field of view. While many
different types of MOS instruments and IFUs have been successfully deployed on groundbased telescopes, very few options are suitable for deployment on a space mission. The exact
requirements for space-based instruments will vary, but key characteristics generally include
low mass and volume, low power consumption, high reliability, and the ability to withstand
the harsh environmental conditions of space (e.g., extreme temperatures, vacuum, radiation
exposure, etc.). The success of future space-based spectroscopic survey missions depends on
the development of instruments with highly multiplexed spectroscopy capabilities that are
suitable for space deployment.
Micro-electromechanical systems (MEMS) have emerged as the best candidates for enabling
highly multiplexed spectroscopy in space. The compact size and low power consumption of
MEMS are particularly attractive for space applications [3]. Two types of MEMS in particular, Micro-shutter Arrays (MSAs) and DMDs can be used in astronomy applications as
11

reconfigurable slit mask arrays in a MOS. Both devices are comprised of individually addressable elements that act as optical switches to selectively capture the spectra of target sources.
These devices have a large number of elements which enable a very high degree of optical
multiplexing. MSAs have transmissive elements (microshutters) that are opened or closed to
selectively transmit light to a spectrograph [4, 5]. DMDs have reflective elements (micromirrors) that direct light either towards or away from the spectrograph. MSAs were developed
specifically for astronomy applications and have been selected for the James Webb Space
Telescope (JWST) MOS, NIRSpec [6]. In contrast, DMDs are commercially available devices
originally developed by Texas Instruments for projection display applications [7]. DMDs have
yet to be deployed in space, however several DMD-based MOS have been successfully deployed
on ground-based telescopes [8, 9, 10].
A DMD-based MOS is a versatile instrument with capabilities that extend beyond multiobject spectroscopy. Individual micromirrors can be grouped together to form slits of varying
sizes, including long slits. Long slit spectroscopy can be used to gather integral field spectra
over extended objects. With a DMD the pseudo-long slit is effectively scanned across the target
field by changing the position of the slit on the DMD array. At each slit position, spectral
data is recorded from spatial positions along the slit. The data collected from all long slit
positions can be combined into a three-dimensional volume of spatially resolved spectra. For
obtaining IFS of faint targets, an optical multiplexing technique called Hadamard Transform
Spectral Imaging (HTSI) can be employed with the DMD. This technique has the advantage of
a gain in signal-to-noise ratio (SNR) as compared to long slit scanning, so long as the observed
signals are not photon noise limited. The gain in SNR results in less overall observation time
to acquire spatially resolved spectroscopy of a target. With both multi-object spectroscopy
and IFS capabilities, DMDs can enable both efficiency and flexibility in observations.
The 2020 Decadal Review in Astronomy and Astrophysics has identified a large spacebased infrared (IR)/visible/ultra-violet (UV) telescope as a high priority mission in the coming
decade. The scientific goals of this mission are poised to have significant impact on our understanding of the universe and our place within it. It aims to detect and characterize exoplanets,
with a focus on identifying habitable Earth-like planets orbiting other stars. The mission also
aims to probe the origin and evolution of galaxies and address questions about the nature of
dark matter [11]. The proposed mission calls for multi-object spectroscopy capabilities across
the UV, visible, and IR spectral regimes. Other scientific goals highlighted in the report call
for integral field spectroscopy capabilities at a variety of spatial resolutions. DMDs can enable
these capabilities from space mission platforms ranging in size from CubeSats to large space
satellite missions. There are several areas regarding DMDs that must be addressed for their
12

inclusion on future space missions. These areas include the space qualification of the devices,
optical properties, and the HTSI technique for IFS. This work addresses each of these three
areas to provide information critical to the success of future DMD-based MOS missions.
While DMDs were not originally designed for use in space, the devices can become space
qualified by passing rigorous environmental tests. The Laboratory for Advanced Instrumentation Research (LAIR) at the Rochester Institute of Technology (RIT) has been carrying
out an environmental test campaign on eXtended Graphics Array (XGA) DMDs, funded by
the NASA SAT grant program. This test campaign aims to qualify XGA DMDs for use in
space. It has included mechanical shock and vibration, low temperature, high energy proton
radiation, and heavy ion radiation testing. The DMDs have passed each of these tests at the
levels required for deployment on space mission. In this work I discuss the gamma radiation
testing of XGA DMDs, which marks the completion of the environmental test campaign to
qualify the devices for use in space. Results are presented from two rounds of gamma radiation
testing on a total of 18 DMDs. The effects of total ionizing dose (TID) caused by gamma
radiation on the DMDs is discussed, along with radiation modeling results used to determine
the expected TID for different space mission scenarios. Based on these results, we have found
that the devices are able to withstand the expected TID of a DMD-based MOS space mission. This work has been published in two conference proceedings [12, 13] and an article in
the SPIE Journal of Astronomical Telescopes, Instruments, and Systems (Oram et al., 2020).
The gamma radiation tests mark the completion of the environmental test campaign on XGA
DMDs, in which the devices have been found suitable for space deployment.
Two optical properties of DMDs that are most important for spectroscopic applications
in astronomy are reflectance and contrast ratio. The reflectance of the DMD relates to the
amount of signal that reaches the spectrograph and ultimately the detector. The contrast
ratio quantifies the ability of the DMD to reject unwanted light. Both of these properties impact the SNR and quality of the spectral data obtained. The reflectance and contrast ratio of
DMDs must be well characterized to inform future MOS instrument design and planning. The
measurement of these optical properties is also used to evaluate the success of re-coating and
re-windowing processes aimed at expanding the spectral sensitivity of DMDs to UV and IR
wavelengths. This work reports on the measurement of contrast ratio and reflectance of various XGA DMDs with a spectrograph-like configuration. Devices were tested at wavelengths
ranging from 200 nm - 800 nm. The spectrograph-like test configuration provides a realistic
prediction of device performance in a MOS. The results of these measurements provide a useful
characterization of DMD performance for astronomy applications.
There is limited data on the performance of an HTSI technique with a DMD for astronomy
13

applications. The technique is a natural fit for astronomical spectroscopy, as it offers an
improvement in SNR for very faint signals. The improvement in SNR enables an increase in
observation efficiency as compared to a long slit scanning method. However, the gain in SNR
is lost when the multiplexed signals are photon noise dominated. Other fluctuations in the
multiplexed signals, such as atmospheric turbulence, pointing stability, or intensity variations,
can impact the performance of the HTSI technique. When the gain in SNR degrades to ≤ 1, the
technique is no longer the most efficient method for capturing spatially resolved spectra with
the DMD-based MOS. This work describes a thorough evaluation of the performance of the
HTSI technique with a DMD-based MOS through computer modeling. The models simulate
the impact of incident source flux (and associate photon noise), detector noise, temporal and
spatio-temporal variations on the gain in SNR achieved with HTSI. The technique’s limitations
and success relative to astronomy applications are identified. This research paves the way
for future DMD-based instruments to successfully implement the HTSI observing mode for
more efficient measurements of spatially resolved spectra. This work has resulted in two
conference proceedings, "Digital micromirror device enabled integral field spectroscopy with
the Hadamard transform technique" (Oram et al., 2020) and "Modeling the performance of
the Hadamard transform spectral imaging technique with SAMOS: a ground-based MEMS
spectrograph" (Oram et al., 2022).
In summary, the work presented in this dissertation encompasses several areas crucial to
enabling the success of future DMD-based missions for astronomy. Such missions have the
potential to bring significant scientific discoveries.
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Chapter 2

Background
2.1

A Review of Highly Multiplexed Spectrographs in Astronomy

A key ability for spectroscopic survey missions is capturing spectra from many sources across
the sky in the most efficient manner. Such missions seek to minimize observing time, while
not sacrificing the quality of spectral data obtained. Traditional long slit spectroscopy is not
efficient enough for large surveys as it measures the spectra of a single target object (or a narrow
slice of an extended object) one at a time. Alternatively slit-less spectroscopy, which uses a
prism or grism to disperse light from every point-like object in a field of view, can measure the
spectra of many objects simultaneously but has severe limitations. The limitations arise from
low contrast between the dispersed light and sky background, the effective spectral resolution
being set by the dispersed object’s apparent size, and spectral overlap of sources co-located
in the dispersion direction [14]. Due to these limitations, highly multiplexed spectroscopic
techniques were developed to increase measurement efficiency by capturing the spectra of
many target objects (or portions of an extended object) simultaneously. The two main classes
of highly multiplexed spectrographs are MOS and IFUs. A MOS simultaneously measures
the spectra of many individual signals distributed across a relatively wide field of view. An
IFU measures spatially resolved spectra of an extended object or crowded cluster of objects
over a smaller field of view. An overview of common types of MOS and IFUs are discussed in
the following sections. The majority of these instruments are ground-based, as there are very
limited options for space-based MOS or IFUs. Table 2.1 lists a summary of the properties
of specific instruments mentioned in the following sections 2.1.1 and 2.1.2. The properties
listed in this table include the instrument type, telescope where the instrument was or will be
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deployed, the wavelength coverage, the field of view (FoV), number of elements (e.g., slits or
apertures), and the spatial sampling of the FoV. MOS are listed in the top half of the table
and IFUs in the bottom half. For IFUs the sub FoV, the area which the IFU itself covers, is
listed rather than the telescope FoV. Each of the various instrument types listed in this table
will be discussed in more detail within the following sections.
Table 2.1: A list of various MOS and IFUs along with their basic properties

2.1.1

Multi-object spectrometers

Multi-object spectroscopy is a powerful observing technique used in astronomy to measure
the spectra of many target objects spread across a field of view simultaneously. Signals are
spatially multiplexed with multi-slit masks or optical fibers, to send light from selected target
objects to a spectrograph. The 1D spectra from multiple objects is recorded on a 2D detector
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where the position of each individual spectra corresponds to the position of the object in the
telescope’s focal plane. The placement of slits must be arranged to avoid spectral overlap,
which can occur when multiple sources have the same location along the axis in the dispersion
direction. While typically only one spatial dimension is preserved for each spectra recorded
by a MOS, the second spatial dimension can often be determined from the slit position.
The overall performance of a MOS is heavily dependant on the mechanism used for spatial
multiplexing. The signal throughput, contrast (i.e. suppression of background light), spectral
resolution, reconfiguration time between observations, and maximum number of objects that
can be measured in a single observation are a direct result of the multiplexing mechanism
used in the MOS. Commonly used multiplexing mechanisms include fabricated slit masks,
reconfigurable slit units, and optical fiber systems. Each of these technologies are described in
the following sections along with examples of instruments which have employed the multiplexing mechanism. Figure 2.1 illustrates how these different multiplexing mechanisms transmit
signals from selected targets to a spectrograph.
2.1.1.1

Fabricated slit masks

Early MOS used fabricated slit masks with small slits machined into a plate for each observation. This requires a well-known object field to ensure correct placement of slits in the mask.
Reconfiguration for each measurement requires exchanging and aligning the slit mask. The
GEMINI Observatory’s GMOS instrument uses fabricated slit masks for multi-object spectroscopy. The instrument is capable of measuring several hundred objects simultaneously.
The instrument stores up to 9-18 masks at a time, and typically takes about 15 minutes to
align a new mask to its targets [15]. While ground-based instruments have has success in
using fabricated slit masks, more versatile and efficient multiplexing systems have since been
developed. Additionally, fabricated slit masks are not a viable option for space missions due
to limitations in the number of masks that can be stored in such an instrument.
2.1.1.2

Reconfigurable slit units

Reconfigurable slit units are a type of multiplexing mechanism used in ground-based MOS.
These slit units consist of sliding bars that work in pairs to create slits. An example of an
instrument that uses this type of mechanism is the W. M. Keck observatory’s MOSFIRE
instrument. MOSFIRE enables multi-object spectroscopy in the Infrared (IR) wavelength
regime with is Cryogenic Slit Unit (CSU). The CSU is comprised of 46 pairs of bars, with a
knife edge at the end of each bar acting as one half of a slit. The complete reconfiguration
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Figure 2.1: This figure illustrates different multiplexing techniques for multi-object spectroscopy. It illustrates the positioning of slits at the focal plane of the telescope and at the
input of the spectrograph. Optical fibers (see section 2.1.1.3) are unique in that they can be
reformatted at the spectrograph input, which prevents spectral overlap and wavelength shifts
between the individual spectra. With fabricated slit masks (see section 2.1.1.1, reconfigurable
slit units (see section 2.1.1.2, and MEMS-based MOS ( see section 2.2.1), the slit positions are
not reformatted at the spectrograph input. With each of these types of MOS, the resulting
data contains spectra for each individual target object. The spatial locations of the target
objects is also typically known, so the data can be visualized as many small three-dimensional
slices containing both spatial and spectral information.

time for a new slit mask with the CSU is about 4.5 minutes [16]. While slit units like the CSU
provide a significant gain in efficiency due to the quick reconfiguration time, these instruments
are limited by a low total number of slits.
2.1.1.3

Optical fiber MOS

Today’s most advanced ground-based MOS use reconfigurable optical fibers to couple light
from target objects to a spectrograph. Fiber-based MOS can capture the spectra of hundreds
to thousands of individual objects simultaneously. For each observation, fibers are precisely
placed at the focal plane of a telescope in locations corresponding to target objects. These
instruments typically employ robotic fiber positioning systems capable of reconfiguring the
fiber positions on the order of minutes. Figure 2.2 shows photographs of two different fiber
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positioning systems employed in MOS. At the spectrograph end of the instrument, fibers are
arranged to avoid spectral overlap and maximize detector utilization. The use of optical fibers
allows the spectrograph to be physically separated from the telescope, reducing distortion and
stability issues due to spectrograph flexion and vibration. In 2007, the Fiber Multi-Object
Spectrograph (FMOS) was installed on the 8.2m Subaru telescope and became the first nearinfrared (NIR) wide field of view MOS capable of measuring the spectra of up to 400 target
objects simultaneously. The instrument’s fiber positioning system, Echidna, is able to reconfigure the fibers for a new observation in about 15 minutes [17]. The next generation MOS
currently in development for the Subaru telescope is the Prime Focus Spectrograph (PFS),
which is a very wide field of view optical and NIR instrument with 2394 reconfigurable optical
fibers. The fiber reconfiguration time for this instrument is about two minutes, significantly
faster than FMOS and with nearly 2,000 more fibers [18]. The advancements in robotic fiber
positioning systems have lead to massive multiplexing capabilities, high precision placement,
and relatively fast reconfiguration times [19]. Fiber-based MOS continue to be excellent candidates for ground-based instruments, however these instruments are far too large, complex,
and costly for deployment on space missions.

Figure 2.2: Photos of two different fiber positioning systems used in ground-based MOS.
Left: Hydra fiber positioner used for multi-object spectroscopy at the WIYN Observatory
[20]. Individual fibers are positioned at the focal plate (left side of image) by a robotic
positioner (right side of image). Right: Echidna fiber positioning system used in FMOS
[21, 22]. Echidna’s 400 fibers are distributed within the focal plane in a roughly 15 cm x 15
cm square area seen in the center of this image. Surrounding the focal plane is the body of
Echidna and the Focal Plane Imager, which is used to measure positions of the fibers.
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2.1.2

Integral field units

Integral Field Spectroscopy is a form of highly multiplexed spectroscopy that measures spectral information over an entire area, ultimately producing a data cube with two dimensions of
spatial information and a third dimension with spectral information. An integral field spectrograph consists of an integral field unit (IFU) and spectrograph. An IFU is an instrument
that spatially multiplexes the field of view, re-formatting it into a series of slitlets at the input
of a spectrograph. The spectrum of each individual spatial element of the field of view is
recorded simultaneously. There are three main types of IFUs commonly used in astronomy:
lenslet arrays, image-slicers, and optical fibers. There are other types of instruments and
techniques use in astronomy to obtain a data cube with spatially resolved spectra, such as
Fabréy-Perot (FP) and Fourier Transform (FT) imaging spectrographs. These instruments
capture sequential images while scanning through wavelengths (FP) or phase-delay (FT) to
build up a 3D volume of spatially resolved spectra [14]. These techniques require a significant
amount of observing time due to the volume of images that must be collected and are not
efficient enough for large scale spectroscopic surveys. In contrast, IFUs record the entire volume of spatio-spectral data in a 2D image. The 2D image data can be converted into a cube
format during post-processing. IFUs have become very useful instruments for spectroscopic
surveys and are often used in conjunction with a MOS. The following sections describe three
common types of IFUs and provide examples of instruments which have used each. Figure
2.3 illustrates how each type of IFU samples the field at the focal plane of a telescope and
re-formats the signals at the spectrograph input.
2.1.2.1

Lenslet Array IFUs

Lenslet array IFUs consist of an array of micro-lenses that spatially multiplex the field of
view. The focal plane of the telescope is re-imaged on the micro-lens array, forming an array
of telescope pupils that are passed through the spectrograph. The spectrograph records the
spectra of each individual pupil image simultaneously [14]. The first lenslet array IFU, Tiger,
was deployed on the Canada-France-Hawaii Telescope (CFHT) in 1987 [23]. Other lenslet
array IFUs including OASIS [24] have been built based on the design of TIGER. OASIS was
developed to work with adaptive optics on the CFHT to measure integral field spectroscopy
with high spatial resolution over a small field of view. The disadvantages of this type of IFU
include limitations to spatial resolution and dispersion due to spectral overlap. Lenslet array
IFUs are not very common among current instruments, however they are sometimes used in
addition to other technologies such as Fabréy-Perot [25] or optical fibers [26] in IFUs.
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Figure 2.3: This figure illustrates how different types of IFUs spatially sample the field at
the focal plane of a telescope and re-format the signals at the spectrograph input. The final
data product for each type of IFU is a data cube with two dimensions of spatial information
and one dimension of spectral information. An optical fiber IFU (discussed in section 2.1.2.3
is represented at the top, an image slicer (refer to section 2.1.2.2) in the middle, and a lenslet
array IFU (discussed in 2.1.2.1) at the bottom.

2.1.2.2

Image Slicer IFUs

Image slicer IFUs are comprised of thin mirror segments that "slice" sections of the image
formed at the focal plane of the telescope. The slices of the image are re-formatted by a
second set of mirror segments to arrange the signal from each of the segments into a series of
slitlets at the spectrograph input. The Multi Unit Spectroscopic Explorer (MUSE) is a second
generation instrument for the European Space Agency’s Very Large Telescope (VLT) that is
comprised of 24 identical image slicer IFUs and spectrographs [27]. This powerful instrument
performs wide-field integral field spectroscopy in the optical wavelength regime and is being
used to carry out a series of spectroscopic surveys. The IFU used for the NIRSpec instrument
on the James Webb Space Telescope (JWST) is a complex image slicer design comprised of
21

aluminum mirrors and an aluminum chassis [28]. The IFU is designed to withstand cryogenic
temperatures and other harsh conditions of the space mission. Image slicers can provide high
spatial resolution, have contiguous coverage over the field of view, can operate at cryogenic
temperatures, and offer the highest overall efficiency of IFU types [29]. The most significant
drawback to these IFUs is the difficulty of building and aligning the instrument due to the
complexity of the optical design. Despite this drawback, image slicer IFUs remain a popular
choice for space-based IFUs.
2.1.2.3

Optical fiber IFUs

Optical fiber based IFUs work in a similar manner to fiber based MOS. The fibers re-format
light from individual spatial elements of the field of view to form one or more slitlets at the
spectrograph input. Fibers are closely packed together or bundled to capture spectra over an
entire target area in the sky, but gaps between the fiber cores reduce fill factor. The loss in fill
factor can be compensated for by using a dithered observations, where multiple measurements
are taken with slight variations in position [30]. Another method to increase fill factor of fiber
IFUs is to pair fiber bundles with an array of lenslets that focus light into the fiber cores.
Lenslets also help minimize the most significant performance issue with fiber-optics known as
focal ratio degradation (FRD) [14]. FRD describes beam spreading at the output of a fiber due
to minor imperfections in the fiber itself. The output focal ratio is faster than the input focal
ratio, which causes either a loss in transmission or spectral resolution for the spectrograph.
Lenslets placed at the input or output of fibers help to minimize FRD by slowing the beam
[31, 32]. The GMOS IFU is comprised of 1500 optical fibers which are coupled to lenslets at
both the input and output. The IFU is integrated with GMOS, the slit-mask MOS instrument
described in section 2.1.1.1, and is deployed by the mask exchanger [26].
Another example of a optical fiber based instrument is the MEGARA optical spectrograph
deployed on the 10.4m Gran Telescopio CANARIAS (GTC) at the Roque de los Muchachos
Observatory in 2017. MEGARA uses optical fibers to operate as both a IFU and MOS with
intermediate to high spectral resolutions [33]. The instrument is comprised of two compact
fiber bundles for the IFU and a set of 92 mini-IFU fiber bundles used for the MOS. This
powerful instrument demonstrates the high utility of optical fibers for multiplexed spectroscopy
in astronomy. Optical fiber based IFUs are more efficient than lenslet arrays and have a more
simplified optical design (and therefore less technical risk) than image slicer IFUs. Fibers
can be used for both integral field and multi-object spectroscopy and are often selected for
large ground-based survey instruments such as SDSS [34] and 2dF [35] to collect spectra from
millions of sources. However, as mentioned in section 2.1.1.3, fiber-based instruments are not
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well suited for space deployment.

2.2

MEMS-based instruments

The options for ground-based MOS and IFUs are diverse, however the challenges of the space
environment leave very limited options for space-based instruments. Image slicer IFUs have
been able to satisfy the need for a space-based IFU in some cases [28], but MEMS have
emerged as the best candidates for space-based MOS. Two types of MEMS in particular,
MSAs and DMDs, can be used as rapidly re-configurable slit masks in a MOS. Each of these
devices are comprised of an array of individually addressable elements that act as optical
switches to selectively capture the spectra of target sources. MSAs have transmissive elements
(microshutters) that are opened or closed to selectively transmit light to a spectrograph [4, 5].
DMDs have reflective elements (micromirrors) that direct light either towards or away from
the spectrograph [1]. The most significant advantages of MEMS are the compact size, low
power consumption, high number of individual elements (i.e. slits), rapid reconfiguration of
slit masks (on the order of seconds), and the ability to group adjacent elements to adjust slit
size.
Another unique advantage of MEMS-based MOS is the ability to also operate like an IFU
to capture spatially resolved spectra, without any changes to the instrument’s hardware. The
efficiency of a MEMS-based MOS in collecting this data is less than a typical IFU as it requires
a series of measurements to build up the same volume of data that an IFU can capture in one
measurement. One method for measuring spatially-resolved spectra with a MEMS-based MOS
is to group slits together to form a long slit. The long slit is then "scanned" across the field of
view by moving the position of the slit in the MEMS array. Another, potentially more efficient,
method for obtaining spatially resolved spectra with a MEMS-based MOS is to utilize the
Hadamard Transform optical multiplexing technique. This technique offers the highest gain in
SNR for faint signals due to Fellgett’s advantage (i.e. the multiplex advantage)[36]. A MEMSbased MOS can implement this technique as an HTSI observing mode. In the HTSI mode, a
series of measurements are taken with 50% of the slits open for any given measurement. The
series of slit mask patterns for these measurements are defined by a Hadamard matrix. The
slit mask patterns result in the convolution of spatial and spectral data due spectral overlap.
However, the resulting measurements can be de-convolved by applying the inverse Hadamard
transform during data processing, and the final data product is a re-constructed cube with
two dimensions of spatial information and one dimension of spectral information. Due to
the multiplex advantage, the reconstructed signals have a gain in SNR, which in turn makes
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this method more efficient than capturing the same volume of data with a long-slit or MOS
observation mode. This technique is discussed in further detail in chapter 5. While the HTSI
mode is still not more efficient than an image slicer IFU, it does add IFU-like capabilities to
a MEMS-based simply by changing the slit mask pattern configurations. Large missions, like
the JWST, seek to have both IFU and MOS capabilities. A MEMS-based MOS could provide
both in a single instrument, reducing the size and cost of a potential spacecraft.

2.2.1

MSAs versus DMDs

Development of MEMS-based MOS began with search for a suitable solution for the JWST’s
NIRSpec MOS[37]. MSAs were developed specifically for this application [38], while DMDs
are a commercially available and mature technology [7]. MSAs were ultimately selected for
NIRSpec and will become one of the first MEMS used for astronomical observations in space
after the launch of the JWST in 2021 [39, 40]. MSAs have been baselined for two proposed
large space missions LUVOIR [41] and HabEx [42], however DMDs remain a highly competitive
alternate options for such missions.
During the early selection phase for NIRSpec, the DMDs commercially available at the
time had a 16x16 µm mirror size and 1024x768 array size. In comparison, the array size of
the MSAs are 170x365, and each microshutter is 80x180 µm in size. NIRSpec consists of four
MSAs tiled together to bring the total array size to just under 250,000 elements [39]. DMDs
were not selected because the micromirror size was not large enough to match the plate scale
of JWST, they had not been proven to work at cryogenic temperatures, the contrast ratio was
too low, and mirror failures did not trend towards the "off-state" [37, 43]. In an effort to create
a device similar to DMDs but with a larger micromirror size of 100 x 100 microns, Micromirror
Arrays (MMAs) were developed [37, 44]. Both MMAs and MSAs moved to the study phase,
with MSAs ultimately being selected for NIRSpec because of their ability to achieve higher
contrast [38].
The current generation of commercially available DMDs have significant improvements
in contrast and reliability due to changes to the device structure [45]. This generation of
DMDs includes the 768x1024 XGA and 1024x2048 Digital Cinema 2k (DC2K) formats, each
of which have a 12 degree tilt angle and 13.6 µm micromirror pitch. DMDs have exceptional
reliability, a key characteristic of a component on a space mission. DMDs under test at Texas
Instruments have remained fully operational for over 3 trillion (1012 ) cycles, surpassing original
lifetime estimates and far surpassing the lifetime of a MSA [46]. MSAs underwent lifetime
testing with up to 100,000 configuration cycles to meet the required 39,000 lifetime cycles for
NIRSpec [6]. Reliability remains an issue for MSAs, with nearly 15% of the total un-vignetted
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microshutters in NIRSpec non-operable. That number is anticipated to increase after launch
due to mechanical failures and electrical shorts [39]. The superior reliability of DMDs is one
of the largest advantages the devices have over MSAs.

Figure 2.4: Microscope images of a MSA (left) and DMD (right). The MSA image shows the
front side of micro-shutters while the shutter blade is in a closed position. The size of each
shutter blade is 87 µm x 186 µm [5]. The green square drawn over a micro-shutter represents
the size of a single DMD micromirror in comparison. The image of a DMD on the right shows
several XGA micromirrors with a 13.6 µm pitch. The central micromirror in the image is
tilted in the opposite state of the surrounding mirrors.
There are several existing DMD MOS that have been successfully deployed on ground-based
telescopes. The IRMOS instrument built for the Kitt Peak National Observatory 2.1m and
Mayall 3.8m telescopes features a 848x600 element DMD as a programmable slit mask array
[10]. In addition to using the DMD for multi-object spectroscopy, IRMOS also demonstrated
the use of the Hadamard Transform technique to measure spatially resolved spectra [47]. The
SAMOS instrument is currently being built and will be deployed on the 4.1m SOAR telescope
in Chile [48]. SAMOS will employ a DC2K DMD with an array size of 2048x1024 elements.
Other existing DMD based MOS include RITMOS [8, 9] and BATMAN [49]. Table 2.2.1 lists
some properties of each of these instruments along with the properties of MSA-based NIRSpec.
In table 2.2.1, the properties listed for each instrument are the type of MEMS device, telescope
where the instrument was or will be deployed, the wavelength coverage, the FoV, number of
elements in the MEMS device, the size of each individual MEMS element (i.e. micromirror
or microshutter size), and the spectral resolution of the instrument. DMDs have yet to be
deployed in space, but the proposed space missions ATLAS [50] and ISCEA [51] both feature
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a DMD MOS.
Table 2.2: A list of existing MEMS-based MOS

With improved contrast, demonstrated MOS capabilities, commercial availability, and high
reliability, DMDs have become a competitive choice for future space-based MOS. Two major
concerns in using DMDs for this application remain: Can DMDs survive the space environment? and Can the optical properties of DMDs satisfy science-driven requirements of future
missions? These concerns must be addressed before the devices are seriously considered for
large missions such a LUVOIR [41] or HabEx [42]. The case for DMD-based MOS can also be
further strengthened by expanding its utility with the addition of a HTSI observing mode to
capture spatially resolved spectra. These three topics are the focus of my thesis research, and
the results of my work will help shape the future of space-based astronomical instrumentation.

2.3

Digital Micromirror Devices

DMDs were first developed in the 1980’s at Texas Instruments and have primarily been used
for projection display applications [7]. Decades of research and development at TI has led to
significant improvements in the design and performance of DMDs. The success of DMDs in
display applications and commercial availability of DMD products has led to the development
of a variety of other applications including digital lithography, high contrast microscopy, high
resolution automotive headlights, and more [52, 53]. In astronomy, DMDs have been identified as excellent candidates for highly multiplexed spectroscopy, particularly for space-based
instruments.
Each DMD consists of an array of individually addressable micromirrors. During operation,
micromirrors are electrostatically deflected about a torsional hinge and latched into one of two
stable operating states. The stable operating states correspond to a pair of opposite tilt angles,
typically at + and - 12 degrees from the device normal. DMDs are a mature technology with
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proven reliability and are available in a wide variety of formats. The formats best suited for
astronomy applications are those with a large pixel pitch, namely the 0.7" XGA and 1.2"
DC2K, both of which utilize a 13.6 µm micromirror pitch and a 12 degree tilt angle. The
XGA format is 768x1024 micromirrors while the DC2K is 1024x2048. The standard COTS
XGA DMD is enclosed with a hermetically sealed Kovar frame and borosilicate glass (Corning
7056) window. The window is optimized for performance in the visible spectral region between
400 nm - 700 nm [54].

2.3.1

Micromirror structure and operation

DMDs are monolithic, with the entire device manufactured on a silicon wafer using semiconductor fabrication processes. Figure 2.5 [45, 55] shows an expanded view of an individual
micromirror element. The structure of the micromirror includes three metal layers on top of
a CMOS static random access memory (SRAM) cell. Directly over the SRAM cell is a pair of
address electrodes and routing for the bias (or reset) voltages. The next metal layer includes
raised address electrodes, the hinge, and four spring-tips. The spring tips act as flexible rotation stops that limit mirror rotation and store elastic energy used to accelerate a mirror into
the opposite tilt state. The final layer includes the mirror, which contains a small structural
hole in the center called a via [45].

Figure 2.5: Micromirror expanded view
An expanded view of a micromirror. The architecture includes three metal layers on top over
a CMOS SRAM cell. The bottom layer consists of the bias (or reset) bus and a pair of address
electrodes. The middle layers consists of raised address electrodes, torsional hinge, and spring
tips. The top layer is the reflective mirror [45].
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During operation, the mirror carries a bias (or reset) voltage, while the address electrodes
receive complementary voltages based on the state of the SRAM memory cell. The voltage
difference between the mirror and address electrodes provides the electrostatic force that actuates the mirror and latches it into position. Once latched, the state of the SRAM memory
cell can be updated, but the mechanical position of the mirror will not change until a voltage
reset pulse is applied. The reset pulse creates a strong electrostatic attraction between the
mirror and its nearest electrode. This strong attraction compresses the spring tips, which then
accelerate the mirror away from the electrode once the pulse is over. The bias voltage is then
re-applied to the mirrors and they are once again latched into the appropriate state based on
voltages of the address electrodes [45, 56].

2.3.2

Applications in astronomy

As mentioned previously, DMDs are used in astronomy applications as rapidly reconfigurable
slit masks in a MOS. The individual micromirrors act as slits, either directing light towards
or away from a spectrograph. The locations and sizes of slits are determined by the pattern
displayed on the DMD. Micromirrors corresponding to the positions of target objects are tilted
towards the spectrograph. The remaining micromirrors are tilted in the opposite direction,
reflecting light into a light trap or another instrument such as an imaging camera. Several
DMD MOS instruments have been successfully deployed on ground-based telescopes [8, 9, 10].
Figure 2.6 shows a simple sketch of a possible DMD-based MOS design. Both the +
and - degree states of the DMD are utilized in this design to reflect light into two different
instrument channels. The imaging channel on the left serves as a slit-viewing camera with the
spectrograph channel on the right. The positions of slits can be measured simultaneously with
a spectral measurements. This is the type of configuration that instruments RITMOS [8, 9]
and SAMOS [48] use. The ability of a DMD MOS to simultaneously utilize two instruments
as depicted in this design, is one of the unique advantages of a DMD-based MOS.
Slit mask patterns for a series of observations may be determined ahead of time based on
a list of target objects or an observer may choose to manually select targets at the time of
observation. In this case, the observer views an image of the full field of view by tilting all
mirrors towards the imaging channel. The observer then selects target objects from the field
and the corresponding DMD mirrors are tilted in the opposite direction to measure the spectra.
The slit mask pattern is held constant on the DMD for the duration of the measurement (i.e.
the exposure time of the camera). In some cases, target objects have varying degrees of
brightness and require different exposure times. The slits corresponding to brighter objects
can be "closed" after a certain amount of time by updating the DMD pattern during the
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Figure 2.6: This figure shows a sketch of an example DMD-based MOS design. The design
utilizes both the + and - degree states of the DMD’s micromirrors. The deflection angles
in this diagram are exaggerated for clarity. Light from selected target sources is reflected
towards the spectrograph channel on the right, while the rest of the FoV is reflected towards
an imaging channel. The imaging channel functions as a slit-viewing channel while taking
spectral measurements, but can also be used to image the whole field when all micromirrors
are tilted towards it [1].

exposure.
In standard projection display applications, the DMD display pattern is updated at least 30
times per second, whereas exposure times in astronomy are on the order of minutes. Controller
electronics produced by Texas Instruments have been developed to achieve high readout rates
and refresh times, but as a result they are not well suited for the long static hold times necessary
for astronomical spectroscopy. These electronics are particularly an issue for NIR applications
due to thermal radiation causing excessive noise in the IR. The Instrument Development group
at Johns Hopkins University has developed custom controller electronics for DC2K and XGA
DMDs to better suit astronomy applications [57]. Features of these controller electronics
include the ability to hold the DMD pattern in a static position, low power consumption, a
reduced thermal load on the DMD, and operation at a lower data rate. These custom controller
electronics will be used in the SAMOS instrument with a DC2K DMD.
Many applications in astronomy require sensitivity to UV or infrared IR wavelengths of
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light, which is beyond the range of commercially available DMDs due to the transmission of
their protective glass window. COTS DMDs are not available with windows that efficiently
transmit light below 363nm or above 2500nm. For DMDs to be a viable option for multi-object
spectroscopy it is necessary to replace the original window with one that has high transmission
in the UV spectral region of 100 nm - 400 nm or IR spectral regions above 2500 nm. As a
result, a reliable re-windowing technique has been developed at RIT to remove the original
window from an XGA DMD and replace it with a window optimal for UV or IR wavelengths.
XGA DMDs have been successfully re-windowed with Sapphire, MgF2 , Fused Silica, and 2micron thick cellulose triacetate film[58]. Figure 2.7 shows a COTS XGA DMD, bare XGA
DMD (window removed), and an XGA DMD re-windowed with sapphire. Chapter 4 discusses
the efforts to expand DMD spectral sensitivity through re-windowing in more detail. The
re-windowing of DMDs has improved the device’s applicability to astronomical spectroscopy
and is a necessary process for future MOS missions seeking to measure spectra beyond the
visible wavelength regime.

Figure 2.7: DMD window packaging comparison
Pictured above are three 0.7" XGA DMDs. On the left is a COTS DMD with its original
window. In the middle is a bare DMD, which has had its original window assembly removed.
On the right is a re-windowed DMD which has had its original window assembly removed
and replaced with a sapphire window. The sapphire window is attached to the DMD with
space-qualified epoxy.

2.3.3

Space qualification

DMDs are one of best candidates for use in a space-based MOS, however as commercial
devices they were not originally designed for operation in the space environment and are
therefore not space qualified. The performance and reliability of DMDs in nominal groundbased applications has previously been well characterized. The results show that these devices
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are incredibly robust and reliable [46, 7, 59]. However, additional testing is required for
the devices to become space qualified. The space qualification process involves performing
environmental tests that simulate various aspects of the space mission environment [60]. Our
team at RIT’s LAIR has been carrying out an environmental test campaign on XGA DMDs
to qualify the devices for space deployment. The environmental test campaign has included
mechanical shock and vibration [61], low temperature [62, 61], high energy proton radiation
[63], and heavy-ion radiation [58] testing.
Mechanical shock and vibration testing was performed using the NASA Environmental
Verification Specification profile and there were no DMD failures or adverse effects[61]. Low
temperature tests were successfully completed and did not reveal any issues with DMD operation or lifetime [62, 64]. High energy proton radiation testing was performed on three
XGA DMDs with proton beam energies of 34 MeV, 44.2 MeV, and 49.3 MeV[63]. A suitable
re-windowing technique had not been developed at the time of testing, so only COTS XGA
DMDs were tested. Each of the three DMDs remained functional up to a total ionizing dose
(TID) of 30 krad(Si). The irradiation effects included mirrors that appeared non-latching
along with single event upsets (SEUs). Upset mirrors are those which changed state during
proton irradiation while the DMD pattern was kept static. The calculated upset rate is 10−4
[SEU/(krad) mirror]. For an XGA DMD with 1024x768 mirrors, this corresponds to 1,227
SEUs throughout a space mission with a TID of 15.6 krad(Si). The SEUs were cleared with a
soft reset of the DMD (i.e. uploading a new pattern to the device). The results of heavy-ion
testing showed that DMDs are not significantly affected by non-destructive heavy-ion-induced
state changes [58]. The calculated micromirror upset rate in the orbit is 5.6 micromirrors per
day for a worst week scenario in interplanetary space with standard shielding. The SEUs are
non-destructive and can be cleared with a remote soft reset of the DMD (i.e uploading a new
pattern to the device).
In summary, DMDs have performed well in each of these tests and demonstrated viability
in the harsh environments of a space mission. The final portion of the environmental test
campaign is gamma radiation testing of XGA DMDs. Gamma radiation causes TID, but
unlike proton radiation it does not cause transient single event effects. This testing was
recently completed and is discussed in detail in chapter 3. The completion of gamma radiation
testing marks the end of the environmental test campaign to qualify XGA DMDs for space
deployment.
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Chapter 3

Total Ionizing Dose Effects on DMDs
in a Space Mission Environment
3.1

Introduction

There is growing interest in using DMDs for space-based MOS, but the devices must first
be qualified for space deployment. The performance and reliability of DMDs in nominal
ground-based applications has previously been well characterized. The results show that these
devices are incredibly robust and reliable [46, 7, 59]. Commercial MEMS, like the DMD, are
not typically designed for space-based applications but have the potential to become space
qualified [60]. Space qualification requires additional testing to evaluate the performance and
reliability of DMDs under conditions specific to the space mission environment. To fulfill this
requirement, our team at RIT has been carrying out an environmental test campaign on both
COTS and re-windowed XGA DMDs.
The environmental test campaign on XGA DMDs has included mechanical shock and
vibration [61], low temperature [62, 61], high energy proton radiation [63], and heavy-ion
radiation [58] testing. DMDs have performed well in each of these tests, demonstrating viability
in the harsh environments of a space mission. As a final part of the test campaign, we have
recently completed two rounds of gamma radiation testing on XGA DMDs. Radiation testing
is especially critical for MEMS devices because they are comprised of mechanical structures
and electronic control circuits; both of which are potentially susceptible to radiation effects and
damage [65]. Gamma radiation causes total ionizing dose (TID), which results in cumulative
long-term effects that are discussed in further detail in section 3.2. This type of radiation
testing provides a useful simulation of TID effects from penetrating electrons and protons in
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the space environment. We first performed gamma radiation testing on XGA DMDs in June
of 2018 at the NASA Goddard Space Flight Center’s Radiation Effects Facility [12]. The
main objectives of this testing were to determine the TID at which adverse effects in DMDs
are observed and to observe how the TID effects are manifested in the devices. A total of
fourteen XGA DMDs were tested, including ten COTS DMDs and four re-windowed DMDs.
Devices were irradiated while biased and operational to TIDs between 18 - 44 krad(Si). Four
of the COTS DMDs were irradiated while unbiased (i.e. no power applied to the device) to
cumulative doses between 24 - 76 krad(Si). The nominal dose rate was 0.45 krad(Si)/min.
Each of the irradiated DMDs were left to anneal at room temperature and periodically tested
for functionality for up to four months after radiation exposure.
We performed a second round of gamma radiation testing the following year in June of 2019
at the same test facility previously used [13]. The main objective of this round of testing was
to investigate the impact of DMD window packaging on TID effects and evaluate the success
of high temperature annealing in the recovery of irradiated DMDs. Seven XGA DMDs were
tested including four COTS DMDs, two bare DMDs, and one specially re-windowed DMD.
Two of the COTS DMDs had previously been irradiated while unbiased in the 2018 testing.
The specially re-windowed DMD had its original window removed and then re-attached with a
thick layer of epoxy and paper shims. The epoxy and shims created an electrically insulating
layer between the window assembly and DMD. Four of the DMDs were subjected to high
temperature annealing processes immediately following radiation exposure.
As part of my thesis research, I carried out both rounds of gamma radiation testing on XGA
DMDs with our team, analyzed the results, and presented the work at the Emerging Digital
Micromirror Device Based Systems and Applications conference at SPIE Photonics West in
2019 and 2020. The published conference proceedings are "The effects of gamma radiation on
digital micromirror devices" (Oram et al., 2019) and "Further investigation of the effects of
total ionizing dose on digital micromirror devices" (Oram et al., 2020). In addition, an article
titled "Total ionizing effects on digital micromirror devices" (Oram et al., 2020) has recently
been published in SPIE’s Journal of Astronomical Telescopes, Instruments, and Systems. This
work marks the conclusion of the environmental test campaign for the space qualification of
XGA DMDs.

3.2

The Space Radiation Environment

The space radiation environment is comprised of energetic particles trapped by Earth’s magnetosphere, transient high energy solar particles, and galactic cosmic rays [66, 60]. For missions
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in low and medium Earth orbits, trapped protons and electrons are the dominate sources of
ionizing radiation. Solar particles are the dominate source of ionizing radiation for missions
at higher orbits and in interplanetary space. Radiation effects on materials and electronics
in the space environment include single-event effects (SEEs), displacement damage, and TID
effects [66]. This work is focused on TID effects, which are often the most threatening aspect
of the the space mission environment for MEMS devices [67]. TID is a measure of the energy
deposited into a material from ionizing radiation. Ionization generates electron-hole pairs,
which can increase the conductivity of the material and create trapped charges in insulators.
TID from high energy photons, such as gamma-rays, is a result of electron-hole pairs created
along the path of secondary electrons emitted from photon-material interactions [68]. Electrostatically actuated MEMS devices, like the DMD, are highly sensitive to the accumulation
of trapped charges in dielectric layers when exposed to ionizing radiation [67].

3.2.1

Modeling total ionizing dose

Modeling of the space radiation environment helps predict the sources and levels of radiation
that a device will be exposed to throughout a mission. Key factors for modeling expected
TID are the spacecraft orbit and trajectory, mission duration, shielding, and solar activity.
The expected TID for various mission scenarios was modeled using the Space Environment
Information System (SPENVIS) program. SPENVIS is an online resource provided by the
European Space Agency that evaluates space environments and effects [69]. Likely mission
scenarios for a DMD MOS include a 4 year mission in orbit at the second Lagrangian point
(L2) and 1 - 3 year small satellite missions in low Earth orbit (LEO). The SPENVIS orbit
generator tool was used to define the orbital parameters used for each mission’s radiation
model. The long-term solar particle mission fluences were calculated using the ESP-PSYCHIC
(total fluence) solar particle model. The model was run with a conservative 95% confidence
level. The confidence level represents the probability that the results of the model are an
overestimate of the radiation environment. Missions in LEO orbit are within the Van Allen
radiation belts, so the trapped radiation was modeled in addition to solar particle mission
fluences. The trapped proton and electron fluxes were calculated using the International
Radiation Environment Near Earth (IRENE) AE9/AP9 models run in perturbed mean mode
with a 95% confidence interval in the flux outputs. The outputs from ESP-PHYSIC and
IRENE AE9/AP9 were run through the SHIELDOSE-2 model in SPENVIS to calculate the
TID for the mission as a function of aluminum shielding thickness. The shielding was taken
to be in the shape of sphere centered around the device, with the TID calculated as the dose
absorbed in silicon at the center of the sphere. The output was used to generate the dose-depth
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curves shown in figures 3.1, 3.2, and 3.3. A commonly used thickness estimate for spacecraft
shielding is 2.54 mm (100 mils) of aluminum [70]. This equivalent shielding thickness is used
in referencing the expected TID for the different mission scenarios modeled. The proposed
Astrophysics Telescope for Large Area Spectroscopy (ATLAS) Probe will utilize DMDs for
multi-object spectroscopy and is planned to be in orbit at L2 [71]. Its likely that other future
missions considering using DMDs will also be in orbit at L2. The radiation environment for
such missions is dominated by solar particles and is therefore heavily influenced by the eleven
year solar cycle. In a worst-case scenario, a mission would take place during a period of
maximal solar activity. The current solar cycle 24 is predicted to reach a minimum in 2020.
Solar cycle 25 is predicted to have average intensity and reach a peak in July 2025 [72]. The
expected TID for a four year mission in orbit at L2 was modeled for a period of maximum solar
activity (worst-case), minimum solar activity (best-case), and a launch date in March 2021
where the mission would operate in a period between the next solar minimum and maximum.
Figure 3.1 shows the dose-depth curves calculated for each of these mission scenarios. At
a shielding thickness equivalent to 2.5 mm of aluminum, the worst-case expected TID after
four years is calculated to be 18.6 krad(Si), the best-case as 4.9 krad(Si), and 15.6 krad(Si)
for a mission launching in March 2021. In recent years there has been increased interest in
deploying DMDs on a small satellites in LEO. The expected TID for one year LEO missions in
polar orbits was modeled for varying altitudes. A polar orbit (inclination near 90-degrees) is
often the worst-case radiation environment for missions at lower altitudes in LEO. The models
assume the missions take place during a solar maximum period. Figure 3.2 shows the dosedepth curves for LEO missions at altitudes varying from 400 km to 1500 km. The Southwest
Research Institute’s proposed DMD MOS mission, the Infrared SmallSat for Cluster Evolution
Astrophysics (ISCEA), is planned for a LEO orbit with an altitude of 500km and inclination
of 28.5 degrees. The expected TID for the primary mission duration of 1 year and an extended
duration of 3 years was modeled using the planned launch date of January 1st, 2024. The
dose-depth curves for this mission are shown in figure 3.3. Table 3.1 lists the expected TID
per year for each of the modeled LEO missions with a shielding thickness equivalent to 2.5
mm of aluminum.
The calculated TIDs for missions in LEO and at L2 are used for the evaluation of DMD
performance during gamma radiation testing. For the purposes of space qualification, the XGA
DMDs must be expected to withstand the TID of likely mission scenarios. One particular
mission scenario of interest is a four year mission in orbit at L2 launching in March, 2021
which corresponds to a period of moderate solar activity. With shielding equivalent to 2.5
mm of Al, the expected TID is 15.6 krad(Si). Another particular mission of interest is the
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Figure 3.1: Dose-depth curves for a space mission in orbit at L2
Dose-depth curves for four year missions in orbit at L2 calculated with SPENVIS. The curves
represent the mission’s TID as a function of shielding thickness. The model takes shielding to
be an aluminum sphere.

planned small satellite, ISCEA, with a orbital altitude of 500 km and inclination of 28.5 degrees
[51]. Because ISCEA is a small satellite, the amount of shielding will likely be limited. With
shielding equivalent to 1.0 mm of Al, the expected TID after one year is 2.9 krad(Si). It is
important to note that the average dose rate in space is very low, typically on the order of 1−4
- 1−6 krad(Si)/min) [66]. In contrast, gamma radiation testing is often performed with high
dose rates (∼ 0.01 − 0.5 krad(Si)/min) [73] to reach the target dose in hours or days rather
than years. When comparing the expected TID of a space mission to TID received during
radiation testing it is important to consider differences in dose rate as it can have an impact
on a device’s TID tolerance [66].
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Figure 3.2: Dose-depth curve for LEO missions
Dose-depth curves for one-year missions in polar LEO at various altitudes. The curves represent the TID absorbed in silicon for varying spacecraft shielding thicknesses. The shielding is
represented as an aluminum sphere.

3.3

Approach

Two rounds of gamma radiation testing were performed on XGA DMDs at the NASA Goddard
Spaceflight Center Radiation Effects Facility in Greenbelt Maryland with a source having an
energy on the order of 1 MeV [74]. The first round of testing included fourteen XGA DMDs
and took place from June 27th - June 29th, 2018. The second round of testing took place
nearly a year later from June 5th - June 7th, 2019 and included a total of seven XGA DMDs.
DMD functionality was monitored throughout irradiation by displaying alternating patterns
on the DMD while capturing images of the device’s active area.
In the first round of testing, ten of the DMDs were biased and active during radiation
exposure while four were unbiased. All four of the unbiased and six of the active DMDs were
COTS devices. Four of the active DMDs were re-windowed devices. The nominal dose rate
for each test run was 0.45 krad(Si)/min, however three test runs were completed at lower dose
rates of 0.23 krad(Si)/min and 0.06 krad(Si)/min. Active DMDs received TIDs between 18.2
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Figure 3.3: Dose-depth curve for the ISCEA mission
The dose-depth curve for the proposed ISCEA mission with an orbital altitude of 500km and
inclination of 28.5 degrees. The primary mission duration is one year. This plot shows both
the dose after one year in orbit and after three years in orbit.

- 44.5 krad(Si) while unbiased DMD received between 24.4 - 76.6 krad(Si). The test run log
for this round is shown in table 3.2. The log lists the test run number, average dose rate, TID,
active device serial number, and unbiased device serial number.
All seven of the DMDs in the second round of testing were biased and active during
radiation exposure. Four of the DMDs were COTS, two were bare (i.e. window removed), and
one had its original window removed and re-attached with epoxy. Two of the COTS DMDs had
previously been irradiated while unbiased during the first round of gamma radiation testing
in 2018. The dose rate for each test run ranged from 0.31 - 0.34 krad(Si)/min. The DMDs
received TIDs between 16.4 - 20.0 krad(Si). Table 3.3 shows the test run log for this round
of gamma radiation testing. It lists the test run number, average dose rate, test run TID,
device cumulative TID, and DMD serial number. The two DMDs previously irradiated while
unbiased have cumulative TIDs that reflect the doses received in both the 2018 and 2019
rounds of gamma radiation testing.
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Table 3.1: Expected TID for LEO missions after one year

3.3.1

Orbital

Inclination

TID [krad(Si)/year]

Altitude [km]

[degrees]

with 2.5mm of Al shielding

400

91

3.4

500

28.5

0.9

600

91

4.5

750

91

6.7

900

91

10.6

1200

91

22.5

1500

91

41.9

Test Setup

The setup for gamma radiation testing was designed to actively control and monitor a DMD
throughout irradiation. The entire optical setup was housed in a lead/aluminum (Pb/Al)
box, which limits dose enhancement effects from low-energy scattered radiation. Figure 3.4
depicts the optical test setup housed in the Pb/Al box and figure 3.5 shows a photograph
of the optical test setup from the 2019 round of testing. The box was placed in front of the
gamma-ray source aperture with gamma-rays incident on the back surface of the DMD (i.e.
180 degrees from the DMD front surface and window). The gamma-rays are highly penetrating
and pass through the DMD. Four ion chamber dose monitors were used to monitor the average
dose rate at different locations within the test setup in real-time. The active DMD under test
was illuminated off-axis with a fiber fed LED source. In this configuration mirrors latched
into the -12◦ state reflect light towards the imaging path appearing white (high intensity) in
the CCD image. Mirrors latched into the opposite state deflect light away from the imaging
path, appearing black (low intensity). The imaging path consisted of a Cannon macro lens and
Prosilica GC1380 CCD camera. The full active area of the DMD was imaged by the CCD, with
1 CCD pixel corresponding to about 1.2 micromirrors. The DMD’s controller board, custom
built by Johns Hopkins University’s Instrument Development Group [57], was situated away
from the aperture of the gamma-ray source and shielded with lead bricks. Lead bricks were
also used to provide additional shielding to the imaging lens, LED source, and CCD camera.
Unbiased DMDs in the first round of testing were positioned inside the Pb/Al box next to the
active DMD and stacked vertically.
39

Table 3.2: Test run log: gamma radiation testing round 1 (June 2018)

3.3.2

Test Run

Avg. Dose Rate

TID

Active DMD

Unbiased DMD

Number

krad(Si)/min

krad(Si)

Serial Number

Serial Number(s)

1

0.45

24.8

150610

081109, 100703

2

0.45

18.9

080609

170307, 181008

3

0.45

18.2

191006

170307, 181008

4

0.23

20.7

240207

170307, 181008

5

0.23

18.8

190402

170307, 181008

6

0.45

39.8

180707

-

7

0.06

44.5

141103

-

8

0.45

18.6

191005

-

9

0.45

19.5

191205

-

10

0.45

18.8

151006

-

Test Procedure

At the start of each test run, a DMD was installed into the holding fixture in the test setup
and connected to the controller board. The DMD and CCD camera were controlled remotely,
allowing for active control and monitoring during irradiation. Functionality testing of the
DMD was performed prior to and throughout radiation exposure. DMD and camera control
scripts were used to send alternating patterns to the DMD while displaying live images from
the camera. Images of the DMD were saved once per second and used for data analysis.
The test patterns displayed by the DMD during functionality testing consisted of a pair
of inverse grid patterns. A white grid pattern directed all micromirrors towards the imaging
path except for a 10x10 grid of single mirrors that were tilted in the opposite state. Each
of the mirrors tilted in the opposite state were spaced 100 mirrors apart in the horizontal
direction and 75 mirrors apart in the vertical direction. The black grid pattern is the exact
inverse of the white grid pattern. The test pattern sequence consisted of sending a test pattern
to the DMD, waiting 10 seconds before sending the DMD reset command, and then holding
the test pattern for 10 seconds. This sequence was repeated for the entire gamma exposure,
alternating between the two grid test patterns with a duty cycle of about 20 seconds. The
alternating patterns allow for non-latching mirrors to be easily identified both when observing
the test in real-time and when analyzing the images after the conclusion of the test. During
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Table 3.3: Test run log: gamma radiation testing round 2 (June 2019)
Test Run

Avg. Dose Rate

Test Run TID

Cumulative TID

Active DMD

Number

krad(Si)/min

krad(Si)

krad(Si)

Serial Number

1

0.31

17.9

42.8

100703

2

0.31

19.9

19.9

061108

3

0.31

20.0

20.0

060609

4

0.34

16.4

93.4

181008

5

0.34

18.3

18.3

181204

6

0.34

22.0

22.0

060808

7

0.34

16.8

16.8

191102

operation on a space-based MOS mission, the DMD will be expected to hold a static position
for durations of 30 minutes or more when observing faint sources. The shorter duty cycle of
∼ 20 seconds was used during gamma radiation testing because, given the high dose rates of
the test environment, the accumulated dose in that time is comparable to the dose accumulated
during a 1 hour observation in space. However, two test runs in the first round of radiation
testing were conducted with different duty cycles than the nominal 20 seconds. Test run #6
with active DMD SN 180707 had a duty cycle of 2 seconds. Test run #10 with DMD SN
151006, held a constant test pattern for 44 minutes while being irradiated.
During the first round of testing, there was no specific target TID for each test run to reach,
the radiation exposure was stopped based on the extent of TID effects observed in the devices.
During the second round of testing, all DMDs were irradiated to a minimum of 16 krad(Si). At
the end of each test run the average dose rate and accumulated dose values were recorded from
each of the four ion chamber dose monitors. The nominal procedure immediately following
irradiation was to power cycle the DMD and perform a short functionality test on the device.
DMDs that were irradiated while unbiased were checked for functionality after irradiation
using the nominal test pattern sequence.
3.3.2.1

Annealing Tests

Gamma radiation testing utilized dose rates several orders of magnitude higher than the average dose rate expected on a space mission in order to meet the target TID in a reasonable
amount of time. This accelerated testing overlooks possible low dose rate effects that can
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Figure 3.4: Diagram of gamma radiation test setup
A diagram of the test setup inside of the Pb/Al box. The gamma-ray aperture corresponds
to the unshielded area in front of the source. The green arrows signify the direction of the
gamma-rays, which are incident on the back surface of the DMD. The DMD under test was
imaged onto a CCD camera to monitor its performance and detect any non-latching mirrors.
Ion dose chamber monitors (labeled as C1, C2, C3, and C4) were placed in the setup to monitor
dose rate and TID in real-time. Lead bricks were placed within the test set-up for additional
shielding of the DMD controller board and other electronics and optical components.

occur on orbit. For electrostatic MEMS in particular, the dose rate in space (∼ 1−4 − 1−6
krad(Si)/min) may be low enough for the device to recover by annealing throughout the lifetime of a mission. Test methods to better simulate the space radiation environment involve
irradiating the device at a relatively high rate (∼0.3 krad(Si)/min) and then subjecting it to
prolonged room temperature or accelerated high temperature annealing [73]. The performance
after annealing is a better indicator of the device performance during a space mission.
After the first round of gamma radiation testing, the irradiated DMDs were left to anneal at
room temperature while unbiased. Functionality of the devices was checked periodically using
the optical test set up designed to image the DMD as it alternates between test patterns.
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Figure 3.5: Photograph of the 2019 gamma radiation test setup
A photograph of the gamma radiation test setup during the 2019 round of testing. This photo
shows a portion of the inside of the Pb/Al box. The photo was taken prior to placement of the
lead bricks used for extra shielding and ion chamber dose monitors. It shows a DMD installed
into its holding fixture along with the test setup’s optical elements. Both the CCD camera
and DMD controller electronics are not visible in the photo.

The second round of gamma radiation testing included both room temperature and high
temperature annealing methods. Two methods of high temperature annealing were tested.
The first method involved heating an unbiased DMD in an oven for ten minutes at 100◦ C.
The DMD was removed from the test setup and placed in the oven. Temperature quickly rose
to 100◦ C, and after ten minutes the DMD was removed and placed back in the test setup for
a functionality test.
The alternate method for high temperature annealing involved heating a DMD while it
remained in the test setup and under bias. Two DMDs underwent this in-situ heating immediately following irradiation and one DMD was heated both during and after irradiation.
To heat the DMD in-situ, an ultra-high temperature heating tape was wrapped around the
DMD holding fixture. Aluminum foil was used to help contain heat around the DMD. With an
input voltage of 120 volts, the heating tape outputs 156 watts with a power density of 13 watts
43

per square-inch. The temperature was controlled by varying the input voltage of the heating
tape with a variable transformer. The temperature was monitored with thermocouples (TCs)
located near the DMD fixture and attached to the DMD’s window frame. One of the devices
to undergo in-situ heating was a bare DMD and did not have ample area to attach a TC to
the device’s frame. The temperature during the heating of this device was monitored by a
single TC located near the DMD test fixture. DMD functionality was monitored throughout
the heating using the nominal test pattern sequence and image capture settings.
Heating was initiated immediately following gamma exposure for COTS DMD SN 181008
and bare DMD SN 181204. The DMDs were heated at rates of 0.5◦ C - 3.0◦ C per minute,
reaching maximum temperatures of 58 - 70◦ C. For the COTS DMD SN 060808, heating was
started during irradiation when the TID reached 18.7 krad(Si). The gamma exposure was
stopped at a TID of 21.97 krad(Si), but the heating was continued for another 32 minutes
afterwards.
Each DMD that underwent high temperature annealing was returned to room temperature
in an unbiased state afterwards. Functionality of these DMDs was tested periodically along
with all of the other DMDs which were left to anneal at room temperature.

3.4

Results

The primary effect of TID on DMDs that was observed during gamma radiation testing was
the occurrence of non-latching mirrors, which are micromirrors that fail to latch into the proper
state during operation. The onset of non-latching mirrors was sudden and began as a small
cluster. As TID continued to increase, the number of affected mirrors increased each time the
DMD was reset and a new test pattern loaded. Non-latching mirrors were only observed in the
active DMDs and were fully recovered by annealing after irradiation. The DMDs irradiated
while unbiased during the first round of testing in 2018 did not exhibit any adverse effects
when checked for functionality immediately following radiation exposure.
The amount of non-latching mirrors is expressed as a percentage of the total number of
DMD mirrors. This quantity was calculated from images of the DMD captured during testing.
A difference image was computed for images of sequential white and black grid test patterns
displayed on the DMD. Zero or low intensity pixels in the difference image correspond to
non-latching mirrors. A binary threshold image filter was applied to the differenced images
to calculate the number of pixels corresponding to non-latching mirrors. The percentage of
non-latching mirrors was then computed as the ratio of the number of pixels corresponding to
non-latching mirrors to the number of pixels corresponding to all of the DMD mirrors. The
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TID for each image captured during irradiation was calculated using the image’s time stamp
and average dose rate measured by ion dose chambers located next to the DMD during the
test run. Nominally, black and white test pattern images were captured 20 seconds apart,
corresponding to a difference in TID of about 0.11 krad(Si) between the two images. For each
percentage of non-latching mirrors calculated from a difference image, the TID is taken to be
the mean TID calculated from the timestamps on the pair of images.
Results from both rounds of gamma radiation testing in 2018 and 2019 are presented in
table 3.4. For each test run, Table 3.4 lists the TID accumulated during the test run, TID at
the initial onset of non-latching mirrors, percent of non-latching mirrors at 18 krad(Si), and
the percent of non-latching mirrors at the end of the test run. In table 3.4, the * indicates the
DMDs which had been previously irradiated. The DMD from test run #10 in 2018 was held
in a constant pattern during radiation exposure, and as a result non-latching mirrors could
not be detected until the nominal test pattern sequence was initiated after irradiation.
The average TID at the initial onset of non-latching mirrors for DMDs from both rounds
of gamma radiation testing is 17.3 krad(Si). This does not include the results from DMDs
which were previously irradiated while unbiased or the DMD which was held in a constant
pattern during gamma exposure.
1

3.4.1

DMD window packaging

The onset of non-latching mirrors occurred at similar TIDs for both COTS and re-windowed
DMDs, however a striking difference in the pattern of non-latching mirrors was observed.
COTS DMDs consistently show a border pattern of non-latching mirrors. This border pattern
follows the edges of the DMD array and has a width of about 100 mirrors (∼1.3 mm). The
central region of COTS DMDs remains functional until the TID reaches about 30 krad(Si).
Re-windowed and bare DMDs do not show any particular pattern in the occurrence of nonlatching mirrors. In these devices the non-latching mirrors began in a small cluster which
spread over the entire device in a cascading effect. Figure 3.6 shows an example of the different
non-latching mirror patterns observed in COTS and re-windowed DMDs.
The difference in pattern of non-latching mirrors between COTS and re-windowed DMDs
was initially observed in the first round of gamma radiation testing. One of the main objectives
in the second round of radiation testing was to further investigate the impact of DMD window
packaging on TID effects. That round of testing included two bare DMDs to allow for the
characterization of TID effects in a device without a window. It also included a specially
re-windowed DMD which had its original window assembly removed and then re-attached in
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Table 3.4: Test Results: TID and percentage of non-latching mirrors
Test Year

DMD

Test Run

TID krad(Si)

% Non-latching

% Non-latching

and Run

Window

TID

at Initial

at

at

Number

Type

krad(Si)

Occurrence

18 krad(Si)

Final TID

2018, #1

COTS

24.8

17.4

3.0%

27.9%

2018, #2

COTS

18.9

17.7

4.9%

24.0%

2018, #3

Fused Silica

18.2

17.5

84.7%

94.6%

2018, #4

MgF2

20.7

18.0

0.2%

96.3%

2018, #5

COTS

18.8

17.1

26.5%

32.7%

2018, #6

COTS

39.8

16.2

31.4%

44.5%

2018, #7

COTS

44.5

17.5

4.0%

100.0%

2018, #8

Sapphire

18.6

17.7

20.3%

99.8%

2018, #9

Sapphire

19.5

19.0

0.0%

8.3%

2018, #10

COTS

18.8

-

-

35.1%

2019, #1

COTS

17.9*

11.8*

-

48.9%

2019, #2

Bare

19.9

16.5

97.0%

99.9%

2019, #3

COTS

20.0

16.6

24.1%

36.3%

2019, #4

COTS

16.4*

10.4*

-

38.1%

2019, #5

Bare

18.3

17.4

2.7%

49.4%

2019, #6

COTS

22.0

17.0

12.7%

40.8%

2019, #7

Re-windowed

16.8

15.1

-

99.9%

*Previously irradiated DMDs.

a manner that is different from all other re-windowed DMDs. In this case, epoxy and paper
shims were used to create an insulating layer between the DMD and window assembly. The
specially re-windowed DMD (SN 191102) has the same material elements as the COTS devices
but without a hermetic seal or conduction path from the window assembly to DMD frame.
Both the specially re-windowed DMD and two bare DMDs presented with non-latching
mirrors sparsely distributed across the devices before the irradiation had started. Its very
likely that these non-latching mirrors were caused by exposure to humidity and particulate
contamination. The relative humidity in the test facility was 40 - 42% on June 3rd during
test runs 1 - 3 and 47 - 52% on June 7th during test runs 4 - 7. The re-windowed DMD
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Figure 3.6: Non-latching mirror patterns
An example of the difference in non-latching mirror patterns between COTS and re-windowed
DMDs. The top row of images show a COTS DMD (SN 141103) at TIDs of 18.5, 20.0, and 41
krad(Si). The bottom row shows a re-windowed DMD (SN 240207) at TIDs of 18.5, 20.0, and
20.5 krad(Si). Each image is of a DMD displaying a white grid pattern during irradiation. The
dark areas in the image are the result of non-latching mirrors. The images show the full active
area of each DMD (1024x768 micromirrors). The percentage of non-latching mirrors is given
for each image. Non-latching mirrors in the COTS DMDs appear to form a border pattern
around the edge of the DMD. Eventually non-latching mirrors spread to the central portion of
the DMD, as seen in the image at 41 krad(Si). Re-windowed DMDs have no distinct pattern of
non-latching mirrors, with non-latching mirrors beginning as small clusters that spread across
the entire DMD very quickly.

in this case was not hermetically sealed, and the re-windowing process was not performed
in a clean room. The bare DMDs had their window assemblies removed immediately prior
to the start of irradiation, but with no protective window they are directly exposed to the
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surrounding environment. In each case, the non-latching mirrors increased at a slow rate
as the devices were operated in the pre-irradiation functionality tests. The increase in nonlatching mirrors continued at a slow rate as the radiation exposure began. The DMDs suddenly
showed complete recovery of non-latching mirrors at a TID above 15 krad(Si), which was then
followed by the re-appearance of non-latching mirrors which rapidly increased in number.
At this point the pattern and rate of increase of non-latching mirrors was very similar to
the re-windowed DMDs in the first round of gamma radiation testing in 2018. The border
pattern of non-latching mirrors was not observed in the bare DMDs nor in the DMD that was
re-windowed with its original window assembly.
For these three DMDs, the TID at which adverse effects are initially observed is considered
the TID at which non-latching mirrors began to increase rapidly. Increases in non-latching
mirrors at lower TIDs appear to be a result of exposure to humidity, contamination, or other
environmental variables that exclude radiation exposure. The slow rate of increase and sparse
distribution is not characteristic of TID effects typically observed in DMDs. The observed
recovery of these initial non-latching mirrors during irradiation also indicates that TID effects
were not the cause of non-latching mirrors at lower doses.
In figure 3.7, the percent of non-latching mirrors is plotted against TID for each of the
active DMDs tested in 2018 and 2019 rounds of gamma radiation testing. These plots show
the consequences of the difference in non-latching mirror patterns. The percent of non-latching
mirrors in re-windowed DMDs increased sharply, reaching over 90% before a TID of 20 krad(Si)
in most cases. COTS DMDs exhibit an slower average rate of increase in non-latching mirrors
due to the affected mirrors being confined in the border pattern. Two COTS DMDs were
irradiated to TIDs over 30 krad(Si) and as a result the pattern of non-latching mirrors expanded
from the border into the central region of mirrors.

3.4.2

Annealing results

When TID induces charging effects in a device, it may recover through annealing. Subjecting
an irradiated device to high temperatures can often accelerate the rate of annealing and recovery time. After the first round of gamma radiation testing in 2018, the irradiated DMDs
were left to anneal while unbiased at room temperature. All of the DMDs recovered from
this prolonged room temperature annealing, some in as little as 24 hours. The most severely
affected DMDs recovered within 18 weeks of room temperature annealing. In the second round
of gamma radiation testing, two methods of high temperature annealing were utilized in addition to room temperature annealing. Table 3.5 lists the annealing results for active DMDs
after the 2018 round of testing. All ten of these devices were annealed while unbiased at room
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Figure 3.7: Percentage of non-latching mirrors versus TID
Plots of the percentages of non-latching mirrors versus TID for each of the DMDs tested in
2018 and 2019. The top left is a plot of the data from COTS DMDs tested in 2018. The plot
in the top right shows data from COTS DMDs tested in 2019, including the two DMDs which
had previously been irradiated while unbiased in 2018. In the bottom left is data from the
re-windowed DMDs tested in 2018. In the bottom right is a plot of the data from the bare
and specially re-windowed DMDs tested in 2019.

temperature (25◦ C). Table 3.6 lists the results of annealing for all seven DMDs after the 2019
round of testing. For the two DMDs that underwent more than one type of annealing, the
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result of each annealing session is listed separately.
Table 3.5: 2018 Annealing results

3.4.2.1

Test

Cumulative

Annealing

% non-latching

run number

TID [krad(Si)]

time [hours]

mirrors

1

24.8

24

0.0%

2

18.9

24

0.0%

3

18.2

588

0.0%

4

20.7

588

0.0%

5

18.8

588

0.0%

6

39.8

3024

0.0%

7

44.5

3024

0.0%

8

18.6

588

0.0%

9

19.5

588

0.0%

10

18.8

588

0.0%

High temperature

In the second round of gamma radiation testing, two methods of high temperature annealing
were implemented. The first method was an unbiased bake at 100◦ C for ten minutes. COTS
DMD SN 060609 from test run 3 was heated using this method. At the end of irradiation,
this device had 36.3% non-latching mirrors. After the high temperature anneal the DMD was
fully recovered with 0% non-latching mirrors.
The other method of high temperature annealing was in-situ heating of DMDs while under
bias. In-situ heating was performed on COTS DMD SN 181008 and bare DMD SN 181204
immediately following irradiation. In-situ heating was also performed on COTS DMD SN
060808 during (beginning at a TID of 18.7 krad(Si) and after irradiation. Figure 3.8 shows
the percent of non-latching mirrors as a function of elapsed time after the end of radiation
exposure for these three DMDs. The DMDs were heated to maximum temperatures of 58 70◦ C. Both of the COTS DMDs experienced an increase in the number of non-latching mirrors
during heating, while the bare DMD showed complete recovery of non-latching mirrors after
33 minutes. After in-situ heating, DMD SN 181008 underwent an oven bake at 100◦ C for ten
minutes while unbiased, however the device did not show any recovery of non-latching mirrors
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Table 3.6: 2019 Annealing results
Test

Cumulative

run number

TID [krad(Si)]

1
2
3
4

42.8
19.9
20.0
93.4

5
6

18.3
22.0

7

16.8

Annealing
temp.

[◦ C]

25
25
100
58
100
25
70
70
25
25

Annealing

Annealing

% non-latching

bias

time [hours]

mirrors

unbiased
unbiased
unbiased
biased
unbiased
unbiased
biased
biased
unbiased
unbiased

551.7
42.3
0.2
0.3
0.2
1976.0
0.6
0.6
74.2
141.2

0.0%
0.0%
0.0%
100.0%
100.0%
37.1%
0.0%
100.0%
0.0%
0.1%

afterwards.
High temperature annealing techniques were successful in accelerating the recovery of nonlatching mirrors in a bare DMD and a COTS DMD that was heated while unbiased. Heating
of biased COTS DMDs after irradiation resulted in an increase in the number of non-latching
mirrors, however the DMDs showed recovery of non-latching mirrors after additional annealing
at room temperature. Both prolonged room temperature and high temperature annealing of
unbiased DMDs provide a useful simulation of device performance in the very low dose rate
environment of a space mission. Results from both gamma radiation tests showed that DMDs
which received a TID between 18 - 25 krad(Si) had completely recovered with 24 hours or
less of annealing at room temperature. A COTS DMD with a TID of 20 krad(Si) completely
recovered after just 10 minutes of annealing at 100◦ C. These results show that non-latching
mirrors caused by TID effects will completely recover with annealing and appear to have a
high annealing rate.
The temperature of a DMD during a space mission depends on specific mission parameters.
In cases where the DMD is operating at low or cryogenic temperatures, it may be necessary
to periodically heat the DMD to accelerate annealing. Such annealing methods have been
previously demonstrated with the Hubble Space Telescope’s Wide Field Camera 3 CCDs [75].
DMDs are good candidates for periodic high temperature annealing given that they were
developed to withstand the high operating temperatures of projection light display systems.
The XGA DMDs have a maximum recommended operating temperature of 65◦ C and can
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Figure 3.8: A plot of non-latching mirrors for DMDs heated in-situ
A plot of the percent of non-latching mirrors versus time after the end of gamma radiation for
DMDs that were heated in-situ. Heating began immediately following the end of irradiation
for the DMDs from 2019 test runs 4 and 5. Heating began during radiation exposure for the
DMD in 2019 test run 6 and continued after radiation was stopped. Both of the COTS DMDs
showed an increase in non-latching mirrors when heated. Temperatures were recorded from
TC’s bonded to the window frame of these devices. The temperatures at various time intervals
are shown on the plot in blue for the DMD from test run #4 and black for the DMD from
test run 6. The bare DMD showed a complete recovery after being heated for 33 minutes.
The bare DMD did not have a direct TC bonded to its frame to monitor temperature. The
maximum temperature read by a TC located near the DMD holding fixture was 70◦ C.

withstand higher temperatures when not actively operated [54].
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3.5

Analysis of TID effects

The observed effect of TID on XGA DMDs is the occurrence of non-latching mirrors. While
the effect may appear mechanical, it is electrical in nature and most likely caused by dielectric
charging in the DMD. Dielectric charging results in electrostatic forces that inhibit mirror
actuation.
During nominal operation, micromirrors are electrostatically deflected about a torsional
hinge and latched into the + or - 12 degree state. The mirror carries a bias (or reset) voltage
and beneath it are a pair of address electrodes which receive voltages from a CMOS SRAM cell.
The voltage difference between the mirror and address electrodes creates the electrostatic force
that rotates and latches the mirror [45]. Charging in dielectric layers as a result of ionizing
radiation creates an opposing electrostatic force. As TID increases, more charge accumulates
and eventually the opposing electrostatic force is strong enough to prevent the micromirror
from latching into a stable state. Annealing of charges reduces the electrostatic forces inhibiting mirror movement, and with sufficient annealing the mirrors are able to properly latch into
position again. This is consistent with TID effects observed in other electrostatically actuated
MEMS, where charge buildup inhibits actuation [67, 76, 77].
The exact details of the architecture of the 0.7" XGA DMDs could provide more insight to
the charging mechanisms, but such details are not publicly available. However, Texas Instruments patents [78, 79] describe a dielectric layer which is deposited over address electrodes of
a DMD. A dielectric layer in this location would be susceptible to charging when exposed to
ionizing radiation, and if present in XGA DMDs it would likely be the cause of the observed
TID effects. As ionizing radiation passes through the DMD, electrons and holes are generated
in the air gap under each micromirror. The electric field from the bias and address voltages
drive the charge carriers apart. As a result, a surface charge is formed on the dielectric layer
above the address electrodes and inhibits the electrostatic actuation force. The surface charge
is quasi-static, and will anneal over time [80]. In addition to surface charging, it is also possible
for TID to result in deeper charge traps in the bulk of the oxide or at the interface between
the oxide and underlying silicon [68].
The bias condition of the DMD during irradiation has a significant impact on dielectric
charging and the effects of TID. Without an applied bias, more charge carriers are able to
recombine leaving less charge to become trapped. DMDs that were unbiased during radiation
exposure did not exhibit non-latching mirrors. However, when two of those DMDs were
irradiated a second time while biased nearly a year later, the onset of non-latching mirrors
occurred at a TID 36% lower than the average for other DMDs. This suggests that irradiation
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of DMDs while unbiased results in a long-lasting but undetectable level of trapped charge in
the device.
In nominal cases, the bias of a DMD is dynamic as its based on the duty cycle (i.e.
rate of switching) of the micromirrors. During radiation testing the nominal duty cycle held
micromirrors in a static position for 20 seconds. The longer that a mirror is held in a static
state during radiation exposure, the greater the surface charge on the dielectric layer. This
explains why the DMD SN 151006 from gamma radiation round 1, test run #10 was severely
affected by a TID of 18.8 krad(Si). The DMD was held in a static test pattern for 44 minutes
during irradiation. It required the same amount of annealing time to fully recover (18 weeks
at room temperature) as the DMDs that received more than twice the TID with a nominal
duty cycle.
During operation on a space-based MOS mission, a DMD is expected to hold a static
position for long durations of 30 minutes or more to acquire enough signal from faint sources.
These long duration static holds of a DMD in the space environment will not have a significant
impact on the effects of TID because the dose rate in that environment is very low.

3.5.1

Patterns of non-latching mirrors

A puzzling result from gamma radiation testing of XGA DMDs is the border pattern of nonlatching mirrors observed in all COTS DMDs. It is clear that the window packaging is affecting
the charge distribution across the full array of micromirrors during gamma radiation. It does
not appear to impact the TID tolerance, as the initial onset of non-latching mirrors occurs in
the same TID range in both COTS and re-windowed DMDs.
Different window packaging configurations were tested in an attempt to isolate the origin of
the border pattern. The border pattern was not observed in DMDs re-windowed with Sapphire,
Fused Silica, or MgF2 . It was also not observed in bare DMDs (window completely removed)
nor in a DMD that was re-windowed with its original window assembly using electrically
insulating epoxy. Based on the results of this testing, the conditions under which the border
pattern appears are: 1) the DMD is hermetically sealed, 2) the device has its original window
assembly (borosilicate glass with a gold-plated Kovar frame), and 3) there is a conductive path
between the window frame and DMD.
The border pattern is likely caused from a combination of effects related to the package
conditions listed above. Insulating materials used for DMD windows are susceptible to surface
charging when exposed to ionizing radiation, similar to the surface charging effects on dielectric
layers within the device. Charge accumulates where it is deposited in insulators, resulting in
inhomogeneous local electric fields and potentials across the material. The deposited charge
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dissipates over time, moving from the insulator to a grounded substrate [81]. In a COTS DMD,
the window is directly in contact with the Kovar frame, which is brazed to the DMD’s ceramic
carrier [82]. Accumulated charge on the window surface may contribute to the formation of
the border pattern of non-latching mirrors by disrupting the transport and concentration of
charges in the DMD below it.
The gold-plated Kovar material comprising the window frame may also contribute to the
formation of the border pattern. Kovar is an iron-nickel-cobalt alloy with a high atomic
number (Z). It has been shown to result in dose enhancement in microelectronics when used
as a packaging lid material [83]. A high Z material like Kovar is an effective absorber of
high energy radiation, but generates secondary electrons through photoelectric or Compton
processes [84]. Such materials have been shown to have a greater fraction of electron current in
the backwards direction [85]. In the case of a COTS DMD, the Kovar frame may be producing
an electron current in the backwards direction (i.e. going from window frame towards the DMD
chip), creating a higher concentration of charge in the border region of the DMD nearest to
the frame. The border region is then effectively receiving a higher dose than the central region
of the array due to dose enhancement.
Dose enhancement factor (DEF) is a ratio of the average dose in the sensitive region of a
device to the equilibrium dose. The DEF for a device with Al contacts and a Kovar lid when
irradiated with a gamma-ray source at 180◦ (i.e. gamma-rays incident on back surface of the
device opposite of the lid) is calculated to be 1.6 [83]. Each of the DMDs were irradiated with
the gamma source at 180◦ (see test setup diagram, figure 3.4) and the devices have aluminum
alloy contacts. The average dose at which non-latching mirrors occur in the border region of
COTS DMDs is 17.5 krad(Si) and about 30 krad(Si) for the central region of mirrors. The
ratio of these doses is 1.7, slightly higher than the 1.6 DEF that has been calculated similar
devices [83]. The exact cause of the border pattern observed in COTS DMDs can not be
determined from the results obtained, but it is almost certainly due to interactions between
ionizing radiation and the window package materials. For this reason, future missions planning
to deploy a DMD in space should take DMD window package design into careful consideration.
However, it is also important to note that the TID tolerance of a DMD does not appear to be
impacted by window packaging and both COTS and re-windowed XGA DMDs are well suited
for space-based applications.
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3.6

Summary and Conclusion

To qualify XGA DMDs for space deployment, a environmental test campaign has been carried
out on the devices. The final portion of this campaign included two rounds of gamma radiation
testing to investigate the effects of TID on XGA DMDs. In addition to testing, radiation
modeling of likely mission scenarios was completed to determine the TID that a DMD should
be able to withstand.
The results of radiation modeling found that the expected TID for a DMD on the proposed
ISCEA mission is 2.9 krad(Si) per year in a LEO orbit with 1 mm of Al shielding. The expected
TID for a DMD on a four year mission in orbit at L2 that launches in 2021 is 15.6 krad(Si)
with a shielding equivalent to 2.5 mm of Al. The expected TID for any future missions will
varying depending on the orbit, level of shielding, duration, and launch date. However, it is
useful to compare the results of gamma radiation testing of DMDs to the expected TID levels
listed above.
Gamma radiation testing was performed at the NASA GSFC’s Radiation Effects Facility
in June of 2018 and 2019. A total of 19 XGA DMDs were irradiated to TIDs ranging between
16.8 - 93.0 krad(Si) at dose rates between 0.06 - 0.45 krad(Si)/min. Testing included variations
in DMD window packaging, bias conditions, and annealing techniques. The functionality of
biased DMDs was monitored throughout radiation exposure through passive imaging methods while the device displayed alternating test patterns. Four DMDs were irradiated while
unbiased, and underwent functionality testing after radiation exposure.
The effects of TID on DMDs results in non-latching mirrors which can be fully recovered
through annealing. Non-latching mirrors are most likely caused by dielectric charging that
inhibits electrostatic actuation. The average TID at the initial onset of non-latching mirrors
in XGA DMDs is 17.3 krad(Si). After irradiation, DMDs exhibit a high rate of annealing that
can be accelerated at high temperatures. Because the rate of annealing in DMDs is high, and
the dose rate in space is very low, the devices can anneal throughout the duration of a space
mission. As a result, the TID tolerance of a XGA DMD is expected to be higher in space than
in the radiation test environment. The results of this gamma radiation testing have found
that XGA DMDs can survive the expected TID for a variety of space mission profiles.
These two rounds of gamma radiation testing conclude the environmental test campaign to
qualify XGA DMDs for space deployment. XGA DMDs have successfully passed mechanical
shock and vibration, low temperature, high energy proton radiation, heavy-ion radiation, and
gamma radiation testing. DMDs make excellent candidates for reconfigurable slit masks in
space-based MOS and should be considered for any future missions.
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This work has resulted in two conference proceedings, "The effects of gamma radiation
on digital micromirror devices" (Oram et al., 2019) and "Further investigation of the effects
of total ionizing dose on digital micromirror devices" (Oram et al., 2020). Additionally, this
work has been published with an article "Total ionizing dose effects on digital micromirror
devices"(Oram et al., 2020) in the SPIE Journal of Astronomical Telescopes, Instruments, and
Systems.
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Chapter 4

Optical Properties of DMDs
4.1

Overview

It is critical to examine the optical characteristics of DMDs to ensure that a DMD-based MOS
can meet the science driven requirements of a astronomy mission. Both the reflectance and
contrast ratio of DMDs are particularly relevant to astronomical spectroscopy. The reflectance
of a DMD quantifies how much of the incoming light reaches the spectrograph as a function of
the wavelength of light. The reflectance of a DMD plays a significant role in its applications
in astronomy as the devices must have high reflectivity across the desired wavelength regimes.
The contrast ratio of a DMD is a measure of how well the device can reject unwanted signals.
Unwanted signals include the sky background and light from non-selected sources in the field
of view. Each of these properties impact the SNR and quality of spectral data obtained
by the instrument. Spectral measurements require high SNR to sufficiently distinguish the
faint signals from background light and measure spectral lines and profiles with low fractional
uncertainty.
The spectral sensitivity of a DMD describes the wavelength range that it can be used
to measure. It is a product of both the reflectivity of the micromirrors themselves and the
transmission of the protective window on the device. COTS DMDs have limited spectral
sensitivity, as they are optimized for visible light wavelengths between 400 nm - 700 nm.
Many applications in astronomy require the spectral sensitivity of DMDs to be expanded into
the UV and IR wavelength regions. Section 4.2 describes efforts in expanding the spectral
sensitivity of DMDs by re-windowing and re-coating the devices.
Section 4.3 presents results from measuring the contrast ratio and reflectance of various
DMDs in a spectrograph-like configuration. These tests were designed to provide a more
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realistic characterization of DMD performance in a MOS. The contrast ratio and reflectance
of COTS, re-windowed, and bare DMDs were measured across NUV and visible wavelengths
from 200 nm - 800 nm.

4.2

Improving DMD Spectral Sensitivity

The protective window used in commercial-off-the-shelf (COTS) XGA and DC2K DMDs is
made from borosilicate (Corning 5056) glass and is optimized for performance in the visible
spectral region between 400 nm - 700 nm [54]. The reflectance of COTS XGA DMDs falls
off significantly below 350 nm. Many applications in astronomy require sensitivity to wavelengths beyond the visible region; Ultra-violet (UV) and Infrared (IR) wavelength regions are
of particular interest for multi-object spectroscopy [86]. For DMDs to be a viable option for
multi-object spectroscopy it is necessary to replace the original window with one that has
high transmission in the UV spectral region of 100 nm - 400 nm or IR spectral regions above
700 nm. To meet this need, a process for re-windowing XGA DMDs has been developed at
the Rochester Institute of Technology (RIT). This process involves carefully machining the
original window off the device (de-lidding) and replacing it with a new window material. XGA
DMDs have been successfully re-windowed with several different window materials including
Sapphire, Magnesium Fluoride (MgF2 ), and UV-grade Fused Silica [61].
The current process for re-windowing DMDs involves bonding a window either directly to
a de-lidded DMD or to a stainless steel frame, which is then bonded to the de-lidded DMD.
A low out-gassing epoxy is used for bonding the window to the DMD or stainless steel frame.
It is important that re-windowed DMDs have a hermetic seal to ensure the reliability of the
devices. The protective windows of COTS DMDs have a hermetic glass-to-metal seal, with
a resistance weld sealing the window frame to the DMD. Figure 4.1 shows a cross-sectional
diagram of a COTS DMD package (left) as compared to the cross-section of a re-windowed
DMD (right). The hermaticity of DMDs can be characterized by the air-equivalent leak-rate.
COTS DMDs have an air-equivalent leak rate in the range of 1 × 10−10 atm-cc/sec, while
the rate for DMDs re-windowed with epoxy is in the mid 1 × 10−7 atm-cc/sec range. While
the leak rate for re-windowed DMDs is still considered to be in the hermetic range, improved
hermaticity to the same levels as COTS DMDs is desired to ensure longevity of the devices.
A potential solution for improved hermaticity is to use a laser-welding technique rather than
epoxy to attach a window assembly to a DMD. A direct metal-window laser weld is not ideal for
the desired window materials due to the high temperatures involved. A potential solution for
a hermetic metal-to-window seal, is to solder the material to a stainless steel frame. Then the
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stainless steel frame can be laser welded to the DMD. This process was tested on two XGA
DMDs. A company in Germany, Fraunhofer, metalized the outer edges of two Fused-silica
windows and soldered them to stainless steel frames. A special soldering technique for the
alignment of optics was used in this process. The soldered window assemblies were then laser
welded to the DMDs by Precision Laser Technologies in Rochester, New York. Two devices
were laser welded with a stainless steel frame bonded to fused silica windows with commercial
epoxy. All four laser welded devices were fully functional after the process was completed.
Each underwent leak rate testing and results showed that the soldered and welded DMDs had
a air-equivalent leak rate on the order of 1 × 10−5 . The epoxied and welded DMDs had leak
rates on the order of 1 × 10−7 atm-cc/sec. These results indicate that the soldered and welded
DMDs had no improvement in hermaticity. Its suspected that the soldering technique leaves
very small gaps through which gasses can leak. Alternative methods should be explored to
create a hermetic metal to window seal for re-windowed DMDs.

Figure 4.1: Cross-sectional diagrams of COTS and re-windowed DMDs
Cross-sectional diagrams of a COTS (left) and re-windowed (right) XGA DMDs. Current
re-windowing processes utilize a low out-gassing epoxy to bond a window to a DMD. The
window material is bonded to a stainless steel frame, which allows for the pairing of virtually
any optical material without being concerned with a coefficient of thermal expansion (CTE)
mismatch.
The re-windowed XGA DMDs have improved reflectance in the near-UV (NUV) spectral
range from 200 nm - 350 nm as compared to COTS DMDs. Bare DMDs have demonstrated
a > 60% reflectivity in the NUV spectral range down to 200 nm [87, 88]. Figure 4.2 shows
the measured reflectance of a COTS XGA DMD, sapphire re-windowed XGA DMD, and bare
XGA DMD over NUV and visible wavelength ranges. In the far-UV (FUV) wavelength range
below 200 nm, the reflectivity of the micromirrors themselves becomes a limiting factor in
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overall DMD reflectance. Improved DMD reflectance in the FUV wavelength range of 90 nm
- 200 nm can be achieved by re-coating the micromirrors with a protected aluminum coating
process originally developed for monolithic optics [88, 89]. The micromirrors are an aluminum
alloy, which has a significant drop in reflectance below 200 nm. Even pure aluminum mirrors
will exhibit this drop in reflectance due to the formation of an aluminum oxide layer. To extend
reflectivity into the FUV down to 100 nm, micromirrors are re-coated with a thin layer (on the
order of 10s of nm) of high-purity aluminium followed immediately with another thin layer of a
protective overcoat such as aluminium trifluoride (ALF3 ). This process has been successfully
demonstrated with collaborators at NASA GSFC, showing that 1) DMDs remain functional
after re-coating [87] and 2) reflectance of DMDs in the FUV is improved after applying a
protected aluminum coating [88]. Refinement of the re-coating process is an on-going effort to
create a reliable process with maximal gains in reflectance at FUV wavelengths. Additionally,
some preliminary re-coating process development has begun at RIT using facilities within the
Semiconductor and Microsystems Fabrication Laboratory (SMFL). A coating process using
an e-beam evaporator is currently under development there.
The sinusoidal-like structure in the reflectance of various DMDs shown in figure 4.2 can be
attributed to diffraction effects of the micromirror array. The spacing between micromirrors is
about 3 µm, which is not much larger than visible and NIR wavelengths. When the micromirrors are tilted in the same direction, the DMD becomes like a blazed grating. As a result, the
reflectance of a DMD peaks at the blaze wavelength for each diffraction order [90]. At shorter
wavelengths, the diffraction angles are closer together with more overlapping of the diffraction
orders, effectively smoothing out the reflectance of the DMD. As wavelength increases to the
NIR and IR regimes, the diffraction effect becomes more pronounced due to less overlapping
of diffraction orders.

4.3

Reflectance and Contrast Ratio Measurements

The reflectance of a DMD relates to the overall spectral sensitivity of a DMD-based MOS.
It is a product of the reflectivity of the micromirrors, fill factor, diffraction efficiency, and
transmission of the protective window. It is important to measure the reflectance of a DMD
while in its powered-on state, as the mirror positions are unreliable when a DMD is unpowered.
The mirrors tend to fall back to a flat state when power is removed from the device, however
this state is not stable or reliably repeatable. Slight variations in the tilt of the micromirrors
in this state will alter the measured reflectance. A powered on DMD will have all micromirrors
latched into a stable operating state, which is consistent with how DMDs are used in a MOS.
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Figure 4.2: Reflectance of various XGA DMDs
The reflectance of COTS XGA DMDs falls off significantly below 350 nm due to the transmission of the Borosilicate glass window. Re-windowed XGA DMDs use window materials
with high transmission at NUV wavelengths to improve reflectance over the 200 nm - 350 nm
range. This graph, adapted from Vorobiev et al. (2018)[88], shows measured reflectance of
COTS, re-windowed (sapphire), and bare XGA DMDs over the visible and NUV wavelength
ranges.

The contrast ratio of a slit mask in a MOS quantifies how well the mask rejects unwanted
light. A high contrast ratio is necessary for obtaining sufficient SNR and spectral quality. The
required contrast ratio for a MOS differs based on the instrument’s design and science goals.
In the absence of a specific contrast ratio requirement it is useful to compare the contrast ratio
of a DMD to the requirement and goal contrast ratio for the James Webb Space Telescope’s
NIRSpec. The required contrast ratio for the NIRSpec MOS is 2, 000 : 1, with a goal of
10, 000 : 1 [91].
The contrast ratio of a DMD measures the signal reflected by mirrors in the on-state (i.e.
towards the spectrograph) as compared to scattered and diffracted signal from the off-state
mirrors that enters the spectrograph. Unlike traditional transmissive slit masks, DMDs rely
on reflection to spatially modulate light. Light incident on the DMD is reflected into a wider
cone angle than with a monolithic mirror due diffraction caused by the micromirror size being
on the same order as the wavelengths of light. This translates to a loss in optical efficiency,
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as not all light is captured by the collection optics. The f/# (focal ratio) of the collection
optics can be decreased, widening its acceptance cone to capture more light from the DMD.
However, a wider acceptance cone also means a decrease in contrast ratio as more scattered
and diffracted light from off mirrors is collected. Ultimately the contrast ratio of a DMD is
the product of several factors beyond the DMD itself: the illumination f/# and angle, f/# of
the collection optics, wavelength(s) of light, and spatial distribution of light on the DMD.
It is therefore important to measure the contrast ratio of DMDs in a way that closely
matches the properties of a MOS. Measurements of a COTS DMD in a spectrograph-like
configuration were previously completed at RIT [92] and found that the contrast ratio was
above 6000 : 1 across the 400 nm - 700 nm wavelength range covered by the COTS DMD
window’s AR coating. These measurements had significant uncertainties due to low SNR in
the measurement of the signal coming from the DMD off state. We have since developed an
improved spectrograph-like test setup to measure the contrast ratio of various XGA DMDs at
both visible and NUV wavelengths with a lower degree of uncertainty. Five XGA DMDs were
with this new test setup, including one COTS, two re-windowed, and two bare DMDs.

4.4

Methods

The reflectance and contrast ratio of various XGA DMDs was measured as a function of
wavelength using an test setup designed to mimic the optical layout of a spectrograph. Light
reflected and scattered from the DMD under test is ultimately captured with a highly sensitive
CCD camera. At each wavelength, images are collected with all DMD mirrors in the on-state
and with all mirrors in the off-state. The contrast ratio is measured by computing the ratio
of the intensity of the signal on the CCD when all mirrors are in the on-state (Ion ) to the
intensity of the signal when all mirrors are in the off-state (Iof f ). The DMD contrast ratio as
a function of wavelength (C(λ)) is given by the following:
C(λ) = Ion (λ)/Iof f (λ)

(4.1)

Absolute reflectance measurements require additional images to be collected with a reference flat mirror in the place of the DMD. The reference flat mirror has a known reflectivity
(r(lambda)). The absolute reflectivity of the DMD as a function of wavelength (R(lambda))
is calculated from the following equation:
R(λ) = Ion (λ)/Iref (λ) ∗ r(λ)
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(4.2)

Where Iref is the measured intensity of the signal on the CCD with the reference flat mirror
in place.
The reflectance and contrast ratio was measured for five XGA DMDs including two rewindowed, two bare (no window), and one COTS. Table 4.1, the test log, lists each of the
devices for which these optical properties were measured. The DMD serial number, window
type, and the window anti-reflective (AR) coating wavelength coverage are listed along with
the wavelengths for which the properties were measured at.
Table 4.1: Contrast Ratio Test Log

4.4.1

DMD

Window

Window AR

Wavelengths

Serial Number

Type

Coating

Measured

080203

Original (Borosilicate)

300 nm - 700 nm

300 nm - 800 nm

191205

Sapphire re-windowed

None

200 nm - 470 nm

191207

MgF2 re-windowed

200 nm - 400 nm

200 nm - 800 nm

017006

Bare (no window)

N/A

200 nm - 800 nm

017008

Bare (no window)

N/A

200 nm - 800 nm

Test Setup

The test setup has two configurations, each of which covers a different wavelength range.
The visible (VIS) configuration uses a monochromator and covers the wavelength range from
300 nm - 800 nm. The NUV configuration uses bandpass filters and covers the wavelength
range from 200 nm - 300 nm. The NUV configuration has lower wavelength resolution and
limited wavelength sampling, but provides important data collection points in the NUV. Figure
4.3 shows a diagram of both test setup configurations. Images of the test setup in the VIS
configuration are shown in figure 4.4.
The focal ratio of illumination and collection optics has a significant impact on the effective
contrast ratio of a DMD. The faster the optics (i.e. low f/#), the wider the beam cone and
more scattered light will be collected, lowering the contrast. The focal ratios of the optics in
this test setup were chosen to be similar to that of a DMD-based MOS design. The illumination
f/# is f/3.9 and collection f/# is f/3.0.
In each test configuration, the DMD under test is illuminated on-axis with a ∼300µ diameter spot of broadband light, covering an area of ∼22 micromirrors. The illumination optics
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Figure 4.3: A diagram of the test setup for contrast and reflectance measurements of XGA
DMDs. Figure 4.3a on the left depicts the VIS configuration of the test setup while figure 4.3b
depicts the NUV configuration. The beam path is shown in purple for illustrative purposes.

consist of an optical fiber fed by a laser-driven light source (LDLS) and a f/3.9 lens (L1).
The LDLS is a high brightness broadband source with stable output over the 200 nm - 800
nm wavelength range. Absorptive neutral density (ND) filters were placed at the output of
the LDLS to reduce the output signal as necessary. Two ND filters were used, with optical
densities (ODs) of 1.5 and 3.0. In some cases the ND filters were used in series to reduce the
signal from the source even further. Accurate contrast measurements require the ability to
measure a high dynamic range of signals, especially when the expected contrast ratio is on
the order of 103 : 1. The use of ND filters in the test setup helped to expand the range of
detectable signals during testing.
The LDLS was coupled with a UV fiber optic cable assembly with a core diameter of
230-microns. The spot on the DMD is an image of the tip of the optical fiber. The spot size
is about 5 - 10 times larger than the expected target object size on a DMD within a MOS.
The spot size in this test setup is limited by aberrations in the illumination optics, physical
constraints of the optical layout, and the diameter of the optical fiber tip. The potential
consequence of having a larger spot size is a slightly increased contribution of diffracted light,
leading to a slight decrease in contrast ratio.
Light reflected and scattered by the DMD (or reference flat mirror) is collected and col65

limated by a f/3 lens (L2) positioned 12 degrees from the device normal. A third lens (L3)
focuses the beam as it is directed into the entrance aperture of a monochromator. A CCD
camera is positioned at the output of the monochromator to captures images of the output
beam. The CCD camera is a Spectral Instruments model 800s with a back-illuminated e2V
CCD42-90. This full-frame large format (2048x4612 pixels) array is designed for low-signal
scientific applications. A diagram of the VIS test configuration is shown in figure 4.3a and
photos of the test setup are shown in figure 4.4.
The monochromator in the VIS test configuration is a Princeton Instruments Acton Series
SP-2500i with a focal ratio of f/6.5. The monochromator’s grating efficiency limits the output
signal to a wavelength range of 300 nm - 1000 nm. Measurements in the NUV (200 nm - 300
nm) are made with a modified test configuration. The NUV test configuration replaces the
monochromator with a filter wheel containing a series of 10 nm bandpass filters centered at
wavelengths of 200 nm, 220 nm, 250 nm, 280 nm, and 300 nm. This configuration is shown in
figure 4.3b.
The DMD under test is operated with custom controller electronics developed by the
Instrument Development Group at Johns Hopkins University. The control electronics were
designed specifically for applications in astronomy and allow for long duration static holds of
micromirrors [57]. Test scripts written in Python are used to control the patterns displayed
on a DMD during testing.

4.4.2

Test Procedure

Measurements are collected at intervals of 10 nm for VIS wavelengths between 300 nm - 800
nm. At NUV wavelengths of 200 nm - 300 nm, measurements are collected with bandpass
filters at intervals of 20 nm - 30 nm. At each wavelength step the following series of images
are captured:
1. A set of 5 images with all DMD mirrors in the on-state and exposure time ton
2. A set of 5 dark frames with exposure time ton
3. A set of 5 images with all DMD mirrors in the off-state and exposure time tof f
4. A set of 5 dark frames with exposure time tof f
After the sets of images are collected, the wavelength output of the monochromator or
filter position of the the filter wheel is changed and the process is repeated to cover both the
NUV and VIS wavelength ranges.
Measurements of the reference flat mirror were made with the same process, after swapping
the DMD out for the mirror. The flat mirror is positioned in the same plane of the DMD so
that the spot size remains the same. The mirror is tilted +12 degrees to match the tilt of DMD
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Figure 4.4: Photos of the optical test setup designed to measure the contrast ratio of XGA
DMDs. Figure 4.4a on the left shows a top-down view of the VIS test configuration with
a monochromator. The beam path is shown in blue for illustrative purposes. Figure 4.4b
on the right shows the Spectral Instruments CCD camera positioned at the output of the
monochromator. Black foam boards and felt were used to control stray light in the test setup.

mirrors in the on-state. Step 3 is omitted for the flat mirror, as it is stationary throughout
testing.
Before collecting each series of 5 images, the CCD camera exposure time and the total
optical density of ND filters at the output of the light source are adjusted. The exposure
time of the camera was adjusted to ensure that the signal on the CCD camera was above the
noise floor, while being sufficiently below saturation. The ND filters were necessary to prevent
saturation of the CCD camera while measuring DMD on-state signals. Both the ND filters
and exposure times are accounted for in the analysis of the contrast ratio measurements.
Because bare DMDs are susceptible to damage from particulates, humidity, or other contamination sources, the functionality of these devices was monitored throughout testing. The
active area of the DMD was imaged while the entire array was illuminated with broadband
light. Alternating test patterns were displayed on the DMD as a way to detect any micromirrors that failed to latch into the proper state.
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4.4.3

Data Analysis

The signal levels in each CCD image are used to calculate the DMD reflectance and contrast
ratio. The absolute reflectance of the DMD is calculated from the reported reflectivity of the
reference mirror and the ratio of the signal in images when all mirrors of the DMD are in the
on-state to the signal in images captured with the reference flat mirror.
The contrast ratio of a DMD in this experiment is computed as the ratio of the signal
on the detector when all mirrors are in the on-state to the signal on the detector when all
mirrors are in the off-state. Raw CCD images were dark subtracted and pixel values converted
from digital counts to counts per second by dividing by the exposure time and transmission
of the ND filter(s) used. Transmission data for the ND filters as a function of wavelength
was obtained from the manufacturer. The following equations describe how raw CCD images,
Ion and Iof f , are calibrated and converted to counts per second. The dark frames for each
type of image (DMD on or DMD off) are represented by Don and Dof f , exposure times are
represented by ton and tof f , and the transmission of the ND filter(s) is given by Ton and Tof f .
I ′ on = (Ion − Don )/(ton ∗ Ton )

(4.3)

I ′ of f = (Iof f − Dof f )/(tof f ∗ Tof f )

(4.4)

The calibrated images were then used to calculate singular values for the signal from the
DMD on-state, off-state, and reference mirror at each wavelength. To obtain an accurate
measure of the total signal captured at each wavelength, the sum of pixel values in a region
containing 90% of the total image energy was calculated. The pixel sums of rectangular regions
within the image were computed until a region containing 90% of the total sum of all pixels
in the image was found. This method is often used in computing encircled energy in images.
This allowed us to minimize noise in the measurements, while still accounting for all light
incident on the CCD from the DMD.
The signals, Son and Sof f , for the DMD on and or off states were calculated by summing
pixel values of a rectangular region in the image which contained 90% of the total image’s
energy:
Son (λ) =

y2
x2 X
X
x=x1 y=y1
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I ′ on (x, y, λ)

(4.5)

Sof f (λ) =

y2
x2 X
X

I ′ of f (x, y, λ)

(4.6)

x=x1 y=y1

Where x1 , x2 , y1 , and y2 represent the pixel coordinates of the bounds of the rectangular
region which contained 90% of the total image energy.
The contrast ratio for the given wavelength was then calculated as the ratio of the signal
from the DMD on-state to the signal from the DMD off-state:
C(λ) =

Son (λ)
Sof f (λ)

(4.7)

The ratio of DMD signal to reference flat signal is computed in the same manner for the
absolute reflectance measurements, with SM representing the signal from the flat mirror:
SM (λ) =

y2
x2 X
X

I ′ M (x, y, λ)

(4.8)

x=x1 y=y1

The reported reflectivity of the flat mirror,rλ , is multiplied by this ratio to compute a value
for the absolute reflectance:

Son (λ)
× rλ
SM (λ)

R(λ) =

(4.9)

The uncertainty in both contrast ratio and reflectance measurements was calculated from
error propagation of the uncertainty in image pixel values, ND filter transmission, and exposure
time. From each set of raw images (Ion , Iof f , Don , Dof f ) a standard deviation image is created
by computing the standard deviation of each image pixel per set. The standard deviation
images,σI for images with signal and σD for dark images, represent the uncertainty in the
pixels. An uncertainty image for the dark subtracted images, σIcts is computed as:
q
σIcts =

(σI )2 + (σD )2

(4.10)

Next, the uncertainty is propagated to represent the uncertainty in the pixel values after they
have been converted to counts per second:
′

σI ′ = I ×

s

σIcts
I −D

2
+

 σ 2
tT

tT

(4.11)

where t is the exposure time, T is the transmission of the ND filter(s), and σtT is the uncertainty
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from those properties, which is calculated from the following:
σtT = tT ×

r 
σ 2
t

t

+

 σ 2
T

T

(4.12)

The uncertainty in exposure time is on the order of several seconds due to the CCD camera
not having a shutter. Normally, the CCD would perform continuous clearing of charge to
mitigate this uncertainty, however it was only discovered after collect all measurements that a
setting used within the Spectral Instruments software package effectively disabled the continuous clearing mode. The camera "status" window in the software was kept open throughout
measurements to monitor the CCD temperature and pressure, however it was discovered that
this status window interrupts the continuous clearing function of the CCD. So, the total integration time for each image has higher uncertainty as the exposure time is really the time
between readouts of the images.
Uncertainty in the transmission of the ND filters was provided along with the ND filter
transmission data from the manufacture. For measurements which utilized both ND filters
placed in series, the actual transmission has a higher uncertainty due to reflection losses from
the filter surfaces. The reflection losses were also provided by the manufacture, however the
resulting transmission can vary based on tilt between the two filters and the order in which
the filters were placed in series. Lab measurements of broadband transmission with different
configurations of the ND filters were used to verify the range of transmission values that could
be expected from using the two ND filters together.
In calculations of the signals from the DMD on and off states, pixel values from a rectangular region of the images are summed. From this we calculated the uncertainty in the sum
of pixels from this region:
v
u x2 y2
u X X σI ′ (x, y) 2
σS = t
I ′ (x, y)
x=x y=y
1

(4.13)

1

This step converts the uncertainty images into a single value for the uncertainty in signal
measured at each wavelength. Lastly, the uncertainty in the contrast measurement σC is
computed from repeated the above steps for DMD on and off state measurements and using
the following equation:

s
σC = C

σSon
Son

2


+

σSof f
Sof f

2

(4.14)

The uncertainty in reflectance measurements was calculated in a similar manner, taking
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into account the uncertainty in the reflectivity of the reference mirror, σr , which was provided
by the manufacturer.
s
σR = R

4.4.4
4.4.4.1

σSon
Son

2


+

σSM
SM

2
+

 σ 2
r

r

(4.15)

Results
Contrast Ratio

The contrast ratio results for five XGA DMDs with various window types is shown in figure
4.5. Contrast is plotted in a log scale against wavelength. Horizontal error bars represent
the uncertainty in wavelength while vertical error bars represent the uncertainty the contrast
measurement. Figure 4.6 shows the total measured signal from the DMD on-state images
at each wavelength for all DMDs and figure 4.7 shows the total signal measured from DMD
off-state images.
Across the visible light region, 400 nm - 700 nm, measured contrast for both bare DMDs
and the MgF2 re-windowed DMD was > 2, 000 : 1 with low uncertainty. Table 4.2 lists the
average contrast values for DMDs over the visible light regime. The COTS DMD has a lower
slightly contrast ratio on average as compared to the re-windowed and bare DMDs, which is
likely due to increased uncertainty (due to lower SNR) in the COTS DMD measurements and
transmission properties of the COTS DMD’s AR-coated borosilicate window.
The bare DMD SN 017008 has a measured contrast consistently 3× that of the other
DMDs over the visible light region, including the other bare DMD. The measured DMD offstate signals from DMD SN 071008 are lower than the other DMDs, which corresponds to
a higher contrast. This difference in contrast value between the two bare DMDs could be
a result of differences in the environmental conditions and optical alignment during testing.
Bare DMDs are highly sensitive to humidity, which can inhibit the micromirror actuation and
damage the devices. The relative humidity at the time of testing the two bare DMDs ranged
between 35% − 57%, with average humidity of the 46%. DMD SN 071008 was under testing
from June 3rd, 2021 - June 10th 2021, while DMD SN 071006 was under testing from June
24th, 2021 - July 8th, 2021. Each DMD was partially de-lidded at the same time prior to
testing, in late April 2021. Partial de-lidding is a process in which a CNC mill makes fine
cuts around the DMD window frame to prepare it for full window removal. When a DMD
is de-lidded, the window remains in place until a twisting or shearing force is applied to the
window frame for complete removal. The DMDs are no longer hermetically sealed after partial
de-lidding, so it is possible that high humidity levels and a prolonged time between partial de71

lidding and full window removal for measurements led to some degradation in the performance
of DMD SN 071006. The functionality of each bare DMD was periodically checked throughout
testing by imaging the DMD active area, however it is possible that these functionality checks
did not sufficiently capture all aspects of device performance.

Figure 4.5: The measured contrast for five different XGA DMDs versus wavelength. The
contrast values are plotted on a log scale, with a dashed line depicting a contrast ratio of
2,000:1. The contrast ratio of bare and re-windowed DMDs is above 2, 000 : 1 for nearly
the entire wavelength range measured. The contrast ratio of the COTS DMD is lower, with
several points under 2, 000 : 1. Significant error bars are depicted at data points where the
SNR of measurements from the DMD-off signals was very low. The log scale causes error bars
to appear uneven.
Large vertical error bars are evident in the plot shown in figure 4.5 at data points where
the SNR of the measurements was low. In most cases, the low SNR is due to very low signal
from the DMD-off state images. In some cases it is a combination of poor SNR and increase
uncertainty in the transmission of the ND filters used in the DMD-on measurements. These
significant uncertainties are most prominent in the NUV region, where the calculated values
for contrast at these wavelengths tends to be very high (on the order of 105 - 109 ). As shown in
section 4.2, the diffraction losses from the DMD micromirror structure are reduced at shorter
wavelengths. This suggests that the contrast ratio at NUV wavelengths is high, however
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Table 4.2: Average Contrast Ratio over visible wavelengths
DMD

Average Contrast

Type

400 nm - 700 nm

Bare

15, 500 : 1

Bare

3, 200 : 1

Re-windowed, MgF2

2, 700 : 1

COTS

2, 800 : 1

quantifying the exact contrast ratio with low uncertainty would require more sensitive test
equipment at these wavelengths. Large error bars are also evident at various wavelengths for
the COTS DMD, which can also be attributed to low SNR in the DMD off signals. The data
points for the COTS DMD with large error bars do not significantly deviate from the trends
of the rest of the data, with the exception of the measurement at 800 nm.

Figure 4.6: This figure shows the signals measured from the DMD on-state for each of the
various DMDs tested. Total signal is the signal measured using the method described in
section 4.4.3, and it is counted as pixel ADUs.
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Figure 4.7: This figure shows the signals measured from the DMD off-state for each of the
various DMDs tested. Total signal is the signal measured using the method described in section
4.4.3, and it is counted as pixel ADUs. Larger error bars in the vertical direction indicate high
uncertainty in the total signal. This occurs primarily due to very low SNR measurements, as
the signal from the DMD off-state is generally very low.

The contrast measurements for the Sapphire re-windowed DMD (SN 191205) were limited
to a wavelength range of 200 nm - 470 nm due to an occurrence of non-latching mirrors during
testing. The results that were obtained are in line with those of the other re-windowed and
bare DMDs. Non-latching mirrors are micromirrors that fail to latch into a stable operating
state, causing increased scattered light from the device. The affected region of the DMD
spanned ∼100x100 micromirrors surrounding the illumination spot on the DMD. It is highly
likely that the occurrence of non-latching mirrors was due to accidental prolonged exposure
to UV light from the laser-driven light source. The effect was similar to previously observed
total ionizing dose (TID) radiation effects on XGA DMDs [93]. Texas Instruments™has also
previously noted a slight statistical increase in the occurrence of non-latching mirrors with
exposure to UV and NUV light [7]. The measurements we were able to obtain for this DMD
are similar to results from the other re-windowed DMD.
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4.4.4.2

Absolute Reflectance

Results for the measured absolute reflectance of the five various XGA DMDs are shown in
figure 4.8. The reflectance is plotted versus wavelength, and horizontal error bars represent
the uncertainty in wavelength while vertical error bars represent the uncertainty the contrast
measurement. The wavelength range for absolute reflectance measurements is limited to visible
light 350 nm - 800 nm due to the lack of absolute reflectance data for the reference flat
mirror below 350 nm. The results are dominated by uncertainty, which largely arises from the
uncertainty in the signals from the reference flat mirror and its true reflectivity.

Figure 4.8: Absolute reflectance of each DMD measured is plotted as a function of wavelength
over the range 350 nm - 800 nm. The absolute reflectance measurements have significant
uncertainty, in large part due to uncertainty in the measured signals and true reflectance of
the reference flat mirror. Clearly the DMD reflectance can not be greater than 1 (100%),
but large uncertainties in these sensitive measurements has resulted in several data points
returning a reflectance > 1. Additionally, the reflectance of each DMD here does not match
with previous measurements of bare, COTS, and re-windowed DMDs.
With data that is so dominated by uncertainty, these results are not a reliable source
for characterization of DMD reflectance. Alternative methods for measuring DMD reflectance
while powered on (i.e. all mirrors in the on-state) are currently under development with collab75

orators at the University of Colorado’s Laboratory for Atmospheric and Space Sciences (LASP)
in Boulder, CO and at the Space Telescope Science Institute (STScI) in Baltimore, MD. These
methods utilize a reflectometer capable of measuring the reflectance at fine wavelength resolutions with low uncertainty. The facilities at LASP include a vacuum UV reflectometer
capable of measuring DMD reflectance in the FUV. The DMD custom control electronics have
been adapted to work with the vacuum chamber so that powered on reflectance measurements
can be made. At STScI, the Space Telescope Ultraviolet Facility (STUF) is currently under
development with plans to incorporate a NUV-optical reflectometer capable of measuring the
reflectance and scattering properties of DMDs. This facility will also include a bench-top
instrument simulator to measure the optical properties of DMDs in a realistic spectrographlike configuration. The lessons learned from the spectrograph-like measurements performed
at RIT and presented in this work will help ensure the success of the STUF characterization
capabilities.

4.5

Summary and Conclusions

Both the reflectance and contrast ratio of DMDs are important qualities when considering the
devices for use as programmable slit-mask arrays in a MOS. The reflectance determines the
range of wavelengths at which the instrument can measure. High reflectivity at UV wavelengths
is a priority for future DMD-based MOS space missions. The contrast ratio indicates how well
the device is able to reject unwanted signals from entering the spectrograph. It has a direct
impact on the quality of spectral data obtained from a MOS, as low contrast will result in
poor SNR in the spectral data obtained. For a more realistic evaluation of DMD contrast
and reflectance, measurements should be done in a spectrograph-like configuration. Contrast
ratio is significantly impacted by the wavelength of light, angle of illumination, and f/# of the
illumination and collection optics.
We have measured the absolute reflectance and contrast ratio of five XGA DMDs at NUV
and visible wavelength regions spanning 200 nm - 800 nm. The measured DMDs included
two re-windowed, two bare (no window), and one COTS. Each DMD was illuminated with a
200µm diameter spot of light while images were collected with all micromirrors in the on-state
and then with all in the off-state. The absolute reflectance was calculated using a reference
mirror and the ratio of signals from the mirror and a DMD.
The contrast was calculated as ratio of the signal in images captured with all DMD micromirrors on and all off. Despite using a sensitive scientific CCD and bright laser-driven
broadband light source, there was difficulty in obtaining high SNR measurements of signal
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from the DMD off-state at wavelengths of 350 nm and shorter. This led to high uncertainty
in the contrast ratio measurements at wavelengths below 350 nm. Several measurements at
visible wavelengths also exhibit high uncertainty due to poor SNR in the images and increased
uncertainty in the relative amount of light incident on the DMD between the on and off state
measurements.
On average, the contrast ratio of bare and re-windowed DMDs was slightly greater than
that of the COTS DMDs, having a contrast ratio > 2, 000 : 1 across NUV and visible wavelengths 330 nm - 800 nm, with low uncertainty in the measurements at visible wavelengths.
These results indicate that XGA DMDs have sufficient contrast ratio to perform well as a
programmable slit mask in a MOS.
The results from absolute reflectance measurements are dominated by uncertainty in the
measured signals. A significant contributor to this large uncertainty is the difference in transmission of ND filters used for measurements of the reference flat and the DMD. Nearly all
measurements of the reference flat mirror required combing two ND filters in series at the
output of the light source to prevent CCD images from saturating. Uncertainty in the transmission of these filters arises from losses in transmission due to reflections from the surfaces of
the filters. Additionally, the signal recorded from the flat mirror was found to vary significantly
between test runs (∼ 50% variation). This variation is thought be a result of inaccuracy in
the positioning of the flat mirror relative to the input beam. The flat mirror is to be tilted
12 degrees to reflect the beam into the same collection optics path as the DMD on-state measurements. Deviations from this tilt angle, or other misalignment of the mirror, can lead to
variations in the signals ultimately collected with the CCD camera.
Future work with collaborators at the Space Telescope Science Institute (STScI) and University of Colorado’s Laboratory for Atmospheric and Space Sciences (LASP) will include
measuring the reflectance, scattered light, and contrast ratio of re-windowed and re-coated
XGA DMDs in the FUV through visible wavelength regions. Given the importance of NUV
and FUV wavelengths to future MOS missions, it will be critical to evaluate the DMD optical
properties in these spectral regions. The results presented in this work serve as an important
baseline and comparison for future contrast ratio measurements.
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Chapter 5

Hadamard Transform Spectral
Imaging with DMDs
5.1

Introduction

Integral field spectroscopy (IFS), the measure of spatially resolved spectra, is an essential
tool in astronomy for studying properties of extended objects and dense clusters of objects.
IFS can be utilized to study a number of different astronomical objects, such as galaxies,
planetary nebulae, emission-line regions, dense stellar clusters, and groups of galaxies. Chapter
2 discusses the three main types of instruments used for IFS: lenselet array, optical fiber, and
image slicer IFUs. With these instruments the entire volume of spatial-spectral data can be
extracted from a detector image. While IFUs are highly efficient, the technologies used in
IFUs are not well suited for space deployment due to large size, complexity, or high cost.
IFS capabilities can be added to DMD-based MOS with no changes to hardware or design. A
straightforward approach is with long slit imaging spectroscopy, which uses a long slit scanning
approach to build up a volume of spatially-resolved spectra. A long slit is formed with the
DMD by grouping micromirrors together. The position of the long slit is stepped across the
DMD array as images are recorded from the spectrograph. The top row of figure 5.1 illustrates
the long slit scanning technique with a DMD-based MOS.
Often, the signals in these spectroscopic measurements are very faint, requiring long integration times or the superposition of multiple observations to achieve a desired SNR. Such
methods to increase SNR also increase the overall measurement time, thus decreasing observing efficiency. Alternatively, multiplexed measurements of faint signals can achieve the desired
SNR in a more efficient manner due to Fellget’s advantage. Fellget’s (i.e. the multiplex)
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advantage is the improvement in SNR of multiplexed measurements as compared to direct
measurements[94] for the same amount of integration time. The Hadamard transform optical
multiplexing technique offers the highest improvement in SNR of reconstructed signals [36].
The improvement in SNR enables greater measurement efficiency as compared to traditional
single slit spectroscopy techniques. This multiplexing technique can be utilized in a number
of ways by spectrometers, imagers, and spectral imagers.
In astronomy, an HTSI technique can be implemented with a DMD-based MOS to perform
IFS. HTSI is similar to long slit scanning, but with multiple long slits arranged across the field
of view for each measurement. The technique requires a set of images to be collected, each with
different placements of long slits. The pattern of slits causes significant spectral overlap on the
detector, resulting in spatially-convolved spectra. However, the inverse Hadamard transform
can be applied to reconstruct the original signals from the sky. Figure 5.1 illustrates how both
the long slit scanning and HTSI methods work with a DMD-based MOS. By opening multiple
slits at once, significantly more light is incident on the detector for each image, which leads in
a reduced mean square error (MSE). As a result, the reconstructed signals have a higher SNR
as compared to measurements of the same signals made with a single slit. This gain in SNR is
only realized for cases where the signals are not photon-noise dominated. The HTSI technique
is well suited for astronomical spectroscopy applications, where the signals are often faint (i.e.
not photon-noise dominated). Potential targets for the HTSI technique include those which
are near the detection threshold for a given instrument, such as high red-shift galaxies, diffuse
gaseous regions, or circumgalactic medium (CGM).
An HTSI observing mode can be implemented on existing and planned DMD-based MOS
with no changes to the hardware or design. With the addition of this observing mode, the
overall observing efficiency for IFS measurements of faint objects can be increased due to the
gain in SNR it provides over long-slit scanning. HTSI will not always be the most efficient
method, as the gain in SNR degrades with any source of noise or error that is dependent
on the signals. This can include photon noise, fluctuations in intensity, variable point-spread
function (PSF), spatial fluctuations, and more. The performance of the HTSI technique must
be evaluated for various types of target objects, observational parameters, and sources of
noise and errors. This work aims to identify the limiting cases of the HTSI technique so that
it may be utilized effectively. We first explain the technique in more detail, including how it
can be implemented on DMD-based MOS. We then discuss the results from modeling HTSI
performance with a DMD-based MOS using various observational parameters and simulated
sky scenes. We compare the results to those from a long slit scanning method and provide
examples of scenarios where the HTSI technique has the greater advantage. The long slit
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Figure 5.1: A comparison of long slit scanning and HTSI methods
A comparison between long slit imaging spectroscopy and HTSI observations. Top: as a
long slit is scanned across a target, spectra are obtained at every position in the slit and
then combined into a data cube. Bottom: Each exposure during HTSI observations does
not contain individual spectra; instead, a set of observations serve as the input to the inverse
Hadamard transform, which constructs the final data cube. The multiplexed image for a given
slit pattern consists of spatial information convolved with spectral information (x ∗ λ).

scanning and HTSI methods are not intended to replace the efficiency of an IFU, but rather
offer added capabilities and extreme versatility to existing and planned DMD-based MOS.

5.2

The Hadamard Transform Technique

When weighing very small objects, more accurate results are obtained by weighing the objects as a group rather than individually. This method is known as a weighing design, and
it is the basis of the Hadamard transform technique in spectroscopy [36]. Light is "weighed"
by measuring the intensity of a signal. Optical multiplexing techniques measure groups of
signals simultaneously, which reduces noise in the measurements if the noise is independent
of the intensity of the signal (i.e. not photon noise limited). The Hadamard transform technique employs encoding masks, consisting of elements that either block or transmit light, and
Hadamard transforms. The masks transmit more light than a traditional slit, as they are comprised of many slits or apertures. The encoding masks are constructed based on a Hadamard
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matrix (H-matrix) of an order n, Hn , which has nxn elements with values of +1 or -1. A
Hadamard matrix is symmetric and almost its own inverse, satisfying the following equation:
Hn HnT = HnT Hn = nIn

(5.1)

Where HnT is the transpose of Hn and In is identity matrix of order n. The inverse of Hn can
be expressed as:
Hn−1 =

1 T
H
n n

(5.2)

Below is an example of a H-matrix of order 8:

+1

+1

+1


+1
H8 = 
+1


+1

+1

+1


+1 +1 +1 +1 +1 +1 +1

−1 +1 −1 +1 −1 +1 −1

+1 −1 −1 +1 +1 −1 −1


−1 −1 +1 +1 −1 −1 +1

+1 +1 +1 −1 −1 −1 −1


−1 +1 −1 −1 +1 −1 +1

+1 −1 −1 −1 −1 +1 +1

−1 −1 +1 −1 +1 +1 −1

(5.3)

When a signal, ψ, is measured using the Hadamard transform technique, the resulting
data, η, measured by a detector is described by the following:
η = Hn ψ

(5.4)

The signal is recovered from this data using the inverse Hadamard transform. Applying
equations 5.1 and 5.2 to equation 5.4 gives the following:
ψ=

HnT η
= Hn−1 η
n

(5.5)

In practice the recovered signal is not exactly equal to the original input signal, but rather
is an estimate of the original signal with some error. Any measurement of light by a detector
will have error due to photon noise, detector read noise, thermal dark current, or other noise
sources. Consider the case where the errors, e, are independent of the signal itself, then
equation 5.4 becomes:
η = Hn ψ + e
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(5.6)

Equation 5.5 becomes an expression for the estimate of ψ, ψ̂:
ψ̂ = Hn−1 Hn ψ + Hn−1 e =

Hn−1 η
n

(5.7)

The error, e, is the difference between the estimate ψ̂ and ψ. The mean square error
(MSE), ϵ, is equal to the average of the squared errors in a series of measurements. For optical
multiplexing applications its assumed that e has variance equal to the square of its standard
deviation (σ), which is also equal to the MSE [36]. Thus the MSE of an estimate ψ̂ is:
2

ϵ = E[(ψ̂ − ψ) ] = E[e2 ] = σ 2

(5.8)

The resulting gain in SNR of the recovered signals is due to a reduction in the MSE
achieved by the multiplexing advantage. In particular, for the Hadamard transform technique
with a H-matrix or order n, the MSE will be decreased by a factor of n, assuming the noise
in measurements is independent from the signals. The ratio of the average MSE for all n
estimates to the variance in the measurements is

The resulting gain in root-meanq
√
2
square (RMS) SNR as compared to direct measurements of these signals is given by σϵ = n
ϵ
σ2

=

1
n.

[36]. In general the RMS gain in SNR for non-photon noise dominated measurement is given
by the following:

r
G=

Table 5.1 lists values for the ratio

σ2
ϵ

σ2
ϵ

(5.9)

for various forms of HTSI instruments and encoding

schemes. This ratio corresponds to maximum gain in SNR that can be achieved.
In summary, the multiplexed measurements increase the amount of signal in a given image,
reducing the impact of signal-independent noise sources (e.g. CCD read noise). When the
incoming signals are dominated by photon noise, the resulting contribution of photon noise in
the multiplexed images outweighs the reduction of the signal-independent noise.
To achieve the same SNR as HTSI measurements, direct measurements with a long slit
would need to integrate for longer time or combine multiple exposures to minimize the impact
of signal-independent noise. The multiplex advantage is essentially achieving this SNR improvement without increasing observation time, and it does so by the superposition of many
signals in a single image.
The HTSI technique is a favorable multiplex method because it maximizes the amount of
signal in each image while having a relatively simple data reconstruction process.
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5.2.1

Encoding schemes and instrument types

While only the H-matrix has been discussed so far in reference to applying the Hadamard
transform technique, other encoding schemes may be used. In particular, S-matrices, can
provide an optimal encoding scheme for optical multiplexing. The elements of an S-matrix
have values of 1 or 0. From Hn an S-matrix, Sn−1 , is formed by removing the first column
and row of Hn and changing all +1’s to 0’s and -1’s to 1’s [36]. Figure 5.2 shows an example
of a Hadamard matrix and S-matrix.

Figure 5.2: Example Hadamard and S matrices
On the left is an example H-matrix of order 8. The black elements represent values of -1 and
the white elements represent values of +1. On the right is an example of a cyclical S-matrix
of order 7. In this matrix the black elements represent values of 0 and the white elements
represent values of 1.
For an S-matrix, Sn , the following equations apply:
1
Sn SnT = SnT Sn = (n + 1)Jn
4

(5.10)

1
Sn Jn = Jn Sn = (n + 1)Jn
2

(5.11)

Sn−1 =

2
(2SnT − Jn )
n+1

(5.12)

Where Jn is a nxn matrix with all values equal to +1. The MSE for Sn is ϵ = ϵj ≈ 4σ 2 /n
[36].
When considering practical applications, the elements of a H-matrix (+1, -1) cannot be
simultaneously observed with a single detector, as it would require measuring negative or
inverse signals. However, it is possible to utilize two detectors to simultaneously measure
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signals from a pair of inverse encoding masks. The resulting pair of signals are then combined
to create the estimate of the original unknown signal. One encoding mask converts the +1
elements to a 1 (passing light) and -1 elements to a 0 (blocking light), while the other does
the inverse. When the two resulting images are differenced, the result is a image with +1 and
-1 signals. Figure 5.3 illustrates this concept. This technique can also be implemented with
one detector by capturing the pair of images sequentially to form the estimate.

Figure 5.3: An example of a pair of inverse encoding masks constructed from an H-matrix
When using a H-matrix with elements (+1, -1) in practical applications, pairs of inverse
encoding masks are used to obtain both the +1 and -1 signals necessary to create the Hadamard
element (i.e. estimator of the unknown signal). This illustration depicts a simple pair of
encoding masks, where black (0) blocks light and white (1) passes light. The resulting images
are differenced to create the Hadamard element with +1 and -1 signals.
This technique requires 2n images, with a pair of 2 images comprising 1 Hadamard element.
The resulting MSE in each estimate is therefore increased by a factor of 2, resulting in a
p
maximum gain in SNR of n2 [36]. This yields a higher possible gain in SNR as compared to
using an S-matrix encoding scheme, but it comes at the cost of additional observing time to
acquire twice the number of images.
Table 5.1 provides a summary of the theoretical gain in SNR for different HTSI configurations that have either one or two spectral channel detectors and employ either Hn or Sn
encoding masks. The table includes the number of images collected for each configuration,
the ratio of MSE to variance ( σϵ2 ), and the gain in SNR. These values for

ϵ
σ2

and gain in SNR

are only valid if the noise in the measurements is independent of the signals being measured.
Other sources of noise, particularly photon noise, will increase the MSE in the measurements
thus decreasing the gain in SNR [36].
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Table 5.1: Gain in SNR for different HTSI configurations
Instrument type

Encoding mask

No. Images

ϵ/σ 2

Gain in SNR

HTSI, 2 detectors

Hn

2n∗

2
n

pn
pn

HTSI, 1 detector

Hn

2n

2
n

HTSI, 1 detector

Sn

n

4
n

2

2
√

n
2

*n pairs of images are capture simultaneously, halving the total observing time.

5.2.2

DMD-based Hadamard transform spectral imaging

In a DMD-based MOS, the DMD functions as a 2-D slit mask to selectively reflect light
towards a spectrograph. Micromirrors tilted towards the spectrograph channel act as open
slits, while the remaining mirrors tilted away act as closed slits. The closed slits may actually
be used to reflect light towards an imaging channel or a second spectrograph channel. For
direct measurements, the open slit positions must be arranged in different locations along
the dispersion axis to prevent spectral overlap on the detector. The images captured by the
spectrograph’s detector have one axis containing spectral information and one axis containing
spatial information.
These instruments can also function as a HTSI by using a series of DMD mask patterns
generated from the rows of a H-matrix (or S-matrix). The DMD mirror states can be represented by 1’s or 0’s, where 1’s reflect light towards the spectrograph (on-state) and 0’s reflect
light away (off-state). As mentioned in section 5.2.1, the H-matrix construction has inverse
elements (-1, +1) which cannot be measured directly with a detector. Instead, either two
detectors are used to capture a pair of images or a single detector captures the pair of images
in succession. Existing and planned DMD-based MOS typically have just one spectral channel
and therefore must implement the H-matrix construction by using pairs of images with inverse
masks. Figure 5.4 depicts single spectral channel and dual spectral channel instrument configurations for HTSI with a DMD-based instrument. As shown in table 5.1 the resulting gain
p
in SNR with an H-matrix construction and one detector is up to n2 . The gain for HTSI with
p
and H-matrix and two detectors is also n2 , however the total observation time is half of the
time required for an instrument with one detector. Therefore, using the HTSI mode with two
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detectors and an H-matrix construction will be more efficient than any single-detector based
instrument.

Figure 5.4: Two types of DMD-based HTSI configurations
A diagram depicting two configurations for a DMD-based HTSI instrument. Figure A (top)
depicts the same general instrument design typically used with DMD-based MOS, with one
spectral channel and one imaging channel. Locations of slits in the field can be seen from the
imaging channel, as light from those portions of the sky is not directed towards the imaging
camera. This design is the same as depicted in figure 2.6. Figure B (bottom) shows a DMDbased instrument with two spectral channels. This configuration can be efficiently utilized for
HTSI with H-matrix constructions, as the pairs of images necessary for such observations can
be collected simultaneously .
An S-matrix construction suits the DMD well as its elements have values 1 and 0 that
directly correspond to DMD mirror states. For each image, a 1 in the row of the S-matrix
corresponds to a column of micromirrors in the on-state and each 0 corresponds to a column
of micromirrors in the off-state.√ As shown in table 5.1 the resulting gain in SNR with the
S-matrix construction is up to

n
2 .
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With a matrix of order n, a set of n DMD mask patterns are used to capture n images
or image pairs. The images captured by the spectrograph’s detector consist of one axis of
pure spatial information and a second axis with convolved spectral and spatial information
due to spectral overlap. The series of images form an output data cube where the third
axis represents the DMD mask number. The inverse Hadamard transform is applied to this
data cube to de-convolve spectral and spatial information and reconstruct the original signals
from the sky. The final product is a data cube with two dimensions of spatial information
and one dimension of spectral information. Figure 5.5 illustrates the basic steps involved in
using a DMD based MOS in a HTSI observing mode. As mentioned previously, the gain in

Figure 5.5: The HTSI observing mode with a DMD-based MOS
An illustration of the basic steps involved in the HTSI observing mode. The target area on
the sky is spatially multiplexed by the DMD. The DMD displays a set of patterns generated
from a Hadamard matrix, producing images with one dimension of pure spatial information
and one dimension with convolved spectral and spatial information. The axes of the resulting
data cube represent spatial information in the y-axis (y), spatial information in the x-axis
convolved with spectral information (h-axis), and the mask number (m-axis). The inverse
Hadamard transform is applied to the data and the original signals are reconstructed. The
final product is a data cube with two dimensions of spatial information (x and y) and one
dimension of spectral information (λ).
SNR from the Hadamard transform technique is dependent on the nature of the noise in the
measurement. To reach the full advantage of the technique, the dominant source of noise
in the measurements must be independent of the signals (i.e. additive noise such as read
noise). In real applications there will be a combination of noise sources, some of which may
be multiplicative with a dependence on the signals. It is very important to understand the
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impact different forms of noise have on the Hadamard transform technique. It is well known
that photon noise limited measurements do not experience a gain in SNR with the Hadamard
technique[36, 95].
The Hadamard transform technique has previously been demonstrated on a DMD-based
MOS, IRMOS, at the Kitt Peak National Observatory [47]. IRMOS consisted of a DMD
from Texas Instruments’ early generation of commercial devices which had a 848x600 array
of 17 micron square mirrors with a 10◦ tilt angle [96]. Today’s XGA and DC2K DMDs have
significant improvements over the previous models; including increased array size, increased
tilt angle, and improved mirror pixel structure. These improvements have translated into
decreased scattering and a higher contrast ratio, which has an impact on the performance of
the Hadamard transform technique. Current and future DMD-based MOS, such as SAMOS
[48] or ATLAS [71], will use XGA or DC2K DMDs, therefore proper evaluation of the HTSI
observing mode must consider the optical properties of these devices.
In summary, the HTSI observing mode is a potentially powerful IFS observing technique
that can be added to a DMD-based MOS at no cost. Utilizing the technique will require
careful consideration as its primary advantage, the gain in SNR, is dependent on many factors including the order of the Hadamard matrix, the mask construction (i.e. S-matrix or
H-matrix), and sources of noise and error in the multiplexed signals. There is minimal data
on the performance of the HTSI technique for astronomy applications. This work aims to provide a thorough investigation of the technique’s limitations and success relative to astronomy
applications by modeling HTSI performance with a DMD-based MOS. The performance of
a long slit scanning technique with a DMD-based MOS is also evaluated for comparison to
HTSI. The impact of various sources of noise and error in the measurements including photon
noise, fluctuations in point-spread function (PSF), instrument spatial stability, intensity fluctuations, and mask errors are evaluated. The results from this work pave the way for the HTSI
observation mode to be implemented on DMD-based instruments, including those planned for
space missions.

5.3

Modeling HTSI performance

We have developed a method for modeling the performance of an HTSI observing mode with
DMD-based MOS as a way to evaluate the technique with various sources of noise and error.
The models take an input sky data scene, which is a data cube consisting of spatial and spectral
information, and simulate images captured with an HTSI observing mode. The model also
simulates data collected in a long slit scanning mode for the same input parameters. Long slit
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scanning is a alternative method to HTSI in capturing integral field spectra. Both methods
require a series of images to complete a full IFS observation. The model computes the MSE
of both the HTSI and long slit scan output data. The gain in SNR, G, achieved by the HTSI
method is then given by the ratio of the root mean square errors (RMSE):
p
⟨ϵ2 ⟩
G = q scan
⟨ϵ2HT SI ⟩

(5.13)

Where the MSE in the long slit scan output is ⟨ϵ2scan ⟩ and the MSE in the HTSI output is
⟨ϵ2HT SI ⟩. In our evaluation of the HTSI technique, we use G as the primary figure of merit. The
value of G determines which technique, HTSI or long slit scan, is most efficient in collecting
the same volume of spatially resolved spectra.
Input parameters for the models include the matrix encoding scheme (H-matrix or Smatrix), matrix order, slit width, detector properties, instrument throughput and PSF, DMD
contrast ratio, spectral resolution, variable atmospheric PSF, jitter, and source intensity fluctuations. Variable atmospheric PSF, jitter, and source intensity fluctuations represent temporal
variations in the multiplexed signals. Each of these temporal properties can be enabled or
disabled in the models to best match the type of observations being simulated.
The modeling code is written in Python programming language [97] and utilizes SciPy
[98] and Astropy [99] packages. Appendix A.1 contains a python class containing functions
used to perform the modeling. The diagram shown in figure 5.6, illustrates the general flow of
the modeling code. The input simulated sky scene is a data cube containing two dimensions
of spatial information and one dimension of spectral information with flux density data, Fλ ,
having units of photons/sec/nm/m2 . The sky data cube is multiplied by the instrument
throughput as a function of wavelength T (λ) and effective area of the telescope AT . The sky
cube is then convolved with a general airy disk PSF, which represents the instrument’s PSF.
The form of the airy disk PSF is:
"
f (r) = A

πr
2J1 ( R/R
)
2
πr
R/R2

#2
(5.14)

Where r is the distance from the maximum of the Airy function, J1 is the first order Bessel
function of the first kind, A is the amplitude, Rz = 1.22, and R is the radius of the first zero
[99]. The parameter R is is used to define the PSF for a given model. Finally, to convert the
data into units of e − /nm/pixel (where e− is electrons), the sky cube is multiplied by the
exposure time, t, and detector quantum efficiency (QE), η. While the QE is specified as a
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Figure 5.6: A simple block diagram representing the HTSI modeling code
This block diagram depicts the general flow, inputs, and outputs of the HTSI modeling code.
The inputs include a simulated sky data cube, the encoding scheme, an instrument model,
and any parameters specifying fluctuations in multiplexed signals over time. Detector images
from an HTSI observation and a long slit scan observation are generated with the code from
these input parameters. The simulated HTSI detector images are then used to reconstruct the
original sky data cube. The simulated long slit scan images can be combined to represent the
sky data cube. The mean square errors of each resulting data cube are computed, and from
those errors the gain in SNR for the HTSI technique is determined..

function of wavelength, the model assumes QE is uniform across the entire detector array.
Temporal and spatio-temporal fluctuations are simulated by creating a set of sky data cubes
having varying atmospheric PSFs, image translations due to jitter, and intensity fluctuations.
The atmospheric PSFs are generated from a Moffet function, a widely used approximation for
the PSF due to atmospheric turbulence [100, 101]. The Moffet function is a generalization of
a Gaussian function with the form:
"

(x − xo )2 + (y − yo )2
f (x, y) = a 1 +
γ2

#−α
(5.15)

For each sky data cube in a set the core width, γ, of the function is varied. The power index, α,
is kept a constant value of 4.765, which is consistent with a PSF due to atmospheric turbulence
[101]. Varying γ modifies the full-width at half-maximum (FWHM) of the function, which
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represents the atmospheric seeing. The maximum and minimum seeing is defined for each set
of sky data cubes, typically ranging from 0.3"-0.6", which is representative of typical seeing
conditions of ground-based telescopes with adaptive optics. Temporal PSF variations are
intended for models of ground-based observations with adaptive-optics equipped observatories.
Instrument jitter is simulated by translating the input scene relative to the detector by
a given number of pixels in both x and y directions. The direction and magnitude of these
translations is randomly selected for each sky data cube, with a maximum pixel translation
specified as an input parameter. Intensity fluctuations are applied uniformly to an entire sky
data cube by multiplying it by a factor, I. After applying each of these variations to the set
of sky data cubes, each cube in the set is representative of a point in time with a atmospheric
PSF, translation from jitter, and intensity modulation. Each simulated detector image is
generated from a different sky cube from this data set, simulating the variation of each of
these properties over time.
The sky data cube is multiplexed with the specified H or S-matrix of order n. To simulate
a multiplexed detector image, a row from the Hadamard matrix is extracted, modified based
on the specified slit width and DMD contrast ratio, and then multiplied by the sky data data
cube. The result is a 2D image with spatially-convolved spectral information. Each element
in the extracted row corresponds to a open or closed long slit. A total of n/2 slits ( 12 (n + 1)
slits fro an S-matrix) are open for any given multiplexed image. Conversely, for the simulation
of long slit scan images only a single long slit is open per image.
After the simulated multiplexed and long slit scan images are generated, detector noise
is applied to the images. The models assume that a CCD detector is used, as is typical for
DMD-based MOS. Photon noise and dark noise are modeled with a Poisson distribution. The
photon noise is dependent on the input signal, and includes both source and sky background
signals. Dark noise is computed based on the dark current and exposure time. Read noise
is modeled with a normal distribution based on the specified read noise value for the model.
After adding each noise component, the image is multiplied by the gain of the CCD to convert
from signal in e- to analog digital units (ADU).
After all detector images are simulated, they are cropped to the region corresponding to
the spatial coverage of the HTSI mask. This step is necessary to properly reconstruct the
original signals from the region. The HTSI coverage will always be smaller than the FoV
covered by the entire DMD. A DMD has a rectangular array, while HTSI measurements are
acquired over a square FoV. After cropping the images, they are flattened into a 1-D array.
Each 1-D array is stacked to form a 2-D array containing the HTSI data from all images. If
the HTSI region from a matrix of order n = 127 on the CCD covers an area of 254 x 1024
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pixels, then the flattened 1-D arrays have dimensions of 1x(254x1024) = 1x260096, and the 2D array combining all flattened images has dimensions of 127x260096. The inverse Hadamard
transform is then applied to the 2-D array of flattened image data. For H-matrix constructions
the inverse Hadamard transform is Hn /n, and is applied as follows: 1) Multiply the flattened
image data, D(n,m) , by the matrix Hn 2) Un-flatten each row in the resulting array into n
images with dimensions of n, x 3) Divide each image by n
For an S-matrix of order n, the inverse transform is given by:
Sn−1 =

2
(2SnT − Jn )
n+1

(5.16)

Where SnT is the transpose of Sn and Jn is a matrix of the same size as Sn , with all values
equal to 1. This inverse transform is applied to the flattened image data, D(n,m) . Then each
row of the resulting 2-D array is un-flattened into n images with dimensions n, x.
Once images have been reconstructed, they can be stacked as a data cube of size n, n, x,
where the first two dimensions represent spatial information and the third dimension, x represents spectral information. Please note, this process assumes that the each image pixel is
equal to the DMD’s equivalent slit width. In reality, the image pixels will likely need to be
grouped together to match the slit width. It is important for data reconstruction that the
arrays representing the image data have one axis equal to the order of the Hadamard matrix.

5.3.1

Input Data

The input sky data cubes used for modeling HTSI performance were generated from combinations of real images of astronomical objects and both real and simulated spectra. Images of
various astronomical objects were acquired from the ESA/Hubble website. One-dimensional
spectra were obtained from various spectral atlases and models. Much of the data was accessed
through the Space Telescope Science Institute (STScI) Astronomical Catalogs website [102].
Spectral data obtained from this website includes the Brown Atlas [103], The Active Galactic
Nuclei (AGN) and Quasars Atlas, SWIRE Galaxies model spectra [104, 105], and Planetary
Nebula Templates created from stellar atmosphere models [106, 107] as inputs into CLOUDY
nebular simulations [108]. Additionally, model stellar spectra published by A. Pickles[109] and
Ivanov et al.[110] were obtained from the European Southern Observatory website [111].
Data cubes were generated by inserting the 1-D spectra into a 3-D data cube at coordinates
determined by spatial information extracted from 2-D images of astronomical objects. While
the resulting sky data cubes are not designed to be a highly accurate model of real sky data,
they posses features important to the evaluation of the HTSI method. The flux distribution
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(in both spectral and spatial domains) was designed to be characteristic of likely astronomical targets for IFS methods. Such objects include planetary nebula, galaxies, emission line
regions, the CGM, globular clusters, and clusters of galaxies. Each of these objects can have
varying surface brightness or intensity, and spectral shapes. Various input sky data cubes were
constructed to reflect the differences in the features of different potential IFS targets. The sky
background levels in these simulated data cubes were kept to minimum values with nearlyconstant spatial variability over the field of view. The low background levels are representative
of space-based observations. Ground-based observations have increased sky brightness due to
atmospheric airglow, zodiacal light, relative positions of the sun and moon, and other sources
[112]. This increased background is expected to negatively impact the performance of the
HTSI technique, but it is not investigated in the scope of this work.
Simple input sky scenes were also generated for use with the HTSI models. These data
cubes generally featured a single extended object, with a diameter ranging from 10 - 50 CCD
pixels. A single spectral profile was used from the object, with some slight variation in overall
flux near its edges. The rest of the data cube contained an average sky background signal.

5.4
5.4.1

Results
Spectral Flux

Photon noise, also referred to as shot noise, arises from the inherent particle nature of photons.
The detection of photo-electrons on a CCD follows a Poisson distribution. The photon noise
from the incident signal is proportional the square root of the signal. Photon noise has a
significant impact on the performance of the HTSI technique, as it can only produce a gain in
SNR for measurements which are not photon noise dominated.
Referring back to the equations introduced in section 5.2, an image from an HTSI measurement can be referred to as an estimate of the original signal, ψ̂. For a photon noise limited
measurement, the light incident on the detector is increased by an average of n/2, resulting
in an increase of n/2 in the MSE of the estimate.
From equation 5.9 and table 5.1, this results in the following gain in SNR, Q, for an HTSI
with 1 detector and Hn encoding mask:
r
Q=

σ2 2
=
ϵ n

r

n2
=1
2n

(5.17)

For an HTSI with 1 detector and a Sn encoding mask, incident light is increased by a
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factor of (n + 1)/2 and the photon-noise limited gain becomes:
r
Q=

σ2 2
=
ϵ n

r

n2
1
=√
4n
2

(5.18)

Thus, in photon noise limited measurements the HTSI technique can be less efficient than
direct measurements, such as a long slit scanning technique. The impact of photon noise
increases with larger matrix orders n, as this corresponds to more signal on the detector.
Additionally, in a photon-noise limited scenario any efficiency loss in multiplexed signals from
the instrument can cause a further reduction in Q proportional to the square root of the loss
in efficiency [36]. This means that the CCD quantum efficiency, transmission of the optics,
reflectance of the DMD, and other systematic losses in signal contribute to a decreased SNR
or HTSI measurements.
It is clear that HTSI should be avoided for photon noise limited measurements, however
the impact of photon noise persists even for detector read-noise limited measurements. The
spectral flux density of a target object and the background sky surrounding it has an impact
on the gain in SNR achieved through the HTSI technique. To evaluate this impact, numerous
HTSI simulations were constructed with input sky scenes of varying flux densities. For each
model, a basic input sky scene was uniformly multiplied by a flux modulation factor. The
detector characteristics were kept constant and temporal variations were omitted. The gain
in SNR and average signal (in e − /second/pixel) were calculated for each model. The gain
in SNR is with respect to results from long slit scan simulations of the same sky scene. The
process was repeated for varying encoding schemes including both H and S matrices. Models
were computed based off the planned DMD-based instrument SAMOS as well as for more
generic DMD-based MOS profiles. A key instrument property for these models is the CCD
read noise.
5.4.1.1

SAMOS flux models

A throughput model for SAMOS was used to estimate total instrument throughput with the
instrument’s low resolution grism. This throughput model was obtained from collaborators on
the SAMOS project at Johns Hopkins University. The DMD contrast ratio is assumed to be
2,000:1 across the wavelength region, which is a conservative estimate based on measurements
discussed in chapter4. Table 5.2 lists the CCD properties incorporated into these models,
which are based on SAMI, an e2V CCD231-84 CCD that will serve as the detector for the
spectral arm of SAMOS. For simplicity in the models, the pixel scale of SAMI is assumed to
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be equal to the DMD micromirror scale (e.g. 1 micromirror = 1 CCD pixel). In reality, the
scale on SAMI is 1.125 pixels per micromirror [48]. The models also limit detector array size
to 1024x1024 pixels to keep the computational load at a reasonable level. SAMI has an array
size of 4096x4112 pixels, with a imaging area of 1215 x 1215 utilized by SAMOS.
Table 5.2: CCD Properties used in SAMOS HTSI Models
Array Size
Pixel Scale
Read noise
Dark Current
Gain
Full well capacity
Maximum ADU

1024x1024 pixels
1 DMD micromirror
3.8 [e−]
0.008 [e − /s/pixel]
2.1 [ADU/e−]
350, 000 [e−]
65535 (16-bit unassigned integer)

Figure 5.7 displays example output data for modeling the HTSI performance with the
SAMOS instrument. The input sky scene was generated from Hubble Space Telescope (HST)
images and Brown spectral atlas data for NGC 1614 [103]. This model doesn’t include temporal
or atmospheric effects and has a very low sky background. The model used an S-matrix
encoding scheme with order n = 127. The maximum gain in SNR for this encoding scheme is
5.6, and the measured gain in SNR for the model result is 2.8. The degradation in the gain in
SNR is largely due to the level of photon noise from both the target source and background
flux. The average V-band surface brightness for target is about 26 mag per arcsec2 , and the
average surface brightness for the background is ∼28 mag per arcsec2 . The top row of images
in the figure show a slice in the data cubes at a wavelength of 655 nm, which corresponds
to the Hydrogen-alpha (H-α) emission line. The left column shows the original sky data, the
middle is the reconstructed HTSI output data, and the right is the long slit scan output data.
The center row of images show slices in the y-axis of the data cubes. These images show
spectral data along the x-axis of the data cube. The bottom row of the figure shows a plot
of the spectra extracted from the central portion of the galaxy in the data cubes. The strong
emission line at 656 nm corresponds to H-α. The SNR improvement in the HTSI results is
evident in these images and spectra. Visibly, there is less noise in the images and spectra for
the HTSI data.
Figure 5.8 shows the results for gain in SNR versus average signal from the target source for
various encoding schemes. The average signal represents the input signal from the target source
for a direct measurement in the absence of any noise. The letter next to each plot indicates
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Figure 5.7: Example Model Output Data
This figure shows an example of the results produced by modeling the HTSI and long slit scan
techniques with SAMOS. In this scenario, the simulated sky data was generated based on HST
images and Brown spectral atlas data for the spiral galaxy NGC 1614 [103]. The model used
an S-matrix encoding scheme with order n = 127. The average surface brightness of the target
galaxy in the data cube is about 26 mag/arcsec2 . The resulting gain in SNR for the HTSI
technique is 2.8. The top row of the figure shows images extracted from the data cubes at a
wavelength slice at 656 nm. The middle row of images represent a slice along the y-axis of the
data cube. The color scale in both the top and middle row images is the same, and represents
the intensity value in the simulated data. The bottom row displays the spectrum extracted
from the bright center of the galaxy in the data cubes. The reduction in noise for HTSI data
is visually evident in this figure.
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the matrix construction (S-matrix or H-matrix) and the number indicates the matrix order.
For each model, the exposure time was set to 100 seconds. The gain in SNR and average signal
are computed for the entire reconstructed data cube. A dashed line is plotted at Q = 1 to
indicate where the gain in SNR is equal to 1. Below this line, the HTSI method is less efficient
than scanning a long slit to build the same volume of data. Above this line, the HTSI method
has an advantage which can translate to a desired SNR being reached in less total observation
time or being reached in the same total observation time for a fainter object. The lower order
HTSI observations reach a Q< 1 at lower flux levels than expected (while still read noise
limited). There is in part due to the smaller order matrices having less sky background signals
in their spatial coverage as compared to larger n matrix observations. The input sky scene
and slit width for each simulation was kept constant, so the total spatial coverage changes as
a function of n.
The results shown in figure 5.8 exhibit the theorized behavior of the HTSI method, with a
gain in SNR occurring when signals are in the read noise limited regime. As signal decreases,
the gain in SNR approaches the maximum level predicted by equations in table 5.1. Figure
5.9 is based on the same results shown in figure 5.8, but with the gain in SNR plotted against
the ratio of photon noise to read noise (noise ratio, NR ) in the measurements. The noise ratio
is computed as the square root of the signal per pixel, S, divided by the read noise per pixel,
R:

√
NR =

S
R

(5.19)

As can be seen from these plots, the HTSI method can only achieve a gain in SNR when the
measured signals are read noise limited. For SAMOS, the noise ratio of direct measurements
is < 1 when the average incident signal per pixel is < (3.8)2 = 14.44e−.
Figure 5.10 depicts this data as a plot of the total integration time required to reach
the same SNR as a long slit measurement given a certain average signal from the source
in e − /sec/pixel. The total integration time is taken as the number of images required
to complete the observation multiplied by the exposure time. For H-matrix constructions the
total number of images is 2n, as these models are based on SAMOS which has a single spectral
channel (refer to section 5.2.2 for details on the different HTSI instrument configurations). For
S-matrix constructions the total integration time is the exposure time multiplied by n. For
long slit scan measurements, the total integration time is also equal to the exposure time
multiplied by n (regardless of the type of HTSI matrix it is being compared to). For long slit
scan observations, n represents the number of slits required to achieve the same spatial coverage
and resolution of an HTSI method with matrix order n. The exposure time for the long slit
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Figure 5.8: Gain in SNR vs. Source Flux for SAMOS models
A plot of various HTSI modeling results showing the gain in SNR as compared to a long slit
scan method with SAMOS. The instrument properties were kept constant for each model,
with just the encoding scheme and overall source flux varied. Signals are read noise limited
when the average input signal is < 14.4e−. It is in this read-noise limited regime that the
HTSI method has a gain in SNR over a long slit scanning method, demonstrating Fellget’s
advantage with the technique. The resulting gain in SNR is dependent on the matrix order
and encoding scheme used.

scan measurements is set to 100 seconds. The exposure time for the HTSI measurements, tH ,
is calculated from the measured gain in SNR, G, and the following quadratic equation:
th =

−B +

p
(B 2 + 4AC)
2A

with
A = S2


SN Rscan 2
B= −
S
G
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Figure 5.9: Gain in SNR vs. Noise Ratio
A plot showing the gain in SNR for the HTSI method as compared to measuring the same
volume of data by scanning a long slit. Gain in SNR is plotted as a function of the noise ratio,
which is the ratio of photon noise to read noise in the multiplexed measurements. When this
ratio is < 1, the multiplexed measurements are read noise limited. The HTSI technique results
in a gain in SNR > 1 for read noise limited signals. This demonstrates Fellget’s advantage
with the HTSI technique.



SN Rscan 2
C= −
(R2 + dt)
G
Where SN Rscan is the calculated SNR for the long slit scan measurements for a exposure
time t, average signal S, read noise R, and dark current d.
5.4.1.2

Generic instrument flux models

Modeling of the HTSI performance at different source flux densities was also performed with
a more generic instrument model. The relevant parameters of these models are shown in table
5.3. The CCD parameters were selected based on commonly found properties in scientific
CCDs used in astronomy. This modeling also included a wider variety of S-matrix orders
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Figure 5.10: Total HTSI integration time to reach a given SNR
This plot shows the total integration time required for HTSI to reach the same SNR as a long
slit scan at various source signal levels. The total integration time represents the exposure
time for each image multiplied by the required number of images. The total integration time
for the equivalent long slit scans at various matrix orders is represented with horizontal dashed
lines. When the HTSI total integration time surpasses the corresponding horizontal line, it is
no longer more efficient to complete the observation with the HTSI mode. This occurs when
the gain in SNR is less than 1.

ranging from n = 35 to n = 127.
Figure 5.11 shows the gain in SNR for various HTSI matrix constructions and orders as a
function of average signal from the observed source. As discussed in section 5.4.1.1, the gain
in SNR can degrade to < 1 for noise ratio values near or greater than 1, depending on the
matrix construction and instrument properties.
Figure 5.12 shows the total integration time for HTSI observations to reach the same SNR
as a long slit scan for varying source signal levels. As seen in figure 5.10, the HTSI total
integration time become greater than the long slit scan total integration time as the average
signal in multiplexed measurements reaches the photon noise limited regime.
The results from modeling HTSI performance at varying source flux are useful in evaluating
the limitations of the HTSI technique when implemented on a given instrument. The models
shown here can be replicated for a specific DMD-based instrument in the future to help plan
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Table 5.3: CCD Properties used in Generic HTSI Models
Array Size
Pixel Scale
Read noise
Dark Current
Gain
Full well capacity

1024x1024 pixels
1 DMD micromirror
5 [e−]
0.008 [e − /s/pixel]
5 [ADU/e−]
100, 000 [e−]

observations and determine the most efficient method for IFS of a given target; HTSI or
long slit scanning. Results from these models can also be integrated with an exposure time
calculator (ETC) for an instrument. An ETC is typically used to help observers determine
the appropriate exposure time for a source of some magnitude or surface brightness. It can
also be used to calculate the faintest magnitude or surface brightness object that can be
detected within a reasonable amount of integration time. With the HTSI models shown here,
a predicted gain in SNR for the HTSI technique can be determined based on the instrument
properties and target object flux. The gain can then be used to determine the exposure time
required to meet a desired SNR with the HTSI technique. The gain could also be used to
calculate the SNR for the object a given exposure time. Additionally, the gain in SNR can
be used to determine the faintest target that can be observed in a given amount of exposure
time with a desired SNR.

5.4.2

Spatial and spatio-temporal fluctuations

Spatial and spatio-temporal fluctuations were incorporated into HTSI modeling to determine
the effects of errors from such fluctuations on the performance of the HTSI technique. As
discussed previously, three observational parameters were investigated: fluctuations in an atmospheric PSF, instrument stability (or jitter), and fluctuations in the intensity of incoming
signals. Each of these properties can vary between exposures, causing errors in the reconstructed HTSI data. These fluctuations also cause errors in images collected with the long
slit scanning method. The modeling results are include both the effect on gain in SNR in
the HTSI observations and the relative change in MSE for HTSI measurements. If error is
increased for both HTSI measurements and long slit scanning, then the gain in SNR measured
from their relative MSEs will not have a significant change.
Atmospheric PSF changes and atmospheric transmission fluctuations occur at groundbased telescopes, such as the SOAR telescope which SAMOS will be deployed at. Adaptive
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Figure 5.11: Gain in SNR vs. Noise Ratio
This plot shows the gain in SNR for various HTSI matrix constructions and orders as a
function of the noise ratio in the multiplexed measurements. The gain in SNR is measured in
comparison to measuring the same volume of data by scanning a long slit. The noise ratio is
the ratio of photon noise to read noise in the multiplexed measurements. When this ratio is
< 1, the multiplexed measurements are read noise limited. The HTSI technique results in a
gain in SNR > 1 for read noise limited signals. This demonstrates Fellget’s advantage with
the HTSI technique.

optics, like the system employed by SOAR, can reduce the effects of atmospheric variability
on measurements [113]. Instrument stability is typically on a small scale for ground-based
telescopes, however this can be an issue for space-based or high altitude platforms. Such
platforms employ control systems to maintain sufficient pointing, often reaching sub-arc second
stability [114, 115]. Even with these systems in place, pointing jitter can cause images to shift
on the order of a few pixels, depending on the instrument. The HTSI and long slit performance
was modeled for several different input sky scenes for varying degrees of PSF, intensity, and
jitter fluctuations. Tables 5.4.2 and 5.4.2 list results from these simulations including the
fluctuation parameters, resulting gain in SNR, and the MSE of the HTSI measurements. Each
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Figure 5.12: Total HTSI integration time to reach a given SNR
This plot shows the total integration time required for HTSI to reach the same SNR as a long
slit scan at various source signal levels. The total integration time represents the exposure
time for each image multiplied by the required number of images. The total integration time
for the equivalent long slit scans at various matrix orders is represented with horizontal dashed
lines. When the HTSI total integration time surpasses the corresponding horizontal line, it is
no longer more efficient to complete the observation with the HTSI mode. This occurs when
the gain in SNR is less than 1.

table describes the input simulated sky data cube type along with the HTSI matrix type and
order. Specifications for the atmospheric PSF variations included the minimum and maximum
FWHM of the PSFs in pixels. If we assume that 1 DMD micromirror corresponds to 0.1" and
1 pixel, then typical seeing with a ground-based adaptive optics system would be around 3 - 5
pixels. Intensity fluctuations are determined with a maximum intensity fluctuation parameter.
The intensity fluctuations are assumed to be a for a uniform loss in transmission across the
field. Jitter fluctuations were specified as a maximum displacement of the input scene in
detector pixels. Each of the results tables contains data from at least one simulation with no
temporal fluctuations for comparison purposes.
In simulations with a target scene of a galaxy with strong emission lines in the spectra, the
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Table 5.4: Results from simulations of temporal and spatio-temporal variations in HTSI and
long slit scan measurements of a target scene containing a spiral galaxy

Table 5.5: Results from simulations of temporal and spatio-temporal variations in HTSI and
long slit scan measurements of a target scene containing a lenticular galaxy

fluctuations had little impact on the gain in SNR of the HTSI observations. Table 5.4.2 lists
the results for these simulations, which were performed with an H-matrix of order 128. For
several simulation cases, the gain in SNR actually improved. The increase is slight, typically
< 3%, however it highlights an important element of HTSI observations; the distribution of
signals in both spatial and spectral dimensions. Photon noise from the bright emission line
impacts the errors in the reconstructed data cube as a whole. The fluctuations modeled here
effectively reduce the maximum intensity of the emission line, reducing its impact on the gain
in SNR of the object. The blurring effect from large FWHM PSFs spreads the signal and
reduces the spectral peak. The intensity fluctuations inherently decrease the flux of the input
signals overall. Jitter fluctuations had a negative impact on the MSE and gain in SNR for the

104

HTSI measurements, but even with a maximum displacement of 7 pixels between frames the
HTSI observations maintained a gain in SNR >2. Figures 5.13 and 5.14 show comparisons
of the original sky data, HTSI data with and without temporal variations, and long slit scan
data with and without temporal variations. The top row of these figures show the image at a
wavelength of 655 nm (the strong hydrogen-alpha emission line). The middle row shows a 2-D
slice along the x-axis of the data cube; where the long dimension of the slice corresponds to
wavelength and the short dimension corresponds to y-axis position. The bottom row contains
spectra extracted from a single spaxel (3D pixel) located in the center of the galaxy. The
impact of the HTSI’s gain in SNR is easily observed by visual inspection of these sample
images. It’s also noticeable that despite having an increase in gain in SNR, the simulation
from figure 5.14 results in a loss of structural information for the galaxy.
Figures 5.15 and 5.16 show the same type of results for simulations using a input sky scene
featuring a lenticular galaxy. Table 5.4.2 lists results from these simulations and others made
from the same input sky scene. Two different orders of S-matrices were examined for these
simulations. The results show some slight degradation to the gain in SNR with temporal
variations, however the gain in SNR remains > 1. Images from the ’worst case’ simulation
performed of this scene are in figure 5.15. The MSE of the HTSI data increased by nearly 40%,
and significant banding artifacts can be seen in the images from a wavelength slice at 655 nm.
These images corresponding to the Hydrogen-alpha (Hα) emission line peak. The emission line
in this scene is not as strong in comparison to the spiral galaxy in other simulations, however
it still does contribute to increased photon noise for other weaker signals due to multiplexing.
In the case of each of these three temporal fluctuations, it is possible to place a single
slit over a reference star for monitoring throughout the observations. The reference star (or a
second reference point) can also be simultaneously measured with the imaging channel of an
instrument. Monitoring a known source allows for a measurement of the fluctuations in atmospheric seeing, intensity, and pointing stability/jitter. These measurements can then be used
to apply appropriate corrections to the data collected. Such corrections could include scaling
the multiplexed images based on intensity fluctuations, which could improve the banding effect
observed in some sample images.
Overall, the results from these simulations indicate that the HTSI method will not be
significantly limited by fluctuations in atmospheric turbulence, however ground-based HTSI
observations should be carried out to confirm this. Jitter or pointing displacement fluctuations
in signals from space-based platforms does not appear to be a limiting factor to the HTSI
technique. Each of these fluctuations had a similar impact on the resulting MSE of long slit
scan observations. In comparing the two techniques, the HTSI method maintains its advantage
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Figure 5.13: Simulation results for a spiral galaxy with an H-matrix of order 128
This figure includes results from a simulation of temporal variations in HTSI and long slit scan
observations. This simulation used an H-matrix of order 128. Temporal fluctuations included
a PSF FWHM varying between 3 - 9 pixels, no intensity fluctuation, and a maximum jitter
displacement of 7 pixels. The top row of these figures show the image at a wavelength of 655
nm (the strong hydrogen-alpha emission line). The middle row shows a 2-D slice along the
x-axis of the data cube; where the long dimension of the slice corresponds to wavelength and
the short dimension corresponds to y-axis position. Intensity values for the images in the top
two rows represent ADU counts from the data cubes and are shown with equal scales. The
bottom row contains spectra extracted from a single spaxel (3D pixel) located in the center of
the galaxy. The simulated sky scene utilized an image of the object NGC 1614 obtained from
the ESA/Hubble website and spectral data for NGC 1614 from the Brown atlas [103].

over long slit scanning for read noise limited measurements.

5.4.3

Mask Errors

The Hadamard Transform technique assumes that each multiplexing mask has perfect "0"
and "1" elements which perfectly pass or block light. Such perfection is not attainable in
reality due to light losses and scattering. In a DMD-based system, mask errors arise from the
contrast ratio of the DMD, which is a measure of how well the micromirrors reject unwanted
signals. Light scattering and diffraction effects from the DMD cause rejected signals to enter
the spectrograph and contaminate the data. The contrast ratio of DMDs is discussed in
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Figure 5.14: Simulation results for a spiral galaxy with high intensity fluctuations
This figure includes results from a simulation of temporal variations in HTSI and long slit scan
observations. This simulation used an H-matrix of order 128. Temporal fluctuations included
a PSF FWHM varying between 3 - 4 pixels, maximum intensity fluctuation of 17%, and a
maximum jitter displacement of 1 pixel. The top row of these figures show the image at a
wavelength of 655 nm (the strong hydrogen-alpha emission line). The middle row shows a
2-D slice along the x-axis of the data cube; where the long dimension of the slice corresponds
to wavelength and the short dimension corresponds to y-axis position. Intensity values for
the images in the top two rows represent ADU counts from the data cubes and are shown
with equal scales. The bottom row contains spectra extracted from a single spaxel (3D pixel)
located in the center of the galaxy. The simulated sky scene utilized an image of the object
NGC 1614 obtained from the ESA/Hubble website and spectral data for NGC 1614 from the
Brown atlas [103].

more detail in chapter 4, along with results from measuring the contrast ratio of various
DMDs. Contrast ratio is wavelength-dependent, however the HTSI models discussed here use
a uniform contrast value across all wavelengths. Nominally the DMD contrast is set to 2000:1
in the models, which is a conservative estimate taken from the minimum contrast levels from
measurements discussed in chapter 4. This value is used to modify the actual percentage of
light that is passed or blocked from micromirrors. With a contrast of 2,000:1, the "1s" in a
Hadamard mask becomes 0.9995 and the "0s" become 0.0005. Simulations of the same simple
sky scene were run with varying levels of DMD contrast, ranging from 500:1 up to 12,000:1.
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Figure 5.15: Simulation results for a lenticular galaxy with an S-matrix of order 127
This figure includes results from a simulation of temporal variations in HTSI and long slit
scan observations. This simulation used an S-matrix of order 127. Temporal fluctuations
included a PSF FWHM varying between 3 - 5 pixels, maximum intensity fluctuation of 8%,
and a maximum jitter displacement of 1 pixel. The top row of these figures show the image
at a wavelength of 655 nm. The middle row shows a 2-D slice along the x-axis of the data
cube; where the long dimension of the slice corresponds to wavelength and the short dimension
corresponds to y-axis position. Intensity values for the images in the top two rows represent
ADU counts from the data cubes and are shown with equal scales. The bottom row contains
spectra extracted from a single spaxel (3D pixel) located in the center of the galaxy. The
simulated sky scene utilized an image of the object NGC 1277 obtained from the ESA/Hubble
website.

The resulting impact on the gain in SNR for the HTSI technique was minimal. The difference
between the gain for the lowest contrast ratio, 500:1, and the highest contrast ratio, 12,000:1
was 0.04, which is below the standard deviation in measured gain in SNR. The MSE in the
reconstructed HTSI data cubes varied by 0.24 between the contrast value of 500:1 to the
contrast value of 12,000:1. With such minimal changes observed for varying contrast levels, its
likely that DMD contrast is not a limiting factor in HTSI performance, however more accurate
simulations of DMD contrast effects are required to come to a definitive conclusion.
A more accurate simulation of the effects of DMD contrast on HTSI performance should
include an angular dependence of the contrast ratio (i.e. a measure of how much light landing
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Figure 5.16: Simulation results for a lenticular galaxy with an S-matrix of order 255
This figure includes results from a simulation of temporal variations in HTSI and long slit scan
observations. This simulation used an S-matrix of order 255. Temporal fluctuations included
a PSF FWHM varying between 3 - 9 pixels, no intensity fluctuations, and a maximum jitter
displacement of 7 pixels. The top row of these figures show the image at a wavelength of 655
nm (the strong hydrogen-alpha emission line). The middle row shows a 2-D slice along the
x-axis of the data cube; where the long dimension of the slice corresponds to wavelength and
the short dimension corresponds to y-axis position. Intensity values for the images in the top
two rows represent ADU counts from the data cubes and are shown with equal scales. The
bottom row contains spectra extracted from a single spaxel (3D pixel) located in the center of
the galaxy. The simulated sky scene utilized an image of the object NGC 1277 obtained from
the ESA/Hubble website.

on a micromirror at position (x,y) contaminates the spectra of a source located at micromirror
(x1,y1)). It should also include the wavelength dependence of contrast. We expect that the
impact of DMD contrast will be more significant in models if these two aspects were taken
into account. However, with the simple contrast effects we’ve included it does appear that the
DMD contrast will not be a significantly limiting factor for the HTSI technique.
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5.4.4

The HTSI advantages

The results from modeling the performance of the HTSI method can be put into perspective
by considering the advantages relative to astronomy observations. Five of the most significant
advantages are as follows:
1. The observing time to reach a desired SNR is less for an HTSI observation than for
scanning a long slit; so long as the measurements are read noise limited. For example, consider
a IFS target that is measured with a SNR=10 by the long slit scanning method with 127
slit placements and exposure time t = 120 sec. The total integration time for the long slit
observation is 4.23 hours. Assuming a ratio of photon noise to read noise of 0.8, the gain in
SNR achieved with an HTSI observation with an S-matrix of order n = 127 of the same target
is ∼ 1.2. The HTSI method could measure the target with a SNR=10 with 127 exposures with
exposure time t = 72 sec, which is a total integration time of 2.55 hours. That is a significant
decrease in total integration time, ∼ 40% less time in total. To put this in perspective, for the
Hubble Space Telescope, this equates to ∼ 2.6 orbits for a long slit scan observation versus
just ∼ 1.6 for an HTSI observation.
2. A fainter target can be observed in the same total integration time while achieving
the same SNR as a long slit scan observation. For example, consider a long slit scanning
observation with n = 127 slits that measures a target of magnitude = 24 with an exposure
time t = 270 sec that reaches a SNR=3. An HTSI observation with an S-matrix of order
n = 127 and an effective gain in SNR of 2.1, can achieve the same SNR with the same
exposure time for an object with a magnitude = 25. This advantage can push the limits of the
faintest objects astronomers are able to measure, which is particularly desirable for studying
ancient galaxies and understanding the early universe.
3. An advantage to the HTSI method beyond its gain in SNR is the unique flexibility in slit
width, spatial resolution, and spatial coverage. The slit width is easily changed by altering the
number of DMD micromirrors to group together per slit. This allows for easy re-configuration
in different seeing conditions or for different desired spectral resolutions. The slit width also
translates to the spatial resolution, as 1 slit = 1 spatial resolution element or spaxel (i.e. 3D
pixel). The spatial coverage of an HTSI observation is a product of the slit width and matrix
order. The spatial coverage, or FoV, can be calculated as: FoV= n × #micromirrors/slit.
So, an observer can make trades between slit width, matrix order, and spatial coverage to
best suit the target(s) being measured. The matrix order also directly ties to the number of
images required per observation and, of course, the gain in SNR. Figure5.17 shows how the
same target scene can be observed with varying Hadamard matrices and slit widths to achieve
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different results. The figure shows simulated HTSI images of a input scene featuring a galaxy.
The impact of matrix order and slit width can be seen in the changing spatial resolution and
spatial coverage of the various images. IFS measurements are necessary at a variety of spatial
and spectral resolutions and FoV, and with the HTSI technique changing these parameters is
as simple as changing the slit mask patterns on the DMD.

Figure 5.17: Varying spatial resolution and coverage with the HTSI method
A series of simulated HTSI images captured with different matrix orders and slit widths. The
order of the matrix and slit width ultimately determine the spatial resolution and coverage
of the measurements. The slit width also translates to spectral resolution. Each of these
simulated images was created from the same target scene containing a spiral galaxy modeled
after NGC 1614. The simulated sky scene utilized an image of the object NGC 1614 obtained
from the ESA/Hubble website.
4) Another advantage of the HTSI technique is the ability to "turn off" slits to mask
unwanted signals within the FoV. This ability is potentially useful for measuring spatially
resolved spectra of faint gaseous regions surrounding bright galaxies or stars. This can include
circumgalactic, intergalactic, and interstellar medium. The micromirrors corresponding to
the location of these unwanted bright signals (e.g. the bright center of a galaxy) are simply
kept "off" throughout the HTSI measurements. In doing so, the HTSI technique can still
re-construct signals from the surrounding areas with a gain in SNR if those signals are read
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noise limited. A possible limitation to this type of observation is spectral contamination from
the bright source due to scattered light and DMD contrast.
5) Lastly, an additional advantage to the HTSI technique with a DMD-based MOS is the
ability to incorporate it with single-slit observations for diverse field spectroscopy. Diverse field
spectroscopy involves combining multi-object and integral field spectroscopy to gather spectra
from both point sources and extended objects across a field [116]. Diverse field spectroscopy
allows for maximal utility of the DMD by measuring the spectra from only the objects of
interest, not the entire field. Figure 5.18 illustrates how this method can be used to efficiently
group observations from the same field. The smallest yellow boxes indicate single slits placed
over targets. The larger yellow boxes indicate the spatial coverage of an HTSI observation
which can be made simultaneously. As the HTSI observations step through the required n
images, the locations of the individual slits can be moved to cover additional targets. Spectral
overlap with the individual slits will still need to be avoided, so having the ability to change
their positions with each HTSI frame allows for maximal targets to be observed over time.

5.5

Summary and Conclusions

More efficient measurements of faint spatially resolved spectra can be made with a DMDbased MOS using the HTSI observing technique. The technique employs optical multiplexing
to reduce the MSE in measurements of the spectral signals, which in turn improves the SNR.
An HTSI technique will have a gain in SNR as compared to measurements of the same signals
made by scanning a long slit across the field, so long as the signals are read noise limited.
Without a gain SNR, the HTSI method is no longer more efficient than long slit scanning with
the DMD. Implementation of this technique on existing and planned DMD-based MOS can be
done with no changes to hardware or design, as it only involves changing the slit mask patterns
displayed by the DMD. This work has presented results from modeling the HTSI technique
with various input sky scenes, instrument parameters, multiplexing encoding schemes, mask
errors, and errors due to temporal and spatio-temporal fluctuations. Results from these models
show that above all other sources of error and noise, photon noise is the most significantly
limiting factor in HTSI observations. When the ratio of photon noise to read noise in signals
is > 1, the signals are said to be photon noise dominated. With a noise ratio < 1, the signal
are read noise limited, and it is within this regime that the HTSI method can produce a gain
in SNR over a long slit scanning technique. The HTSI technique has added benefits of flexible
slit width, spatial resolution, and spatial coverage. It can also be used in conjunction with
single slits for diverse field spectroscopy observations. The interchangeable combination of
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Figure 5.18: Diverse Field Spectroscopy Illustration
An example of how diverse field spectroscopy can be utilized to measure multiple targets with
varying spatial extents using both single slits and an HTSI observation. The small yellow
boxes represent individual slits while the large yellow box represents the area covered by the
HTSI observation..

both MOS and IFS capabilities in a single instrument is an extremely attractive option for
future space missions.

5.5.1

Future Work

The DMD-based instrument, SAMOS, is set for deployment on the 4.1-meter SOAR telescope
in Chile in 2022 [48]. Upon its completion, SAMOS will be the only DMD-based MOS in
operation. This instrument provides an excellent opportunity to demonstrate the HTSI observation mode with on-sky targets. We have integrated a HTSI observing mode with the
SAMOS control software to cycle through appropriate DMD slit mask patterns based on a
desired Hadamard matrix construction and order. Future work will involve using the HTSI
observing mode to observe faint targets with known spectral characteristics. Such observations can be used to evaluate the success of the HTSI observing mode and compare it to
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long slit scan measurements of the same targets. Analysis of these observations will include
a comparison to the modeling results presented in this work. The results will demonstrate
the effectiveness of the HTSI technique from a ground-based platform, and provide a useful
evaluation of the technique for future space-based instruments as well.
Standard spectral calibration techniques may not be sufficient for HTSI observations given
that spectral uncertainty may arise from variations in the detector quantum efficiency (QE)
between pixels. Typically, the detector is calibrated by dispersing light from a reference source
whose spectra is known. From this calibration, the wavelength corresponding to each detector
pixel is determined. The measured intensity of light at each wavelength is then calibrated
based on the detector’s QE, which can vary from pixel to pixel within the array. In the
images captured in HTSI mode, a given pixel may have multiple wavelengths of light (from
different spectral sources) incident on it. During the data reconstruction process, the spatial
and spectral data is deconvolved, but there is uncertainty in the QE response of the pixel
which a given wavelength of light was incident on. If the variation in QE between pixels
is significant enough, a new calibration technique should be developed to address this and
decrease the resulting spectral uncertainty in the data. A potential calibration technique to
account for this is to run the HTSI observing mode while a spectral calibration source floods
the instrument. This will create a spectral calibration for each multiplexed image in the HTSI
observations sequence. It allows the wavelengths incident on each pixel to be tracked for each
of the DMD masks used in the HTSI measurement sequence. The calibration may be used for
future HTSI measurements so long as the same exact mask construction and sequence is used.
Calibration techniques for the HTSI method should be tested in a laboratory setting prior to
implementation for on-sky measurements. In addition to unique calibration techniques, the
HTSI method may also benefit from novel image processing techniques to suppress background
signal and noise.
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Chapter 6

Conclusions and Future Work
The development of instrumentation and observational methods is often a driving force behind
scientific discoveries. Many of the objectives outlined in the 2020 Decadal Survey on Astronomy and Astrophysics require instruments capable of carrying out large spectral surveys with
both MOS and IFS [11]. While many ground-based instruments have such capabilities, options
for space-based missions are very limited. A DMD-based MOS can provide both MOS and
IFS capabilities from a compact and versatile package. Individual micromirrors of the DMD
are used as slits to selectively send light to a spectrograph. Micromirrors can be grouped
together for a long slit and perform IFS through long slit scanning of an extended target.
Alternatively, an optical multiplexing technique called HTSI can be used to gather the same
volume of spatially resolved spectra with the advantage of a gain in SNR for read noise limited
signals. The HTSI technique can be used in place of long slit scanning to measure faint targets
in a more efficient manner. Overall, the advantages of DMDs include compact size, low cost,
commercial availability, low power consumption [57], high reliability and lifetime estimates
[46], rapid re-configuration, large number of individual elements, high fill factor in comparison
to other optical MEMS, ability to group micromirrors together to form different slit sizes,
and the ability to act as an encoding mask for HTSI observations. The work presented in
this dissertation has explored several areas vital to the inclusion of DMDs in future astronomy missions: space qualification, optical performance, and the implementation of the HTSI
technique.
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6.1

Space Qualification

Gamma radiation testing was performed on XGA DMDs as the final portion of an environmental test campaign to qualify the devices for space deployment. Gamma radiation causes
TID, which has a cumulative effect that can be particularly damaging in electrostatic MEMS
such as a DMD. The effects of TID on DMDs results in non-latching micromirrors, which can
be fully recovered through annealing. These non-latching mirrors are a result of charge buildup inhibiting the electrostatic actuation force of the DMD. The average TID at which DMDs
began to exhibit non-latching mirrors is 17.2 krad(si). Because the rate of annealing in DMDs
is high, and the dose rate in space is very low, the devices can anneal throughout the duration
of a space mission. As a result, the TID tolerance of a XGA DMD is expected to be higher in
space than in the radiation test environment. The results of this gamma radiation testing have
found that XGA DMDs can survive the expected TID for a variety of space mission profiles.
This concludes the environmental test campaign to qualify XGA DMDs for use in space. XGA
DMDs have successfully passed mechanical shock and vibration, low temperature, high energy
proton radiation, heavy-ion radiation, and gamma radiation testing. It is recommended that
the technology readiness level (TRL) of DMDs be re-evaluated following the conclusion of this
testing. Future missions will likely need to repeat environmental testing on DMDs to evaluate
the specific flight-configuration or model device planned for deployment, however these results
indicate that DMDs make excellent candidates for space deployment.

6.2

Optical Properties

Important optical properties of DMDs include the contrast ratio and reflectance. Each are
important to characterize when considering the devices for use as a programmable slit-mask
in a MOS. The reflectance determines the range of wavelengths at which the instrument
can measure. High reflectivity at UV wavelengths is a priority for future DMD-based MOS
space missions. The contrast ratio indicates how well the device is able to reject unwanted
signals from entering the spectrograph. It has a direct impact on the quality of spectral
data obtained from a MOS, as low contrast will result in poor SNR in the spectral data
obtained. For a more realistic evaluation of DMD contrast and reflectance, measurements
should be done in a spectrograph-like configuration as contrast ratio is significantly impacted
by the wavelength of light, angle of illumination, and f/# of the illumination and collection
optics. This work discussed measurements of the contrast ratio and absolute reflectance of
various XGA DMDs using a spectrograph-like configuration. Both properties were measured
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as a function of wavelength over the NUV and visible light wavelength regions spanning 200
nm - 800 nm. The measured devices included two re-windowed, two bare (no window), and
one COTS XGA DMD. Each DMD was illuminated with a 300µm diameter spot of light
while images were collected with all micromirrors in the on-state and then with all in the
off-state. The absolute reflectance was calculated using a reference mirror and the ratio of
signals from the mirror and a DMD. The contrast was calculated as ratio of the signal in
images captured with all DMD micromirrors on and all off. Despite using a sensitive scientific
CCD and bright laser-driven broadband light source, there was difficulty in obtaining high
SNR measurements of signal from the DMD off-state at wavelengths of 350 nm and shorter.
This led to high uncertainty in the contrast ratio measurements at wavelengths below 350
nm. Several measurements at visible wavelengths also exhibit high uncertainty due to poor
SNR in the images and increased uncertainty in the relative amount of light incident on the
DMD between the on and off state measurements. On average, the contrast ratio of bare
and re-windowed DMDs was slightly greater than that of the COTS DMDs, having a contrast
ratio > 2, 000 : 1 across NUV and visible wavelengths 330 nm - 800 nm, with low uncertainty
in the measurements at visible wavelengths. These results indicate that XGA DMDs have
sufficient contrast ratio to perform well as a programmable slit mask in a MOS. The absolute
reflectance results were found to have large uncertainties, rendering the measurements too
inaccurate to consider as significant. Lessons learned from this experiment will be applied
to future measurements of DMD reflectance in spectrograph-like configurations. Alternative
reflectance methods are currently being developed with collaborators at LASP and STScI for
making accurate measurements of DMDs at FUV through visible wavelengths.

6.3

Hadamard Transform Spectral Imaging with DMDs

An optical multiplexing technique, HTSI, can be implemented on DMD-based MOS to measure
spatially resolved (integral field) spectra. This technique offers an advantage over using a long
slit scanning technique to measure the same volume of spectral data, but only when measured
signals are read noise limited. The primary advantage of HTSI is a gain in SNR as compared
to direct (i.e. long slit) measurements, which is also known as Fellgett’s advantage. The gain
in SNR arises from the suppression of noise independent of the signals, such as detector read
noise. When the noise in measurements is dominated by photon or other multiplicative noise
sources, there is no longer a gain SNR. In these cases, a long slit scanning technique will be
the most efficient method for capturing IFS.
The HTSI technique can be implemented on DMD-based MOS with no changes to hardware
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or design. It can provide IFS measurements with greater observational efficiency than a long
slit scanning method with the DMD, so long as the signals are read noise limited. The gain
in SNR with the HTSI method translates to less total integration time required to reach a
desired SNR, or a fainter target observed with the same SNR in the same amount of integration
time. Other advantages to the HTSI technique include the ability to modify spatial resolution
spectral resolution, and spatial coverage through changing the slit width and matrix order
used with the observation. Additional benefits include exploiting the high versatility of DMDs
through using closed slits to block light from unwanted bright signals within the IFS target
area, or combining single slits with HTSI simultaneously for diverse field spectroscopy.
The performance of the HTSI technique in relation to astronomy applications is not well
characterized. To better evaluate the technique and its limitations, its performance has been
modeled for a variety of observational conditions. This work has discussed results from modeling the HTSI technique with various input sky scenes, instrument parameters, multiplexing
encoding schemes, mask errors, and errors due to temporal and spatio-temporal fluctuations.
Results from these models show that above all other sources of error and noise, photon noise
is the most significantly limiting factor in HTSI observations. When the ratio of photon noise
to read noise in signals is > 1, the signals are said to be photon noise dominated. With a
noise ratio < 1, the signal are read noise limited, and it is within this regime that the HTSI
method can produce a gain in SNR over a long slit scanning technique. Applications for the
HTSI technique with a DMD-based MOS include, but are not limited to, measuring faint
high red-shift galaxies, spectral mapping of the CGM, or characterizing gaseous emission line
regions at varying spatial resolutions.

6.4

Outlook and Future Work

Results from each portion of this work strengthen the case for including DMD-based MOS
on future astronomy space missions. Various size platforms, from CubeSats to probe-class
satellites and larger, are well suited to host a DMD-based MOS. A sub-orbital or CubeSat
mission would be logical next-step for demonstrating DMD-based MOS viability in space and
scientific capabilities.
Future work should also include continued development in expanding the spectral sensitivity of DMDs and characterizing optical properties of the devices at UV wavelengths. The FUV
wavelength regime is of particular interest for space-based missions, as that wavelength regime
cannot be observed from the ground due to Earth’s atmosphere. Ultimately, the re-coating
and re-windowing techniques developed for XGA DMDs should be scaled to the larger DC2K
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DMD format and evaluated for space qualification.
Additionally, future work will include the demonstration of the HTSI technique with the
ground-based instrument SAMOS. These observations will be used to further evaluate the
technique’s performance and inform future DMD-based missions. These observations will also
be integral in developing spectral calibration methods specific to the HTSI technique. Following ground-based demonstration and evaluation, the HTSI technique should be validated from
a high-altitude balloon platform or space-based instrument for a complete characterization of
the performance from both ground and space. With careful evaluation, this technique can
become a useful observational mode on any DMD-based MOS.
Commercial DMDs are highly versatile devices with a potential to enable efficient highly
multiplexed spectroscopy for astronomy applications; both from the ground and in space.
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Appendix A

Appendix
A.1

HTSI Modeling Process

The HTSI modeling discussed in chapter 5 was performed in Python programming language
[97]. This appendix describes the modeling process in more detail with example images and
arrays. Figure 5.6, illustrates the general flow of the modeling code with a block diagram. A
3-D input sky data cube with flux density data, Fλ , having units of photons/sec/nm/m2 is
multiplied by the instrument throughput as a function of wavelength T (λ) and effective area
of the telescope AT . The sky cube is then convolved with a general airy disk PSF, which
represents the instrument’s PSF. The form of the airy disk PSF is:
"
f (r) = A

πr
2J1 ( R/R
)
2

#2

πr
R/R2

(A.1)

Where r is the distance from the maximum of the Airy function, J1 is the first order Bessel
function of the first kind, A is the amplitude, Rz = 1.22, and R is the radius of the first zero
[99]. The parameter R is is used to define the PSF for a given model. Finally, to convert
the data into units of e − /nm/pixel (where e− is electrons), the sky cube is multiplied by
the exposure time, t, and detector quantum efficiency (QE), η. Any operations that involve
a function of wavelength can be applied to the data cube along its wavelength axis, λ. Slices
from an example sky data cube are shown in figure A.1.
The sky data cube is multiplexed with the specified H or S-matrix of order n. To simulate
a multiplexed detector image, a row from the Hadamard matrix is extracted, modified based
on the specified slit width and DMD contrast ratio, and then multiplied by the sky data data
cube. Each element in the extracted row corresponds to a open or closed long slit. A total of
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Figure A.1: Example slices from a sky data cube
Top: a slice in a sky data cube along the wavelength axis. Middle: a slice in the sky data
cube along the y-axis. Bottom: a slice in the sky data cube along the x-axis.

n/2 slits ( 12 (n + 1) slits fro an S-matrix) are open for any given multiplexed image. Figure
A.2 illustrates this step and figure A.3 shows slices from a example multiplexed data cube at
this step. The example uses a S-matrix of order 127 for multiplexing. The example images are
shown cropped down to the region within the full CCD image where multiplexed signals are
incident. This cropping step is necessary later for reconstruction purposes. The image slice
along the m-axis represents the image recorded by the detector for a given DMD slit mask
pattern. The dimensions of the multiplexed data cube are y (purely spatial information), h
(spatially convolved spectra h = x ∗ λ), and m ( number). The cropped cube in this example
has an array of size [y,h,m] = [127,400,127].
After the simulated multiplexed images are generated, detector noise is applied to the
images. The models assume that a CCD detector is used, as is typical for DMD-based MOS.
Photon noise and dark noise are modeled with a Poisson distribution. The photon noise is
dependent on the input signal, and includes both source and sky background signals. Dark
noise is computed based on the dark current and exposure time. Read noise is modeled with
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Figure A.2: Creating a simulated multiplexed image
The sky cube is multiplied by a row from the S-matrix to produce a 2-D detector image
simulating the multiplexed signals recorded by the detector during an HTSI observation.

a normal distribution based on the specified read noise value for the model. After adding each
noise component, the image is multiplied by the gain of the CCD to convert from signal in eto analog digital units (ADU).
After all detector images are simulated, they are cropped to the region corresponding to
the spatial coverage of the HTSI mask. This step is necessary to properly reconstruct the
original signals from the region. Next the images are flattened into a 1-D array. The 1-D
arrays are stacked to form a 2-D array containing the HTSI data from all images. Following
the example from above, a flattened detector image will be a 1-D array with size [1,50800]
and the 2-D array combining all flattened images has dimensions of [127, 50800]. The inverse
Hadamard transform is then applied to the 2-D array of flattened image data. For H-matrix
constructions the inverse Hadamard transform is Hn /n, and is applied as follows: 1) Multiply
the flattened image data, D(n,m) , by the matrix Hn 2) Un-flatten each row in the resulting
array into n images with dimensions of n, x 3) Divide each image by n
For an S-matrix of order n, the inverse transform is given by:
Sn−1 =

2
(2SnT − Jn )
n+1

(A.2)

Where SnT is the transpose of Sn and Jn is a matrix of the same size as Sn , with all values
equal to 1. This inverse transform is applied to the flattened image data, D(n,m) . Then each
row of the resulting 2-D array is un-flattened into n images with dimensions n, x.
Once images have been reconstructed, they are stacked as a data cube of size n, n, x, where
the first two dimensions contain spatial information and the third dimension, x, contains
spectral information. An example of the resulting data is shown in figure A.4 with slices from
122

Figure A.3: Example slices from a multiplexed data cube
Left: a slice in a multiplexed data cube along the m-axis, where m is the mask number (also
corresponds to the Hadamard matrix row). This slice represents the image recorded by the
detector. The h-axis represents spatially-convolved spectra, h = x ∗ λ. Middle: a slice in the
sky data cube along the y-axis. Right: a slice in the multiplexed data cube along the h-axis.

the reconstructed data cube.
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Figure A.4: Example of slices from the reconstructed data cube
Top: a slice in a sky data cube along the wavelength axis. Middle: a slice in the sky data
cube along the y-axis. Bottom: a slice in the sky data cube along the x-axis.
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