A significant percentage of mobile interaction involves short-period usages that originate from the standby modeusers wake up a device by pressing the power button, unlock the device by authenticating themselves, and then search for a target app or functionality on the device. These additional steps preceding a target task imposes significant overhead on users for each mobile device access. To address the issue, we developed Gesture On, a system that enables gesture shortcuts in the standby mode by which a user can draw a gesture on the touchscreen before the screen is turned on. Based on the gesture, our system directly brings up a target item onto the screen that bypasses all these additional steps in a mobile access. This paper examines several challenges in realizing Gesture On, including robustly rejecting accidental touches when the device is in standby, battery consumption incurred for continuous sensing and gesture-based user authentication methods for automatically device unlocking. Our analyses based on a set of user data indicated that Gesture On demonstrates a feasible approach for leveraging the standby mode for fast access to mobile content.
INTRODUCTION
A large number of mobile accesses have a rather short time span (e.g., a previous study reports 49.8% of the logged app usage is shorter than 5 seconds [3] ) and originate from the standby mode of a mobile device [3, 5] , i.e., when the screen is off. To access a mobile functionality such as making a phone call, users will need to first press the power button to wake up the screen, unlock the phone by authenticating themselves, and then locate the target application before they can perform the desired action (see Figure 1a) . These steps preceding a target action are always needed for many common mobile accesses, such as sending a text message, checking email, jotting down a note, or searching for a restaurant. They impose significant overhead for each mobile access from the standby mode.
Due to the frequent occurrences of these standby-originated accesses, reducing the overhead in these tasks can significantly improve the efficiency of mobile interaction. Existing commercial products and prior research literatures have investigated this issue in several aspects. Gesture Search alleviates the effort by allowing users to quickly access mobile content using mnemonic gesture shortcuts [10] . However, it still requires the user to activate the device and locate and invoke Gesture Search in the first place. The always-on speech feature has recently been enabled in Motorola's Moto X smartphone 1 . It allows the user to wake up the phone from standby to a speech input interface that is readying for a set of voice commands by speaking the phrase "Okay, Google Now". The person can then speak out a command to quickly perform a common action, such as sending a text message, making a phone call, and navigating to a place. This always-on speech feature eliminates the extra interaction steps from waking up the device to getting to the target application. However, the method suffers several drawbacks. It requires the user to utter a special phrase before speaking a target command. In addition, speech input is not always appropriate or feasible (e.g., in a shared office, on a bus or in a noisy restaurant). Finally, further authentication is still needed if the desired action is considered privacy sensitive.
To address these issues, we developed Gesture On, a system that enables touchscreen gestures when a device is in the standby mode. With Gesture On, a user can draw a symbolic gesture on the touchscreen before the screen is even turned on; based on the recognition of the gesture, it directly brings up a target item onto the screen. Because symbolic gestures can often be drawn without visual feedback (such as trajectories), they can be articulated when the screen is off [7] . Gesture On overrides the default kernel behavior of mobile platforms by constantly monitoring and analyzing touchscreen input when the device is in standby. When a symbolic gesture is detected on the device touchscreen, Gesture On wakes up the device, authenticates the user based on the gesture, and performs the corresponding action, e.g., drawing a triangle to launch the Camera app or a circle to invoke the Alarm Clock.
In this paper, we examine several technical challenges in realizing Gesture On. First, Gesture On needs to differentiate the desired gesture input from accidental touches. There are many accidental touches registered on the touchscreen throughout the day when a device is in standby, e.g., when a user grab their device or when the device rests in a pocket. To avoid wasting computational power or triggering unwanted actions, Gesture On needs to identify and discard accidental touches as fast as possible. We also investigated the potential impact on battery consumption due to the continuous sensing as required by Gesture On. Second, to avoid a dedicated step for user authentication, we intend to authenticate the user based on the biometric information as demonstrated by a touch gesture itself.
The paper makes the following contributions:
A gesture shortcut system that is embedded at the core of a mobile platform, which enables touchscreen gesture shortcuts when the device is in the standby mode; A set of methods for differentiating symbolic (particularly alphanumeric) gestures from accidental touches in the standby mode, and a thorough analysis over the characteristics of these touch behaviors; An examination of the impact on mobile battery consumption with the continuous sensing of Gesture On and the architectural design for addressing it;
A preliminary investigation of methods for authenticating users based on their touchscreen gestures, and how gesture-based authentication can be integrated into an interaction flow.
In the rest of the paper, we first provide an overview of the related work. Next, we discuss our methods of learning and validating a gesture recognizer for differentiating desired gestures from accident touches, including our data collection procedure and an analysis over the collected data. Then, we investigate implicit user authentication methods, by creating and validating a classifier for authenticating users based on their touchscreen gestures. Finally we discuss our implementation and limitations and then conclude the paper.
RELATED WORK
To ease the effort for searching and activating a target functionality or command, previous work has investigated a variety of gesture shortcut systems [2, 10, 16] . However, these systems only address part of the problem in that they themselves need to be invoked before a user can benefit from these approaches. The benefit of reducing the interaction overhead from the very beginning of the interaction process-the standby mode-has attracted significant effort from both research and commercial products. A large body of work exploits various input capabilities of mobile devices to allow waking up a device and launching an application faster.
Motion gestures utilizing on-device accelerometers and gyroscopes can wake up the device from standby and launch a specific action. For example, many smart watches can be turned on when a user twist the wrist 2 . Google Glass 3 can wake up when a user looks up beyond a certain angle. A flipping gesture [18] is used by Moto X to allow a user to launch the camera for taking photos.
Touchscreen have also been used to wake up devices and perform predefined actions. For example, Nexus 9 tablet 4 allows a user to double tap the touchscreen to wake up the device. Previous methods have also demonstrated using a directional swipe to wake up the phone and execute an action that corresponds to the direction of the swipe 5 . Compared to these methods, Gesture On allows a richer set of gesture input by enabling alphanumeric gestures. It is the first work that examines accidental touches and the user authentication challenges using these gestures.
Other on-device sensors including proximity sensor, light sensor, IR sensors have also been used to wake up a device. For example, Moto X smartphones employ all these sensor data to infer when a user is intending to check the phone and automatically wakes up the phone to show useful information such as time and notifications.
Lastly, speech input through microphones is an expressive modality for waking up the device and performing actions. Again with Moto X, a user can speak the specific phrase, i.e., "Okay, Google Now", to wake up the phone to a voice listening interface 6 that is readying for a rich set of voice commands. In contrast, Gesture On does not require a separate activation step and allows users to directly articulate their target gestures for both activating the device and bringing up the target action.
Prior work has extensively studied methods for recognizing touchscreen gestures, e.g., [2, 9, 11, 22] . Most of the prior recognition systems focused on gestures with well-defined touch characteristics, such as the trajectory of a rectangle shape [9, 22] . These systems do not attempt to reject out-ofvocabulary gestures, and for any unknown input, they always output the best matched gesture class from a given gesture set. In contrast, accidental touches studied in this paper often do not have well-defined trajectories. Wed need to efficiently rule them out for further processing.
Little work has been devoted to discerning intended gestures from accidental touches. Recently, Schwarz et al. [19] used a set of spatiotemporal touch features (e.g., touch area, trajectory size, trajectory smoothness) to differentiate and filter out touch events from the hand palm. The accidental touches as concerned by us include palm touches, e.g., when the user fetches a phone. Thus, we borrowed several features of [19] to differentiate trajectorybased gestures from accidental touches.
Another related area is user authentication on mobile devices, which has been a longstanding problem. Much work has focused on replacing user passcodes with other forms of authentication methods that are more user friendly. For example, fingerprint readers 7 allow users to press or swipe their fingers to authenticate themselves. Trusted physical tokens [8] are another genre of technologies that authenticates the user by touching a trusted token on the device via NFC 8 or by simply connecting a trusted token via Bluetooth 9 . Face recognition has also been used in commercial mobile platforms such as Android devices , which unlocks the device by simply asking the user to face the device camera.
Previous work has also looked at touchscreen gestures for user authentication. Feng et al. [4] investigated methods for identifying users by observing a series of simple touchscreen gestures (e.g., swipe up, swipe down), but in a post-login setting. GEAT [20] authenticates users by how they perform (about 3) touch gestures from a set of 10 simple gestures. Because these systems need multiple gesture observations, they are not ideal for the authentication scenario we want to address here that only observes a single unknown alphanumerical gesture. 6 Google Now. https://www.google.com/landing/now/ 7 iPhone 6. http://www.apple.com/iphone-6/ 8 Motorola Skip uses NFC to unlock smartphones. 9 Android 5 supports adding any Bluetooth device as trusted token.
Handwritten signatures have been extensively investigated for user authentication or identification [17] . Sherman et al. [21] studies the security and memorability of using userdefined free-form multi-touch gestures for authentication. These forms of data have rich biometric characteristics of the user.
Gesture On investigates authenticating users only based on their touch gestures for launching actions, which avoids the need of additional hardware or extra user action. In contrast to the existing touch-based authentication, Gesture On does not authenticate against a user-defined signature, but a set of simple gestures that contain much less biometric characteristics.
Contextual information has also been used for user authentication. For example, a user can set home location to be trusted in Android and the device will automatically authenticate the user at home. CASA [6] provides a probabilistic framework for choosing an appropriate form of authentication according to the available contextual information. It balances between security and usability. We also took into account such a tradeoff in Gesture On that can benefit from these authentication frameworks.
THE DESIGN OF THE GESTURE-ON SYSTEM
In this section, we discuss the design of Gesture On. Assume Alice wants to make a phone call to her friend Bob. Typically, she would take out the phone, press the power button, unlock the phone with a passcode, locate and tap on the contacts app, and then search for Bob.
With Gesture On, after taking out the phone, Alice only needs to draw a letter "B" on the blank screen. Gesture On will wake up the phone, authenticate the user, and search the device with the gesture using Gesture Search [10] . Based on a list of presented search results, Alice can tap on Bob's name from the search results to immediately make a phone call.
The detailed processing flow is illustrated in Figure 2 . When a sequence of touch events occurs, Gesture On first determines whether the touch events are gesture input intended by the user. If not, it ignores the touch events, otherwise Gesture On wakes up the device and continues to process the gesture. If the user originally has set passcode protection, Gesture On will first verify if the input gesture is from the same user-authentication. If the gesture does not authenticate the user, the passcode guard will be shown and a correct passcode needs to be provided before the Gesture On can proceed. After authentication, Gesture On will launch Gesture Search with the input gesture as a search query.
Gesture On processes multi-touch input to filter out accidental touches, and authenticates the user. The handling of a detected gesture to fire desired actions can be delegated to a gesture shortcut system. For example, our current implementation sends the detected gesture as a query to Gesture Search [10] that allows random access to mobile content using alphanumerical gestures. Alternatively, we can connect Gesture On with other gesture shortcut systems, e.g., drawing a rectangle to invoke the camera functionality and a circle to bring up the Clock app.
In addition to flexibility, an important reason to separate the detection of target gestures (from accidental touches) from the recognition of them for invoking actions is to reduce unnecessary computation thus battery consumption caused by the accidental touches. As discussed later in the paper, detecting gestures from accident touches needs to run continuously but the recognition only needs to be performed when a gesture is detected. By separating the two and making detection an independent and compact component, we can run the detection on a low-power DSP to filter out the accidental touches while the CPU is in the sleep mode. Later, we will discuss our experimentation with such an architecture by evaluating of our gesture detection component on an ARM Cortex-M3 DSP 10 , which shows that the separation allows a minimal impact on the power consumption.
The rest of paper focuses on the two key components to Gesture On are (1) algorithms for filtering out accidental touches, and (2) methods for authenticating users based on their input gestures.
DETECTING GESTURES FROM ACCIDENTAL TOUCHES
When a mobile device is in the standby mode, many screen contacts could register touch events. These touch events are accidental and not meant for initiating interaction. For example, when a person takes out a phone from the pocket or simply grabs the phone in their hand, their fingers could easily contact the screen and register touch events. Even when a phone rests in the pocket, depending on the fabrics of the cloth, screen contacts with the body over the cloth could also register touch events. Discerning intended gestures from accidental touches is crucial so as to avoid battery drain that is caused by unnecessary processing of the touch events and false activation of unwanted actions. In this section we discuss our methods for filtering out these accidental touches.
Most touchscreens nowadays detect multi-touch input. Although Gesture On focuses on enabling single-touch gestures for mobile access, both the accidental and the intended gesture input may contain touch input from multiple body parts simultaneously. For instance, when a user grabs a phone, multiple fingers could contact the screen, which generate accidental touches. Accidental touches can also co-occur with intended gestures. For example, while gesturing with one finger, a user may have touched the bezel of the phone unconsciously with the holding hand, which has become frequently occurred as many smartphones or tablets today are becoming frameless. It is even difficult for the user to realize accidental touches in the standby mode because there is no visual feedback in this mode while the screen is in sleep. Consequently, although the target gestures we aim to support are single-stroke, we need to handle multi-touch input that consists of one or multiple parallel touch trajectories (or touch strokes).
In our method, we classify each touch stroke as either accidental or intended given its context in a multi-touch input-the stroke being evaluated in relation to other co-occurring strokes as well as other sensor data such as acceleration. The classification only takes place at the end of each stroke, i.e., when a touched finger lifts up.
Data Collection
To understand how intended touch gestures are different from accidental touches, we collected touch data about these behaviors from users that consists of two consecutive stages: one for collecting accidental touch events and one for collecting intended gestures.
In the first stage of the experiment, a participant was given a customized Nexus 5 smartphone and was asked to use it as their primary phone (replacing their own phone) for a minimum of three consecutive days. The customized Nexus 5 contained a modified Linux kernel that we instrumented to enable logging touch events when the phone is in the standby mode and an Android app that we developed to log other types of sensor data. Because replacing the kernel on the phone can cause factory reset, we could not use participants' own devices for this study.
The second stage involved a laboratory study session in which we asked each participant of the first stage to perform a set of gesture tasks on the same device. Each participant needed to draw a set of symbolic gestures in five conditions involving both sitting and walking situations.
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The sitting situation includes: 1) the user gestures on the phone that is resting on a table, 2) the user gestures with one hand and holds the phone with the other hand-the two-handed situation, and 3) the user gestures with the thumb of the hand that is holding the phone-the singlehanded situation. The walking situation includes 4) the twohanded and 5) the single-handed situation while the user is walking.
For each of the 5 conditions, our data collection tool instructed the user to draw 3 samples for each alphanumeric symbol (i.e., the 26 English letters and 10 digits). When the instruction for drawing a specific gesture symbol shows at the top of the screen (see Figure 3) , the participant is supposed to draw the gesture on the blank canvas and no visual feedback is provided while the participant performs the gesture. The order for which symbol to draw is randomized. This procedure resulted in a total of 540 gestures per participant.
We collected the same types of sensor data when touch events occur in both stages of the data collection study. The first set of data comes from the touchscreen sensor. For each touch event, we collect:
The number of touches (each with an ID); The action of the touch event (i.e., move, release); The on-screen location of the touch event;
The size (in pixels) of the touch area; The pressure associated with the touch event.
The second set of sensor data comes from other sensors. We recorded the readings from the proximity sensor, light sensor, accelerometer, magnetometer, and gyroscope. While these sensor data are not directly related to touch events, prior work has shown the strong correlation between these sensor dimensions and the screen touches [14] . We sampled these sensor readings within a 2-second window before, during and after each touch event.
Collected Data and Features
We recruited 14 participants (8 female, 6 males, aged from 20-30). All were Nexus 5 users and right-handed. The total time span of the first stage of data collection was 1,359 hours, about 4 days per participant on average. During this period of time, a total of 3,834 screen-turned-on events were observed, about 68 screen-turned-on events per day per participant on average.
For the accidental touch data, we collected a total of 642,670 touch strokes. Notice that we treated all the touches occurred when the screen is off as accidental because no touch interaction is supported in the standby mode during the data collection. For intended gestures, we acquired a total of 9,995 touch strokes from the laboratory session. Based on this dataset, we analyzed different characteristics these two types of behaviors demonstrate, by which we extract useful features for automatically classifying them for our gesture detection purpose.
On-Screen Locations
We found accidental touches and intend gestures have distinct location distributions. A touch stroke consists of a sequence of touch points and we use the point that is the farthest to the bezel as the stroke's location. Our data indicated that strokes of accidental touch were scattered across the screen and many were near the bezels (see Figure  4a ). In contrast, strokes of intended gestures were mostly cluttered at the center of the screen (see Figure 4b) . However, we observed a noticeable amount of touch strokes of intended gestures occurred at the lower right corner of the screen (see Figure 4b) . By looking into the data, we found all these near-corner touches co-occurred with other finger touches for articulating gestures, during the single-handed condition. Because all of our participants were right-handed, we infer that these touch events were actually resulted from the participants' accidental palm contact with the touchscreen. 
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Number of Simultaneous Touches
Another important aspect that we examined was simultaneous touches from multiple fingers. Single-stroke gestures, i.e., our target gesture type, should ideally only involve a single finger touching at a time. However, as discussed previously, accidental contacts with touchscreens can result in simultaneous touches while performing a gesture, although such situations are extremely rare compared to accidental touches that often involved more than one finger registered (see Figure 5 ).
Touch Movement
The movement range of a touch stroke can be a great indicator to whether the stroke is intended or accidental, because many intended gestures have a trajectory with a significant length while accidental touches involve relatively less movement. Our data confirmed our intuition that the touch strokes of intended gestures often had much larger bounding boxes than accidental touches (see Figure  6 ).
Time Duration
We hypothesize that touch strokes in intended gestures would have relatively more concentrated time durations, while accidental touches are more random and could have very brief or extended time duration, e.g., when grabbing the phone in hand. This hypothesis was confirmed by our data (see Figure 7) . The majority of accident touches have a very short duration while some lasted for an extended time period (>1400 milliseconds).
Touch Size and Pressure
A user typically performs an intended gesture by drawing with the fingertip as in our laboratory study that leads to a relatively consistent contact area size and pressure value. In contrast, accidental touches could be much more varying in these measures. For example, when a phone rests in the back pocket of a jean, the entire screen could be pushed against the body and the touch area from such a contact can be large so is the sensed pressure. Because the Nexus 5 phone, i.e., our experimental device, is only able to detect the major width of a touch area (a hardware limitation), we use the touch width instead of the actual size to characterize touch area differences between these two types of touch behaviors (see Figure 8 ).
Proximity
A proximity sensor is able to detect nearby objects and their distance from the sensor. However, Nexus 5 phones only report two values, 0 for "near" and 5 for "far", to indicate whether there is an object within a given range (i.e., 5cm). For smartphones, the proximity sensor is typically located on the top near the headset for detecting if the person is holding the phone against their ear during a phone call, to disable the screen to avoid accidental touches.
Because the proximity sensor is located at the top bezel, it is difficult to trigger the "near" signal while the user is gesturing on the touchscreen (see Figure 4) . However, because accidental touches are more scattered around, the proximity sensors can be more easily triggered to send a "near" signal. The statistics about proximity sensor readings based on our data has also confirmed this (see Figure 9) . Because the proximity reading may change in the course of a gesture articulation, i.e., switching between 1 and 5, we used the average proximity for each sample that resulted numerical values between 1 and 5 as shown in Figure 9 . Overall, more than half of the accidental touches took place when the "near" signal was triggered. In contrast, few intended gestures were associated with the "near" proximity value.
Motion Sensors
Prior work has shown that motion signals can be useful to assist touch screen interaction and to enable finger tapping beyond the touchscreen [13, 14] . We noticed that accidental touches and intended gestures generated different distributions for the standard deviation of the acceleration magnitudes during a touch stroke (see Figure 10) . Intuitively, when performing a gesture on a touchscreen, users try to keep the phone stable, which might not be the case for accidental touches.
Features for Learning
Based on the above observation from our dataset, we choose the measures listed in Table 1 as our features in training a classifier for detecting intended gesture input from accidental touches.
Training and Validation
We chose to use a decision tree model for our gesture detector because our features are good indicators themselves. We also experimented with other classification models that achieved similar precision and recall, but a decision tree has relatively lower computational cost and is easier for us to port the detector onto low-power DSP chips for continuous sensing as discussed in the following sections.
For evaluation, we used a cross-user validation strategy. Each user's data was classified using a model that was learned from all other users' data. This simulates the userindependent setting where learning from specific users is not required after the system is deployed. Based on our dataset, we acquired 98.2% precision and 97.6% recall on detecting gestures from accidental touches. For accidental touches, this translates to 0.028% of them being misclassified as intended gestures, which is about 3 false activations per user per day.
USER AUTHENTICATION BASED ON A GESTURE
After a touch stroke is detected as an intended gesture, Gesture On checks if the device is locked with a passcode. If it is not locked, the gesture is directly sent to the connected gesture shortcut system for triggering the target action. If it is locked, Gesture On will try to authenticate the user based on the gesture, to avoid the overhead of requiring an additional authentication step. If the authentication fails, Gesture On will fall back to the default system authentication interface, e.g., via a passcode. Unlike prior work for user authentication using handwritten signatures, a gesture here often has much simpler trajectories, such as a circle for letter 'o'. These gestures have much less biometric information than a signature does. In this section, we discuss an initial investigation into this problem.
Authenticating a user through a simple gesture reduces interaction overhead but can sacrifice security due to false accepted gestures. The more accurate Gesture On can authenticate a user, the higher efficiency and better security it can achieve. To authenticate a user based on a single symbolic gesture, the system would need to first collect a sample of gesture data from the user before the user can use it, similar to collecting fingerprint data before using the fingerprint reader to authenticate. Since the biometric information might vary when a person draws different Maximum number of simultaneous touches when the stroke is generated
5
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8
Deviation of acceleration magnitudes in the course of a stroke symbols, we require a user to draw at least one sample for each gesture symbol. The more gesture samples there are, the better the system can model the user's biometric profile.
To formalize our problem, verifying a person here is to calculate the probability that a person is as claimed given the gesture, i.e., = * , * , where is the person who perform the gesture , * is the claimed userthe person who owns the device, and * is the pre-collected gesture sample set of * . Because the biometric information can vary from symbol to symbol, we introduce a hidden variable for the gesture symbol that the person intends to perform by which gives the following equation:
where is the target symbol set, * is the set of gesture samples for collected from the owner * . ( | ) can be computed using a user-independent gesture recognizer such as a handwriting recognizer. We can calculate = * , , * as the following:
is the probability of whether two gesture samples are authored by the same user given that these gestures are intended for a specific symbol. In the following section, we discuss our initial exploration in estimating this probability by learning a binary classifier for each gesture symbol.
Data Collection
Although the gesture data we collected in our laboratory study can still be used here, it is limited in the sample size (only 14 participants), which is insufficient for training and validating our classification method. Thus, we used another dataset that was collected from 94 participants on their own touchscreen mobile devices, via a crowdsourcing platform [1] . Participants finished the data collection tasks remotely on their own rather than in a controlled laboratory environment, which resembles a realistic situation.
Each participant contributed 5 samples for each English letter. This amounts to 470 samples per letter symbol. Since the classification involves a pair of gestures, there are =110,215 training pairs for each letter symbol.
Feature Extraction & Classification
Each gesture sample pair consists of five groups of features. First, in the preprocessing step, each gesture in the pair is resampled to 129 equidistant points and is aligned with each other using Protractor [9] . These points split the gesture into 128 path segments, and we then partition these segments to form 8 segment groups with each group containing 16 consecutive segments (thus 17 points). Based on these segment groups, we compute the following features for each pair of gesture samples.
, 1 ≤ ≤ 8. is the cosine distance between the i-th group's point coordinate sequence of the two gesture samples in the pair;
, 1 ≤ ≤ 8. is the cosine distance between i-th group's point curvature sequence of the two gestures;
, 1 ≤ ≤ 8. is the ratio between the i-th group's displacement of the two gestures. The displacement is the Euclidean distance between the beginning and end points of a group; , 1 ≤ ≤ 8. is the ratio between the i-th group's velocity of the two gestures. The velocity is the displacement divided by the duration of a group; , 1 ≤ ≤ 8. is the ratio between the i-th group's acceleration of the two gestures. The acceleration is the velocity divided by the duration.
On top of the above features, we used the ratio between the bounding circle's diameters of the two gestures. The displacement, velocity and acceleration have been used previously for signature-based verification [17] . In contrast to prior work, based on these features, we used a datadriven approach and trained an SVM classifier with radial basis kernels for each letter symbol.
Validation and Results
Similar to evaluating our gesture detector, we split our dataset for training and testing across users. For each letter symbol, we randomly pick 5 participants (a total of 25 gestures) to create a test dataset of 300 sample pairs. We use the rest participants' data to form the training sample pairs. We chose 5 participants for testing because it simulates a scenario of 4 attackers who try to pass the authentication test-a reasonable amount of attacks.
For each letter, we repeat the above process for 5 times and report the average false positive rate (or false acceptance rate, FAR) and false negative rate (or false rejection rate, FRR) (see Figure 11 ). FAR reflects how easily a person can break in the device (the vulnerability). FRR indicates how likely the system will reject an authentic user's gesture. Because Gesture On falls back to the default passcode interface when authentication fails, higher FRR means the reduction to the interaction efficiency. The average false positive rate was 25.8% and the average false negative rate was 25.5% across gesture symbols. There are two extremes along the spectrum of interaction efficiency and security. Gesture On always fires an action without the authentication process (FAR=100%). This maximally reduces the authentication overhead, but at the expense of security. In the other extreme, Gesture On always asks the person to go through the passcode interface (FRR=100%), which does not reduce authentication overhead, nor sacrifice security.
It is worth mentioning that we can thus adjust the decision boundary of the binary classification to trade efficiency for security, or vice versa. We can expose this decision to users and let them finely-tune such a balance. For example, we offer three levels of authentication in a setting UI: a default level using a .5 decision threshold that yields the above FAR and FRR, a high-security level using a higher threshold for a low FAR, a low-security level using a lower threshold for a low FRR.
Before implementing our own solution, we experimented with a state-of-the-art solution from signature verification research [17] . With this previous method, we were only able to achieve 35%-40% FRR and FAR on single symbol verification. The fact that this previous method was able to achieve less than 2% FRR and FAR [17] for signaturebased authentication indicated that a single-letter symbol often contain significantly less biometrics than handwritten signatures.
IMPLEMENTATION
Gesture On consists of two components. First, we implemented a virtual driver (for Nexus 5) in the Linux kernel that listens to and processes touchscreen events when the device is in the standby mode. The driver writes all the touch events to on-device storage files in our data collection study. To enable touch sensing in the standby mode, we modified the kernel to keep the touch sensor and its microcontroller active, and held a wake lock on CPU.
Second, we implemented an Android service that listens to all other sensor events and the touch events from our driver. This part can be alternatively implemented in the driver as well but it is much easier to implement using Android platform for our fast prototyping purpose. The communication between the service and the driver is through sysfs [15] . We used Weka [12] to train and validate our decision tree and SVM models.
POWER EFFICIENCY
The implementation of Gesture On that we discussed serves the purposes for data collection and prototyping and it works around the existing architecture of Nexus 5. However, while utilizing the sensors is relatively cheap, such an implementation requires Gesture On to hold a wake lock on CPU that consumes precious battery power.
A more power efficient solution is to move the gesture detection component that requires continuous sensing to a separate, low-power DSP (i.e., a sensor hub). The DSP only wakes up the CPU when a gesture input is detected, for more expensive computation such as gesture recognition and user authentication.
In fact, many today's mobile devices have already been utilizing such an architecture with a low-power DSP solution (MPU) for continuous sensing. For example, Apple iPhone 5s uses a M8 for processing sensor data in the background; Motorola Moto X uses a TI C55x DSP 11 for always-on voice command. This architectural design has a much less impact on the battery life.
Due to the limited access allowed to the current platform cores, we are yet able to harness these on-device DSP for our prototype. Instead, to examine the power efficiency Gesture On in such an architecture, we used a standalone low-power DSP through a development board. We chose NXP ARM Cortex-M3 as our DSP that has been used in iPhone 5s, and LPCXpresso1549 as the development board that offers good development support.
We ported our gesture detection component onto the DSP and used a Monsoon power monitor to measure the energy consumption of the entire development board. The development board uses a constant voltage of 5.04V during the experiment. We let the DSP perform 50,000 detection tasks, each consisting of featurizing and classifying a touch stroke with 30 touch events and 120 acceleration readings. We subtracted the energy consumption when the DSP is idle from that of the detection tasks. The mean energy consumption of each detection task is 0.02µAh, which is negligible compared to the entire battery capacity of Nexus 5 (2300mAh). Because there were about 811 accidental touch strokes per day per user based on our data, the average battery consumption for ruling out accidental touches is about 16µAh.
DISCUSSION
There are several ways to improve our authentication accuracy. We can utilize other sensor data such as the accelerometer in addition to the trajectories. The acceleration associated with touch events has been shown effective on user authentication [20] . Another direction is to allow a user to perform more than one gesture although this approach requires an additional authentication gesture that hampers the interaction efficiency. Alternatively, we can allow the user to use a pre-determined secretive gesture prefix or postfix for the desired gesture, e.g., a pigtail postfix. A prefix or postfix still allows the user to both authenticate and issue a target gesture in a single step. This approach can improve the authentication accuracy with introducing minimal extra effort for gesturing.
Our user authentication method requires a user to provide at least one example for each gesture in the target set. This requirement might be acceptable for 36 alphanumeric symbols. However, it is not feasible to a language with a large number of characters, e.g., Chinese characters. Future work can explore the approach of clustering characters with a similar biometric profile such that such a requirement can be relaxed.
Our learned model for detecting gestures from accidental touches may not apply to another device with a different form factor. We conducted our feature analyses based on the data collected from Nexus 5 smartphones and some features are dependent of the specific form factor of the device (e.g., the bezel distance would be different on a larger device). This limitation would require device manufacturers to train a model for each device form factor.
Lastly, while our evaluation validates the accuracy performance and feasibility with Gesture On in an offline fashion, a user study with the deployed system is necessary to understand how such a system impacts the user's mobile experience. In the future, we want to deploy the system to users and iterate on the design of the interaction flow and UI to balance the efficiency and security.
CONCLUSION
We present Gesture On, a system that enables touchscreen gesture shortcuts from the standby mode. We discussed the design and implementation of two key components: gesture detection from accidental touches and user authentication based on a single gesture. Our experiments indicated that Gesture On demonstrated a useful approach for fast mobile access.
