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We discuss a possible definition of the Faddeev-Popov matrix for the minimal linear covariant gauge on the
lattice and present first results for the ghost propagator. We consider Yang-Mills theory in four space-time
dimensions, for SU(2) and SU(3) gauge groups.
I. INTRODUCTION
The behavior of Green’s functions in the infrared limit of
Yang-Mills theory has been studied extensively in Landau
gauge, both analytically and numerically [1–3]. However,
since the evaluation of propagators and vertices depends on
the gauge condition, a natural extension of these works would
be to consider the linear covariant gauge (LCG), which de-
pends on a gauge-fixing parameter ξ and has the Landau gauge
as a limiting case, corresponding to ξ = 0. On the lattice,
there have been a few studies [4, 5] of the gluon propagator
D(p) in LCG. These numerical data seem to agree with sev-
eral analytic predictions [6–8], e.g. the transverse component
of D(p) is similar to the Landau case, with D(0) decreasing
when the gauge-fixing parameter ξ increases. On the other
hand, for the ghost propagator G(p) there is a wide range of
different analytic predictions. Indeed, the ghost dressing func-
tion p2G(p) has been predicted to be flat (and nonzero) in the
infrared limit [9], or to be suppressed at small momenta when
ξ increases [6], or to be null at p= 0 [7, 10]. Numerical results
for G(p), however, are not yet available, since a lattice defini-
tion of the Faddeev-Popov (FP) matrix, corresponding to the
minimal LCG on the lattice [5], has not been implemented so
far.
In this work we define the FP matrix in lattice minimal LCG
by considering the quadratic expansion of the corresponding
minimizing functional, in analogy with the Gribov-Zwanziger
approach in Landau gauge [1, 2]. We start by reviewing how
the minimal LCG can be fixed on the lattice, in Sec. II. We
then consider the quadratic form obtained from the second
variation of the LCG minimizing functional and its relation
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to the FP operator in the continuum formulation. First results
for the ghost propagator in LCG are shown in Sec. III for the
SU(2) and SU(3) gauge groups. Finally, in the last section we
present our conclusions.
II. MINIMAL LINEAR COVARIANT GAUGE
The minimal LCG can be obtained [5] by minimizing the
functional
ELCG[U ;Λ;h] ≡ ℜ Tr ∑
~x∈Λx
{
[ ih(~x)Λ(~x) ]
−
d
∑
µ=1
[
h(~x)Uµ(~x)h(~x+~eµ)
†
]}
, (1)
with the remark that, in the numerical minimization, the
link variables Uµ(~x) are gauge-transformed, while the Λ(~x)
matrices are not. The above definition applies to a d-
dimensional Euclidean lattice Λx —usually with periodic
boundary conditions— for an SU(Nc) gauge theory. Here, ~eµ
is a vector of length a in the positive µ direction, a is the lattice
spacing, the vectors ~x have components xµ ∈ {a,2a, . . . ,Na}
so that the lattice volumeV is equal to Nd , we indicate with Tr
the trace in color space, ℜ selects the real part and † stands for
the Hermitian conjugate. Also, {Uµ(~x)} ∈ SU(Nc) is a given
thermalized link configuration and {h(~x)}∈ SU(Nc) is a gauge
transformation. Both the Uµ(~x) and h(~x) matrices are in the
Nc×Nc (fundamental) representation. For the N
2
c −1 traceless
Hermitian generators λb of SU(Nc) we use the normalization
Tr(λbλc) = 2δbc. Finally, Λ(~x)≡ ∑b Λ
b(~x)λb are (Hermitian)
matrices belonging to the SU(Nc) Lie algebra and the Λ
b(~x)
are random real numbers, usually Gaussian-distributed around
zero with a width σ =
√
ξ.
The first and second variations of ELCG[U ;h] can be ob-
tained [11] by considering for the gauge transformation a one-
parameter subgroup h(τ;~x) ≡ exp
[
iτ∑b γ
b(~x)λb
]
, where the
parameter τ and the factors γb(~x) are real. Then, by expanding
the functional ELCG[U ;Λ;h](τ) around a minimum {Uµ(~x)}
2up to terms linear in τ, and by using periodicity, one finds that
the stationarity condition ELCG[U ;Λ;h]
′(0) = 0 —where ′ in-
dicates the derivative with respect to the parameter τ— gives
0 = ℜ Tr λb
[
−Λ(~x) +
d
∑
µ=1
Uµ(~x) −Uµ(~x−~eµ)
i
]
(2)
for any lattice site~x and color index b. One usually defines the
lattice gauge field Aµ(~x+~eµ/2) = ∑bA
b
µ(~x+~eµ/2)λ
b through
the relation
Aµ(~x+~eµ/2) ≡
1
2 i
[
Uµ(~x)−U
†
µ (~x)
]
−1⊥
Tr
2 iNc
[
Uµ(~x)−U
†
µ (~x)
]
, (3)
where 1⊥ is the Nc × Nc identity matrix, yielding A
b
µ(~x+
~eµ/2) = ℜTr
[
λbUµ(~x)/(2 i)
]
. Then, if we indicate with
(
∇ ·Ab
)
(~x) ≡
d
∑
µ=1
(
∇µA
b
µ
)
(~x)
≡
d
∑
µ=1
Abµ(~x+~eµ/2)−A
b
µ(~x−~eµ/2) (4)
the lattice divergence of the gauge field and we use ∇µ for the
symmetrized lattice derivative, Eq. (2) becomes(
∇ ·Ab
)
(~x) = Λb(~x) . (5)
We also define Uµ(~x) ≡ exp
[
iag0Aˆµ(~x+~eµ/2)
]
, where Aˆµ(~x)
is the continuum gauge field and g0 is the bare coupling con-
stant. Thus, in the limit of small a, we have that Abµ(~x+
~eµ/2) = ag0Aˆ
b
µ(~x+~eµ/2)+O(a
3g30) and a similar relation ap-
plies to Abµ(~x). Note that, compared to the usual generators
λ˜b with normalization Tr(λ˜bλ˜c) = δbc/2, we have λ˜b = λb/2.
This implies that 2Aˆbµ(~x) ≈ 2A
b
µ(~x)/(ag0) is the usual gauge
field in the continuum limit. Also, in the formal continuum
limit, i.e. a → 0, N → +∞ with L ≡ aN fixed, the above
equation (5) becomes a2g0∑
d
µ=1
[
∂µAˆ
b
µ(~x)+O(a
2)
]
= Λb(~x),
which should be compared1 to the (usual) continuum gauge
condition 2∑µ ∂µAˆ
b
µ(~x) = Λˆ
b(~x), i.e. the continuum functions
Λˆb(~x) satisfy the relation a2g0Λˆ
b(~x) ≈ 2Λb(~x). Moreover,
since the lattice parameter β is given by 2Nc/(a
4−dg20) in the
d-dimensional case, by setting2
ξ =
Nc ξˆ
2β
(7)
1 Here, notation and conclusions are different from Ref. [5].
2 When one considers the usual generators λ˜b, the relation between the lattice
and continuum gauge parameters is
ξ =
2Nc ξˆ
β
(6)
.
we have that
1
2ξ ∑
x,b
[
Λb(x)
]2
=
β/(2Nc)
2ξˆ
∑
x,b
[
a2g0 Λˆ
b(x)
]2
(8)
goes to (2ξˆ)−1
∫
ddx∑b [Λˆ
b(x)]2 in the formal continuum
limit. Thus, the continuum and lattice widths (of the corre-
sponding Gaussian distributions) are related through the ex-
pression σ = σˆ
√
Nc/(2β), i.e. for Nc = 2,3 one has σ < σˆ for
typical values of β in the scaling region.
In minimal Landau gauge the FP matrix M bc(~x,~y) is ob-
tained from the second-order expansion, with respect to the
parameter τ, of the corresponding minimizing functional, i.e.
through the relations3
ELG[U ;h]
′′(0)
2
= ∑
b,~x
γb(~x) (M γ)
b
(~x) (9)
(M γ)
b
(~x) = ∑
c,~y
M
bc(~x,~y)γc(~y) , (10)
where ELG[U ;h] is the Landau-gauge minimizing functional,
given by the second term in the above Eq. (1).
On the other hand, one can easily verify that the first term in
Eq. (1) does not contribute to this second-order expansion in
powers of the parameter τ. Indeed, the expression multiplying
τ2 is given by
Tr ∑
b,c,e,~x
[
γb(~x)γc(~x) f bce λe Λ(~x)
]
. (11)
In the above derivation we made use of the Hermiticity of
the matrices λb, Λ(~x), and we employed the cyclic prop-
erty of the trace and the commutation relations
[
λb, λc
]
≡
2i∑e f
bce λe, where f bce are the (real) structure constants of
the SU(Nc) gauge group. Let us recall that these structure
constants are completely skew-symmetric in all indices [12],
since the Lie algebra of the SU(Nc) group is simple and com-
pact, and the generators λb constitute an orthonormal ba-
sis (through a global rescaling). Therefore, the expression
∑b,c γ
b(~x)γc(~x) f bce in Eq. (11) is zero ∀e,~x. As a conse-
quence, the second variation of ELCG[U ;Λ;h] yields the same
matrix obtained in the Landau case, i.e. [11]
M
bc(~x,~y) ≡ ∑
µ
{
Γbcµ (~x)
[
δ~x,~y − δ~x+~eµ,~y
]
+Γbcµ (~x−~eµ)
[
δ~x,~y − δ~x−~eµ,~y
]
3 From now on, we simplify the notation and we do not indicate explicitly
the lower and upper bounds for the summation indices.
3−∑
e
f bec
[
Aeµ(~x−~eµ/2)δ~x−~eµ,~y
−Aeµ(~x+~eµ/2)δ~x+~eµ,~y
]}
(12)
with
Γbcµ (~x) ≡ Tr
[
λb λc + λc λb
4
Uµ(~x) +U
†
µ (~x)
2
]
. (13)
It is immediate to verify that M bc(~x,~y) is symmetric under the
simultaneous exchanges b↔ c and~x↔~y.
One can also set
M =
1
2
(M+ + M− ) , (14)
(M± γ)
b
(~x) ≡ (M γ)
b
(~x)± (∆M γ)b(~x) (15)
(∆M )bc(~x,~y) ≡ ∑
e
f bec (∇ ·Ae)(~x)δ~x,~y . (16)
At the same time, we define the lattice gauge-covariant deriva-
tive by the relation [11]
Dbcµ (~x,~y) ≡ Γ
bc
µ (~x)
[
δ~x+~eµ,~y − δ~x,~y
]
−∑
e
f becAeµ(~x+~eµ/2)
[
δ~x+~eµ,~y + δ~x,~y
]
. (17)
Indeed, in the formal continuum limit, we have Γbcµ (~x) →
δbc+O(a2g20), giving
(Dµ γ)
b (~x) → a
[(
Dµ[Aˆ]γ
)b
(~x) + O(a, ag0)
]
, (18)
where Dbcµ [Aˆ] ≡ δ
bc∂µ + 2g0∑e f
bceAˆeµ(~x) is the continuum
gauge-covariant derivative. [As explained above, with our no-
tation, the continuum gauge field is given by 2 Aˆeµ(~x).] Then,
it is easy to verify that
(M+ γ)
b
(~x) = −∑
µ
[
(Dµ γ)
b (~x)− (Dµ γ)
b (~x−~eµ)
]
≡ −∑
µ
[
∇
(−)
µ (Dµ γ)
]b
(~x) , (19)
where ∇
(−)
µ is the usual backward lattice derivative. Thus, M+
is a lattice discretization of the continuum operator Mˆ bc+ [Aˆ]≡
−∑µ ∂µD
bc
µ [Aˆ] and we have M
bc
+ = a
2
[
Mˆ bc+ [Aˆ]+O(a,ag0)
]
in the limit a → 0. Also, from the above Eq. (17) we can
define the transpose lattice gauge-covariant derivative(
DTµ
)bc
(~x,~y) ≡ Γbcµ (~x−~eµ)δ~x−~eµ,~y − Γ
bc
µ (~x)δ~x,~y
+ ∑
c,e
f bec
[
Aeµ(~x+~eµ/2)δ~x,~y
+Aeµ(~x−~eµ/2)δ~x−~eµ,~y
]
, (20)
which goes to −a
[
Dbcµ [Aˆ]+O(a, ag0, ag
2
0)
]
in the formal
continuum limit. Then, one can verify that
(M− γ)
b
(~x) = ∑
µ
[
DTµ
(
∇
(+)
µ γ
)]b
(~x) , (21)
where ∇
(+)
µ is the usual forward lattice derivative, and we can
identify M− with a lattice discretization of the continuum op-
erator Mˆ bc− [Aˆ] ≡ −∑µD
bc
µ [Aˆ]∂µ. Indeed, in the limit a→ 0,
we have that M− goes to a
2
[
Mˆ bc− [Aˆ]+O(a,ag0,ag
2
0)
]
. Fi-
nally, since the transpose of the backward lattice derivative
∇
(−)
µ is given by−∇
(+)
µ , it is evident that M
T
− =M+ [and thus
M T+ = M−]. Therefore, the matrix M in Eq. (14) can be writ-
ten as
(
M++M
T
+
)
/2 =
(
M T− +M−
)
/2, which is clearly
symmetric (and real), in agreement with the expression (12).
One should recall that, in the Landau case, the expres-
sion (16) is trivially null, due to the transversality condition
(∇ ·Ae) (~x) = 0, and one has that (on the lattice as well as
in the continuum) M = M+ = M−. This is not the case in
LCG: the matrices M ,M+ and M− are different. However,
since the expression (16) for (∆M )bc(~x,~y) is skew-symmetric
under the simultaneous exchanges b ↔ c and ~x ↔ ~y, these
matrices cannot be distinguished as quadratic forms. This is
a general result: given a square matrix M, the correspond-
ing quadratic form depends [13] only on its symmetric part
(M +MT )/2. Thus, the FP matrix obtained from the sec-
ond variation of a minimizing functional is defined modulo
an arbitrary, additive skew-symmetric term. The situation
is similar to the problem of defining a conserved energy-
momentum tensor T µν in field theory [14], where the con-
dition ∂µT
µν = 0 implies that T µν is defined modulo an ad-
ditive term ∂ρ f
µνρ, with f µνρ = − f ρνµ. This freedom is re-
lated to the freedom of adding to the Lagrangian a null (sur-
face) divergence term and it is usually employed to make the
energy-momentum tensor symmetric and gauge invariant (in
the case of a gauge theory). In our case we can use the free-
dom of adding to the symmetric lattice FP matrix M the
skew-symmetric term ∆M in order to obtain the lattice FP
matrix M+ = −∇
(−) ·D, thus getting (in the limit a→ 0) the
usual continuum result−∑µ ∂µD
bc
µ [Aˆ]. Equivalently, we could
add to the minimizing functional ELCG[U ;Λ;h] the null term
−ℜTr∑~x i [h(~x),Λ(~x)]h(~x)
†, which obviously does not affect
the minimizing procedure. Indeed, by considering the one-
parameter subgroup h(τ;~x) and by expanding the above ex-
pression at order τ2 we find —by a convenient reordering of
the null terms and by using the stationarity condition (5)— the
quadratic expression ∑b,c,~x,~y γ
b(~x)(∆M )bc(~x,~y)γc(~y).
Let us note that, following the usual continuum FP ap-
proach, the matrix M+ can also be obtained from a variation
4of the gauge condition (2) with respect to the gauge trans-
formation h(~x)≡ exp
[
i∑b γ
b(~x)λb
]
, namely by evaluating the
functional derivative of
ℜ Tr λb
[
−Λ(~x) + i
d
∑
µ=1
h(~x−~eµ)Uµ(~x−~eµ)h(~x)
†
−h(~x)Uµ(~x)h(~x+~eµ)
†
]
(22)
with respect to γc(~y). This adds a heuristic motivation for the
consideration of M+ among all the possible discretizations of
the continuum FP matrix in LCG.
III. THE GHOST PROPAGATOR
In order to evaluate the ghost propagator
G(k) ≡
1
V
∑
b,~x,~y
ei
~k·~x
[
(M+)
−1
]bb
(~x,~y)e−i
~k·~y (23)
in LCG we need to invert the FP matrix M+, defined in Eqs.
(12), (15) and (16) above. Since this matrix is real but not
symmetric, its eigenvalues and eigenvectors do not need to
be real and the nonreal eigenvalues and eigenvectors occur
in complex-conjugate pairs. Also, one can easily check that
only the symmetric (respectively, skew-symmetric) part of the
inverse matrix (M+)
−1
contributes to the real (respectively,
imaginary) part of the r.h.s. of Eq. (23). Thus, the ghost prop-
agator in LCG is in general a complex quantity, while in Lan-
dau gauge it is always real. Finally, in order to invert M+
one cannot use, as in the Landau cause, the conjugate gra-
dient method (since M+ is not symmetric), i.e. one needs a
more general iterative Krylov subspace method, applicable to
generic non-singular matrices [15].
We have performed tests evaluating the ghost propagator
in the four-dimensional case, for the SU(2) and SU(3) gauge
groups, respectively using the bi-conjugate gradient stabilized
algorithm and the generalized conjugate residual for the in-
version of the FP matrix [15]. For these two gauge groups
we have considered lattice couplings β = 2.4469 and β = 6.0,
respectively, which both correspond [16] to lattice spacing
a ≈ 0.102 fm. Simulations have been done for lattice vol-
umes V = 164 and 244. Thus, for the larger volume, the
(nonzero) lattice momenta range from about 500 MeV to
about 7.7 GeV. For each thermalized gauge configuration we
have generated 20 sets of Gaussian-distributed {Λ(x)} matri-
ces, with variance4 ξ = 0.1 in the SU(2) case (corresponding
4 In the SU(2) case we used the λb generators with normalization Tr(λbλc) =
 0.01
 0.1
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FIG. 1. The (real part of the) ghost propagatorGr(p) in minimal LCG
( ) and in Landau gauge ( ), as a function of the lattice momentum p,
with pµ(k) = 2sin(pikµ/N) and kµ = 1,2, . . . ,N/2. Note the logarith-
mic scale on the y axis. Both Gr(p) and p are in physical units. Top:
SU(2) case with V = 244, β = 2.4469 and ξ = 0.1, corresponding to
the continuum value ξˆ = 0.24469, for 60 thermalized configurations.
Bottom: SU(3) case with V = 244, β = 6.0 and ξ = ξˆ = 0.1 for 79
thermalized configurations.
to ξˆ = 0.24469), and ξ = ξˆ = 0.1,0.2 and 0.3 in the SU(3)
case.5 The ghost propagator has been evaluated using a point
source for the inversion [17]. Results are reported in Fig.
1, where we compare the real part of the ghost propagator
Gr(p) in minimal LCG with the corresponding data in Lan-
dau gauge, using the same set of thermalized configurations.
Clearly the data in LCG are in agreement, within error bars,
with the data in Landau gauge. Let us mention that, in con-
tinuum analytic works, one usually finds that G(p) is real
2δbc. For SU(3) we employed the λ˜b = λb/2 generators with normalization
Tr(λ˜bλ˜c) = δbc/2. Thus, in the former case we have ξˆ = βξ [see Eq. (7)],
while in the latter we find ξˆ = βξ/6 [see Eq. (6)].
5 For V = 244 , in the SU(3) case, simulations have been done only for ξ =
ξˆ = 0.1. These are the data shown in the bottom plot of Fig. 1. (Results for
the V = 164 cases are similar.)
5[6, 7, 10, 18]. A numerical check of this result is postponed to
a future study.
IV. CONCLUSIONS
In this work we have discussed the relation among the FP
matrix in lattice minimal LCG and the second variation of
the corresponding minimizing functional, following the usual
Gribov-Zwanziger approach for Landau gauge [1, 2]. In par-
ticular, we have chosen the matrix M+ [see Eqs. (12), (15)
and (16) above] as a natural lattice discretization of the LCG
continuum FP operator −∑µ ∂µD
bc
µ [Aˆ]. We have also carried
out some tests for the numerical inversion of the matrix M+
and evaluated the ghost propagator. Preliminary results for
the (real part of the) ghost propagator Gr(p) show no de-
tectable difference with the corresponding lattice data in Lan-
dau gauge. Of course, numerical simulations for larger physi-
cal volumes, different lattice spacings a and gauge parameters
ξ should be performed before any final conclusion is drawn
about the behavior in minimal LCG of Gr(p) at small mo-
menta. One should also recall that, in the continuum, there are
different possible setups for the ghost sector in LCG (see e.g.
Appendix A in Ref. [1]). The FP matrix M+, considered here,
corresponds to the usual choice of complex ghost/antighost
fields, without enforcing the ghost-antighost symmetry, which
is naturally realized in Landau gauge. On the other hand,
for a generic linear covariant gauge with ξ 6= 0, this choice
is at odds with demanding Hermiticity of the underlying La-
grangian, which requires in principle the introduction of a
doublet of real ghost/antighost fields [1, 19]. Clearly, it would
be important to analyze if and how the other setups can also
be implemented on the lattice in minimal LCG. Another open
question is how to define an appropriate Gribov region, sim-
ilarly to the Landau-gauge case. A more detailed analysis of
these issues will be presented elsewhere.
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