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ABSTRACT 
Astronauts train on the ground in normal gravity, in replicas of the space station. Physical 
constraints force the configuration of these modules on the ground to be different from the 
configuration of the space station in flight. Based on descriptions of mishaps in human way-
finding (Jonsson 2002), it was hypothesized that the cognitive map of the space station formed 
from the replicas on the ground could be hard to unlearn. Could the resulting conflict with the 
actual configuration in flight explain why astronauts lack survey knowledge and often lose track 
of their orientation? Can they be trained using virtual reality to learn the correct configuration? 
What makes a configuration hard to learn or unlearn? We studied the ability to learn two realistic 
and polarized cubic modules in immersive virtual reality. Subjects (n=19) learned these modules 
first separately, then attached in two different configurations: first a “ground configuration” 
(GC), then a “flight configuration” (FC). The intrinsic visual verticals of both modules matched 
in GC, but not in FC, and walls at the interface between the modules were different in the two 
configurations. Subjects received guided tours of the modules and, through repeated trials, had to 
predict the location and orientation of one wall (the target), using the wall they were facing. The 
environment was pseudo-randomly rotated between trials. In the two module environments, 
subjects were set in the first module and had to place and orient the target wall in the second. The 
total time to respond to each trial (TTR) and the percent of correct responses (%-correct) were 
measured. The TTR decreased continuously with time within each virtual environment, but was 
significantly larger in FC than in GC. %-Correct reached very high values early in the 
experiment and was significantly but slightly lower in FC than in GC. The target position relative 
to the subject’s body did not affect performance, but subjects responded significantly faster when 
they were visually upright than when they were upside-down. Although alternative explanations 
cannot be ruled out, data collected and subjects’ comments suggest that unlearning the GC 
cognitive map posed a significant challenge, and that subjects’ knowledge of modules in GC, 
acquired earlier in the experiment, impeded their learning in FC, at least for the complex FC we 
used. Results of a Perspective Taking Ability test correlated weakly but significantly with TTR 
performance in GC, but not in FC. Other tests of spatial skills showed no significant correlation 
with performance. The effects of motion sickness susceptibility and of gender are also discussed. 
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1 Introduction 
 
 
 
 
Living in a large spacecraft in 0G requires an accurate spatial memory and good mental 
rotation skills in order to orient oneself in space and navigate efficiently. Deprived of 
gravitational cues, astronauts have frequently reported difficulties in finding their way around the 
space station, and even around the considerably smaller cabin of the space shuttle. In such an 
environment one’s feet can be pointing to any of the walls, and astronauts navigate in all three 
dimensions. After more than six months aboard the International Space Station (ISS), for 
example, astronaut Edward Lu reported that he still lost track of his orientation, occasionally: 
“I recall looking out the hatch and being momentarily surprised to see Yuri in the Service 
Module running on the treadmill on the ceiling! Actually, it was me that had flipped upside 
down.”(Lu 2003) 
Training astronauts to avoid this spatial disorientation is a primary concern for NASA. 
During emergency situations, particularly when the lights go out, astronauts need an accurate 
mental representation of the environment. For instance, in the event of a serious emergency, the 
crew must be able to find the egress without wasting time. Anecdotal reports from astronauts on 
the Mir Space Station (Richards, Clark et al. 2001) suggest that after a few weeks in space they 
develop a set of strategies to find their way aboard, but they struggle, at first, to get around the 
station. Although their route-navigation eventually becomes automatic, they always rely heavily 
on visual cues. They seem to develop a “procedural route knowledge”: a knowledge that 
“consists of well-learned response patterns which exist in a functionally compact […] form that 
may be relatively inaccessible to conscious processes” (McDonald and Pellegrino 1993). They 
seem, however, unable to develop an intuitive internal representation of their environment, or 
“configurational knowledge”.  
Astronauts spend a lot of time during their training in mock-ups of the ISS or the space 
shuttle at the Johnson Space center. As Figure 1-1 and Figure 1-2 show, however, the 
configuration of the modules they practice on is not (and cannot be made to be the same, on the 
ground) as it is in final flight configuration. Astronauts, therefore, have to readapt to this new 
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flight configuration and learn how to navigate within it with six degrees of freedom, when they 
get into orbit.  
In addition, it is suspected that the first encounter with an environment makes a lasting 
impression on the mental map of an individual. If this first representation leads to an incorrect 
encoding, it may leave an imprint hard to erase. Learning the correct configuration subsequently 
to an incorrect encoding could then prove more difficult than learning the correct without any 
prior knowledge. Based on his personal experience, Jonnson (2002) suggested that such a wrong 
encoding leads to “direction vertigo” when one faces a scene that conflicts with one’s mental 
map and expectations. Astronauts therefore may encode the position and orientation of the 
modules as they are on the ground, which would make it harder for them to navigate in the flight 
configuration. Space stations, for example, do not always have their visual verticals co-aligned. 
When, for example, the space shuttle docks onto the ISS, the shuttle’s intrinsic visual verticals 
are pitched back 90 degrees with respect to the canonical orientation of the ISS, which requires 
that the astronauts adapt to a new orientation. The most challenging navigation tasks in a space 
station are thought to be those that involve passing through a node into other modules that do not 
all lie on a single plane. Passing through a cubic node connected to up to six other modules (one 
on each face) in 0G can easily lead to spatial disorientation. Astronauts aboard the Mir space 
station reported that they often lost track of their orientation when passing through the central 
node (Richards, Clark et al. 2001). Previous work by Richards (Richards 2000) and Houdou 
(Houdou 2002), has shown that humans can be, nonetheless, successfully trained to learn an 
abstract virtual cubic module, with non polarized textures, and orient themselves accurately 
when they are shown two walls out of the six in the module. These studies provide evidence that, 
even in the absence of a visual vertical, and in an abstract module, the subjects can, nevertheless, 
develop strategies to learn a spatial three-dimensional framework.  
 This present study investigated the effect of relearning a familiar spatial framework that 
has been reorganized in a different way. Extending the work of Richards, we wanted to know 
how subjects could put together two cubic modules they had previously learned separately. This 
experiment, unlike the previous work mentioned, used two cubic modules with space station-like 
textures, to better approximate the training and the difficulties astronauts face. They were first 
learned in an upright “ground configuration”, and then one of them was rotated with respect to 
that first canonical orientation (i.e., “the flight configuration”). Using a procedure very similar to 
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that of Richards, the experiment measured the subject’s ability to point to a target wall while he 
was in one of several orientations with respect to the environment. In addition, we measured the 
subject’s spatial skill (by using paper and pencil tests or their computerized versions) and 
investigated the extent to which those tests predicted the quality of performance in the 
experimental tasks. 
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Figure 1-1 The Space Station Mockup and Training Facility (SSMTF) is a full-scale, high fidelity replica of 
the Space Station cluster. (Source NASA JSC) 
 
Figure 1-2 Projected configuration on-orbit of the International Space Station.  
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2 Background 
 
 
 
2.1 Spatial representations in humans 
 
Humans on earth find their way in their environment with an efficiency that depends both 
on their familiarity with the environment and on their spatial abilities. At a basic level they 
associate objects with a spatial framework to form a mental representation of the surroundings. 
As they navigate through the environment and become familiar with it, they develop landmark 
and route knowledge. Concurrently they develop survey knowledge that will allow them to go 
from one place to another along a route they have not seen before (Siegel and White 1975). 
Astronauts, it seems, may fail to acquire this survey knowledge even after a long stay in space 
(Richards, Clark et al. 2001; Oman 2003). 
 
2.1.1 Spatial framework 
 
Franklin and Tversky (1990) first introduced the concept of a three-dimensional spatial 
framework. Bryant, Tversky and Franklin (1992) further defined that concept which “reflects the 
way people normally conceive of their perceptual world”. As Bryant and Tversky (1992) 
summarized it, “A spatial framework is a mental model that specifies the spatial relations among 
objects with respect to an observer in an environment”. The encoding of the positions of 
surrounding objects depends strongly on their relationship relative to the three orthogonal body 
axes: head/feet axis (aligned with the vertical for an upright subject), front/back and left/right 
axis (both horizontal for an upright subject).  
Evidence taken from observing subjects reading scene descriptions or watching diagrams 
and models (Franklin and Tversky 1990; Bryant and Tversky 1992; Bryant, Tversky et al. 1992; 
Bryant, Lanca et al. 1995; Bryant and Tversky 1999; Bryant and Wright 1999) supports that 
view of spatial frameworks. The pattern of response times --to questions that associated 
imagined landmarks and directions-- demonstrated that the head/feet axis, when aligned with 
gravity, was easier to access (answers were faster) than the front/back axis. It was found that the 
left/right axis was the most difficult of all to access— because, presumably, of the strong 
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symmetries in the reference frame. In addition, the alignment of gravity with a body axis can 
increase its asymmetry and make this axis easier to access (e.g. for a subject upright, the 
head/feet axis will be the easiest to access, but for a subject lying on his back, the front/back axis 
is easier to access).  
In short, three-dimensional spatial frameworks are basic memory structures that represent 
spatial relations. One uses them when constructing an internal representation of an environment 
from a description (verbal or schematic), or from first-hand experience of it. The efficiency with 
which one retrieves information from this mental representation depends strongly on the degree 
of asymmetry of the body axis along which the information is organized.  
 
2.1.2 Cognitive map 
Although the term cognitive map was introduced over half a century ago (Tolman 1948) it 
was never assigned a definite and precise meaning. As Jonsson (2002) emphasizes, cognitive 
maps are an “elusive subject” and the term often covers several spatial cognitive processes. A 
cognitive map can refer to the configurational or survey knowledge acquired through direct 
experience or through the study of maps. It therefore sometimes refers to a bird’s eye view of an 
environment we build in our mind’s eye. It can also refer to the collection of navigational skills 
one acquires after getting familiar with an environment, that allows one to take shortcuts and 
keep track of the destination (McDonald and Pellegrino 1993).  
For the purpose of this study we consider a cognitive map to be a mental organization of 
our spatial knowledge or, as Jonsson also suggests, our “awareness of our familiar environment”. 
A cognitive map is a dynamic model continuously updated through our experience of the 
physical world or of representations (e.g. written description, or map) of it.  
A cognitive map is encoded automatically when we explore a new area. This is a process 
over which we have almost no control, and a critical component of our way- finding abilities. 
Using this representation of our environment, we are able to see distant or imagined locations in 
our mind’s eye and set up navigation routes to reach them. 
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2.2 Assessment of individual spatial skills  
 
The ability to imagine one’s body in any orientation with respect to the world puts a 
significant demand on mental-rotation, and perspective-taking abilities. Mental rotation is the 
capacity to mentally rotate objects and figures (as opposed to oneself), or recognize them, as they 
are reoriented. Perspective-taking is the ability to imagine oneself in a different orientation and 
report the position of objects as they would be seen in that new orientation, without physically 
taking it. These abilities differ among individuals and are believed to be critical in the cognitive 
process of spatial orientation. Besides, although one might think that these tasks rely on the same 
mental capacity, the tests that measure each of these two abilities separately give different results 
(Kozhevnikov and Hegarty 2001; Rasch and Kozhevnikov submitted June 2003).  
2.2.1 Mental rotation tests  
 
2D and 3D mental-rotation abilites can be reliably assessed through the use of paper and-
pencil card-rotation and cube-comparison test tests (Ekstrom, French et al. 1979).  
The card-rotation test, presents, for each trial, a drawing of a 2D irregular shape. To its 
right are eight other drawings of the same shape, sometimes merely rotated and sometimes 
mirror-reflected. Subjects indicate for each drawing whether the shape has been rotated (i.e., is 
the same as the original) or if it has been mirror-reflected (i.e. is different from the original). 
In the cube-comparison test, the subject must decide if two perspective drawings of a 3D 
cube could possibly represent the same cube rotated, or not. The perspective of each cube 
displays only three faces.  
In both tests, subjects have a limited time to answer. They are instructed to answer as fast 
as possible, but told to favor accuracy over speedy response. The final score depends on the 
percent of correct responses among the questions answered. (Subjects typically do not answer all 
the questions on the test.) 
2.2.2 Perspective Taking Ability (PTA) test 
 
Kozhevnikov and Hegarty (2001) designed a test to measure perspective-taking ability 
using 2D layouts of various symbols that subjects had to imagine from different point of views. 
The authors argue that perspective-taking and mental rotation are separable abilities. They also 
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conclude that the various tests of spatial abilities that are available put different loadings on those 
two abilities. 
 Maria Kozhevnikov designed a computer-based version of the PTA test that she made 
available for our experiment. Figure 2-1 shows an example of this test. The subject must imagine 
that he is the head figure and has to imagine the perspective associated with it. After a few 
seconds, one of the landmarks on the display starts blinking. The subject must indicate where the 
blinking landmark would be in his imagined perspective, using the arrows at the bottom (e.g. in 
Figure 2-1 example, the harbor is located in front of the figure, and the subject must click on the 
up arrow to indicate the front direction). The test is scored over 54 trials with credit given both 
for accuracy and for speed of response. A score above 20 is considered to indicate good 
perspective taking abilities. 
Rasch and Kozhevnikov (submitted June 2003) found that performance on the PTA test 
reliably predicts spatial navigation performance, whereas mental rotation did not. We expect the 
results of our experiment to show a significant loading on perspective-taking ability since the 
task calls for reorienting inside a cubic module.  
 
Figure 2-1 Example trial of the PTA test 
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2.2.3 Santa Barbara Sense of Direction (SBSOD) scale 
 
Hegarty et al. (2002) designed a questionnaire to get a self-reported measure of 
environmental ability. This questionnaire, called the Santa Barbara Sense of Direction Scale 
consists of 15 statements about the spatial and navigational abilities of the subject. These 
statements are stated either positively (e.g. “I am very good at judging distances”) or negatively 
(e.g. “I very easily get lost in a new city.”) The subjects must rate each statement with a score 
between 1 (strongly agree) and 7 (strongly disagree). These ratings are aggregated in a single 
final score. The better the self-report SOD, the higher is this final score. SBSOD scale was found 
to be internally consistent and to have good test-retest reliability, and to correlate with the ability 
to point to landmarks in one’s distant environment in an unfamiliar building.   
2.2.4 Individual differences in spatial skills and motion sickness 
 
Numerous studies have shown that spatial skills and motion sickness susceptibility vary 
greatly from one subject to another. In addition, some evidence suggests that those two types of 
individual characteristics may be associated and depend on similar factors (Parker and Harm 
1992; Levine and Stern 2002). Main influences on spatial skills or motion sickness include 
gender (Park and Hu 1999; Turner and Griffins 1999; Malinowski 2001; Roberts and Bell 2003), 
age (Cherry and Park 1989) and training (Leone, Taine et al. 1993).  
While gender differences in spatial skills may have neurological (Roberts and Bell 2003) 
or hormonal roots (Hampson and Kimura 1988; Hampson 1990; Hausmannn, Slabbekoorn et al. 
2000), motion sickness, on the other hand, may also depend on psycho-sociological factors, since 
women are often more prone to report motion sickness than men (Jokerst, Gatto et al. 1999; Park 
and Hu 1999; Cheung and Hofer 2002). 
 
2.3 Influence of initial learning: The Jonsson hypothesis 
 
In his book, Inner Navigation, Jonsson (2002) describes “spatial vertigo” that occurs when 
one’s cognitive map is not oriented consistently with the outside world (chapters 1, 5, 28-42). 
Jonsson believes humans automatically build a cognitive map of any new area they explore and 
keep it oriented with their sense of direction, which allows them to navigate effortlessly. In rare 
 21
cases, however, the direction system fails and the cognitive map is no longer aligned with the 
outside world. In such a situation, an external cue, such as the position of the sun or any 
landmark, can force a person to realize her “misorientation”. The resulting conflict between 
perception and cognition can resemble a vertigo affecting only the head: Those who experience 
this vertigo often report a sudden rotation of their cognitive map after which it conforms to the 
environment. The conflict, however, can also be experienced over an extended period (minutes 
to a day), during which time it generates an illusion.  Moreover, that conflict can reoccur as one 
re-enters an area where an incorrect cognitive map was encoded. 
Jonsson quotes, as an example, the experience of the psychologist Joseph Peterson who felt 
that he was going north in a streetcar (ch. 33), although he was sure he was going south. His 
conflict was not resolved until he exited the streetcar in a familiar area where he could, finally, 
update his cognitive map. That updating provoked  “an “unwinding sensation in the head, a sort 
of vertigo” after which the illusion was gone. 
One of the central ideas of Jonsson’s argument is that the first encoding of a cognitive map 
is difficult to undo. Quoting Harold Gatty (p. 246) on urban way-finding, he writes: “Everything 
depends on your early experience in a new place when associations which become basic are 
being established. If at the outset you wrongly orient yourself then it is practically impossible to 
adjust.“ Whatever the cause of an incorrect early encoding of a cognitive map, it can, as Jonsson 
experienced personally (p 13-15), lead to spatial vertigo. Jonsson believes that people with 
excellent way-finding and orienteering abilities are more likely to experience direction vertigo: 
Since they trust their navigation system, they are less likely to detect lapses in it, and therefore 
slow to update incorrectly-oriented elements of their cognitive map.  
 
2.4 Learning 3D nodes in virtual reality 
 
Our laboratory’s previous studies (Richards 2000; Houdou 2002; Oman, Shebilske et al. 
2002) showed that subjects could successfully be trained in virtual reality to learn a 6 walled 
node labeled with non-polarized drawings (Figure 2-2). Subjects could eventually, when in any 
possible orientation inside the module, point consistently to any target and make few errors. 
Further, they developed strategies for that task that they could transfer to a second node. We 
found that they could retain their knowledge for over 30 days. Figure 2-3 details the timeline 
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used by Richards for the trials in his experiment. At the beginning of each trial, subjects were 
presented with a target. Then the icons on the walls below and in front of them were revealed to 
specify their orientation. Subjects then had to indicate the position of the target using a 4-button 
keyboard coding the directions to the target’s wall with respect to their body. Each trial was time 
limited, and subjects had no experience in the specific module before the first trial. As they went 
along, they had a few seconds at the end of each trial in the study phase to familiarize themselves 
with the environment The first twelve trials were easy1 practice trials provided to allow subjects 
to learn the environment. 
Richards focused primarily on retention of knowledge and strategy training in those 
relatively abstract environments. He found that subjects could significantly increase their 
percentage of correct answers and decrease their response times over the trials. Subjects’ 
learning curves and reports suggest that they used the strategies they had been taught-- or 
developed on their own when they had not been given any instruction. Consistent with the spatial 
framework analysis of Bryant, Tversky and Franklin (see section 2.1.1), Richards found that 
response time was shorter when the target was above or behind the subject than when it was to 
his right or left.  
 
                                                 
1  The first four trials were all in the same orientation, not requiring any mental rotation. The following eight were in 
orientations facing always the same surface, i.e. differing from one another only by a simple roll. 
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Figure 2-2 Wide-angle view of the interior of one of the object arrays used by Richards. The picture shown on 
the side (giraffes) represents the wall behind, not visible. All textures are non polarized and do not define any 
visual vertical 
 
 
Figure 2-3 Schematic of 3D spatial Learning Experiment timeline for each trial in Richards’s experiment. 
Subject was shown target picture, pictures ahead and below, then during “memory” phase had 7 more 
seconds to indicate target direction relative to body axes (from Richards 2000) 
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2.5 Overview of the present experiment 
 
The goal of the present study was to extend Richards’ work to more realistic modules and 
to simulate astronauts’ training more closely. In addition, we were interested in how well 
subjects could put two modules together in two different spatial configurations. The hypothesis 
formulated by Jonsson (see section 2.3) implies that the representation formed from exposure to 
a first configuration could be hard to “unlearn”. The brief overview of the pilot experiment 
below is devoted mostly to explaining the modifications we brought to Richards’ design and the 
reasons for making them. The reader is referred to the Next Chapter (Methods) for a more 
detailed explanation of the procedure finally used.  
 
2.5.1 Original design of the pilot experiment 
 
In a first pilot experiment we tested 9 subjects. The experiment was divided into five 
sessions (or phases) of 36 trials each, with rest pauses between them. During the entire 
experimental procedure, subjects sat upright on a swivel chair.  
During the first two sessions, subjects learned separately the two realistic cubic modules 
we designed (see Methods and APPENDIX A: for description), one in each session. In both 
sessions we first gave the subjects a “guided tour” of the module in a visually upright orientation 
(see APPENDIX A), then trained them using a procedure very similar to the one developed by 
Richards, and explained in section 2.4. Because our modules were much richer in details than 
those Richards used, we decided to give our subjects descriptions that emphasized the landmarks 
in each module and their position. Subjects were asked to describe each module after that guided 
tour to make sure they had memorized all the important landmarks. Unlike the subjects in 
Richards’ experiment, ours, knew the environment well before starting the first trial. For that 
reason, and to capture as much information as possible about the evolution of their performance 
of mental rotations, we chose, in contrast to Richards’ experiment, not to give them any practice 
trials2. Subjects could also take as much time as they needed to answer each trial, but were asked 
to answer as quickly as they could without sacrificing high accuracy. Similarly, in Richards’ 
                                                 
2 We did give the subjects, as Richards did, feedback at the end of each trial. They had therefore the opportunity to 
further study the environment before moving on the next trial. 
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design the target’s position was specified with a four-button keyboard.  In ours, subjects had to 
physically turn their head to face the wall where they thought the target was located. (They then 
pressed a button on a gamepad to indicate that they had made a choice.) We assumed that this 
more closely resembled a real navigational task, in which one faces in the direction one wants to 
move. 
In the last three sessions, the task was similar but the two previously separate models were 
now connected.  Subjects were set in the first module, but were asked to find the location of a 
target in the second, distant, module, viewed as though through an opening between them. For 
each trial, subjects, therefore, had to first find the wall leading to the second module (which we 
called “the closed hatch” and can be seen on Figure 3-2). After they selected the correct 
connecting wall they saw a cubic outline of the distant module behind it. A sensor attached to the 
game pad tracked its yaw, pitch and roll. With that device, subjects could point at walls in the 
distant module and select their answer using buttons on it. 
 The first of those last three sessions trained the subjects in a configuration we called the 
ground configuration. To build that simple configuration, we superimposed both modules in the 
baseline configurations that subjects were introduced to during the guided tours, and placed the 
second module forward (ahead of the first one). We presented the ground configuration to the 
subjects by setting them inside the first module and replacing the wall in front of them by an 
outside view of the second module. Before starting the trials, and at the end of each trial, subjects 
had a chance to study that configuration for as long as they liked. The feedback after each trial 
also allowed them to know if they had responded correctly. 
In the following session (session 4 of 5), we tested subjects on their knowledge of the 
ground configuration by replicating the previous session, but without feedback.  
Finally, in the fifth and last set of trials in these pilot experiments, we tested those subjects 
on three different “flight” configurations (but using only one configuration on any subject).  The 
three flight configurations were made from the ground configuration by applying a pure yaw, 
pitch or roll to the second module3. Subjects could take as much time as they needed to study the 
flight configuration, but had no feedback after each trial 
                                                 
3 The three rotations we used for the three different flight configurations in pilot experiments were: 
- a 90-degree pitch backward of the second module (to simulate the docking of the shuttle to the ISS) 
- a 180-degree yaw of the second module expecting that subjects would make left/right reversal errors.  
- a 180-degree roll of the second module to put it upside-down with respect to the first module. 
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2.5.2 Preliminary findings and design modifications 
 
The task designed by Richards was difficult and subjects typically needed tens of trial to 
achieve or exceed the benchmark accuracy of 75%-correct. We expected our task to be more 
demanding, and the test in the flight configuration to be very difficult. Surprisingly, the subjects 
of our pilot experiment all achieved perfect accuracy in that last session of trials4. They also all 
reported that the task was easy and fun and achieved very good scores as soon as in the first 
session. In addition, the response times in the flight configuration were at least as quick as those 
in the ground configuration. Some subjects even improved their speed in the flight configuration. 
We therefore designed a final experiment that was even more demanding, with the following 
modifications: 
- We used only one flight configuration for all subjects but tried to make it more 
difficult. Starting from the ground configuration, we combined a yaw and a pitch of 
the second module and connected it to a different wall of the first module (the 
“floor” instead of the “closed hatch”) to build the flight configuration. 
- Subjects not only had to designate the wall where the target was located, but also 
had to specify its orientation on that wall. We expected to make greater demands on 
subjects’ spatial skills by using a higher order spatial task  
Based on comments from the subjects and other observations we also made some 
improvements: 
- All subjects reported that seeing one wall was enough to find the orientation of the 
module. Unlike Richards’ textures, all our walls were polarized and subjects 
reported an extended use of this polarization that gave a clear sense of a visual 
vertical. We therefore decided to display only one visible wall as a cue to imagine 
the orientation of the module. That cue was displayed always in front of the 
subjects at the beginning of each trial.  
- Subjects complained that they sometimes forgot the target they were after while 
thinking intensely about the orientation of the module. In our new design, the order 
                                                 
4 Some subjects made one or two mistakes during the trials in the flight configuration but all those mistakes were 
attributed to a failure to remember the target or to an improper use of the game pad. Subjects clearly identified those 
mistakes and made it clear that they could have answered correctly each time.  
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of presentation of cue and target were reversed. The target was revealed to the 
subject only after he had resolved and memorized the orientation of the trial.  
- Although the use of the tracking device on the game pad was intuitive for the 
subjects, it proved to have too many technical difficulties, and to be too 
inconvenient in many cases. In our final design subjects therefore used only the 
buttons of the game pad to toggle the position and orientation of the target. It was 
no longer necessary to track the orientation of the game pad. 
- When the environment consisted of both modules, the wall in the second module at 
the interface with the first module was not visible. In the pilot experiment it was set 
as a target, but we found that it was a very easy one since it only required the 
subjects to find the interface between the two modules. We excluded that target 
from our final experiment, which made a more efficient design. 
 
2.5.3 Hypotheses 
 
Although Richards’ work answered some fundamental questions concerning the learning 
of a cubic module in virtual reality, this study is addressing some additional practical questions. 
It was designed to replicate Richards’ findings in a realistic environment, and to simulate 
astronauts’ training. We were also interested in testing some of the possible consequences of the 
issues raised by Jonsson in the context of a space station. With our final design we aimed at 
answering the following questions:  
- How does the use of a realistic module with a clearly defined visual vertical 
influence the learning process? How does it compare to the learning of abstract 
environments? Do subjects perform better in a richer and more realistic 
environment?  
- Can subjects mentally “assemble” and interrelate two separate modules? How do 
they learn the relationships between the landmarks of the two modules?  
- Is the first imprint of a spatial configuration hard to erase and does it inhibit 
subsequent learning?  
- Can subjects learn a very complex configuration of two modules that have been 
learned separately? 
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- How do the different standardized tests of spatial abilities predict performance in 
our complex task involving two modules? How do the scores on the PTA test 
correlate with performance on a node training experiment? 
-  Can virtual spatial training be used as a practical countermeasure against 
disorientation for astronauts before they go into orbit? 
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3 Methods 
 
 
3.1 Participants: 
 
 Participants: A total of 21 subjects completed the whole experiment, 9 females and 12 
males. Five other subjects (4 females and one male) experienced dizziness or mild nausea early 
in the experiment-- after less than 6 trials—and exercised their right to stop. All 26 subjects were 
between 18 and 27 years old, and most of them were MIT undergraduate or graduate students. 
Only 3 females --all of whom completed the experiment-- were recruited from outside of MIT: 
one college freshman and two recent graduates in non-scientific studies. All subjects give their 
fully informed consent. The experiment received approval from the MIT committee for the use 
of humans as experimental subjects (COUHES, application #3096, rev 1 15 august 2003, see 
APPENDIX D: Consent form). No subject reported any history of problems with vision, balance, 
hearing, or extreme motion sickness sensitivity. 
  
3.2 Materials and apparatus: 
 
3.2.1 Virtual Environment Generator:  
 
This experiment used a suite of immersive VR display tools available in the Man Vehicle 
Laboratory. The main hardware subsystems were: 
- A Virtual Research V-8 Head Mounted Display (HMD) that displayed images in 
stereoscopic vision with 2 LCD 640x480 VGA color screens (one for each eye), at a 
refresh-rate of 60Hz for each screen. This HMD had a monocular vertical field of view of 
40 degrees and a standard horizontal/vertical ratio of 4:3. The user could adjust the size 
of the inner helmet, the interpupillary distance (to achieve stereoscopic vision) and the 
focus of the images. 
- An acoustic/inertial head tracker (600 Mark II Plus, Intersense Inc., Burlington, MA). A 
miniature, solid-state inertial measurement unit (IMU or inertia cube), mounted on the 
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HMD, provided angular and linear accelerations in real-time. The current experiment 
used only the angular tracking capabilities. Orientation was obtained from integration of 
angular accelerations of the IMU. Angular accuracy were of 0.25deg RMS for pitch and 
roll, and 0.5deg RMS for yaw. The IMU had an angular resolution about all axes of 
0.10deg RMS. 
- A high performance Dell workstation equipped with a Xeon processor running at 2.4Ghz 
with 1Gb of RAM, operating Windows 2000. The data from the head tracker was fed 
continuously to the workstation through a RS-232 serial line. This enabled the 
workstation to update the position and orientation of the user in real time. The tracker 
software incorporated a feature that predicted angular motion 10ms in the future to 
compensate for graphics rendering delays and to minimize simulator lag. The overall 
rendering lag was in the order of 10ms. 
 
The VR models were developed using 3D Studio Max (Discreet Inc.) and exported in 
VRML 97 format. To handle the hardware and design the experiment we used Vizard, an 
OpenGL and Python-based VR application originally developed at UCSB and MIT by Dr. 
Andrew C. Beall and supported commercially by WorldViz, Inc. (www.worldviz.com). Vizard is 
a high-level language specifically designed for VR applications. Thanks to the VR apparatus 
described above, images appeared almost completely stable to a subject wearing the HMD.  
Figure 3-1 shows a subject using the complete apparatus of the experiment. 
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Figure 3-1 (Top) Subject sitting erect on a swivel chair and wearing the Head Mounted Display. The subject 
controls the experiment using a game pad (bottom left). The screens in the background of the top picture 
display the subject’s view of the Virtual Environment in the HMD. The inertia cube attached to the top of the 
HMD tracks the orientation of the head (bottom left). 
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3.2.2 Virtual cubic modules 
 
 
Using basic cubic 3mx3mx3m geometry we combined pictures and 3D models freely 
available on the Internet to build the two different cubic rooms shown in Figure 3-2. The reader 
is referred to APPENDIX A for a narrative used to describe the structure of the two modules to 
the subjects.  
Both rooms were strongly polarized by the textures applied to their walls in order to create 
a clear intrinsic visual vertical: Any subject immersed in these rooms could get a sense of the 
vertical based solely on visual cues. During the guided tour of each module, subjects discovered 
the environment in the baseline configuration in which its visual vertical was aligned with 
gravity.  
Each wall was given several easily identifiable features, and at least one of them (e.g. the 
soda can, bicycle, or spacesuit) defined a clear orientation for the wall. The description in the 
guided tour emphasized these features and their position and orientation. A view of a single wall 
out of the twelve therefore provided enough cues, in principle, to reconstruct the full orientation 
of the environment.  
Although the vertical field of view (fov) of the HMD was only 40 deg, we rendered the 
environments as if it were 70 deg using the viz.fov parameter in Vizard. Although a vertical fov 
of 40deg matched the size of the HMD and rendered an orthoscopic view of the room, it did not 
display a wide enough scene to allow subjects to always easily recognize a wall. On the other 
hand, with a vertical fov of 70 deg, subjects could see one whole face of a room at a time, but the 
perspective objectively was slightly distorted. None of the subjects, however, noticed that 
distortion either in the pilot or in the final experiment. As a result we kept the fov at 70 deg. 
Each module also provided cues that defined a secondary visual axis –the front/back axis 
of the module as the subject first saw it, i.e., in baseline configuration. In both modules, the main 
lines on the ceiling and on the floor were aligned with that secondary axis:  
- In the first module, the walkway on the floor and the lights on the ceiling were aligned 
and lead to the hatch. An exercise bicycle on the ceiling was also aligned along the same 
axis to provide an unambiguous cue to the front and back. 
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- Similarly, in the second module, the storage racks on the floor and the ventilation pipe on 
the ceiling were predominantly aligned along the axis leading from one hatch to the 
other. This created a sense of an open corridor. 
We suspected that these visual axes might strongly influence the subjects’ strategies and 
learning. We therefore tried to give both modules that same structure (with a ceiling, a floor, and 
hatches orthogonal to a secondary visual axis.) By doing that, we hoped to limit the potential 
effect of the differences between the modules on   performance, and thereby simplify the 
interpretation of the results.  
For programming purposes, and for coding in the analysis, we labeled the walls according 
to the abstract framework in Figure 3-2. The faces of the first module were numbered from 0 to 
5, and the corresponding faces in the second module were numbered from 6 to 11. The faces of 
the two modules were numbered so that the face in module 2 had a number that was numerically 
6 larger than its counterpart in module 1. Using those labels, subjects were initially –at the 
beginning of the guided tour– upright facing wall 2 (modulo 6) which put wall 0 (modulo 6) 
behind them. 
 
3.3 Procedure 
 
The VR experiment proved to be long (between 1.5 and 3h), fatiguing and, sometimes, 
eventually boring.  To counter some of these threats to concentration, we had the subjects 
perform the VR experiment on one day, and complete the card rotation, cube comparison, PTA 
tests and SBSOD questionnaire (described in section 2.2) on another. Because of constraints of 
time and of subjects’ schedules, we could not maintain the same order of sessions for all 
subjects. 
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MODULE 1 MODULE 2 
 
Wide-angle view of the modules in baseline orientation 
  
  
 
Labeling of the modules in that baseline orientation 
  
Figure 3-2 Wide-angle view of the two modules and corresponding abstract labeling, as seen from the initial, 
or “baseline” orientation (orientation in which the subject experiences the guided tour). The landmarks in module 
1 include experiment racks with a blue, disc-shaped centrifuge and a screwdriver (0, behind); animal racks and a 
workbench (1, right); a closed hatch (2, ahead); a glove-box with a fire extinguisher (3,left); a floor with foot straps, 
a walkway and a soda can (4, below); and an exercise bicycle on a lighted ceiling (5, above). Landmarks in module 
2 include an open blue hatch with an astronaut standing upright, (6, behind); a spacesuit upright (7, right); an open 
white hatch with an astronaut upright on his knees (8, ahead); a window with a French astronaut upright outside, (9, 
left); a floor with storage cabinets and three green lights (10, below); and a ceiling with lights and a U-shaped 
ventilation pipe (11, above.) 
Behind: 
 35
3.3.1 Overview of the VR experiment procedure: 
 
Subjects gave their informed consent to participate on the day they performed the VR 
experiment if they had not already completed the standardized tests. The experimenter reminded 
them that they could terminate the experiment at any time, and for any reason-- especially if they 
felt dizzy or nauseated. The experimenter also provided the subjects with generic written 
instructions (APPENDIX D: Consent form) and detailed oral instructions throughout the 
experiment. 
 
Table 3-1 summarizes the characteristics of the different phases of the VR procedure. As 
discussed in section 2.5, the goal of the experiment was to test the effect of an initial cognitive 
map for an environment on the process of learning a different spatial organization of the 
elements of that same environment, at a later time.  Using the modified procedure that was 
explained briefly in sections 2.5.1 and 2.5.2 and detailed in 3.3.3, subjects were trained to orient 
themselves in each of our two modules, separately. They were then trained and tested in the so-
called “ground configuration” (by analogy with the astronauts’ training on the ground), in which 
the two independent modules were connected along their secondary visual axis. In that 
configuration, faces 2 and 6 were connected so that their respective upright directions were 
aligned.  Finally they were tested in the “flight configuration” (by analogy with the different 
configuration astronauts confront in orbit). In that flight configuration, the floor of the first 
module (face 4) was connected to face 7 of the second module, but in a way that left the two 
vertical directions misaligned. The flight and ground configurations can be compared in Figure 
3-3 from the subject’s point of view (and from an outside point of view that subjects did not see). 
We measured subjects’ performance using the percentage of trials they correctly answered 
and their time to respond to each trial. 
 
Table 3-1 outline of the VR procedure with the characteristics of each Phase 
Phase 1 2 3 4 5 
Configuration Ground Flight 
Environment Module 1 Module 2 Both modules 
Targets Local Adjacent 
Number of trials 36 40 
Feedback Yes No 
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3.3.2 Choice of the Flight configuration  
As we discussed in section 2.5.2 we decided to make the “flight configuration” more 
complex than in the pilot tests in the hope that subjects would find it more challenging and give 
us, therefore, data that would illuminate the difficulties and the mechanisms the subjects used to 
resolve them.  
In the pilot experiments discussed in section 2.5.1, module 2 was always connected to the 
same wall of module 1 (i.e. face 2, the “closed hatch”) in both the ground and flight 
configurations. That consistency between ground and flight configurations apparently helped the 
subjects adapt to the latter. We thought that choosing a different wall of module 1 to be at the 
interface between the two modules would make the flight configuration more challenging to 
learn. 
In addition, because the connecting wall we used in the pilot tests was a sidewall of 
module 1 (not its floor or ceiling), the subjects could use the intrinsic visual vertical of module 1 
to establish the orientation of module 2. In our final design, therefore, we connected module 2 to 
the floor of the module 1. This assured that the visual vertical of module 1 could not, alone, give 
the orientation of module 2.   
In our pilot tests, we also tested flight configurations that were derived from the ground 
configuration by performing a single basic rotation (pure yaw, pitch or roll) on module 2. Under 
those simple designs the task turned out to be extremely easy. In our final design, the flight 
configuration was created from the ground configuration by a 90-degree yaw followed by a 90-
degree pitch (see Figure 3-3). 
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FLIGHT CONFIGURATION 
(Looking through face 4, “the floor”) 
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Figure 3-3 Difference between the Flight and Ground configurations, as seen by the subject (top) at the 
beginning of a phase and during feedback after each trial of Phase 3-- and from an outside point-of view 
(bottom). Subjects saw the environments from inside module 1 
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3.3.3 Trial procedure in a single module 
 
 Figure 3-4 displays schematically the successive views a subject saw during a training 
trial in a single module. The wall in front of the subject was shown first, and the subject had to 
infer his orientation from this cue. After the subject pressed a button on the game pad (indicating 
that he had inferred his orientation), the cue disappeared and a red cross was displayed which 
followed the subject’s head movements thereafter: It always replaced the texture on the wall the 
subject was facing, as shown on Figure 3-4.  By moving his head, the subject placed the cross on 
the wall he wanted to select, and then pressed a button to indicate his answer5. Next the target 
appeared on that selected wall and could be rotated in its own place with buttons on the game 
pad. Finally, after a last button-push, the subject was given feedback on his answer by showing 
all walls and objects in their correct orientation. 
 
3.3.4 Trial procedure in a two-module environment 
 
Figure 3-5 displays the successive views each subject saw during a trial in the two-module 
environments. As before, the subject had to infer his orientation in the local module using only 
the single wall displayed in front of him as an orientation cue. With a button-push, the cue 
disappeared and an outline of the distant module 2 appeared in the location consistent with the 
cue. If subjects were looking in the wrong direction they saw only a blank wall and knew they 
needed to look for the module in a different direction.  The target was presented in a random 
position and orientation inside that distant module. The subject then moved and rotated that 
target using game pad buttons to what he thought was proper position and orientation. In 
(training) Phase 3, the subject received feedback on his answer, but not in the testing phases 4 
(ground configuration) and 5 (flight configuration.)   
 
 
 
                                                 
5 Although we might have used a simpler procedure (as we did in later Phases) our pilot tests demonstrated that 
subjects sometimes confused the target and the cue when they responded hastily. We therefore introduced the 
intermediary red cross placement step to prevent confusion.  
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Begin Trial 
Orientation cue: 
The wall ahead is displayed. 
Subject must imagine how the 
other walls are oriented 
 
Target:  
This is the wall the subject 
must put in its place 
 
Placement of target:  
Subject moves a red cross that 
follows his head movements 
and presses a game pad button 
to validate his response.  
 
Orientation of target:  
Subject toggles the orientation 
of the target on the wall he 
selected, using game pad 
buttons 
TO
TA
L TIM
E to R
ESPO
N
D
 (TTR
) 
 End Trial 
Feedback:  
All walls reappear in the 
correct orientation so that the 
subject can check his answer. 
Figure 3-4 Schematic of a 3D training trial in a single module (module 1 in this example). Subject was shown 
the picture ahead, and a target in its visually upright orientation. During the "placement of target”, the 
subject had to look at the correct wall to indicate which one it was. The target was then displayed and the 
subject could rotate it to put it in its correct orientation. Finally he could check his answer using the 
feedback.  To move through the stages of the trial (from one row to the next) the subject always used the same 
game pad button. 
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Begin Trial Orientation cue: 
The wall ahead in local 
module appears. Subject 
must find the direction of 
distant module and press a 
button to see its outline. 
  
Response:  
The target appears in the 
distant module. The subject 
can toggle its position and 
orientation using game pad 
buttons 
TO
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L TIM
E to R
ESPO
N
D
 (TTR
) 
 End Trial 
Feedback  
(in Phase 3 but not in 
Phases 4 and 5):  
All walls reappear so 
that the subject can check 
his answer. 
Figure 3-5 Schematic of an experiment trial in a two-module environment (Phases 3 to 5). Subject was shown 
the picture ahead, and had to face the direction of module 2 (distant) and press a button to see a wireframe 
outline of the distant module with the target displayed inside. The subject toggled the position and orientation 
of that target using the game pad before accepting them.  To move through the stages of a trial (from one row 
to the next) the subject always used the same game pad button. 
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3.3.5 Experiment design 
 
In each Phase we tried to balance the trials across targets, cueing walls, roll orientation 
with respect to the cue, and relative position of the target with respect to the subject. The 
procedure presented trials in pseudo-random order to foil the use of any strategy by the subjects 
that would help them anticipate (instead of figure out, independently) what their response should 
be. 
When the environment consisted of only one module, we used all six possible targets and 
all six possible cues, but we used only three (out of four) possible roll orientations for each cue. 
The target never faced the cue, since we assumed this would reduce the challenge to the subject 
and return too little information about the process underlying the performance. For a given cue 
we had, therefore, only four possible targets. (The cue and the target were, of course, different). 
To balance the trials evenly, we used a number of trials that was a multiple both of 6 and of 4. 
Phases 1 and 2 were totally equivalent and used the same design. 
When the environment consisted of 2 modules we used only 5 targets since the wall at the 
interface was not visible. We also used only 5 cues since the wall leading to the distant module 
was not used as a cue to eliminate easy trials. We used all possible roll orientations (4 for a given 
cue) and counterbalanced trials based on the movements a subject had to make to face, first the 
distant module, and then the target. For these phases we had to use a multiple both of 5 and of 4 
as the number of trials. Phases 3 and 4 were identical except for the absence of feedback in phase 
4. Phase 5 was biomechanically equivalent to Phases 3 and 4: subjects had to do the exact same 
movements and button presses to answer corresponding trials in those phases. 
 
3.3.6 Dependent variables: 
 
For each trial we recorded: 
Total Time to Respond (TTR): This is the total time the subject took to answer the trial 
from the visualization of the orientation cue to the validation of his complete response. This time 
does not, however, include the time spent looking at the feedback.  
%-Correct: a response is considered correct when both the location and the orientation of 
the target are correct. From our pilot experiment we knew that merely locating the target was a 
fairly easy task and we expected it to yield a very high value of % correct. Therefore, we added a 
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higher degree of challenge to the spatial orientation task in the experiment by requiring the 
subjects to also orient the target. Because the rate of error in locating the proper target wall was 
(and was in the pilot test) very low, we aggregated errors made in locating the target and in 
orienting it into a single measure. 
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4 Results 
 
 
 
 
Data from the 21 subjects who completed the whole experiment was analyzed using 
standard statistical analysis packages (Systat version 10, SPSS Inc., StatXact-4, Cytel, Inc.). Five 
other subjects dropped out due to symptoms of motion sickness as detailed in section 4.6.  
The dependent variables used to estimate subjects’ performance were %-correct and TTR 
as defined in the Methods section. Two of the 21 subjects –numbers 11(male) and 12 (female)– 
were studied separately because their responses were much different from those of the other 
subjects. Figure 4-1 summarizes the %-correct by phase for these two outlying subjects, as 
contrasted with the other 19. From this information we concluded that these two subjects were 
uncharacteristic of our pool and excluded them from the analysis to follow. Section 4.7 
comments in more details the behavior of these two subjects. 
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Figure 4-1Contrast in %-correct performance between outlier subjects (blue) and other subjects (red) by 
phase (+/- 1SEM) 
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4.1 Learning isolated modules (Phases 1 and 2)  
 
We divided each phase into quarters and averaged the results over them to remove some of 
the trial-to-trial variability and so to track learning effects within phases. We thus averaged the 
dependent variables over four sets of 9 trials in Phases 1 and 2, and over four sets of 10 trials in 
Phases 3, 4, and 5. The notation PxQy stands for Phase x (x= 1,2,3,4,5), Quarter y (y = 0,1,2,3). 
Figure 4-2 shows the mean TTR and %-correct for the first two phases, by quarter and 
within phase. 
4.1.1 Improvement of performance due to the use of realistic scenes 
 
Our experiment was designed as an extension of earlier studies done by Richards and 
Houdou. We observed the effect of using a realistic scene with a clear visual vertical, to contrast 
with the abstract and non-polarized environments Richards used. In the first two phases, we 
studied the effects of the new design on performance. The design of the first two phases was 
intentionally kept close in principle to that used by Richards so that the results could be 
compared, at least qualitatively.  
The procedures did, however, differ significantly: Each trial was self-paced (vs. time-
limited in Richards’ study), and subjects had to orient the target within its intended space, not 
merely place it. Moreover, we gave our subjects a guided tour of each module to familiarize 
them with their environment, but did not give them any practice trial. Richards’ subjects, on the 
other hand, had 12 practice trials to familiarize themselves with the procedure and the 
environment, but did not have a chance to memorize their environment beforehand. Although 
these differences in the task make a meaningful quantitative comparison of the responses 
impossible, it still supports a comparison of the patterns of change in them from condition to 
condition.  
By using realistic scenes with a clear vertical (rather than Richards’s symmetrical icons) 
the task was, apparently, made much easier as measured by %- of correct responses. In 
Richards’s study, subjects achieved a %-Correct value that ranged from 45% to 75% on average 
on each of the first three sets of trials (8 trials in each set). If subjects could reach a score over 
90%, they did so only after significant training –4 sessions of 24 trials each. In contrast, our 
subjects achieved a score over 90% on average as early as P1Q2 (third set of trials); all subjects 
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but our two outliers achieved a score above 75% in each of the last two quarters of the first phase 
and maintained a comparable level of performance in Phase 2 (subject 11 scored 78% in P1Q2 
and 44% in P1Q3, and subject 12 scored 56% in P1 Q2 and 78%, in P1Q3). Of our 21 subjects, 
13 achieved a perfect score of 100% in P1Q3, despite the greater demands of orienting (as well 
as placing) the target, and despite the absence of any practice trials such as those in Richards’ 
experiment. 
A few subjects we used either for our pilot study (2 subjects) or the final experiment (1 
subject) had taken part in the studies of Richards and Houdou. They informally confirmed that 
our realistic environments were indeed much easier to learn and that the guided tour helped them 
to learn and remember the features of the modules 
.
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Figure 4-2 %-correct and Mean TTR in Phases 1 and 2, trials were averaged out by quarters (9 trials per 
quarter). Error bars display +/- 1 Standard Error of the Mean (SEM) 
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Figure 4-3 TTR (s) against Quarter by subject for the first two Phases (+/- 1SEM) 
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4.1.2 Strategies used 
 
The experimenters did not suggest a learning strategy to the subjects in Phases 1 and 2. We 
did, however, interview them informally during breaks between phases and at the end of the 
experiment to find out what strategy, if any, they had used. For the first two phases, every 
subject reported that he had started by deciding how the visual vertical was oriented with respect 
to his body.  
About half of the subjects reported in addition that they used a “reference wall” as an 
intermediate aid in reconstructing their orientation. Those subjects reported that they first 
imagined the position and orientation of that reference wall using the cue –the only visible wall 
at the beginning of a trial. They would then determine and memorize their orientation with 
respect to that reference wall: It was, for them, more convenient than the cue itself. Finally, they 
used that intermediate spatial framework based on their chosen reference wall to search for the 
target. They usually6 chose as reference wall the first wall they had been presented in the module 
during the guided tour i.e. the face 2(mod6) in Figure 3-2. In other words, they reported that they 
tried to recreate in their mind’s eye the module as they had first viewed it-- in its baseline 
orientation. Subjects then found the target by combining the head movements needed to face the 
reference wall in its baseline orientation with the egocentric knowledge of the baseline 
orientation they had from the guided tour (e.g. glove box is on the left, animals racks are on the 
right etc…). The high performing subject 13, for example, reported that he would “figure out 
where the [closed] hatch [of the first module, i.e. face2,] was and in which orientation, and then, 
work from there with the target”.  
Although they also reported looking first for the visual vertical (typically described as “the 
way up”), two subjects (1 and 16) claimed that they used different strategies to complete the task. 
Subject 1 reported he could mentally rotate the baseline orientation of the whole module so that 
the cue would “fit in its place in front of [him]”. Our fastest subject (16) –who took less than an 
hour to finish the experiment, with nearly perfect accuracy –reported that he would “figure out 
which way [was] up, then what [was] to [his] right and left. Then [he had established] a frame of 
                                                 
6 In some cases subjects reported they would change their reference wall depending on the features they found easier 
to remember. In such a case, however, they could not explain precisely why they switched to another reference or 
how many times they used each wall as a reference. They were often even incapable of remembering which wall(s) 
they used as a reference. 
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reference” within which to find the target. As Table 4-2 shows, these two subjects scored very 
high on all the standardized tests and performed very well in our experiment. Their strategies, 
therefore, may have taken advantage of their strong spatial skills, and may not be accessible to 
other subjects.  
By contrast, the other half of our subjects gave only sketchy descriptions of their attempts 
at a global strategy and the cognitive process they used. They made no explicit distinction 
between using a reference wall and solving the task directly.  
At least a quarter of the subjects felt that the task would become automatic as they 
developed more detailed knowledge of the modules, in later trials. Subject 16 quoted earlier 
claimed he “could conceptualize the rotation as soon as [he] saw the cue. [He] did not have to 
think about which way was up anymore.” Other subjects claimed they “would just know when it 
[the position of the target] looked right”, “almost by instinct”. These claims, however, proved 
hard to distinguish from reports of the subjects who could not explain their strategy clearly. 
Since many subjects lacked insight into their own strategy, we cannot say precisely how many of 
them found that the task became automatic.  
 
4.1.3 Influence of the visual vertical and relative position of the target 
 
Because we hypothesized the visual vertical would have a strong influence we inferred that 
trials where the subjects were oriented virtually upside down would be more difficult and trials 
upright, easier. A trial was considered upside down when the subject’s body was co-aligned with 
the visual vertical but in the opposite direction i.e. when the cue was one of the sidewalls (walls 
number 0 to 3 (mod 6)) and the ceiling was below the subject’s feet. Similarly, a trial was 
considered upright if the cue was one of the sidewalls and the subject’s feet pointed to the floor. 
In all remaining trials the subject’s body was orthogonal to the visual vertical. In each of the first 
two phases a quarter of all the trials (9 out of 36) were upside down and 10 were upright. To 
confirm this hypothesis we fitted our data for the TTR against a mixed linear regression model 
for each Phase that included main effects of Trial and Gender, and a cross effect, Trial*Gender. 
To those, we added a variable to distinguish upside down and upright trials from other trials. We 
describe this model in more detail at the end of this section but we found that the three different 
categories (upside-down, upright, orthogonal) of trial orientation were significantly different in 
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both first Phases (upright trials were faster by [10.9s, 7.9s], Z = [8.5, 11.3], p<0.0001 compared 
to upside down trials on average in Phase [1, 2] respectively) 
Richards’s study using non-polarized textures highlighted differences in performance 
depending on the position of the target relative to the body axes. Typically, subjects performed 
better when the target was in front or behind them than when it was above or below; they 
performed worst when the target was on their left or right. We looked for but did not find any 
such a trend in the present study. We take this to be further evidence that subjects use strategies 
that are very different when the environment is realistic and polarized, from those they use when 
it is abstract and non-oriented. Hence, the effect of the target’s position with respect to the 
subject’s reference frame is usually overcome by other effects of the presence of a visual 
vertical, such as the effect of being upside-down. 
 
4.1.4 Evidence of learning  
 
As expected, Figure 4-2 suggests a clear pattern of learning in the first 2 phases, both 
within phase and across phases: Both %-Correct and TTR reach an asymptote uniformly over 
those trials.  
The Page test, which examines trend explicitly, (characteristic statistic, pa(x)) showed a 
significant increasing trend in %-correct across all eight quarters of the first 2 phases, from P1Q0 
to P2Q3 (pa(x)=3.97, df =7, exact p<5.10-5). The learning occurs mostly in the first quarter 
(P1Q0): a Page test among the last seven quarters of those first two phases showed no significant 
learning trend from quarter P1Q1 to P2Q3. This suggests that the %-correct learning curve rises 
very rapidly in the first quarter until it reaches its asymptotic maximum, which is close to 100%. 
 
The learning curve showed in the variable TTR (total time to respond) is different: There is 
no ceiling effect as there is in %-correct (limited to 100%), and performance on this measure 
apparently keeps improving long after %-correct reaches its maximum. Figure 4-2 shows a 
compelling decrease in TTR across all of the first 8 quarters. Moreover, Figure 4-3 shows that 
the TTR typically decreases continuously over the eight Quarters of the first two Phases for each 
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individual subject. The few irregularities one observes on the graphs for non-outlying subjects7 
are the result of isolated trials in which the subject took an unusually long time to perform. As a 
result the average TTR seems to increase for one quarter but is also associated with a large 
standard error for these subjects 
As for %-correct, a Page test on the mean TTR for these quarters supports a significant 
learning trend (pa(x) = -10.29, df = 7, exact p<5.10-5). Unlike the trend in %-correct, this 
learning trend in TTR is still significant in phase 2. A Page test on [all, the last 3, and the last 2] 
quarters of phase 2, respectively, found significant learning trends: [pa(x) = -5.643, -4.380, -
3.441], [df = 3, 2, 1], [exact p<0.0005, 0.0005, 0.0005]. 
The mixed regressions previously mentioned showed significant effects of –1.04s per trial 
on average in Phase 1 (Z= 18.235, p<5.10-4) and –0.23s per trial on average in Phase 2 (Z = -
8.241, p<5.10-4). This provides additional evidence for the trends in the TTR learning curve. 
 
4.1.5 Transfer of learning from one module to another 
 
Figure 4-2 and Figure 4-3 also suggest a strong transfer of learning from Phase 1 to Phase 
2. Indeed, at the beginning of phase 2, subjects maintained —and then for TTR improved-- the 
level of performance they had reached at the end of phase 1. The introduction of a new 
environment did not disturb the trend in %-correct. Indeed, there was no significant difference by 
Friedman test in %-correct between P1Q3 and P2Q0,. One might expect longer response times 
and more mistakes when the environment is changed between phases 1 and 2, but no significant 
changes were seen in those measures.  
The trend in %-correct, mentioned above, found by the significant Page test across all first 
8 quarters of the experiment (Phases 1 and 2), suggests that the new environment introduced in 
Phase 2 does not disturb the longer-term %-correct trend. Similarly, 2-group t-tests found no 
significant differences between the average values, subject by subject, of the TTR in P1Q3 and 
in P2Q0, for any of our 19 subjects at the p<0.05level. This is consistent with the conclusion that 
none of them had trouble adapting to a new environment and that all of them had simply 
maintained their high level of performance through the change of module. This conclusion is 
                                                 
7 Outlying subjects are subjects number 11 and 12 
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also supported by a Page test on mean TTR, which shows a continuous decreasing trend in TTR 
across the first 8 quarters (see 4.1.4).  
It appears that by the end of the first phase, subjects had developed a general strategy that 
they could easily transfer to a new environment, after they had been given a guided tour. This 
would explain the finding that their TTR does not show any increase: It merely stagnates from 
P1Q3 to P2Q0, and begins to decrease again in the last Quarters of Phase 2. 
In his study, Richards defined the transfer of learning as “learning how to learn” and tested 
this effect by contrasting performance in his two different environments, set (=group of 6 trials) 
by set. In the present experiment, that would be equivalent to contrasting performance quarter by 
quarter between Phases 1 and 2. He did find some hints of a transfer of learning using that 
method. We found correspondingly, a continuous learning trend across all quarters of Phases 1 
and 2—a stronger result than an increase between corresponding quarters, phase-to-phase.  
 
4.1.6 Summary: Mixed regression linear model 
 
 As mentioned above we performed a mixed regression to establish values for each of the 
effects on the TTR. Because the difference between the first two Phases had already been 
established, and to limit the complexity of the model, we chose to perform two separate analysis, 
one for each Phase, thus avoiding cross effects involving Phase and keeping the interpretation 
simple. 
 We hypothesized that there would be an effect of each of the following independent 
variables overall (although for a particular Phase an effect could become weak): 
• Trial: This is our main learning effect. 
• Gender: we expected a small gender effect since some studies have shown that males 
perform better in spatial tasks. We address this point in more detail in later sections. 
• Orientation with respect to the visual vertical: as discussed earlier, each trial could fall 
into three possible categories: Upright, Upside down or Orthogonal, depending on 
whether the subject’s body was parallel and aligned with, upside down with respect to, 
or orthogonal to, the visual vertical. 
• Trial*Gender: Our pilot study showed that both genders eventually reached 
approximately the same level of performance despite an initial advantage for the males. 
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We therefore hypothesized that males and females could learn differently, but end by 
achieving similar levels of performance. 
 
Results: In both Phases we found that all the main effects listed above were significant. We 
summarize the results in Table 4-1 [Note: Systat reports the Intercept which is the overall mean 
of the dependent variable when all continuous variables are set to 0 (trial and trial*gender, in this 
case). In other words the intercept is the initial effect of the subject on the TTR. All main fixed 
effects are then coded in terms of their deviation from that Intercept, called the estimated effect. 
If a categorical variable has n levels, the software reports only the first n-1 levels of that 
treatment since the sum of the effects for all the levels equals zero by construction. For 
continuous variables it gives the deviation per unit of the variable (e.g. in seconds per trial), i.e., 
the fitted slope of the dependent variable with respect to that effect.]  
For example, the zero-point effect of being (Female, Male), respectively, in Phase 1, was 
about (+9.6, -9.6) s: Males were about 19.2 seconds faster than females, on average8 at the start. 
This crude linear model does characterize the relative magnitudes of the different effects. The 
results suggest that female subjects were initially slower than male subjects (Female effect >0) 
but had a steeper learning curve (Female*Trial effect<0). They started behind the males, but 
learned faster.  
From the Table below, it should be noted that the intercept, the size of the gender and 
gender*trial effects were roughly divided by two from Phase 1 to Phase 2, and the trial effect 
(learning speed) by four. The Upside-down effect, on the other hand, stayed strong in Phase 2 
(only 25% smaller than in Phase 1). This suggests that subjects relied heavily on their orientation 
with respect to the visual vertical even in the late trials.  
        
 
 
 
 
 
                                                 
8 Because of the presence of a cross effect (Gender*Trial), that difference is in fact the difference on average on the 
first trial of Phase 1. Due the influence of the cross effect, the difference between males and females decreases with 
the trial number.  
 54
Table 4-1 mixed regression model for Phases 1 and 2 
Phase Variable/Effect Estimate (sec) Z p-value < 
INTERCEPT (initial effect of subject) 50.262 22.642 0.0005 
Female (=-Male) 9.637 4.386 0.0005 
Trial (s/trial) -1.044 -17.952 0.0005 
Upright -6.606 -7.368 0.0005 
Upside Down 4.272 4.670 0.0005 
Orientation of 
visual vertical 
Orthogonal 2.334 1.823 0.05 
1 
Female*Trial (=-Male*Trial) -0.162 -2.822 0.01 
INTERCEPT (initial effect of subject) 21.208 18.561 0.0005 
Female (=-Male) 4.682 4.145 0.0005 
Trial (s/trial) -0.229 -7.217 0.0005 
Upright -4.812 -9.823 0.0005 
Upside Down 3.118 6.238 0.0005 
Orientation of 
visual vertical 
Orthogonal 1.694 2.420 0.01 
2 
Female*Trial (=-Male*Trial) -0.072 -2.281 0.05 
 
 
4.2 Expanded environment with both modules (phases 3,4,5) 
 
We expected subjects to have greater difficulty in flight configuration than in ground 
configuration. In our earlier pilot study all subjects had adapted to the relatively simple flight 
configuration used and reached 100% accuracy in Phase 5. In our final study, however, we hoped 
the more complex task and transformation from Ground to Flight configuration used would 
generate higher error rates. We thought that Phase 4 (Ground configuration, no feedback) would 
be easier than Phase 3 (Ground configuration, with feedback), as measured by both of our 
dependent variables, because (given the difficulty) some learning might still occur even in the 
absence of feedback. We also expected Phase 5 to be harder than Phase 3 because of the new 
Flight configuration. We designed the experiment so that Phases 3, 4 and 5 would be equivalent 
trial by trial, biomechanically: To answer correctly a given trial n in Phase 5 a subject had to 
perform precisely the same head movements and button presses as for the corresponding trial n 
in Phase 3. (Except that it lacked feedback, Phase 4 was an exact replica of Phase 3). Given those 
matching conditions, we can contrast performance Quarter by Quarter. 
Figure 4-4 shows the %-correct and mean TTR for each of the last three Phases by Quarter. 
These results are overlaid in Figure 4-5 to contrast performance accross those three Phases 
Quarter by Quarter.  
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Mean TTR in Phases 3, 4 and 5 are not comparable to those of Phase 1 and 2, since the 
procedures are very different between those sets of Phases. Nevertheless, despite the more 
complex task of Phase 3 and later of Phase 5, mean TTR reached an average value of 20 s (or 
below) after some training. This is about the same value that subjects had achieved by the end of 
Phase 1. We interpret this finding as an additional evidence for a transfer of learning: Confronted 
with a harder task, subjects could re-use and adapt their previous strategies. 
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Figure 4-4 Mean TTR and %Correct in the last 3 phases, trials were averaged out by Quarter (10 trials by 
quarter). Error bars display +/- 1 Standard Error of the Mean (SEM) 
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Figure 4-5 %-correct and mean TTR contrasted between Phases. Error bars display +/-1SEM 
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4.2.1 Learning trends 
 
The values in Figure 4-4 for mean TTR decrease within Phase 3, within Phase 5, and 
across Phases 3 and 4, which suggests learning trends. That inference is supported by Page tests 
that indicate significant decreases in TTR in Phase 3 (pa(x) = -5.01, df = 3, exact p<0.0001); in 
Phase 5 (pa(x) = -8.08, df = 3, exact p<5.10-5); and from P3Q0 to P4Q3 (pa(x) = -8.08, df = 7, 
exact p<0.0001). Page tests on the last three Quarters of Phase 3 and on the four Quarters of 
Phase 4 were not significant: Most of the learning in Ground Configuration took place, evidently, 
in the first Quarter of Phase 3 (P3Q0). Some improvement also took place between the end of 
Phase 3 and the beginning of Phase 4 (Paired t-test between mean TTR in P3Q3 and P4Q0, mean 
difference = 1.54s, df =18, t=3.05, p<0.01); the rest that subjects took between Phases 3 and 4 
may account for that small improvement. Subjects reached their asymptotic values for TTR as 
early as in P3Q1. In any case, the absence of feedback (the only difference between Phases 3 and 
4) did not disturb the subjects’ responses. Moreover, many subjects reported spontaneously that 
the absence of feedback did not make any difference in Phase 4. 
In Phase 5, a Page test showed a significant decrease in TTR over all four quarters (pa(x)=-
4.85, df = 3, p<0.0001), but not over the last three Quarters (P5Q1 to P5Q3).  This suggested 
once again that most of the learning took place in the first Quarter (P5Q0). 
The values of %-correct increased significantly within Phase 3 (Page test pa(x) = 2.41, df = 
3, exact p < 0.005) and across Phases 3 and 4 (pa(x) = 3.39, df = 7, exact p < 5.10-5), which 
provides additional evidence of learning. In Phase 5 however, %-correct started at about the 
same value as at the beginning of Phase 3 but no significant trend in %-correct was found by a 
Page test. Although we cannot infer the absence of a trend, this could suggest either that subjects 
needed more time to improve their performance significantly, or perhaps more likely, that they 
had already reached their steady-state performance and that in Phase 5 their residual error rate 
was higher than it had been in Phases 3 and 4. In either case we could infer that, although the 
error rate was low, the Flight configuration did indeed make the task harder (see 4.2.4). 
4.2.2 Effect of Fatigue 
 
We expected to find some effects of fatigue and did. The %-Correct decreased slightly but 
significantly by Quarter across Phase 4 (Figure 4-4): by Page test, presumably because of fatigue 
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(pa(x) = 1.393, df = 3, exact p < 0.05). Since this effect of fatigue is small compared to the 
learning seen in Phase 3, we can still conclude that learning, over Phases 3 and 4 reached its 
asymptotic maximum, and that the effect of fatigue can be neglected overall. 
There were no negative effects of time (trial) on mean TTR to suggest fatigue: The course 
of that variable displayed consistent learning or, at least, asymptotic behavior. 
4.2.3 Strategies used 
 
None of the subjects experienced any difficulty learning the ground configuration in Phase 
3. One reported that he “thought it was actually easier than the first two [Phases]. [He] just had to 
figure out which way was up”. The training in the first phase was sufficient to enable the subjects 
to find the connecting wall (within the first environment) with perfect accuracy. The two 
modules were simply aligned in their first baseline configuration, and most subjects claimed that 
they integrated the two into a single large conceptual environment. As soon as they had inferred 
their orientation in the first module from the cue, they could simply transfer their knowledge to 
the second module using an outside point of view (they saw the second module as if they had 
been translated a few meters behind it in the baseline orientation.  
As in Phases 1 and 2, the orientation of the body axis with respect to the visual vertical had 
a significant effect on TTR. Mixed regressions (see section 4.5), found large and significant 
differences between upright and upside-down trials in Phases 3 to 5: The differences were about 
[9s, 4s, 5s], respectively, for Phase [3,4,5] (p<0.0001)  
In Phase 5 all the subjects reported that they used the mnemonic trick suggested by the 
experimenter before the first trial in that Phase9: They reconstructed the distant module around 
the window with the French EVA astronaut (wall 9). All subjects found Phase 5 much more 
challenging than the earlier phases. A subject even found its challenges “disturbing because it 
did not feel right and [she] had to think much harder”. This contrasted with many reports after 
earlier phases (particularly, after Phase 2 where it was unanimous) that the process had been 
automatic. We found evidence for that effect by comparing TTR for (easy) target 9 (which is 
straight ahead in Phase 5) with the values for all other targets taken together. We included a 
                                                 
9 “Please face the [closed] hatch [of the first module], and pitch your head down to see the floor. You can see the 
second module attached to the floor. Note that in this position, on the wall ahead of you in the second module, you 
see the French astronaut [wall 9] upright. Make sure you remember this rule as you will not be able to study the 
environment again between trials.”    
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variable ‘ahead’ in a mixed regression model, as discussed in section 4.5, to distinguish between 
trials that asked for the target at the end of the second module and all other targets. We expected, 
from the comments reported in our pilot study that this target--the target ahead of the subject 
when he faces the second module-- would be easier for our subjects to find than any other. Our 
mixed regression model (section 4.5) found a small significant effect of the target- ahead in 
Phase 3 (about 2s difference between target 8 and others) and a much larger one in Phase 5 
(about 6s). The effect was not significant in Phase 4, which suggests that with training the other 
targets had become equally easy, in ground configuration. 
4.2.4 Effect of flight configuration 
 
Our main goal was to determine whether learning the Flight Configuration was 
significantly harder than the Ground Configuration. Figure 4-5 suggests that the Phases were 
clearly ranked in difficulty in a way that is consistent with our hypothesis both in terms of %-
Correct and TTR.  
We contrasted %-correct performance by quarter between Phases. In all four Quarters a 
Page test found that Phases ranked as expected in terms of %-correct: Phase 5 was the most 
difficult (lowest %-correct), Phase 4 the easiest, and Phase 3 in between (pa(x) = [3.49, 1.73, 
3.56, 1.77], df =[2, 2, 2, 2], exact p < [0.0001, 0.05, 0.0001, 0.05] in Quarter [0,1, 2, 3] 
respectively). In Quarter 3, because of fatigue in Phase 4 and learning in Phase 3, the values for 
%-correct in those phases are substantially the same, which is, nevertheless consistent with the 
trend shown above.   
Unlike %-correct, mean TTR did not show a fatigue effect; Page tests to contrast mean 
TTR by quarter confirmed as well that Phases ranked in the order 5, 3, 4 from the most difficult 
(highest TTR) to the easiest (lowest TTR) (pa(x) = [-4.32, -5.40, -4.94, -6.02], df =[2,2,2,2], 
exact p<5.10-5 for Quarter [0,1,2,3] respectively). 
We mentioned (section 4.2.1) that we found no significant learning in Phase 5 or in Phase 
3 after the first Quarter. In addition, Phase 4 showed little or no improvement in the subjects’ 
performance over that in the end of Phase 3. Moreover, the asymptotic value in Phase 4 was 
roughly the value that was reached as early as P3Q1. By analogy, this suggests that additional 
training in the Flight Configuration (in the form of a repetition of Phase 5) would provide little, if 
any, improvement. The asymptotic value of the TTR in Phase 5 is, nonetheless, higher than that 
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of Phase 3 or Phase 4. In the last quarter, the average TTR was 17.0s in Phase 3, 14.6s in phase 4 
and 19.4s in phase 5 (these differences are significant based on the linear model of Table 4-7 
discussed in section 4.5). It should also be noted that the minimum TTRs overall to answer a trial 
correctly were 5.8s in Phase 3, 5.1s in Phase 4 and 6.4s in Phase 5. This means that even the best 
performing subjects needed at least 5 to 7s to complete the task correctly and that any additional 
time was basically devoted to thinking about the task when it was more challenging, or the 
subject not as good. The 4.8s difference between asymptotical values of Phases 4 and 5 may not 
seem large compared to these values themselves but it is in terms of time added to the bare 
minimum time needed to solve a trial. Indeed that difference reflects the additional time spent 
only thinking about the task and therefore the additional challenge of the flight configuration.      
Therefore, we conclude that the Flight was inherently more difficult than the Ground 
Configuration. It should be noted that in our pilot study, subjects responded as fast (or even a 
little faster) in Phase 5 (flight configuration) than in Phase 4 (ground configuration). Indeed, 
because the flight configuration was so easy (close to the ground configuration) subjects kept 
improving, or at least maintained their asymptotical performance in Phase 5 compared to Phase 
4. 
 
4.3 Predictors of task performance 
 
To correlate our standardized predictor tests with task performance, we defined metrics of 
steady-state performance. Based on the discussion of the previous sections, the steady-state 
performance of the subjects was defined as the performance achieved in P2Q310, P4Q111 and in 
P5Q312. Table 4-2 reports steady-state performance for all subjects, along with the scores from 
PTA, cube and card rotation tests, and SBSOD scale; Gender and reported motion sickness are 
also included. The steady-state performance measures were not always the best scores for a 
given subject in a given Phase. This explains why some individual subjects had better steady-
state performance in Phase 5 than in Phase 4 (e.g. subject 19 was faster in P5Q3 than in P4Q1). 
The measures we chose, however, reflect the best performance on average for all subjects. 
                                                 
10 Maximum performance in one module at a time 
11 Because of the fatigue effect mentioned in section 4.2.2, we avoided taking the second half of Phase 4 as the 
maximum performance in two modules at once; and to get as much of the learning as possible we did not chose 
P4Q0 
12 Maximum performance in flight configuration 
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Since the %-correct were so close (or equal) to 100% for so many subjects, it was 
unprofitable to correlate slow-changing %-correct with other measures, so we treated only mean 
TTR in the three quarters mentioned. Table 4-3 reports Pearson correlation coefficients between 
steady-state performance and other test scores. Steady-state performance measures correlated 
significantly with one another (t-test, df = 17, p<0.005). The steady-state measures for Phases 2 
and 4 also correlated significantly with the PTA (p<0.01). Finally, the cube rotation test 
correlated significantly with the PTA test, but not with the card rotation test. 
 
Table 4-2 Summary of scores and steady-state performance for all 21 subjects. Subjects 11 and 12 were 
outliers and are shaded in gray. 
 
 
P2Q3 P4Q1 P5Q3 Subject PTA CUBE CARD SBSOD GENDER MS?
TTR (s) %-Correct TTR (s) %-Correct TTR (s) %-Correct
1 25.2 40 126 84 M No 8.48 100% 9.55 90% 13.39 90% 
2 14.8 21 147 78 F Yes 14.06 100% 19.90 100% 22.51 90% 
3 22.1 30 112 74 M Yes 16.73 89% 11.40 100% 16.98 90% 
4 20.4 40 156 68 F No 20.50 78% 17.44 100% 24.27 100% 
5 19.5 30 145 54 M No 11.49 100% 17.56 100% 25.47 100% 
6 12.9 22 150 74 F Yes 23.91 100% 24.82 100% 26.73 100% 
7 27.5 37 149 83 M No 7.29 100% 12.47 100% 15.40 90% 
8 19.6 20 148 71 M No 13.17 78% 13.05 100% 15.82 90% 
9 25.1 36 145 69 M Yes 11.96 100% 19.22 100% 20.19 80% 
10 22.6 30 158 86 M No 11.57 100% 11.51 90% 14.66 100% 
11 9.9 17 81 55 M No 26.83 67% 22.21 50% 29.40 0% 
12 23.1 20 119 65 F Yes 16.77 100% 16.73 90% 24.92 20% 
13 22.4 34 112 70 M No 7.86 89% 10.30 100% 16.99 100% 
14 23.8 38 148 42 M No 13.24 89% 10.34 100% 16.50 100% 
15 18 29 101 80 F Yes 11.09 89% 10.88 100% 16.89 60% 
16 24.9 38 148 93 M No 8.66 100% 8.63 100% 14.97 90% 
17 20.6 31 139 66 F No 11.06 100% 12.63 100% 14.81 90% 
18 15.1 26 158 41 F Yes 14.58 100% 13.72 90% 21.58 80% 
19 17.7 38 128 70 M No 17.01 100% 17.04 100% 16.34 90% 
20 23.1 37 120 90 F Yes 13.48 89% 15.58 100% 26.72 100% 
21 21.3 38 146 44 F Yes 16.93 78% 15.04 80% 27.72 60% 
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Table 4-3 Pearson correlation coefficients for standardized tests; ***p<0.0005, **’p<0.001, **p<0.005, 
*’p<0.01, *p<0.05 (N = 19, NOT including the two outliers) 
 PTA CUBE CARD SBSOD TTR P2Q3 TTR P4Q1 
PTA 1.000  
CUBE 0.707**’ 1.000  
CARD -0.094 -0.130 1.000  
SBSOD 0.276 0.038 -0.297 1.000  
TTR P2Q3 -0.638** -0.242 0.225 -0.284 1.000  
TTR P4Q1 -0.593*’ -0.349 0.319 -0.126 0.696**’ 1.000 
TTR P5Q3 -0.440 -0.124 0.203 -0.328 0.615** 0.721***
 
 
4.4 Gender effect 
 
We expected to find a gender effect, although not a large one: The MIT population is 
carefully selected, largely ignoring gender. Kruskal-Wallis tests contrasting performance by 
gender are summarized in Table 4-4 (N=19). The Gender effect on %-correct was small, and 
occasionally (in a few quarters only) significant. Its effect was more prominent on TTR.  Those 
gender differences, moreover, faded with practice: Female subjects seemed, as mentioned in 
section 4.1.6, to catch up as time passed. Figure 4-6 and Figure 4-7 display %-correct and TTR 
by gender. Males appeared to perform consistently better in both measures, but as demonstrated 
by Table 4-4, this advantage was not always significant. 
Because three of the female subjects were recruited from outside MIT, however, a gender 
effect may be proxy for—may be confounded with-- an effect of MIT vs. non-MIT subjects. In 
fact, our single female outlier aside (MIT student), the three non-MIT subjects had the longest 
TTR of all female subjects in most quarters. For that reason we examined the MIT population 
separately in search of a gender effect. (This was to ensure that our interpretation of any gender 
effects would be properly assigned to gender, rather than to membership or non-membership in 
the MIT community). We found that males had significantly shorter mean TTRs in Phases 1 and 
2 (Kruskal-Wallis tests using 11 males and 6 females, Phase 1: χ2 = 5.39, p<0.05; Phase 2: χ2 = 
3.93, p<0.05), but not in later Phases. There was no significant effect of gender on %-Correct in 
any Phase. We did not study subgroups of females of and outside the MIT community because 
the groups would have been too small. There were only 6 females in our MIT sample. The effect 
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of gender in general, therefore, as opposed to their effects within the MIT sub-sample is not 
significantly clarified by our result.   
Our analysis supports the presence of an early gender effect -on TTR only- that faded with 
training. That fading trend appears clearly on Figure 4-7 in which the gender effect decreases 
over Phases 1 and 2, and again steadily over Phases 3 and 4 (In Phase 5, as shown in Table 4-4, 
no significant effect was found) 
 
 
Table 4-4 Gender effect: symbol M [M with light shading] indicates conditions were gender effect was 
significant (**p<0.01, *p<0.05) [respectively marginally significant (p<0.1)], as found by Kruskal-Wallis tests. 
Measure Phase Quarter 0 Quarter 1 Quarter 2 Quarter 3 Overall 
1  M*    
2   M   
3      
4    M* M* 
%-Correct 
5 M*     
1 M* M** M** M** M** 
2 M* M** M* M M** 
3 M* M* M** M** M* 
4 M M M* M M* 
Mean 
TTR 
5    M*  
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Figure 4-6: %-correct in all Phases contrasted by gender (11 males, 8 females)
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Figure 4-7 Mean TTR (s) in all Phases contrasted by Gender (11 males, 8 females) 
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4.5 Summary: General Linear Model (GLM) and Mixed Regression 
 
We wanted to summarize, for Phases 3, 4 and 5, as we did for Phase 1 and 2 (see section 
4.1.6), all the significant main effects and their contributions to the TTR. We performed a linear 
regression that included the effects we found to be significant from an initial GLM (General 
Linear Model) ANOVA. Those significant main effects were Gender, Phase, Quarter and Trial, 
as summarized in Table 4-5. Only Gender was included as a categorical variable, as explained in 
section 4.4. The cross effect gender*trial was not significant in these Phases, although it was in 
Phases 1 and 2. 
As we did for the first two Phases, in order to simplify the analysis, we performed a 
separate mixed regression for each Phase. Results are listed in Table 4-6; Figure 4-8 displays the 
distribution of the initial effects of subject (Intercept) for each Phase.  
We added the two variables ‘ahead’ (or not) and ‘upright’ (or upside-down or orthogonal) 
as discussed in section 4.2.3 to the significant effects listed in Table 4-5. From our earlier 
analysis (section 4.2.1) we found that most of the learning in Phase 3 and 5 took place in the first 
Quarter. Therefore we added a categorical variable Q0 (or other Quarter) as an independent 
variable in our model. The use of this categorical variable to isolate the first quarter provided a 
much better fit of the model to the data. Since the learning was very different in Q0 than in other 
Quarters we included a cross effect Q0*Trial in the model. As expected: 
• The Intercepts ranked in the order of difficulty P4 <P3 < P5. 
• The Gender effect was significant but faded with training (NB: Table 4-6 shows a 
non-significant effect of female gender in Phase 5 (compared to the mean.) The 
difference between the two genders is precisely as significant as the difference 
between either gender and the mean.) 
• The difference between Q0 and other quarters was very large in Phases 3 and 5. In 
addition, the learning occurred mostly in that first quarter in each of the three 
Phases. Indeed the effect Q0*Trial approximately doubles the main effect of trial, 
and therefore of learning, in Q0 and cancels it in other quarters. 
• The effect of Target Ahead variable was strongest (both in absolute terms and 
relative to the Intercept) in Phase 5 where subjects based their strategy for finding 
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the target on the wall ahead, and reconstructed the orientation of that wall before 
reconstructing the orientation of the target with respect to it.   
 
We also performed a mixed regression analysis that embraced all three Phases at once (see 
Table 4-7 and Figure 4-9). This was to check that our conclusions still held when the effects of 
subject (which were allowed to differ from phase to phase in the prior analyses) were mixed into 
one parameter that was forced to accept a single value for all three last Phases.  
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Table 4-5 General Linear Model of TTR in Phase 3, 4 and 5. All other cross-effects not listed in this table 
were not significant to the 0.05 level. 
Gender F(1,17) = 6.27 p < 0.05 
Phase F(2,34) = 77.64 < 0.0001 
Quarter F(3,48) = 29.57 <0.0001 
Trial F(9,153) = 9.21 <0.0001 
Phase*Gender F(2,34) = 3.91 <0.05 
Phase*Quarter F(6,102) = 22.26 <0.0001 
Phase*Trial F(18,306) = 6.26 <0.0001 
Quarter*Trial F(27,459) = 17.05 <0.0001 
Phase*Quarter*Trial F(54,918) = 4.06 <0.0001 
 
 
 
  
Table 4-6 Mixed regression model for Phases 3, 4 and 5 taken separately. Grey cells indicate a non-significant 
p-value (greater than 0.05). The estimated effect of the factor (e.g., Female) is shown and the effect of its 
alternative (e.g., Male) is (-) that effect as indicated in (): e.g., “(=-Male)” 
Phase Variable/Effect Estimate (sec) Z p-value < 
INTERCEPT (initial effect of subject) 27.94 20.42 0.0001 
Female (=-Male) 3.82 3.59 0.0005 
 Q0 (= -other Quarter)  7.76 9.01 0.0001 
Trial (s/trial) -1.08 -9.08 0.0001 
Target ahead i.e. target 8 (=-other) -0.81 -1.94  
Upright -3.98 -6.63 0.0001 
Upside Down 2.78 3.95 0.0001 
Orientation of 
visual vertical 
Orthogonal 1.20 2.48 0.05 
3 
Q0*Trial = (-Other Quarter*Trial) -0.97 -8.11 0.0001 
INTERCEPT (initial effect of subject) 16.02 19.98 0.0001 
Female (=-Male) 1.62 2.46 0.05 
 Q0 (= -other Quarter)  1.23 2.70 0.01 
Trial (s/trial) -0.16 -2.57 0.05 
Target ahead, i.e. target 8 (=-other) -0.34 -1.53  
Upright -1.86 -5.84 0.0001 
Upside Down 2.10 5.63 0.0001 
Orientation of 
visual vertical 
Orthogonal -0.24 -0.94  
4 
Q0*Trial = (-Other Quarter*Trial) -0.16 -2.54 0.05 
INTERCEPT (initial effect of subject) 35.50 18.78 0.0001 
Female (=-Male) 2.49 1.77  
 Q0 (= -other Quarter)  13.95 10.99 0.0001 
Trial (s/trial) -1.71 -9.48 0.0001 
Target ahead i.e. target 9 (=-other) -2.82 -4.57 0.0001 
Upright -2.07 -3.00 0.005 
Upside Down 1.67 2.28 0.05 
Orientation of 
visual vertical 
Orthogonal 0.40 0.51  
5 
Q0*Trial = (-Other Quarter*Trial) -1.63 -9.07 0.0001 
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Figure 4-8 Distribution of the initial effect of subject on the TTR for each of the last three Phase 
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Table 4-7 Mixed regression including all three Phases in one model 
Variable Effect Z-value p-value 
INTERCEPT 26.3659 23.1270 0.0000 
P3 1.5717 1.8835 0.0596 
P4 -10.1939 -12.2159 0.0000 
Female 2.6447 2.6463 0.0081 
Upright -2.5551 -7.1482 0.0000 
Upside-down 1.8771 4.5881 0.0000 
Q0 7.6725 13.9360 0.0000 
Trial -0.9742 -12.7134 0.0000 
Target ahead 1.3174 4.9336 0.0000 
P3*Upright -1.4335 -2.7785 0.0055 
P3*Upside-down 0.9168 1.5307 0.1258 
P4*Upright 1.5358 2.9769 0.0029 
P4*Upside-Down -0.8421 -1.4060 0.1597 
Female*P3 1.1757 3.8693 0.0001 
Female*P4 -1.0231 -3.3669 0.0008 
Q0*Trial -0.9158 -11.9213 0.0000 
P3*Trial -0.0968 -1.0236 0.3060 
P4*Trial 0.3889 4.1114 0.0000 
P3*Target ahead -0.5077 -1.3444 0.1788 
P4*Target ahead -1.1006 -2.9144 0.0036 
P3*Q0*Trial -0.0430 -0.5802 0.5618 
P4*Q0*Trial 0.1056 1.4253 0.1541 
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Figure 4-9 Initial effect of subject on TTR in last 3 Phases 
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4.6 Spatial Skills and Motion Sickness (MS) 
 
We used 9 subjects in our pilot study and none of them reported either dizziness or mild 
nausea. In fact, they all suggested that the task was “fun like a game”. Our final experiment, 
however –designed to be much more demanding- provoked motion sickness (MS) and dizziness 
beyond what we expected from earlier studies: Five subjects (4 females, 1 male) felt so sick that 
they dropped out of the experiment early in Phase 1. Nine others (7 females, 2 males, including 
outlying female subject 12) reported discomfort ranging from light dizziness to significant 
nausea, but completed the protocol nevertheless. 
Because we did not expect such a high occurrence of MS, we did not systematically collect 
data regarding MS onset or intensity. As soon as we realized that MS could become a concern, 
we started asking the subjects informally, during and after the experiment, if they felt dizziness 
(If they indicated dizziness, subjects were reminded their right to withdraw from the experiment 
at any time). Except for subject 12, the nine subjects who reported a discomfort related to motion 
sickness at some point in the experiment usually saw their dizziness disappear within a few trials 
or could ignore it when it was very low. These subjects took advantage of the breaks between 
Phases to rest, which seemed to be enough to keep them going. Subject 12 (our female outlier) 
reported significant nausea during most of the experiment but chose to finish it nevertheless –
even after the experimenter reminded her several times she had the right to drop out. She 
struggled with many of the trials and took the longest time (over 3 hours) of any subject to 
complete the experiment.  
From direct observation by the investigator, it was apparent that, when subjects felt sick on 
a specific trial –and reported it immediately- they were having a harder time solving the task: 
They made more head movements suggesting hesitation, thought aloud more extensively, and 
sometimes made obvious mistakes. Typically, subjects that did not feel any discomfort would 
perform the whole task in their head. They moved only to face the relevant direction, although, 
when possible, they sometimes rolled their head so that its direction would match the visual 
vertical. Subjects who felt dizzy, on the other hand, turned their heads many times at the same 
time they were thinking about the task. They presumably needed the support of the blank walls 
around them to project the mental images they formed of the environment. They also sometimes 
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detected their own mistakes, and changed their mind. They would then face a different wall, or 
the wall where the cue had been displayed, in order to start their thinking process over again. 
Four of the five subjects who dropped out of the experiment had very low PTA scores 
(between 9 and 11). The only other subject to obtain such a low score was our male outlier, 
subject 11 (PTA score: 9.9). Although our female outlier and our fifth dropout had good PTA 
scores (23.1 and 21.7 respectively), a very low PTA score could be an indication of poor 
performance in our virtual reality training and/or high susceptibility to MS. 
 A binary variable (did/did not report discomfort related to MS) contributed a significant 
negative effect (i.e. of MS susceptibility) to performance in some Phases (see Table 4-8). MS 
was more frequently reported among females than males (consistent with (Turner and Griffins 
1999; Levine and Stern 2002; Stern 2002), hence MS and gender effects were, to some extent, 
confounded.  
Table 4-8 suggests nonetheless a different pattern than Table 4-4 (Gender effect). Most 
interestingly, MS susceptibility produced a significant effect in Phase 5 both on %-correct and 
TTR, whereas gender produced no significant effect in that phase. This suggests a relationship 
between MS susceptibility and task performance in the most difficult Phase 5. Figure 4-10 
displays mean %-correct scores in Phase 513 contrasted with MS occurrence. When compared to 
the same figure drawn for the gender effect (Figure 4-6), a different pattern emerges: Subjects 
reporting MS were very irregular (large error bars) and oscillated around 80% of correct 
answers; subjects that did not were consistent, achieving a score above 90% on average in each 
Quarter of Phase 5. That effect of MS, however, shows up only in Phase 5, possibly because the 
task in that phase was complex enough to provoke that difference between subjects. 
If MS and spatial skills are indeed related, it is unclear what the connection is between MS 
and the occurrence of more mistakes and longer response times. Perhaps it is because sick 
subjects had greater trouble focusing or because MS was the result of the many provocative head 
movements that subjects with poor spatial skills were forced to make in order to complete the 
task14. 
                                                 
13 In other Phases similar graphs did not show any differences between the two groups. 
14 The experimenters could observe that subjects who performed very well minimized their head movements, and 
did the task in their head. On the other hand, subjects who performed poorly used a lot of head movements to check 
for visual cues, test possible answers, or orient themselves in a position as close as possible to the baseline 
orientation of the guided tour. 
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Our crude data on MS did not support more detailed conclusions, and, accordingly, we did 
not include that parameter in our mixed regression models. We considered only Gender as a 
categorical variable. Future design, however, with more subjects, should take MS susceptibility 
into account. 
 
Table 4-8 Effect of motion sickness susceptibility on the dependent variable means, by Phase (Kruskal-Wallis 
tests (N=19, df =1) using a binary variable: did/did not report discomfort related to motion sickness). Cells 
shaded indicate a non-significant effect. Whenever the difference was significant, MS susceptible subjects had 
consistently poorer performance. 
Phase %-Correct Mean TTR 
1   χ2 = 5.84 p < 0.05 
2   5.84 0.05 
3   5.50 0.05 
4     
5 χ2 = 13.73 p<0.001 6.54 0.05 
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Figure 4-10 %-correct scores in Phase 5 contrasted by motion sickness susceptibility 
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4.7 Outlying subjects 
 
Two (subject 11, male; subject 12, female) of the 21 subjects we tested failed to achieve a 
%-Correct score comparable to the rest of the subjects (Figure 4-1), especially in Phase 5. These 
two subjects both scored poorly in terms of %-correct and TTR but for different reasons. Subject 
12 was experiencing serious motion sickness when she performed the VR procedure. Her scores 
on spatial skills tests, however (Table 4-2), were comparable to or better than those of the typical 
subject in our pool. In addition, she displayed learning in terms of TTR, especially in Phase 5 
where her TTR decreased continuously over the four quarters.  
Subject 11, on the other hand, felt quite well during the VR procedure, but had the lowest 
score in all the tests except for the Sense of Direction Scale. The experimenter specifically and 
repeatedly asked him if he felt any kind of motion sickness or fatigue but that subject insisted 
that he had felt no discomfort during the whole experiment. He also seemed surprised to learn 
that he had made so many mistakes and thought he had answered correctly most of the time. In 
addition he was unable to explain the strategy he used to perform the task. Finally his TTR did 
not show any improvement over the last three Phases, which suggests that he just could not learn 
to do the task. 
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5 Discussion 
 
 
5.1 Robustness of dependent variables  
 
Although the task was difficult, the subjects were able to achieve high %-Correct scores 
early and this left little room for improvement over the rest of the experiment.  To study the 
evolution of performance over the experiment therefore, we relied on the changes in TTR, which 
showed a continuous, measurable improvement. This reliance on TTR was also appropriate 
because the %-Correct measure turned out to be more sensitive to fatigue and motion sickness 
and, arguably, did not measure the learning process reliably. Other studies on spatial cognition 
(e.g. (Bryant, Lanca et al. 1995) in which %-correct was very high also focused on response time 
to analyze performance. 
5.2 Difference between Ground and Flight Configuration 
 
The Flight configuration was consistently more challenging to the subject than the ground. 
There can be at least two reasons for this. 
• The Ground Configuration was the first the subjects saw and, for that reason the 
subjects may remember it particularly well, and that durable memory may have 
made it more difficult for them to relearn the environment in a new configuration. 
This explanation relates to the direction vertigo hypothesis of Erik Jonsson (2002) 
and explained in the background section (2.3).  
• The effect might also be due to the mismatch between the visual verticals of the 
two modules in the flight configuration: The subjects could rely on the matched 
visual vertical to help orient them in the ground configuration (where the visual 
vertical was consistent for both modules), but not in the flight configuration 
(where it was not.) 
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Many subjects offered the second explanation. Those two hypotheses are not mutually 
exclusive, however, and several observations, however, suggest that the first explanation may 
also figure prominently: 
• Subjects performed nearly equally well in Ground and Flight Configuration in 
the pilot tests, despite mismatch of visual verticals. In fact, they may have 
performed better in the pilot tests Flight Configuration because of the additional 
training they had accumulated by the time they confronted it. Because the various 
transformations from Ground to Flight Configuration we used in the pilot tests 
were simple rotations (single pure yaw, pitch, or roll of the second module), the 
two walls in the ground configuration that intersected the rotation axis had the 
same location in the flight configuration15. That consistency may have helped the 
pilot subjects navigate the transition between the two configurations. They all 
reported that their knowledge of the flight configuration was generated from their 
spatial knowledge of the Ground Configuration, supplemented with a few simple 
verbal rules (e.g. “exchange ceiling and floor.”), rather than from a new cognitive 
map. Therefore, although we detected no difference between flight and ground 
configurations, the subjects learned the new configuration on the basis of their 
knowledge of the old. This suggests that there was indeed a “Jonsson effect” but 
only in the more complex flight configuration used in the main experiment.  
• The first time a subject saw a module (in Phases 1 and 2) it made a lasting 
impression. Typically, they used the wall shown opposite them in that first 
presentation as a reference wall from which they would reconstruct the 
environment thereafter as explained in 4.1.2: When given a cue, subjects would 
try to infer the position and orientation of the reference wall, and complete the 
task using that wall as a way-station. 
• We assumed that subjects would find Phase 3 very difficult because it involved 
two modules at time. Nevertheless, subjects adapted very quickly by using the 
strategy they used in the first two Phases: They easily perceived the ground 
configuration that contained two modules as a single entity. Since the baseline 
                                                 
15 For example, in the case of a pure pitch of the second module, the walls to the left and to the right in the baseline 
orientation stayed in their location and were only rotated in place.  
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orientations of the modules were simply aligned along the same axis to form the 
ground configuration, subjects could use a common spatial framework for both 
of them. The second module, however, was seen from an outside point-of- view, 
and the first from an inside point-of-view.  
• Finally, in Phase 5 —as some subjects did in the first two phases-- all subjects 
reported using wall 9 as a reference wall (The experimenter had mentioned that 
tactic, in advance, as one of the possibilities). The effect of having (the presumed 
reference) face 9 as a target was found to be significantly easier (faster) in the 
mixed regression model of Table 4-6. It was larger than the effect of being upside 
down (as opposed to Upright), larger than any other effect in this Phase, and 
much larger than it was in previous Phases. The finding that target 9 was so 
much easier than all the others (6s faster in total time, on average), is consistent 
with the reports of the subjects that they sought out that wall first when they were 
reconstructing the second module. As a result, they were relying completely on 
their past knowledge of the two modules, and arguably did not develop a new 
cognitive map for their integrated environment. In other words, previous learning 
of the modules actually impeded both the efficient learning of the Flight 
Configuration and the development of a new spatial framework or new strategy. 
The average asymptotical TTR in the ground configuration (about 15s in the last 
quarter of Phase 4) was found to be about 5s faster than the asymptotical value of 
TTR in the flight configuration (about 20s in the last quarter of Phase 5). That 
difference was statistically significant and large in terms of additional thinking 
time required to solve the more challenging task in the flight configuration. 
5.3 Strategies 
 
Throughout the experiment, subjects relied mostly on the visual vertical to orient 
themselves. Even after significant training, subjects still took longer to reorient when the module 
was upside-down. Some did not notice they were taking longer and reported that the task seemed 
to become automatic after their early training. This finding of the importance of the visual 
vertical contrasts with the findings of Richards and of Houdou who studied a more abstract, 
simpler environment: In the richer and more realistic environment of the present experiment, the 
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orientation of the body with respect to the visual vertical was more critical than the position of 
the target relative to the body. 
5.4 Predictors of task performance 
 
PTA (Perspective-Taking Ability test) showed significant but weak correlation with some 
steady state performances, in Phases 2 and 4. All tests results, however, may depend on the 
subject’s state on the date of the test. Since we could not give the tests and the VR experiment in 
a single session -because of time and fatigue constraints— correlations on a given day could be 
stronger than the ones we observed. Future design may need to give all tests in one session with 
a shorter VR experiment. 
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6 Conclusions 
 
 
 
Astronauts train extensively on the ground in mock-ups of actual space stations in order to 
learn their architecture. That training cannot fully replicate the configuration or the spatial 
orientations within that configuration that astronauts will face on orbit. Indeed, physical 
constraints prevent the assembly, in a 1-g environment, of a 3D structure as complex as a 
complete space station replica. In addition, gravity limits the possible orientations available to an 
astronaut within a mock-up used in 1-g, whereas all body orientations are accessible in micro 
gravity. Building on the work done in earlier studies, this experiment investigated whether the 
training in a Virtual Reality setting could overcome the limitations of ground-based astronaut 
training. We also investigated whether a primary exposure to, and learning of a spatial 
configuration on the ground, could impair subsequent optimal learning of a different on-orbit 
spatial configuration. While mock-ups usually have visual verticals consistent with gravity –and 
therefore with one another-- space station architectures are generally not designed with 
consistent visual verticals between the different modules. Astronauts have reported that these 
inconsistencies are disorienting; the present study focused on some possible flaws and 
improvements of the current ground-based training carried on in 1-g in mock-ups. 
Twenty-six healthy subjects, mostly MIT students, participated in our study. Five of them 
dropped out of the experiment because they were experiencing symptoms of motion sickness. 
The other 21, 9 females and 12 males, trained in two different realistic virtual space station 
modules; first one module at a time (Phase 1 and 2), then with both connected (Phase 3, 4, and 
5.) The two modules were connected in two different ways; the first connection placed one 
module in front of the other, which simulated the Ground Configuration (Phases 3 an 4), in 
which the visual verticals of both modules were co-aligned; the second one, called the Flight 
Configuration (Phase5), involved a more complex arrangement of the two modules in which the 
visual verticals were not co-aligned. Over repeated trials to evaluate their spatial knowledge, 
subjects had to localize and orient targets precisely, while in many possible relative visual 
orientations. We assessed their performance from the percentage of correct answers and Total 
Time to Respond (TTR) that we averaged over Quarters (sets of 9 or 10 trials, depending on the 
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Phase) in each Phase. Two subjects stood out as clear outliers in their %-correct scores and were 
excluded from our analysis. 
 
The use of realistic textures made the task much easier than it had been in previous studies 
that used non-polarized textures (Richards 2000, Houdou 2002), and despite the greater cognitive 
challenge. %-Correct scores reached over 85% in all Phases on average, and perfect scores were 
common for many subjects in some Quarters. %-Correct and TTR both showed compelling 
learning curves. Subjects learned to respond correctly within a few trials and %-Correct reached 
an asymptotic maximum after the very first Quarter. Values for TTR decreased continuously. 
We did not find an effect of the position of the target relative to the body axis 
(demonstrated in Richards’s and Houdou’s studies and expected based on the work of Tversky). 
We did find, however, a strong and persistent effect of the orientation of the subject’s body with 
respect to each environment’s visual vertical. In Quarters where the subjects were very well 
trained and claimed that the task would very little conscious thinking, we still found that trials 
upright were much easier than trials upside-down. These results suggest that subjects used 
strategies very different from the ones used by Richards’ or Houdou’s subjects. Because of that 
difference of strategies we recommend the use of realistic environments to ensure the 
development of strategies suited to real environments. The common goal of this study and of 
Richards’ and Houdou’s work was to design effective training procedures for astronauts. 
Therefore, we suggest using virtual environments that are close to those the astronauts will 
eventually face.  
Richards (2000) raised concerns about the generality of the strategy one would learn in a 
particular realistic environment. His rationale for the use of non-polarized abstract modules was 
to develop generic rules transferable to any environment. Based on the obvious transfer of 
learning we observed between the two modules we used (from Phase 1 to Phase 2, see Figure 4-2 
and Figure 4-3), we think that most of the strategies developed by subjects are not environment-
specific. As in Richards’ study, our subjects “learned how to learn”. As we mentioned, the 
virtual environments should share as many architectural features as possible with the real 
environments astronauts face; based on the compelling transfer of learning we observed between 
our two different modules, we do not think, however, that individual objects or features affect 
greatly the development of a general strategy. 
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We trained our subjects to learn two different configurations of the two modules in a 
sequence that simulated the type of conflict astronauts face between their training in 1-g on the 
ground, and their 0-g environment in-orbit. We found that in that sequence (learning the ground 
configuration first, flight configuration second) the flight configuration was more difficult to 
learn than the ground configuration was and ultimate performance was poorer. For example, the 
asymptotical value for the time to respond was increased by a third in the flight configuration 
compared to the ground configuration. A hypothesis proposed by Jonsson (2002) suggests that 
the initial cognitive map acquired in the ground configuration training may have been hard to 
overwrite, although alternative interpretations cannot be ruled out. More to the point, the 
comments of subjects tend to support Jonsson’s hypothesis. The evidence supports the view that 
subjects relied heavily on the first way they learned the environment to learn it in a new 
configuration: They did not learn the second configuration the way fresh subjects might have 
learned it.   
Whatever the cause(s) of the increased difficulty posed by the flight configuration may be, 
the training procedure helped subjects improve their performance. Not only did subjects learn to 
deal with all possible body orientations within their environment, they also adapted quickly to 
the new configuration. Granted that subjects were slower and made a few more mistakes in the 
flight configuration than in the ground, they still achieved a relatively high %-Correct at a task 
we initially thought would be challenging. Further, the learning was substantial and fast, as 
evident in subjects’ decreasing response times within this last Phase. Our training helped 
improve performance in spatial orientation dramatically in mere tens of trials.  
 
We found that males originally performed significantly faster than females, an advantage 
that faded with the training. That apparent gender effect on time response cannot be attributed to 
gender alone: Our pool of subjects contained three female subjects that were not students at MIT 
and that gender * time effect may also reflect the differences between MIT and non-MIT 
students. In contrast the %-Correct showed almost no sensitivity to gender, but it was affected by 
fatigue and motion sickness susceptibility. Many subjects, indeed, reported discomfort related to 
cyber-sickness and made significantly more mistakes than other subjects in the flight 
configuration (Phase 5). Cyber-sickness susceptibility was much higher among females so the 
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effects of gender and sickness could be confounded. Our analysis suggests, however, that these 
two effects might have different consequences. We therefore suggest that later studies pay more 
attention to motion sickness susceptibility and its symptoms in a virtual environment. 
We also correlated individual differences in time response performance with some 
standardized tests that measure the subjects’ spatial skills. We found a weak but significant 
correlation with performance only with the Perspective Taking Ability test. 
 
Our study suggests that astronauts’ training for spatial orientation in flight could be improved by 
including virtual training on the ground. The next steps should focus on the design of a training 
procedure in virtual reality. In doing so, the following points should be dealt with: 
• Jonsson’s hypothesis: Although we may have seen some effect of an inappropriate initial 
learning of a complex transformation, we are not certain how critical that effect is. Can it 
be removed with training or must the virtual training be given first? Had we first trained 
subjects in flight configuration, in Phases 3 and 4, and then tested them in ground 
configuration in Phase 5, would they have adapted to the ground configuration change 
because of the matching visual verticals, or would they have been disturbed, in any case, 
by the different configuration? Jonsson states his hypothesis for a small local 
environment within a global reference frame; how would a larger outside environment, 
made of more than one module, affect the anchoring of an initial learning in a subject’s 
mind? Jonsson also believes that a disorientation or direction vertigo is more likely to 
affect persons with a good sense of direction: They can build a spatial framework more 
easily and commit it to memory better, but have a harder time getting rid of, or correcting 
it. How do the spatial skills of a person relate to her ability to update/correct her spatial 
framework? Answering these questions will help make a coherent picture of these results. 
• Efficiency of training: How long should the training be? Should it be divided into several 
sessions over days to take advantage of overnight learning? Do we need to train the 
subjects in all orientations or only in the most difficult ones? How well would a virtual 
reality training transfer to micro-gravity? What are the critical architectural/structural 
features that should be present in the virtual environments? What features can be 
omitted? 
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• Motion sickness: What was provocative in our experiment? What is the link between 
spatial skills and motion sickness susceptibility? Since we found a much higher rate of 
motion sickness among females than among males, we must also ask if Gender and 
Motion sickness have different impacts on subjects’ performances. If so, how can these 
partially confounded effects be separated from one another?  
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7 Possible future experiments 
 
To address the questions raised in the previous section, the following experiments could 
bring interesting answers: 
• To determine the relative importance of the Jonsson effect and the matched visual 
verticals, the exact same experiment could be repeated reversing the roles of 
ground (GC) and flight configuration (FC): Phases 3 and 4 would use the FC and 
Phase 5 would now use the GC. In addition the guided tour of module 2 should be 
done so that it is already tilted in a position ready to fit directly module in the flight 
configuration. In effect, the first encounter with the two modules would make it 
easy to learn the FC, since they would just be put on top of each other from their 
orientation in the guided tours. If the Jonsson effect is predominant then the GC 
should give slower or TTR than the FC, despite the matching visual verticals. Even 
if the Jonsson effect is predominant, the matching visual verticals should help 
relearn the environment in GC. And vice-versa, if the matching visual verticals are 
a dominant effect, training first in FC should help overcome the challenge of 
inconsistent visual verticals. In either case, we would expect a difference in TTR 
between phases 4 and 5 not as dramatic as what we found in the present study. 
• To evaluate the complexity of different configurations the present experiment could 
be repeated replacing Phase 4 by an intermediate FC (IFC) close to both the final 
FC (FFC) and the GC in the sense that it be derived from either via a pure yaw, 
pitch or roll. Our pilot studies showed that such transformations were easy to 
assimilate. Such an experiment could show which step of the transformation from 
GC to FC is the most difficult to adapt to. Using two groups of subjects the two 
orders in which the rotations are performed could be evaluated. 
• A combination of the two experiments above could also be done using two groups 
of subjects. They would both learn an intermediate FC (IFC) first where visual 
verticals do not match. Then one group would be tested in the final FC (FFC) and 
the other one in the GC 
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• Moving on to a real training procedure for astronauts, the environment could be 
extended to larger structure, in only one configuration. Subjects could be tested on 
their knowledge of that bigger environment by being placed in any of the modules, 
having to place a target anywhere in the structure. Such a training could consist of 
several phases where the structure would grow module by module, adding one 
more module at each Phase.  
 
The following modifications to our procedure could also make valuable improvements: 
• Subjects should be asked, at least once every quarter of a Phase, how they rate their 
motion sickness and how they feel with respect to fatigue. 
• Since we have a better understanding of the strategy used by the subjects, future 
similar experiments should design a systematic questionnaire to better understand 
how subjects proceed to solve each trial. 
• Using a six-walled CAVE as an immersive virtual reality system, instead of an 
HMD, might reduce the nausea due to head tracker lag. It could also avoid 
rendering a field of view that does not match the hardware characteristics and 
therefore avoid the slight distortion we had in our experiment. 
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APPENDIX A: Description of the virtual environments 
 
 
NB: During the reading of these descriptions, the experimenter needs to make sure that the 
subject is following the instructions. He also must read at the correct pace so that each feature 
described is indeed in the field of view of the subject. The experimenter may pause at any time to 
allow for the subject to better memorize the environment. Furthermore, if the subject fails to 
follow correctly the instructions or has evident trouble locating an object, the experimenter may 
add some more indications such as “look further to your right/left”. However, pilot tests have 
shown that the following indications should be enough. 
Description of module 1 
I will begin by giving you a guided tour of the module to help you memorize it.  
This first module is the Experiment and Fitness module.  
This first wall you are facing is a closed hatch leading to another module. You’ll notice 
that the hatch is not a perfect square. In others terms, the corners of this hatch are chamfered near 
the floor. This hatch is labeled all around with indications of OVHD (Overhead) at the top, 
DECK at the bottom, PORT on the left, and STBD (Starboard) on the right. 
 Now if you turn to your right, you see black boxes with white diagonal lines. These are 
the animal racks, where the animals are kept. On this same wall, further on the right, you see a 
workbench, behind the Rubik’s cube. This is the bench where you prepare the animals for your 
experiments. 
 Now if your turn all the way to face the opposite wall, you see a glove box, where you 
actually perform your experiments. By the glove box is also a fire extinguisher, in case anything 
should go wrong with your experiment. This fire extinguisher is partly hidden by the exercise 
bike. 
 If you now turn to your left to face the wall opposite to the hatch, you see two 
experiments racks. The most salient feature on this wall is the big blue circle around the middle. 
This is a centrifuge, and you were repairing it earlier with the screwdriver, floating nearby. 
 If you look down to face the floor, you see a soda can close to the experiment racks. 
Furthermore you can notice that the floor is mostly oriented from the experiment racks to the 
hatch. On either side of the central lane, you also see white foot straps. 
 Now look up to the ceiling. The most salient feature on the ceiling is the exercise bike. 
Notice that the bike is oriented facing the experiment racks. So if you ride the bike you have the 
hatch behind you. You can also note that the bike is closer to the glove box than the animal 
racks.  
 Now please face the hatch again and describe what you remember from this tour. 
Do you have any questions? 
 
[Start of experiment phase 1] 
 
Description of module 2 
Like in the previous module, I will first give you a guided tour of the module then ask you what 
you recall. 
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This second module is the EVA module.  
This first wall you are facing is an open hatch. I will refer to this as the white hatch 
because the outline of this hatch is mostly white. Like in the previous module, you can see that 
the bottom corners are chamfered in the interior of the hatch. Inside the hatch is an astronaut 
kneeling on the floor to install some new equipment. Notice that this astronaut is upright with 
respect to the orientation of the module. 
 Now if you turn to your right, you see your own EVA suit in a locker. Again this suit is 
upright in the current orientation. On the left side of this wall, close to the white hatch, you can 
see a checklist you will use for your mission. 
 Now if your turn all the way to face the opposite wall, you see a French astronaut waiting 
for you outside. On the left of this window are some extra cables you can use to connect to your 
spacesuit.   
 If you now turn to your left to face the wall opposite to the white hatch, you see another 
open hatch that is mostly blue. This blue hatch is labeled like the hatch in the first module but the 
labels are not as visible. Once again you notice that the corners of the hatch are chamfered near 
the floor. You can of course notice another astronaut standing upright inside the hatch. 
 If you look down to face the floor, you see three green lights close to the blue hatch. 
These green lights command the opening of the blue hatch. Furthermore you can notice that the 
floor is mostly oriented from one hatch to the other, and consists of storage. 
 Now look up to the ceiling. The most salient feature on the ceiling is a ventilation pipe 
that goes all around the ceiling. This pipe is U-shaped and the closed end is at the white hatch. 
One way to remember this is to say that this is a white pipe and it is associated with the white 
hatch. 
  Now please face the hatch again and describe what you remember from this tour. 
Do you have any questions? 
 
[Start of experiment phase 2] 
Description of the ground configuration 
In this phase you are back in the first module. The two modules you learned are now 
connected together. In place of the closed hatch you can now see the second module the way you 
first saw it. You can take some time to make sure you remember all the details of the 
environment. 
 
[Start of experiment phase 3] 
Description of the flight configuration 
In this last phase the two modules are connected in a different way. Please face the 
[closed] hatch [of the first module], and pitch your head down to see the floor. You can see the 
second module attached to the floor. Note that in this position, on the wall ahead of you in the 
second module, you see the French astronaut upright. Make sure you remember this rule, as you 
will not be able to study the environment again between trials. Now face the closed hatch again 
and try to describe the second module from there. 
 
[Start of experiment phase 5] 
APPENDIX B: Python/Vizard code 
 
Script for Phases 1 and 2 (one module) 
 
# Training a subject in 1 module at a time 
#  
 
ON = 1 
OFF= 0 
 
HMD = OFF 
 
# timer flags 
 
START_TRIAL = 0 
SHOW_TARGET = 1 
SHOW_CUE = 2 
RECORD_WALLS = 3 
MEMORY_TASK = 4 
SEARCH_TARGET = 5 
ORI_TARGET = 6 
DISP_FEEDBACK = 7 
END_EXP = 8 
END_TRIAL = 9 
WAIT = 10 
 
# joypad buttons to be used 
  
B1 = 1 
B2 = 2 
B3 = 4 
B4 = 8 
B5 = 16 
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B6 = 32 
B7 = 64 
B8 = 128 
 
 
import viz 
import sid 
import time 
import vizmat 
import math 
from string import * 
 
# Stimulus file to use 
FILENAME = 'Training1M_1Cue.txt' 
 
#Enter subject's name here 
SUBJECT = 'Winston_Churchill.txt' 
 
#Room number (0 for phase 1 (first module) or 1 for phase 2 (second module)) 
room_num = 1 
 
################################# 
# VR SETUP (HMD AND TRACKER) 
################################# 
if HMD == ON: 
 viz.go(STEREO|viz.HMD) 
 headTrack = viz.addsensor('is600') 
 # Uses only 3 dof to prevent drifting of the scene 
 # To switch back to 6 dof use command(1) 
 headTrack.command(11) 
 viz.tracker() 
else: 
 viz.go() 
  
viz.eyeheight(0) 
viz.override() 
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############## 
#GEOMETRY 
############## 
 
## display for targets loaded in a different scene 
target = [] 
 
target.append(viz.add('../experiment_rooms/driver1.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/fireextinguish.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/pepsican.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/exbike.wrl',viz.HEAD,2)) 
## plane to display the target 
target.append(viz.add('../experiment_rooms/hplane3x3.wrl',viz.HEAD,2)) 
 
for i in range(0,len(target)): 
 target[i].visible(0) 
 target[i].translate(0,1.82,0) 
 target[i].rotate(1,0,0,-90) 
 target[i].translate(0,0,4) 
  
# #Generic room 
room = [] 
for i in range(0, 6): 
 print i 
 room.append(viz.add('../experiment_rooms/hplane3x3.wrl',viz.WORLD,1)) 
 
## 3D objects 
#First room 
object = [] 
object.append(viz.add('../experiment_rooms/driver1.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/fireextinguish.wrl',viz.WORLD,1)) 
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object.append(viz.add('../experiment_rooms/pepsican.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/exbike.wrl',viz.WORLD,1)) 
 
#Second room 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(viz.add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
 
iTex = [] 
 
# 1st room textures 
iTex.append(viz.addtexture('../experiment_rooms/textures/iss-rack1&2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/RB1ax2Z.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/side_glovebox.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/floor.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/TOPx2.jpg')) 
#2nd room 
iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch_whuman2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/udmside2emu.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch_whuman.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/side_window.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/floor2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/rservtop.jpg')) 
 
# Red transparency texture 
#rTex = viz.addtexture('gb_noise.jpg') #test for nontransparent textures 
rTex = viz.addtexture('../experiment_rooms/textures/reticleBe3.tif') 
# Yellow transparency texture 
yTex = viz.addtexture('../experiment_rooms/textures/reticleBe4.tif') 
# red transparency texture with yellow frame to chose the target 
rTexYS = viz.addtexture('../experiment_rooms/textures/reticleBe5&square.tif') 
#texture for end of phase 
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EndOfPhase = viz.addtexture('../experiment_rooms/textures/all_done.jpg') 
 
############ 
#POSITIONS 
############ 
 
# Defining the starting configuration of the environment 
START_POS = [] 
START_POS.append(vizmat.Transform()) 
for i in range(0,12): 
 START_POS.append(vizmat.Transform()) 
 START_POS[i].makeIdent()  
  
START_POS[0].makeRot(0,1,0,180) 
START_POS[0].postRot(1,0,0,90) 
START_POS[1].postRot(1,0,0,-90) 
START_POS[1].postRot(0,1,0,90) 
START_POS[2].postRot(1,0,0,-90) 
START_POS[3].postRot(1,0,0,-90) 
START_POS[3].postRot(0,1,0,-90) 
START_POS[5].postRot(1,0,0,180) 
 
if HMD == ON: 
 for i in range(0,6): 
  START_POS[i].postRot(0,1,0,-90) 
   
# Defining the current configuration of the environment  
current_pos = [] 
for i in range(0,12): 
 current_pos.append(vizmat.Transform()) 
 current_pos[i].makeIdent()  
 
#transform object to go from starting position to current position 
trans = vizmat.Transform() 
noisePos = vizmat.Transform() 
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################################################## 
# Read stimulus file and open data file for experimental trials 
################################################## 
 
def InitializeExp(): 
  
 global file 
 global data 
 global allCue 
 global allTarget 
 global allOri 
 global allNoise 
  
 file = open(FILENAME,'r') 
 print 'opened stim file: ', FILENAME 
 #'r' for reading 
 data = open(SUBJECT,'a') 
 print 'created output file:', SUBJECT 
 #'a' for append 
 data.write('%Subject name:' + SUBJECT + '\n') 
 data.write('%Test performed on:' + time.ctime() + '\n') 
 data.write('%stimulus name:' + FILENAME + '  module'+ str(room_num)+'\n') 
 data.write('%columns:'+'\n') 
 data.write('%Trial#'+'\t'+'Cue'+'\t') 
 data.write('Ori'+'\t'+'Target'+'\t'+'TargAns'+'\t'+'OriAns'+'\t') 
 data.write('T_Cue'+'\t'+'T_targ'+'\t'+'T_ans'+'\t'+'T_ori'+'\t'+'T_FB'+'\n') 
  
 #Experiment stimulus file 
 all = file.readlines() 
 allCue = [] 
 allOri = [] 
 allTarget = [] 
 allNoise = [] 
 print 'stimulus file with ',len(all)-1,' trials' 
 for i in range(1,len(all)): 
  access = all[i] 
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  s = split(access) 
  allCue.append(eval(s[0])) 
  allTarget.append(eval(s[1])) 
  allOri.append(eval(s[2])) 
  allNoise.append(eval(s[3])) 
 file.close() 
 
############ 
# subroutines 
############ 
 
def showTarget(target_num): 
 global target 
 for obj in target: 
  obj.visible(0) 
 target[len(target)-1].visible(1) 
 target[len(target)-1].texture(iTex[target_num],'plane')  
 viz.fov(39,1.333) 
 viz.setscene(2)  
 if target_num in range(0,len(target)-1): 
  target[target_num].visible(1) # display object 
 
def showCues(cue): 
 global fov 
 viz.fov(fov,1.333) 
 viz.setscene(1) 
 for wall in room: 
  wall.texture(rTex,'plane') 
 for obj in object: 
  obj.visible(0) 
 room[cue].texture(iTex[cue+room_num*6],'plane') 
 object[cue+room_num*6].visible(1) 
   
def orientRoom(cue,ori): 
 global current_pos 
 global trans 
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 #defining a intermediate transformation  
 #that sets the entry face to be behind the user 
 trans.set(START_POS[cue]) 
 trans.invertOrtho() 
 trans.postMult(START_POS[2]) 
 if HMD == OFF: 
  trans.postRot(0,0,1,ori*90) 
 elif HMD == ON: 
  trans.postRot(1,0,0,ori*90) 
 for i in range(0,6): 
  current_pos[i].set(START_POS[i]) 
  current_pos[i].postMult(trans) 
  room[i].update(current_pos[i]) 
  object[i+6*room_num].update(current_pos[i]) 
 
##################################### 
# TIMER FOR EXPERIMENTAL TRIALS 
##################################### 
 
def ExptTimer(timer): 
  
 global currentTrial 
 global trans 
 global noisePos 
 global startTime 
 global T_cue 
 global T_targ 
 global T_ans 
 global T_ori 
 global T_FB 
 global button 
 global dir 
 global cue 
 global ori 
 global target 
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 global target_num 
 global noise 
 global task 
 global THRESHOLD 
  
 THRESHOLD = 0.75 
  
 if timer == WAIT: 
  if sid.buttons() in (B7,B8): 
   while sid.buttons() is not 0: 
    pass 
   else: 
    print 'button unpressed, starting task', task 
    viz.starttimer(task)     
  else: 
   viz.starttimer(WAIT) 
 elif timer == SHOW_CUE: 
  print 'starting trial ', currentTrial 
  dir = 6 
  button = 0 
  viz.fov(fov,1.333) 
  startTime = time.time() 
  print 'SHOW_CUE' 
  cue = allCue[currentTrial] 
  ori = allOri[currentTrial] 
  noise = allNoise[currentTrial] 
  orientRoom(cue,ori) 
  for i in range(0,6): 
   room[i].texture(rTex,'plane') 
   object[i+room_num*6].visible(0) 
  room[cue].texture(iTex[cue+room_num*6],'plane') 
  object[cue+room_num*6].visible(1) 
  viz.setscene(1) 
  task = SHOW_TARGET#MEMORY_TASK 
  viz.starttimer(WAIT)  
 elif timer == SHOW_TARGET: 
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  dir = 6 
  button = 0 
  T_targ = time.time() 
  T_cue = round(T_targ - startTime,2) 
  target_num = allTarget[currentTrial]+6*room_num 
  print 'SHOW_TARGET', target_num  
  showTarget(target_num) 
  task = MEMORY_TASK #SHOW_CUE 
  viz.starttimer(WAIT) 
 elif timer == MEMORY_TASK: 
  T_ans = time.time() 
  T_targ = round(T_ans - T_targ,2) 
  print 'MEMORY_TASK' 
  for i in range(0,6): 
   room[i].texture(yTex,'plane') 
   object[i+room_num*6].visible(0) 
  button = 0 
  viz.setscene(1) 
  viz.fov(fov,1.333) 
  task = SEARCH_TARGET 
  viz.starttimer(SEARCH_TARGET) 
 elif timer == SEARCH_TARGET: 
  if (time.time() - startTime) > 180: 
   print 'TIME_EXPIRED' 
   if button == 0: 
    dir = 6 # no answer was given 
   task = DISP_FEEDBACK 
   viz.starttimer(task) 
  else : 
   if not (button in (B7,B8)): # no button pressed yet 
    myL = viz.get(viz.HEAD_LOOK)[0:3] 
    for i in range(0,6): 
     myV = current_pos[i].get()[4:8] 
     room[i].texture(yTex,'plane') 
     prod = -myV[0]*myL[0]-myV[1]*myL[1]+myV[2]*myL[2] 
     if prod > THRESHOLD: 
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      dir = i 
      room[i].texture(rTexYS,'plane') 
    button = sid.buttons() 
    viz.starttimer(SEARCH_TARGET) 
   else: 
    button = 0 
    T_ori = time.time() 
    T_ans = round(T_ori - T_ans,2) 
    task = ORI_TARGET 
    noise = allNoise[currentTrial] 
    noisePos.set(current_pos[dir]) 
    noisePos.preRot(0,1,0,90*noise) 
    print target_num 
    object[target_num].update(noisePos) 
    room[dir].update(noisePos) 
    object[target_num].visible(1) 
    room[dir].texture(iTex[target_num],'plane') 
    while sid.buttons() is not 0: 
     pass 
    else: 
     print 'button unpressed, starting task', task 
     viz.starttimer(task) 
 
 elif timer == ORI_TARGET: 
  if not (button in (B7,B8)): 
   if sid.buttons() == B3: 
    noise = (noise + 1)%4 
    while sid.buttons()<>0: 
     pass 
   elif sid.buttons() == B6: 
    noise = (noise - 1)%4 
    while sid.buttons()<>0: 
     pass 
   button = sid.buttons() 
   noisePos.set(current_pos[dir]) 
   noisePos.preRot(0,1,0,90*noise) 
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   object[target_num].update(noisePos) 
   room[dir].update(noisePos) 
   viz.starttimer(ORI_TARGET,0.1) 
  else: 
   task = DISP_FEEDBACK 
   while sid.buttons() is not 0: 
    pass 
   else: 
    print 'button unpressed, starting task', task 
    button = 0  
    viz.starttimer(task)    
    
    
 elif timer == DISP_FEEDBACK: 
  print 'DISP_FEEDBACK' 
  T_FB = time.time() 
  T_ori = round(T_FB - T_ori,2) 
  for i in range(0,6): 
   room[i].update(current_pos[i]) 
   object[i+room_num*6].update(current_pos[i]) 
   room[i].texture(iTex[i+room_num*6],'plane') 
   object[i+room_num*6].visible(1) 
  task = END_TRIAL 
  viz.starttimer(WAIT) 
   
 elif timer == END_TRIAL: 
  T_FB = round(time.time() - T_FB,2) 
  mytext.message('END_TRIAL') 
  # Writing the trial results to the result file 
  Trial_R = str(currentTrial)+'\t'+str(cue)+'\t'+str(ori) 
  Trial_R = Trial_R    +'\t'+str(target_num)+'\t'+str(dir+room_num*6) 
  Trial_R = Trial_R    +'\t'+str(noise)+'\t'+str(T_targ)+'\t'+str(T_cue) 
  Trial_R = Trial_R    +'\t'+str(T_ans)+'\t'+str(T_ori)+'\t'+str(T_FB) 
  Trial_R = Trial_R +'\n' 
  data.write(Trial_R) 
  #moving to next trial 
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  currentTrial = currentTrial + 1 
  if currentTrial > len(allTarget)-1:# The first line of the file is just comments 
   task = END_EXP 
  else : 
   task = SHOW_CUE 
  viz.starttimer(task) 
  
 elif timer == END_EXP: 
  data.close() 
  print 'end of experiment' 
  viz.setscene(2) 
  viz.fov(40,1.333) 
  for obj in target: 
   obj.visible(0) 
  target[len(target)-1].visible(1) 
  target[len(target)-1].texture(EndOfPhase,'plane')  
   
   
    
################################### 
# keyboard function to start the experiment 
################################### 
 
def startExpKeyboard(key): 
 global currentTrial 
 global button 
 global task 
 global fov 
 
  
 if key == 's': 
  InitializeExp() 
  currentTrial = 0 
  orientRoom(2,0) 
  for obj in object: 
   obj.visible(0) 
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  for i in range(0,6): 
   room[i].texture(iTex[i+room_num*6],'plane') 
   object[i+room_num*6].visible(1) 
  task = SHOW_CUE 
  button = 0 
 elif key == ' ': 
  viz.starttimer(task) 
  print 'task', task 
 elif key == viz.KEY_UP: 
  fov = fov + 1 
  viz.fov(fov,1.333) 
  print 'field of view set to', fov, 'deg in the vertical direction' 
 elif key == viz.KEY_DOWN: 
  fov = fov - 1 
  viz.fov(fov,1.333) 
  print 'field of view set to', fov, 'deg in the vertical direction' 
  
fov = 70   
viz.callback(viz.TIMER_EVENT,'ExptTimer') 
viz.callback(viz.KEYBOARD_EVENT,'startExpKeyboard') 
 
 
Script for Phases 3, 4 and 5 (two modules at a time) 
 
 
# Training a subject in both modules  
# the target is in the far module 
# Created by David Benveniste 
# Last modified on January 03 2004 
# Revised version of exp_both_modules_all_trans  
# The cue is diplayed first and the subject uses  
# the joypad buttons to designate the target and orient it 
 
ON = 1 
OFF= 0 
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HMD = ON 
 
# timer flags 
 
START_TRIAL = 0 
SHOW_TARGET = 1 
SHOW_CUE = 2 
RECORD_WALLS = 3 
MEMORY_TASK = 4 
SEARCH_HATCH = 5 
SEARCH_TARGET = 6 
DISP_FEEDBACK = 7 
END_EXP = 8 
END_TRIAL = 9 
WAIT = 10 
 
# joypad buttons to be used 
  
B1 = 1 
B2 = 2 
B3 = 4 
B4 = 8 
B5 = 16 
B6 = 32 
B7 = 64 
B8 = 128 
 
import viz 
import sid 
import time 
import vizmat 
import math 
from string import * 
 
# Choose which stimulus file to use 
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# GC = Ground Configuration, FC = Flight Configuration 
FILENAME = 'Expt2_2M_GC.txt'  
#FILENAME = 'Expt2_2M_FC5.txt'  
 
#Enter subject's name here with phase # 
SUBJECT = 'Winston_Churchil_phase5l' 
 
#FeedBack or not feedback? 
#Feedback is ON for phase 3, OFF for phases 4 and 5 
feedback = ON 
T_FB = 0 
 
# Test condition 
# Ground configuration, 2nd module simply translated 
GC = 0 
# Flight configuration  
FC5 = 5 
# test condition to be used 
#  
condition = FC5 
 
################################# 
# VR SETUP (HMD AND TRACKER) 
################################# 
 
if HMD == ON: 
 viz.cursor(viz.OFF) 
 viz.go(viz.STEREO|viz.HMD) 
 headTrack = viz.addsensor('is600') 
 # Uses only 3 dof to prevent drifting of the scene 
 # To switch back to 6 dof use command(1) 
 headTrack.command(11) 
 viz.tracker() 
else: 
 viz.cursor(viz.OFF) 
 viz.go() 
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viz.eyeheight(0) 
viz.override() 
 
############# 
#POSITIONS 
############# 
# Defining the starting configuration of the environment 
## method to set all the walls in one room  
## to their correct position 
## a room consists of a table with 6 elements 
## the numbers follow the mnemonics proposed  
## by Jason Richards: 
## 0, behind; 1, right; 2, ahead; 3, left; 
## 4, floor; 5, ceiling 
## These numbers should be considered modulo 6 since 
## there are 2 rooms (indexes 0 to 5 and 6 to 11)  
START_POS = [] 
START_POS.append(vizmat.Transform()) 
for i in range(0,12): 
 START_POS.append(vizmat.Transform()) 
 START_POS[i].makeIdent()  
 
#START_POS[i] describes the ABSOLUTE position of the i_th wall 
START_POS[1].postRot(0,1,0,-90) 
START_POS[2].postRot(0,1,0,180) 
START_POS[3].postRot(0,1,0,90) 
START_POS[4].postRot(0,0,1,180) 
START_POS[4].postRot(1,0,0,-90) 
START_POS[5].postRot(0,0,1,180) 
START_POS[5].postRot(1,0,0,+90) 
 
#the relative position of walls in second module are the same as in the first one 
 
for i in range(0,6): 
 START_POS[i+6].set(START_POS[i]) 
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 START_POS[i+6].postTrans(0,0,4) 
current_pos = [] 
for i in range(0,12): 
 current_pos.append(vizmat.Transform()) 
 current_pos[i].makeIdent()  
#transform object to go from starting position to current position 
trans = vizmat.Transform() 
noisePos = vizmat.Transform() 
#object transform (corrective term for the start position) 
OBJ_T =vizmat.Transform() 
OBJ_T.makeRot(0,1,0,180) 
OBJ_T.postRot(1,0,0,90) 
 
############### 
#GEOMETRY   # 
############### 
 
# display for targets loaded in a different scene 
target = [] 
 
target.append(viz.add('../experiment_rooms/driver1.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/RubikCube.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/fireextinguish.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/pepsican.wrl',viz.HEAD,2)) 
target.append(viz.add('../experiment_rooms/exbike.wrl',viz.HEAD,2)) 
# plane to display the target 
target.append(viz.add('../experiment_rooms/wall0.wrl',viz.HEAD,2)) 
 
for i in range(0,len(target)-1): 
 target[i].rotate(1,0,0,-90) 
  
target[len(target)-1].rotate(0,1,0,180) 
 
for i in range(0,len(target)): 
 target[i].translate(0,0,4) 
 109
 target[i].visible(0) 
  
# Generic room 
# the first module is constituted by the first six walls 
# (indexes 0 to 5)  
# The second module is wall 6 to 12.  
room = [] 
for i in range(0,12): 
 room.append(viz.add('../experiment_rooms/wall0.wrl',viz.WORLD,1)) 
 
### 3D objects 
##First room 
object = [] 
object.append(room[0].add('../experiment_rooms/driver1.wrl',viz.WORLD,1)) 
object.append(room[1].add('../experiment_rooms/RubikCube.wrl',viz.WORLD,1)) 
object.append(room[2].add('../experiment_rooms/RubikCube.wrl',viz.WORLD,1)) 
object.append(room[3].add('../experiment_rooms/fireextinguish.wrl',viz.WORLD,1)) 
object.append(room[4].add('../experiment_rooms/pepsican.wrl',viz.WORLD,1)) 
object.append(room[5].add('../experiment_rooms/exbike.wrl',viz.WORLD,1)) 
 
#Second room 
object.append(room[6].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(room[7].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(room[8].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(room[9].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(room[10].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
object.append(room[11].add('../experiment_rooms/no_object.wrl',viz.WORLD,1)) 
 
for i in range(0,12): 
 object[i].update(OBJ_T) 
 
iTex = [] 
 
# 1st room textures 
iTex.append(viz.addtexture('../experiment_rooms/textures/iss-rack1&2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/RB1ax2Z.jpg')) 
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iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/side_glovebox.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/floor.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/TOPx2.jpg')) 
#2nd room 
iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch_whuman2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/udmside2emu.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/ISS_hatch_whuman.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/side_window.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/floor2.jpg')) 
iTex.append(viz.addtexture('../experiment_rooms/textures/rservtop.jpg')) 
 
# Red transparency texture 
#rTex = viz.addtexture('gb_noise.jpg') #test for nontransparent textures 
rTex = viz.addtexture('../experiment_rooms/textures/reticleBe3.tif') 
# Yellow transparency texture 
#yTex = viz.addtexture('gb_noise.jpg') 
yTex = viz.addtexture('../experiment_rooms/textures/reticleBe4.tif') 
# red transparency texture with red cross to chose the target 
rTexYS = viz.addtexture('../experiment_rooms/textures/reticleBe5&square.tif') 
#texture for end of phase 
EndOfPhase = viz.addtexture('../experiment_rooms/textures/all_done.jpg') 
#texture for wrong hatch choice 
wrongWall = viz.addtexture('../experiment_rooms/textures/wrongWall.tif') 
 
#Text object to display messages 
mytext = viz.add(viz.TEXT3D,'text',viz.HEAD,1) 
mytext.scale(0.01,0.02,0.02) 
mytext.alignment(viz.TEXT_RIGHT_BOTTOM) 
mytext.translate(0.25,-0.15,0.5) 
mytext.color(0.9,0.2,0.1) 
mytext.visible(0) 
 
#setting all walls in place 
 
for i in range(0,12): 
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 room[i].update(START_POS[i]) 
 room[i].texture(iTex[i],'plane') 
  
 
################################################### 
# Read stimulus file and open data file for experimental trials 
################################################### 
 
def InitializeExp(): 
  
 global file 
 global data 
 global allCue 
 global allTarget 
 global allOri 
 global allNoise 
  
 file = open(FILENAME,'r') 
 print 'opened stim file: ', FILENAME 
 #'r' for reading 
 data = open(SUBJECT,'a') 
 print 'created output file:', SUBJECT 
 #'a' for append 
 data.write('%Subject name:' + SUBJECT + '\n') 
 data.write('%Test performed on:' + time.ctime() + '\n') 
 data.write('%stimulus name:' + FILENAME + 'feedback was ') 
 if feedback == ON: 
  data.write('ON'+'\n') 
 elif feedback == OFF: 
  data.write('OFF'+'\n') 
 data.write('%configuration was (0 is GC, More is FC: '+ str(condition)) 
 data.write('%columns:'+'\n') 
 data.write('%Trial#'+'\t'+'Cue'+'\t') 
 data.write('Ori'+'\t'+'Target'+'\t'+'TargAns'+'\t'+'OriAns'+'\t') 
 data.write('T_Cue'+'\t'+'T_Ans'+'\t'+'T_FB'+'\t'+'\n'+'\n') 
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 #Experiment stimulus file 
 all = file.readlines() 
 allCue = [] 
 allTarget = [] 
 allEntry = [] 
 allOri = [] 
 allNoise = [] 
 print 'stimulus file with ',len(all)-1,' trials' 
 for i in range(1,len(all)): 
  access = all[i] 
  s = split(access) 
  allCue.append(eval(s[0])) 
  allTarget.append(eval(s[1])) 
  allOri.append(eval(s[2])) 
  allNoise.append(eval(s[3])) 
   
 file.close() 
 
############ 
# Subroutines 
############ 
def place2ndModule(cond): 
 global hatchface 
 global backface 
 global aheadface 
 global START_POS 
 temp = vizmat.Transform() 
 if cond == GC: #Ground configuration 
  hatchface = 2 
  backface = 6 
  temp.makeIdent()   
 elif cond == FC5: 
  hatchface = 4 
  backface = 7   
  temp.makeRot(0,1,0,90) 
  temp.postRot(1,0,0,90) 
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  temp.postTrans(0,-4,-4) 
 temp.postTrans(0,0,4) 
 for i in range(0,6): 
  START_POS[i+6].set(START_POS[i]) 
  START_POS[i+6].postMult(temp) 
 if HMD == ON: 
  for i in range(0,12): 
   START_POS[i].postRot(0,1,0,-90) 
 for i in range(0,12): 
  room[i].update(START_POS[i]) 
 if backface == 6: 
  aheadface = 8 
 elif  backface == 7: 
  aheadface = 9 
 elif backface == 8: 
  aheadface = 6 
 elif backface == 9: 
  aheadface = 7 
 elif backface == 10: 
  aheadface = 11 
 elif backface == 11: 
  aheadface = 10 
def showCues(cue): 
 global fov 
 viz.fov(fov,1.333) 
 viz.setscene(1) 
 for wall in room: 
  wall.texture(rTex,'plane') 
 for obj in object: 
  obj.visible(0) 
 room[cue].texture(iTex[cue],'plane') 
 object[cue].visible(1) 
   
def orientRoom(cue,ori): 
 global trans 
 trans.set(START_POS[cue]) 
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 trans.invertOrtho() 
 trans.postMult(START_POS[2]) 
 if HMD == OFF: 
  trans.postRot(0,0,1,ori*90) 
 elif HMD == ON: 
  trans.postRot(1,0,0,ori*90) 
 for i in range(0,12): 
  current_pos[i].set(START_POS[i]) 
  current_pos[i].postMult(trans) 
  room[i].update(current_pos[i]) 
  
 
 
####################################### 
# TIMER FOR EXPERIMENTAL TRIALS 
####################################### 
 
def ExptTimer(timer): 
  
 global currentTrial 
 global trans 
 global noisePos 
 global startTime 
 global T_cue 
 global T_targ  
 global T_ans 
 global T_FB 
 global button 
 global dirT 
 global cue 
 global ori 
 global target 
 global target_num 
 global noise 
 global noise2 
 global task 
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 global THRESHOLD 
 global feedback 
  
 THRESHOLD = 0.75 
   
 if timer == WAIT:  
  if sid.buttons() in (B7,B8): 
   while sid.buttons() is not 0: 
    pass 
   else: 
    print 'button unpressed, starting task', task 
    viz.starttimer(task)     
  else: 
   viz.starttimer(WAIT) 
    
 if timer == SHOW_CUE: 
  dirT = 6 
  button = 0 
  viz.fov(fov,1.333) 
  startTime = time.time() 
  mytext.message('SHOW_CUE') 
  print 'SHOW_CUE' 
  cue = allCue[currentTrial] 
  ori = allOri[currentTrial] 
  target_num = allTarget[currentTrial]+6 
  noise = allNoise[currentTrial] 
  dirT = aheadface + allNoise[currentTrial] 
  orientRoom(cue,ori) 
  for i in range(0,6): 
   room[i].texture(rTex,'plane') 
   object[i].visible(0) 
   room[i].visible(1) 
   room[i+6].visible(0) 
  room[cue].texture(iTex[cue],'plane') 
  object[cue].visible(1) 
  viz.setscene(1) 
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  task = MEMORY_TASK 
  viz.starttimer(WAIT)    
    
 elif timer == MEMORY_TASK: 
  T_ans = time.time() 
  print 'T_ans is defined', T_ans 
  T_cue = round(T_ans - startTime,2) 
  print 'MEMORY_TASK' 
  for i in range(0,6): 
   room[i].texture(rTex,'plane') 
   room[i+6].texture(yTex,'plane') 
   room[i+6].visible(1) 
   object[i].visible(0) 
   object[i+6].visible(0) 
  noisePos.set(current_pos[aheadface]) 
  noisePos.preRot(0,0,1,90*noise) 
  print 'aheadface= ', aheadface 
  print 'target= ', target_num 
  room[aheadface].texture(iTex[target_num],'plane') 
  room[aheadface].update(noisePos) 
  button = 0 
  task = SEARCH_TARGET 
  viz.starttimer(SEARCH_TARGET) 
         
 elif timer == SEARCH_TARGET: 
  button = sid.buttons() 
  print 'button= ', button 
  if button == B1: 
   dirT = dirT + 1 
   if (dirT%6) == (backface%6): 
    print 'dirT, backface',dirT,backface 
    dirT = dirT +1 
  elif button == B4: 
   dirT = dirT - 1 
   if (dirT%6) == (backface%6): 
    dirT = dirT -1 
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  elif button == B3: 
   noise = noise + 1 
  elif button == B6: 
   noise = noise -1 
  elif button in (B7,B8): #moving on to the next step 
   button = 0 
   if feedback == ON: 
    task = DISP_FEEDBACK 
   else: 
    task = END_TRIAL 
  dirT = (dirT % 6) + 6 
  noise = noise%4 
  print 'dirT, noise:',dirT,noise 
  noisePos.set(current_pos[dirT]) 
  noisePos.preRot(0,0,1,90*noise) 
  for i in range(6,12): 
   if i <> dirT: 
    room[i].texture(yTex,'plane') 
    room[i].update(current_pos[i]) 
  room[dirT].update(noisePos)   
  room[dirT].texture(iTex[target_num],'plane') 
  # in case the button is still pressed down  
  while sid.buttons() is not 0:   
   pass 
  viz.starttimer(task,0.1) 
     
 elif timer == DISP_FEEDBACK: 
  T_FB = time.time() 
  T_ans = round(T_FB - T_ans,2) 
  room[hatchface].visible(0)#spinto(rot_Axis[0],rot_Axis[1],rot_Axis[2],0,3,viz.TIME) 
  for i in range(0,12): 
   room[i].texture(iTex[i],'plane') 
   room[i].update(current_pos[i]) 
   object[i].visible(1) 
  task = END_TRIAL 
  viz.starttimer(WAIT) 
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 elif timer == END_TRIAL: 
  room[hatchface].visible(1) 
  print 'hatch should be back in place' 
  if feedback == ON: 
   T_FB = round(time.time() - T_FB,2) 
  else: 
   T_FB = 0 
   T_ans = round(time.time() - T_ans,2) 
  mytext.message('END_TRIAL') 
  # Writing the trial results to the result file 
  data.write(str(currentTrial)+'\t'+str(cue)+'\t'+str(ori)) 
  data.write('\t'+str(target_num)+'\t'+str(dirT)+'\t'+str(noise)) 
  data.write('\t'+str(T_cue)+'\t'+str(T_ans)+'\t'+str(T_FB)) 
  data.write('\n') 
  #moving to next trial 
  currentTrial = currentTrial + 1 
  if currentTrial > len(allTarget)-1:# The first line of the file is just comments 
   task = END_EXP 
  else : 
   task = SHOW_CUE 
  viz.starttimer(task) 
    
 elif timer == END_EXP: 
  data.close() 
  print 'end of experiment' 
  viz.setscene(2) 
  viz.fov(40,1.333) 
  for obj in target: 
   obj.visible(0) 
  target[len(target)-1].visible(1) 
  target[len(target)-1].texture(EndOfPhase,'plane')  
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#################################### 
## keyboard function to start the experiment 
#################################### 
 
def startExpKeyboard(key): 
 global currentTrial 
 global button 
 global task 
 global fov 
 global condition 
 
 if key == 's': 
  InitializeExp() 
  currentTrial = 0 
  orientRoom(2,0) 
  for obj in object: 
   obj.visible(1) 
  for i in range(0,12): 
   room[i].texture(iTex[i],'plane') 
  task = SHOW_CUE 
  button = 0 
  for i in range(0,6): 
   room[i].visible(1) 
  room[hatchface].visible(0) 
 elif key == ' ': 
  viz.starttimer(task) 
  print 'task', task 
 elif key == viz.KEY_UP: 
  fov = fov + 1 
  viz.fov(fov,1.333) 
  print 'field of view set to', fov, 'deg in the vertical direction' 
 elif key == viz.KEY_DOWN: 
  fov = fov - 1 
  viz.fov(fov,1.333) 
  print 'field of view set to', fov, 'deg in the vertical direction' 
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fov = 70  
place2ndModule(condition) 
viz.callback(viz.TIMER_EVENT,'ExptTimer') 
viz.callback(viz.KEYBOARD_EVENT,'startExpKeyboard') 
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APPENDIX C: Sequence of trials and counterbalancing 
 
 
 
 
The following tables display the sequence of trials the subjects went through in each Phase. Each 
row represents a trial and consists of: 
- An orientation cue (CUE), which is the wall the subject saw in front of him to give him 
the orientation of the environment. This cue is identified with the number given in the 
labeling of Figure 3-2. 
- A target wall (TARGET), which was the wall the subject had to locate and orient. This 
target was identified with the number given in the labeling of Figure 3-2. 
- A roll angle (ROLL) that gave the roll angle of the subject with respect to the baseline 
position of the cue. This roll was coded in integers 0, 1,2,3 that stood for multiples of 90-
degree angles (e.g.2 meant 180-degree roll, i.e. upside down with respect to the baseline 
orientation). 
- A Noise number, which coded for the random rotation of the target within it place with 
respect to its correct orientation. This rotation was coded in integers 0, 1,2,3 that stood 
for multiples of 90-degree angles. 
 
The tables for Phases 3 and 4 on one hand, and Phase 5 on the other hand code for 
biomechanically equivalent trials: to answer correctly a trial in Phase 5, a subject had to do 
the exact same head movements and button pushes as he had to do for the counterparts of 
that trial in Phases 3 and 4.
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Phases 1 and 2: 
 
TRIAL CUE  
(mod 6) 
TARGET  
(mod 6) 
ROLL NOISE
0  0 4 0 0 
1 1 5 2 1 
2 3 2 1 3 
3 5 3 2 0 
4 5 1 0 1 
5 3 0 1 2 
6 0 1 1 2 
7 4 3 2 3 
8 1 2 0 0 
9 1 0 2 1 
10 2 5 1 2 
11 2 4 2 3 
12 5 3 1 3 
13 1 5 0 2 
14 3 2 2 0 
15 3 0 0 0 
16 2 4 1 1 
17 5 1 0 2 
18 4 3 2 3 
19 3 2 0 1 
20 2 5 2 2 
21 0 1 0 0 
22 2 4 1 0 
23 3 0 2 1 
24 3 2 2 1 
25 0 4 1 1 
26 2 5 2 3 
27 5 3 1 0 
28 1 0 0 0 
29 5 1 1 1 
30 1 5 0 2 
31 0 1 0 2 
32 4 3 1 3 
33 3 0 2 3 
34 0 4 0 2 
35 3 2 1 3 
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Phases 3 and 4: 
TRIAL CUE TARGET ROLL NOISE
0 1 9 1 0 
1 4 10 2 3 
2 0 8 2 1 
3 3 11 3 3 
4 1 7 1 2 
5 1 10 0 2 
6 4 11 0 1 
7 4 9 2 0 
8 4 8 1 1 
9 3 7 1 0 
10 1 10 1 0 
11 1 11 3 0 
12 4 8 0 3 
13 3 9 1 3 
14 5 7 0 2 
15 5 9 2 0 
16 3 11 0 3 
17 1 8 1 0 
18 3 10 2 2 
19 4 7 1 1 
20 3 10 3 0 
21 1 8 0 2 
22 0 11 3 3 
23 5 7 3 3 
24 1 9 0 2 
25 5 8 2 1 
26 4 10 1 3 
27 4 9 1 2 
28 5 11 3 1 
29 0 7 2 1 
30 5 10 2 2 
31 3 7 0 2 
32 3 9 2 1 
33 5 8 3 2 
34 5 11 2 0 
35 0 10 1 1 
36 4 7 0 3 
37 0 9 1 0 
38 1 11 2 1 
39 3 8 1 3 
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Phase 5: 
 
TRIAL CUE TARGET ROLL NOISE
0 1 6 2 0 
1 0 10 0 3 
2 5 9 0 1 
3 3 11 2 3 
4 1 8 2 2 
5 1 10 1 2 
6 0 11 2 1 
7 0 6 0 0 
8 0 9 3 1 
9 3 8 0 0 
10 1 10 2 0 
11 1 11 0 0 
12 0 9 2 3 
13 3 6 0 3 
14 2 8 0 2 
15 2 6 2 0 
16 3 11 3 3 
17 1 9 2 0 
18 3 10 1 2 
19 0 8 3 1 
20 3 10 2 0 
21 1 9 1 2 
22 5 11 1 3 
23 2 8 3 3 
24 1 6 1 2 
25 2 9 2 1 
26 0 10 3 3 
27 0 6 3 2 
28 2 11 3 1 
29 5 8 0 1 
30 2 10 2 2 
31 3 8 3 2 
32 3 6 1 1 
33 2 9 3 2 
34 2 11 2 0 
35 5 10 3 1 
36 0 8 2 3 
37 5 6 3 0 
38 1 11 3 1 
39 3 9 0 3 
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APPENDIX D: Consent form 
 
CONSENT TO PARTICIPATE IN 
BIOMEDICAL RESEARCH 
 
 
Visual Orientation, Navigation, and Spatial Memory Countermeasures 
Experiments: 
 
Relearning Reoriented Modules 
 
 
You are asked to participate in a research study conducted by Charles M. Oman and Andrew M. 
Liu from the Department of Aeronautics and Astronautics at the Massachusetts Institute of 
Technology (M.I.T.) You have been asked to participate in this study because NASA and the 
National Space Biomedical Institute are interested in understanding whether the current technique 
of training astronauts in physically separated modules on the ground contributes to in-flight 3D spatial 
memory and wayfinding problems by causing “direction vertigo”. 
 
You should read the information below, and ask questions about anything you do not understand, 
before deciding whether or not to participate. 
  
• PARTICIPATION AND WITHDRAWAL 
 
Your participation in this research is completely VOLUNTARY. If you choose to participate you 
may subsequently withdraw from the study at any time without penalty or consequences of any 
kind. If you choose not to participate, that will not affect your relationship with M.I.T. or your 
right to health care or other services to which you are otherwise entitled.  
 
• PURPOSE OF THE STUDY 
 
To understand how humans remember where objects and surfaces are around them. 
 
• PROCEDURES 
 
If you volunteer to participate in this study, we would ask you to do the following things: 
 
The experiment will be conducted in two sessions: 
 
The first session is about an hour long.  In this session, you will be asked to complete a questionnaire 
related to my related to your age, gender, and ethnic background. You will also be asked to complete 
several pencil and paper tests to see how easily you can recognize rotated figures, assume different 
perspectives, and answer questions about your sense of direction.  You will also be briefed on the 
procedures for the experiment, and asked to do a few training runs while wearing a helmet mounted 
display.  
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The second session is about two hours long.  In this session you will wear the helmet mounted display, 
and be shown a “virtual” (visually simulated) environment, and asked to perform a spatial memory task 
by indicating the relative location of objects in the simulated scenes. All tests will be conducted while you 
are seated upright.   
 
You can request a break, are free to withdraw at any time, and all data developed from your participation 
in this study will be coded and kept confidential so that your identity will remain anonymous.   
 
• POTENTIAL RISKS AND DISCOMFORTS 
 
• Mild headache and eyeache from the weight and tightness the head mounted display, and 
eyeache from fusing the stereo scene 
• Mild nausea from the use of the VR display 
• Boredom due to the large number of repetitive trials.    
• Orientation aftereffects, such as mild dizziness or uncertainty about orientation 
The treatment or procedure may involve risks that are currently unforeseeable. 
 
 
• ANTICIPATED BENEFITS TO SUBJECTS  
 
None 
 
• ANTICIPATED BENEFITS TO SOCIETY 
 
Results support the development of neurovestibular countermeasures for spatial orientation, navigation, 
and spatial memory difficulties among astronauts.  Our results also pertain to human health on Earth, such 
as in patients with inner ear disease, Alzheimer's patients, and in the elderly,  and in everyday life (e.g. the 
origins of “wrong door” phenomena in buildings and “geographic disorientation” in cities) and to  the 
design of visual cueing systems for civil and military flight simulators. 
 
• ALTERNATIVES TO PARTICIPATION 
 
None 
 
• PAYMENT FOR PARTICIPATION 
 
You will receive $10 per hour for your participation.  Payment is prorated on the basis of time spent if 
you decide to withdraw. 
 
• FINANCIAL OBLIGATION  
 
None.   
 
• PRIVACY AND CONFIDENTIALITY 
 
The only people who will know that you are a research subject are members of the research 
team.  No information about you, or provided by you during the research will be disclosed to 
 - 127 - 
others without your written permission, except: if necessary to protect your rights or welfare, or 
if required by law. 
 
When the results of the research are published or discussed in conferences, no information will 
be included that would reveal your identity. 
 
• CONSEQUENCES OF WITHDRAWAL 
 
None 
 
• WITHDRAWAL OF PARTICIPATION BY THE INVESTIGATOR 
 
The investigator may withdraw you from participating in this research if circumstances arise 
which warrant doing so.  If you experience nausea, headache or if you become ill during the 
research, you may have to drop out, even if you would like to continue.  The investigator, Dr. 
Oman, will make the decision and let you know if it is not possible for you to continue.  The 
decision may be made either to protect your health and safety, or because it is part of the 
research plan that people who develop certain conditions may not continue to participate. 
 
If you must drop out because the investigator asks you to (rather than because you have decided 
on your own to withdraw), you will be paid for the time you spent with us. 
 
• NEW FINDINGS 
 
During the course of the study, you will be informed of any significant new findings (either good 
or bad), such as changes in the risks or benefits resulting from participation in the research or 
new alternatives to participation that might cause you to change your mind about continuing in 
the study.  If new information is provided to you, your consent to continue participating in this 
study will be re-obtained. 
 
• EMERGENCY CARE AND COMPENSATION FOR INJURY 
 
In the unlikely event of physical injury resulting from participation in this research you may 
receive medical treatment from the M.I.T. Medical Department, including emergency treatment 
and follow-up care as needed. Your insurance carrier may be billed for the cost of such 
treatment.  M.I.T. does not provide any other form of compensation for injury.  Moreover, in 
either providing or making such medical care available it does not imply the injury is the fault of 
the investigator. Further information may be obtained by calling the MIT Insurance and Legal 
Affairs Office at 1-617-253 2822.” 
 
• IDENTIFICATION OF INVESTIGATORS 
 
In the event of a research related injury or if you experience an adverse reaction or significant 
nausea motion or visual aftereffects, please immediately contact one of the investigators listed 
below.  If you have any questions about the research, please feel free to contact: 
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Principal Investigator:  Charles M. Oman  617 253-7508 
CoInvestigator: Andrew M. Liu 617 253-7758 
 
• RIGHTS OF RESEARCH SUBJECTS 
 
You are not waiving any legal claims, rights or remedies because of your participation in this 
research study.  If you feel you have been treated unfairly, or you have questions regarding your 
rights as a research subject, you may contact the Chairman of the Committee on the Use of 
Humans as Experimental Subjects, M.I.T., Room E23-230, 77 Massachusetts Ave, Cambridge, 
MA 02139, phone 1-617-253 4909. 
 
SIGNATURE OF RESEARCH SUBJECT OR LEGAL REPRESENTATIVE 
I have read the information provided above.  I have been given an opportunity to ask questions 
and all of my questions have been answered to my satisfaction.  I have been given a copy of this 
form. 
 
BY SIGNING THIS FORM, I WILLINGLY AGREE TO PARTICIPATE IN THE 
RESEARCH IT DESCRIBES. 
 
________________________________________ 
Name of Subject 
 
________________________________________  ______________ 
Signature of Subject       Date 
 
SIGNATURE OF INVESTIGATOR 
I have explained the research to the subject or his/her legal representative, and answered all of 
his/her questions.  I believe that he/she understands the information described in this document 
and freely consents to participate. 
 
________________________________________ 
Name of Investigator 
 
________________________________________ _____________________________ 
Signature of Investigator    Date (must be the same as subject’s) 
 
 
 
 
 
