For the curved n-body problem, we show that the set of relative equilibrium is away from most singular configurations in H 3 , and away from a subset of singular configurations in S 3 . We also show that each of the n!/2 geodesic relative equilibria for n masses has Morse index n − 2. Then we get a direct corollary that there are at least (3n−4)(n−1)! 2 relative equilibria for given n masses if all relative equilibria of these masses are non-degenerate.
introduction
The curved n-body problem studies the motion of particles interacting under the cotangent potential in 3-dimensional sphere and 3dimensional hyperbolic sphere. It is a natural extension of the Newtonian n-body problem. It roots in the research of Bolyai and Lobachevsky. For history and recent advances, one can refer to Arnold et al. [2] , Borisov et al. [3] and Diacu [5] . There are many researches in this area over the past two decades on the Kepler problem, two-body problem, relative equilibria, stability of periodic orbits, etc.
The curved n-body problem is a Lagrangian mechanical system. A configuration q is said to be a relative equilibrium if there is a 1parameter subgroup A(t) of the symmetry group of the system such that A(t)q is a solution of the Euler-Lagrange's equation. The study on relative equilibria of the curved n-body problem can be found in Kilin [11] , Diacu et al [5, 6, 7, 9] , Zhu [28] , Martínez and Simó [12] , Pérez-Chavela and Sánchez-Cerritos [20, 21] , Tibboel [26] and the references therein. Since the symmetry group of the curved n-body problem is 6dimensional, the set of relative equilibria has richer structure than that of the Newtonian n-body problem. Diacu, Stoica and Zhu [8] introduce a unified criterion for relative equilibria of the curved n-body problem. In other words, all relative equilibria are critical points of a single function. The criterion simplifies the job of finding relative equilibria [9] , also enables us to formulate a counting problem of relative equilibria [8] , see Section 2.4.
In the Newtonian n-body problem, the celebrated problem of the finiteness of relative equilibria is still unsolved for n > 5 up to now [1, 25, 27] . On the other hand, the collinear case is clear. For any n masses, there are exactly n!/2 collinear relative equilibria (Moulton [15] ) and their Morse index is n − 2 [17] . In general the set of normalized relative equilibria is known to be compact (Shub [22] ) in the configuration space. Using these results and the Poincaré polynomial of the configuration space, Palmore [18] proved that there are at least (3n−4)(n−1)! 2 relative equilibria for given n masses if all relative equilibria of these masses are non-degenerate.
The purpose of this paper is to extend the results mentioned above to the curved n-body problem. More precisely, we show that the set of relative equilibrium is away from most singular configurations in H 3 , and away from a subset of singular configurations in S 3 . We show that there are n!/2 "collinear" relative equilibria and their Morse index is n − 2 in H 3 , which also holds in S 3 provided that some conditions are satisfied. Furthermore, Palmore's estimation also holds.
The paper is organized as follows. In Section 2, we first review the n-body problem in the three manifolds, R 3 , S 3 and H 3 , then review the criterion for relative equilibria and the problem of relative equilibria counting introduced in [8] . After that, we state our main results. In Section 3, we prove the results on compactness of the set of relative equilibria. In Section 4, we prove the results on the number and Morse index of the geodesic relative equilibria. In Appendix, we give a more detailed discussion on the solutions of relative equilibria.
Relative equilibria of the curved n-body problem and main results
In this section, we first briefly review the n-body problem on the three manifolds, R 3 , S 3 and H 3 , criterion for relative equilibria, then state the main results of this paper. Vectors are all column vectors, but written as row vectors in the text. The masses m 1 , ..., m n are always positive.
2.1. Relative equilibria of the n-body problem in R 3 . The Newtonian n-body problem in R 3 studies the motion of n particles in R 3 with masses m 1 , ..., m n under the gravitational interaction. It is a Lagrange mechanical system with Lagrangian function
where q = (q 1 , ..., q n ), q i = (x i , y i , z i ) ∈ R 3 , and U 0 = m i m j ||q i −q j || is the potential defined on the configuration space (R 3 ) n − ∆, ∆ = ∪ 1≤i<j≤n {q ∈ (R 3 ) n |q i = q j } A point q in the configuration space is said to be a relative equilibrium if there is a uniform rotation A(t) in SO(3) such that A(t)q is an integral curve of the system. Every uniform rotation in SO(3) has an fixed axis. Assume that the z-axis is the rotation axis. Then it is well-known that the relative equilibria must be on the xy-plane, and are critical points of U 0 −λI 0 for some λ ∈ R, where I 0 (q) = m i (x 2 i +y 2 i ). Two relative equilibria are said to be in one class if one can be deduced from the other by rotation and non-zero scalar multiplication. The finiteness problem on relative equilibria is: given n masses m 1 , ..., m n , is the number of classes of relative equilibria finite? In other words, is the number of relative equilibria in {q ∈ (R 2 ) n − ∆| I 0 (q) = 1}/S 1 finite? For history and advance of this problem, we refer the readers to [1, 25, 27] and the references therein.
2.2.
The curved n-body problem in S 3 and H 3 . The curved nbody problem studies the motion of n particles interacting under the so-called cotangent potential in S 3 and H 3 . The two manifolds can be parameterized in many ways. The Cartesian coordinates are convenient in many cases. That is, S 3 (resp. H 3 ) is the unit sphere in R 4 (resp. R 3,1 ). Recall that the "inner product" in those 4-dimensional linear space are
The Riemannian metrics on S 3 and H 3 are induced from the "inner product". The distance between two point masses m i and m j , d ij = d(q i , q j ), is computed by cos d ij = q i ·q j on S 3 and cosh d ij (q) = −q i ·q j on H 3 .
The curved n-body problem in S 3 is a Lagrange mechanical system with Lagrangian function
The equations of motion are [5, 8] :
Recall that σ = 1 for S 3 and σ = −1 for H 3 . Likewise, the curved n-body problem in H 3 is a Lagrange mechanical system with Lagrangian function
Replacing the trigonometrical functions by the hyperbolic ones and putting σ = −1, equations (1) become the equations of motion for the curved n-body problem in H 3 .
2.3.
Relative equilibria in S 3 and H 3 . A simple mechanical system with symmetry in the terminology of Smale [23] is a Lagrange mechanical system on a manifold M in the form of L = K(q) + U (q), where K is a Riemannian metric on M and there is a Lie group G acting on M preserving K and U smoothly. A relative equilibrium is a point in M such that the action of some 1-parameter subgroup of G on that point is a solution of the Euler-Lagrange equations. It is well-known that relative equilibria of such systems are critical points of the augmented potential
where ξ belongs to the Lie algebra of G and ξ M (q) = d ds | s=0 exp(sξ)q is the vector field on M generated by ξ [14, 24] . With a slight abuse of language, the corresponding solution is also called a relative equilibrium or a relative equilibrium solution.
The curved n-body problem in S 3 (resp. H 3 ) is a simple mechanical system with symmetry O(4) (resp. O(3, 1)), the set of matrices that keeps the "inner product" in R 4 (resp. R 3,1 ). Let ξ be some element in the Lie algebra of O(4) (O(3, 1)). Then the 1-parameter subgroup of O(4) (O(3, 1)) takes the form of exp(tξ), and the corresponding vector field on the configuration space is (ξq 1 , ..., ξq n ). The augmented potential takes the form of
This coordinates-free way is adopted in the study of relative equilibria in the Newtonian n-body problem in higher dimensions, see [4, 19] . It turns out to be convenient to use coordinates. Note that each 1-parameter subgroup is conjugate to
[16]. We have neglected the 1-parameter subgroups of SO(3, 1) that represent the parabolic rotations since they do not lead to relative equilibria of the curved n-body problem, [5, 6] . In S 3 , relative equilibria solutions are called elliptic if only one of α and β is nonzero, and elliptic-elliptic if αβ = 0. In H 3 , relative equilibria solutions are called elliptic if α = 0, β = 0, hyperbolic if α = 0, β = 0, and elliptic-hyperbolic if αβ = 0, [5] . The Lie algebra elements corresponding to A α,β (t) and B α,β (t) are
respectively. Hence, the function K(ξq 1 , ..., ξq n ) for the S 3 case is
Similarly, the function K(ξq 1 , ..., ξq n ) for the H 3 case reduces to
We have the following criterion of relative equilibria.
. For the curved n-body problem, a configuration q is a relative equilibrium or q ∈ R e , that associates with relative equilibrium solutions in the form of A α,β (t)q (B α,β (t)q) if and only if q is a critical point of
Hence, by restricting the study of relative equilibrium solutions to those in the form of A α,β (t)q (B α,β (t)q) and viewing relative equilibria as configurations in the 3-dimensional physical space, the augmented potentials for all types of relative equilibria are reduced to one unified function
. For example, in H 3 , if we restrict the study on the 2-dimensional physical space, then the augmented potentials for the elliptic relative equilibria and the hyperbolic ones are different, see [6, 10] . Note also that one critical point of (3) leads to infinitely many relative equilibrium solutions A α,β (t)q with λ = − α 2 −β 2 2 (resp. B α,β (t)q with λ = − α 2 +β 2 2 ), which is different from the Newtonian n-body problem. For a detailed discussion on relative equilibrium configurations and relative equilibria solutions, see the Appendix of this paper.
Here is one remark about the relative equilibrium solutions of the nbody problem. In Newtonian n-body problem, it has been proved that the set of relative equilibrium motions coincides with the set of rigid motions [13] . However, to our knowledge, the problem that whether the two sets are equivalent or not has not been investigated in the general case for the curved n-body problem.
The critical points of (3) were called central configurations when first introduced by Diacu, Stoica and Zhu [8] . We think that it is better to call them relative equilibria since they do not lead to total collapse solution as central configurations do in the Newtonian n-body problem.
To find relative equilibria, we just need to find the critical points of (3), in any convenient coordinate system of S 3 (H 3 ). The value λ in (3) is called multiplier. In H 3 , it is always negative, see Proposition 13, as in the case of the Newtonian n-body problem. In S 3 , the multiplier could be either positive or negative, even zero, see Proposition 17, Theorem 7 and [8] . The relative equilibria in S 3 with zero multiplier are critical points of U 1 , so they are invariant under O(4). They lead to equilibrium motions, [5, 8] , so we also call them equilibria, or equilibrium configurations. In this paper, we mainly discuss the properties of relative equilibria with nonzero multiplier unless otherwise specified. 
The quotient R e /SO(2) × SO(2) (resp. R e /SO(2) × SO + (1, 1)) will be called the set of classes of relative equilibria. The major difference from the Newtonian case is the lack of homothety symmetry for the relative equilibria set R e . For the Newtonian n-body problem, by the homothety symmetry, the set R e ∩I −1 0 (c) equivalent to the set R e ∩ I −1 0 (1). So it is enough to do the relative equilibria counting just on I −1 0 (1). For the curved n-body problem, the structure of the set R e depends on the value of I ±1 (q) in an essential way. For instance, for two given masses in S 3 , the number of relative equilibria varies as the value of I 1 varies [8] . It is also easy to see the existence of critical points of U 1 | S + c and U −1 | S − c for each c in some interval. Corollary 2 ([8]). For any given n ≥ 2 masses, there are infinitely many classes of relative equilibria in the curved n-body problem in S 3 and H 3 .
Thus, to make the counting problem reasonable, we propose to count relative equilibria on S + c (S − c ) for different value of c. To imitate the finiteness problem on relative equilibria of the Newtonian n-body problem [25] , we ask: Are there always only finitely many relative equilibria classes on S + c (S − c ) for the curved n-body problem for almost all choices of masses (m 1 , ..., m n )? The answer is negative for some choices of masses. For example, for two masses m 1 = m 2 in S 3 , there are infinitely many classes of relative equilibria on S + m 1 , see Section 10 of [8].
2.5. Main results. We are interested in the investigation of the structure of the relative equilibria set. We first consider the compactness of the relative equilibria set, then focus on the counting of geodesic relative equilibria and their Morse index.
In H 3 , similar to the singular set of the Newtonian n-body problem, a point in ∆ − can be written as
We call each group of particles a cluster of X. Denote by Λ i the index set of the i-th
). Denote by λ(l) the multiplier of q(l). Proposition 3. Given n masses in H 3 , if there is a sequence of relative equilibria that converges to some point X ∈ ∆ − , then the sequence of multipliers approaches −∞.
The set of relative equilibria is not compact. For example, consider the following regular polygonal configuration formed by n equal masses q i = (sinh θ cos i2π n , sinh θ cos i2π n , 0, cosh θ), i = 1, ..., n.
It is easy to check that it is a relative equilibrium for any θ ∈ (0, ∞). These relative equilibria are not in one class since there is no homothety symmetry in the set of relative equilibria. As θ → 0, the configuration converges to a singular configuration. Note that the momentum of inertia of that singular point is 0.
Theorem 4. Given n masses in H 3 and any point X ∈ ∆ − with I −1 (X) = c > 0, there is a neighborhood of X in which there is no relative equilibrium.
Remark 5. Consider the subset of relative equilibria on H 2 xyw , the intersection of H 3 and the hyperplane z = 0, with the property that all particles lie on a same plane perpendicular to the w-axis and the value of the multiplier is fixed. Tibboel [26] proved that this subset is compact in the configuration space. However, Tibboel mistakenly claimed that this subset is the whole set of relative equilibria on H 2 xyw . Actually, this subset has zero-measure in the whole set of relative equilibria on H 2 xyw , see the discussion of the three-body case in [9] .
In S 3 , a point in ∆ + can be written as
where we have grouped the equal and antipodal terms
If |Λ k | > 1, particles in the k-th cluster form a collision singular configuration. If |Λ 2i−1 | = |Λ 2i | = 1, particles in the two cluster form an antipodal singular configuration. If |Λ 2i−1 | ≥ 2 and |Λ 2i | ≥ 1, particles in the two cluster form a collision-antipodal singular configuration. We only discuss the case of relative equilibria with nonzero multiplier. As in the case of H 3 , the set of relative equilibria with nonzero multiplier is not compact. For instance, consider the regular polygonal relative equilibria formed by n equal masses at position
They approach a collision singular configuration with momentum of inertia 0 as θ → 0. The situation is more complicated than that in It is a relative equilibrium for any θ = 0 by equation (5) . As θ → 0, the configurations approaches a collision-antipodal singular configuration. Let S 1 xy := {(x, y, z, w) ∈ S 3 : z = w = 0}, S 1 zw := {(x, y, z, w) ∈ S 3 : x = y = 0}. Note that the singular configurations of the three examples all lie on the union of two circles, S 1 xy ∪ S 1 zw . We consider only a subset, denoted by A, of ∆ + with the following two properties: if X ∈ A, then not all particles of X lie on S 1 xy ∪S 1 zw , and X contains collision singular sub configuration or antipodal singular sub configuration. Theorem 6. Given n masses in S 3 and any point X ∈ A, there is a neighborhood of X in which there is no relative equilibrium with nonzero multiplier.
We now consider the geodesic relative equilibria. Let us introduce some notations. A geodesic relative equilibrium is one for which all particles lie on a same geodesic. A 2-dimensional relative equilibrium is one for which all particles lie on a same 2-dimensional great sphere but not on a same geodesic. Denote by S 2 xyz (resp. S 2 xzw ) the 2-dimensional great sphere intersected by S 3 and the hyperplane w = 0 (resp. y = 0). Denote by H 2 xyw the intersection of H 3 and the hyperplane z = 0. Let
We have two related preliminary results.
. In S 3 , each geodesic (resp. 2-dimensional ) relative equilibrium with nonzero multiplier is equivalent to one on S 1 xz (resp. S 2 xyz or S 2 xzw ). Any relative equilibrium with multiplier λ is mapped to one relative equilibrium with multiplier −λ by τ ∈ O(4), where τ (x, y, z, w) = (z, w, x, y).
Theorem 8 ( [8, 29] ). In H 3 , each relative equilibrium is equivalent to one on H 2 xyw . Each geodesic relative equilibrium is equivalent to one on H 1 xw .
Thus, for geodesic (resp. 2-dimensional ) relative equilibria, it is enough to study the ones on S 1 xz and H 1 xw (resp. S 2 xyz and H 2 xyw ). We will call the those special sub manifolds S 1 and H 1 (resp. S 2 and H 2 ).
The relative equilibria on S 2 (resp.
With a slight abuse of notation, we still call them S + c and S − c . Further more, the classes of relative equilibria in I −1 1 (c) (resp. I −1 −1 (c)) correspond in 1-1 manner to the critical points of U 1 (q) (resp. U −1 (q)) restricted on S + c /S 1 (resp. S − c /S 1 ). Recall that for the Newtonian n-body problem, the classes of relative equilibria correspond in 1-1 manner to the critical points of U 0 (q) restricted on S/S 1 , where
For the H 2 case, the set S − c /S 1 (c > 0) is obviously diffeomorphic to S/S 1 . Thus, S − c /S 1 is smooth (2n − 2)-dimensional manifold. Theorem 9. Given n masses on H 1 and any positive value of c, there are exactly n!/2 geodesic relative equilibria in S − c , one for each ordering of the masses along H 1 . At each such relative equilibrium, the Hessian of U −1 | S − c /S 1 , as a quadratic form, has signature (n 0 , n + , n − ) = (0, n, n − 2).
For the S 2 case, the set S + c /S 1 is more complicated. Assume that m 1 is the smallest mass.
Proposition 10. For given n masses, the critical values of the function
Proof. Let f (x, y, z) = x 2 + y 2 , (x, y, z) ∈ S 2 . Obviously, the critical points of f consist of the equator and the two poles. Thus, the critical points of I 1 (q) are {q ∈ (S 2 ) n |q i = (0, 0, ±1) or (cos ϕ, sin ϕ, 0), i = 1, ..., n.}, which gives the set of critical values. If c is less than the first critical value m 1 , no particle of configurations in S + c can lie on the equator. Then each z i must be either positive or negative, which implies that there are 2 n components of S + c . We will only consider geodesic relative equilibria on the following
The multiplier of relative equilibria on M c must be negative, see Proposition 17.
Theorem 11. Given n masses on S 1 and any value of c ∈ (0, m 1 2 ), there are exactly n!/2 geodesic relative equilibria on M c , one for each ordering of the masses. Provided that 0 < c < m 1 4 , at each such relative equilibrium, the Hessian of U 1 | Mc/S 1 , as a quadratic form, has signature (n 0 , n + , n − ) = (0, n, n − 2).
The three manifolds S/S 1 , S − c /S 1 and M c /S 1 (0 < c < m 1 ) are diffeomorphic, so share the same Poincaré polynomial. The number of geodesic relative equilibria on M c /S 1 (S − c /S 1 ) and Morse index of them are the same as that on S/S 1 of the Newtonian n-body problem. By Theorem 4 and 6, the set of relative equilibria on M c /S 1 (S − c /S 1 ) are compact. Thus, we can apply the argument of Palmore [18, 25] to obtain the following estimation on the number of critical points of U 1 (q) (resp. U −1 (q)) restricted on M c (resp. S − c ). Corollary 12. Suppose that for a certain choice of masses of the curved n-body problem on S 2 (resp. H 2 ) all relative equilibria are nondegenerate critical points of 
proof of Theorem 4 and Theorem 6
Theorem 4 and 6 are analogous to Shub's lemma in the Newtonian n-body problem. It is first proved by Shub [22] . Moeckel gives a shorter proof in [13] . The idea of Moeckel is applicable if we use the following Cartesian coordinate system for (S 3 ) n ((H 3 ) n ).
Recall that we have written the Euler-Lagrange equation in Section 2.2 with the Cartesian coordinates. For each particle, we use the four coordinates (x i , y i , z i , w i ) to represent its position. That coordinate system is redundant. three coordinates are enough to represent the positions of each particle. For instance, if x i = 0, then q i is in an open region of S 3 for that (y, z, w) can serve as a local chart. Then
Similarly, we have
x i w i ). Thus, the relative equilibrium equations for q i can be written as
where v i = (y i , z i , w i ). Similarly, if w i = 0, the relative equilibrium equation for q i can be written as
Similarly, the equations can be written in other forms if y i = 0 or z i = 0. In H 3 , (x, y, z) serve as a global chart. Thus, the relative equilibrium equations in H 3 can be written as (7) j =i
Proof of Proposition 3. View the two sides of the relative equilibrium equations (7) as vectors in R 3 , and multiply on both sides by u i . We obtain
Assume that |Λ 1 | = k 1 ≥ 2. Denote by q(l) the sequence of relative equilibrium that converges to X. For each l, assume that q i(l) of the first cluster has the biggest value of w, i.e., w i(l) ≥ w j(l) for any 1 ≤ j(l) ≤ k 1 . The above equality for q i(l) is
As l → ∞, each term in the above sum approaches −∞ since
The value of x 2 i(l) + y 2 i(l) is obviously bounded above. Hence, the multiplier of the sequence of relative equilibria approaches −∞.
Proof of Theorem 4. Since I −1 (X) = c > 0, not all clusters of X are at (0, 0, 0, 1). Assume that the first cluster is not at (0, 0, 0, 1). Note that the relative equilibrium equations can be written as j =i
Then adding the equations corresponding to particles in the first cluster, we obtain
Assume that there is a sequence of relative equilibrium q(l) that converges to X. The above equality reads O(1) = ∞. This contradiction shows that there is a neighborhood of X in which there is no relative equilibrium.
Proof of Theorem 6. Let X ∈ A. Assume that the first cluster of X does not lie on S 1 xy ∪ S 1 zw , i.e., q 1 / ∈ S 1 xy ∪ S 1 zw . Since z 2 1 + w 2 1 = 0, we can assume that w 1 = 0. Let q be a relative equilibrium with nonzero multiplier close to X. Then the relative equilibrium equations for particles in the first two clusters can be written as
where the O(1) term corresponds to interactions between q i and particles of the other 2s − 2 clusters. Adding those equations, we obtain
Assume that there is a sequence of relative equilibrium q(l) with nonzero multiplier that converges to X. Since X contains sub configuration which is collision singular or antipodal singular, we can prove that the absolute value of multiplier |λ(l)| goes to infinite by argument similar to that in the proof of Proposition 3. Note that
m i (x 1 w 1 , y 1 w 1 , 0) = 0 since x 2 1 + y 2 1 = 0 and w 1 = 0. The above equality reads O(1) = ∞. This contradiction shows that there is a neighborhood of X in which there is no relative equilibrium with nonzero multiplier.
proof of Theorem 9 and Theorem 11
In the Newtonian n-body problem, the number of collinear relative equilibria is first found to be n! 2 by Moulton [15] , then Smale gives a shorter proof [24] . The index of them is n − 2 [17] . The idea in [17] , due to Conley, is applicable if we use an angle coordinate system for (S 2 ) n ((H 2 ) n ). Theorem 9 (the H 2 case) is proved in the first two subsections. Theorem 11 (the S 2 case) is proved by a similar way with minor modification in the last subsection.
4.1.
The numbers of geodesic relative equilibria on H 2 . The numbers of geodesic relative equilibria is proved to be n! 2 in [8] . The argument is similar to that of the Newtonian n-body problem [24] . We briefly repeat the idea here.
Restrict the function U −1 on the set S − c = {q ∈ (H 1 ) n −∆ − |I −1 (q) = c}, which has n! components. Each component is homeomorphic to an open ball. On each component, there is at least one minimum. All critical points are minima since the Hessian of U −1 at each of them is positive definite. Thus, there are n! critical points, and the number of relative equilibria is n! 2 by the SO(2) symmetry. Proposition 13. Let q be a relative equilibrium on H 2 . Then the multiplier is negative.
Proof. Assume w i ≤ w n for i = 1, ..., n. Then w n > 1. Recall that the relative equilibrium equation (7) for q n can be written as j =n u j − w j wn un sinh 3 d jn = 2λm n u n . Here u i = (x i , y i ) since the configuration is on H 2 . Multiplying u n on both sides, the right side becomes 2λm n (w 2 n − 1), and the left side becomes
This shows that the multiplier λ is negative.
4.2.
The Hessian at each geodesic relative equilibrium. We first reduce the study of the Hessian to the study of one n×n matrix. Then, we find the signature of that n × n matrix. Part 1. We use an angle coordinate system for H 2 , (θ, ϕ), θ, ϕ ∈ R. The relationship between Cartesian coordinates (x, y, w) and (θ, ϕ) is (x, y, w) = (sinh θ, cosh θ sinh ϕ, cosh θ cosh ϕ).
Then H 1 = H 1 xw is parameterized by (θ, 0) and (H 2 ) n is parameterized by (θ 1 , ..., θ n , ϕ 1 , ..., ϕ n ). The metric of (H 2 ) n is ds 2 = dθ 2 i + cosh θ 2 i dϕ 2 i . The momentum of inertia is
In the above angle coordinates, a configuration (θ 1 , ..., θ n , ϕ 1 , ..., ϕ n ) is a relative equilibrium if and only if
For geodesic configurations (θ 1 , ..., θ n , 0, ..., 0), the system reduce to (8) j =i m i m j sinh(θ j − θ i ) sinh 3 d ij = λm i sinh 2θ i , i = 1, ..., n.
We have seen that above system have n!/2 solutions. Each is a critical point of U −1 | S − c /S 1 . We are going to study the Hessian at those critical points. Letq = (θ 1 , ...,θ n , 0, ..., 0) be one of the n!/2 geodesic relative equilibria. Assume thatθ 1 < ... <θ n and that the multiplier isλ. Thenq is also a critical point of f = U −1 −λI −1 . Denote by H(f,q) ) the Hessian of U −1 | S − c (resp. f ) at the critical pointq. By Lagrange's multiplier theory, we have
where < b 1 ..., b n > is the linear space spanned by the vectors b 1 , ..., b n .
We claim that H(f,q) is block-diagonal with respect to this splitting of TqS − c . Direct computation leads to ∂ 2 I −1 ∂θ i ∂ϕ j |q = 0 for all pairs of (i, j). We claim that ∂ 2 U −1 ∂θ i ∂ϕ j |q = 0 for all pairs of (i, j). Denote by q + h i the coordinate (θ 1 , ..., θ i + h, ..., θ n , ϕ 1 , ..., ϕ n ), by q + k j the coordinate (θ 1 , ..., θ n , ϕ 1 , ..., ϕ j + k, ..., ϕ n ). Then
Here, we use the symmetry
Denote by H 1 , H 2 the two n × n blocks respectively.
We pass to find the signature of H 1 on V 1 and that of H 2 on V 2 . The first one has already been found. Indeed, it is the Hessian of U −1 | S − c ∩(H 1 ) n which is positive definite, cf. Section 4.1. So H 1 on V 1 has signature (n 0 , n + , n − ) = (0, n − 1, 0).
It remains to study H 2 . Since cosh d ij = −q i ·q j = − sinh θ i sinh θ j + cosh θ i cosh θ j = cosh(θ i − θ j ), we have d ij = |θ i −θ j |. Then, direct computation shows that H 2 is
· · · 0 0 m 2 cosh 2θ 2 · · · 0 · · · · · · · · · · · · 0 · · · · · · m n cosh 2θ n     .
Let C := diag{coshθ 1 , · · · , coshθ n }, M := diag{m 1 , · · · , m n }, and
Then it is easy to check that H 2 = CM (A − 2λ)C. Let D = CM . Note that CM , C, D are all positive definite and diagonal. Since
the signature of H 2 equals that of A − 2λ by Sylvester's law of inertia.
Part 2. For the signature of A − 2λ, we will study the eigenvalues of A and compare them with the negative constant 2λ. First, there are two obvious eigenvectors of A:
Ac 1 = 0c 1 , c 2 = (sinhθ 1 , · · · , sinhθ n ), Ac 2 = 2λc 2 .
The first vector c 1 can be obtained by inspecting the matrix, and the second vector c 2 can be seen from equation (8) .
We claim that all other eigenvalues of A are smaller than 2λ. The idea is to consider the linear vector field Y = Au in R n , u = (u 1 , · · · , u n ) ∈ R n . Then the line tc 1 consists fixed point of the flow, and the line tc 2 is a stable manifold of the flow. Conley observed that to show that all other eigenvalues of A are smaller than 2λ is equivalent to showing that the line tc 2 is an attractor. It is enough to find a cone K around tc 2 that is carried strictly inside itself by the flow (except for the origin).
Define the cone as
Then c 1 does not satisfy the equality of the definition, so c 1 / ∈ K. We verify that c 2 ∈ K. First, the equality in the definition requires 0 = n i=1 m i sinhθ i coshθ i . It is equivalent to 0 = n i=1 m ixiwi , which is true by Theorem 15, which will be given after this proof. Second, the inequalities in the definition require sinhθ 1 coshθ 1 ≤ sinhθ 2 coshθ 2 ≤ · · · ≤ sinhθn coshθn . It is true sinceθ 1 <θ 2 < · · · <θ n . The boundary ∂K consists of points for which one or more equalities hold. However, except for the origin, at least one inequality must hold (otherwise u = kc 1 ). Consider a boundary point with
Let g(u) = u j coshθ j − u i coshθ i . Then g = 0 at this point, and g is positive in K. To prove that at this point the flow is pointing inwards, see Figure  1 , we show L Y g =u j coshθ j −u i coshθ i > 0. Direct computation shows thaṫ
Since u i coshθ i = u j coshθ j , the last two terms are zero, and the expression u j coshθ k cosh 2θ j sinh 3 d kj in the first part can be written as
Then L Y g can be written as n k=1,k =i,j
Every term in this expression is non-negative by Proposition 14. Proposition 14 will be given after this proof:
Moreover, at least one term is strictly positive since at least one inequality in the definition of the cone must hold. Thus, we have proved that on the boundary of the cone the flow is pointing inwards, or, all the other eigenvalues of A are smaller than 2λ.
Hence, the eigenvalues of A − 2λ are −2λ > 0, 0, λ 3 < 0, · · · , λ n < 0. Then, the signature of A − 2λ is (n 0 , n + , n − ) = (1, 1, n − 2), so is the signature of H 2 , on the space V 2 . On the space V 2 /S 1 , obviously, the signature is (n 0 , n + , n − ) = (0, 1, n − 2). Combined with the signature of H 1 , we conclude that the signature of U −1 | S − c /S 1 is (0, n − 1, 0) + (0, 1, n − 2) = (0, n, n − 2). This completes the proof of Theorem 9.
Proposition 14. If θ 1 < θ 2 < · · · < θ n , then the following inequalities hold.
(
Then h(θ i ) = 0, and
This implies the first inequality. We omit the proof of the second one since it is similar.
.., n, be a relative equilibrium in H 3 (S 3 ) with nonzero multiplier. Then we have the relationships
Remark 16. The above relationships have been found in [10, 11] for two-body relative equilibria, where it reads as m 1 sin 2θ 1 = m 2 sin 2θ 2 or m 1 sinh 2θ 1 = m 2 sinh 2θ 2 . Recall that relative equilibria in R 2 have center of mass at the origin, i.e., n i=1 m i x i = n i=1 m i y i = 0. Theorem 15 can be viewed as an analogy of that fact. 4.3. The S 2 case. We omit the proof of the following result since it is similar to that of Proposition 13.
Proposition 17. Let q be a relative equilibrium on S 2 . If z i > 0 for all particles. Then the multiplier is negative.
We use an angle coordinate system for {(x, y, z) ∈ S 2 |z > 0}, (θ, ϕ), with − π 2 < θ < π 2 , − π 2 < ϕ < π 2 . The relationship between Cartesian coordinates (x, y, z) and (θ, ϕ) is (x, y, z) = (sin θ, cos θ sin ϕ, cos θ cos ϕ).
Then S 1 = S 1 xz is parameterized by (θ, 0) and (S 2 ) n is parameterized by (θ 1 , ..., θ n , ϕ 1 , ..., ϕ n ), and the momentum of inertia is
For the number of geodesic relative equilibria, we apply the argument mentioned in Section 4.1. All arguments run well except showing that the Hessian of U 1 restricted on M c ∩ (S 1 ) n at each critical point is positive definite. By direct computation, we obtain the Hessian · · · · · · · · · · · · − m 1 mn cos d 1n
· · · · · · n j=1,j =n
The second part is positive definite since λ < 0. Each element of the first matrix not on the diagonal is negative. It is easy to see that the first matrix is positive semi-definite. Thus, the Hessian of U 1 | Mc∩(S 1 ) n is positive definite and there are exactly n!/2 geodesic relative equilibria on M c provided c < m 1 2 . For the Morse index of the geodesic relative equilibria, we need to restrict further c < 1 4 m 1 , which leads to m i sin 2 θ < 1 4 m 1 , − π 6 < θ i < π 6 for all i. Then all the argument of Section 4.2 works if we replace the hyperbolic functions with the trigonometrical ones. Especially, the inequalities (10) are replaced by the following inequalities.
Proposition 18. If − π 6 < θ 1 < · · · < θ n < π 6 , then the following inequalities hold.
Proof. We only prove the first inequality. Let h(x) = sin 3 (x−θ k ) cos x− sin 3 (θ i − θ k ) cos θ i defined for x ≥ θ i . Then h(θ i ) = 0, and
This proves the first inequality.
This completes the proof of Theorem 11.
Appendix: The relative equilibria and relative equilibria solutions
Recall that S 1 xy := {(x, y, z, w) ∈ S 3 : z = w = 0}, S 1 zw := {(x, y, z, w) ∈ S 3 : x = y = 0}. The relative equilibria lead to relative equilibrium solutions in the following ways. In Newtonian n-body problem, the relative equilibrium solution is always planar, while in curved n-body problem, the set of relative equilibrium solutions has richer structure. We divide them into three classes, the geodesic ones, the 2-dimensional ones, and the 3-dimensional ones. A geodesic relative equilibrium solution is one with all particles on the same geodesic for all t; a 2-dimensional relative equilibrium solution is one with all particles on the same 2-dimensional great sphere for all t but not on a same geodesic; the others are 3-dimensional relative equilibrium solutions.
If a k-dimensional relative equilibria solution is associated with a m-dimensional configuration, then k ≥ m. Let Q(t)q be one relative equilibrium solution. Then it is a geodesic one if q is on a geodesic and Q(t) keeps that geodesic; it is a 2-dimensional one if q is on a 2-dimensional great sphere (q may be a geodesic one in that sphere), and Q(t) keeps that 2-dimensional great sphere.
Let G 1 = SO(2) × SO + (1, 1) and G 2 = SO(2) × SO (2) . Assume that q is a relative equilibrium in H 3 (resp. S 3 ) with nonzero multiplier. Then gq is a relative equilibrium with the same multiplier if g is in G 1 (resp. G 2 ). If B α,β (t)q (resp. A α,β (t)q) are relative equilibrium solutions associated with q, then the relative equilibrium solutions associated with gq are B α,β (t)gq = gB α,β (t)q, (resp. A α,β (t)gq = gA α,β (t)q).
Let τ be the isometry in O(4), τ (x, y, z, w) = (z, w, x, y). By Theorem 7, if q is a relative equilibrium in S 3 with multiplier λ, then the multiplier of τ q is −λ. If A α,β (t)q are relative equilibrium solutions associated with q, then the solutions associated with τ q are A β,α (t)τ q = τ A α,β (t)q.
Thus, thanks to Theorem 7 and Theorem 8, to find geodesic and 2dimensional relative equilibrium solutions, it is enough to assume that the associated relative equilibrium lies on H 2 xyw for the H 3 case, and on S 2 xyz with negative multiplier for the S 3 case. Proposition 20. Consider the curved n-body problem in H 3 . Let G 1 = SO(2) × SO + (1, 1).
• There is no geodesic relative equilibrium solution.
• Any 2-dimensional relative equilibrium solutions must be in one of the following three forms: -gB ± √ −2λ,0 (t)q and gB 0,± √ −2λ (t)q for q being a geodesic relative equilibrium on H 1 xw with multiplier λ; -gB ± √ −2λ,0 (t)q for q being a 2-dimensional relative equilibrium on H 2 xyw with multiplier λ, where g is some isometry in G 1 .
• Any other relative equilibrium solution is 3-dimensional .
Proof. Let q be a relative equilibrium on H 1 xw with multiplier λ. The 1parameter subgroup B α,β (t) keeps the geodesic H 1 xw only if α = β = 0, which is impossible since λ < 0 by Proposition 13 and 2λ = −(α 2 + β 2 ). So there is no geodesic relative equilibrium solution. Obviously, the 1-parameter subgroup B α,β (t) keeps a 2-dimensional great sphere containing H 1 xw only if α = 0 or β = 0. If β = 0 (resp. α = 0), the associated 2-dimensional relative equilibrium solution is B ± √ −2λ,0 (t)q (resp. B 0,± √ −2λ (t)q). Let q be a 2-dimensional relative equilibrium on H 2 xyw . Obviously, the 1-parameter subgroup B α,β (t) keeps H 2 xyw only if β = 0. So 2dimensional relative equilibrium solutions associated with q is B ± √ −2λ,0 (t)q. By the discussion before Proposition 20, the proof is complete.
Recall that a relative equilibrium solution B 0,β (t)q is called hyperbolic. In [21] , Pérez-Chavela and Sánchez-Cerritos consider 2-dimensional hyperbolic relative equilibrium solutions. They show that if the masses are equal, the configuration of such relative equilibrium solutions could not be a regular polygon. Note that the second statement of Proposition 20 generalizes their result.
Corollary 21. All 2-dimensional hyperbolic relative equilibrium solutions must be associated with geodesic relative equilibria.
Proof. We also prove this fact directly. Since the motion is 2-dimensional, we use the Poincaré half plane model: H, (x, y), y > 0, ds 2 = dx 2 +dy 2 i . In this model, the hyperbolic 1-parameter subgroup acts on H by (x, y) → e αs (x, y) [6] . Thus, the vector filed on H n generated by the hyperbolic 1-parameter subgroup is ξ H n (q) = α(x 1 , y 1 , ..., x n , y n ). Then the augmented potential is
If q(t) = e αt q(0) is a hyperbolic relative equilibrium solution on H, then q(0) is a critical point of the above augmented potential. That is, q(0) must satisfy the equation
We claim that the critical points of this potential must geodesic configurations. Recall that the geodesics on H are straight lines and circles perpendicular to the x-axis. Assume that the particles of q(0) are distributed on several circular geodesics x 2 + y 2 = R 2 j , j = 1, ..., p and that R j ≤ R p if 1 ≤ j ≤ p. Consider the equation (11) for one particle, say q 1 , on largest circle. Note that the right side of (11) is a vector tangent to the largest circle, but the left side, the force exerted on q 1 , is pointing inwards since there are particles on some smaller circle. This contradiction shows that the critical points of the augmented potential has to be geodesic configurations.
Proposition 22. For the curved n-body problem in S 3 , consider the relative equilibrium solutions associated with relative equilibria with nonzero multiplier. Let τ be the isometry τ (x, y, z, w) = (z, w, x, y) and G 2 = SO(2) × SO(2).
• Any 2-dimensional relative equilibrium solutions must be in one of the following four forms: -gA ± √ −2λ,0 (t)q and τ gA ± √ −2λ,0 (t)q for q being a geodesic relative equilibrium on S 1 xz with multiplier λ < 0. -gA ± √ −2λ,0 (t)q and τ gA ± √ −2λ,0 (t)q for q being a 2-dimensional relative equilibrium on S 2 xyz with multiplier λ < 0. where g is some isometry in G 2 .
We omit the proof since it is similar to that of Proposition 20. Note that the relative equilibria on S 2 xyz with multiplier λ > 0 lead to 3dimensional relative equilibria solutions.
Proposition 23. For the curved n-body problem in S 3 , consider the relative equilibrium solution associated with equilibria (relative equilibria with zero multiplier).
• Any geodesic relative equilibrium solution must be in one of the following three forms: A α,0 (t)q, τ A α,0 (t)q, α ∈ R for q being a relative equilibrium with zero multiplier on S 1 xy , and A 0,0 (t)q for q being a geodesic relative equilibrium with zero multiplier not on S 1 xy S 1 zw . • Any 2-dimensional relative equilibrium solution must be in the form of A 0,0 (t)q for q being a 2-dimensional relative equilibrium with zero multiplier. • Any other relative equilibrium solution is 3-dimensional.
Proof. The symmetry group for equilibria is O(4). Any geodesic equilibrium is in the form of gq, where q is on S 1 xy and g ∈ O(4). If gq is on S 1 xy (resp. S 1 zw ), by Proposition 19, the associated relative equilibrium solutions are A α,β (t)q for any α, β ∈ R, which are the same as A α,0 (t)q (resp. τ A α,0 (t)q). If gq is not on S 1 xy nor on S 1 zw , by Proposition 19, the associated relative equilibrium solutions are A α,±α (t)q, α ∈ R. The relative equilibrium solution is geodesic only if α = 0, and it is not geodesic nor 2-dimensional otherwise.
Let q be a 2-dimensional equilibrium. We claim that q can not be within S 1 xy S 1 zw . Note that the particles on one of the two circles must be collinear since the configuration is contained in a 3-dimensional hyperplane. Assume that the particles on S 1 xy is collinear. The number of particles on S 1 xy is one otherwise q ∈ ∆ + . Then all particles of q is within one 2-dimensional hemisphere, which is impossible, see Section 12.3 of [5] . The contradiction proves the claim. Hence, the associated relative equilibrium solutions must be A α,±α (t)q, α ∈ R. The relative equilibrium solution is 2-dimensional only if α = 0.
Many researches study the relative equilibrium solutions of the curved n-body problem by restricting on a 2-dimensional physical space, i.e., on T ((S 2 ) n −∆ + ) or T ((H 2 ) n −∆ − ). It seems more convenient to study the relative equilibrium solutions in the 3-dimensional space and use the augmented potentials introduced in Theorem 1, if one intends to investigate the general properties of relative equilibria.
By restricting the study on the 2-dimensional space, the relative equilibrium solutions obtained are either geodesic or 2-dimensional. They can be translated into the forms of A α,0 (t)q, B α,0 (t)q or B 0,β (t)q. But one fails to recognize that each of those solution is actually a single element of a 1-parameter family of solutions. Also, it would make the relative equilibria counting clumsy.
Let us finish the discussion with one concrete example. In [7] , Diacu and Sergiu consider 3-dimensional relative equilibrium solutions of three-body in S 3 with the property: The configuration is not geodesic and the three mutual distances are the same. They show that the three masses must be equal. This result can be obtained quickly as follows:
The configuration must be 2-dimensional since there are only three bodies and the configuration is not geodesic. The multiplier must be nonzero since the configuration is not geodesic, which can be observed from equation (6) . We may assume that it is on S 2 xyz , i.e., q i = (x i , y i , z i ). By Diacu and Zhu [9] , a three-body configuration on S 2 xyz is a relative equilibrium with nonzero multiplier if and only if m i z i x i = m i z i y i = 0, (z 1 , z 2 , z 3 ) = k(sin 3 d 23 , sin 3 d 13 , sin 3 d 12 ).
Since the three mutual distances are the same, we get immediately that the three masses are the same.
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