Abstract This note proposes an effective pruning-based Pareto front generation method in mixed-discrete bi-objective optimization. The mixed-discrete problem is decomposed into multiple continuous subproblems; two-phase pruning steps identify and prune out non-contributory subproblems to the Pareto front construction. The efficacy of the proposed method is demonstrated on two benchmark examples.
where X is the set of feasible design vectors. The problem of Pareto front generation is equivalent to determining X ⋆ . In case the objective function and the constraints are linear, resulting in a multi-objective mixed-integer program, several tailored algorithms have been proposed [1, 13] . For nonlinear mixed-discrete problems, meta-heuristic approaches such as genetic algorithm [3] , evolutionary programming [10] , particle swarm optimization [14] , and tabu search [12] have often been adopted for Pareto front generation. As deterministic approach, an iterative two-phase procedure that solves given number of mixed-integer nonlinear programs and then a sequence of continuous nonlinear programs (NLPs) in Mela et al [9] is the only work reported in the literature to the authors' best knowledge. A common fact for all the previous work on nonlinear cases is that some number of mixedinteger nonlinear programs need to be solved; this requirement might be an issue for practical purposes (in particular when the discrete variables are categorical). On the contrary, this note takes advantage of decomposition and pruning methodology that does not require solution of complex mixed-discrete nonlinear programs.
Subproblem Decomposition and Pruning

Approach
One way to generate the Pareto front of the original BOO is to divide P into subproblems with specific discrete design vectors and construct X ⋆ by systematically synthesizing the solutions of the subproblems. First, define the set of discrete design vectors, Z Z 1 ×· · ·×Z nz , and associated index set K = {1, 2, . . . , |Z|}. Let z k , k ∈ K be the k th element of Z; a subproblem of P associated with this discrete realization, denoted as P k , can be defined as:
Fig. 2 Illustration of Phase B Pruning
Phase A-1: Computing subproblem anchor/utopia points The anchor points of P k are obtained as
where y ♯ k,i = arg min y∈Y k J i (y, z k ), i.e., solution to the two sole-objective optimization problems. The utopia point of P k is then be computed as
This step computes the anchor points and the utopia points for all P k (see five sets of anchor/utopia points Fig. 1 ).
Phase A-2: Generating a master Pareto front Cross-checking of dominance between the utopia points allows for identification of K m 1 that can be used to compute an approximate Pareto front:
Once K m 1 is determined, a Pareto front with this subproblem set can be obtained, X
, which is termed master front herein. For example, in Fig. 1 , utopia points for k = 1, 5 are non-dominated; a master Pareto front is generated by obtaining the solutions of subproblems P 1 and P 5 and selecting non-dominated elements.
Phase A-3: Pruning irrelevant subproblems For the subproblems not considered in construction of the master front, dominance of those utopia points compared to the master front is investigated to obtain Fig. 1 the utopia point for P 2 is dominated by the master front.)
As a result, at the end of Phase A, subproblems in the set
are left for consideration of Pareto front generation of P, some of whose subproblem Pareto fronts have already been created in Phase A-2.
Proposition 1
The Pareto front constructed with the subproblem set K u 1 is identical to the true Pareto front X ⋆ .
Proof It suffices to prove that any Phase B-2: Pruning dominated center point A Pareto front for a subproblem can be approximated as an arc passing through the two anchor points and the center point; this step assess the dominance of the subproblem Pareto front based on the piecewise linear segment consisting of these three points. This step checks whether or not the center point is dominated by the master front constructed in Phase A-2; if dominated the associated subproblem is pruned from the candidate list of relevant subproblems:
Observe in Fig. 2 that P 4 is pruned as J 
and typical Pareto generation techniques such as weighted sum or NBI method can be used to construct the Pareto front of P. As a result, the Pareto front is calculated using the subproblem Pareto fronts in K c 1 . In Fig. 2 , P 3 is included to construct the Pareto front. It should be pointed out that since K c 1 is not a superset of K 1 , optimality of the resulting Pareto front is not guaranteed with Phase B, in contrast to preservation of optimality only with Phase A.
Remark 1 Throughout this two-phase process, the total number of NLPs to be solved to construct the Pareto front is
where β is the number of points in each subproblem Pareto (the corresponding phase numbers are given beneath the underbraces). Note that without pruning N O = β|K| nonlinear programs need to be solved; thus,
Typically β ∼ O(10) to ensure sufficient accuracy of the Pareto front; the pruning method can achieve O(10) times efficiency for typical cases at the price of O(0.1) overhead computation time in the worst case. ⊓ ⊔
Numerical Examples
Two numerical examples are considered to demonstrate the effectiveness of the proposed algorithm.
Van Veldhuizen's Test Problem
One of the Van Veldhuizen's test suite that is known to exhibit non-trivial Pareto optimal set is considered [4] . The formulation is as the following:
subject to
While x 1 is continuous, x 2 , x 3 are discrete variables each of which can take 11 possible discrete values; |K| = 121. For comparison, exhaustive search is implemented to obtain the true Pareto optimal points using weighted sum method. Table 1 indicates that the proposed method identifies the same set of discrete realizations as the the true one; significant number of subproblems are pruned out by Phase A. Nine Bar Truss As shown in Fig 3, consider a truss with nine bars [9] , when the goal is to minimize two conflicting objectives: (a) the material volume of the truss (J 1 ), and (b) nodal displacement of the node N (J 2 ):
The design variables, x = [x 1 , . . . , x 9 ], are the cross-sectional areas of the bars, of which x 1 , x 2 , and x 3 are continuous and all others are discrete. The lower bounds for x 1 through x 3 are given as
. L is the length shown in Fig. 3 , and E is the Young's modulus of the bars. The coefficients a i and b i are i th elements of the sets A = {1, 1, 1, √ 2, 1, √ 2, 1, √ 2, 1} and B = {4, 1, 1, 8 √ 2, 4, 2 √ 2, 4, 2 √ 2, 0}, respectively. This example has a total of |K| = 4 6 = 4, 096 subproblems. The same set of discrete realizations as the the true one is identified; 78% of the subproblems are pruned by Phase A and then another 20% by Phase B (Table 1) .
Conclusions
A pruning scheme has been presented to reduce the number of discrete realizations to be considered for Pareto front generation of mixed-discrete bi-objective optimization. Significant improvement in computational efficiency by the scheme has been verified on numerical examples. Future work includes extension to generic multi-objective cases.
