Robotics Evolution: from Remote Brain to Cloud by Sheta, Alaa F. et al.
Preprint Version 
 
Robotics Evolution: from Remote Brain to Cloud 
 
 
Alaa F. Sheta1, Nazeeh Ghatasheh2*, Hossam Faris3 and Ali Rodan3 
1Department of Computing Sciences, Texas A&M University-Corpus Christi, TX, 
USA 
2Faculty of Information Technology and Systems, The University of Jordan, 
Aqaba, Jordan. 
3King Abdullah II School for Information Technology, The University of Jordan, 
Amman, Jordan. 
alaa.sheta@tamucc.edu, [n.ghatasheh, hossam.faris, a.rodan]@ju.edu.jo 
Abstract 
Robotic systems have been evolving since decades and touching almost all aspects of 
life, either for leisure or critical applications. Most of traditional robotic systems operate 
in well-defined environments utilizing pre-configured on-board processing units. 
However, modern and foreseen robotic applications ask for complex processing 
requirements that exceed the limits of on-board computing power. Cloud computing and 
the related technologies have high potential to overcome on-board hardware restrictions 
and can improve the performance efficiency. This research highlights the advancements 
in robotic systems with focus on cloud robotics as an emerging trend. There exists an 
extensive amount of effort to leverage the potentials of robotic systems and to handle 
arising shortcomings. Moreover, there are promising insights for future breed of 
intelligent, flexible, and autonomous robotic systems in the Internet of Things era. 
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1. Introduction 
For more than five decades, robots have been successfully used to replace human in 
doing dangerous and tedious work, including hazard environments. They have been used 
in manufacturing [1, 2], health care [3–5], defense [6, 7], space operations [8], classroom 
[9], education [10] and many other applications. The utilization of robots improved the 
quality of life, reduced risks, and expedited processing time. For example, enhancing the 
productivity in manufacturing industry, lever- aging the accuracy of critical surgeries, and 
advanced battle planning for military operations [11–13]. 
A typical robot consists of sensors, control system, and actuators. Sensors are in charge 
of gathering information about an environment. The robot uses the the collected 
information to manage its behavior and take appropriate action based on each situation. 
There are various types of sensors, for example light sensor, laser sensor, ultrasound 
transceiver, microphone, and camera. The robot control system, alternately robot brain 
[14], determines the behavior of the robot under various operating conditions. The brain is 
a program that receives continuous flow of inputs from the sensors, processes the inputs, 
and consequently sends appropriate action commands to the actuators. The actuators are 
mounted on the robot body and responsible for translating action commands into physical 
activities in the environment. 
Embedding the robot’s control program on its micro-controller is a common practice. 
Therefore, all necessary computations and data reside on the mother- board of the robot 
itself. This configuration limits the capabilities of the robot with respect to computation 
power, memory, storage, and power consumption. 
 
 
 
 
 
 
 
 
 
The research articles of M. Inaba [14–18] introduced the term “Remote-Brained 
Robots”. The idea of Inaba suggests implementing a remote brain of the robot apart from 
its body. The possible characteristics and configurations of a remote brain are unlimited, 
such possibilities enable reconsidering more powerful robot brains. Other research area in 
remote brain can be found in [19, 20]. Accordingly, wireless communication technologies 
play an essential role in data communication for the remote-brained robots. 
This paper presents earlier applications of remote-brained robots, discussion on the 
advancements in robotic technology towards networked robot systems, and fi- nally the 
rise of cloud robots. The presentation of the ideas is organized as follows: Section 2, 
presents research work on remote-brained robots and their utilization to solve challenging 
problems such as landmine detection. Networked robots chal- lenges and applications will 
be presented in Section 3. The rise of cloud robots, their functions and main advantages 
will be discussed in Section 5. Future research directions and applications are presented in 
Section 6. 
 
2. Remote-Brained Robots 
A registered patent of robot aircraft back in 1958 illustrates the early works to- 
wards more advanced remote controlled/brained robots [21]. Compared to current 
advancements and efforts in the field the proposed platform in [21] is primitive. 
Early research work on remote-brained robots in [15] illustrates the use of wire- 
less communication network for the communication between a heavy brain and the 
body of a robot. The authors studied number of configurations to develop an 
appropriate control method. In which a video screen is able to present touch, force, 
and other visual data over the sensor image. They claimed that their approach 
enabled building a massively powerful parallel computing base alongside the real 
time vision system. A robot with the brain separated from the body is presented in 
[16]. The brain resides in what they called “the mother environment” and the robot 
communicates with it using radio links. 
An interesting research theme in [22] aims to conceptualize a platform for future 
brained-robots. The authors emphasized the idea of separating physically and 
logically the robot body and its “brain”. Such separation makes it more encouraging 
and possible to utilize advanced and powerful processing techniques. Further- more, 
the authors conducted several experiments to perform different tasks using different 
types of robots that share the same remote intelligence platform. The experimented 
robots were motion enabled, vision-based and others. They concluded that a real 
world application of the computer intelligence needs more investigation and 
research effort. Therefore their platform allows students/researchers to experiment 
several algorithms and robots aiming to enrich the field with more applicable 
solutions and gap filling. 
In [23] the authors developed and implemented a large scale software platform 
for real time robotic systems. The platform consists of three layers that are the 
Mother, Brain, and Sensor-Motor. The authors proposed a mother of tools in charge 
of producing programs to control the brain. In addition, a method to develop variety 
of brain architectures with flexible multiprocess network. 
Remote-brained robots industry faces many challenges. One of the main 
challenges is the real-time integration of a large-scale brain and a lightweight 
humanoid body. The research project in [17] tried to prove that remote-brained 
robots would overcome main challenges of the industry. 
 
 
 
 
 
 
 
 
 
 
 
A real remote-brained robot that has human-machine interaction, vision systems, 
and manipulator was illustrated in [24]. The brain was separated from the robot’s 
body. The brain was left on the mother environment, which has the brain’s software. 
The brain and body are interacting via wireless communication links. Among 
several examples of remote-brained robots there are “Vision-Equipped Apelike 
Robot” [16], “Remote-brained LEGO robot” [25]. Table 1 lists part of the research 
work in the area of remote-brained robotics 
Table 1. Part of Remote Brained Robotics Research 
Area/Subject Objective Ref. 
Real time vision 
and parallel 
computing 
Developing a control method and building a 
parallel computing base. 
[15] 
Vision-Equipped 
Apelike Robot 
Developing a remote-brained  robot and utilizing 
radio links for communication. 
[16] 
Real Time 
Robotics 
Developing and implementing a large scale 
software platform and tools. 
[23] 
Project Work Illustrating how robots could overcome challenges. [17] 
Human-Machine 
Interaction 
Developing a real interactive remote-brained 
robot. 
[24] 
Robotics Platform Developing futuristic platform with a shared 
intelligence base for different types of robots. 
[22] 
Registered Patent Defining a robot aircraft  (1958)  [21] 
Minesweepers Building Remote-brained LEGO robot. [25] 
Robotics 
Laboratory 
Developing various types of robots. [14,16,26,
27] 
…   
 
2.1 Vision-Equipped Apelike Robot 
The Johou Systems Kougaku (JSK) Laboratory has been developing various types 
of robots since the early 90’s [14, 16, 26, 27]. The main categories of JSK robots are 
wheeled, quadruped, and humanoid. Vision-Equipped Apelike Robot [16] is one of 
their various “remote-brained” robots. The main benefit from Apelike robot is to 
study the “vision-based behaviors” of locomotion. It enables the control of an 
 
 
 
 
 
 
 
 
 
equipped camera at any point of view, the mobility in unstructured environments, 
and the handling of objects using robot arms. 
Apelike robot has a remote brain that makes it able to perform complex vision- 
based operations. A major physical characteristic of the robot is its light weight, 
which is possible because the processing system is not part of the physical robot. 
Figure 1 illustrates the main components of the Apelike robot system. 
The system is composed of three main components: 
(i) The Remote Brain which is powered by Unix workstation on which the 
Euslisp language is used to model the behaviors of robot. The object-oriented 
modeling language made it possible to design various behaviors and 
interactions. Therefore, the remote brain is used to guide and control the 
balance, motion, and interactions with the physical robot. 
(ii) The Brain-Body Interface which is equipped with a transputer for 
interpretation and communication. It consists of two sub-transputers: a) Vision 
re- ceiver and interpreter, and b) Motion interpreter and transmitter. The inter- 
face is used to process a relatively adequate amount of images for motion 
detection. 
(iii) The Physical Robot Body weighs about 2.5 kilograms including power sup- 
ply (i.e. batteries). The body is equipped with two main radio-based 
communication components; the first one is the receiver of motion signals and 
the second is the transmitter of sensors data. The encoded communication 
between the robot and the brain enables it to perform kinetic motion 
behaviors. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The system architecture of an Apelike Robot system. (Adapted 
from [16]) 
The Apelike robot can perform three main tasks: a) Model-based motion 
calculations, b) Vision-based interaction, and c) Vision-based stairs climbing. This 
multi-limbed robot is able to respond to dynamic visual feedback and perform some 
human-like actions. Although the robot was able to mimic the human behaviors, it 
still needs improvements to learn from the performed actions and develop more 
skills. 
 
2.2 Remote-brained LEGO robot 
In [25], authors presented an innovative NXT mobile robot system that can 
simulate the landmine detection operation with some assumption. The proposed 
system relies on moving an NXT mobile robot to develop a map for the 
environment. The robot mission is to scan an environment based on a developed 
grid to detect objects by using appropriate sensors attached to the mobile robot. The 
system was able to develop a map of the area under-study, showing the positions of 
located mines (i.e. objects). The early proposed remote-brained robot for object 
detection is presented in Figure 2. 
The proposed system consists of three components. They are: 
(i) A PC Server is a Pentium 4 computer with a 512 RAM and support Wi-Fi 
connection. The PC Server works as the robot brain for the whole system since it is 
responsible of both monitoring and control of the system. 
(ii) The LEGO NXT is the mobile robot which is used to execute the mission 
commands. The NXT robot will hold the N80 mobile phone and navigate in the 
minefield. 
 
 
 
 
 
 
 
 
 
(iii) N80 is a smart mobile phone device. N80 has an ARM-9 processor with 
clock rate of 220 MHz CPU, 18 MB RAM and Symbian OS v9.11.  N80 includes 3.0 
Mega pixels camera and support for different types of wireless communication 
standards. They include (1) 3G network (384 kbps), (2) EDGE (286.8 kbps) (3) 
Bluetooth 2.0 and 4) WLAN 802.11b/g. 
 
 
Figure 2 Remote-brained LEGO Robot components (Adapted from [25]) 
The operation of the proposed system is presented in Figure 3. In the proposed 
system, the N80 mobile works as a sensor camera that captures images, frequently. 
These images are sent to a PC server (i.e. the robot brain) such that a simple image 
processing algorithm is executed to detect objects in an image, if any. The result of 
execution is a command sent back via wireless communication to the robot to 
navigate in the specified environment. 
The general model of the Remote-brained LEGO Robot is shown in Figure 4. It 
can be seen that the brain is in charge of analyzing the environment based on the 
collected data, the choice of the optimal decision to be taken based on available 
information and finally send appropriate command to robot actuators to complete a 
mission. 
 
                                                            
1 Symbian OS is a proprietary operating system, designed for mobile devices, with associated libraries, user 
interface frameworks and reference implementations of common tools, produced by Symbian Ltd. It is a 
descendant of Psion’s EPOC and runs exclusively on ARM processors. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Remote-brained LEGO Robot operations (Adapted from [25]) 
 
 
Figure 4 The general model of the Remote-brained LEGO Robot 
 
 
 
3. Networked Robotics 
In many applications such as search and rescue operation, a network of robots is 
always needed [28]. A networked robots system is defined as: “a group of robotic 
devices that are connected via a wired and/or wireless communication network” 
[29–31]. Networked robots allow multiple robots to overcome the restrictions of 
stand-alone robot by allowing robot sensors, brain and actuators to communicate via 
a wireless network or the World Wide Web (WWW) [32, 33]. This concept allows 
the development of mission with multi-robots with different types to collaborate in 
 
 
 
 
 
 
 
 
 
mission accomplishment such as searching for an object in an environment. Robots 
among the network can share and distribute tasks. Networked Robots allow the 
enhancement of interaction among robots, task integration, easy communication, 
and can enhance the overall robotics system security [31,34]. Part of research efforts 
in the area of networked robotics, related issues, and applications are presented in 
Table 2. 
 
 
 
Table 2 Part of Networked Robotics Research 
Area/Subject Objective Ref. 
Ubiquitous Networked 
Robotics 
Studying re-usable and  distributed applications as 
Ubiquitous Networked Robot Platform (UNR-PF). 
[35] 
Shared knowledge 
base 
Integrating knowledge representation methods of the 
ROBOEARTH project with Ubiquitous Network Robot 
Platform. 
[36] 
Evaluation of 
challenges 
Proposing and evaluating communication protocols, 
computing models, and  discussing technical challenges. 
[29] 
Modular and 
cooperative robotics 
Exploring tools and technologies that support modular and 
cooperative robotics. 
[30] 
…   
 
Authors in [35] presented the basic idea of a Ubiquitous Networked Robot 
Platform (UNR-PF). UNR-PF is introduced as a framework to coordinate and 
control distributed missions. The UNR-PF separated the hardware from the brain 
and uses a suitable interface that allows an application developers to create 
hardware- independent robotic services. In this case, a developer can demand 
components to fulfill a given need, and the UNR-PF will allocate suitable resources 
that can be controlled remotely. This approach helps in the design of re-usable 
distributed applications that can be used in various robotics platforms. It was found 
that networked robot architectures can facilitate the development, deployment, 
management and adaptation of distributed robotic applications [36]. A Networked 
Robots of NXT mobile robots with Internet and Machine-to-Machine 
communication are illustrated in Figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 5 Networked Robotics of NXT mobile robots with Internet and 
Machine-to- Machine (M2M) communication 
 
3.1 Problems with Networked Robotics 
There were many reported challenges of the networked robots that stimulate the 
urge to develop an action plan for the coordination of the multiple autonomous robot 
systems in terms of communication, control, and perception. For example, which 
one should have the highest priority to establish communication? What is the 
maximum allowable time slot for each member of the network? How can each 
member of the networked robots access information? All these question could have 
a different answers according to time and place in the work environment. The 
development of a networked robotic system is always limited by resources, 
information, and communication constraints. 
A summary of the main challenges faces the development of networked robotics 
is presented in [29] as follows: 
(i) It is always the case that each robot member of the network has its own 
access to resources that include sensors, actuators and computing power (i.e. brain). 
The networked robotics resources can be accessed by any member of the network. 
The problem is once a robot is built and deployed, it is always not easy to change or 
upgrade their body structures such as the robot size, shape or power supply. 
(ii) Networked robotics system is meant to develop a cooperative system that 
can accomplish a specific mission by using the available resources for each member 
of the network. Information fusion can be implemented in many 
  
 
ways such as machine-to-machine (M2M) or machine-to-server communication 
(M2S). Therefore, the networked robotics is restricted by the information sensed by 
the robots and shared over the network or the server program. This limits the ability 
of the network to learn. 
 
(iii) Transferring information or decision making via a network involves the use 
of routing protocols. Routing protocols are responsible for sharing the infor- mation 
 
 
 
 
 
 
 
 
 
among the network members in a fast, efficient and reliable way. One of the known 
M2M communication protocols is the proactive routing. This protocol is usually 
used for routing messages across the network [37, 38]. Some of its disadvantages 
are: the need for high computation and memory resources to discover the best route 
over the network. The ad-hoc routing protocol is also used in networked robotics 
specially for dynamic routing [39, 40]. Ad-hoc routing protocols have number of 
problems related to establishing a path to send a message and overcome any related 
topology of a network. These sorts of challenges might tremendously affect the 
network performance and missions to be accomplished. 
 
4. Cloud Computing 
Cloud computing or on-demand computing, is a paradigm of Internet computing 
systems such that computing, memory and information are shared among set of 
devices belonging to a network. Cloud computing is considered as one of the most 
recent evolution in computing paradigms. The definition of cloud computing 
provided by the US National Institute of Standards and Technology (NIST) has 
gained significant attraction within the IT industry. According to this definition (see 
[NIST]): 
Cloud computing is a model for enabling convenient, on-
demand net- work access to a shared pool of configurable 
computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service provider 
interaction. 
Cloud computing offers a wide range of elasticity and self-serving computing 
resources according to the system requirements [41]. It also aids in reducing 
infrastructure costs for many projects. Cloud computing establish a broad range of 
applications in variety of fields such as manufacturing, automation and control 
applications [42–45]. 
 
 
5. Cloud Robotics 
The integration between cloud computing and robotics is found to be an upgrade 
to networked robotics. James J. Kuffner a Professor at Carnegie Mellon working at 
Google in 2010 was the first to coin the expression “Cloud Robotics” and described 
a number of potential benefits [46]. This concept allows the robot to become lighter, 
cheaper, and smarter. According to J. Kuffner, “robots that have access to a cloud 
could offload CPU-heavy jobs to remote servers, relying on smaller and less power-
hungry on board computers. Even more promising, the robots could turn to cloud-
based services to expand their capabilities.” Later on, Steve Cousins introduced the 
concept of “No robot is an island”. 
The analysis of the scholarly articles, including patents, on GoogleScholar 
illustrates the emergence of four specific terms. Figure 6 illustrates the density of 
four specific search terms over several Years. Equation 1 is used to calculate the 
Term Density (TD) in a specific Year (y). Where Mentions is the total number of 
 
 
 
 
 
 
 
 
 
 
 
search results for a specific term in the current Year (y), and the (total) number of 
search results over all Years. 
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TDy =
Mentionsy
Mentionsytotal
×100%       (1) 
The search results count of the four terms “Cloud Robotic”, “Networked 
Robotic”, “Networked Robotics” + “Cloud Robotics”, and “Remote Brained 
Robotics” till 23 August 2017 are 1160, 1180, 179, and 109 respectively. The 
numbers are based on the search query using GoogleScholar system which is prone 
to some errors. However, the results give clear indication about the emergence time 
of each search term and its level of attention among researchers over the Years. The 
existence of close relationship between cloud and networked robotics is supported 
by the analysis results. 
Figure 7 illustrates an NXT Cloud Robot mobile system. The system consists of 
set of NXT robots that can connect to the cloud that act as a robot brain. Mean- 
while, they can also communicate with each other. This allows the robots inside the 
system to get advantages of the accessibility to the cloud and the possible access to 
all robot’s sensors inside the cloud. 
 Figure 7 NXT Cloud Robot mobile system 
 
 
 
 
 
 
 
 
 
Cloud computing was introduced as a solution to many constrained problems for 
networked robotics. These problems include limited computing power, un- 
availability of adequate storage space, and lack of communication and routing 
protocols. Networked robotics was considered as an evolutionary step on the way to 
cloud robotics [29]. A survey of research on cloud robotics and automation is 
presented in [47]. 
There are several up to date research efforts in the sake of formulating robust 
futuristic cloud-based robotic applications. Researchers are tackling various areas 
for an unlimited number of objectives to improve existing systems or to overcome 
critical limitations. Table 3 summarizes part of the most recent research efforts 
either in terms of real implementations or conceptual propositions. It is apparent 
that a large portion of the efforts presented in the table target industrial applications 
and large firms. Smart home, medical fields, education, and other domestic or small 
scale applications have been included as well. 
Table 3 Part of Most Recent Cloud-Robotics Research 
Area/Subject Objective Ref. 
Definition and insights Definition of cloud robotics and its related issues. [31] 
Robotics & Automation 
as a Service (RAaaS) 
Grasp-planning system, using Big Data and Data Mining [48] 
Industrial distributed apps Performing surface blending using high-speed wide-area 
network  
[49] 
Conceptual Architecture Manage Variability using domain-specific description 
language 
[50] 
Cooperative AGV 
systems in industrial 
warehouses 
Cooperative data fusion system for global route 
assignment and local path planning 
[51] 
Ubiquitous manufacturing Implementation and case studies to assess a developed 
framework and mechanisms 
[52] 
A review on frameworks Review on Simultaneous Localization and Mapping [53] 
Cognitive Industrial IoT Context-aware robotics for material handling [54] 
Service for robotic mental 
simulations 
Mental simulation service for world simulation, learning 
algorithm, and solution suggestion using prolog queries 
[55] 
Smart Home Enhancing off the shelf wireless robots [56] 
Switched reluctance 
machine in the direct-
drive manipulator 
Predictive current control to overcome latency and packet 
losses 
[57] 
Current state of cloud 
robotics 
Review of up to date systems [58] 
Smart Manufacturing 
Environments 
Review of main technologies in SMEs for self-adaptive 
adjustment, computing load allocation, and cloud-based 
group learning 
[59] 
Industrial Cloud Robotics Case study to assess a proposed system related to energy 
conditions perception and Big Data analysis 
[60] 
Support of senior citizens Testing technical capabilities of KuBo robot that is able to 
interact with humans and sense the environment. 
[61] 
 
 
 
 
 
 
 
 
 
 
 
Managing Internet of 
Drones 
Implementation and validation of “Dronemap Planner” 
service. 
[62] 
Robot operating system New protocol for robots operating system and Internet of 
Things (ROSLink) 
[63] 
Robot Cloud Design and simulation of novel cloud service [64] 
Robots as a Service 
(RaaS) 
Implementing and analyzing cloud robotics architecture.  [65] 
Task Offloading Implementing and evaluating Vehicular Cloud Computing 
system 
[66] 
Cyber-Physical Systems Survey on remote brain, big data manipulation, and 
virtualization Robots 
[67] 
Risk Evaluation Information security risk evaluation in Cyber Physical 
Systems 
[68] 
…   
 
5.1 Applications of Cloud Robotics 
At the beginning, robots were designed and planned to be utilized as industrial 
robots with simple, repetitive and limited tasks [29, 69]. However, with the 
advancements of cloud robotic technologies, the robots are becoming lighter and 
smarter [41, 70, 71]. Due to this progress, in the last decade, there has been a real 
expansion in the applications of the cloud robotics [72, 73]. These applications 
cover a wide spectrum of applications and services in different domains including 
smart cities, transportation, health care and rehabilitation, housekeeping, 
environment monitoring, and entertainment [29, 47]. 
In cloud based robotics, robot units enjoy some powerful advantages like the 
accessibility to big data and shared knowledge, and the ability to transfer 
computation- intensive tasks to the high computing resources in the cloud [74]. 
These advantages enabled cloud robots to be deployed more efficiently in classical 
robotic applications such as simultaneous localization and mapping (SLAM) [75], 
grasping, and navigation [29]. In SLAM applications the robot localizes itself in 
unknown environment based on building maps for the environment. SLAM 
techniques are computationally and data intensive algorithms which makes could 
robots have a great advantage in such applications. An example of these techniques 
is Fast- SLAM which can be implemented in parallel processing in cloud 
frameworks [76]. Grasping is another common task in the field of robotics. This task 
can be computationally expensive and requires accessing huge amount of data when 
the targeted object is unknown. Moreover, deploying cloud robots for this task 
enables the robots to benefit from the shared training and learning experience. An 
example of this type of tasks can be found in [77] where a cloud robotics system 
was proposed for identifying and grasping common household objects based on 
Google Object Recognition Engine. 
Different cloud robotics have been designed and deployed to support some ser- 
vices as a part of a specific application at different complexity levels. In this con- 
text, the term “robot-as-a-service” (RaaS) was coined to describe such robot units 
[78]. Examples of such cloud robot units are robot cops, robot waiters, robot pets, 
and patient and elderly care robots. Many of these applications depend heavily on 
the interaction and communicating with humans (known as human-robot inter- 
 
 
 
 
 
 
 
 
 
action (HRI))[69, 79]. Therefore, these units are based on observation (could be 
language, emotions recognition or even body expressions) and actions [69]. 
A worth mentioning example comes from Carnegie Mellon University and the 
Intel Pittsburgh Laboratory where a special service robot was designed, developed 
and named as Home Exploring Robotic Butler (HERB) where its main job is to care 
for the elderly and the disabled people [69, 80]. Such a service required an access to 
a vast amount of shared knowledge and experience collected from different robot 
units in order to cover and deal with a wide range of possible scenarios and 
interactions. 
Another example can be found in [81] where the authors designed a cloud robot 
equipped with a camera capable of guiding impaired people to enjoy free tours in 
museums and live an experience by letting them see exactly what the robot is seeing 
in real-time. In general, cloud robot units could play different assigned roles as 
assistive technologies in schools, houses and offices [69, 82]. 
 
5.2 Algorithms for Cloud Robotics 
Authors in [51] presented a data fusion system for optimizing the coordinated 
motion of industrial Automated Guided Vehicles (AGVs). They illustrated the 
contribution of two main algorithms in achieving better performance, namely “Geo- 
metric Level” and “Decision” data fusion algorithms. Geometric level algorithm 
enables autonomous global navigation and local path planning. On the other hand, 
decision algorithm is a “Global Live View” implementation at high level. Both 
algorithms enable processing sensors input to classify the obstacles in the 
environment. The authors show 93.2% overall classification rate in 15ms processing 
time of 60Hz “Global Live View”. They claim that data fusion technologies and 
advanced sensing allow AGVs to overcome obstacles without the need for human 
intervention. 
A genetic algorithm scheme tried to optimize “task offloading” for cloud robotics 
framework in [83]. The main objective of optimization was achieving optimal task 
decisions with minimal power consumption. A survey [47] covers an idea of the 
cloud as enabler for collective robot learning, crowd sourcing, open-source and 
open-access. The survey states that up to date, many robots still rely on their on- 
board computer, while there is a great opportunity in relocating the processing 
algorithms over computing clouds. In [64] the authors presented algorithms and an 
implementation of cloud-based system with the aim to leverage the cloud-based 
robot systems flexibility, reusability and extensibility. 
In terms of architecture design, a domain specific language called (CRALA) 
enables designing and implementing cloud robotics architecture [84]. CRALA  is 
considered an architecture description language that models three levels of 
architecture, namely specification, configuration, and assembly. Others [29, 85, 86] 
but not limited to proposed and illustrated various algorithms to support and 
improve the overall idea of cloud-based robot brain, including parallel processing 
approaches. 
 
5.3 Challenges of Cloud Robotics 
The authors in [87] discussed the key technical challenges of cloud robotics. 
 
 
 
 
 
 
 
 
 
 
 
• First is the computation challenge that needs a common computation frame- 
work, optimizing the allocation and management of virtual resources, and 
bargaining between cloud and networked computation decisions. 
• Second is the communication challenge which is prone to failure or delay in 
message passing, in addition to selecting the best topology of 
communication networks. 
• Finally, the authors pointed to security and trust challenges regarding the 
cloud provider. Trust either when the robot tried to connect to the cloud 
or when executing a task over the cloud. Furthermore, storing data over 
the cloud might be with high risk, especially when the data is highly 
confidential or sensitive. 
 
The quality of cloud services and network latency are expected to vary, there- 
fore it is challenging to guarantee highly stable performance. The performance 
variability is critical for time sensitive applications that seek real-time responses 
[47, 88]. Due to tasks complexity in cloud-based robotic applications, it is 
challenging to select the best resource allocation and task scheduling approach. 
Apparently, communicating various structures of data from various sensors and 
devices creates a challenging interaction between the robots and the clouds. In terms 
of reliability analysis, there are no simple methods to assess the cloud-based robot 
system [88]. In [64] the authors suggested the need to tackle the challenges of 
reducing the running cost, improving the collaboration of robots to solve more 
complex tasks, and enhancing the adaptability of the robots in various domains. 
 
6 Future Research 
With the acceleration and advancement of cloud robotics and their applications, 
challenges become more sophisticated and complex. Challenges can fall into main 
streams like security, fault tolerance, scalability of the infrastructure, integration of 
affection and intelligence, quality of service provided by robot units, trust and the 
influence on interpersonal relationships. 
Big data analytics tools for mining large data-sets captured by robots sensors is 
needed for improving human robot interactions, where this captured data (cloud 
data) will let researchers and practitioners in the field of cloud robots to design and 
develop new algorithms to enhance the knowledge of cloud robot systems [89]. 
Developing new algorithms for fault tolerance control, load balancing and for 
handling the varying in network latency are really open challenges in robots future 
research directions [90]. Moreover, scalable cloud infrastructures and data scaling 
techniques are needed where the first is important to scale the infra upon the size of 
the robots and the latter to scale the size of big data captured by robots to get better 
performance results. 
On the other hand, ensuring effective privacy and security of data procedures is 
important since data that are captured by robots (cloud data) need to be secure by 
not allowing unauthorized party from accessing it or controlling the robot by the use 
of it [90]. In some critical cases, there is a need to contact a human to assist rather 
than a robot (available on-demand), where this approach must be balanced 
 
 
 
 
 
 
 
 
 
with the cost associated with it. Algorithms will be developed to decide when 
best to contact a human or when to proceed with the robot’s control [47]. Optimistic 
researchers expect and demand developing robotic systems that fulfill real-time 
requirements [47, 88], and thorough analysis toward assuring the reliability and 
conformance to standards to achieve better performance [88]. 
In summary, cloud robotics is a result of radical advancements in the technology. 
In terms of computing, cloud services offer virtually unlimited scalability options. 
And in terms of communication technology, the wide spread of high speed wireless 
networks. However, as any generic cloud based service, security, privacy, 
communication cost, reliability, and many others are still with high level of concern. 
It is essential to assess the feasibility of cloud robotics in terms available technical 
capabilities, financial resources and running cost, and user acceptance. The idea of 
cloud robotics seems to be conceptually ideal in the meantime, but the concerns and 
open issues ask for investigating more in assurance mechanisms. 
Bibliography 
[1] [1] K. Khodabandehloo, “Robotics in food manufacturing,” in Proceedings of the IEEE/ASME 
International Conference on Advanced Intelligent Mechatronics, p. 10, June 1997. 
[2] [2] F. Park, “Robotics and manufacturing,” in Proceedings of the 13th International Conference 
onControl Automation Robotics Vision (ICARCV), p. 1, Dec 2014. 
[3] [3] P. Dario, E. Guglielmelli, B. Allotta, and M. C. Carrozza, “Robotics for medical applications,” 
IEEE Robotics Automation Magazine, vol. 3, pp. 44–56, Sep 1996. 
[4] [4] S. D. Zagal and B. Tondu, “Control system of artificial chemico-mechanical muscle. medical 
robotics application,” in Proceedings of the 15th International Conference on Computing (CIC’06), pp. 
209–214, Nov 2006. 
[5] [5] Z. Vamossy and T. Haidegger, “The rise of service robotics: Navigation in medical and mobile 
applications,” in Proceedings of the 2014 IEEE 12th International Sym- posium on Applied Machine 
Intelligence and Informatics (SAMI), p. 11, Jan 2014. 
[6] [6] J. A. Bagnell, D. Bradley, D. Silver, B. Sofman, and A. Stentz, “Learning for au- tonomous 
navigation,” IEEE Robotics Automation Magazine, vol. 17, pp. 74–84, June 2010. 
[7] [7] E. C. Ortiz, J. N. Salcedo, S. Lackey, L. Fiorella, and I. L. Hudson, “Soldier vs. non- military novice 
performance patterns in remote weapon system research,” in Pro- ceedings of the 2012 Symposium on 
Military Modeling and Simulation, MMS ’12, (San Diego, CA, USA), pp. 5:1–5:6, Society for 
Computer Simulation International, 2012. 
[8] [8] D. Schreckenghost, T. Fong, H. Utz, and T. Milam, “Measuring robot performance in real-time for 
NASA robotic reconnaissance operations,” in Proceedings of the 9th Workshop on Performance Metrics 
for Intelligent Systems, PerMIS ’09, (New York, NY, USA), pp. 194–202, ACM, 2009. 
[9] [9] B. Curto and V. Moreno, “A robot in the classroom,” in Proceedings of the First In- ternational 
Conference on Technological Ecosystem for Enhancing Multiculturality, TEEM ’13, (New York, NY, 
USA), pp. 295–296, ACM, 2013. 
[10] [10] F. B. V. Benitti, “Exploring the educational potential of robotics in schools,” Comput. Educ., vol. 
58, pp. 978–988, Apr. 2012. 
[11] [11] R. K. Panda and S. Saxena, “An insight to multi-tasking in cognitive robotics,” in 2016 3rd 
International Conference on Computing for Sustainable Global Develop- ment (INDIACom), pp. 1018–
1023, March 2016. 
[12] [12] G. A. Jacoby and D. J. Chang, “Towards command and control networking of co- operative 
autonomous robotics for military applications (carma),” in Proceedings of the Canadian Conference on 
Electrical and Computer Engineering (CCECE2008), pp. 815–820, May 2008. 
[13] [13] J. Y. Chen and M. J. Barnes, “Robotics operator performance in a military multi- tasking 
environment,” in Proceedings of the 3rd ACM/IEEE International Confer- ence on Human-Robot 
Interaction (HRI), pp. 279–286, March 2008. 
 
 
 
 
 
 
 
 
 
 
 
[14] [14] M. Inaba, “Remote-brained robots,” in Proceedings of the Fifteenth International Joint Conference 
on Artifical Intelligence - Volume 2, IJCAI’97, (San Francisco, CA, USA), pp. 1593–1606, Morgan 
Kaufmann Publishers Inc., 1997. 
[15] [15] M. Inaba, S. Kagami, K. Sakaki, F. Kanehiro, and H. Inoue, “Vision-based multisen- sor integration 
in remote-brained robots,” in Proceedings of the IEEE International Conference on Multisensor Fusion 
and Integration for Intelligent Systems, pp. 747– 754, Oct 1994. 
[16] [16] M. Inaba, F. Kanehiro, S. Kagami, and H. Inoue, “Vision-equipped apelike robot based on the 
remote-brained approach,” in Proceedings of the 1995 IEEE Interna- tional Conference on Robotics and 
Automation, vol. 2, pp. 2193–2198, May 1995. 
[17] [17] M. Inaba, “Remote-brained humanoid project,” Advanced Robotics, vol. 11, no. 6, pp. 605–620, 
1996. 
[18] [18] M. Inaba, “Developmental processes in remote-brained humanoids,” in Robotics Re- search (Y. 
Shirai and S. Hirose, eds.), pp. 344–355, Springer London, 1998. 
[19] [19] S. Kagami, F. Kanehiro, K. Nagasaka, Y. Tamiya, M. Inaba, and H. Inoue,  “De- sign and 
implementation of brain real-time part for remote-brained robot approach,” in Proceedings of the 
IEEE/RSJ International Conference on Intelligent Robot and Systems, Innovative Robotics for Real-
World Applications. September 7-11, 1997, Grenoble, France, pp. 828–835, 1997. 
[20] [20] F. Kanehiro, I. Mizuuchi, K. Koyasako, Y. Kakiuchi, M. Inaba, and H. Inoue, “De- velopment of a 
remote-brained humanoid for research on whole body action,” in Pro- ceedings. 1998 IEEE International 
Conference on Robotics and Automation, vol. 2, pp. 1302–1307, May 1998. 
[21] [21] J. D. E. endall, R. C. Mack, and R. R. Wellock, “Remote control of robot aircraft,” July 2 1963. US 
Patent 3,096,046. 
[22] [22] M. Inaba, S. Kagami, F. Kanehiro, Y. Hoshino, and H. Inoue, “A platform for robotics research 
based on the remote-brained robot approach,” The International Journal of Robotics Research, vol. 19, 
no. 10, pp. 933–954, 2000. 
[23] [23] S. Kagami, Y. Tamiya, M. Inaba, and H. Inoue, “Design of real-time large scale robot software 
platform and its implementation in the remote-brained robot project,” in Proceedings of the 1996 
IEEE/RSJ International Conference on Intelligent Robots and Systems, vol. 3, pp. 1394–1399, Nov 1996. 
[24] [24] S. Cui, X. Xu, Z. Lian, L. Zhao, and Z. Bing, “Design and path planning for a remote-brained 
service robot,” in Life System Modeling and Simulation (K. Li, X. Li, G. Irwin, and G. He, eds.), vol. 
4689 of Lecture Notes in Computer Science, pp. 492– 500, Springer Berlin Heidelberg, 2007. 
[25] [25] A. Sheta and M. Salamah, “A multistage image processing methodology for land- mine detection 
using an innovative NXT mobile robot system,” in Proceedings of the 2009 International Conference on 
Image Processing, Computer Vision, and Pat- tern Recognition (H. R. Arabnia and G. Schaefer, eds.), 
pp. 202–208, CSREA Press, 2009. 
[26] [26] K. Kawasaki, Y. Motegi, M. Zhao, K. Okada, and M. Inaba, “Dual connected bi- copter with new 
wall trace locomotion feasibility that can fly at arbitrary tilt an- gle,” in 2015 IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), pp. 524–531, Sept 2015. 
[27] [27] M. Mitsuishi, Y. Hatamura, T. Nagao, and H. Inoue, “Development of a user friendly 
manufacturing system,” in The International Conference on Manufacturing Systems and Environment, 
pp. 167–172, 1990. 
[28] [28] S. Alian, N. Ghatasheh, and M. Abu-Faraj, “Multi-agent swarm spreading ap- proach in unknown 
environments,” International Journal of Computer Science Is- sues (IJCSI), vol. 11, no. 2, pp. 160–168, 
2014. 
[29] [29]G. Hu, W. P. Tay, and Y. Wen, “Cloud robotics: architecture, challenges and applica- tions,” vol. 26, 
no. 3, pp. 21–28, 2012. 
[30] [30] G. T. McKee and P. S. Schenker, “Networked robotics,” in Sensor Fusion and Decen- tralized 
Control in Robotic Systems III, vol. 4196, pp. 197–210, International Society for Optics and Photonics, 
2000. 
[31] [31] G. McKee, What is Networked Robotics?, pp. 35–45. Berlin, Heidelberg: Springer Berlin 
Heidelberg, 2008. 
 
 
 
 
 
 
 
 
 
[32] [32] T. Sato and R. Jarvis, “Session overview networked robotics,” in Robotics Research (S. Thrun, R. 
Brooks, and H. Durrant-Whyte, eds.), vol. 28 of Springer Tracts in Advanced Robotics, pp. 509–509, 
Springer Berlin Heidelberg, 2007. 
[33] [33] A. Sanfeliu, N. Hagita, and A. Saffiotti, “Network robot systems,” Robotics and autonomous 
systems, vol. 56, pp. 793–797, 10 2008. 
[34] [34] E. Cardozo, E. Guimaraes, L. Rocha, R. Souza, F. Paolieri, and F. Pinho, “A plat- form for 
networked robotics,” in Proceedings of the 2010 IEEE/RSJ International Conference on Intelligent 
Robots and Systems (IROS), pp. 1000–1005, Oct 2010. 
[35] [35] K. Kamei, S. Nishio, N. Hagita, and M. Sato, “Cloud networked robotics,” IEEE Network, vol. 26, 
no. 3, pp. 28–34, 2012. 
[36] [36] M. Tenorth, K. Kamei, S. Satake, T. Miyashita, and N. Hagita, “Building knowledge- enabled cloud 
robotics applications using the ubiquitous network robot platform,” in IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), (Tokyo Big Sight, Japan), pp. 5716–5721, 
November 3–7 2013. 
[37] [37] K. Shaukat and V. Syrotiuk, “Locally proactive routing protocols,” in Ad-Hoc, Mo- bile and 
Wireless Networks (I. Nikolaidis and K. Wu, eds.), vol. 6288 of Lecture Notes in Computer Science, pp. 
67–80, Springer Berlin Heidelberg, 2010. 
[38] [38] D. Tepsic, M. D. Veinovic, D. Zivkovic, and N. Ilic, “A novel proactive routing protocol in mobile 
ad hoc networks,” Ad Hoc & Sensor Wireless Networks, vol. 27, no. 3-4, pp. 239–261, 2015. 
[39] [39] Q. Luo and J. Zhao,  “Research on the performances of ad hoc routing protocol,”  in Proceedings of 
the 2012 International Conference on Cybernetics and Informat- ics (S. Zhong, ed.), vol. 163 of Lecture 
Notes in Electrical Engineering, pp. 3–9, Springer New York, 2012. 
[40] [40] W. Chanei and S. Charoenpanyasak, “Enhanced mobile ad hoc routing protocol us- ing cross layer 
design in wireless sensor networks,” in New Paradigms in Internet Computing (S. Patnaik, P. Tripathy, 
and S. Naik, eds.), vol. 203 of Advances in Intel- ligent Systems and Computing, pp. 1–11, Springer 
Berlin Heidelberg, 2013. 
[41] [41] D. Lorencik and P. Sincak, “Cloud robotics: Current trends and possible use as a service,” in 
Proceedings of the 2013 IEEE 11th International Symposium on Applied Machine Intelligence and 
Informatics (SAMI), pp. 85–88, Jan 2013. 
[42] [42] B. Hayes, “Cloud computing,” Commun. ACM, vol. 51, pp. 9–11, July 2008. 
[43] [43] A. Anjomshoaa and A. M. Tjoa, “How the cloud computing paradigm could shape the future of 
enterprise information processing,” in Proceedings of the 13th Inter- national Conference on Information 
Integration and Web-based Applications and Services, iiWAS ’11, (New York, NY, USA), pp. 7–10, 
ACM, 2011. 
[44] [44] T. Erl, R. Puttini, and Z. Mahmood, Cloud Computing: Concepts, Technology & Architecture. 
Upper Saddle River, NJ, USA: Prentice Hall Press, 1st ed., 2013. 
[45] [45] K. Goldberg and B. Kehoe, “Cloud robotics and automation: A survey of related work,” tech. rep., 
EECS Department, University of California, Berkeley, Jan 2013. 
[46] [46] J. Kuffner, “Cloud-enabled robots,” in Proceedings of the IEEE-RAS International Conference on 
Humanoid Robot, 2010. 
[47] [47] B. Kehoe, S. Patil, P. Abbeel, and K. Goldberg, “A survey of research on cloud robotics and 
automation,” vol. 12, no. 2, pp. 398–409. 
[48] [48] N. Tian, M. Matl, J. Mahler, Y. X. Zhou, S. Staszak, C. Correa, S. Zheng, Q. Li, R. Zhang, and K. 
Goldberg, “A cloud robot system using the dexterity network and berkeley robotics and automation as a 
service (brass),” in 2017 IEEE International Conference on Robotics and Automation (ICRA), pp. 1615–
1622, May 2017. 
[49] [49] R. Rahimi, C. Shao, M. Veeraraghavan, A. Fumagalli, J. Nicho, J. Meyer, S. Ed- wards, C. 
Flannigan, and P. Evans, “An industrial robotics application with cloud computing and high-speed 
networking,” in 2017 First IEEE International Confer- ence on Robotic Computing (IRC), pp. 44–51, 
April 2017. 
 
 
 
 
 
 
 
 
 
 
 
[50] [50] L. Zhang, H. Y. Zhang, Z. Fang, X. Xiang, M. Huchard, and R. Zapata, “Towards an architecture-
centric approach to manage variability of cloud robotics,” CoRR, vol. abs/1701.03608, 2017. 
[51] [51] E. Cardarelli, V. Digani, L. Sabattini, C. Secchi, and C. Fantuzzi, “Cooperative cloud robotics 
architecture for the coordination of multi-agv systems in industrial ware- houses,” Mechatronics, vol. 45, 
pp. 1 – 13, 2017. 
[52] [52] X. V. Wang, L. Wang, A. Mohammed, and M. Givehchi, “Ubiquitous manufacturing system based 
on cloud: A robotics application,” Robotics and Computer-Integrated Manufacturing, vol. 45, pp. 116 – 
125, 2017. Special Issue on Ubiquitous Manufac- turing (UbiM). 
[53] [53] R. Doriya, P. Sao, V. Payal, V. Anand, and P. Chakraborty, “A review on cloud robotics based 
frameworks to solve simultaneous localization and mapping (slam) problem,” CoRR, vol. 
abs/1701.08444, 2017. 
[54] [54] J. Wan, S. Tang, Q. Hua, D. Li, C. Liu, and J. Lloret, “Context-aware cloud robotics for material 
handling in cognitive industrial internet of things,” IEEE Internet of Things Journal, vol. PP, no. 99, pp. 
1–1, 2017. 
[55] [55] A. K. Bozcuog˘lu and M. Beetz, “A cloud service for robotic mental simulations,” in 2017 IEEE 
International Conference on Robotics and Automation (ICRA), pp. 2653– 2658, May 2017. 
[56] [56] J. Ramírez De La Pinta, J. M. Maestre Torreblanca, I. Jurado, and S. Reyes De Cozar, “Off the shelf 
cloud robotics for the smart home: Empowering a wireless robot through cloud computing,” Sensors, vol. 
17, no. 3, 2017. 
[57] [57] B. Li, X. Ling, Y. Huang, L. Gong, and C. Liu, “Predictive current control of a switched reluctance 
machine in the direct-drive manipulator of cloud robotics,” Clus- ter Computing, pp. 1–13, 2017. 
[58]  [58]R. Bogue, “Cloud robotics: a review of technologies, developments and applica- tions,” Industrial 
Robot: An International Journal, vol. 44, no. 1, pp. 1–5, 2017. 
[59] [59] H. Yan, Q. Hua, Y. Wang, W. Wei, and M. Imran, “Cloud robotics in smart manu- facturing 
environments: Challenges and countermeasures,” Computers & Electrical Engineering, 2017. 
[60] [60] W. Xu, Q. Liu, W. Xu, Z. Zhou, D. T. Pham, P. Lou, Q. Ai, X. Zhang, and J. Hu, “Energy condition 
perception and big data analysis for industrial cloud robotics,” Procedia CIRP, vol. 61, pp. 370 – 375, 
2017. The 24th CIRP Conference on Life Cycle Engineering. 
[61] [61] A. Manzi, L. Fiorini, R. Esposito, M. Bonaccorsi, I. Mannari, P. Dario, and F. Cav- allo, “Design of 
a cloud robotic system to support senior citizens: the kubo experi- ence,” Autonomous Robots, vol. 41, 
pp. 699–709, Mar 2017. 
[62] [62] A. Koubâa, B. Qureshi, M.-F. Sriti, Y. Javed, and E. Tovar, “A service-oriented cloud- based 
management system for the internet-of-drones,” in 2017 IEEE International Conference on Autonomous 
Robot Systems and Competitions (ICARSC), pp. 329– 335, April 2017. 
[63] [63] A. Koubaa, M. Alajlan, and B. Qureshi, “Roslink: Bridging ros with the internet-of- things for cloud 
robotics,” in Robot Operating System (ROS), pp. 265–283, Springer, 2017. 
[64] [64] Z. Du, L. He, Y. Chen, Y. Xiao,  P.  Gao,  and T.  Wang,  “Robot cloud:  Bridging  the power of 
robotics and cloud computing,” Future Generation Computer Systems, vol. 74, pp. 337 – 348, 2017. 
[65] [65] B. Vanelli, M. Rodrigues, M. P. da Silva, A. Pinto, and M. A. R. Dantas, A Proposed Architecture 
for Robots as a Service, pp. 117–130. Cham: Springer International Publishing, 2017. 
[66] [66] M. Pasha and K. u. R. Khan, “Opportunistic task offloading in vehicular networks,” in 2017 Third 
International Conference on Advances in Electrical, Electronics, In- formation, Communication and 
Bio-Informatics (AEEICB), pp. 510–514, Feb 2017. 
[67] [67] R. Chaâri, F. Ellouze, A. Koubâa, B. Qureshi, N. Pereira, H. Youssef, and E. Tovar, “Cyber-
physical systems clouds: A survey,” Computer Networks, vol. 108, no. Sup- plement C, pp. 260 – 278, 
2016. 
[68] [68] Y. Fu, J. Zhu, and S. Gao, “Cps information security risk evaluation system based on petri net,” in 
2017 IEEE Second International Conference on Data Science in Cyberspace (DSC), pp. 541–548, June 
2017. 
[69] [69] F. Ren, “Robotics cloud and robotics school,” in Natural Language Processing and- Knowledge 
Engineering (NLP-KE), 2011 7th International Conference on, pp. 1–8, IEEE. 
 
 
 
 
 
 
 
 
 
[70] [70] E. Guizzo, “Robots with their heads in the clouds,” IEEE Spectrum, vol. 3, no. 48, pp. 16–18, 2011. 
[71]  [71]A. A. Proia, D. Simshaw, and K. Hauser, “Consumer cloud robotics and the fair in- formation 
practice principles: Recognizing the challenges and opportunities ahead,” 
[72] [72] B. Qureshi and A. Koubâa, “Five traits of performance enhancement using cloud robotics: A 
survey,” Procedia Computer Science, vol. 37, no. Supplement C, pp. 220– 227, 2014. The 5th 
International Conference on Emerging Ubiquitous Systems and Pervasive Networks (EUSPN-2014)/ 
The 4th International Conference on Current and Future Trends of Information and Communication 
Technologies in Healthcare (ICTH 2014)/ Affiliated Workshops. 
[73] [73] B. Kehoe, S. Patil, P. Abbeel, and K. Goldberg, “A survey of research on cloud robotics and 
automation,” IEEE Transactions on Automation Science and Engineer- ing, vol. 12, pp. 398–409, April 
2015. 
[74] [74] L. Russo, S. Rosa, M. Maggiora, and B. Bona, “A novel cloud-based service robotics application to 
data center environmental monitoring,” vol. 16, no. 8, p. 1255. 
[75] [75] H. Durrant-Whyte and T. Bailey, “Simultaneous localization and mapping: part i,”IEEE robotics & 
automation magazine, vol. 13, no. 2, pp. 99–110, 2006. 
[76] [76] R. Arumugam, V. R. Enti, Liu Bingbing, Wu Xiaojun, K. Baskaran, Foong Foo Kong, A. S. Kumar, 
Kang Dee Meng, and Goh Wai Kit, “DAvinCi: A cloud comput- ing framework for service robots,” in 
Robotics and Automation (ICRA), 2010 IEEE International Conference on, pp. 3084–3089, IEEE, IEEE, 
2010. 
[77] [77] B. Kehoe, A. Matsukawa, S. Candido, J. Kuffner, and K. Goldberg, “Cloud-based robot grasping 
with the google object recognition engine,” in Robotics and Automa- tion (ICRA), 2013 IEEE 
International Conference on, pp. 4263–4270, IEEE, 2013. 
[78] [78] B. Koken, “Cloud robotics platforms,” Interdisciplinary Description of Complex Sys- tems, vol. 13, 
no. 1, pp. 26–33, 2015. 
[79] [79] M. Bonaccorsi, L. Fiorini, F. Cavallo, A. Saffiotti, and P. Dario, “A cloud robotics solution to 
improve social assistive robots for active and healthy aging,” vol. 8, no. 3, pp. 393–408. 
[80] [80] S. S. Srinivasa, D. Ferguson, C. J. Helfrich, D. Berenson, A. Collet, R. Diankov, G. Gallagher, G. 
Hollinger, J. Kuffner, and M. V. Weghe, “Herb: a home exploring robotic butler,” Autonomous Robots, 
vol. 28, no. 1, pp. 5–20, 2010. 
[81] [81] M. K. Ng, S. Primatesta, L. Giuliano, M. L. Lupetti, L. O. Russo, G. A. Farulla, M. Indaco, S. Rosa, 
C. Germak, and B. Bona, “A cloud robotics system for telep- resence enabling mobility impaired people 
to enjoy the whole museum experience,” in Design & Technology of Integrated Systems in Nanoscale 
Era (DTIS), 2015 10th International Conference on, pp. 1–6, IEEE. 
[82] [82] S. Jordán, T. Haidegger, L. Kovács, I. Felde, and I. Rudas, “The rising prospects of cloud robotic 
applications,” in Computational Cybernetics (ICCC), 2013 IEEE 9th International Conference on, pp. 
327–332, IEEE, 2013. 
[83] [83] A. Rahman, J. Jin, A. Cricenti, A. Rahman, and D. Yuan, “A cloud robotics frame- work of optimal 
task offloading for smart city applications,” in 2016 IEEE Global Communications Conference 
(GLOBECOM), pp. 1–7, Dec 2016. 
[84] [84] H. Zhang, L. Zhang, Z. Fang, H. Trannois, M. Huchard, and R. Zapata, “Crala: Towards a domain 
specific language of architecture-centric cloud robotics,” in 2015 IEEE International Conference on 
Information and Automation, pp. 456–461, Aug 2015. 
[85] [85] S. Kamburugamuve, H. He, G. Fox, and D. Crandall, “Cloud-based parallel imple- mentation of 
slam for mobile robots,” in Proceedings of the International Confer- ence on Internet of Things and 
Cloud Computing, ICC ’16, (New York, NY, USA), pp. 48:1–48:7, ACM, 2016. 
[86] [86] R. Limosani, A. Manzi, L. Fiorini, F. Cavallo, and P. Dario, “Enabling global robot navigation 
based on a cloud robotics approach,” vol. 8, no. 3, pp. 371–380. 
[87] [87] G. Hu, W.-P. Tay, and Y. Wen, “Cloud robotics: architecture, challenges and appli- cations.,” IEEE 
Network, vol. 26, no. 3, pp. 21–28, 2012. 
[88] [88] J. Wan, S. Tang, H. Yan, D. Li, S. Wang, and A. V. Vasilakos, “Cloud robotics: Current status and 
open issues,” pp. 1–1. 
 
 
 
 
 
 
 
 
 
 
 
[89] [89] B. Qureshi and A. Koubâa, “Five traits of performance enhancement using cloud robotics: A 
survey,” Procedia Computer Science, vol. 37, pp. 220–227, 2014. 
[90] [90] Khuram Shahzad, “Cloud robotics and autonomous vehicles,” in Autonomous Vehi- cle, 2016. 
 
Authors 
 
Alaa F. Sheta, is a Full time Assistant Professor/Department of 
Computing Sciences, Texas A&M University Corpus Christi, USA.  
He received his B.E., M.Sc. degrees in Electronics and 
Communication Engineering/Faculty of Engineering, Cairo 
University in 1988 and 1994, respectively. He received his Ph.D. 
from the Computer Science Department, George Mason University, 
USA in 1997. He published 150+ journal and conference papers, 
published two books, and co-editor of a book. His research interests 
include Evolutionary Computation, Software Reliability and Cost 
Estimation, Dynamical Nonlinear Systems Modeling & Simulation, 
Image Processing, Biotechnology, Business Intelligence, Robotics, 
Swarm Intelligence, Automatic Control, Fuzzy Logic & Neural 
Networks. 
 
 Nazeeh Ghatasheh, is an Associate professor at Business 
Information Technology Department/The University of Jordan 
(Jordan).  Nazeeh Ghatasheh received his B.Sc. degree in Computer 
Information Systems from The University of Jordan, Amman, Jordan, 
in 2004. Then he was awarded merit-based scholarships to pursue his 
M.Sc. in e-Business Management and Ph.D. in e-Business at the 
University of Salento (Italy), that he obtained in 2008 and 2011 
respectively. His research interests include e-Business, Business 
Analytics, Applied Computational Intelligence, and  Data Mining. 
Ghatasheh, at present, is the Director of Computer Center at The 
University of Jordan, Aqaba, Jordan. 
 
 Hossam Faris, is an Associate professor at Business Information 
Technology Department/ The University of Jordan (Jordan).  Hossam 
Faris received his B.Sc, M.Sc. degrees in Computer Science from 
Yarmouk University and Al-Balqa` Applied University in 2004 and 
2008 respectively in Jordan. Then, he was awarded a scholarship to 
pursue his PhD degrees in e-Business at University of Salento, Italy, 
where he obtained his PhD degree in 2011. In 2016, he worked as a 
Postdoctoral researcher with GeNeura team at the University of 
Granada (Spain). His research interests include: Applied 
Computational Intelligence, Evolutionary Computation, and Data 
mining. 
 
  
 Ali Rodan, MIEEE (B.Sc. PSUT 2004; M.Sc. Oxford Brookes 
University 2005; Ph.D. The University of Birmingham 2012) is an 
Associate Professor of Computer science at the University of Jordan, 
Jordan. His research interests include recurrent neural networks, 
dynamical systems and machine learning. He has co-organized 4 
 
 
 
 
 
 
 
 
 
special sessions devoted to learning on temporal data at international 
conferences. He is the Editor of a Book on Springer and a publisher 
of more than 10 JCR ISI journals. Currently he specializes on 
reservoir computation models including their design and theoretical 
properties. 
 
  
 
