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a b s t r a c t
The subject of this paper is a systemof two rational type difference equationswith constant
coefficients in the form:
x1(n+ 1) = a
xk1(n)
+ b
x2(n)
x2(n+ 1) = a
xk21 (n)
,
where a, b ∈ R, k ∈ N = {1, 2, . . .}, n ∈ N0, N0 = {0, 1, 2, . . .}. The asymptotic behavior of
the solutions and the phase portrait are described. Moreover, an attractor is investigated.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Difference equations appeared much earlier than differential equations. But it is only recently that difference equations
gained the place they deserve. There is no doubt the interest in difference calculus is related to computers which let
effectively apply approximatemethods to solve nonlinear difference equations and systems, see e.g. Kelley and Peterson [1],
Agarwal [2], Kocic and Ladas [3], Elaydi [4], Kulenović and Ladas [5], Grove and Ladas [6]. There are alsomany papers dealing
with the global behavior, stability, qualitative properties of solutions of rational difference equations. The interesting results
can be found, for example in [7–20].
For some work on rational systems in the plane, see [21–23]. In those papers there are considered special cases of the
‘‘full’’ rational system in the plane
xn+1 = α1 + β1xn + γ1ynA1 + B1xn + C1yn
yn+1 = α2 + β2xn + γ2ynA2 + B2xn + C2yn ,
but none of them has involved higher power of sequences {xn} or {yn}.
Hence, in this paper the system of two rational difference equations
x1(n+ 1) = a
xk1(n)
+ b
x2(n)
x2(n+ 1) = a
xk21 (n)
,
(1)
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where a, b ∈ R, k ∈ N = {1, 2, . . .}, n ∈ N0, N0 = {0, 1, 2, . . .} is considered. The asymptotic behavior of the solutions and
the phase space are described. The results obtained in this paper are generalizations of the results in [24,25], where the case
k = 1 is presented. This is the first part of work; some interesting results have been obtained also for the case k ∈ (0, 1) but
work is still in progress.
2. Shape of a curve and trajectories
In the sequel we will need the following definition of forbidden sets (see [5]).
Definition 2.1. The set F of all initial conditions (x1(0), x2(0)) ∈ R2 of the system (1) through which the system (1) is not
well defined for all n ≥ 0 is called the forbidden set F of the system (1).
Hence, one of our goals in this section is to determine the forbidden set F of the system (1).
Lemma 2.2. Let a ≠ 0, b ≠ 0. The transformation of the space R2 given by the formula
Φ(x1, x2) =

a
xk1
+ b
x2
,
a
xk21

(2)
transforms every curve of the form x2 = mxk1 (except x2 = − ba xk1) into a curve of the same form.
Proof. Let us take any curve
x2 = mxk1 (3)
from the space R2 and look for its image obtained by the transformationΦ . DenotingΦ(x1, x2) = (y1, y2)we get
y1 = a
xk1
+ b
mxk1
= am+ b
mxk1
. (4)
Supposing thatm ≠ − ba we obtain from (4)
xk
2
1 =
(am+ b)k
mkyk1
.
Hence, from the second coordinate of the transformationΦ we obtain
y2 = am
k
(am+ b)k y
k
1. (5)
If in (3)
• limn→∞ x1 = 0 then from (4) limn→∞ y1 = ∞ or limn→∞ y1 = −∞,
• limn→∞ x1 = ∞ or limn→∞ x1 = −∞ then from (4) limn→∞ y1 = 0.
Replacing, in (5), y1 and y2 by x1 and x2 respectively, we obtain that the image of the curve x2 = mxk1 is the curve
x2 = am
k
(am+ b)k x
k
1.  (6)
Notice that the transformationΦ is induced by the system (1).
Theorem 2.3. Let a ≠ 0, b < 0, k-even. Then the forbidden set F of the system (1) is a numbered family F of curves defined by
x2 = (−b)
s
i=0 ki−s
ms
xk1, s = 0, 1, 2, . . . , (7)
where
ms = −(ams−1) 1k + a(−b)
s−1
i=0 ki−s , s = 1, 2, . . . ,
m0 = a,
x2 = 0 or x1 = 0. (8)
Proof. (i) In the case (8) the theorem is evident since then x1(1) and/or x2(1) do not exist.
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(ii) Consider the case (7) for s = 0, that is, x2(0) = − ba xk1(0). Then we get
x1(1) = a
xk1(0)
+ b− ba xk1(0)
= a
xk1(0)
− a
xk1(0)
= 0.
Therefore, we cannot find x1(2) from the first equation of the system (1) and hence the theorem holds. In the sameway
we state that if x2(s) = − ba xk1(s) for some s ∈ N0 then x1(s+ 1) = 0 and hence it is not possible to find x1(s+ 2) from
the first equation of the system (1).
(iii) Take now the solution with the initial values x1(0), x2(0) such that
x2(0) = (−b)
1+k
k
−a 2k + a(−b) 1k
xk1(0) (condition (7) fors = 1),
that is the point from the curve
x2 = (−b)
1+k
k
−a 2k + a(−b) 1k
xk1.
By the proof of Lemma 2.1 the image of this curve has the following equation
x2 =
a

(−b) 1+kk
−a 2k +a(−b) 1k
k

a (−b)
1+k
k
−a 2k +a(−b) 1k
+ b
k xk1,
i.e.
x2 = −bax
k
1.
Hence, x2(1) = − ba xk1(1). By part (ii) of the proof x1(2) = 0 and consequently x1(3) does not exist.
(iv) Suppose now that the solution {x1(n)}∞n=0, {x2(n)}∞n=0 of the system (1) with initial values x1(0), x2(0) are such that
x2(0) = (−b)
s
i=0 ki−s
ms
xk1(0),
where ms = −(ams−1) 1k + a(−b)
s
i=0 ki−s , m0 = a does not exist for n > s + 1. We examine the solution with initial
values x1(0), x2(0) such that
x2(0) = (−b)
s+1
i=0 ki−(s+1)
ms+1
xk1(0),
that is, with the trajectory starting from the point of the curve
x2 = (−b)
s+1
i=0 ki−(s+1)
ms+1
xk1.
By the proof of Lemma 2.1 the point (x1(1), x2(1)) of this trajectory is on the curve
x2 = am
k
(am+ b)k x
k
1, m =
(−b)s+1i=0 ki−(s+1)
ms+1
.
Substituting this value ofmwith the equation of the curve, we get
x2 =
a

(−b)
s+1
i=0 ki−(s+1)
ms+1
k

a (−b)
s+1
i=0 ki−(s+1)
ms+1 + b
k xk1 = a(−b)
s+1
i=0 ki−(s+1)
a(−b)s+1i=0 ki−(s+1) + bms+1k xk1
= a(−b)
s+1
i=0 ki−s
a(−b)s+1i=0 ki−(s+1) + b −(ams) 1k + a(−b)si=0 ki−(s+1)k xk1
= a(−b)
s+1
i=0 ki−s
b(ams)
1
k
k xk1 = (−b)
s
i=0 ki−s
ms
xk1.
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That is
x2(1) = (−b)
s
i=0 ki−s
ms
xk1(1).
By the inductive hypothesis a trajectory starting from such a point vanishes after s+1 steps, our solution does not exist
for n > s+ 2. 
Remark 2.4. In the case b > 0, k-even a trajectory starting from any point, except the point satisfying x2(0) = − ba xk1(0)
does not vanish, which follows from the proof of Theorem 2.2.
Remark 2.5. For k-odd and a ≠ 0 the thesis of Theorem 2.2 holds.
3. Phase portrait and weak attractor
Substitutions:x1(n) = a
1
k+1 a˜−
1
k+1 u1(n),
x2(n) = b−a˜2 + a˜ a
− 1k+1 a˜
1
k+1 u2(n),
where n ∈ N0 and a˜ satisfies the following equality
a(1− a˜) = bak−1a˜1−k (9)
transform the system (1) to the system of the form
u1(n+ 1) = a˜
uk1(n)
+ a˜(1− a˜)
u2(n)
u2(n+ 1) = a˜
uk21 (n)
.
(10)
In the next sections we will consider the properties of such system, especially weak attractors.
Definition 3.1. An equilibrium point of the system
u1(n+ 1) = f (u1(n), u2(n))
u2(n+ 1) = g(u1(n), u2(n)), (11)
is a point (u1, u2) ∈ R2 such that
u1 = f (u1, u2)
u2 = g(u1, u2).
Definition 3.2. The equilibrium point (u1, u2) ∈ R2 of the system (11) is called a weak attractor if one of the subsequences
({u1(2l)}∞l=0, {u2(2l)}∞l=0) or ({u1(2l + 1)}∞l=0, {u2(2l + 1)}∞l=0) of even and odd terms of every solution of the system (11)
converge monotonically to this equilibrium point.
3.1. Case k-even
The solutions of the system (10) will be considered under the condition a˜ ∈ (0, 1) (this condition is always satisfied if
ak−2b ∈ 0, (k−1)k−1
kk

). Itwill be proved that thepoint (0, 0) is aweak attractor of the above system.At first some regions of the
phase spaceOu1u2 and their images obtained by the transformationsΦ will be considered. Then the track of transformations
will be built and will show which of the regions is transformed into the other.
Let us denote by Di, i = 1, 2, . . . , 8 the regions of the suitable quadrant bounded by the specified curves:
D1: u1 > 0, u2 > 0; u2 = 0, u2 = a˜uk1;
D2: u1 > 0, u2 > 0; u2 = a˜uk1, u1 = 0;
D3: u1 < 0, u2 > 0; u1 = 0, u2 = a˜uk1;
D4: u1 < 0, u2 > 0; u2 = a˜uk1, u2 = 0;
D5: u1 < 0, u2 < 0; u2 = 0, u2 = (a˜− 1)uk1;
D6: u1 < 0, u2 < 0; u2 = (a˜− 1)uk1, u1 = 0;
D7: u1 > 0, u2 < 0; u1 = 0, u2 = (a˜− 1)uk1;
D8: u1 > 0, u2 < 0; u2 = (a˜− 1)uk1, u2 = 0.
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Let P(p1, p2) ∈ D1 and Q (q1, q2) = Φ(P) where Φ is given by (2). By the definition of the region D1 the point P lies on a
curve u2 = muk1 withm ∈ (0, a˜). From the second equation of (10) we get q2 = a˜pk21 > 0, and because ofm ∈ (0, a˜)we have
a˜m+ a˜(1− a˜) > 0. Therefore, from the first equation of (10) we obtain q1 = a˜pk1 +
a˜(1−a˜)
mpk1
= a˜m+(1−a˜)
mpk1
> 0. This means that
Q is in the first quadrant. The function Ψ (m) = a˜mk[a˜m+a˜(1−a˜)]k is continuous for m ∈ (0, a˜). Examining the limits of Ψ on the
borders we have
lim
m→0+
a˜mk
[a˜m+ a˜(1− a˜)]k = 0, limm→a˜−
a˜mk
[a˜m+ a˜(1− a˜)]k = a˜.
Hence, Ψ (0, a˜) = (0, a˜). By the continuity of the transformation Φ and that Q is in the first quadrant we get Q ∈ D1.
Consequently,Φ(D1) = D1. In similar manner, with suitable modification, we get:
Φ(D2) = {(u1, u2): u1 > 0, u2 > 0, u2 = muk1 ∧m ∈ (a˜, a˜1−k)} := D2,1 ⊂ D2,
Φ(D3) = D2,1 ⊂ D2,
Φ(D4) = D1,
Φ(D5) = D3 ∪ D4,
Φ(D6) = {(u1, u2): u1 > 0, u2 > 0, u2 = muk1 ∧m ∈ (a˜1−k,∞)} := D2,2 ⊂ D2,
Φ(D7) = D2,2 ⊂ D2,
Φ(D8) = D3 ∪ D4.
Now, we can build the above mentioned track of transformations:
D6
↓
D8 → D3 → D2 → D2 (c2)
↓ ↑ ↑
D4 ← D5 D7
↓
D1 → D1 (c1)
. (12)
From the above diagram it follows that there are three possible behaviors of the infinite trajectory:
• it is always in the cycle (c1),
• it is always in the cycle (c2),
• after finite steps it drops into the cycle (c1) or (c2).
Theorem 3.3. Let a˜ ∈ (0, 1), k-even. Then the point (0, 0) is a weak attractor of every trajectory of the system (10) starting from
the point (u1(0), u2(0)) ∈ R2 (except the points lying on the curve u2 = (a˜− 1)uk1).
Proof. Let (u1(0), u2(0)) ∈ D1. From the definition of D1 we have
u2(n) < a˜uk1(n), n ∈ N0. (13)
Multiplying the both sides of (13) by (1− a˜) and adding a˜u2(n), we get
u2(n) < a˜(1− a˜)uk1(n)+ a˜u2(n)
and then
uk2(n)
(a˜(1− a˜)uk1(n)+ a˜u2(n))k
a˜uk
2
1 (n) < a˜u
k2
1 (n).
Let us add (1− a˜)uk21 to the both sides of the above inequality and notice that for a = a˜ and b = a˜(1− a˜)
Φ2(u1, u2) =

a˜uk
2
1 u
k
2
(a˜(1− a˜)uk1 + a˜u2)k
+ (1− a˜)uk21 ,
a˜uk
3
1 u
k2
2
(a˜(1− a˜)uk1 + a˜u2)k2

.
Hence,
u1(n+ 2) < uk21 (n). (14)
On the other hand from (13) we have
a˜u2(n) < a˜2uk1(n).
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Let us add a˜(1− a˜)uk1(n) to both sides of the above inequality. Then
(a˜(1− a˜)uk1(n)+ a˜u2(n))k
2
< a˜k
2
uk
3
1 (n). (15)
Consequently, dividing (15) by a˜
k2 (a˜(1−a˜)uk1(n)+u˜2(n))k
2
a˜uk
2
2 (n)
we get fromΦ2
uk
2
2 (n) <
a˜
a˜k2
uk
2
2 (n) < u2(n+ 2). (16)
Now, suppose that u1(n) < 1. Then
uk
2
1 (n) < u
k
1(n) < u1(n) (17)
and by (14) the inequality
uk
2
1 (n+ 2) < u1(n+ 2) < uk
2
1 (n) < u1(n) < 1 (18)
is satisfied so we have
u1(n+ 2) < u1(n) < 1. (19)
Further from (18) the inequality a˜ < a˜u1(n) <
a˜
uk
2
1 (n)
< a˜u1(n+2) <
a˜
uk
2
1 (n+2)
holds and from the second equation of the system
(10) we obtain
a˜ < u2(n+ 1) < u2(n+ 3). (20)
Basing on (20) and D1 we have a˜ < u2(n+ 1) < a˜uk1(n+ 1), then the inequality
1 < uk1(n+ 1)
implies
1 < u1(n+ 1).
Now, from D1,m ∈ (0, a˜) and by (17) we get
u2(n+ 2) = muk1(n+ 2) < mu1(n+ 2) < muk1(n) = u2(n) < a˜u1(n) < a˜.
Then
u2(n+ 2) < u2(n) < a˜. (21)
Taking into account (21) and the second equation of system (10) we have
a˜
uk21 (n+ 1)
<
a˜
uk21 (n− 1)
< a˜
which leads to
1 < u1(n− 1) < u1(n+ 1). (22)
Summing up the above considerations, we have from (19) to (22):
• the sequences {u1(2l)}∞l=0, {u2(2l)}∞l=0 are decreasing, bounded from below by 0 (therefore converge),• the sequences {u1(2l+ 1)}∞l=0, {u2(2l+ 1)}∞l=0 are increasing,
or conversely.
Let u1(2l) and u2(2l) approach to the g1, g2 respectively with l → ∞. These limits must be nonnegative, because all
trajectories lie in the region D1. Let us suppose that g1, g2 are positive. From (18) we get 0 < g1 < gk
2
1 < g1 < 1 which does
not hold for any g1, so g1 = 0. It can be proved that g2 = 0 in the similar manner using (16) and (21). So the limits of the
sequences {u1(2l)}∞l=0, {u2(2l)}∞l=0 are equal to zero, that is g1 = g2 = 0, then the sequences {u1(2l+ 1)}∞l=0, {u2(2l+ 1)}∞l=0
tend to infinity with l →∞, which follows from the second equation of the system (10). Then the point (0, 0) is the weak
attractor of the system (10). The trajectory being in the cycle (c2) behaves similarly. The proof is analogous. 
Example 3.4. There are the trajectories for a˜ = 0.5, k = 2 and for two different initial points (−1, 1) and (1, 1). These
trajectories are presented by the Figs. 1 and 2 (they are the same but in a different scale). The first trajectory has the initial
point (−1, 1) which belongs to the D3 region and the second one has the initial point (1, 1) which belongs to the D2,1 region.
The next points of both trajectories belong to the region D2,1, which means that all points of these trajectories are in the
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Fig. 1. Trajectories for a˜ = 0.5 and k = 2.
Table 1
Values of coordinates of trajectory points (the initial point (1, 1)).
n 1 2 3 4 5 6
u1(n) 1 0.75 1.38 0.42 4.73 0.04
u2(n) 1 0.50 1.58 0.13 16.47 0.00
Fig. 2. Trajectories for a˜ = 0.5 and k = 2.
Table 2
Values of coordinates of trajectory points (the initial point (−1, 1)).
n 1 2 3 4 5 6
u1(n) −1 0.75 1.38 0.42 4.73 0.04
u2(n) 1 0.50 1.58 0.13 16.47 0.00
cycle (c2). The values of coordinates of succeeded points of trajectories are presented in the Table 1 (for the initial point (1,
1)) and in the Table 2 (for the initial point (−1, 1)).
Moreover it could be observed that the decreasing sequence consists of the even numbered points while the increasing
sequence consists of the odd numbered points.
Example 3.5. In the next figure the trajectory of points which finally drop into the cycle (c1) is presented. The constants are:
a˜ = 0.5 and k = 2. The initial point (1.5,−0.2) belongs to the region D8, the next one to the region D4 and all the rest points
to the region D1 (the trajectory satisfies the track of transformation (12)). The values of coordinates of succeeded points of
the trajectory are presented in the Table 3 (for the initial point (1.5,−0.2)) (see Fig. 3).
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Fig. 3. Trajectories for a˜ = 0.5 and k = 2.
Table 3
Values of coordinates of trajectory points (the initial point (1.5,−0.2)).
n 1 2 3 4 5 6
u1(n) 1.5 −1.03 3.00 0.61 42.08 0.07
u2(n) −0.2 0.10 0.45 0.01 3.53 0.00
3.2. Case k-odd
Let us assume that b > 0, a ∈ (0, 1), b < a − a2. Then, there exists a˜ such that a˜ ∈ (a, 1). Now, we can consider
some regions of the phase space Ou1u2 and their images obtained by the transformations Φ and construct the track of
transformations.
Let us denote by Di, i = 1, 2, . . . , 8 the regions of the suitable quadrant bounded by the specified curves:
D1: u1 > 0, u2 > 0; u2 = 0, u2 = a˜uk1;
D2: u1 > 0, u2 > 0; u2 = a˜uk1, u1 = 0;
D3: u1 < 0, u2 > 0; u1 = 0, u2 = (a˜− 1)uk1;
D4: u1 < 0, u2 > 0; u2 = (a˜− 1)uk1, u2 = 0;
D5: u1 < 0, u2 < 0; u2 = 0, u2 = a˜uk1;
D6: u1 < 0, u2 < 0; u2 = a˜uk1, u1 = 0;
D7: u1 > 0, u2 < 0; u1 = 0, u2 = (a˜− 1)uk1;
D8: u1 > 0, u2 < 0; u2 = (a˜− 1)uk1, u2 = 0.
Using the methods presented in the Section 3.1 we get:
Φ(D1) = D1,
Φ(D2) = {(u1, u2): u1 > 0, u2 > 0, u2 = muk1 ∧m ∈ (a˜, a˜1−k)} := D2,1 ⊂ D2,
Φ(D3) = {(u1, u2): u1 < 0, u2 < 0, u2 = muk1 ∧m ∈ (a˜1−k,∞)} := D6,2 ⊂ D6,
Φ(D4) = D7 ∪ D8,
Φ(D5) = D5,
Φ(D6) = {(u1, u2): u1 < 0, u2 < 0, u2 = muk1 ∧m ∈ (a˜, a˜1−k)} := D6,1 ⊂ D6,
Φ(D7) = {(u1, u2): u1 > 0, u2 > 0, u2 = muk1 ∧m ∈ (a˜1−k,∞)} := D2,2 ⊂ D2,
Φ(D8) = D3 ∪ D4.
Now, we can build the above mentioned track of transformations:
D4 → D7 → D2 → D2 (c3) D1 → D1 (c1)
↓
D8 → D3 → D6 → D6 (c4) D5 → D5 (c2)
↓
D4 (c5)
.
From the above diagram it follows that there are five possible behaviors of the infinite trajectory:
• it is always in the cycle (c1) or (c2),• after finite steps it drops into the cycle (c3) or (c4) or (c5).
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Now we can formulate the following theorem.
Theorem 3.6. Let b > 0, a ∈ (0, 1), b < a − a2, a˜ ∈ (a, 1), k-odd. Then, the point (0, 0) is a weak attractor of each trajectory
of the system (10) starting from the point (u1(0), u2(0)) ∈ R2 (except the points lying on the curve u2 = (a˜− 1)uk1).
Proof. The proof is analogous to the proof of Theorem 3.1. 
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