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Abstract—Nyquist ghost artifacts in EPI images are originated
from phase mismatch between the even and odd echoes. However,
conventional correction methods using reference scans often
produce erroneous results especially in high-field MRI due to
the non-linear and time-varying local magnetic field changes.
Recently, it was shown that the problem of ghost correction can
be transformed into k-space data interpolation problem that can
be solved using the annihilating filter-based low-rank Hankel
structured matrix completion approach (ALOHA). Another re-
cent discovery has shown that the deep convolutional neural
network is closely related to the data-driven Hankel matrix
decomposition. By synergistically combining these findings, here
we propose a k-space deep learning approach that immediately
corrects the k-space phase mismatch without a reference scan.
Reconstruction results using 7T in vivo data showed that the
proposed reference-free k-space deep learning approach for
EPI ghost correction significantly improves the image quality
compared to the existing methods, and the computing time is
several orders of magnitude faster.
Index Terms—MRI, EPI, Nyquist ghost artifact, deep learning
I. INTRODUCTION
Echo-planar imaging (EPI) is one of the widely used MR
imaging sequences. This sequence is fast because the whole k-
space data is acquired through a single RF pulse by alternating
the magnetic field direction in the even and odd lines. This
short scan provides high temporal resolution and has therefore
been used in many imaging modalities such as functional MRI,
diffusion-weighted imaging (DWI) and so on. However, the
rapid change of the magnetic field direction for each line
causes the induction of eddy currents in coils and the magnet
housing. These eddy currents, in turn, generate local fields that
distort Bo and produce a phase mismatch between even and
odd rows. Due to this phase disparity, EPI images suffer from
artifacts often called the N/2-Nyquist ghost artifact. Since
this artifact overlaps with the original image, it often causes
difficulties in analyzing the reconstruction result.
There have been many studies to remove ghost artifact. One
of the most widely used methods to remove ghost artifact
is a navigator-based method [1]–[4]. In this method, a pre-
scanning, often called as reference or navigator scan, is sepa-
rately acquired before an EPI scan to compensate for the phase
mismatch. Most popular and simplest approach is to use k-
space lines without phase encoding gradient so that the phase
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difference between even and odd lines can be calculated. Then,
the phase correction is performed across all phase encoding
lines assuming that the phase offset varies linearly. However,
this method suffer from many disadvantages. Aside from the
additional acquisition time from the pre-scan at every imaging
slice, the linearity assumption for the phase variation is not
sufficiently accurate especially for high-field MR acquisition
due to the complicated field inhomogeneity variations. More-
over, the current fMRI protocol acquires reference scan only
once at the beginning, so it is difficult to capture time-varying
local field fluctuations. To address ghost artifacts from these
nonlinear and time-varying local field changes, navigator-free
methods were proposed. Some researches with pulse sequence
modification show the reduction of ghost artifact [5]–[11]. In
addition, navigator-free methods without any pulse sequence
modification have been also studied [7], [12], [13]. However,
these classic navigator-free methods are generally ineffective
compared to the reference-based methods.
Recently, high-performance reference-free EPI ghost cor-
rection have been proposed using low rank Hankel matrix
completion approaches [14]–[16]. Pioneered by Lee et al [14]
using the annihilating filter-based low-rank Hankel matrix ap-
proach (ALOHA) [17]–[19], the key idea is to take advantage
of the fact that the concatenated Hankel matrix, which consists
of even and odd k-space lines, has a low-rank structure due
to redundancy. Thus, the phase mismatch correction problem
can be converted to the missing k-space interpolation problem
for even and odd k-space data that can be solved using low
rank Hankel matrix completion. This method can be easily
extended to parallel multi-coil imaging by simply stacking
the Hankel matrices of each coil side-by-side and performing
low-rank Hankel matrix completion. However, one of the main
limitations of this approach is computational complexity due to
matrix factorization. Thus, small size annihilating filter size is
often used to reduce the computational complexity. However,
this is not often robust in high field MRI such that it can not
correct the ghost artifacts in some frames.
Therefore, the main goal of this work is to develop a robust
and computational efficient ghost correction method that is
suitable for high field MRI. In particular, inspired by the recent
mathematical discovery showing that the deep convolutional
neural network (CNN) is closely related to the Hankel matrix
decomposition [20], we propose a novel k-space deep learning
method for correcting ghost artifacts. More specifically, similar
to the ALOHA-based ghost correction, we transform the ghost
correction problem into the even and odd virtual k-space
interpolation problem so that k-space deep neural networks
can be designed to estimate the missing k-space lines. The
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2Fig. 1: Reconstruction flow for (a) ALOHA-based ghost artifact removal, and (b) k-space deep learning for ghost artifact
removal. Here, (E) and (O) refers to the frame composed of the even and odd k-space lines, respectively. After the
interpolated even and odd virtual images are generated, the sum-of-squares image is obtained as the final ghost corrected
image. Here, IFT stands for the inverse Fourier transform.
redundancy between the coils from the parallel imaging can
also be exploited by stacking the multi-coil k-space data into
multi-channel inputs. Our extensive experimentation with 7T
in vivo data showed that the proposed k-space deep learning
approaches significantly outperformed existing approaches and
even provided robust and accurate ghost corrections for those
frames that could not be corrected by ALOHA.
II. THEORY
A. ALOHA-based Ghost Correction
To make this paper self-contained, we briefly review the
ALOHA-based ghost correction [14]. Specifically, in the pres-
ence of off-resonances ∆f(x, y), k-space measurement from
an EPI sequence can be expressed as [3], [11]:
ĝ(kx, ky) =∫ ∫
α(x, y)eι2pi[∆f(x,y)((TE+(n−N/2)ESP )+(−1)
n( kxγGx ))]
×eι2pi(kxx+kyy)dxdy, (1)
where ι =
√−1 and kx and ky directions represent the read-
out and phase-encoding, respectively; n denotes the phase
encoding index in the EPI echo train of total length N , and
α(x, y) is the transverse magnetization. Here, TE is the echo
time, and ESP denotes the echo spacing, which is the time
between echoes.
The key idea of ALOHA-based ghost correction [14] is to
split the original equation in (II-A) into the following two sets
of virtual k-space data:
ĝ+(kx, ky)
=
∫ ∫
α(x, y)eι2pi[∆f(x,y)((TE+(n−N/2)ESP )+(
kx
γGx
))]
×eι2pi(kxx+kyy)dxdy
=
∫ ∫
A(x, y)eι2pi∆f(x,y)
kx
γGx · eι2pi(kxx+kyy)dxdy
and
ĝ−(kx, ky)
=
∫ ∫
α(x, y)eι2pi[∆f(x,y)((TE+(n−N/2)ESP )−(
kx
γGx
))]
×eι2pi(kxx+kyy)dxdy
=
∫ ∫
A(x, y)e−ι2pi∆f(x,y)
kx
γGx · eι2pi(kxx+kyy)dxdy
where
A(x, y) = α(x, y)eι2pi∆f(x,y)(TE+(n−N/2)ESP ).
Then, the even and odd echo signals from the actual EPI
measurement can be identified as 1/2-subsampled k-space data
from ĝ+(kx, ky) and ĝ−(kx, ky), respectively.
The image content for the even and odd virtual data are
A(x, y)e+ι2pi∆f(x,y)
kx
γGx and A(x, y)e−ι2pi∆f(x,y)
kx
γGx , respec-
tively, which are different from each other. While the differ-
ence is the main source of the Nyquist ghost artifacts, they
differs only in their phase, so there exists significant redun-
dancy between them. Thus, ALOHA-based EPI correction [14]
exploits these redundancy to interpolate the missing virtual k-
space data. More specifically, when two sets of virtual k-space
data are subtracted, we have the following:
ĝ∆(kx, ky) = ĝn,+(kx, ky)− ĝn,−(kx, ky)
=
∫ ∫
A(x, y)
(
eι2pi∆f(x,y)
kx
γGx − e−ι2pi∆f(x,y) kxγGx
)
×eι2pi(kxx+kyy)dxdy
=
∫ ∫
A(x, y)2ι sin
(
2pi∆f(x, y) kxγGx
)
eι2pi(kxx+kyy)dxdy
3One of the most important observations in [14] is that if the
off-resonance ∆f(x, y) is sufficiently small, then
sin
(
2pi∆f(x, y)
kx
γGx
)
' 2pi∆f(x, y) kx
γGx
. (2)
Hence, we have
ĝ∆(kx, ky) ' ι2pikx
∫ ∫
2
γGx
A(x, y)∆f(x, y)
×eι2pi(kxx+kyy)dxdy
=
2
γGx
F
[
∂A(x, y)∆f(x, y)
∂x
]
(3)
where F denotes the 2D Fourier transform. Since
A(x, y)∆f(x, y) is relatively smooth in most of the
images (which is the same assumption for total variation (TV)
based modeling), it is easy to see that ∂A(x, y)∆f(x, y)/∂x
is sparse. Even in case where the approximation (2)
does not hold, we can expect the even and odd
images have high correlation, so the difference should
be sparse. In order to appreciate its implication, let
km = (k
(m)
x , k
(m)
y ),m = 1, · · · ,M be a collection of finite
number of sampling points of the k-space confirming to the
Nyquist sampling rate, and the discretized k-space data be
defined by
ĝ∆ = ĝ+ − ĝ−
where
ĝ+ =
[
ĝ+(k1) · · · ĝ+(kM )
]T
,
ĝ− =
[
ĝ−(k1) · · · ĝ−(kM )
]T
,
where the superscript T denotes the transpose. Due to the
sparsity, if we construct a Hankel matrix Hd(ĝ∆) ∈ CM×d
from the discretized k-space data ĝ∆, then it is low-ranked
[18]. Here, d denotes the matrix pencil size (for more details
on the construction of Hankel matrices and their relation to
the convolution, see Appendix A in Supplementary Material
or the original reference [20]).
This implies that there exists a vector h ∈ Cd such that
Hd(ĝ∆)h = (Hd (ĝ+)−Hd (ĝ−)) h
=
[
Hd (ĝ+) Hd (ĝ−)
] [ h
−h
]
= 0 (4)
implying that the concatenated Hankel matrix[
Hd (ĝ+) Hd (ĝ−)
] ∈ CM×2d is low-ranked. Similarly, the
concatenated Hankel matrix from P parallel coils is defined
as
Hd|2P (Ĝ) :=[
Hd
(
ĝ
(1)
+
)
Hd
(
ĝ
(1)
−
)
· · · Hd
(
ĝ
(P )
+
)
Hd
(
ĝ
(P )
−
)]
(5)
with Hd|2P (Ĝ) ∈ CM×2dP and
Ĝ :=
[
ĝ
(1)
+ ĝ
(1)
− · · · ĝ(P )+ ĝ(P )−
]
∈ CM×2P
where the superscript denotes the coil index. Then, Hd|2P (Ĝ)
is also low-ranked thanks to the the inter-coil annihilating filter
relationship [17].
Therefore, if some of k-space data are missing, the missing
elements are recovered using low rank Hankel matrix comple-
tion approaches [14], [17]–[19], [21]–[25]:
(MC) min
Ẑ∈CM×2P
RANK Hd|2P (Ẑ) (6)
subject to PΛe [ĝ(i)+ ] = PΛe [ẑ2i−1], (7)
PΛo [ĝ(i)− ] = PΛo [ẑ2i], i = 1, · · · , P
where ẑi denotes the i-th column of Ẑ, Λe and Λo denote
the k-space indices for the even and odd phase encodings,
and PΛ denotes the projection to the sampled index Λ. After
solving (MC), we can obtain the interpolated even and odd
virtual k-space data for each coil, from which the virtual even
and odd images are obtained for each coil by simply taking
the inverse Fourier transform. Then, the final artifact corrected
EPI data can be obtained as the sum of squares. This procedure
of ALOHA-based ghost removal is illustrated in Fig. 1(a).
The low-rank Hankel matrix completion problem (MC) can
be solved in various ways, and ALOHA employs the matrix
factorization approaches [14], [17], [19]. The main technical
problem, however, is the relatively expensive computation
costs for the matrix factorization. In the following section, we
show that a deep learning approach can address this problem
by handling the matrix decomposition completely data-driven.
B. From ALOHA to Deep Neural Network
In order to understand the link between ALOHA and
deep neural network, here we explain the high-dimensional
geometry of the low rank Hankel matrix decomposition in
Fig. 2, which is the key concept for ALOHA-based EPI ghost
correction. More specifically, suppose that Zˆ ∈ CM×2P is
lifted to a rank-Q Hankel matrix Hd|2P (Ẑ) ∈ CM×2dP . Then,
we can find the two set of basis matrices Ψ, Ψ˜ ∈ R2dP×Q
and Φ, Φ˜ ∈ CS×M such that
ΨΨ˜> = PR , ΦΦ˜> = IM , (8)
where > denotes the Hermitian transpose, PR denotes the
projection matrix to the row subspace of Hd|2P (Zˆ) and IM
refers to the M×M identity matrix. Using these matrices, it is
easy to see that the Hankel matrix Hd|2P (Ẑ) has the following
rank-Q decomposition:
Hd|2P
(
Ẑ
)
= Φ˜Φ>Hd|2P
(
Ẑ
)
ΨΨ˜> = Φ˜CΨ˜> (9)
=
S∑
k=1
Q∑
l=1
[C]klB˜
kl (10)
where the basis matrix B˜kl is defined as
B˜kl = φ˜kψ˜
>
l , k = 1, · · · , S, l = 1, · · · , Q (11)
with φ˜k and ψ˜l denoting the k-th and l-th columns of Φ˜ and
Ψ˜, respectively. Here, the expansion coefficient C ∈ CS×Q,
which is often called the convolution framelet coefficients [20],
is given by
C := Φ>Hd|P
(
Ẑ
)
Ψ ∈ CS×Q (12)
4Fig. 2: Geometry of single layer encoder-decoder network
for k-space deep learning. The empty circle corresponds to
the missing k-space data. By lifting to high dimensional
space, the missing k-space data can be easily interpolated.
with [C]kl denoting the (k, l)-element of C. Then, the main
idea of ALOHA is to find the bases matrices B˜kl such that Ẑ
becomes a feasible solution to (MC). In other word, the bases
matrices B˜kl are obtained so that Hd|2P
(
Ẑ
)
for a feasible
solution Ẑ lives in the span of these bases.
It was shown that ALOHA can be extended to a neural
network when the bases matrix B˜kl are obtained from off-line
training data [26]. In this case, unlike the original ALOHA,
whose basis is obtained from the measurement data, the neural
network should learn the basis from the separate training data,
so we need some constraints that prevent the learned bases
from being arbitrary. In particular, we are interested in the
following positivity constraint for the expansion coefficients,
i.e.
[C]kl ≥ 0, ∀k, l (13)
Due to the non-negativity constraint, the training data should
be in the conical hull of the base, as shown in Fig. 2, so
the learned bases are not very different from the training
data. Interestingly, such learned bases result in a part-by-part
representation, which is the key ingredient for non-negative
matrix factorization (NMF) [27]–[29].
One of the most important findings in the mathematical
theory of deep convolutional framelets [20] is that when this
high dimensional Hankel matrix decomposition is un-lifted to
the original signal space, it becomes a neural network with the
encoder-decoder architecture. More specifically, by applying
the generalized inverse of the Hankel matrix, Eq. (9) can be
represented in the original space as follows [20]:
Ẑ =
(
Φ˜C
)
~ G(Ψ˜) (14)
where ~ is the convolution, and G(Ψ˜) denotes multi-channel
filters that are obtained by rearranging components of Ψ˜.
Similarly, (12) can be represented by another convolution [20]:
C = Φ>
(
Ẑ~H(Ψ)
)
, (15)
whereH(Ψ) is the multichannel filter obtained by rearranging
Ψ. Furthermore, (13) can be implemented using rectified linear
unit (ReLU). Moreover, Φ> and Φ˜ in (15) and (14) are
identified as a generalized pooling and unpooling operation
[20]. Accordingly, Eqs. (15) and (14) with (13) is indeed one
layer CNN with the encoder-decoder architecture as shown in
Fig. 2. The idea can be further extended to the multi-layer
deep convolutional framelet expansion, when the encoder and
decoder convolution filters H(Ψ),G(Ψ˜) can be represented
by cascaded convolutions of small length filters. For more
details, see [20], [26].
C. Image Domain Loss
In the k-space deep learning for accelerated MRI [26], the
network is implemented in k-space domain, while the image
domain loss is minimized. In spite of this hybrid architecture,
the gradient can be easily calculated, since the adjoint of the
Fourier transform is the inverse Fourier transform that can
be easily implemented using the fast Fourier transform (FFT)
[26]. Therefore, by following the same idea of the k-space
deep learning [26], in the proposed algorithm, ghost corrected
images are used as for the label data for network training with
the l2 loss, while the network is implemented in the k-space.
However, care should be taken in the implementation since
the input k-space data are virtual even and odd k-space
data. Thus, we should provide reconstruction images from
the interpolated virtual k-space data as labels. Since ALOHA-
based ghost correction can interpolate the virtual even and odd
k-data, we therefore use the reconstruction results from these
interpolated k-space data as our label. Specifically, as shown
in Fig. 1(a)(b), the even and odd virtual images are generated
using ALOHA for each coil from ghost corrected even and
odd k-space lines. Then, these even and odd complex images
for each coils are used as label data.
III. METHOD
The raw data were acquired by 7T whole body scanner
for 8 healthy subjects (Philips Achieva system) using 32
channel phased-array RF coils. The acquisition parameters are
as followed: TR/TE = 3000/24ms, Flip angle = 90◦, Field of
View(FOV) = 192 × 192mm2, voxel size = 2.7 × 2.7mm2,
slice thickness = 2.7mm. Gradient-recalled echo EPI (GRE-
EPI) sequence was used, and the acquired data is composed
of 40 slices and 60 temporal frames. The pre-scan data for
conventional ghost correction method is also acquired before
the whole data acquisition. This pre-scan data is acquired for
all PE lines, slices and coils without phase encoding blips.
The phase difference is calculated by subtracting a phase of
one PE line from a phase of adjacent PE line. Then the
phase mismatch of image is compensated by the calculated
phase difference map. Also, the reference-free ghost correction
algorithm in [12] is implemented. In this algorithm, phase
disparity is calculated from x − ky domain raw data by
assuming the disparity is linear along the readout direction.
5Fig. 3: The proposed network backbone for the 64 channel
7T EPI data ghost correction.
The overall reconstruction flow of the proposed k-space
deep learning-based ghost correction method is illustrated in
Fig. 1(b). Specifically, the P channel multi-coil k space data
is divided into even and odd channels. Then, the even and
odd k-space data are processed using the convolutional neural
network, whose output is the interpolated even and odd k-
space data for each coil. Then, the inverse Fourier transform
is applied to obtain the ghost corrected virtual even and
odd images. Finally, similar to ALOHA, the sum-of-squares
images are generated from the even and odd images from
multiple channels. In fact, this procedure is exactly the same
at the ALOHA-based ghost correction algorithm in Fig. 1(a),
except for the k-space interpolation step. Specifically, k-space
interpolation is done using ALOHA in Fig. 1(a), whereas it
is done using CNN in Fig. 1(b). Another minor difference is
that ALOHA uses the zero-padded even and odd k-space data
as input, whereas in the proposed method we augmented the
missing k-space lines with the other phase k-space data to
make the network training converge faster.
Fig. 3 illustrates a multi-scale neural network backbone
employed in the proposed method. Specifically, the network
backbone is based on U-net structure [30] composed of con-
volution layers with batch normalization and ReLU, pooling
layer, and contracting path with concatenation. Here, red
arrow refers to the basic unit of this network that consists
of several 3×3 convolution layers with batch normalization
and rectified linear unit (ReLU) after every convolution layer.
Also, 2×2 average pooling (green arrow) and unpooling layers
(purple arrow) are inserted after two basic unit layers. Some
of intermediate image on encoding process is concatenated
with unpooled image (blue arrow). The yellow arrow which is
located at the end of network, indicates 1×1 convolution. As
the input k-space and output image data are complex-value,
so we first divide the complex-valued k-space data into real
and imaginary channels as suggested in [26] before inputting
them to U-Net backbone. This operator is shown in Fig. 3 as
black arrow. Accordingly, the number of channels are doubled
because this step separates real and imaginary value of k-space
and concatenates them through channel direction. Similarly,
at the network output, the real-valued real and imaginary
channels are combined to obtain complex-valued k-space data
(brown arrow).
As discussed before, we used the ALOHA-based ghost
correction images as label. However, as will be shown later, for
high-field MRI, the ALOHA-based correction algorithm often
fail to remove the ghost artifacts in some frames. Therefore,
we visually inspected ALOHA-based ghost correction results,
chose the ones with ghost corrected k-space data, and use them
as labels. Interestingly, as will be shown later, our trained
neural network then successfully corrects the ghost artifacts
even from the cases where ALOHA fails.
The network was implemented using MatConvNet toolbox
(ver.24) in MATLAB 2015a environment (Mathwork, Natick).
We used a GTX 1080-Ti graphic processor and i7-4770 CPU
(3.40GHz). The weights of convolutional layers were initial-
ized by Gaussian random distribution with Xavier method to
achieve proper scale. This helps us to avoid the signal to be
exploded or vanished in the initial phase of learning. The
stochastic gradient descent (SGD) method with momentum
was used to train the weights of the network and minimized
the loss function. In training, the number of epochs was 30
to avoid overfitting, and the size 4 mini batch is used. The
learning rate is started from 10−5, and gradually decreased
to 10−6. To prevent the weight becoming too large, the
regularization parameter is used as 10−4. Also, we used l2
loss of image domain data for training. Training time was 2.5
hours. The number of subjects are 8, among which 6 subject
is used for training, other 1 subject is used as validation, and
the other subject is used as test.
To see the benefits of k-space learning over image learning,
the same network architecture in Fig. 3 was used for image-
domain learning. In this case, the input data were not the k-
space data but the even and odd virtual images damaged with
ghost artifacts, and the training goal is to learn the relationship
between these input images and output ghost corrected virtual
images. The same training procedure as described above was
used for the image-domain learning.
IV. RESULTS
The ghost correction results from 7T EPI data are shown
in Fig. 4. The proposed method corrected ghost artifacts for
the different brain structure and size. The proposed method
shows the lowest ghost artifacts in all the cases. However,
as shown in the magnified view, there are remaining ghost
artifact and streak artifact on the results by ALOHA, and the
conventional reference-based and reference-free methods. In
addition, there is a ringing artifact in ALOHA results, and
the texture is blurred compared to the result of the proposed
method.
To evaluate the performance of each method quantitatively,
we calculated the ghost-to-signal ratio (GSR) of results. The
GSR is defined as the magnitude ratio between ghost region
and non-ghost region, and it is indicated by percent value
[14]. Fig. 5 shows the ghost correction results of various
methods. The first line shows the ghost corrected images and
the second line is for the rescaled images at 20% of magnitude.
The GSR values corresponding to each result are calculated
using regions represented by the white boxes and marked
on the image. As shown in this result, the proposed method
successfully removed ghost artifacts and shows the lowest
GSR value. As for results of ALOHA, there is a remaining
ghost artifact on the scaled image (yellow arrow). In addition,
6Fig. 4: Ghost correction results by various methods. In the rescaled- and magnified boxes, there are still remaining ghost and
streak artifacts in the conventional methods.
Fig. 5: Quantitative evaluation of various ghost correction method. Ghost artifacts are very well removed by the proposed
method, while the remaining artifact is shown in the result of ALOHA and conventional methods (yellow arrow).
the streak artifact and the remaining ghost artifact are observed
on the result of the reference-based method. The reference-free
correction method shows severe ghost artifacts.
Fig. 6 compares the image-domain deep learning results
with the proposed k-space deep learning method. Similar to
the observation in the k-space learning for accelerated MRI
[26], both approaches work. However, if we look at the details
in the rescaled- and magnified boxes, there are still remaining
ghost artifacts in the image-domain learning (Fig. 6(b)), and
the internal image structure is a bit blurry compared to the k-
space learning due to the removal of the true signal as shown
in the difference images in Fig. 6(a).
V. DISCUSSION
It is known that 7T EPI data is quite sensitive to the local
field inhomogeneity, and the phase change is also large and
nonlinear [31]. Therefore, the reference-based method which
obtains a pre-scan from MR is often not possible to perform
the phase correction completely. On the other hand, ALOHA is
a low-rank based approach that works well if the matrix pencil
7Fig. 6: Comparison with the image-domain learning. In the rescaled- and magnified boxes, there are still remaining ghost
artifacts in the image-domain learning, and the internal image structure is a bit blurry compared to the k-space learning.
Fig. 7: Robustness of the proposed method. Even for the failure cases by ALOHA, the proposed method successfully
corrected the ghost artifacts.
size in the construction of the Hankel matrix should be greater
than the intrinsic rank. Unlike the 3T EPI data, we found that a
similar matrix pencil size does not work for 7T size due to the
larger local field inhomogenity variations. One could increase
the matrix pencil size for the Hankel matrix, but the associated
memory and computational complexity increases are sometime
not durable in real applications. Moreover, with bigger matrix
pencil size, the algorithm became more sensitive to other
hyperparameters. Thus, ghost correction using ALOHA on 7T
MR shows many failure cases. Specifically, from 14,400 set
8of training data set in our experiment, we could get the only
2040 successful cases for ghost correction using the ALOHA.
Thus, only 2040 successful cases are used as label data for
our neural network training.
Fig. 7 shows representative failure cases from the test
data by the ALOHA-based ghost correction for 7T data.
Interestingly, as shown in Fig. 7, even for the failure cases
by ALOHA, the proposed method successfully corrected the
ghost artifacts. In fact, among 2400 test data set, no failure
cases were observed using the proposed k-space deep learning
approach for ghost correction. This shows that the proposed
algorithm is very robust even under large local field inhomo-
geneity changes.
Reference based ALOHA Proposed
Time/slice 138.7ms 48,685ms 17ms
TABLE I: Ghost correction time by various methods.
The computational times for ghost correction by various
methods are shown in Table I. The computational time was
calculated for each single slice using 64 parallel coil k-space
data as input. The proposed method took only 17ms for each
slice, which is several order of magnitude faster than the
conventional methods. This confirms the practicability of the
proposed method.
VI. CONCLUSION
In this study, we proposed a new ghost artifact correction
method using k-space deep learning. The proposed k-space
deep learning with an image domain loss was derived based
on the recent mathematical discovery that a deep convolutional
neural network is closely related to the Hankel matrix decom-
position. The ghost correction results using 7T data confirmed
that the proposed method significantly outperformed the ex-
isting approaches in the image quality and the reconstruction
time. Moreover, the proposed method were very robust and
successfully removed the ghost artifacts even when ALOHA-
based approach failed. Therefore, we believe that this opens a
new direction for EPI ghost correction.
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9SUPPLEMENTARY MATERIAL
APPENDIX A
For simplicity, here we consider 1-D signals, but its exten-
sion to 2-D is straightforward. In addition, to avoid separate
treatment of boundary conditions, we assume periodic bound-
ary. Let f ∈ CN be the signal vector. Then, a single-input
single-output (SISO) convolution of the input f and the length
d- filter h ∈ Rd can be represented in a matrix form:
y = f ~ h = Hd(f)h , (16)
where Hd(f) is a wrap-around Hankel matrix defined by
Hd(f) =

[f ]1 [f ]2 · · · [f ]d
[f ]2 [f ]3 · · · [f ]d+1
...
...
. . .
...
[f ]N [f ]1 · · · [f ]d−1
 (17)
where d denotes the matrix pencil parameter. On the other
hand, multi-input multi-output (MIMO) convolution for the P -
channel input Z = [z1, · · · , zP ] to generate Q-channel output
Y = [y1, · · · ,yQ] can be represented by
yi =
P∑
j=1
zj ~ψ
j
i , i = 1, · · · , Q (18)
where ψ
j
i ∈ Rd denotes the length d- filter that convolves
the j-th channel input to compute its contribution to the i-
th output channel. By defining the MIMO filter kernel Ψ as
follows:
Ψ =
Ψ1...
ΨP
 where Ψj = [ψj1 · · · ψjQ] ∈ Rd×Q (19)
the corresponding matrix representation of the MIMO convo-
lution is then given by
Y = Z~Ψ (20)
=
P∑
j=1
Hd(zj)Ψj (21)
= Hd|P (Z) Ψ (22)
where Ψ is a flipped block structured matrix:
Ψ =
Ψ1...
ΨP
 where Ψj = [ψj1 · · · ψjQ] ∈ Rd×Q (23)
and Hd|P (Z) is an extended Hankel matrix by stacking P
Hankel matrices side by side:
Hd|P (Z) :=
[
Hd(z1) Hd(z2) · · · Hd(zP )
]
. (24)
