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Data transmission through the indoor Power Line Communication (PLC) channel is severely
affected by uncoordinated operation of electrical devices connected to the network as well as
from external disturbances resulting into high amplitude impulse noise and burst error. In
order to address these challenges, recent research efforts have concentrated on developing
stable, effective and functional data transmission methods using old methods or developing
new methods that can improve the efficiency of transmission as well as the transmission
capacity of existing PLC networks.
This dissertation focuses on developing a programmable software-defined PLC (SD-PLC)
transceiver system. This is utilized in facilitating robust data transmission and evaluating
the reliability of uncoded Multi-state quadrature amplitude modulation (M-QAM) schemes in
an indoor laboratory environment in the presence of different electrical loads that introduce
noise impulses during transmission. In Addition, the developed SD-PLC transceiver system is
used as an experimental test-bed to facilitate measurement of impulse noise error sequences
(statistics) as well as PLC channel investigations. . This dissertation has achieved these twin
research aims through a comprehensive review of relevant literature, the implementation of
an effective SD-PLC platform and the application of the three-state Fritchman Markov model
(FMM) for the modeling of impulsive noise errors.
The resulting statistical noise models are a close match with experimental measurements.
The close agreement between experimental and model error probabilities and error-free run
distribution justifies the modeling of the impulse noise error using the three-state Fritchman
Markov Model (FMM). The re-programmable and flexible SD-PLC transceiver test-bed suc-
cessfully implemented in this dissertation study has helped to gain a better understanding
of PLC system performance in an impulsive noise environment. The system can be used in
future measurement campaigns using multi-carrier modulation techniques as well as multi-
input and multi-output (MIMO) PLC research. In addition, the model statistical data obtained
are applicable in enhancing the efficiency of data transmission over the PLC channel.
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1.1 Background and Motivation
Over the last few decades, significant research efforts have focused on developing a reliable,
robust and efficient transmission method by using Power Line Networks (PLNs) as an
alternative communication channel, primarily for smart homes, advanced metering, street
lighting, renewable energy, electric vehicles and smart grids [1–3]. Communication over
PLNs provides a cost-effective methods of data transfer, using the most developed and most
integrated physical connection between urban and remote settlements. As a result, attention
is paid to the use of old techniques as well as to the development of new techniques that
can enhance the reliability of transmission and also the transmission capacity of existing
communication channels in efforts to achieve reliable transmission using PLN.
Power Line Communication (PLC) refers to a communication signal transmission system
that uses existing PLNs, which were originally designed and optimized for high-voltage
low-frequency transmission rather than data transmission [4]. The PLNs were designed
without serious consideration for communication and, more so, the channel, like any
communication environment, is affected by different types of impairments. The channel
is impaired by signal attenuation and different types of noise, which eventually lead to
the poor performance of PLC systems [1, 5]. The major impairments on PLC are the
different spectral types of noise encountered on the channel, which make the channel
hostile to signal propagation. Noise in the PLC channel can be categorized into three broad
categories: background noise, narrowband noise, and impulse noise (IN) [6, 7]. Research
has shown that IN is the most difficult type of noise and a major limiting factor for PLN
data transmission [8]. Therefore, it is important to investigate signal processing techniques
that can enhance the accuracy of data transmission through the noisy power line (PL) channel.
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One of the initial steps to achieve a reliable PLC system design and to reduce noise is the mod-
eling of these damaging effects and the impact they have on the PLC transmissions. However,
the first major problem that arises in PLC noise modeling is the development of accurate and
appropriate models that depict PLC noise characteristics and can enhance the implemen-
tation of a new PLC evaluation and optimization system. Channel noise models enable an
assessment of the reliability of the system and a comparison of the different methods used
tomitigate disturbances, so that the best solution can be applied to the presented system issue.
One of the classic channel noise models with a distinctive channel status in each state is the
Markov chain model (MCM). The number of states, error-free state and error-states based on
channel status were postulated by the MCM. Training algorithms are then applied based on
experimental studies or simulations to evaluate the Markov model (MM) parameters, like the
state transition probability matrix. Fritchman [9] proposed a hidden Markov mathematical
graphical model for fading and long-burst error channels, and several studies were conducted
to determine whether the model was suitable for modeling such channels on the basis of
experimental measurements [10–12].
In literature, most research on PLC systems focused on characterization in terms of fre-
quency response for indoor narrowband power line communication (NB-PLC) channels,
fewer studies have been carried out with regards to the study of the statistical error
distribution pattern over indoor NB-PLC. This is significant for practical implementation
as one has to know whether the applied techniques have enough error identification and
correction capability for error mitigation and reliable data communication. This dissertation
therefore developed a reliable and efficient PLC system for transmitting data through a noisy
PLC channel and subsequently used the system for channel evaluation and as a modeling tool.
PLC channel modeling process includes the use of a transceiver system test-bed to obtain
experimental-based measurements in a controlled PLC environment. However, the design
of the PLC transceiver is a serious challenge, because PLC standards and limitations vary
from country to country and because of the intrinsic attributes and challenging nature of
the PLC channels. To overcome these challenges, greater flexibility is expected in all aspects
of PLC design, such as gain, frequency bands, modulation techniques, and the coding method.
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There are essentially two types of transceiver measurement system test-beds used for the
PLC measurement campaign: re-programmable transceiver [12] and non-programmable
transceiver systems [13]. For this research, a flexible and re-programmable software defined
radio (SDR) platform was used to develop a reliable transceiver and test-bed that helps test
the functionality of the multi-level Quadrature Amplitude Modulation (M-QAM) scheme in
an indoor PLC environment.
The International Telecommunications Union — Telecommunications Sector (ITU-T) intro-
duced the G.hnem [14] project in January 2010, to create a unified worldwide standard for
the integration of G3 and PRIME [15], two NB-PLC standards. In the ITU-T G.hnem stan-
dard, they suggested Quadrature Amplitude Modulation (QAM) as the orthogonal frequency
division multiplexing (OFDM) component of their specification [14]. To this end, this disser-
tation selected Multi-level Quadrature Amplitude Modulation (M-QAM) to be adopted in the
implementation of the Software-defined (SD) PLC transceiver being investigated in an indoor
environment.
1.2 Problem Statement
Noise is generated on the indoor PLN by the uncoordinated operation of the various
electrical equipment connected to the network. The main cause for this noise is the
changing transients as power sources are switched on and off at irregular intervals across
the power supply network in various domestic appliances. The network is susceptible to
noise and disturbance due to the fact that it was primarily designed for the distribution of
electricity to all these appliances and not for the communication of data. As a consequence,
noise results in signal distortion, data corruption, and burst error during transmission on PLN.
In order to design a reliable and efficient communication system for a noisy PLC channel, it
is crucial to understand the noise characteristics of the channel. Also, it is very important to
examine experimentally an effective statistical channel model that can then be used to create
an error correction system to reduce the negative impact of impulse noise on PLC channels.
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The SD platform has been used and reported in the literature [12, 16, 17] for PLC research,
but there is no current report on the practical implementation and evaluation of M-QAM
techniques for the PLC using the SD platform. Therefore, the use of SD-transceivers for PLC
channel evaluation is of interest to this dissertation as PLC applications are gaining increased
research and industrial interest. This master’s dissertation attempts to find answers to the
following questions:
1. Is the development of a software-defined M-QAM transceiver system feasible as a tool
to facilitate IN modeling in an indoor NB-PLC environment?
2. Is the Fritchman model, a Hidden Markov model [18] able to capture the statistical
distribution of errors in an IN indoor PLC environment?
Therefore, this dissertation is intended to address these questions by implementing an SD M-
QAM PLC transceiver system for impulsive noise error measurement and modeling. The use
of Universal Software radio Peripheral (USRP) originally designed for wireless applications
and MATLAB/Simulink platforms in this study helps to establish a scalable, re-configurable,
upgrade-able and reusable SD-PLC transceiver and test-bed where most digital signal pro-
cessing (DSP) operations are performed in the software domain.
1.3 Research Aim and Objectives
This study aims at developing a programmable SD-PLC transceiver system, evaluate the
reliability of uncoded M-QAM modulation schemes in an indoor NB-PLC laboratory envi-
ronment and also realize precise channel models that depict the NB-PLC channel based on
the maximum likelihood estimation (MLE) technique.
To achieve the goal of this dissertation, the following research objectives are highlighted:
1. To develop an SD-PLC transceiver system based on M-QAM techniques using USRP
hardware and MATLAB/Simulink software platforms to obtain a robust SD-PLC
transceiver system that is a test-bed for measuring and modeling IN errors.
2. To study the adverse effects of impulse noise errors and the statistical distribution of er-
rors in an indoor PLC system operating in the European Committee for Electrotechnical
Standardization (CENELEC) C-band frequency range.
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3. To carry out real-time data transmission and obtain experimental data (error sequences)
for the various M-QAM schemes using the SD-PLC experimental test-bed in an indoor
laboratory setting, considering the effects of impulse noise introduced by active devices
connected on the system output.
4. Develop the Baum-Welch algorithm based on MLE techniques for SD-PLC channel pa-
rameter estimation and then use the experimental data to realize accurate impulse noise
models that characterize the indoor PLC channel noise under investigation.
5. To analyze and validate the accuracy of the models obtained by usingmodel verification
parameters, such as log-likelihood ratio (LLR), error-free run distribution (EFRD) and
error probabilities (EPs).
1.4 Research Contribution
Much research has been conducted to provide a theoretical explanation of the behavior and
performance of QAM techniques on the PLC channel. However, there are few reported
real-time system implementations. For this reason, the contribution of this study is as follows:
Firstly, this study has developed a customized and re-configurable SD-PLC transceiver
using USRP, a range of SDR hardware. The developed system model provides versatility,
re-configurability, and the ability to incorporate different modulation and coding techniques
for multiple real-time scenarios and performance assessments.
The second contribution is the development and analytical validation of the Fritchman-
Markov model (FMM) in NB-PLC channel modeling, based on empirical data as opposed to
simulation-based modeling, which is frequently mentioned in literature. The study of data
transmission over indoor PLC communication environments in this dissertation has aided
to demonstrate and investigate the presence of correlation in the impulsive noise process.
An experimentally-based correlated noise model design allows production of artificial noise




Lastly, practical investigation and analysis of PLC channel noise error sequences provided a
solution to reduce impulse noise in the PLC channel. Summarily, the development and mod-
eling of the QAM based SD-PLC system have contributed to the existing body of knowledge.
1.5 List of Publications
The following publication, elements of Chapters 1, 2, 4, and 5 is based on the work completed
in this dissertation:
Conference Publications
A.O. Iyiola, A.D. Familua, T. Shongwe, and T.G. Swart. “Impulse Noise Modeling in an Indoor
Narrowband Power Line Communication Channel using M-QAM and a Software-Defined Ra-
dio Approach”, to appear in Proceedings of the 6th International Conference on Science and
Technology (ICST 2020), Yogyakarta, Indonesia, September, 7–8, 2020 (BEST PAPER AWARD).
1.6 Dissertation Organization
This dissertation is divided into six chapters. Chapter 1 provides a brief introductory back-
ground to PLC; motivation/problem statement; research questions; aim and objectives; re-
search contribution; list of publications; and, finally, the organization of the dissertation. The
rest of this dissertation is organized as follows:
Chapter 2
This chapter presents the history of PLC, discusses PLC applications and standards, exam-
ines the transceiver system (a catalyst for modern communication), clarifies the drivers for
transceiver system design, explores the barriers to PLC transceiver system efficiency, eval-
uates design strategies for transceiver design, and explains the need for experimental PLC




This chapter discusses theMarkovmodels for a discrete channel withmemory and their math-
ematical descriptions. The Fritchman Markov model is discussed in-depth, demonstrating
how it can be used to model a noisy channel. The models can be implemented using MAT-
LAB, C, or Python or some other programming language.
Chapter 4
This chapter describes the development of the SD-PLC transceiver test-bed, basic descrip-
tion of the main components (including hardware and software) of the SD-PLC transceiver
and channel measurement system, explaining system specifications and capabilities of the
software and hardware. Topics related to software-defined radio, system hardware and soft-
ware, coupling circuits, and system architecture are covered. Finally, the USRP-basedM-QAM
transmitter used to successfully transmit data over the indoor power line to the USRP-based
M-QAM receiver and the experimental set-up are discussed.
Chapter 5
This chapter reports the findings of this study; the percentage of bit-error and the error se-
quence. The application of the Fritchman Markov model (FMM) to NB-PLC noise modeling
is further discussed. Specifically, a three-state FMM was used for noise modeling, and subse-
quent mathematical models are realistic noise models derived from laboratory experimental
measurements. The subsequent model has been analytically validated for each modulation
scheme application with different load conditions. Analytically, the error statistics of the
realized FMMs were validated with respect to log-likelihood ratio (LLR), error-free run distri-
bution (EFRD) and error probabilities (PE).
Chapter 6
The aim and specific objectives of the dissertation study are revised in this chapter. The results
are recorded against each of the stated outcomes. The findings of this research study are




This chapter presents a comprehensive study of both the literature and the theoretical
background relevant to this study. Secondly, the challenges associated with PLC channels
are reviewed and a further discussion of how literature approaches these challenges.
Subsequently, the review of the research carried out on indoor PLC channels, as well as the
in-depth discussion of the research carried out using the Fritchman model and Baum-Welch
training algorithm for statistical channel modeling, are presented. Also highlighted are the
missing gaps that form the basis of the investigation in this dissertation. Digital transmission
over PLC channels, M-QAM modulation techniques, and efficient coupling circuits for the
NB-PLC transceiver system are also discussed. Finally, this chapter concludes with a concise
overview of the basic concepts behind software-defined radio (SDR) technology, describing
its hardware and software components, and introducing the SDR platform for this study.
2.1 Basic Power Line Communication System
The indoor PLC system transmits and receives digital data using existing electric wires.
Figure 2.1 depicts a typical PLC system. The upper side of the system block shows the
transmitter components, the middle part shows the PLC channel and the channel noise,
while the lower part shows the receiver components.
Communication systems, irrespective of specific applications, traditionally require three key
subsystems: the transmitter (TX), the channel and the receiver (RX). For PLC applications,
the transmit and receive coupling circuits are used to connect the transmitter and receiver
to the PL outlet (the channel). These coupling circuits facilitate the coupling and decoupling
of signal to and from the PL, as well as provide galvanic isolation that prevents the damage
of sensitive transceiver components by the mains voltage. Therefore, the coupling circuit
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Figure 2.1: Basic elements of a PLC system
interface is a crucial component of the PLC system.
The data in the data source as shown in Figure 2.1 is first modulated in order to be ready
for transmission to the receiver via the channel. The data is converted into a signal that
contains information that can be transmitted by the communication channel, and the
information-carrying signal is then conveyed by the receiver via the communication channel.
The indoor PLC channel, comparable to any communication environment, contains high
impulsive noise, attenuation, and multi-path effects induced by impedance mismatches which
subsequently leads to transmission errors. These errors are combined with the transmitted
signal to form an input waveform to the receiver.
The received signal at the receiver is demodulated and the source information at the
destination is finally recovered. The receiver is responsible for ensuring that the information
recovered from the impaired and noisy channel is error-free. However, the data received
can be interpreted differently from the data transmitted, which is of considerable concern,
primarily due to channel noise, which contributes to the error at the receiver.
The investigation of these errors from different perspectives is very important. One way
of viewing the causes and sources of errors in the transmission channel is to understand
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it. Another approach is to gain knowledge in terms of numbers and distributions about the
statistical properties of these errors. The ultimate goal for both approaches is to correct such
errors by preventing or reducing their impact on the received signals.
2.1.1 PLC Background Review
The evolution of technology that uses power lines to transmit information signals,
widely known as PLC, started in the late 1800s and again in the early 19th century
[lamp2016power]. Routin and Brown in Switzerland and a French Engineer, Loubery in
Germany, were granted the first known patents in PLC [19]. Subsequently, PLC is used
primarily by power utility companies worldwide for load management, remote metering
and network control (narrowband applications) for many decades[20]. Earlier, single carrier
(SC) NB-PLC systems running in the low-frequency bands were employed. The applied
frequency spectrum was in kilohertz frequencies, providing low transmission capacity and
poor transmission reliability. The historical justification for using the PL network as a
communication medium was mainly intended to secure electricity distribution networks
when faults occur.If a failure occurs, the swift information exchange between plants,
substations and power supply centers needs to mitigate the adverse effects of these faults is
vital. The PLC is efficient, less disruptive and economic to long transmission, because the
communication medium is the PL itself.
Historically, the first communication application using power lines seems to have been that
of remote location meter reading and was subsequently applied for voice communication [21,
22]. Subsequently, high voltage (HV) and medium voltage (MV) distribution lines were stud-
ied and used for voice transmission in the early 1920s and provide low data rates [21, 23].
Since then, research has been conducted on the PLs to develop cost-effective communication
systems for control, telemetry, and load supervision [24–26]. Development of PLCs for moni-
toring, controlling and managing distribution grids and automated remote meter reading has
advanced in many phases making PLC technology an emerging technology.
The era of modern PLC began in the 1950s and, according to this report [27] is divided
into different generations. First generation (1G) [27] ripple control PLC systems have been
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developed and implemented in many European countries. However, the systems have a
single-way communication that has been used for central load control for many years. In
the early 1990s, second generation (2G) PLC systems were introduced and, based on this
technology, automatic meter reading systems were deployed, although at a low data rate.
However, this system enables two-way communication with higher data rates than can be
generated by ripple control systems. Third generation (3G) technologies were subsequently
developed and introduced for network automation, advanced metering management (AMM)
and Smart Grids (SGs) based on advanced signal processing and OFDM with far higher
data rates. Therefore, PLCs for distribution automation and control have progressed from
low-speed one-way systems to high-speed two-way systems over several years.
In recent decades, advances in semiconductor research, theory and development and the
rapid growth of consumer electronics have powered computers and the Internet boom.
Owing to the birth of the Internet as well as the growing demand for fast communication
and home networking, PLC has gained significant research attention. Besides, advances
in modulation techniques, DSP and error detection and correction systems, eventually
set the stage for advanced PLC technologies such as smart home networking, AMR and
Internet protocol television (IPTV). It has become essential to use PLs for high-speed home
networking and automation at data rates comparable to those offered by other wired and
wireless technologies [28, 29]. PLC is also expected to act as a reliable communication
medium in emerging applications of the Internet-of-things and SG systems.
PLC can be seen on one hand as a promisingway of developing cost-effective and reliable com-
munication systems; however, it is faced with several challenges. Firstly, PLNs were primarily
not designed for communications purposes and are therefore an inefficient channel of data
transmission. This suggests that, apart from its primary application, it will be very hard to use
for other applications. Secondly, the PL channel is time-varying, noisy and harsh medium of
communication that is very hard to model [4, 30]. Compared to the conventional communica-
tion system channel, the channel has peculiar characteristics as regarding its overall behavior.
The PLC channel shows a low-pass behavior, frequency selective fading, and alternating cur-
rent (AC) associatedwith short cyclic and abrupt long-term imbalances or variations [4]. Also,
the grid structure often varies by country as well as within the region, and the same holds for
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indoor cabling practices. Lastly, the PL channel suffers immensely from colored background
noise and impulsive noise [30]. One of the main problems or inhibiting factors for PLC sys-
tems is impulsive noise. The noise generated by internal and external sources, either attached
to or near the PLC communication channel, represents a major drawback for the efficiency of
the PLC system. The noise from any electric outlet is the noise created by different devices
connected to the line plus the background noise in the line. Indeed, numerous studies indi-
cate that noise remains the key factor affecting the performance of PLC systems [8, 31–34].
Generally, it is the consequence of changing transients in power devices [8]. Considering
the presence of IN and other undesirable PLN properties, it is important for the development
of reliable and effective PLC systems to choose a modulation method that can combat these
impairments. Therefore, the goal of this study is to investigate effective modulation meth-
ods (single-carrier and multi-carrier inclusive) for the development of an efficient and reliable
PLC data transmission system [30, 34].
2.1.2 PLC Frequency Bands Classification
Over the past decades, intensive PLC research and development has contributed to the devel-
opment of standards and regulation for the development of a reliable PLC system. Therefore,
the existing PLC systems based on the classification of frequency bands have been described
in [35] and divided into two main classes as discussed below:
1. Narrowband (NB, 3 to 500kHz)TheNB-PLC transmission speed can exceed hundreds
of kbps. It can be used for smart metering, building automation, and street lighting in
residential areas. It is also used in aircraft and ship navigation systems, and in sub-
marine military communication. NB-PLC technology is further broken down into two
distinct groups: low data rate (LDR) and high data rate (HDR). The first is mainly based
on SC or spread spectrum modulation technology and has a few kbit/s data rates ca-
pability. The latter applies to technologies that focus on orthogonal frequency division
multiplexing and are capable of data rates of up to 500 kbits/s.
2. Broadband (BB, above 1.8MHz): The Broadband Power Line Communication (BB-
PLC) operates at 1000Mbps. It is used over electrical distribution lines and indoor
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internet-working for the internet to the homes. BB-PLC is a promising home network-
ing technology to complement wireless fidelity (WiFi), it has not yet been able to gain
significant market share and it is still limited in adoption [35].
2.1.3 PLC Technology Regulations and Standards
Intensive PLC research and development over the last decades has led to the development
of standards and regulations for PLCs. Over the years, PL networks have served as a means
of transmitting and distributing electrical signals. The communication over power lines was
restricted earlier to the low speed functions of remote metering and control that address the
needs of electricity supply utilities until recently. Such limitations in terms of PL functions
have changed due to increasing need for high-speed broadband multimedia.
The fact that electric power networks are widely available in almost every home and office
worldwide has contributed to intensive PLC research. However, the electrical power network
currently used for the transmission of high-frequency communication signals was not origi-
nally designed for this purpose, but for the transmission of low-frequency electrical signals.
Consequently, radiated and conducted emissions also interfere with other communication
devices, such as broadcast receivers, within the same frequency. spectrum [36].
Many standardization organizations (SDOs) are active in the role of PLC standardization,
including the ITU-T, the International Electrotechnical Commission (IEC), the International
Organization for Standardization (ISO), the Institute of Electrical and Electronics Engineers
(IEEE) and the Comité Européen de Normalisation Électrotechnique (CENELEC). Powerline
intelligent metering evolution (PRIME) and 3rd Generation-PLC (G3-PLC) are some groups
that develop propriety technologies and standards in PLC sectors. PLC comprises many
specifications that concentrate on different development factors and issues related to specific
applications and operating environments. Standards are set to address the physical layer
and data link layer (DLL) not just the frequency bands, but almost all aspects of the PLC.
Therefore, the regulations for the NB-PLC cover the frequency spectrum within the range of
3-500 kHz while the BB-PLC covers the frequency spectrum within the range 2 MHz to 100
MHz.
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The standard involves the development by SDOs of advanced technologies and specifications
for physical (PHY) PLC and DLL’s[37]. Regulatory efforts concentrate on coexistence with
other devices that also use the PLs and broadcast networks that run in the same frequency
bands as PLC. Different modulation schemes have been used in LDR technology including
binary phase shift keying (BPSK), amplitude shift keying (ASK) and frequency shift keying
(FSK), while current PLC (HDR, BB) technologies commonly combine Phase shift Keying
(PSK) or QAM with OFDM.
Two standard SDO-based solutions for HDR NB-PLC includes: ITU-T G.hnem and IEEE
1901.2 [35]. Such specifications are aimed at identifying a very basic HDR NB-PLC system
that is designed for energy management in home area networks (HAN) and AMI applications
as well. These standards also support communications over indoor and outdoor LV-PLs.
For communication between metres and control centres, additional non-SDO-based HDR
NB-PLC solutions such as PRIME and G3-PLC [35] are available for communication between
metres and control centres. The G3-PLC is based upon OFDM and supports the Internet
Protocol version 6 (IPv6) standard and can run between 10 kHz and 490 kHz within the
frequency band. In both PRIME and G3-PLC, non-coherent modulation schemes are used.
Therefore, they are not interoperable with one another.
PRIME aims at establishing a standard for cost-effective data transmission of narrowband
data (< 200 kbps) over electricity grids that could be included in the SG system [38]. PRIME
is an up-to-date technology standard for Physical and Medium Access Control (MAC)
layers. The MAC layer provides key MAC features for system access, bandwidth allocation,
link establishment, and topology resolution. The PRIME specification’s physical layer is
based on CENELEC A-band OFDM multiplexing, which achieves raw data rates of up to
130 kbps. In the CENELECA (9-95 kHz) band, it uses a frequency range from 41 kHz to 89 kHz.
The key differences and similarities between NB-PLC technologies are summarized in Table
2.1.
Since this dissertation study is following the CENELEC and ITU-Ghnem standards, the focus
will not be on these other standards, more information can be found in the literature [35, 39].
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Table 2.1: Comparison of the NB-PLC technologies
Technology Class Frequency Modulation Data Rate
Insteon NB-PLC (LDR) 131.65 BPSK 13 kbps
Ariane Controls NB-PLC (LDR) 3000kHz FSK 185 kbps
PRIME NB-PLC (HDR) 42-89 kHz OFDM, DBPSK, DQPSK 128.6 kbps
G3-PLC NB-PLC (HDR) 35-91 kHz OFDM, DBPSK, DQPSK 48 kbps
In the application of NB-PLC, different legal allocations of the frequency band occur in
different regions of the world. The major organizations that control and regulate frequency
band usage and operations are as follows: CENELEC, Association of Radio Industries and
Businesses (ARIB), Electric Power Research Institute (EPRI), and Federal Communications
Commission (FCC). Table 2.2 displays the frequencies that these organizations make available
to NB-PLC.
Table 2.2: Frequency bands exploited by NB-PLC [35]
Country Frequency (kHz) Regulatory Body
European Union (EU) 3–148.5 CENELEC
China 3–500 C
Japan 10–450 ARIB
United States (US) 10–490 FCC
In Europe, CENELEC specified frequency ranges for low-voltage NB-PLC systems with EN
50065-1 [40] and approved permitted frequencies between 3 kHz -148.5 kHz. The band is
divided into four sub-bands based on their permitted application area and are defined in Ta-
ble 2.3.
Table 2.3: CENELEC’s frequency bands classification for NB-PLC [35]
Band Name Frequency Spectrum (kHz) Application
A 3–95 Reserved for the power utilities.
B 95–125 Reserved for any communication application.
C 125–140 Reserved for in-home networking systems
D 140–148.5 Reserved for alarm and security system
CENELEC defines bands reserved for various applications, restrictions for terminal output
voltage in the operating band as well as limits for radiated interference. It also includes mea-
surement methods but does not define which modulation and coding methods to use. This
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is the only frequency band allowed in which researchers were given versatility in seeking
solutions to problems related to PLC.
2.1.4 PL Network Topology
The PL network is typically divided into the high voltage (HV, 110-380 kV), medium voltage
(MV, 10-30 kV), and low voltage (LV, 0-4 kV). All the three divisions are interconnected
by transformers and are available for communications with associated communication
problems [4, 20, 32]. Due to their extended distribution, easy access, and low cost of signal
coupling, the LV stage has received the greatest interest in the PLC field. Therefore, the focus
of this communication system research dissertation is on a hostile LV distribution network.
HV and MV network topology are very similar all over the world, and LV distribution
grids can vary significantly between countries. Even in a country, in rural and urban areas,
electricity can be delivered differently. Residential, industrial and commercial areas may also
have different electrical networks due to different loading conditions. Across Europe, Africa
and most Asian countries, including China and India, the 50 Hz three-phase network is used
with either 230 V or 220 V of residential power supply. The 60 Hz split-phase System with
residential voltages varying from 100 V and 127 V is deployed in most American countries,
including the US, Canada, and Brazil and in some Asian countries including Japan [41]. The
most commonly used topology for PL applications is the LV power lines. Its voltage level
varies from 110 to 400 V and is connected to the MV power lines via secondary transformer
substations and these lines are either directly connected to the end-user property or via LV
bus bar cabinets.
The PLC network topology can be further divided into two categories due to these diversities:
the access (outdoor) domain and indoor network. The outside channel includes interconnect-
ing between transformer stations and building links, and is also known as access domain.
The indoor channel, on the other hand, as the names indicate, includes all connections within
buildings. In short, an access system or network makes it possible to propagate information
to customers via an overhead and/or underground distribution networks [30, 42], while an in-
door network makes it possible to communicate between various end-user appliances within
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the customer premises [4, 30].
2.2 PLC Channel Challenges
The PL network provides innovative and extremely efficient networking capabilities without
extra cables being connected to the power supply. Thus, the use of existing physical cabling
and networking facilities of power line for data transmission could be facilitated at a
reasonable cost, despite the fact that it was not planned for communication purposes from
the outset. However, PL networks differ considerably in terms of topology, architecture
and physical features from conventional communication systems, such as copper twisting,
Ethernet cables, coaxial cables and wireless systems. The PLC channel is very hostile to com-
munication applications which present several challenges to the design of communication
systems. At high frequency, the channel radiates electromagnetic waves and this creates
interference that affects other communication systems [43]. PLC Channel Challenges have
been categorized as attenuation, multi-path effect due to impedancemismatches and noise [4].
Nonetheless, multiple studies have confirmed that noise remains the most significant factor
that affects the PLC system’s efficiency. Therefore, the channel noise characteristics need
to be understood and their effects mitigated for proper reception at the receiver. Extensive
studies on the characterization and modeling of channel noise are therefore important for
efficient channel utilization [44]. In practice, it is important to understand many noise scenar-
ios that occur across the power grid in order to use power lines for efficient data transmission.
2.2.1 Attenuation
The PLC channel also exhibits a strong low-pass and high attenuation behavior that limits
network coverage and usable frequency bands [33, 45]. Attenuation in the PLC channel occurs
as a result of the reduction of signal power during transmission and depends on the physical
length of the cable and the frequency band. The skin effect experienced in the cables that
causes the current to flow on the conductor surface leads to high signal attenuation at higher
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frequencies modulation (like 10MHz) and low at lower frequencies modulation (like 100kHz)
[19].
2.2.2 Multipath Propagation Effect
Multi-path effect is another issue that degrades the efficiency of communication signal over
the channel. Multi-path effect can be described as a transmitted signal that reaches the re-
ceiving circuit through two or more paths with distinct delays. PL networks are typically
comprised of a number of conductor types joined somewhat randomly, resulting in disconti-
nuity and impedance mismatching [5].
2.2.3 Non-Gaussian Noise
Electrical devices connected to a power grid are the primary source of noise for PLC
networks [8, 46]. In particular, a large number of noise-generating electrical appliances
are shared by the indoor PL channel, because the network was primarily intended for the
distribution of electricity to these appliances and not for communication. Moreover, the
on/off of electrical devices also causes electrical wires to transmit impulsive current and
voltage spikes. Light dimmers, fluorescent lamps, halogen lamps and universal motors are
typical electrical appliances generating noise. Therefore, the efficiency of PL networks can
be significantly compromised by noise generated by various noise sources within and/or
without the network, and mitigation of inherent challenges of such networks is important.
Specifically, a review of different noise measurement campaigns in the PLC environment has
shown that the noise encountered in this network is non-Gaussian, correlated, and highly
impulsive [8, 47, 48]. The impulse noise over the PLC channel occur in burst and then creates
burst errors in data communication. IN is the most difficult to overcome and the primary
source of error in the data transmission over a PL channel, so it is worth investigating its
statistical characteristics. Hence, understanding the characteristics and modeling the PLC
impulsive noise statistical behavior is a very important task that needs to be investigated to
develop counter-measures to mitigate their effects in PLC applications.
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As a result, modulation techniques designed specifically for Gaussian channels may not
necessarily work well in PLC systems due to the peculiar nature of such noise in PL channels.
This peculiar nature of PLC noise has further led to an increase in the interest of modeling
and investigation of PLC noise statistical characteristics. Numerous studies have been
performed in both BB-PLC and NB-PLC technologies to model and describe the different
types and sources of noise in indoor PLC networks [8, 31, 49].
Section 2.3 further discusses noise classification in PLC.
2.3 PLC Noise Classification
Based on their source, level and physical properties, the noise was classified into several cate-
gories. As reported in [8], noise in PLC channels from both internal and external sources can




















Figure 2.2: PLC noise classification
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1. Colored background noise (CBN): It is generally defined by a low spectral density
(PSD)with a decreasing and varying frequency over time. This type of noise is primarily
caused by the summing up of various low-energy noise sources in the network.
2. Narrowband noise: This type of noise is triggered by interference from radio and am-
ateur radio stations over long , medium and short wavelengths. It is mostly composed
of sinusoidal signals with modulated amplitudes.
3. Impulsive noise: This type of noise in the PL network is mainly produced by inter-
connected electrical devices. It is known to be the most prominent of all noise sources
in the PLC.
Impulsive noise is classified [8] as:
(a) Periodic impulsive noise synchronous with the AC cycle: This type of noise
is triggered by the rectifier diodes used in power supplies running in synchronous
mode with the mains cycle.
(b) Periodic impulsive noise asynchronous with themains: The switched-mode
power supply and AC / DC converters produce this noise type.
(c) Aperiodic impulsive noise: The transient switching caused by the connecting
and disconnecting equipment on the line causes this type of noise.
These five noise types as shown in Figure 2.2 are usually classified into two main categories
for flexibility in modeling; background noise and impulsive noise. By comparison, while
background noise has stationary characteristics, impulsive noise occurs at short intervals
but offers a high PSD over background noise of up to 40 dB [50]. For this reason, impulse
noise is known to be the key source of error when transmitting information signal over PLs.
It must be very carefully characterized as it plays a major role in PLC system performance
and reliability. PLC transceivers can handle background noise easily however impulse noise
is hard to handle. Some study of the features of impulsive noise on the PLC channel has been
presented in literature. Measurements were obtained at different power outlets in various
buildings in [44], [51], [52] and [53] to investigate the noise features of the PL network.
From a communications perspective, understanding the impulsive noise characteristics of
electrical devices on an individual basis is important. In this respect, some findings on the
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noise characteristics of the various electrical devices are also reported in [54], [55] and [56].
Therefore, a measurement system test-bed is therefore established in this research to evaluate
the noise properties of different indoor electrical devices. Section 4.4 further discusses the
experimental test-bed used for this study. Clearly, the design of proper transmission and
coding techniques for PLC systems requires the application of theoretical and mathematical
models that describe impulsive noise in PLC systems.
2.4 PLC Noise Models
A considerable amount of research work has been undertaken to model noise over the
PL channel [54, 57, 58]. Moreover, the fact that the PL network is a bus system, noise
or interference generated inside or outside the network can be detected by the receiver
regardless of where it originates, since the PL is a bus system. The noise produced by electric
equipment inside an indoor PL network is routed through the channel and superimposed to
the receiver [54] to create a compound noise scenario consisting of background noise and
impulse noise.
Therefore, this chapter outlines some of the selected noteworthy PL channel noise models
found in the literature.
2.4.1 Background Noise
The majority of prior research has characterized background noise in the frequency domain
[54, 59]. Background noise PSD was usually achieved without the elimination of impulsive
elements and the narrowband interference’s [46]. It is generally considered to be Gaussian
and its PSD is obtained by measurements and data fitting. In literature [60, 61], there are two
methods to model background noise PSD. The first approach consists of a spectrum fitting
procedure, in which the calculated noise PSD has a reasonable number of parameters for
certain frequency mathematical functions. In this case, multiple sources of Gaussian noise
approximate the noise in non-overlapping frequency bandswith specific noise powers derived
from the calculated PSD [60]. On the other hand, the second approach offers information on
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random dimension of noise at a certain frequency, called the statistical analysis method. For
instance, the Gaussian approximation was considered not suitable approximation method in
higher frequency bands by authors in [61].
2.4.2 Impulsive Noise
Most communication systems experience the performance degradation effects of impulse
noise. To address these effects, comprehensive studies have been conducted on impulse noise
[62], which involves modeling of impulse noise in the communications systems. A recent
study on impulsive noise modeling groups the models into memory models and memoryless
models [62]. Middleton Class A, Bernoulli-Gaussian, and symmetric Alpha-Stable models
are the widely known memoryless models [62, 63]. Although the memoryless models are
capable of capturing the non-Gaussian and impulsive nature of PLC noise, the temporal
correlation inherent in PLC noise is not captured. In [8], a partitioned Markov chain model
was developed that can capture the bursty nature of PLC noise by considering impulsive
states and impulsive-free states. This model is a Gilbert-Eliott model generalization [64].
A Markov-Gaussian model is developed from the same concept as the Bernoulli-Gaussian
model in [47], but with an additional parameter that quantifies the memory of the channels.
Although the Markov-Gaussian model is a continuous model of noise, its main drawback
is that it is limited to only two states: impulsive-free and impulsive sequence states. Noise
samples adopt a Gaussian distribution in each of the states, with impulsive states having
noise variance that is very high compared with the impulsive-free state variance.
The authors in [48] expanded the Middleton Class A model by adding parameters allowing
noise impulse memory control. The Markov Middleton model incorporates a noise memory
via the hidden Markov chain and is a continuous finite-state noise model with the same prob-
ability density function (PDF) as the Middleton Class A model. The noise variance in each of
the finite states is a function of the noise’s physical parameters (number of simultaneous im-
pulsive emissions, impulsive index, and strength of the impulse noise). The noise is believed
to be a superposition of impulse source emissions distributed by Poisson distribution both in
space and time, with a temporal correlation. The additional parameter that retains the noise
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memory is calculated from noise measurements in all memory models, and information can
be found in [8], [47] and [48].
2.5 PLC Channel Characterization
Markov chain models have been used widely to model error bursts encountered on the
wireless communication channel [65–67]. However, limited research has been reported
regarding the applicability of these models to PL communication channels [68, 69].
This dissertation, therefore, investigates the types of error sequences occurring on this
channel type and explore the applicability of finite-state Markov channel model to PLC
channel data.
PLC channels are characterized by complex impulsive noise in the demodulated data streams
which generates error bursts. Past studies have established that complex impulsive noise and
changing time channel characteristics frequently influence the PLC network. Proper design
of the PLC system for such applications with error control codes requires knowledge of the
statistics that characterize these error bursts.
Therefore, the development of new transmission and reception techniques for PLC systems
involves the characterization and assessment of the PLC system. The channel statistical mod-
els help to assess system performance and to investigate different approaches so that errors
can be reduced and that the right approach to the problem can be employed. Modern mod-
ulation techniques, digital signal processing as well as error correction coding are used to
mitigate the deterioration of the data quality caused by this burst error [70].
2.5.1 Fritchman Markov Model
Fritchman [9] proposed the characterization of discrete communication channels using the
partitioned Markov chain model. The proposal assumed a binary channel, which implies
that a right bit will symbolize a noise-free transmission, while an error bit indicates an
error-prone transmission. Outputs are the deterministic function of states in this model,
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which is the fundamental concept of the semi-hidden Markov process [71].
The partitioned Markov chain model divides the data transmission system in two states as
suggested by Fritchman [9]. The first state that determines error-free transmission is some-
times referred to as good state, while the second state describes the errors in transmission
and is often referred to as bad state. The most significant state of digital channel modeling
whenever a Fritchman Markov model is implemented is the error state, since noise and long
burst error bits are generated from that state.
The Fritchman model [9] has been applied in the literature to a wide and varied range of
digital communication problems. In [65] Tsai applied the Fritchman Markov model partition
to model high frequency (HF) radio channels. Familua and Cheng [11] utilized the Fritchman
Model and Baum-Welch algorithm to model the in-house CENELEC A-band PLC channel.
Dalalah et al. [72] also utilizes the Fritchman partitioned Markov model to model end-to-end
wireless lossy channels. Xin and Zhang [73] in their work also used the Fritchman model to
describe underwater acoustic channels.
In addition, Fritchman Markov Models (FMMs) based on a comprehensive literature review
are the most commonly used functional methods for modeling memory channels to generate
approximate statistical models for the channel under consideration. Impulse noise occur-
rences that can create a burst error are very frequent and severe in PLC channels, as such the
PLC channels vary significantly from other communication channels. Therefore, the parti-
tioned Markov chain is the most fitting choice for characterizing the PLC channel to properly
describe and represent the unusual characteristics of the PLC channel. For this reason, this
dissertation will apply the FMM for PLC channel modeling. Chapter 3 further discuses FMMs.
2.6 Modulation Techniques for the PLC system
The critical aspect of the design of the system is the generation and proper detection of
signals. Consequently, system design has important function to play in the overall system
efficiency. For this purpose, to develop a stable and efficient PLC system, considering the
complexities of the PLC channel detailed in Section 2.2, together with other constraints
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enforced by PLC standards, robust modulation techniques, channel coding and digital signal
processing (DSP)must be used to allow signals towithstand the harsh PLC channel conditions.
A PLC digital transceiver system has to counter hostile channel operating conditions
rarely encountered in other well-known communication channels for successful channel
communication. The challenges faced by the PLC channel for narrowband applications were
outlined in Section 2.2, along with some of the limitations imposed by the PLC standards.
However, the PL channel properties and the susceptibility to various kinds of noise require
a proper selection of modulation techniques to be used in the development of PLC systems
[30, 34].
When developing a communication system and investigating a communication channel,
there are several possibilities among the well-known modulation and coding techniques that
can be considered. Highly noisy channels such as the PL network may involve modifying
existing methods or encouraging research into new modulations and improved coding
techniques. In addition, more than one suitable technique may exist for specific applications,
and a single candidate may surpass others under various channel conditions. Nonetheless,
for the volatile and time varying PLC channel, reliability under diverse channel conditions is
of the utmost importance.
Numerous approaches have been suggested and tested in literature in the study of the most
efficient modulation techniques for the development of PLC systems [30]. Some of the appli-
cable modulation schemes for PLC systems based on literature study are single-carrier mod-
ulation, spread spectrum techniques and multi-carrier modulation technique [30]. However,
this study focused on single -carrier modulation technique.
2.6.1 Single-Carrier Modulation
There are three major categories of single-carrier digital modulation techniques often
used in transmitting digitally represented data in communication systems. These include
Amplitude-shift keying (ASK), Frequency-shift keying ( FSK) and Phase-shift keying ( PSK).
In ASK, the information signal modulates the amplitude of the carrier signal without altering
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its frequency and phase, while in FSK, the carrier frequency is modulated. PSK is achieved
by altering the phase of the carrier signal according to the information bits. The combination
of ASK and PSK produces quadrature amplitude modulation (QAM).
For narrowband PLC applications, single-carrier modulation is a suitable solution and has
been adopted for practical applications [4].
Quadrature Amplitude Modulation (QAM) technique is a well-known single-carrier mod-
ulation system that provides high spectrum efficiency in digital communication. It uses
combined amplitude and phase components to provide a type of modulation that can provide
a high degree of efficiency for the use of spectrum. The theoretical background to QAM
techniques has been extensively addressed in [74], [75] and [76].
The first paper that suggested the QAM concept was by Cahn [77] in 1960. The work in
described a principle of combined phase and amplitude modulation system. The references
[78, 79] is included in the related literature contributions in support of the early- use of
the QAM technology. Application of QAM to satellite communication was presented in
[80]. The application of QAM techniques to the impulsive noise channel was studied in
[81]. The authors in [81] considered the statistical characteristic of class-A impulsive noise
explicitly and proposed an optimum receiver for more effective mitigation of impulsive
noise. In [82] the performance analysis of QAM was reported under class-A impulsive noise.
Furthermore, this review also discusses the effects of impulsive noise on the QAM system’s
error performance using conventional receiver. In [82], the performance analysis of QAM
under Class-A impulsive noise was reported as well as the impacts of impulsive noise on
QAM system error performance using a conventional receiver. Moreover, the results in [82]
clearly show that the efficiency of the QAM system with a traditional receiver is significantly
impaired when the noise is extremely impulsive.
Previous studies have shown that the design of a reliable and effective QAM transceiver sys-
tem requires a coherent receiver [14]. Study in [83] reveals that non-coherent systems are im-
paired by impulsive noise and deteriorate efficiency. However, there is no previous research
on the realistic implementation of a coherent receiver for the PLC system. A comprehensive
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performance comparison of coherent and non-coherent reception for different PLC various
applications is still ongoing research.
Details about the operation of the QAM modulator and demodulator as performed by USRP
(LFTX and LFRX) are discussed in Appendix A.
2.7 Software-Defined Radio Overview
A robust experimental platform is required now that the methods of transmission and signal
processing have been discussed. Simulating the expected results of the PLC channel is
complicated because it is hard to predict a PL channel behaviour. Additionally, developing a
realistic PLC test-bed is a challenging task due to the varying PLC standards and regulations
across countries. Therefore, in order to significantly reduce the processing time for research
and development, it is preferable to experiment on the actual channel.
The development of a field-programmable gate array (FPGA) board an application-specific
integrated circuit (ASIC) based on a custom hardware prototype is one workable solution.
However, hardware-based development delivers good performance, but the process is
relatively complicated and lacks flexibility. Therefore, greater flexibility for all aspects of PLC
design, such as frequency bands, gain and modulation scheme, are required to address these
challenges.
Another solution is a re-configurable and flexible software defined radio (SDR) platform. The
SDR-based approach incorporates the advantages of a software modeling framework (such as
MATLAB) and a hardware platform for experimenting with real-life scenarios. SDR systems
have emerged mainly in the wireless domain over the past three decades. It is a system
that utilizes software for physical layer functionalities like modulation, amplification, and
filtering rather than the dedicated electronic hardware [84]. However, SDR-based research
and development is still limited and growing in PLC.
SDR is a kind of re-programmable/re-configurable radios system, with significant modifica-
tions to the physical layer features through software. According to Mitola [85] SDR is the
intersection between hardware radios and computer software and provides a platform that
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is sufficiently flexible to support highly intelligent operations such as channel investigation.
Their high degree of flexibility and adaptability ensures that communication systems can be
quickly prototyped and reconfigured in research, development, and implementation.
The digital transceiver functions outlined in Section 4.1 are mainly performed through an
SDR hardware platform, with the exception of processing the baseband signal. It is achieved
through an integrated system such as a microprocessor, an FPGA or digital signal processor.
This integrated system is included in either the SDR platform or on an host computer linked to
the SDR platform. Most importantly, an optimal SDR device is required to operate in a broad
range of frequencies, with flexible bandwidth, transmit and receive signals while maintaining
error-free transmission [86].
In this research, the ITU-T G.hnem-inspired SDR-based transceiver was designed for indoor
NB-PLC data transmission and real-time noise modelling.
2.7.1 SDR Architecture
SDR is a radio architecture model in which an analog to a digital converter (ADC) and
a digital to analog converter (DAC) are close to the channel and programmable digital
hardware replaces a large part of the special circuit. In addition, it is a generic word for
communication devices that combine digital communication and DSP algorithms to perform
almost all associated PHY layer processes and functions in the software domain [85, 87].
The SDR consists of an RF section (amplifiers and filters), an analog-to-digital converter (ADC)
and a digital-to-analog converter (ADC) pair, a digital signal processor interface and/or a
computing system at the most basic structural level. Figure 2.3 shows the functional blocks
and the architectural layout of the SDR transceiver system [88].
2.7.2 Related Study
SDR implementations are not new to PLC research and development and, as such, similar
work focused on the application of the software-defined framework in PLC are reviewed.
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Figure 2.3: SDR Transceiver system Architecture.
.
Sigle et al. in [89] suggested a zero-crossing hardware platform and fully implemented the
FSK-OFDM bridge in software. The PLC system that operates between the electric motor
and the frequency converter was also implemented by Pinomaa et al., [90]. Familua et al.
developed various PSK modulation schemes for modeling narrowband PLC channels [12].
Dominicis et al. [91] used SDR’s for characterization of the multi-standard PLC scheme. In
[92], an implementation of vehicle PL communication (VPLC) system that utilized the USRP2
hardware and the GNU radio software was reported. In addition, the performance of the
VPLC platform was tested in an indoor low-voltage 220V power network environment as
well as in the VPLC 12V Direct Current (DC) environment. In [93], the implementation and
performance evaluation of SDR systems for smart home environments was carried out. In
addition, the potential benefits and constraints of the use of SDR have been demonstrated
and assessed. Researchers in [94] have developed and evaluated a PLC-based protection
system called loss of mains (LoM) for an electricity distribution grid based on a versatile
SDR framework in Finland. This system was proposed to combat the insular condition
that occurs in a power supply grid, where a distributed generator retains electricity from
the power supply after the loss of power connection. Laboratory tests were carried out
and a comprehensive analysis of the SDR-based LoM protection solutions was presented.
Otterbach et al. [16] developed SDR system for PLC using the USRP hardware and two
different software platform (MATLAB and GNU radio). In addition, Gary et al. [95] presented
the implementation of the SD-PLC PLC system and field test results in a very detailed way.
Results from the numerous test sites from the above studies demonstrated the benefits of
enhanced performance and robust SD-PLC transceiver system design.
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The SD-PLC system developed in this study is compatible with several standard NB-PLC
solutions, such as G.hnem, G3-PLC, PRIME and IEEE P1901.2 and can be modified to use
different modulation and coding technologies to mitigate PLC channel impairment.
Chapter 4 discusses the development of a software-defined experimental platform for this
study.
2.8 Summary
The review and study of the related PLC literature revealed that complex impulse noise
significantly degrades performance of the PLC system. Moreover, there was no report on the
practical implementation of the QAM-PLC transceiver system in the literature. Therefore,
strategies for the practical development of one have been studied in this chapter. In addition,
the PLC system has been identified as a next-generation communication system due to
economic benefits, with impulse noise being identified as a major barrier to the efficient
operation of the PLC system.
To address PLC channel limitations, this work highlighted the need for measurement
campaigns to assess and evaluate the characteristics of the PLC channel, and subsequently
proposed a flexible SDR transceiver system that could be used to perform PLC experimental
analysis. Therefore, this study will develop an uncoded QAM-based SD-PLC system that
transmits information data via the PL channel to the receiver.
The main consideration for the design of the PLC transceiver is that the development and
enhancement of the system should be focused on research. Unfortunately, experimental data
on PLC channel performance evaluations are few. In other words, experimental validation as
well as optimization of PLC efficiency are still important and this claim is supported by the
literature study in this chapter.
The challenges of PLC channels, in particular, impulse noise, have been reviewed. In order to
gain a deeper understanding, an experimental transceiver test bed will be used to investigate
how impulse noise error affects the efficiency and performance of the NB-PLC system, as
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well as to understand the statistical error distribution across the PLC channel. In addition,
this study will examines the statistical distribution of channel error on transmitted data due
to channel noise impairments and comes up with a mathematical model of error for channel
optimization.
The next stage of this research will outline the modeling techniques to be used to capture em-
pirical data, including information on the research strategy to be followed and the technique
for data collection.
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3 Discrete Channel Modeling
Techniques
This chapter presents a description of the mathematical approach used to study and develop
the discrete channel model adopted in this work. A descriptive overview of discrete channel
models is first presented in this chapter. Subsequently, the hidden Markov model leading to
the adopted Fritchman Markov model is discussed. Details for each step of the Baum-Welch
algorithm are presented. Finally, this chapter also addresses the modeling approach used in
this dissertation. Channel modeling results using the adopted FMM, especially for indoor PLC
channel modeling based on real-time measurements, are discussed in Chapter 5.
3.1 Introduction
In Chapter 2, difficulties of PLC channel and the limitations imposed by PLC standards were
discussed, leaving no alternatives but applying suitable modulation and coding techniques
to mitigate the channel degradation and develop an efficient system. One of the initial steps
to reduce noise and address channel limitations is the modeling of these harmful effects
and their impact on data transmission over the PLC channel. For this purpose, this chapter
presents background information on mathematical modeling methodology used in this study.
In this dissertation, the modeling of impulse noise errors gives us the capability to design
and select forward error correction (FEC) technology to mitigate impulse noise errors on
the PLC communication channel by applying error statistics and distribution resulting from
the noise error modeling. This would help enhance transmission reliability and the overall
performance of the PLC system. The different FEC techniques have different error correcting
capabilities, hence having a knowledge of the error statistics and distribution through the bit
error modeling helps us to select the most suitable FEC techniques to mitigate the effects of
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noise (transmission errors) in PLC communication system.
Modeling efforts in this dissertation focus primarily on the application of hidden Markov
model (HMM) in telecommunication, which was developed and discussed in [96, 97].
Historically, finite-state Markov’s model is very useful and effective in modeling the digital
communication system [98]. Therefore, a similar direction is pursued by using an HMM’s to
model the indoor PLC noise in this study.
3.2 Model for Discrete Communication Channel With
Memory
The discrete communication channel generally uses a channel encoder, a modulator and
a demodulator (signal processing subsystem), a channel decoder and a channel for the
transmission of discrete data from the digital source to the receiver. One of the key design
requirements that a discrete communication channel must meet is the reliable and efficient
transmission of digital data from the data source to the receiver. In reality, the realization
of the above requirement in the PLC channel is invariably affected by errors due to the
effect on the signal of destructive factors, such as noise and distortion in the transmission
channel, which subsequently affect the relationship between the input and output sequences.
Therefore, in order to choose appropriate method to protect a communication signal from
disruptive factors, mathematical channel models must be used to estimate the quality of data
transmission based on the set of probabilities that relate the channel output sequence to
inputs that effectively describe the effect of the channel error.
Figure 3.1 describes the fundamental components of a discrete communication system [97].
The term “discrete channel” referred to all the elements in the system between two indicated
points P and Q of the system for which input to point P is a symbolic sequence Xk and the
output from point Q is a different symbolic sequence Yk associated with the input sequence.
Figure 3.1 shows that P is the output of the transmitter side channel encoder, and Q is the
input of the receiver side channel decoder, and the waveform channel is located between P1
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Figure 3.1: Components of a Discrete Communication System
and Q1.
The terminology “discrete channel model” (DCM) is widely used for techniques which can
simulate the traces of communication channel errors. It is a tested and reliable statistical
technique used to describe the impairment and memory activity of the communication
channel. In addition, DCM helps to enhance the implementation of a reliable strategy
of error correction and coding techniques that can be applied to a specific channel. Un-
doubtedly, DCM is appropriate for modeling digital communication channels [97] since the
digital alphabets are discrete, a set of probabilities that relate the channel output sequence
to the input sequence can also effectively describe the effect of the channel-created errors.
Essentially, DCM’s main purpose is to characterize the statistical distribution of errors that
arise from channel impairments.
DCM is also called the “finite state channel model” (FSCM). In this context, the word “finite”
means a representation of the channel described as being in one of many, but generally
few identifiable conditions or states between any two points P and Q. The DCM concept
involves representing the channel by a finite number of states. The state of the channel varies
according to a set of transition probabilities as the time progresses. Some probabilistic rule
governs the transition from one state to another, that is part of the model. Thus, DCMs are a
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probabilistic representation of the error generation process. The description of the model is
completed by defining the mechanism of error generation for each state.
DCM is divided into two categories: memoryless discrete channel models, and discrete
channel model with memory [97]. Memoryless discrete channel models can be regarded
a degenerate case of the general category because these models have only one state.
Transitions from input to output or errors are modeled using memoryless models on the
assumption that there is no temporal correlation in the transition process. In other words,
what happens to any other input symbol does not affect the probability of transition (or
error) of the k-th input symbol. Discrete memoryless channel models are used for channels
where there is no impulse noise, fading, intersymbol interference ( ISI), and the noise is
AWGN.
The second class of DCM, the discrete channel model with memory, is applicable in a situation
where there is a temporary correlation between the input symbols and the output symbols. In
other words, the transition probability for the k-th symbol is associated with the transitions
of the previous and/or following symbols. This will happen in fading and impulsive noise
systems [97]. The temporary correlation of changes in signal amplitude due to impulse noise
and multipath effects can cause transmission errors to correlate. Errors in bursts tend to
occur, which are known as burst error channels or memory channels. Furthermore, errors
in real communication channels, such as PLC channels, occur in sequence because they
are not independent, reflecting the phenomenon referred to as channel memory, otherwise
indicating a statistical correlation in the event of an error [99].
Modeling the correlated error generation mechanism in discrete memory channels is usually
based on a discrete time Markov sequence [11, 99], in which the state model is used to define
the different channel states, and a collection of transition probabilities is used to capture the
channel transition between different states. In addition, every state also has a number of
symbolic transitional possibilities, which complicates the model by introducing many more
complex parameters. The model parameter and structure can be determined from a simulated
or measured error sequence [97]. In essence, DCM involves generating a random number
before a single symbol is transmitted to decide the channel state, and then drawing another
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random number for the input to output transition.
Previously, the research and modeling of the different communication channels was carried
out using DCM techniques [11, 67, 73, 98, 100–103]. Following the same approach, this
research combines the Markov model concepts with the long burst error characteristics of the
transmission medium in order to understand and study the PLC channel in detail. IN effects
on data transmission over the PL network are more severe than many other communication
channels, therefore, the DCM technique will be useful when describing and characterizing
the PLC channels.
The following sections will discuss the details of the HMM and FMM, which are the Markov
model type used for channel modeling in this study. In addition, model design, model utiliza-
tion to derive various statistical performance measurements related to error occurrences, and
appropriate model training algorithms will be explored.
3.3 Hidden Markov Model
Hidden Markov model (HMM) were initially introduced in the late sixties and early seventies
of the preceding century by Baum and his collaborators [104–106]. Subsequently, they have
been widely used over several decades for several complex applications, including word
sequence identification in speech records [107], gene discovery in DNA samples, financial
time series forecasting [108], and discrete channel modeling [97].
HMMs are probabilistic approaches used to explain the evolution of observable events that
depend on internal factors that are not explicitly observable. Two stochastic processes are
the main components of this model class [96]: one is characterized by the “unobservable”
or “hidden” process, and the other by “observable” process. The first stochastic process of
hidden states is the Markov chain, characterized by a finite set of states and state transition
probabilities. Markov chain states are “hidden,” as they are not externally visible, represent-
ing an unobservable sequence of states.
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HMM is a type of Markov models used to describe the burst error channels and the source
producing the burst error is assumed to be in one of several Markov chain states. In addition,
the probability of an error is presumed to be state-dependent; therefore, an error sequence
can be observed while the underlying state sequence can not be observed.
Basic Notations
Having described HMM as a doubly stochastic process, it is important to introduce basic no-
tation to completely define an HMM. The notations [96, 109] used in the subsequent sections
will be introduced in this section.
In addition, the graphical representation of the HMM is shown in Figure 3.2, where St
represents the hidden state sequence. The current state and the A matrix are the determining
parameters of the Markov process (hidden). The Ot , which is related to the state of the
Markov process by matrix B, can only be observed.
Figure 3.2: Architecture of a hidden Markov model
1. S: St represent the hidden state sequence.
2. O: {O1,O2, . . . ,Ot} indicates the Observation sequence
3. T : length of the observation (error) sequence.
4. n: indicates the number of states in a specific model.
5. M : indicates the number of different symbols observed per state.
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6. A: denotes the state transitional probability matrix. Matrix A is a square matrix of di-
mension nn where each matrix component reflects the probability of transition from
one state to another.
7. B: denotes the probability distribution of the observation or error symbol (input-to-
output transition) for each state. It is a rectangular matrix with a dimension ofmn.
8. Π: indicates an initial vector of the state distribution. It is a 1Xn vector. n presenting
the number of states.
Therefore, the complete set of parameters which defines a discrete HMM in compact notation
is:
Γ = (A,B,π) (3.1)
The following sections briefly define the HMM class adopted in this dissertation and the rel-
evant parameter estimation algorithm.
3.4 Fritchman Markov Model (FMM)
This section presents a brief description of the HMM class used in this study for channel mod-
eling. The Fritchman Markov model (FMM), a probabilistic model that statistically describes
burst error occurrences in a discrete communication channel, was originally proposed by
Fritchman [9] in 1967. It uses discrete-time finite-state Markov models to describe channel
conditions and is described in literature as a type of semi HiddenMarkovModel (SHMM) [97].
Fritchman [9, 97] studied the characterization of the binary communication channel, using
HMM, and further derived the error-free run distribution that is applicable to coding
assessment. Fritchman also showed that modeling of burst binary communication channels
can be accomplished with the Markov chain models and subsequently demonstrated the
practical application of this model to describe actual channels of communication by exper-
imentally using this model for statistical modeling of high-frequency radio channel. Burst
communications channels which can be modeled by using the FMM are channels with an
IN and frequency fading features, and such channels can be modeled in such a way that the
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Figure 3.3: N-state Fritchman model [9]
Fritchman’s framework partitions the process of data transmission into two states; g good
states (error-free) and N − g bad states (error-state). An error-free state in transmission
defines the correct bits received, while an error or bad transmission state is described by bits
received incorrectly. Figure 3.3 shows FMM with N states and having a single error state. For
good states (S(1), S(2) and S(N− 1) in Figure 3.3) no error is produced and is expressed
in the error sequence as zeros, whereas for bad state (S(N) in Figure 3.3) generates the errors
represented as ones in the error sequence. In addition, depending on the complexity of the
error patterns, the number of good or bad states may be increased.
The FMMswith a single-error state was successfully used for modeling an indoor PLC channel
in [12], visible light communication channel in [110] and underwater acoustic channel in [73].
In the above studies, the channel burst behavior was conveniently represented by two or three
good states (error-free) at a reasonable degree of accuracy. Hence, a similar three-state model
is adopted in this research.
3.4.1 Three-state Fritchman Markov Model
This research adopted the three-state FMM, which has two error-free states and single-error
state, as shown by Figure 3.4. This means that the two error-free states, S(1) and S(2) do
not generate an error and therefore are expressed as zero in the error sequence, while the
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single-error state S(3), generates an error and is represented as one in the error sequence.
The two error-free states are the same as they represent the states that depicts error-free
transmission (accuratly received bits).
In addition, Figure 3.4 reveals that transitions between states of the same group are not per-
mitted for the three-state FMM. This means that different degrees of memory are available;
therefore, it is possible to model a real communication channel by applying FMM. The choice
of two error-free states is based on the fact that the length of error-free runs in the obtained
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Figure 3.4: Three-state Fritchman’s Model
3.4.2 FMM Parameters
3.4.1 The three-state FMM adopted in this study includes three important parameters:
 The State transition matrix A for the three-state FMM adopted and illustrated in
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In the A matrix represented in (3.2) above, transitions do not take place from good
state to good state, which makes the elements 12 and 21 zero. This particular
condition makes it ideal for modeling realistic communication channels, including PLC
channels, because it enables multiple degrees of memory to exist in the model [9]. In
addition, the values of the A-matrix elements are assumed for these models, however
the diagonal elements of the state transition probability A are chosen carefully to
ensure that there is a high probability that the channel will remain in the same state
before moving to another [9].
The Fritchman’s three-state model used in this PLC channel modeling research can
also be referred to as a semi-hidden Markov model. This is due to the fact that, when
an error occur for error observation, it informs us that the symbol observed is emitted
from the error-state (third-state) that always emits errors. On the other hand, for error-
free observation, we are not sure of the state that achieved the result because it is not
physically observable, given that we have two error-free states, hence the name semi-
hidden Markov model [9, 97].
 The error generation matrix B is another model parameter that describes the prob-
ability that an error will be generated at a discrete time in a particular state. In view
of the fact that error-free states are good states and that errors are always generated in








In equation (3.3), the first two columns represents the error-free states, while the third
column represents the single error-state. The first row represents the probability of
no-error, while the second row represents the probability of error.
 The initial state distribution (Π) is the initial or prior probability of being in any
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The full parameter set for the three-states FMM model can be denoted as in (3.1).
3.5 Parameter Estimation
Determining how well the models match the experimental data is the next important thing
to do after identifying model with its parameters and collecting the empirical data. Fitness
can be evaluated by determining the value of the model parameter that best fits or represents
experimental data using a technique called the parameter estimation [111]. Two well-known
methods of determining the parameter value are the maximum-likelihood estimate (MLE)
and the least-square estimate (LSE) [111]. However, the MLE framework is selected for the
parameter estimation of the FMM in this study.
In this study, the selection of MLE algorithm for parameter estimation is motivated by the
following properties[a]: the MLE estimator has elaborate and adequate information on the
parameter of interest; the true parameter value produced by the data can be consistently
recovered asymptotically for data of sufficiently large data samples; estimates of the parameter
obtained asymptotically
TheMLE is a statistical method that determines values for a model parameters, and the values
are determined in a way that they maximize the probability that the model represented
process generated the actual observed data. The application of the MLE method in estimating
FMM parameters has been associated with the following advantages: increased efficiency,
improved numerical accuracy, consistency and in-variance of the parameterization process
[111]. The MLE of FMM parameters can be accomplished in two ways; by direct numerical
maximization (DNM) with algorithm such as Newton-type minimization algorithm or
the expectation maximization (EM) [112] algorithm with the commonly used iterative
Baum-Welch algorithm.
Baum-Welch algorithm is the only unsupervised Machine Learning algorithm adopted to es-
timate the parameters of the Fritchman Markov model, that depicts the measured bit error
sequences. It helps to estimate and obtain the most probable Fritchman Markov model pa-
rameters given the measure bit error sequence.
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The Baum-Welch Algorithm
The Baum-Welch algorithm (BWA) [97, 105, 113] is a robust technique for estimating the
full parameter set Γ = (A,B,π) depicting the measured or simulated error sequence [97].
It is an iterative algorithm commonly used in real communication channels to estimate the
model parameters from a given error sequence. The BWA uses the well-known expectations
maximization (EM) algorithm [112] to estimate the parameters of the model iteratively,
starting with some initial assumptions. The development of the Baum-Welch algorithms
includes the estimation of two different probabilities. First, the forward-path probability is
defined as the joint probability of having generated a partial observation sequence in the
forward path (from the start of the data) and having arrived at a certain state at a certain
frame. Next, the backward path probability indicates the probability of generating a partial
observation sequence in the opposite direction from the final data frame, given that the state
sequence starts at a certain time.
The experimentally measured error sequences and the initialized FMM parameters are the
training and input data for the algorithm. The algorithm concentrates on adjusting the
complete set of initialized FMM parameters Γ = (A,B,π) to achieve the most likely set of
parameters representing the measured error sequences.
Algorithm 1 shows the Baum–Welch algorithm (EM algorithm) for FMM parameter estima-
tion.
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Algorithm 1 The Baum-Welch Algorithm
Input: Initial model Γ=(A,B,π); Training data: the experimentally generated bit error se-
quence O = {o1, . . . ,oT} // T is the length of the bit error sequence
Result: The estimates of A-matrix elements denoted by j
Step 0: Initialize the parameters of the adopted model A0, B0 and π0.
Step 1: Calculation of the forward probability parameters in the forward phase (E-step).
// Forward probabilities are calculated in three steps as follows:






bj(ot+1) // Induction process
for 1 ≤t ≤T-1, 1 ≤j ≤N.
Pr[Ō|Γ] =
∑N
=1 αT()βT() // Termination
Step 2: Calculation of the backward probability parameters in the backward phase (E-step).
βT(1) = 1,  = 1, 2, . . . ,N // Initialization Process
βt() =
∑N
j=1 βt+1(j)bj(ot+1)j,// Induction Process
for 1 ≤t ≤T-1, 1 ≤j ≤N.
Step 3: Calculation of model parameter re-estimation variables and the update process
(M-step).


















, π = α1()β1(),  = 1, 2, . . . ,N.N = 3
Step 4: If the desired convergence is achieved, stop the iteration and output the estimated
model parameters; otherwise, current A estimates becomes input to the algorithm, while
steps 1 through 3 are repeated until the desired level of convergence is achieved. ()
Refer to Appendix B.7 and Turin [114] for further details on scaling.
Appendix B discusses this algorithm further with the introduction and definition of some
intermediate variables.
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BWA is a special case of EM algorithms. This algorithm consists of a few phases, such as
the initial, the forward, the backward, and the update phases. The forward and backward
phases are the E-step of the EM algorithm, while the update phase is the M-step. In the
E-step, forward and backward formulas and computation predict the expected hidden states,
given the empirical data and the set of parameter matrices prior to tuning. Subsequently,
M-step update formulas tune the parameter matrices to best fit the experimental data and
the expected hidden states. Therefore, these two main processes are continuously iterated
until parameters converge. Convergence is achieved when the estimation technique has
been updated without any further changes in value of the model parameters that maximize
the probability of the observation sequence.
For a detailed mathematical representation of the Baum-Welch algorithm, refer to [97, 113,
115].
3.6 Modeling Methodology
This dissertation applied FMM to model the empirical burst error sequence produced in the
M-QAM based indoor SD-PLC system over the narrowband channel. Figure 3.5 displays the
processes involved in modeling the sequence of empirical burst errors and enumerates them
as follows:
1. Experimental error sequences were determined by comparing bit streams transmitted
and received for each of the 4-QAM, 8-QAM and 16-QAM SD-PLC systems under the
influence of IN.
2. After experimental error sequences have been obtained for each case, the initial values
for the model (state transition matrix A, error generation matrix B and initial state
distribution Π) parameters are then randomly assumed for each experimental error
sequence (training data) obtained and then used as input to the Baum-Welch algorithm.
3. The BWA is implemented as described in Section 3.5 and then used to re-estimate FMM
parameters sets that best match the measured experimental error sequences.
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Figure 3.5: Modeling methodology
4. And thereafter, re-estimated FMMparameters are used to generate new error sequences
of the same length as the original experimental error sequences.
5. The error free run distribution (EFRD) denoted by Pr(0m|1) is computed for experi-
mental error sequence and the newly regenerated model error sequence to validate the
accuracy of the model.
6. Error probabilities are then determined to validate whether the measured error se-
quences fit closely with the generated model error sequence.
3.7 Summary
This chapter discussed the statistical method used to investigate and develop a discrete
channel model adopted in this work. First, a descriptive description of discrete channel
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models is discussed. Second, the hidden Markov model, a statistical modeling technique
applicable to memory channel characterization, and their mathematical descriptions were
discussed. Thereafter, the hidden Markov Markov model leading to the Fritchman Markov
model was discussed. The Fritchman Markov model was discussed in-depth, demonstrating
how it can be used to accurately model a noisy channel based on literature and experimental
evidence.
In addition, the BWA adopted to estimate the parameters of the Fritchman Markov model is
also discussed. Details for each step of the Baum-Welch algorithm are presented. BWA may
be implemented using MATLAB, C, or Python or some other programming language.
Finally, this chapter also addresses the modeling approach used in this dissertation. Channel
modeling results using the adopted FMM, especially for indoor PLC channel modeling based
on real-time measurements, are discussed in Chapter 5.
The next phase of this research (chapter 4) will address the design and implementation of the
SD-PLC transceiver and experimental test bed used for data transmission and measurement
of the channel error sequence.
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4 M-QAM SD-PLC Transceiver System
Design
This chapter describes the key components (including hardware and software) of the SD-
PLC transceiver and explains the significance of the different components and equipment
used in this study. Besides, the configuration of different hardware and the installation of the
appropriate software are presented. Thereafter, a comprehensive description of the design and
development of the SD-PLC transceiver test-bed used for data transmission and measurement
of the bit error sequence in the noisy indoor NB-PLC channel is provided. After confirming
reliable and efficient system operation, the experiment was performed and the results of the
bit errors and error sequences are presented in Chapter 5.
4.1 PLC Transceiver System Overview
The PLC digital transceiver system is a highly complex device that performs multiple
complex tasks simultaneously to enable the synchronized transmission and reception of
digital data over a noisy and power-limited PLC channel. It is a system that consists of both
digital and analog processes, which work together to generate and transmit binary data.
A communication system can be categorized as an analog or digital system, depending on
whether the transmitted information is in digital or analog format. Nevertheless, due to its
inherent advantages over analog communication, the digital communication system has be-
come a system of choice. Digital communications have been extensively addressed in [74–76].
Transceiver architecture is a key factor in overall system efficiency as digital communication
techniques, DSP algorithms, and SDR are integrated into PLCs. Modern communication
systems use DSP algorithms to generate baseband waveforms on the transmitter and process
them on the receiver. Analog hardware is then used to transfer the signal between the lower
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frequency baseband and the higher frequency passband, a method that is also known as
modulation and demodulation.
SDR combines DSP functions with analogmodulation and demodulation into a programmable
hardware interface that can be used to develop a wide range of flexible and adaptive com-
munication systems. SDR systems have become very attractive in wireless and PLC domains
over the last two decades, and there are several reasons for this. First and most importantly,
using programmable hardware is cost-effective, as several different communication system
scenarios can be implemented using the same hardware architecture while simply upgrading
the software. Second, parameters such as the bandwidth of the generated signal, phase, and
frequency stability of the oscillators, filter response, can be controlled much more precisely
in a digital environment. Thirdly, advanced digital signal processing software and hardware
can be used for easily implementing sophisticated data generation, data communication,
synchronization, data compression, encryption, and error control coding algorithms. Thus,
the explanations set out above justify the choice of a flexible SDR design approach adopted
in this study.
Methods for developing an effective digital transceiver system using DSP and SDR ap-
proaches are being studied in order to achieve flexibility in developing an efficient PLC
transmitter and receiver. This study therefore focuses on the development of an effective
digital transceiver system that transmits and reliably detects communication signals through
a highly noisy PLC channel with bandwidth and power limitations using single-carrier QAM
modulation techniques proposed by the G.hnem specification [14] for narrowband PLC
systems. Subsequently, this study develops the M-QAM transceiver for the PLC channel
investigation using the DSP algorithm, the SDR methodology, and the graphical user
interface of the MATLAB/Simulink software to pursue a system-oriented level of design and
evaluation of the SD-PLC system.
The following section presents the hardware and software components of the SD-PLC. The
development of the M-QAM transceiver for the system-oriented design and evaluation of the
PLC channel using the DSP algorithm, the SDR methodology and the graphical user interface
of the MATLAB/Simulink software are subsequently reported.
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4.2 SD-PLC SystemComponents: Hardware and Software
In the design and development of the M-QAM (4-QAM, 8-QAM, and 16-QAM) SD-PLC
transceiver specified in this dissertation, the following hardware, and software components
were used:
1. The transmitter and receiver host computer (Windows PC) and gigabit Ethernet cables.
2. Universal software radio peripheral (USRP) with LFTX and LFRX daughterboard.
3. The transmitter and receiver coupling circuit (bandpass filters).
4. PLN Architecture and Noise Generation Scenarios
5. MATLAB/Simulink software



















Figure 4.1: SD-PLC Transceiver architecture
The significance and function of each element in the SD-PLC transceiver will be addressed in
the following sections. Besides, how to configure the various hardware, and how to install
the appropriate software is also presented.
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4.2.1 Transmitter (TX)/Receiver (RX) Host Computer
The host transmitter (TX) and receiver (RX) computers house the MATLAB and Simulink
laboratory software, a computational environment, and a support package for the communi-
cation toolbox to interact with the USRP. The TX and RX host computers are used to load the
appropriate firmware and FPGA images onto USRP N210 module flash memory SD through
the gigabit Ethernet interface. Also, the TX and RX host controls and communicates with
the USRP N210 modules via the gigabit Ethernet cable. On the host computers, the digital
signal processing (both pre-processing and post-processing) of the complex baseband signals
are performed in the software domain. The host computers and USRP hardware devices both
have gigabit Ethernet cards designed to communicate with one another, using a static IP ad-
dress. The USRP N210 hardware devices were connected to corresponding host computers
using Cat 5E Ethernet cables. This cable can support 1000 Mbps of data speed and is capable
of handling full-duplex operation.
4.2.2 The Universal Software Radio Peripheral (USRP) Hardware
The USRP hardware family is a series of reconfigurable FPGA-based Tx/Rx SDRs produced by
Ettus Research [116] and its parent organization National Instruments. They produce a family
of USRP SDR hardwares for experimental study. These high-quality devices are designed as
modular, inexpensive, reconfigurable, and reusable hardware modules capable of transmit-
ting and receiving arbitrary baseband signals and allowing universal-purpose computers to
function as high bandwidth SDRs [117]. They have a high-speed and high-resolution analog-
to-digital converter (ADC) and digital-to-analog converter (DAC) and allow the selection
of transmitter, receiver RF daughterboards optimized for working at different frequencies [84].
Because it is modularized into a motherboard and a daughterboard, USRPs can be adapted
to a wide range of operating frequencies. The first generation of USRPs is connected to a
host computer via a USB 2.0 port, while USRPs of the next generation are connected via a
fast gigabit Ethernet link. The modularized USRP daughterboards provide direct access to the
radio frequency world for the USRP system and include SDR mixing features for analog ra-
dio frequency frontend and intermediate frequency (IF). Some daughterboards are available
for USRP modules and are equipped for different frequency spectrums with software-tunable
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center frequency capability. One of the benefits of using USRP radio is that MathWorks fully
supports it. With the hardware support package downloaded and installed on the host com-
puter, the USRP hardware driver (UHD) enables the USRP hardware to interface directly with
MATLAB/Simulink [118]. Therefore, the USRP hardware a can be used in conjunction with
MATLAB/Simulink to implement several different radio transmitters and receivers for differ-
ent applications.
USRP N210
The USRP N210 device containing the motherboard as well as the daughterboards (LFTX and
LFRX daughterboards) are adopted for this study. The USRP N210 adopted in this study has
the following features: standalone operation, one transceiver daughterboard slot (1 RX and
1 TX daughterboard slot), Xilinx Spartan 3A-DSP 3400 FPGA with dual digital-up-converter
(DUC), 100MS/s dual ADC, 400 MS/s dual DAC and gigabit Ethernet interface for streaming











USRP Modulation System Model





Figure 4.2: The USRP N210 modulation process
Themotherboard is central to a USRP hardware because it manages communications with the
host computer and allows digital signal processing to take place up to a bandwidth of 25 MHz
at an IF [119].
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4.2.3 Transmit and Receive Coupling Circuits
The most important part of the PLC transceiver system is the coupling interfaces. It is an
essential component for transmitting and receiving communication signals on hostile PLC
channels. It is a filtering system that blocks the power signal and enables a communication
signal to pass through the channel, as well as provide galvanic isolation to prevent damage
to the sensitive transceiver components by the mains voltage [4]. Furthermore, owing to the
complexities of the loads attached to electrical power networks, the impedance also at point
of connection changes with time and frequency, making it difficult for PLC transceivers to be
wired directly to the electrical network. Therefore, appropriate transmission and receiving
coupling interfaces must be developed or selected for transmitting and receiving on an
indoor NB-PLC channel.
Specifically, the coupling circuit should be robust enough to tolerate and respond to
the differing impedance experienced on the PLC network, thus alleviating coupling and
insertion losses. It should be constructed to have galvanic insulation and also to avoid
over-voltage of critical PLC transceiver components used in data collection. Therefore,
several things need to be considered in developing the PLC coupling interface in order to cre-
ate an effective coupling circuit that is suitable for indoor narrowband PLC applications [120].
For this study, STEVAL-XPLM01CPL coupling circuit designed by STMicroelectronics, which
was purchased off the shelf, together with the USRP transceiver was used for experimental
transmission and data reception via NB-PLC. Figure 4.3 shows the STMicroelectronics
STEVAL-XPLM01CPL coupling circuit layout.
This coupling device is intended to facilitate the transmission and reception of signals in the
CENELEC-B to D bands. It is made up of an AC varistor, capacitor and transformer. The
AC varistor plays an important role in protecting devices from surge disturbances on the
communication side of the coupler.
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Figure 4.3: Picture of STEVAL-XPLM01CPL coupling circuit
4.2.4 Network Topology and Noise Generation Scenarios
It is important to provide a description of the power line network where the functionality
of the developed SD-PLC transceiver has been tested and used for transmission in real-time,
experimental measurement and modeling of the CENELEC-C channel for this research.
The power line network architecture used for this study is important due to variations in
the noise parameters typically obtained from country to country resulting from dissimilar
mains voltage, power line topology, considered power line frequency bandwidth, distance,
or position, and time.
For the M-QAM SD-PLC transceiver, the CENELEC-C band frequency range is the operating
frequency spectrum chosen. As the main aim of the power lines was not to transmit high-
frequency signals, the PLN thus offers an extremely adverse environment for high-frequency
signals. Comparable to any communication network, attenuation, multipath impedance and
noise are the three distortion factors that obstruct the efficient data transfer over power lines
[56].
The main objective of this study is to investigate the impact of impulsive noise error induced
by electrical home equipment connected across the network. Careful consideration was
therefore given to the best system configuration and careful experimental procedure for
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measuring error sequences. Section 4.4 addresses the experimental test-bed.
In this work, the effects of uncoordinated switching ON and OFF of different types of home
electrical devices on the transmitted digital data over indoor SD-PLC system is measured. The
two devices considered in this experiment are a compact fluorescent lamp (CFL-bulbs) and a
hair dryer and their combination (CFL-bulbs + hair dryer) as they serve as an impulse noise
generator for the PLC channel.















Figure 4.4: The PLN topology
noise error data in this study, two separate measurements and cases were considered, the
”weakly interrupted” and the ”strongly interrupted’.’ Theweakly interrupted case involves the
attachment of a single impulse noise generator to the channel, while the strongly interrupted
case involved the combination of two indoor electrical devices that serves as noise generator
to the channel.
4.2.5 System Software Architecture: MATLAB/Simulink Software
MATLAB is a known software suite for engineering, mathematics, and biological applica-
tions. MATLAB provides significant data processing, innovative communication models,
and algorithms for the analysis of data. The MathWorks Matrix Laboratory (MATLAB) and
Simulink provide the hardware support package and Digital Signal Processing (DSP) and
Communication Systems toolbox for USRP hardware. This dissertation primarily utilizes
the MATLAB/Simulink software signal processing and communication system toolbox. This
55
Chapter 4. M-QAM SD-PLC Transceiver System Design
package uses the universal hardware driver (UHD), the USRP hardware driver that supports
communication between USRPs and MATLAB/Simulink software.
The UHD allows the USRP to send and receive over a range of channels. The MAT-
LAB/Simulink software platform consists of a UHD wrapper function that makes the USRP
easy to manage. Codes and baseband signals are prepared in the MATLAB software platform,
and digital signal processing (including pre - “and” post - processing) is performed on host
TX and RX computers in MATLAB, where the complex baseband signals are transmitted.
Additional supporting functions of MATLAB and Simulink toolboxes include: setting and
configuring TX and RX parameters such as frequency range, sampling frequency, sampling
rate, gain, decimation, and interpolation.
Note that before designing and implementing SD-PLC transceivers usingM-QAMmodulation
techniques, USRP andMatlab/Simulink platforms, Mathworks USRP Hardware Support pack-
ages need to be installed. Therefore, the QAM modulation techniques will be implemented
with the help of the tools provided by MATLAB/Simulink and the USRP hardware to achieve
the objective of this study. Appendix D provides a detailed procedure of this installation.
4.3 The SD-PLC System Model
This section describes the development of the QAM-based SD-PLC transceiver systems
adopted for real-time data transmission, error sequence measurement, and modeling via
the CENELEC-C band channel using re-programmable SDR USRP hardware and the MAT-
LAB/Simulink software platform.
4.3.1 M-QAM Transmitter System
The SD-QAM transmission baseband system, as shown in Figure 4.5, includes data generation
block, symbol mapping block, pulse-shaping filter, and the Software Defined Radio USRP
(SDRu) transmitter.
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Figure 4.5: QAM USRP-transmitter
The transmit baseband system is responsible for transforming binary data streams into a sam-
ple stream that is transmitted to the DAC. It starts with binary numbersmapped to fixed points
on the complex plane by the digital modulator. Digital QAM modulators are mainly used to
transform digital information into waveforms which can be streamed over the channel. Then,
these samples are up-sampled by 4 times and run through a square root raised cosine filter
that acts both as a pulse shaping filter and also as an interpolating filter. The SDRu system
transmitter block and communication toolbox in MATLAB/Simulink are the software compo-
nents used by the USRP hardware to implement the digital QAM transmitter. It is also used
to configure hardware parameters like signal level, operating frequency, decimation, and in-
terpolation. To ensure compatibility with the software version to be used, USRPs are loaded
with the correct FPGA and firmware image version.
4.3.2 M-QAM Receiver System
The SD-QAM baseband receiver system, shown in Figure 4.6, is primarily responsible for
detecting, regenerating the originally transmitted message, and decoding data frames from
samples collected from the ADC. In comparison to the transmitter system, the receiver
system has more components, as it needs to correct multiple RF-channel impairments to
decode frames effectively.
The SD-QAM receiver system consists of SDRu receiver, automatic gain control (AGC), square
root raised cosine receiver filter, coarse frequency correction, fine frequency correction, tim-

















Figure 4.6: QAM USRP-receiver
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To implement a digital QAM receiver, the SDRu system objects receiver block in MAT-
LAB/Simulink is used to interface the host computer with the USRP device. It is also used
to configure hardware parameters like center-frequency, interpolation factor, and gain. The
AGC circuit is used to optimize the power of the received signal in terms of frequency offset
correction by calculating the estimated value and then to formulate a correction. The root-
raised-cosine (RRC) receiver filter is used in down-sampling the incoming signal from the
channel. Coarse and fine frequency synchronization stages were added to correct the phase
and frequency offset in the receiver system. These are performed in two stages, the coarse
frequency offset is corrected using the estimate given by the coarse frequency compensator
and the correction is then finely calibrated using the carrier synchronization. To perform a
coarse frequency offset estimation in this study, we used a frequency locked loop with a band
edge filtering algorithm proposed by Harris et al. in [121]. Correction of timing errors and
recovery of symbols are performed in the timing recovery subsystem. The demodulator block
is used to demodulate the incoming signal and de-mapping the symbol to bits format.
4.3.3 The M-QAM SD-PLC Transceiver System Model
Integrating the USRP transceiver modules, the PLC coupling circuits (bandpass filters),
software platforms, and personal computers (PCs) help facilitate the development of PLC
system prototypes. The Ethernet-based USRP N210, with the LFTX transmitter and the LFRX
receiver daughterboards and the combined PL coupling interfaces represent the hardware
platform, while the MATLAB/Simulink suite represents the software platform.
Figure 4.7 shows the SD-PLC QAM transceiver system model considered in this study.
The system performs several complex operations simultaneously to enable efficient data
transmission and reception. On the transmitter side, the data bits are first mapped using
the QAM (4-QAM, 8-QAM, 16-QAM) modulator to obtain the modulated baseband signal on
the host transmit (TX) PC. Afterwards, the pre-processed modulated signal from the host
transmitter PC, through the SDRu transmitter Simulink block, reaches the USRP transmitter
via the gigabit Ethernet data port. The samples are then interpolated, which involves an
increase in the sampling rate and filtering before digital up-conversion (DUC) [122]. The Tx
USRP FPGA then performs DUC after interpolation by converting the digital complex signal
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Figure 4.7: The SD-PLC QAM transmitter and receiver system.
from baseband to digital passband equivalent. Subsequently, the USRP-FPGA processed
digital passband signal is translated into an analog equivalent signal by the digital-to-analog
converter (DAC) and forwarded to the LFTX-daughterboard for further modification. The
LFTX-daughterboard then modulates the transmit streams from an intermediate frequency
(IF) to the CENELEC-C band operational-frequency. The continuous analog output signal is
now transmitted and superposed on the voltage signal of the power line channel through the
transmitter coupling interface.
On the receiver end of the system, the processing tasks involve the reception, synchronization,
and demodulation of the transmitted QAM signal. First, the receiver (RX) coupling interface
decouples the transmitted QAM signal from the PL channel to the RX USRP via the LFRX-
daughterboard. Subsequently, the USRP LFRX-daughterboard then filters and modulates
the analog signals obtained, initially sampling them from the CENELEC-C band transmit-
frequency to IF, and then multiplies them by discrete complex samples. The analog signal ob-
tained is converted to the digital baseband form by the analog-to-digital converter (ADC) for
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further processing of the baseband signal. The digital down-converter (DDC) then filters and
decimates the resulting digital baseband bitstream, removing dual-frequency components and
reducing the sample rate. Subsequently, the resulting digital samples are eventually placed
in the buffer and transmitted to the host Rx computer through the gigabit Ethernet port for
further post-processing of the baseband signal. Finally, the QAM signal demodulator along
with the SDRu receiver demodulates the baseband signals and the initially transmitted signal
is recovered correctly at the absence of a channel or noise disturbance.
4.4 The Experimental Test-bed and Measurement Equip-
ment
This section presents the experimental measurement devices that have been integrated
with SD-PLC transceiver to achieve the overall system test-bed and further presents the
experimental procedure for measuring impulse noise error in this research.
The experimental test-bed was set up at the University of Johannesburg, Auckland Park
Communications Laboratory, with careful consideration given to achieving best configura-
tion for the measurement of impulse noise error sequences.
Reliable data collection is achieved through the use of appropriate test equipment and
the meticulous conduct of the experiment in an experimental study. Fig. 4.8 shows the
architecture of the experimental setup, while in Fig. 4.9 the photograph of the setup is shown.
As shown in Fig. 4.8, the following are the constituent elements of the PLC measurement
test-bed: the isolation transformer, line impedance stabilization network (LISN), power line
topology, transmitting and receiving coupling circuits, transmitting and receiving USRP,
transmitting host and receiving host PCs.
To investigate the effect of impulsive noise introduced by electrical home appliances on the
transmitted data over a PL channel, careful consideration was paid to developing an exper-
imental set-up that isolates the measuring system from the mains, eliminates ground loops
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Figure 4.8: The schematic of the experimental test-bed.
Figure 4.9: Picture of the experimental test-bed
and filters the electrical noise from the mains. The impedance of the network is not con-
stant in power line networks, which varies with the mains voltage. This variation causes a
mismatch of impedance between measuring equipment and line. This condition needs to be
eliminated to improve the efficiency of the outcomes of the measurements. A LISN is used to
address this problem as well as to isolate the system from the mains voltage. Additionally, by
carefully creating an experimental environment shown in Figure 4.8, all other types of noise,
namely colored background noise and narrowband noise, were suppressed. Therefore, this
dissertation study has carefully designed experimental systems to collect the necessary data.
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4.4.1 Isolation Transformer
Transformers are electromagnetic devices that transform alternative current (AC) (electric
energy) from the primary side of the transformer to the secondary side of the transformer
and are used for isolation. Isolation transformers are used to provide galvanic insulation and
protect against electrical shock, to eliminate electrical noise in sensitive devices, or to trans-
fer power between two circuits that are not to be connected. These are used to electrically
separate the two circuits by supplying a galvanic insulation between them. The majority of
the transformer is designed for reducing capacities between windings by means of a Faraday
shield in-between primary and secondary windings, but this produces an inter-capacitance
between the shield and both windings [123, 124]. High-frequency currents flow through these
two capacitances in the grounding paths of both windings. In most cases, the isolation effect
of the general transformers is nullified by these currents. If a failure occurs in standard trans-
formers on the high voltage side, it will be shifted to the low voltage side that is detrimental to
humans and electrical equipment. Isolation transformers were designed to explicitly address
the problem of transferring the transformer shield to the ground. The isolation transform-
ers operate in the same way as other transformer types. However, there are two different
Faraday shields in-between primary and secondary windings in its architecture. Clean power
from power line is critical in our experimental measurements as we are examining the effect
of complex impulsive noise we produce in the laboratory. Consequently, the isolation trans-
former plays a major role in reducing/eliminating the high-frequency noise coming from the
grid. The isolation transformer was used to achieve an isolated environment and block other
noise sources, while also providing safety to humans and transceiver components utilized in
this work.
4.4.2 Line Impedance Stabilization Network (LISN)
The impedance of the network is not constant and changes with the mains voltage of the
power line systems. This leads to an impedance mismatch between both the measuring in-
strument and the line. This problem must be mitigated to increase the precision of the mea-
surement results. To compensate for this inconvenience and generate a known impedance
value, a line impedance stabilization network (LISN) is used to eliminate impedance mismatch
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that can impede the measuring reliability. The use of the LISN in this dissertation for experi-
mental set-up includes also the use of the isolation transformer. Since the LISN induces high
earth leakage currents, it can not be connected directly to the mains circuit which is protected
by earth leakage current circuit breakers (ELCB) [125]. Therefore, powering the LISN with
the mains through the isolation transformer is a prerequisite for us to prevent the ELCB from
tripping.
4.4.3 Approach to measurement
To power and control the load (CFL-lamp and hair-dryer), an isolation transformer was
used for supplying power from the mains via the LISN. To introduce impulsive noise during
transmission, the load was switched on and off intermittently. The USRP (transceiver) was
connected via the coupling circuit to the power line, and the coupling circuit was linked
between the LISN and the load to the power cables. The transmitting and receiving host
computer is connected via gigabit Ethernet cable with the USRP to the test-bed. To measure
the impulsive noise bit error sequence resulting from the on and off switching of the load
on the PLC network, the transmit and receive host computer were used for capturing this data.
In the laboratory, CENELEC “C” LV setting, the SD-PLC transceiver test-bed functionality
is tested, by transmitting and receiving digital complex baseband M-QAM signals using an
appropriate differential coupling defined for LV-PLC implementations.
The important hardware, software and transmission configuration parameters for this study
are included in Table 4.1.
In this dissertation, impulse noise error statistics were measured for two types of electrical
home devices and their combination. This study evaluates the impulse noise error statistics of
CFL-bulb, hair-dryer, and their combination. Impulse noise comes from the electrical devices
that are connected to the network as discussed in Section 4.2.4.
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Table 4.1: Hardware & Software Configuration
ITEMS VALUES & CONFIGURATIONS
USRP Hardware (TX and RX) USRP N210
TX daughterboard model LFTX, (0-30 MHz)
RX daughterboard model LFRX, (0-50 MHz)
TX Computer/USRP TX IP 192.168.20.1 & 192.168.20.2
RX Computer/USRP RX IP 192.168.40.1 & 192.168.40.2
Constellation order 4, 8, 16 QAM
Transmitter & Receiver gain Non-tunable (default)
USRP FPGA & Firmware rev 003.005.003
CENELEC-C frequency 130 kHz
Sample time 6 µs
Sample frequency 200 kHz
TX & RX bit length 50,000
Host PC TX & RX OS Windows 10 Pro, 64 bits.
Host PC TX & RX Processor Intel Core i5-4300u.
Host-based Software Version Matlab R2017a (9.2.0.538062)
4.5 Summary
This chapter described the various hardware and software components that make up the SD-
PLC system development, presented the M-QAM transmitter and receiver system models,
the overall M-QAM SD-PLC transceiver architecture and its features, discussed concisely the
PLC architecture and noise generation scenarios. Also discussed in a later section was the
experimental test-bed setup showing how the various transceiver components interconnect
and function end-to-end.
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5 Results and Analysis
This chapter reports the results of the experimental data transfer through the use of the devel-
opedM-QAM-based SD-PLC system. In particular, the results of the statistical error sequences
produced by comparing sent and received bits are discussed. Modeling of the impulse noise
error over the NB-PLC channel using the three-state FMM and BWA was addressed. Finally,
there is a discussion on the methods of model validation and analysis of results.
5.1 Error Sequence Measurement Results
Bit Error Rate (BER) measurement is a key parameter to measure the efficiency of any
communication system. However, the BER does not provide information on how channel
errors are distributed, but only provides important first-order statistical data [126].
The error sequence contains information about how errors are distributed over a channel. It
is also called error statistics and it is quite different from the actual 1’s and 0’s string that
was transmitted. It is a sequence of 1’s and 0’s, where the 1’s indicate where errors have
occurred and the 0’s represent the error-free bits. These error sequences are then used to
model the NB-PLC pulse noise error by using the adopted three-state FMMs and the BWA.
The graphical representation of the error sequence versus bit number displays the statistical
distribution of the bit errors over the channel. This form of representation is often referred
to as the error sequence pattern.
In order to obtain an error sequence, the received sequence was compared to the known
transmitted sequence. A “1” denotes an error (incorrect bits received) in the error sequence
and “0” denotes no error (correct bits received).
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For this experiment study, an error sequence of 50,000 bits was obtained based on a compar-
ison of the sent to the received bits for the M-QAM NB-PLC transceiver system.
5.1.1 Weakly Interrupted Scenario Case 1: CFL-Bulb
Figures 5.1, 5.2, and 5.3 show the experimental bit-error sequence of CFL-bulb generated noise
on the M-QAM SD-PLC network. The bit error sequence in the 4-QAM, 8-QAM and 16-QAM
NB-PLC systems show occurrences of burst errors, which is more pronounced in 16-QAM
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Figure 5.3: 16-QAM CFL-
bulb error Sequence
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can transmit more data, but is less efficient compared to lower-order QAM because it has
a high error rate. The probability of error for the 4-QAM, 8-QAM, and 16-QAM systems
with a CFL-bulb acting as an impulsive noise source was found to be 0.0166, 0.0338, 0.0515,
respectively.
5.1.2 Weakly Interrupted Scenario Case 2: Hair-Dryer
The experimental bit error sequence resulting from noise generated by hair-dryer in the M-
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Figure 5.6: 16-QAM hair-
dryer error sequence
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Clearly, the figures show the occurrence of burst errors in the 4-QAM, 8-QAM and 16-QAM
NB-PLC systems, which are more pronounced in the 16-QAM system. The severity of the
long burst error on the 16-QAM system can be explained by the fact that higher order QAM
can transmit high data but is less efficient than lower order QAM because it has a high error
rate. The probability of error for the 4-QAM, 8-QAM, and 16-QAM systems with a CFL-bulb
acting as an impulsive noise source was found to be 0.0323, 0.0526, and 0.0597, respectively.
5.1.3 Strongly Interrupted Scenario: Combination of CFL-bulb and
Hair-dryer
Figures 5.7, 5.8, and 5.9 describe the experimental bit-error sequence for the SD-PLC system as
a result of the combination of CFL-bulb and hair-dryer. The percentage of system burst error
increases due to the effects of two interconnected electrical appliances on the PLC system.
For the 4-QAM, 8-QAM and 16-QAM systems, the probability of error was found to be 0.0508,
0.0627, 0.0756, respectively, with the CFL-bulb and the hair-dryer acting as an impulsive noise
source. In addition, the long burst error is more severe in the 16-QAM system and less severe
in the 4-QAM system. Increasing the number of interconnected devices to the PL network
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Figure 5.7: 4-QAM CFL-
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Figure 5.8: 8-QAM CFL-
bulb and hair-dryer combi-
nation error sequence
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Figure 5.9: 16-QAM CFL-
bulb and hair-dryer combi-
nation error sequence
5.2 Initialized FMM Parameters
In this analysis, three states (two error-free states and one error state) FMM were adopted for
impulse noise error modeling, where error-free states are good transmission states and error
or bad state represents error transmission. The preference for a single error-state is based on
the fact that the error-free distribution makes it possible to precisely define the single error-
state and also because the probabilities of errors are low hence a single error-state accurately
characterizes this channel scenario, in other words, the model parameters can be extracted
from error-free distributions and vice versa [97].
.
Error sequence of length 50,000 with different probability of error was obtained and recorded
for different scenarios considered in the experimental measurement using the M-QAM
SD-PLC test-bed. The error sequence generated by a comparison of the known transmitted
binary sequence and the received sequence as reported in Section ⁇ was fed as training data
to the BWA, whereas the assumed initial values for the FMM parameters specified as follows
were used as inputs to the BWA.
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State transitionmatrix: For the three-state FMM adopted in this work, the initial state tran-














Though the initial values of the FMM parameters were assumed, it should be noted that the
diagonal elements are carefully chosen to depict the error sequence. As seen in Equation 5.1,
the probability of remaining in the two error-free (Good) states are high (0.80 and 0.70)
depicting the measured bit error sequences, while the probability of remaining in the error
(Bad) state is lower (0.20). After Baum-welch training this parameter values converges to
the most probable probability values given the measured bit error sequence.
Output symbol probability matrix The output symbol probability matrix for the three-








Equation (5.2) indicates that the first two columns are the two good states while the third
column is the bad state. The probability that a correct decision or error will certainly occur is
denoted by 1, while the probability that a correct decision or error does not occur is denoted
by 0. The first row represents the probability of no error occurring in a state, while the
second row typifies the probability of error occurrence.
The initial state distributionThe initial state distribution matrix Π is the initial probability
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5.3 Estimates of the State Transition Probabilities
Estimates of the state transition probabilities represent the model and also depict the most
likely model parameters that produced the experimentally measured error sequences. With
the given measured error sequences under consideration, the estimates of the state transition
probabilities represent the model parameters showing the probability distribution of both
error-free and error transmission. Estimated state transition probabilities represent the chan-
nel transition from one state to the next based on the input-to-output symbol probability
matrix that is influenced by the channel status. Tables 5.1, 5.2 and 5.3 show the most likely
approximate state transition probabilities that depict the measured error sequences for case
1 (with CFL-bulb), case 2 (with hair-dryer) and case 3 (with combination of CFL-bulb and
hair-dryer) respectively.
Table 5.1: Estimated State Transition Probabilities case 1: CFL-Bulb
A 4-QAM 8-QAM 16-QAM
11 0.9988 0.9993 0.9992
13 0.0012 0.0007 0.0008
22 0.9578 0.9738 0.9529
23 0.0422 0.0262 0.0471
31 0.0694 0.0145 0.0089
32 0.3383 0.0547 0.0905
33 0.5923 0.9308 0.9005
Table 5.2: Estimated State Transition Probabilities case 2: Hair-Dryer
A 4-QAM 8-QAM 16-QAM
11 0.9986 0.9994 0.9981
13 0.0014 0.0006 0.0019
22 0.9386 0.9437 0.9434
23 0.0614 0.0563 0.0566
31 0.0304 0.0049 0.0269
32 0.5864 0.0154 0.0856
33 0.3832 0.9797 0.8875
The non-uniform estimated state transition probability distribution observed from Tables 5.1,
5.2 and 5.3 is due to non-identical measured error sequences obtained, with the high-order
QAM having higher error probability compared to low error probability recorded for the low-
order QAM system. However, the estimated state transition probabilities are indeed the exact
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Table 5.3: Estimated State Transition Probabilities case 3 (Combination of CFL-
Bulb and hair-Dryer)
A 4-QAM 8-QAM 16-QAM
11 0.9983 0.9991 0.9969
13 0.0017 0.0009 0.0031
22 0.9369 0.9666 0.9481
23 0.0631 0.0334 0.0519
31 0.0219 0.0090 0.0300
32 0.2994 0.0221 0.0658
33 0.6787 0.9690 0.9042
probability distributions that represent the experimental error sequence obtained for each
QAM modulation technique in this analysis.
5.4 Model Analytical Validation
Model analytical validation is a key requirement for evaluating derived models and deter-
mining how well the model represents the channel or the phenomenon being modeled. It
helps to verify that the modeling techniques adopted are appropriate and that the models
realized are the most likely and accurate models that produced the experimentally obtained
error sequences. The derived FMMs were analytically validated using model validation met-
rics: log-likelihood ratio, error-free run distribution and error probability. The findings are
presented in Sections 5.4.1, 5.4.2, and 5.4.3 respectively.
5.4.1 The Log-Likelihood Ratio
In statistical modeling, the log-like ratio is commonly used to calculate the accuracy of the
statistical model to data set. As the term indicates, log-likelihood is the natural logarithm of
likelihood. The convergence of the Baum-Welch algorithm can be determined by running
the algorithm iteratively until successive values of the estimated state transition probabilities
are very slightly different. The explanation is that the BWA converges to the maximum
likelihood [97].
See Appendix B.7 and Turin [114] for an analytical Description of LLR.
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For this research, as shown in Figures 5.10, 5.11 and 5.12, convergence is reached at the sec-
ond iteration, with the desired degree of convergence to four decimal places achieved at the
twentieth iteration, a point where the estimated state transition probabilities do not alter.































Figure 5.10: LLR plot for
Case 1 (CFL-bulb)
































Figure 5.11: LLR plot for
Case 2 (hair-dryer)
































Figure 5.12: LLR plot for
Case 3 (Combination of CFL-
bulb and hair-dryer)
5.4.2 Error-Free Run Distribution Graph
The error-free run distribution (EFRD) graph illustrates the probability of transition to
m-consecutive error-free transmission after an error transmission. An estimate of the burst
or clustering of bit errors is provided through the distribution of error-free runs. Figures
73
Chapter 5. Results and Analysis

































































































































Figure 5.15: Error-Free run
graph for Case 3 (combina-
tion of CFL-bulb and hair-
dryer
The probabilities of the EFRD for the measured error sequences are computed. Using
the estimated model parameters, an error sequence of the same length as the measured
error sequences obtained from experimental measurements was generated. The EFRD was
subsequently calculated for both the measured error sequence and the corresponding model
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error sequence.
This is followed by a comparison between the EFRD derived from the experimental mea-
surement and the corresponding EFRD model outputs in order to verify the accuracy of the
derived models. Looking at Figures 5.13, 5.14 and 5.15, there is a close correlation between
the measured EFRD and the EFRD generated by the model, thus verifying the accuracy of
the derived models.
See Appendix D for a wider view of Figures 5.13, 5.14 and 5.15.
5.4.3 Comparison of Error Probabilities
Error probabilities are another validation criterion used to determine the accuracy of the
FMM’s and to assess the accuracy of the estimated models. Tables 5.4, 5.5 and 5.6 display error
probabilities for the measured error sequences and the model generated error sequences for
the three cases considered in this study.
Table 5.4: Error probabilities for measured original error sequence (Po) and
model regenerated error sequence (Pm) for case 1 (CFL-bulb)
4-QAM 8-QAM 16-QAM
Po 0.0166 0.0338 0.0515
Pm 0.0144 0.0362 0.0536
Table 5.5: Error probabilities for measured original error sequence (Po) and
model regenerated error sequence (Pm) for case 2 (hair-dryer)
4-QAM 8-QAM 16-QAM
Po 0.0323 0.0526 0.0597
Pm 0.0338 0.0568 0.0552
Table 5.6: Error probabilities for measured original error sequence (Po) and
model regenerated error sequence (Pm) for case 3 (combination of CFL-bulb
and hair-dryer)
4-QAM 8-QAM 16-QAM
Po 0.0508 0.0627 0.0756
Pm 0.0473 0.0655 0.0758
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A closer look at Tables 5.4, 5.5 and 5.6 show a relative consistency between Po for the
experimental measured error sequences and the Pm for the FMM generated error sequences
confirming the accuracy of the estimated or derived models.
5.5 Summary
Modeling of indoor power line channels using a three states FMM and BWA was discussed
in this chapter. The derived models, based on experimentally measured error sequences at
the output of a software-defined M-QAM PLC transceiver, have been analytically validated
for each modulation scheme considered under different load conditions. Models for cases 1,
2, and 3 have all been able to provide good channel approximations.
The realized FMMs were analytically validated using the following validation metrics: the
log-likelihood ratio plots, the error-free run distribution plots, and the probabilities of error.
The suitability of FMMs for modeling impulse noise error in the NB-PLC channel is confirmed
by a near agreement between both the experimentally measured error sequences and the
FMM generated error sequences.
The performance evaluation of M-QAM-based SD-PLC system reveals that 4-QAM is the most
robust and 16-QAM the least robust system. Increasing the number of interconnected devices
to the power line network contributes to an increased probability of errors and error burst. The
models developed are useful for improving the efficiency of the modulation scheme, reducing
or removing the impact of impulse noise, developing forward error correction techniques and
optimizing the overall NB-PLC system.
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6 Conclusion
This concluding chapter summarizes the results of this research work and provides conclu-
sions on the objectives and contribution of this dissertation. Further clarification is presented
on possible future research possibilities and final remarks are given to conclude this disserta-
tion.
6.1 Summary of Key Findings and Conclusion
Themain aim of this dissertationwas to examine and resolve the following research questions:
1. Is developing an SD-based M-QAM transceiver system feasible as a tool for facilitating IN
modeling in the NB-PLC channel?
2. Is FMMs capable of capturing the statistical distribution of errors in an indoor NB-PLC
environment impaired by impulse noise?
In an attempt to answer these research questions, a QAM transmission system model
suitable for indoor PLC was designed, inspired by the ITU-T G.hnem PLC standard and
the CENELEC-C specifications, and implemented using USRP hardware. Driven by the
flexibility offered by the SDR platform, this work developed and implemented an SD-PLC
transceiver that uses uncoded M-QAM (4-QAM, 8-QAM, and 16-QAM), USRP hardware, and
the MATLAB/Simulink platform to realise a reliable test-bed for measuring and modeling
impulse noise errors on NB-PLC channel. The aim of these channel models is to design and
evaluate FEC codes, which can improve communication over highly impulsive channels and
to optimize communications system performance.
To achieve the aim and objectives set for this study, Chapter 1 discussed the issue of impulse
noise as a result of interconnected electrical devices in the NB-PLC indoor channel, which
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subsequently leads to burst errors, and further explains the need and justification for a
versatile and re-configurable SD-PLC transceiver system for experimental channel modeling.
Furthermore, the technical background details and the overview of PLC are provided in
Chapter 2. The classification of PLC frequency bands and the topology are well explained,
the PLC regulations, specifications, and standards, as well as the PLC channel challenges
and channel modeling, were discussed. Furthermore, an effective modulation schemes
designed for the PLC system were reviewed in literature. No PLC-related studies based on
the QAM-PLC system using the SDR platform and channel modeling were found in the
literature. Thereafter, a literature and technical background was provided on the design and
implementation of QAM based PLC transceiver using the SDR platform.
Chapter 3 provided details on the modeling techniques used to determine the statistical
distribution of errors due to impulse noise in the NB-PLC indoor channel. This involves
an in-depth analysis of the Fritchman-Markov model and of the Baum-Welch algorithm
applied in this study. Furthermore, an end-to-end description of the modeling strategy used
to estimate the FMMs parameters based on the MLE technique is discussed.
Chapter 4 presents details of the hardware and software used for the development of the
re-configurable SD-PLC transceiver system and the measurement test-bed in this study.
Besides, details regarding the configuration of hardware and software have been provided.
The overall SD-PLC transceiver architecture and the roles of different components of the
system in order to achieve end-to-end communication are addressed.
The results of the experimental data transmission through the use of the developed SD-PLC
test-bed were recorded in Chapter 5. The developed re-configurable SD-PLC transceiver mea-
surement test-bed reported in Chapter 4 was used to obtain an experimental error sequence
that was subsequently used to model the impulse noise error in NB-PLC channel. The FMMs
of the impulse noise error obtained experimentally from the channel are performed using the




For the modeling of the impulse noise error in the NB-PLC channel, three-state FMMs were
used and the results are accurate channel models derived from experimental measurements.
The locations of the error bit showing the patterns of error were also presented. The resulting
model was analyzed and presented for each modulation scheme. Lastly, model validation
metrics such as log-likelihood ratio (LLR), error-free run distribution (EFRD), and error
probabilities (EPs) were used to analyze and validate the obtained models to determine the
accuracy of models. These resulting models are useful for improving the reliability of the
modulation schemes applied.
Furthermore, this dissertation revealed the following significant points:
 In developing a reliable PLC system, a modular, low-cost, re-configurable SD-based PLC
transceiver is an useful tool to exploit established PL infrastructure for communication
and efficient data transmission purposes. In addition, different waveforms can be im-
plemented for several real-time scenarios without the need for architectural changes to
the SD-PLC based system, offering a solution to the hardware-based PLC transceiver
system problem at low cost.
 FMMs are appropriate models capable of capturing the statistical error distribution in
an indoor NB-PLC environment impaired by impulse noise.
6.2 Future Directions
To optimize the re-configurable and flexible single-carrier M-QAM SD-PLC transceiver sys-
tem developed in this dissertation, the recommendations outlined below can be carefully con-
sidered as useful and valuable directions for further research opportunities and the foundation
of a commercially significant industrial project.
 The findings of this study may be incorporated in the design, implementation and eval-
uation of FEC codes such as trellis codes and other effective NB-PLC noise reduction
codes, with QAM being the preferred modulation technique.
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 In the experimental implementation of reliable modulation and coding techniques for
the PLC system, the experimental re-configurable SD-PLC transceiver platform devel-
oped in this research can be used for future research and development in NB-PLC and
BB-PLC.
 The SD-PLC transceiver realized in this research project can be used for the experi-
mental implementation and performance evaluation of multi-carrier modulation tech-
niques, such as OFDM, Constant-Envelope OFDM and Vector-OFDM.
 For future measurement campaigns, the re-configurable SD-PLC transceiver developed
in this research can be used for the implementation of various waveform and the per-
formance analysis of several real-time scenarios.
 The re-configurable SD-PLC system developed and realized in this research can also be
adapted for MIMO PLC research.
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A Quadrature Amplitude Modulation
and Demodulation
A.1 QAM Modulation
One of the most important features of any software-defined radio hardware architecture is
the inclusion of an analog quadrature amplitude modulator and demodulator. Understanding
these benefits as well as signal representation will significantly improve our ability to design
and analyze digital communication systems. Comprehension of how QAM modulators
and demodulators operate is therefore of value for the design of the digital baseband
communication system.
To achieve greater bandwidth, QAM modulators receive two baseband signals usually
referred to as the in-phase (I-signal) and quadrature (Q-signal) signal, where both signals are
combined and coupled with two sinusoidal oscillators that share the same frequency but are
out of phase at 90 degrees. Therefore, presenting and viewing the bandpass signal as the sum
of its in-phase (I-signal) and quadrature (Q-signal) components is a convenient and valuable
abstraction. In addition, data input to the USRP device and data output from the USRP device
are complex, including I and Q signals.
A.1.1 Quadrature Signal Processing
Quadrature modulation and demodulation is a process that involves the use of a quadrature
signal (complex) for transmission and reception in a modern digital communication system
[84]. A double-dimensional signal is a quadrature signal, whose values can be represented
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Figure A.1: Quadrature Modulated Signals
Quadrature signal processing technologies are used for many applications for such as digital
communication systems, SDR networks, radar systems and coherent pulse measurement sys-
tems. [127]. Quadrature modulation is used to achieve more bandwidth effective signalling.
It involves the transmission of a signal separated into two parts, one being a sine wave and
the other a cosine wave. This concept can be seen in Figure A.1. This allows the QAM trans-
mission and reception model to operate with the quadrature pair of
[cos(2πƒ ct), sin(2πƒ ct)] or [cos(2πƒ ct),− sin(2πƒ ct)]
To illustrate quadrature modulation, we consider two independent baseband signals denoted
by ƒ1(t) and ƒ2(t) prior to mixing, and the frequency of the oscillator is denoted as ƒc, the
resulting signals are [84]:
 − Chnne : ƒ1 cos(2πƒ ct) (A.1)
Q− Chnne : ƒ2 sin(2πƒ ct) (A.2)
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The baseband signals are quadrature-modulated and the output on the QAM transmitter side
is the sum of the two mixed signals:
A(t) = ƒ1(t) cos(2πƒ ct) - ƒ2(t) sin(2πƒ ct) (A.3)
A.2 QAM Demodulation
The quadrature modulated (QAM) signal as defined in (A.3) may be amplified and transmitted
directly or may pass through another mixing stage before transmission. At the receiver, the
signal is then amplified and converted to IF. In this instance, the signal is viewed as a noisy and
distorted version of the transmitted modulated signal. A similar technique, therefore, allows
I(t) and Q(t) components to be extracted from the received signal. Consequently, this oper-






















Figure A.2: Quadrature Modulated Signals
For demodulation operation, using trigonometry equations and identities, it is shown that
the QAM receiver will work and allow the ƒ1(t) and ƒ2(t) transmitted baseband signals to
be recovered from the received A(t) signal. First, the output after the cosine demodulator for
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the I-channel is [84]:
B1(t) = A(t) cos(2πƒ ct)
= [ƒ1(t) cos(2πƒct)− ƒ2(t) sin(2πƒct] cos(2πƒct)
= ƒ1 cos2(2πƒct)− ƒ2(t)sn(2πƒct) cos(2πƒct)
= 0.5ƒ1+ [1+ cos(4πƒct)]− 0.5ƒ2(t) sin(4πƒct)
= 0.5ƒ1(t)
(A.4)





Likewise for the Q-channel, the input signal to the sine wave demodulator is the same as
that supplied to the I-channel (A.3), and the output of the quadrature (sine) demodulator and
low-pass filter is:
B2(t) = A(t)(− sin(2πƒ ct))
= [ƒ1(t) cos(2πƒct)− ƒ2(t) sin(2πƒct](− sin(2πƒct)
= [−ƒ1 cos(2πƒct) sin(2πƒc(t) + ƒ2(t)sn2(2πƒct)
= o.5ƒ1 sin(4πƒc(t) + 0.5ƒ2(t)[1− cos(4πƒct)]
= 0.5ƒ2(t)
(A.6)





B Fritchman Markov Model Parameters
Estimation
This appendix provides a detailed description of the step-by-step method for estimating
FMM’s parameter using BWA as well as some significant computational problems that need
to be addressed when implementing BWA using a software program (MATLAB).
The FMM for noisy digital PLC channel is specified by NxN state transition probability ma-
trix A, the MXN error probability matrix B and the initial state probabilities matrix π [97].
BWA is the adopted iterative method used to estimate these parameters from the experimental
measured error sequence, O = {o1, . . . ,oT}.
Section 3.4.1 discussed the FMM parameters for the three FMM implemented in this study.
In order to implement the BWA, the model parameters Γ = (A,B,π) are initialize first,
followed by the calculation of the forward and backward path probabilities. The forward
path probability is defined as the joint probability that a partial observational sequence has
been generated and reached at some point in the forward direction. The backward path
probability indicates the probability of generating a partial observation sequence in the
reverse direction, provided that the state sequence begins from a certain state at a certain
time. Using these probabilities, the parameters of the FMMs can be estimated.
The full details of the computations required for the implementation of the BWA and the
various implementation issues are described below.
B.1 Step 0: Initialization of the model.
Initialize the parameters of the adopted model A0, B0 and π0 at the initial stage.
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B.2 Step 1: Computation of the forward probability pa-
rameters in the forward phase (E-step)
.
Given Γ = (A,B,π) as the adopted model and the measured bit error sequence O =
{o1, . . . ,oT}, where T is the length of the bit error sequence. First, we define the forward
variable
α1() = Pr[o1, . . . ,oT |st = s|Γ] (B.1)
as the probability of a partial observation sequence O = {o1, . . . ,oT} in the state s at
times step t given the model Γ.
Let us also define the backward variable β as
βt = Pr[ot+1,ot+2, . . . ,oT |st = s, Γ] (B.2)
which denotes the probability of partial observation, ot+1,ot+2, . . . ,oT provided that at
the time step t the model is in the state s and given the model Γ.
For t = 1,2,…,T and i = 1,2,…,N. These variables can be determined inductively as follows.
The forward probability variable can be computed in three steps:
 Initialization:

























Pr[o1, . . . ,ot, sT = S|Γ] (B.6)
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B.3 Step 2: Calculation of the Backward Probability Pa-
rameters in the Backward Phase (E-step)
The computation of the backward probability variables, unlike the forward probability vari-
able, is done in two steps: the initialization and the induction steps as follows.
 Initialization:






βt+1(j)bj(ot+1)j, for 1 ≤ t ≤ T − 1, 1 ≤ j ≤ N. (B.8)
B.4 Step 3: Calculation of Model Parameter Re-
estimation Variables and the Update Process (M-step)
The first re-estimation variable to be computed is γt(), which denotes the expected number
of transitions from state i and is also the probability of being in state i at time t, given the
model Γ and the experimentally measured bit error sequence.
γt() = Pr[st = S|Ō|Γ] =
αt()βt()
Pr[Ō|Γ]





,  = 1, 2, . . . ,N. (B.10)
The second re-estimation variable ξ is also mathematically defined by
ξt(, j) = Pr[st = S, st+1 = Sj|Ō|Γ] (B.11)
Given the model Γ and the experimental-measured error sequence O, ξt(, j) represents the
expected number of transitions from state i to state j, which is the probability of being in state
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B.4.1 Determination of the new state transition probability
Here we compute the new state transition probability components ̂j, by using the re-
estimation variables obtained from the previous step.
̂j =
epected nmber oƒ trnstons ƒ rom  to j








Note that the input-to-output symbol transition probabilities otherwise known as the error
generation matrix B are in binary form due to the transition constraint for the adopted
three-state FMM, hence the estimates for B are not estimated.
The estimation of the initial state probability vector, π̄, which is defined as the expected
number of times in state S at time t equal 1, is computed.
π̂ = α1()β1(),  = 1, 2, . . . ,N. N = 3 (B.16)
B.5 Step 4:
If the desired convergence is achieved, stop the iteration and output the estimated model
parameters; otherwise, current A estimates will be inserted into the algorithm, while steps
1 through 3 will be repeated until the desired level of convergence as discussed in the next
section (B.7) is achieved.
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B.6 Scaling
Estimate of FMMparameters using BWA involves calculations involving probability products.
For large data size, forward and backward vectors tend to zero exponentially and thus any
attempt to implement the formulas as described above would result in numerical underflow.
These variables must be scaled to ensure that the system does not experience a numerical















αt() = 1 (B.19)
Consequently, the values of Ct are saved and used to scale the backward variables. The scaled











In equation (B.21) above, 1 denotes the column vector containing all ones. If desired, the
gamma variable can also be scaled, although scaling the gamma variable is not necessary. For
more details on scaling, refer to Turin [114]
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B.7 Convergence and Stopping Criteria
BWA is an iterative process, so the number of iterations required for model precision and
convergence must be determined. This can be achieved by running the algorithm either until
there will be a very small change in Pr[Ō|Γ] value or there will be no change in Pr[Ō|Γ]
value. The value of Pr[Ō|Γ] is computed mathematically in terms of the scaling constant Ct






In the case of large experimental error sequences, this probability is extremely small, thus, in
order to prevent a numerical underflow, it is expressed as follows in logarithmic form





This is referred to as the log-probability ratio denoted by L.
It is worth noting that A and B estimates for a given set of data are not special unless the
initial A,B and pi estimates are specified. Due to the fact that the error sequence is a function
of both A and B, statistically equivalent results may be produced by different combinations
and a specific result will depend on the initial conditions.
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Software
This appendix includes comprehensive procedures for the configuration of both software and
hardware components of the SD-PLC transceiver to ensure that the TX and RX USRP devices
are properly interfaced with MATLAB/Simulink. After installing LFTX and LFRX daughter-
board on TX USRP and RX USRP devices, the following three processes were carried out on
the Tx and  RX computers: first, installation of the USRP support kit for MATLAB/Simulink,
followed by configuration of the gigabit Ethernet card, and finally uploading the correct and
compatible firmware and FPGA images.
C.1 Hardware Setup
To facilitate a rapid transfer rate between the TX and RX host computers and the TX and
RX USRP N210 modules, both the TX host and the RX host computers are equipped with
a proper network adapter card. It is also important that host computers are connected to
USRP N210 modules with the required gigabit Ethernet cables, because USRP N210 modules
primarily operate with a network adapter card of 1000 megabits per second (Mbps) and as
such a need for a cable that can support the bandwidth used.
In addition, a compliant daughter-board designed to work in the NB-PLC frequency range
and on both the TX and RX USRP N210 modules were selected and installed in this research
dissertation. The LFTX and LFRX daughter-boards operating in the DC-30 MHz frequency
spectrum are compatible daughter-boards running in the NB-PLC operating frequency range
and have been selected for this purpose.
Figures C.1 and C.2 show LFTX daugterboard and LFRX daughterboard on the USRP N210.
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Figure C.1: The LFTX
daughterboard mounted on
the USRPN210motherboard
Figure C.2: The LFRX
daughterboard mounted on
the USRPN210motherboard
TX and RX coupling circuits are another essential hardware that needs to be properly
designed and selected. Coupling circuits designed to operate within the required NB-PLC
frequency range have been carefully selected for this study. Tests have been carried out
to test the coupler transfer function and also to check that the coupling circuit provides
galvanic insulation and helps prevent AC mains voltage from damaging USRP devices.
C.2 Gigabit Ethernet Card Configuration
For high-speed data transfer over the established SD-PLC platform, USRP N210 hardware
devices need a designated Gigabit Ethernet network card. The following tasks are undertaken
to setup the Ethernet card for the TX and RX USRP N210 hardware devices.
 Browse the windows icon at the bottom left of the TX and RX computer monitors to
”Control Panel” from the Windows 10 operating system.
 Navigate and select ”Network and Sharing Center” from the Control Panel item list,
press ”Change Adapter Settings” on the left sidebar.
 Select the appropriate network device from the list of network adapter, in this case, the
gigabit network adapter should be selected.
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 In the ”Networking” tab, browse and select ”Internet Protocol Version 4 (TCP/IPv4)”
under ”this connection uses the following items:” list and check ”Use the following IP
address” option.
 The static IP address for the TX and RX computer should be set to 192.168.40.1 and
192.168.20.1. To save and quit, click “ok”. Please note that the IP addresses of the TX
and RX USRP are configured using the IP addresses 192.168.40.2 and 192.168.20.2, re-
spectively, based on the IP addresses of the TX and RX computers, but the NI-USRP
configuration utility can also be used to change the TX and Rx USRP hardware devices
IP address.
C.3 Configuration of the USRP Hardware Support Pack-
age
For MATLAB/Simulink, the USRP Hardware Support Package is an add-on that allows the
program to communicate with a USRP radio module. The USRP hardware is used for this
research dissertation analysis and plays the role of transmitter and receiver. The data signal is
transmitted using the USRP transmitter and the data signal is received by the USRP receiver.
However, to carry out the transmission and reception of data and performance evaluation, it
is necessary to install the USRP support package.
C.3.1 Installing the Support Package




to download and install the USRP Hardware Support Package to your MATLAB/Simulink
installation.
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C.4 Configuration of USRP N210 Hardware Drive
The “Universal Software Radio Peripheral” hardware driver (UHD) is the hardware driver
and application programming interface (API) for the USRP platform. The objective of the
UHD is to provide the host driver and API for Ettus Research products. It works on Linux,
Windows, and Mac platforms.
In order to use the USRP N210 for the first time with MATLAB, the user may need to upgrade
the on-board firmware and FPGA images to match the UHD version available. However,
the user must have the USRP software tools installed and configured correctly on the host
computer.
For the step-by-step process of updating USRP firmware and FPGA images, please refer to





This Appendix provides a broader view of Figures 5.13, 5.14 and 5.15 of Section 5.4.2 now
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