In this paper, we focus on scheduling jobs on computing Grids. In our model, a Grid job is made of a large collection of input data sets, which must all be processed by the same task graph or workflow, thus resulting in a collection of task graphs problem. We are looking for a competitive scheduling algorithm not requiring complex control. We thus only consider single-allocation strategies. In addition to a mixed linear programming approach to find an optimal allocation, we present different heuristic schemes. Then, using simulations, we compare the performance of our different heuristics to the performance of a classical scheduling policy in Grids, HEFT. The results show that some of our static-scheduling policies take advantage of their platform and application knowledge and outperform HEFT, especially under communication-intensive scenarios. In particular, one of our heuristics, DELEGATE, almost always achieves the best performance while having lower running times than HEFT.
Introduction
Computing Grids gather large-scale distributed and heterogeneous resources, and make them available to large communities of users [13] . Such platforms enable large applications from various scientific fields to be deployed on large numbers of resources. These applications come from domains such as high-energy physics [8] , bioinformatics [21] , medical image processing [17] , etc. Distributing an application on such a platform is a complex duty. As far as performance is concerned, we have to take into account the computing requirements of each task, the communication volume of each data transfer, as well as the platform heterogeneity: the processing resources are intrinsically heterogeneous, and run different systems and middlewares; the communication links are heterogeneous as well, due to their various bandwidths and congestion status. In this paper, we investigate the problem of mapping an application onto the computing platform. We are both interesting in optimizing the performance of the mapping (that is, process the data as fast as possible), and to keep the deployment simple, so that we do not have to deploy complex control softwares on a large number of machines.
Applications are usually described by a (directed) graph of tasks, what is sometimes called a workflow in the Grid literature. The nodes of this graph represent the computing tasks, while the edges between nodes stand for the dependences between these tasks, which are usually materialized by files: a task produces a file which is necessary for the processing of some other task. In this paper we consider Grid jobs made of a large collection of input data sets that must all be processed by the same application. We thus have a large number of instances of the same task graph to schedule. Such a situation arises when the same computation must be performed on independent data [20] or independent parameter sets [24] . We thus concentrate on how to map several instances of a same task graph onto a computing platform, that is, on how to decide on which resource each instance of each task has to be processed.
We start by motivating the problem and describing related work (Section 2), then we formally define the problem (Section 3) and describe our solutions (Section 4). Finally, we assess the quality of these solutions through simulations (Section 5) and conclude (Section 6).
Problem motivation and related work

Workflow scheduling in Grids
In Grid computing, jobs are often organized as sets of tasks with dependences, thus resulting in a task graph, sometimes also called a workflow. Scheduling task graphs on Grids is the subject of a wide literature, and many tools exist to manage and schedule such workflows, such as MOTEUR [18] . These tools usually include scheduling heuristics to map the workflow tasks onto the available resources. These heuristics were often inherited from the Direct-acyclic graph (DAG) scheduling literature and were more or less adapted to cope with the intrinsic heterogeneity of Grid environments. The most used techniques are list scheduling [9] , clustering [22] , and task duplication [1] . The most famous of all task graph scheduling algorithms for Grids is certainly HEFT [26] . We will use it as our baseline reference.
Dynamic vs. static scheduling
Many scheduling strategies use a dynamic approach: task graphs, or even tasks, are processed one after the other. This is usually done by assigning priorities to waiting tasks, and then by allocating resources to the task with highest priority, as long as there are free resources. This simple strategy is the best possible in some cases: (i) when we have no knowledge on the future workload (i.e., the tasks that will be submitted in the near future, or released by the processing of current tasks), or (ii) under a very unstable environment, where machines join and leave the system with a high churn rate.
On the contrary to the typical use case of dynamic schedulers, we have much knowledge on the system when scheduling several instances of the same task graph. First, we can take advantage of the regularity of our collection of task graphs. Second, we assume the computing platform to be stable, and processors to be dedicated to our application. We can then use performance measurement tools like NWS [28] in order to get information on machine speeds and link bandwidths. Also, there is no external workload we should take into account. Such a situation arises, for instance, when one is trying to make the best of one's reservation on a Grid.
We claim that by taking advantage of such knowledge, we can achieve better results using static scheduling techniques, that is, by anticipating the mapping and scheduling of the whole workload at its submission date. The simulation experiments (Section 5) will show that we achieve significantly better performance than a classic scheduler like HEFT [26] .
Steady-state scheduling
Our objective is to take advantage of the regularity of the problem, and to make use of steady-state scheduling techniques. In this paper we consider a Grid job made of a large number of data sets which have to be processed using the same task graph. We can relax the scheduling problem and consider a steady-state approach: we assume that after some transient initialization phase, the throughput of each resource will become steady. For problems composed of a large number of data sets, optimizing the steady-state phase allows to derive efficient, near-optimal schedules. In scheduling, the classical objective is to minimize the running time of the job, or makespan, which is an NP-hard problem in most practical situations [16, 25, 9] . However, by using steady-state techniques, we relax this objective and concentrate on maximizing the system throughput. Fortunately, it turns out that the optimal steady-state schedule can often be characterized very efficiently.
The steady-state approach has been pioneered by Bertsimas and Gamarnik [6] . This approach has been successfully applied to problems as diverse as network packet routing [6] , pipelining broadcasts [4] , or scheduling independent tasks [2] or divisible loads [19] on heterogeneous platforms. A steady-state approach for scheduling collections of identical task graphs was proposed in [5] . The solution of [5] , although asymptotically optimal under reasonable assumptions, may not be practical. Indeed, this solution may use a large number of different allocations and thus require a lot of control. Furthermore, the schedules built by [5] may have large initialization phases and periods. They may thus require a large number of task graph instances before the steady-state can be reached. This is why we are targeting steady-state schedules using a single allocation. In [14] we have addressed the theoretical part of this problem: establishing its complexity and proposing mixed-linear programs to solve it (we recall these results in Sections 3.4 and 4.1). In the current paper we aim at designing practical heuristics.
3 Notations, hypotheses, and complexity
Platform and application model
We denote by G P = (V P , E P ) the undirected graph representing the platform, where V P = {P 1 , . . . , P p } is the set of all processors. The edges of E P represent the communication links between these processors. The maximum bandwidth of the communication link P q → P r is denoted by bw q,r . Moreover, we suppose that processor P q has a maximum incoming bandwidth B in q and a maximum outgoing bandwidth B out q . Figure 1(a) gives an example of such a platform graph. A path from processor P q to processor P r , denoted P q ; P r , is a set of adjacent communication links going from P q to P r .
We use a bidirectional multiport model for communications: a processor can perform several communications simultaneously. In other words, a processor can simultaneously send data to multiple targets and receive data from multiple sources, so long as the bandwidth limitation is not exceeded on links, either on incoming or on outgoing ports. We denote by G A = (V A , E A ) the Directed Acyclic application Graph (DAG), where V A = {T 1 , . . . , T n } is the set of tasks, and E A represents the dependences between these tasks, that is, F i,j = (T i , T j ) ∈ E A is the file produced by task T i and consumed by task T j . The dependence file F i,j has size data i,j , so that its transfer through link P q → P r takes a time datai,j bwq,r . Figure 1(b) gives an example of application graph. Computation task T k needs a time w i,k to be entirely processed by processor P i . This last notation corresponds to the so-called unrelated-machine model: a processor can be fast for a given type of tasks and slow for another one. Using these notations, we can model the benefits which can be drawn on some specific hardware architectures by specially optimized tasks. For example, a Cholesky factorization can be 5.5 times faster when using a GeForce 8800GTX graphic card than when using only the CPU, while a LU factorization is only 3 times faster in the same conditions [27] . Unrelated performance may also come from memory requirements. Indeed, a given task requiring a lot of memory may be completed faster when processed by a slower processor with a larger amount of memory. Grids are often composed of several clusters bought over several years, thus with very different memory capacities, even when processors are rather similar.
Allocations
As described in the introduction, we assume that we have a large collection of input data sets to process. These input data sets are originally available on a given source processor P source . Each of these data sets contains the data for the execution of one instance of the application task graph. For the sake of simplicity, we are looking for strategies where all tasks of a given type T i are processed on the same resource, which means that the allocation of tasks to processors is the same for all instances. The goal of this restriction is to produce practical schedules requiring far less control than classical steady-state solutions (see the related work discussion). We now formally define what an allocation is.
Definition 1 (Allocation) An allocation of the application graph to the platform graph is a function σ associating:
• to each task T i , a processor σ(T i ) which processes all instances of T i ;
which carries all instances of this file from processor σ(T i ) to processor σ(T j ). The path for any transfer from P q to P r is fixed a priori. This scenario corresponds to the classical case where we have no freedom on the routing between machines: we cannot change the routing tables of routers.
Throughput
We first formally define what we call the "throughput" of a schedule. Then, we will derive a tight upper bound on the throughput of any schedule.
Definition of throughput We focus on the optimization of the steady state. Thus, we are not interested in minimizing the overall execution time for a given number of task graph instances, but we concentrate on maximizing the throughput of a solution, that is the average number of instances that can be processed per time-unit in steady state.
Definition 2 Assume that the number of instances to be processed is infinite, and note N (t) the number of instances totally processed by a schedule at time t. The throughput ρ of this schedule is given by ρ = lim
This definition is the most general one, as it is valid for any schedule. We are only interested in very specific schedules, consisting of a single allocation. We now show how to compute an upper bound on the achievable throughput for a given allocation. We later show that this bound is tight. ... time P 2 → P 3 and Upper bound on the achievable throughput First, we consider the time spent by each resource on one instance of a given allocation σ. In other words, we consider the time spent by each resource for processing a single copy of our task graph under allocation σ.
• The computation time spent by processor P q for processing a single instance is:
• The total amount of data carried by a communication link P q → P r for a single instance is d q,r = (i,j),Pq→Pr∈σ(Fi,j ) data i,j . This allows us to compute the time spent by each link, and each network interface, on this instance:
We can now compute the maximum time τ spent by any resource for the processing of one instance: τ = max max
Pq→Pr t q,r . This gives us an upper bound on the achievable throughput: ρ ≤ ρ max = 1/τ . Indeed, as there is at least one resource which spends a time τ to process its share of a single instance, the throughput cannot be greater than 1 instance per τ units of time. We now show that this upper bound is achievable in practice, i.e., that there exists a schedule with throughput ρ max . In the following, we call "throughput of an allocation" the optimal throughput ρ max of this allocation.
The upper bound is achievable Here, we will only explain on an example how one can built a periodic schedule achieving the throughput ρ max . Indeed, we are not interested here in giving a formal definition of periodic schedules, or to formally define and prove schedules which achieve the desired throughput, as this goes far beyond the scope of this paper. The construction of such schedules, for applications modeled by DAGs, was introduced in [3] , and a fully comprehensive proof can be found in [5] . Once the schedule has reached its steady state, that is after 6τ in the example, during each period, each processor computes one instance of each task assigned to it. More precisely, in steady state, during period k (k ≥ 6), that is during time-interval [kτ ; (k +1)τ ], the following operations happens:
• P 1 computes task T 1 of instance k, • P 1 sends F 1,2 and F 1,3 of instance k − 1 to P 2 , • P 2 processes T 2 and T 3 of instance k − 2, • P 2 sends F 2,4 and F 3,5 of instance k −3 to P 5 (via P 3 ), • P 4 processes tasks T 4 and T 5 of instance k − 4, • P 5 sends F 4,6 and F 5,6 of instance k − 5 to P 6 , • P 6 processes task T 6 of instance k − 6.
One instance is thus completed after each period, achieving a throughput of 1/τ .
NP-completeness of throughput optimization
We now formally define the decision problem associated to the problem of maximizing the throughput. The proof of this result is a simple reduction from Minimum Multiprocessor Scheduling, and is available in [15] .
Definition 3 (DAG-Single-Alloc) Given a directed acyclic application graph G A , a platform graph G P , and a bound B, is there an allocation with throughput ρ ≥ B?
Theorem 1 DAG-Single-Alloc is NP-complete.
4 Finding an allocation with good throughput
Optimal allocation trough mixed linear programming
Here, we recall how to compute the optimal allocation [14] . In that paper, we proposed a method, using mixed linear programming: we express the problem as a linear program where integer and rational variables coexist. Although some softwares can solve such linear programs [11] , the problem remains NP-complete and this method can only be used for small task graphs (up to 12 tasks with our current implementation). However, this method provides an interesting upper bound on the achievable throughput to compare other solutions to on small task graphs.
Our linear programming formulation makes use of both integer and rational variables. The integer variables are described below. They can only take values 0 or 1.
• y's variables which characterize where each task is processed: y k q = 1 if and only if task T k is processed on processor P q ; • x's variables which characterize the mapping of file transfers: x k,l q,r = 1 if and only if file F k,l is transfered using path P q ; P r ; note that we may well have x k,l q,q = 1 if processor P q executes both tasks T k and T l . Obviously, these two sets of variables are related. In particular, for any allocation, The objective function is to minimize the maximum time τ spent on any resource, in order to maximize the throughput 1/τ . The intuition behind the linear program is the following:
• Constraints (1a) define the domain of each variable:
x, y lie in {0, 1}, while τ is rational.
• Constraint (1b) ensures that each task is processed exactly once.
• Constraint (1c) asserts that a processor can send the output file of a task only if it processes the corresponding task.
• Constraint (1d) asserts that the processor computing a task holds all necessary input data: for each predecessor task, it either received the data from that task or computed that task.
• Constraint (1e) ensures that the computing time of a processor is no larger that τ .
• In Constraint (1f), we compute the amount of data carried by a given link, and the following constraints (1g,1h,1i) ensure that the time spent on each link or interface is not larger than τ , with a formulation similar to that of Section 3.3.
We denote ρ opt = 1/τ opt , where τ opt is the value of τ in any optimal solution of Linear Program (1). The following theorem states that ρ opt is the maximum achievable throughput. (The proof of this result is available in the research report [15] .) Theorem 2 An optimal solution of Linear Program (1) describes an allocation with maximal throughput for the fixed routing policy.
As the optimal linear programming approach can only be used on small problems, we now fallback to design heuristics.
Greedy mapping policies
In this section, we propose greedy strategies to find an allocation of task graphs on processors. Greedy algorithms are fast, easy to implement, and often effective to find reasonable solutions.
Simple greedy This heuristic is described by Algorithm 1. We first compute the weight of a task T k as its maximum execution time over all processors. Then we consider the task with maximum weight, and allocate it to a processor so that the updated computation time of the processor is minimum. As we focus on steady state, we do not consider dependences and only try to minimize the processor occupation time. (Dependences are taken care of when building the schedule from the steady-state characterization [5] .)
Refined greedy The previous heuristic attempts to balance the computing workload on processors, but do not take communications into account. We try to refine the search of an allocation in this heuristic, inspired from the classical HEFT algorithm for task graph scheduling [26] . Again, dependences are not taken into account since we focus on steady state (see the remark on SIMPLE GREEDY). Algorithm 2 describes this heuristic.
Algorithm 2: Refined greedy(G
Find P i such that the maximum of occupation time over all resources is minimized;
Update the occupation time of all involved resources (P i and communication links); return mapping;
Rounding of the linear program
Since our problem is expressed as a mixed linear program, a natural way to find a solution is to relax the linear program to solve it over rational numbers, and then to round-off the rational solution into an integer one. Several different approaches exist for the rounding-off of rational solutions. We present two of them: a greedy rounding and a randomized one. Both variants are described in Algorithm 3.
Constraints ← initial set of constraints, given in Linear Program (1); for m = 1 to n do Solve over the rationals the linear program associated to Constraints; if using RLP max then Find the maximum of the y k i 's over all T k 's and P i 's, such that y k i has not yet been set; else if using RLP rand then Randomly choose some task T k which has not yet been mapped; Randomly choose a processor P i , using probability y k j for P j ; Constraints ← Constraints ∪ {y
In the first variant (RLP MAX), at each step, we search among the y k i 's (which have not yet been set) for the one with the largest value. This y k i is then set to 1 in the Linear Program. After n steps, each task has been mapped to a processor, which defines a whole allocation.
In the second variant (RLP RAND), we make use of a randomized rounding, which is known to sometimes lead to very efficient solutions [10] . At each step, we randomly select a task that has not yet been mapped. Then we randomly choose the processor that will process this task using a probability distribution defined by the y k i : each processor P i has probability y k i to be chosen for the processing.
An involved strategy to delegate computations
In this Section, we present an iterative strategy to build an efficient allocation. Contrarily to the previous heuristics, this algorithm is not based on the linear program formulation. This method, called DELEGATE, consists in iteratively refining an allocation by moving some work from a highly loaded processor to a less loaded one. In the beginning, all tasks are mapped to the source processor P source . Then, we select one task and some of its neighbors and delegate them to another processor. This refinement procedure is repeated as long as the throughput can be improved, as described in Algorithm 4. if (best value > current value) then (current value,current mapping) ← (best value,best mapping); continue ← TRUE; else continue ← FALSE; return current mapping;
Algorithm 4: DELEGATE(G
At each step, we consider a candidate move (T k ,P i ), i.e., delegating task T k to processor P i (assuming that T k is not already mapped to P i ). Delegating a single task T k to another processor may not be interesting because of communications involving this task. Thus, we look for a cluster of tasks containing T k that it would be beneficial to delegate to P i .
We define a neighborhood of T k as 1) a connected set of tasks, 2) which contains T k , and 3) which only contains tasks which are at most at a distance depth from T k in the task graph. depth is a parameter of the algorithm. In practice we set the value of depth to 2. We will see in Section 5 that this value is large enough for our purpose.
We test all neighborhoods, trying in turn to map each of them on processor P i . This is done through the move function. We then select the best move among all neighborhoods of all tasks. If this best move induces an improvement in performance, we perform the move. Otherwise, we end the overall process.
Evaluation metric This algorithm strongly depends on the evaluation function, which is used both to identify the best move, and to decide whether the overall performance is improved. We have several possible choices for this evaluation function:
• Obviously, we could use the throughput of an allocation as a measure of its quality. We can compute the throughput as described in Section 3.3: the total throughput is the inverse of the maximum occupation time of any resource. It can similarly be computed with ρ = min min
Using the global throughput allows us to ensure that the overall performance is improved at each step, but may lead to sub-optimal scenarios: when two processors are evenly loaded, we can only decrease the occupation time of a single processor at each algorithm step. Two successive moves are thus required for the overall throughput to decrease. This cannot be done with this evaluation function the way we designed Algorithm 4.
• To overcome the issue of using the throughput metric, we rather use a different way to compare two allocations, thanks to the lexicographical order. Instead of computing a single value for each allocation, we sort all resource occupation times by decreasing order, and use the lexicographical order to compare two allocations. The underlying idea is to first minimize the occupation of the most used resource -the one defining the throughput-and then the occupation of the other resources.
Further improvements Algorithm 4 can be improved in several ways:
• To keep computation time low, we have to set parameters depth to small values. However, this prevents large subset of tasks to be simultaneously delegated to a same processor. Thus, we introduce a function, refine move, which enlarges the subset of tasks to delegate to a processor. It greedily considers in an arbitrary order any neighbor task of the tasks currently in the subset S, and add this task to S if this leads to a better allocation.
• The search for an allocation continues until Algorithm 4 cannot improve the allocation any further. When using the lexicographical order, however, the number of iterations might be large before no more local improvement is possible. To keep a low execution time, we could bound the maximum number of iterations. In the following experiments, we always use the refine move improvement, but never bound the number of iterations.
Performance evaluation
Reference heuristic
To assess the interest of using static-scheduling techniques, we compare our steady-state strategies to the classical scheduling algorithm HEFT [26] . Contrarily to the other heuristics, HEFT does not construct an allocation which is used for all instances of the task graph, but schedules all task graphs separately. Thus, HEFT can a priori use much more resources than our strategies, which uses at most one processor per task in the task graph.
Simulation settings
All algorithms are simulated using the SimGrid framework [7] . The number N of instances to process is set to a large number (between 100 and 1000). For all steady-state strategies (MLP, SIMPLE GREEDY, REFINED GREEDY, RLP MAX, RLP RAND, and DELEGATE), we run the corresponding algorithm to build the allocation; then we construct the schedule corresponding to the steady-state allocation for the N instances. For the reference heuristic, this schedule is directly constructed by applying HEFT to the collection of N instances. Then, each schedule is executed in the SimGrid simulator [7] . We compute the experimental throughput as the ratio between the total completion time and the number N of instances. For steady-state heuristics, we also compute a theoretical throughput, based on the study of Section 3.3. The theoretical and experimental throughputs may differ due to the slight differences between our multiport model and the SimGrid network model. Nevertheless, they are quite close in our experiments. Table 1 gives the average error (and its standard deviation) between theoretical and experimental throughputs for each algorithm. The more communication-aware the heuristics, the smaller the error.
We perform two sets of simulations. First, we compare all algorithms on rather small problems (up to 12 tasks in the tasks graphs); we have 135 platform/application scenarios in this set. Then, we compare the heuristics on larger simulation settings, with task graphs including up to 47 tasks; this set comprises 445 scenarios. We exclude the MLP algorithm from the latter set of problems because of its prohibitive running time on the larger task graphs.
Platforms We use several platforms modeling actual computing Grids. The descriptions of these platforms were obtained through the SimGrid simulator repository [7] :
• DAS-3, the Dutch Grid infrastructure, • Egee, a large-scale European multi-disciplinary Grid infrastructure, gathering more than 68.000 CPUs,
• Grid5000, a French research Grid gathering nearly 5000 cores, • GridPP, the UK Grid infrastructure for particle physics. Most of the time, users do not have access to a whole Grid but to a limited subset of a Grid, usually through a reservation. To simulate this behavior, a subset of the available processors is first randomly selected for each platform/application scenario, and then used by all heuristics. It is composed of around 10 processors for the small problems, and between 40 and 70 processors for larger problems.
Applications Several task graphs are used to assess the quality of our strategies, with between 8 and 12 tasks when the MLP algorithm is used, and up to 47 tasks otherwise:
(i) pipeAlign [23] , a protein family analysis tool, (ii) several random task graphs generated by the TGFF generator [12] . In order to evaluate the impact of communications on the quality of the result, we artificially modify the applications' communication-to-computation ratios (CCR) by multiplying the overall volume of communications by a constant factor. We use the CCR as the basis for our comparisons. There are many possible ways to define this ratio. We chose to define an average computation time t comp by dividing the sum of all computation volumes by the average computational power of the platform. We similarly defined an average communication time t com by dividing the sum of all communication volumes by the average bandwidth in the platform. We then define the CCR as the ratio t com /t comp .
Finally, we impose the first and last tasks of each task graph to be processed on the first processor P source . P source is then the processor used to communicate with the outside world: it receives the input data sets and sends back the results. These first and last tasks have a size 0 and correspond to the storage of input and output data. Our application settings includes both related and unrelated applications, as discussed in Section 3.1, but we do not distinguish them as they lead to comparable results.
Results
Study on small task graphs
In this set of experiments, we include all heuristics and the MLP algorithm which computes the optimal allocation. As different scenarios may lead to very different throughputs, we normalize all results so that the optimal single-allocation algorithm MLP has throughput one. An interesting question we want to answer is whether restricting to a single allocation limits the achievable throughput, compared to a strategy like HEFT. Top of Figure 3(a) shows that the optimal single-allocation strategy MLP is better than HEFT MLP SIMPLE GREEDY REFINED GREEDY RLP MAX RLP RAND DELEGATE 3% (± 3%) 21% (± 27%) 14% (± 22%) 14% (± 19%) 10% (± 15%) 3% (± 3%) On the other hand, when the CCR is very high (larger than one), sometimes communications are so expensive that all tasks must be mapped on the source processor P source . All the heuristics that are able to detect this (DELEGATE and HEFT) then give the optimal throughput.
In the other diagrams of Figure 3 (a), we compare the optimal allocation strategy MLP to the allocation-building heuristics described in Section 4. The DELEGATE heuristic always achieves the best throughput among the steadystate heuristics. Furthermore, its performance is very close to the optimal performance defined by the mixed linear program (MLP). We also notice that strategies based on the rounding-off of relaxed linear programs are not significantly more efficient than our greedy strategies, despite their higher complexity.
The attentive reader will notice that, sometimes, the DELEGATE heuristic builds an allocation with an higher throughput than the optimal allocation given by MLP. This apparent paradox does not contradict the optimality of MLP. Indeed, MLP gives an allocation with optimal theoretical throughput, and we have seen that the experimental throughput may slightly differ from the theoretical throughput. This is why DELEGATE is sometimes "better than the optimal". Figure 3 (b) shows a comparison between some steadystate heuristics (REFINED GREEDY and DELEGATE) and the HEFT strategy on larger task graphs. Due to the high running times of the RLP MAX and RLP RAND heuristics, we only ran them on a subset of the larger task graphs on which they happened to perform poorly. Therefore, we do not report here on their performance.
Study on larger task graphs
As we cannot compute the optimal single-allocation throughput anymore, we normalize all results so that DEL-EGATE gives a throughput of one. Note that the normalized throughput is exactly the inverse of the normalized makespan, as we defined the practical throughput as the ratio between the number of task graph instances and the makespan.
Greedy heuristics (SIMPLE GREEDY and RE-FINED GREEDY) performs similarly; we only plot one of them for readability. As for small task graphs, as soon as communications matter, DELEGATE provides the best results, while HEFT performs similarly to greedy strategies. However, when communications are almost negligible, greedy strategies and HEFT outperforms DELEGATE. In other words, DELEGATE is the best heuristics in the complex cases, that is when communications do not impose trivial solutions (no parallelism when communications are too large, one task graph per processor when there are no communications). On average, DELEGATE achieves makespan 2.05 times shorter than those of HEFT.
Running times
We also study the running times of the different heuristics. The CPLEX software [11] allows us to solve mixed linear programs in about one minute for the small settings. However, for task graphs larger than about 20 tasks, the running time is often more than a full day. Both RLP MAX and RLP RAND needs to solve many linear programs (over the rationals). Since these linear programs are quite big, the total running time of these heuristics often reach 10 minutes for the large settings. The greedy heuristics SIM-PLE GREEDY and REFINED GREEDY are very fast (less than one second), whereas DELEGATE computes an allocation in about one half of the time needed for HEFT to compute its schedule on 1000 instances.
Conclusion and perspectives
In this paper, we have studied the scheduling of a collection of task graphs on a heterogeneous platform. Rather than attempting the classical makespan minimization, we have taken advantage of the regularity of our problem to optimize the system throughput by applying steady-state techniques. We have presented a mixed linear programming approach to compute the optimal allocation, and several heuristic algorithms to build practical solutions. We have performed extensive simulations to compare the performance of our heuristics to a classical scheduler, HEFT. Simulation results show the benefit of our approach as soon as communication times are not negligible. Our heuristic of choice, DELEGATE, almost always gives the best makespan. On average, DELEGATE achieves makespans which are twice shorter than HEFT's ones, in our simulation settings, while having a lower running time.
