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ON THE POINCARE´-LELONG EQUATION IN Cn
SHAOYU DAI1 AND YIFEI PAN2
Abstract. In this paper, we prove the existence of (global) solutions of the Poincare´-
Lelong equation ∂∂u = f , where f is a d-closed (1, 1) form and is in the weighted Hilbert
space with Gaussian measure, i.e., L2(1,1)(C
n, e−|z|
2
). The novelty of this paper is to apply
a weighted L2 version of Poincare´ Lemma for 2-forms, and then apply Ho¨rmander’s L2
solutions for Cauchy-Riemann equations. In the both cases, the same weight e−|z|
2
is used.
1. Introduction
In this paper, we will study the Poincare´-Lelong equation and prove the existence of
(global) solutions in a weighted Hilbert space in Cn, where n ≥ 1. More precisely, we prove
the following theorem.
Main Theorem. For each (1, 1) form f in the weighted Hilbert space L2(1,1)(C
n, e−|z|
2
) with
∂f = ∂f = 0, there exists a solution u in L2(Cn, e−|z|
2
) solving the Poincare´-Lelong equation
∂∂u = f
in Cn, in the sense of distributions, with the norm estimate∫
Cn
|u|2e−|z|2 ≤ 2
∫
Cn
|f |2e−|z|2.
Since L2(1,1)(C
n) or L∞(1,1)(C
n) ⊂ L2(1,1)(Cn, e−|z|
2
), we have the following corollary.
Corollary. For each (1, 1) form f ∈ L2(1,1)(Cn) or f ∈ L∞(1,1)(Cn) with ∂f = ∂f = 0, there
exists a solution u in L2loc(C
n) solving the Poincare´-Lelong equation
∂∂u = f
in Cn, in the sense of distributions. In particular, if f is further a positive (1, 1) form, then
the solution must be plurisubharmonic.
Because of the main theorem, we have proved, in particular, that as far as the solvability
is concerned, the Poincare´-Lelong equation can be solved globally for any d-closed (1, 1)
form in the union of Hilbert spaces:
⋃
λ>0 L
2
(1,1)(C
n, e−λ|z|
2
).
P. Lelong [1] studied the equation ∂∂u = f in connection with questions on entire func-
tions, and showed, unexpectedly, that with suitable restrictions on the growth of f , the
equation could be reduced to solving the more familiar equation 1
4
∆u = trace(f) (Poisson
equation). Mok, Siu and Yau [2] studied the equation on a complete Ka¨hler manifold and
1
2obtained important applications to questions on when a (noncompact) Ka¨hler manifold is
biholomorphicly equivalent to Cn. Recently, Chen [3] obtained solutions of the equation
when f is assumed to be a smooth (1, 1) d-closed form with compact support in Cn, and
he applied the result to prove a version of Hartog’s extension theorem for pluriharmonic
functions.
It was Berndtsson [4], who first studied the d-equation for 1-forms and pointed out that
the Ho¨rmander’s L2 method could be used for the d-equation in convex domains and with
a convex weight function. Since our proof of the main theorem depends significantly on a
weighted L2 version of Poincare´ Lemma (below), and the classical Poincare´ Lemma would
not provide a L2 estimates for d-equation, we decide to include a detailed proof of Poincare´
Lemma despite of the fact that we only use the weight e−|x|
2
in solving the Poincare´-Lelong
equation. In addition, the proof will provide a specific constant that we shall use in the
main theorem.
Poincare´ Lemma. (A weighted L2 version for p+ 1-forms) Let n ≥ 1 be an integer. Let
ϕ be a strictly convex smooth function in Rn and there exists a constant c > 0 such that
n∑
j,k=1
∂2ϕ
∂xj∂xk
ωjωk ≥ c|ω|2
for all ω = (ω1, · · · , ωn) ∈ Rn. Let p be an integer with 0 ≤ p ≤ n − 1. Then, for each f ,
a d-closed p+ 1-form in the weighted Hilbert space L2p+1(R
n, e−ϕ), there exists a solution u
in L2p(R
n, e−ϕ) solving equation
du = f
in Rn, in the sense of distributions, with the norm estimate∫
Rn
|u|2e−ϕ ≤ 1
c(p+ 1)
∫
Rn
|f |2e−ϕ.
By the same idea of this paper, we could solve Poincare´-Lelong equation over any convex
domain in Cn with an appropriate convex weight, which we will return to in another paper
in a near future.
This paper is rather self-contained and much of its length is devoted to the proof of
Poincare´ Lemma. In the final section of the paper, we will explain why we need Poincare´
Lemma in proving the main theorem.
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32. Preliminary
Here, let n ≥ 1 and p be an nonnegative integer. For multiindex I = (i1, · · · , ip), where
i1, · · · , ip are integers between 1 and n, define |I| = p and dxI = dxi1∧· · ·∧dxip . In general,
a p-form f is a formal combination
f =
′∑
|I|=p
fIdx
I ,
where
∑′ implies that the summation is performed only over strictly increasing multi-
indices and fI : R
n → R is a function for all fI . For p-forms f and g, we denote by f · g
their pointwise scalar product, i.e.,
f · g =
′∑
|I|=p
fIgI .
Let ϕ be a smooth and nonnegative function on Rn. We consider the weighted Hilbert
space for p-forms
L2p(R
n, e−ϕ) = {f =
′∑
|I|=p
fIdx
I | fI ∈ L2loc(Rn);
∫
Rn
|f |2e−ϕ < +∞},
where |f |2 = f · f . Note that
L20(R
n, e−ϕ) = L2(Rn, e−ϕ) = {f | f ∈ L2loc(Rn);
∫
Rn
|f |2e−ϕ < +∞}.
We denote the weighted inner product for f, g ∈ L2p(Rn, e−ϕ) by
〈f, g〉L2p(Rn,e−ϕ) =
∫
Rn
f · ge−ϕ,
and the weighted norm of f ∈ L2p(Rn, e−ϕ) by ‖f‖L2p(Rn,e−ϕ) =
√〈f, f〉
L2p(R
n,e−ϕ)
.
In Section 2, 3 and 4, since we only deal with Rn, we will simply write L2p(e
−ϕ) etc, for
the weighted L2-spaces. Let Dp denote the set of p-forms whose coefficients are smooth
functions with compact support in Rn.
4For each p-form u =
∑′
|I|=puIdx
I ∈ L2p(e−ϕ), in the sense of distributions, the differential
du is that: du = 0 when p = n, and when p < n,
du =
′∑
|I|=p
n∑
j=1
∂uI
∂xj
dxj ∧ dxI
=
′∑
|I|=p
∑
j /∈I
∂uI
∂xj
dxj ∧ dxI
=
′∑
|I|=p
∑
j /∈I
∂uI
∂xj
ǫ
jI
(jI)′dx
(jI)′
=
′∑
|M |=p+1
(∑
j∈M
∂uMj
∂xj
ǫ
jMj
M
)
dxM ,
where jI = (j, i1, · · · , ip), (jI)′ is the permutation of jI such that (jI)′ is a strictly increas-
ing multiindex, ǫjI(jI)′ is the signature of the permutation (for example, the signature is −1
if only two indices are interchanged), and M j is the increasing multiindex with j removed
from M . For p-form u ∈ L2p(e−ϕ) and p + 1-form f ∈ L2p+1(e−ϕ), we say that f is the
differential du (in the sense of distributions), written du = f , provided∫
Rn
du · α =
∫
Rn
f · α
for all test forms α =
∑′
|J |=p+1αJdx
J in Dp+1.
Obviously, the operator d is well defined on Dp:
d : Dp → Dp+1.
We now extend the definition of the operator d by allowing it to act on any u ∈ L2p(e−ϕ)
such that du (computed in the sense of distributions) lies in L2p+1(e
−ϕ). This way we get a
closed, densely defined operator
T : L2p(e
−ϕ)→ L2p+1(e−ϕ),
where the domain of T is
Dom(T ) = {u ∈ L2p(e−ϕ) | du ∈ L2p+1(e−ϕ)}.
Now we consider the Hilbert space adjoint of T :
T ∗ : L2p+1(e
−ϕ)→ L2p(e−ϕ).
Let Dom(T ∗) be the domain of T ∗. Let α ∈ L2p+1(e−ϕ). By functional analysis, we say that
α ∈ Dom(T ∗) if there exists a constant c = c(α) > 0 such that
|〈Tu, α〉L2p+1(e−ϕ)| ≤ c‖u‖L2p(e−ϕ)
5for all u ∈ Dom(T ). This definition is equivalent to that α ∈ Dom(T ∗) if and only if there
exists v ∈ L2p(e−ϕ) such that
〈u, v〉L2p(e−ϕ) = 〈Tu, α〉L2p+1(e−ϕ)
for all u ∈ Dom(T ). Note that v is unique. We set v = T ∗α. Then T ∗ : Dom(T ∗) →
L2p(e
−ϕ) is a linear operator and satisfies
〈u, T ∗α〉L2p(e−ϕ) = 〈Tu, α〉L2p+1(e−ϕ) (1)
for all u ∈ Dom(T ), α ∈ Dom(T ∗). It is well-known that T ∗ is again a closed, densely
defined operator.
In order to compute T ∗, we first computer T ∗formal, the formal adjoint of T , which is
defined using only test forms, i.e., we demand
〈Tu, α〉L2p+1(e−ϕ) = 〈u, T ∗formalα〉L2p(e−ϕ) (2)
for u ∈ Dom(T ) and α ∈ Dp+1. Note that for u =
∑′
|I|=puIdx
I ,
Tu = du =
′∑
|I|=p
n∑
j=1
∂uI
∂xj
dxj ∧ dxI .
For α =
∑′
|J |=p+1 αJdx
J , if J1 is a permutation of J , we write αJ1 = ǫ
J1
J αJ , where ǫ is the
signature of the permutation. In particular, a term αjK = 0 if j ∈ K. Then by integration
by parts, the left side of (2) is given by
〈Tu, α〉L2p+1(e−ϕ) =
∫
Rn
du · αe−ϕ
=
∫
Rn
′∑
|I|=p
n∑
j=1
∂uI
∂xj
αjIe
−ϕ
= −
∫
Rn
′∑
|I|=p
n∑
j=1
uI
∂(αjIe
−ϕ)
∂xj
=
∫
Rn
 ′∑
|I|=p
uI
(
−eϕ
n∑
j=1
∂(αjIe
−ϕ)
∂xj
) e−ϕ
=
∫
Rn
∑
|I|=p
′
uIAI
 e−ϕ,
where
AI = −eϕ
n∑
j=1
∂(αjIe
−ϕ)
∂xj
. (3)
6For example, if p = 1, then
AI = Ai = −eϕ
(∑
1≤j<i
∂(αjie
−ϕ)
∂xj
−
∑
i<j≤n
∂(αije
−ϕ)
∂xj
)
.
Clearly, AI is a smooth function with compact support in R
n, So
∑′
|I|=pAIdx
I ∈ Dp ⊂
L2p(e
−ϕ). Thus, the formal adjoint is
T ∗formalα =
′∑
|I|=p
AIdx
I , (4)
where AI is as (3). This implies that Dp+1 ⊂ Dom(T ∗).
In the sense of distributions, the formal adjoint T ∗formalα is actually well-defined for
∀α ∈ L2p+1(e−ϕ) as ϕ is smooth. We claim that
T ∗α = T ∗formalα for ∀α ∈ Dom(T ∗). (5)
Indeed, if α ∈ Dom(T ∗), then by (1) and Dp ∈ Dom(T ), we have for ∀u ∈ Dp,∫
Rn
u · T ∗αe−ϕ = 〈u, T ∗α〉L2p(e−ϕ) = 〈Tu, α〉L2p+1(e−ϕ) =
∫
Rn
u · T ∗formalαe−ϕ.
Then (5) is hold.
3. Approximation
In this section, let 0 ≤ p ≤ n − 1. We will prove that the set of smooth p + 1-forms
with compact support is dense in Dom(T ∗) ∩ Dom(S) in the graph norm. The argument
is standard, and for completeness of the paper, we include the detailed proofs. At the
same time, we follow the arguments of Fornaess’s lecture notes [5] closely in the case of the
Ho¨rmander’s L2 ∂ estimates.
Consider the spaces G1 = L
2
p(R
n, e−ϕ), G2 = L
2
p+1(R
n, e−ϕ), and G3 = L
2
p+2(R
n, e−ϕ)
with d operators T : G1 → G2 and S : G2 → G3. Let Dom(S) be the domain of S.
Let λν be a sequence of smooth functions on [0,+∞) such that λν(t) = 1 for 0 ≤ t ≤ ν,
0 < λν(t) < 1 for ν < t < ν + 1, λν(t) = 0 for t ≥ ν + 1 and |λ′ν(t)| ≤ 2 for ∀t ∈ [0,+∞).
Let
ην(x) = λν(|x|) for ∀x ∈ Rn.
Obviously, ην(x) is a real-valued smooth function on R
n and ην(x) = 1 for |x| ≤ ν, 0 <
ην(x) < 1 for ν < |x| < ν + 1, ην(x) = 0 for |x| ≥ ν + 1. Then we have
|dην(x)|2 ≤ 4n for ∀x ∈ Rn,
since dην(x) = 0 for |x| ≤ ν and
|dην(x)|2 =
n∑
k=1
(
∂λν(|x|)
∂xk
)2
=
n∑
k=1
(λ′ν(|x|))2
(
xk
|x|
)2
≤ 4n
7for |x| > ν.
Lemma 3.1. Let f ∈ Dom(S). Then the sequence ηνf → f in G2. Moreover ηνf ∈
Dom(S) and S(ηνf)→ S(f) in G3.
Proof. The sequence |ηνf | ≤ |f | and ηνf converges pointwise to f , so by the Lebesgue
dominated convergence theorem,
∫
Rn
|ηνf − f |2e−ϕ → 0 as ν → +∞.
Since
d(ηνf) = ηνdf + dην ∧ f
in the sense of distributions and df = Sf ∈ G3, so to show that ηνf ∈ Dom(S) we need to
show that dην ∧ f ∈ G3. For f =
∑′
|J |=p+1 fJdx
J ∈ G2, we have that: dην ∧ f = 0 when
p+ 1 = n, and when p+ 1 < n,
dην ∧ f =
(
n∑
j=1
∂ην
∂xj
dxj
)
∧ f
=
′∑
|J |=p+1
n∑
j=1
∂ην
∂xj
fJdxj ∧ dxJ
=
′∑
|J |=p+1
∑
j /∈J
∂ην
∂xj
fJdxj ∧ dxJ
=
′∑
|J |=p+1
∑
j /∈J
∂ην
∂xj
fJǫ
jJ
(jJ)′dx
(jJ)′
=
′∑
|M |=p+2
∑
j∈M
∂ην
∂xj
fMjǫ
jMj
M dx
M .
Note that |dην|2 ≤ 4n. So we obtain that: |dην ∧ f |2 = 0 when p + 1 = n, and when
p+ 1 < n,
|dην ∧ f |2 =
′∑
|M |=p+2
(∑
j∈M
∂ην
∂xj
fMjǫ
jMj
M
)2
≤
′∑
|M |=p+2
(∑
j∈M
(
∂ην
∂xj
)2)(∑
j∈M
(
fMjǫ
jMj
M
)2)
≤
′∑
|M |=p+2
|dην |2|f |2 ≤ c|dην |2|f |2
≤ 4nc|f |2, (6)
8where c is a constant. Then∫
Rn
|dην ∧ f |2 e−ϕ ≤ 4nc
∫
Rn
|f |2e−ϕ < +∞,
which means that dην ∧ f ∈ G3. So we have ηνf ∈ Dom(S).
Note that
S(ηνf)− Sf = S(ηνf)− ηνSf + ηνSf − Sf,
ηνS(f) → S(f) in G3 and S(ηνf) − ηνSf = dην ∧ f → 0 in G3. Then S(ηνf) → S(f) in
G3. 
Lemma 3.2. Let f ∈ Dom(T ∗). Then the sequence ηνf → f in G2. Moreover ηνf ∈
Dom(T ∗) and T ∗(ηνf)→ T ∗(f) in G1.
Proof. By the Lebesgue dominated convergence theorem, ηνf → f in G2.
For u ∈ Dom(T ), we have
〈Tu, ηνf〉G2 = 〈ηνTu, f〉G2
= 〈T (ηνu)− dην ∧ u, f〉G2
= 〈T (ηνu), f〉G2 − 〈dην ∧ u, f〉G2
= 〈ηνu, T ∗(f)〉G1 − 〈dην ∧ u, f〉G2
= 〈u, ηνT ∗(f)〉G1 − 〈dην ∧ u, f〉G2.
Note that for u =
∑′
|I|=p uIdx
I ∈ G1, just like (6), we have
|dην ∧ u|2 ≤ c|dην |2|u|2 ≤ 4nc|u|2,
where c is a constant. So
‖dην ∧ u‖2G2 =
∫
Rn
|dην ∧ u|2 e−ϕ ≤ 4nc
∫
Rn
|u|2 e−ϕ = 4nc ‖u‖2G1 .
Then
|〈Tu, ηνf〉G2| ≤ ‖u‖G1‖ηνT ∗(f)‖G1 + ‖dην ∧ u‖G2 ‖f‖G2
≤
(
‖T ∗(f)‖G1 +
√
4nc‖f‖G2
)
‖u‖G1.
By the definition of Dom(T ∗), we have ηνf ∈ Dom(T ∗).
Since
T ∗(ηνf)− T ∗f = T ∗(ηνf)− ηνT ∗f + ηνT ∗f − T ∗f
9and ηνT
∗f → T ∗f in G1, it is sufficient to prove T ∗(ηνf) − ηνT ∗f → 0 in G1. For u ∈
Dom(T ), we have
〈u, T ∗(ηνf)− ηνT ∗f〉G1 = 〈Tu, ηνf〉G2 − 〈u, ηνT ∗f〉G1
= 〈ηνTu, f〉G2 − 〈u, ηνT ∗f〉G1
= 〈T (ηνu)− dην ∧ u, f〉G2 − 〈u, ηνT ∗f〉G1
= 〈ηνu, T ∗f〉G2 − 〈dην ∧ u, f〉G2 − 〈u, ηνT ∗f〉G1
= 〈u, ηνT ∗f〉G2 − 〈dην ∧ u, f〉G2 − 〈u, ηνT ∗f〉G1
= −〈dην ∧ u, f〉G2.
Note that Dp ∈ Dom(T ). Then for ∀u ∈ Dp,∣∣∣∣∫
Rn
(T ∗(ηνf)− ηνT ∗f) · ue−ϕ
∣∣∣∣ ≤ ∫
Rn
|dην ∧ u||f |e−ϕ ≤
∫
Rn
√
c|dην ||u||f |e−ϕ,
which means that
|T ∗(ηνf)− ηνT ∗f | e−ϕ ≤
√
c|dην ||f |e−ϕ
almost everywhere in Rn. Thus, for almost everywhere in Rn, |T ∗(ηνf)− ηνT ∗f | → 0 and
|T ∗(ηνf)− ηνT ∗f |2 e−ϕ ≤ 4nc|f |2e−ϕ.
So it follows from the Lebesgue dominated convergence theorem that T ∗(ηνf)→ ηνT ∗f in
G1. 
Next we will study smoothing. The following are two well-known smoothing theorems
[5].
Lemma 3.3. Let χ be a smooth function with compact support in Rn and
∫
Rn
χ(x)dx = 1.
Set χε(x) =
1
εN
χ(x
ε
). If g ∈ L2(Rn), then the convolution g ∗ χε satisfies
(g ∗ χε)(x) =
∫
Rn
g(y)χε(x− y)dy =
∫
Rn
g(x− y)χε(y)dy =
∫
Rn
g(x− εy)χ(y)dy
and is a smooth function such that ‖g ∗ χε − g‖L2 → 0 when ε→ 0. The support of g ∗ χε
has no points at distance > ε from the support of g if the support of χ lies in the unit ball.
Lemma 3.4. Let f1, · · · , fn ∈ L1loc(Rn). Also suppose that the distribution
∑n
j=1
∂fj
∂xj
∈
L1loc(R
n). Then (
n∑
j=1
∂fj
∂xj
)
∗ χε =
n∑
j=1
∂(fj ∗ χε)
∂xj
.
Lemma 3.5. Let f ∈ Dom(S) have compact support in Rn. Then f ∗ χε → f in G2,
f ∗ χε ∈ Dom(S) and S(f ∗ χε)→ Sf in G3.
10
Proof. Let f =
∑′
|J |=p+1 fJdx
J . Since f ∈ Dom(S) ⊂ G2 and f has compact support, so
by the smoothing theorem, fJ ∗ χε → fJ in L2(Rn) for all J . Then f ∗ χε → f in G2.
Since f ∗ χε is smooth with compact support, f ∗ χε ∈ Dom(S). Furthermore, note that:
Sf = df = 0 when p+ 1 = n, and when p+ 1 < n,
Sf = df =
′∑
|M |=p+2
(∑
j∈M
∂fMj
∂xj
ǫ
jMj
M
)
dxM .
Then by Lemma 3.4, we have (Sf)∗χε = S(f ∗χε). By the smoothing theorem, (Sf)∗χε →
Sf in G3. Therefore S(f ∗ χε)→ Sf in G3. 
Next we prove a similar lemma for T ∗.
Lemma 3.6. Let f ∈ Dom(T ∗) have compact support in Rn. Then f ∗ χε → f in G2,
f ∗ χε ∈ Dom(T ∗) and T ∗(f ∗ χε)→ T ∗f in G1.
Proof. Let f =
∑′
|J |=p+1 fJdx
J . Since f ∈ Dom(T ∗) ⊂ G2 and f has compact support, so
by the smoothing theorem, fJ ∗χε → fJ in L2(Rn) for all J . Then f ∗χε → f in G2. Since
f ∗ χε is smooth with compact support, f ∗ χε ∈ Dom(T ∗). Furthermore, note that
T ∗f =
′∑
|I|=p
(
−eϕ
n∑
j=1
∂(fjIe
−ϕ)
∂xj
)
dxI =
′∑
|I|=p
(
−
n∑
j=1
∂fjI
∂xj
+
n∑
j=1
fjI
∂ϕ
∂xj
)
dxI
Since f ∗ χε =
∑′
|J |=p+1 (fJ ∗ χε) dxJ , so by the above formula, we can write T ∗(f ∗ χε) =∑′
|I|=pBIdx
I , where
BI = −
n∑
j=1
∂(fjI ∗ χε)
∂xj
+
n∑
j=1
(fjI ∗ χε) ∂ϕ
∂xj
. (7)
Since T ∗f ∈ G1, so
(
−∑nj=1 ∂fjI∂xj ) ∈ L2loc(Rn). Then the first term of the right side of (7)
can be written, using Lemma 3.4, as
(
−∑nj=1 ∂fjI∂xj )∗χε and converges to (−∑nj=1 ∂fjI∂xj ) in
L2(Rn) by the smoothing Theorem. The second part converges to
∑n
j=1 fjI
∂ϕ
∂xj
in L2(Rn)
by the smoothing Theorem. Therefore T ∗(f ∗ χε)→ T ∗f in G1. 
Lemma 3.7. Let f ∈ Dom(T ∗)∩Dom(S). Then there exists a sequence {fn} ⊂ Dp+1 such
that fn ∈ Dom(T ∗) ∩Dom(S), fn → f in G2, T ∗fn → T ∗f in G1 and Sfn → Sf in G3.
Proof. Let δ > 0. Using Lemma 3.1 for S and Lemma 3.2 for T ∗, we can let ν0 be large
enough that
‖ην0f − f‖G2 , ‖T ∗(ην0f)− T ∗f‖G1 , ‖S(ην0f)− Sf‖G3 <
δ
2
11
and ην0f ∈ Dom(T ∗) ∩ Dom(S). Then by Lemma 3.5 and 3.6, we have for ε > 0 small
enough, fˆ = (ην0f ∗ χε) is in Dom(T ∗) ∩Dom(S) and
‖fˆ − ην0f‖G2, ‖T ∗fˆ − T ∗(ην0f)‖G1, ‖Sfˆ − S(ην0f)‖G3 <
δ
2
.
Thus,
‖fˆ − f‖G2, ‖T ∗fˆ − T ∗f‖G1, ‖Sfˆ − Sf‖G3 < δ.

4. Proof of Poincare´ Lemma
In this section, we will give the proof of Poincare´ Lemma. We start with some lemmas.
Let 0 ≤ p ≤ n− 1.
Lemma 4.1. For each f ∈ L2p+1(e−ϕ), there exists a solution u ∈ L2p(e−ϕ) solving the
equation
du = f
in Rn, in the sense of distributions with the norm estimate
‖u‖2L2p(e−ϕ) ≤ c
if and only if
|〈f, α〉L2p+1(e−ϕ)|2 ≤ c ‖T ∗α‖
2
L2p(e
−ϕ) , ∀α ∈ Dp+1,
where c is a constant.
Proof. (Necessity) Note that du = f ∈ L2p+1(e−ϕ). Then we have du = Tu. For ∀α ∈ Dp+1,
from the definition of T ∗ and Cauchy-Schwarz inequality, we have
|〈f, α〉L2p+1(e−ϕ)|2 = |〈Tu, α〉L2p+1(e−ϕ)|2 =
∣∣∣〈u, T ∗α〉L2p(e−ϕ)∣∣∣2 ≤ ‖u‖2L2p(e−ϕ) ‖T ∗α‖2L2p(e−ϕ) .
Note that ‖u‖2L2p(e−ϕ) ≤ c. Then |〈f, α〉L2p+1(e−ϕ)|2 ≤ c ‖T ∗α‖
2
L2p(e
−ϕ).
(Sufficiency) Consider the subspace
E = {T ∗α | α ∈ Dp+1} ⊂ L2p(e−ϕ).
Define a linear functional Lf : E → R by
Lf (T
∗α) = 〈f, α〉L2p+1(e−ϕ).
Since
|Lf (T ∗α)| =
∣∣∣〈f, α〉L2p+1(e−ϕ)∣∣∣ ≤ √c ‖T ∗α‖L2p(e−ϕ) ,
then Lf is a bounded functional on E. So by Hahn-Banach’s extension theorem, Lf can be
extended to a linear functional L˜f on L
2
p(e
−ϕ) such that∣∣∣L˜f (g)∣∣∣ ≤ √c ‖g‖L2p(e−ϕ) , ∀g ∈ L2p(e−ϕ). (8)
12
Using the Riesz representation theorem for L˜f , there exists a unique u0 ∈ L2p(e−ϕ) such
that
L˜f (g) = 〈u0, g〉L2p(e−ϕ), ∀g ∈ L2p(e−ϕ). (9)
Now we prove du0 = f . For ∀α ∈ Dp+1, apply g = T ∗α in (9). Then
L˜f (T
∗α) = 〈u0, T ∗α〉L2p(e−ϕ) = 〈Tu0, α〉L2p+1(e−ϕ) .
Note that
L˜f (T
∗α) = Lf (T
∗α) = 〈f, α〉L2p+1(e−ϕ).
Therefore,
〈Tu0, α〉L2p+1(e−ϕ) = 〈f, α〉L2p+1(e−ϕ), ∀α ∈ Dp+1.
Thus, Tu0 = f , i.e., du0 = f .
Next we give a bound for the norm of u0. Let g = u0 in (8) and (9). Then we have
‖u0‖2L2p(e−ϕ) =
∣∣∣〈u0, u0〉L2p(e−ϕ)∣∣∣ = ∣∣∣L˜f (u0)∣∣∣ ≤ √c ‖u0‖L2p(e−ϕ) .
Therefore, ‖u0‖2L2p(e−ϕ) ≤ c.
Let u = u0. So there exists u ∈ L2p(e−ϕ) such that du = f with ‖u‖2L2p(e−ϕ) ≤ c. 
Lemma 4.2. Let α =
∑′
|J |=p+1 αJdx
J . Then
|dα|2 =
′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 − ′∑
|I|=p
n∑
j,k=1
∂αkI
∂xj
∂αjI
∂xk
.
Proof. Note that
dα =
′∑
|J |=p+1
n∑
j=1
∂αJ
∂xj
dxj ∧ dxJ .
We prove the lemma by two cases.
Case 1: p + 1 = n. In this case dα = 0 for type reasons. Recall that αjK = 0 if j ∈ K.
Then for the second term on the right side of the formula,
−
′∑
|I|=p
n∑
j,k=1
∂αkI
∂xj
∂αjI
∂xk
= −
′∑
|I|=n−1
∑
j,k /∈I
∂αkI
∂xj
∂αjI
∂xk
= −
′∑
|I|=n−1
∑
j /∈I
∣∣∣∣∂αjI∂xj
∣∣∣∣2
= −
′∑
|I|=n−1
∑
j /∈I
∣∣∣∣∣∣
∂
(
ǫ
jI
(jI)′α(jI)′
)
∂xj
∣∣∣∣∣∣
2
= −
′∑
|I|=n−1
∑
j /∈I
∣∣∣∣∂α(jI)′∂xj
∣∣∣∣2
= −
′∑
|J |=n
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 = − ′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 ,
which is the same as the first term on the right side of the formula except for sign. Then
the formula is proved.
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Case 2: p+ 1 < n. We can write
dα =
′∑
|M |=p+2
∑
j∈M
∂αMj
∂xj
dxj ∧ dxMj =
′∑
|M |=p+2
(∑
j∈M
∂αMj
∂xj
ǫ
jMj
M
)
dxM .
So we obtain that
|dα|2 =
′∑
|M |=p+2
(∑
j∈M
∂αMj
∂xj
ǫ
jMj
M
)2
=
′∑
|M |=p+2
∑
j,k∈M
∂αMj
∂xj
∂αMk
∂xk
ǫ
jMj
M ǫ
kMk
M
=
′∑
|M |=p+2
∑
j∈M
∣∣∣∣∂αMj∂xj
∣∣∣∣2 + ′∑
|M |=p+2
∑
j,k∈M
j 6=k
∂αMj
∂xj
∂αMk
∂xk
ǫ
jMj
M ǫ
kMk
M
=
′∑
|J |=p+1
∑
j /∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2 + ′∑
|I|=p
∑
j,k /∈I
j 6=k
∂α(kI)′
∂xj
∂α(jI)′
∂xk
ǫ
j(kI)′
(j(kI)′)′ǫ
k(jI)′
(k(jI)′)′
=
′∑
|J |=p+1
∑
j /∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2 + ′∑
|I|=p
∑
j,k /∈I
j 6=k
∂αkI
∂xj
∂αjI
∂xk
ǫkI(kI)′ǫ
jI
(jI)′ǫ
j(kI)′
(j(kI)′)′ǫ
k(jI)′
(k(jI)′)′
=
′∑
|J |=p+1
∑
j /∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2 − ′∑
|I|=p
∑
j,k /∈I
j 6=k
∂αkI
∂xj
∂αjI
∂xk
.
Note that
′∑
|J |=p+1
∑
j∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2 = ′∑
|I|=p
∑
j /∈I
∣∣∣∣∂α(jI)′∂xj
∣∣∣∣2 = ′∑
|I|=p
∑
j /∈I
∣∣∣∣∣ǫ
jI
(jI)′∂αjI
∂xj
∣∣∣∣∣
2
=
′∑
|I|=p
∑
j /∈I
∣∣∣∣∂αjI∂xj
∣∣∣∣2 .
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Then
|dα|2 =
 ′∑
|J |=p+1
∑
j /∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2 + ′∑
|J |=p+1
∑
j∈J
∣∣∣∣∂αJ∂xj
∣∣∣∣2

−
 ′∑
|I|=p
∑
j /∈I
∣∣∣∣∂αjI∂xj
∣∣∣∣2 + ′∑
|I|=p
∑
j,k /∈I
j 6=k
∂αkI
∂xj
∂αjI
∂xk

=
′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 − ′∑
|I|=p
∑
j,k /∈I
∂αkI
∂xj
∂αjI
∂xk
=
′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 − ′∑
|I|=p
n∑
j,k=1
∂αkI
∂xj
∂αjI
∂xk
.

Lemma 4.3. Let α =
∑′
|J |=p+1αJdx
J ∈ Dp+1. Then
‖T ∗α‖2L2p(e−ϕ) + ‖dα‖2L2p+2(e−ϕ) =
∫
Rn
′∑
|I|=p
n∑
j,k=1
∂2ϕ
∂xj∂xk
αjIαkIe
−ϕ +
∫
Rn
′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 e−ϕ.
(10)
In particular, if there exists a constant c > 0 such that
n∑
j,k=1
∂2ϕ
∂xj∂xk
ωjωk ≥ c|ω|2
for all ω = (ω1, · · · , ωn) ∈ Rn, then
‖T ∗α‖2L2p(e−ϕ) + ‖dα‖2L2p+2(e−ϕ) ≥ c(p+ 1)‖α‖
2
L2p+1(e
−ϕ). (11)
Proof. We first prove (10). Consider the expression
Q = ‖T ∗α‖2L2p(e−ϕ) = 〈T ∗α, T ∗α〉L2p(e−ϕ) = 〈TT ∗α, α〉L2p(e−ϕ). (12)
By (4) and (5), we have
T ∗α =
∑
|I|=p
′
AIdx
I ,
where AI is as (3). Then
TT ∗α = d
 ′∑
|I|=p
AIdx
I
 = ′∑
|I|=p
n∑
k=1
∂AI
∂xk
dxk ∧ dxI .
15
Let
δj = e
ϕ ∂
∂xj
e−ϕ =
∂
∂xj
− ∂ϕ
∂xj
.
Then
AI = −
n∑
j=1
δjαjI .
Observe that
∂
∂xk
δj =
∂2
∂xj∂xk
− ∂ϕ
∂xj
∂
∂xk
− ∂
2ϕ
∂xj∂xk
and
δj
∂
∂xk
=
∂2
∂xj∂xk
− ∂ϕ
∂xj
∂
∂xk
.
We have
∂
∂xk
δj = δj
∂
∂xk
− ϕjk.
Here ϕjk =
∂2ϕ
∂xj∂xk
. So for 1 ≤ k ≤ n, we have
∂AI
∂xk
= −
n∑
j=1
(
∂
∂xk
δj
)
αjI =
n∑
j=1
(
ϕjkαjI − δj ∂αjI
∂xk
)
Then by (12), we have
Q =
∫
Rn
TT ∗α · αe−ϕ
=
∫
Rn
′∑
|I|=p
n∑
j=1
∂AI
∂xk
αkIe
−ϕ
=
∫
Rn
′∑
|I|=p
n∑
j,k=1
ϕjkαjIαkIe
−ϕ +
∫
Rn
′∑
|I|=p
n∑
j,k=1
(−1)
(
δj
∂αjI
∂xk
)
αkIe
−ϕ
= Q1 +Q2. (13)
Observe that
Q2 =
∫
Rn
′∑
|I|=p
n∑
j,k=1
(−1) ∂
∂xj
(
e−ϕ
∂αjI
∂xk
)
αkI =
∫
Rn
′∑
|I|=p
n∑
j,k=1
∂αkI
∂xj
∂αjI
∂xk
e−ϕ.
So by Lemma 4.2, we have
Q2 =
∫
Rn
′∑
|J |=p+1
n∑
j=1
∣∣∣∣∂αJ∂xj
∣∣∣∣2 e−ϕ − ‖dα‖2L2p+2(e−ϕ). (14)
Then (10) is proved by (12), (13) and (14).
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Now we prove (11). Observe that
′∑
|I|=p
n∑
j,k=1
ϕjkαjIαkI ≥
′∑
|I|=p
c
n∑
j=1
|αjI |2 = c
′∑
|I|=p
∑
j /∈I
|αjI |2
= c
′∑
|I|=p
∑
j /∈I
∣∣∣ǫjI(jI)′α(jI)′∣∣∣2 = c ′∑
|I|=p
∑
j /∈I
∣∣α(jI)′∣∣2
= c
′∑
|J |=p+1
∑
j∈J
|αJ |2 = c
′∑
|J |=p+1
(p+ 1) |αJ |2
= c(p+ 1)|α|2.
Then for the first term on the right side of (10),∫
Rn
′∑
|I|=p
n∑
j,k=1
ϕjkαjIαkIe
−ϕ ≥
∫
Rn
c(p+ 1)|α|2e−ϕ = c(p+ 1)‖α‖2L2p+1(e−ϕ).
Note that the second term on the right side of (10) is always nonnegative. Then (11) is
proved. 
Now we give the proof of Poincare´ Lemma.
Proof. Let N = {f | f ∈ L2p+1(e−ϕ); df = 0}, which is a closed subspace of L2p+1(e−ϕ). For
each α in Dp+1, clearly α ∈ L2p+1(e−ϕ), so we can decompose α = α1 + α2, where α1 lies
in N and α2 is orthogonal to N . This implies that α2 is orthogonal to any form Tu, since
Tu ∈ N . So by the definition of Dom(T ∗), we see that α2 lies in the domain of T ∗ and
T ∗α2 = 0. Since α lies in the domain of T ∗, it follows that T ∗α = T ∗α1.
Note that α1 ∈ Dom(T ∗) ∩ Dom(S). Then by Lemma 3.7, there exists a sequence
{αν} ⊂ Dp+1 such that αν ∈ Dom(T ∗) ∩Dom(S), αν → α1 in L2p+1(e−ϕ), T ∗αν → T ∗α1 in
L2p(e
−ϕ), and Sαν → Sα1 in L2p+2(e−ϕ).
For αν ∈ Dp+1, by Lemma 4.3, we have
‖T ∗αν‖2L2p(e−ϕ) + ‖Sαν‖2L2p+2(e−ϕ) ≥ c(p+ 1)‖αν‖
2
L2p+1(e
−ϕ).
Let ν → +∞, so
‖T ∗α1‖2L2p(e−ϕ) + ‖Sα1‖2L2p+2(e−ϕ) ≥ c(p+ 1)‖α
1‖2L2p+1(e−ϕ),
which means that
‖T ∗α1‖2L2p(e−ϕ) ≥ c(p+ 1)‖α1‖2L2p+1(e−ϕ)
since Sα1 = 0.
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By Cauchy-Schwarz inequality, we have∣∣∣〈f, α1〉L2p+1(e−ϕ)∣∣∣2 ≤ ‖f‖2L2p+1(e−ϕ) ∥∥α1∥∥2L2p+1(e−ϕ)
=
(
1
c(p+ 1)
‖f‖2L2p+1(e−ϕ)
)(
c(p+ 1)
∥∥α1∥∥2
L2p+1(e
−ϕ)
)
≤
(
1
c(p+ 1)
‖f‖2L2p+1(e−ϕ)
)
‖T ∗α1‖2L2p(e−ϕ).
Let c˜ = 1
c(p+1)
‖f‖2L2p+1(e−ϕ). Then∣∣∣〈f, α1〉L2p+1(e−ϕ)∣∣∣2 ≤ c˜‖T ∗α1‖2L2p(e−ϕ), ∀α ∈ Dp+1.
Note that f ∈ N . Thus,∣∣∣〈f, α〉L2p+1(e−ϕ)∣∣∣2 = ∣∣∣〈f, α1〉L2p+1(e−ϕ)∣∣∣2 ≤ c˜ ∥∥T ∗α1∥∥2L2p(e−ϕ) = c˜ ‖T ∗α‖2L2p(e−ϕ) .
By Lemma 4.1, there exists a solution u ∈ L2p(e−ϕ) solving the equation
du = f
in Rn, in the sense of distributions with the norm estimate
‖u‖2L2p(e−ϕ) ≤ c˜,
i.e., ∫
Rn
|u|2e−ϕ ≤ 1
c(p+ 1)
∫
Rn
|f |2e−ϕ.
The proof is complete. 
5. Proof of the main theorem
Here, let ϕ be a smooth and nonnegative function on Cn. We consider the weighted
Hilbert space
L2(Cn, e−ϕ) = {u : Cn → C | u ∈ L2loc(Cn);
∫
Cn
|u|2e−ϕ < +∞}.
We denote the weighted inner product for u, v ∈ L2(Cn, e−ϕ) by
〈u, v〉L2(Cn,e−ϕ) =
∫
Cn
uve−ϕ,
and the weighted norm of u ∈ L2(Cn, e−ϕ) by ‖u‖L2(Cn,e−ϕ) =
√〈u, u〉
L2(Cn,e−ϕ)
.
In general, a (1, 1) form f is a formal combination
f =
n∑
i,j=1
fijdzi ∧ dzj,
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where fij : C
n → C is a function for 1 ≤ i < j ≤ n. For (1, 1) forms f and g, we denote by
f · g their pointwise scalar product, i.e.,
f · g =
n∑
i,j=1
fijgij .
We also consider the weighted Hilbert space for (1, 1) forms
L2(1,1)(C
n, e−ϕ) = {f =
n∑
i,j=1
fijdzi ∧ dzj | fij ∈ L2loc(Cn);
∫
Cn
|f |2e−ϕ < +∞},
where |f |2 = f · f . We denote the weighted inner product for f, g ∈ L2(1,1)(Cn, e−ϕ) by
〈f, g〉L2
(1,1)
(Cn,e−ϕ) =
∫
Cn
f · ge−ϕ,
and the weighted norm of f ∈ L2(1,1)(Cn, e−ϕ) by ‖f‖L2(1,1)(Cn,e−ϕ) =
√〈f, f〉
L2
(1,1)
(Cn,e−ϕ)
.
First we give two lemmas concerning about the conversion between complex forms and
real forms.
Lemma 5.1. Let f ∈ L2(1,1)(Cn, e−ϕ). Then f can be decomposed to
f = f1 +
√−1f2,
where f1, f2 ∈ L22(R2n, e−ϕ). Moreover,
|f1|2 + |f2|2 = 4|f |2.
Proof. Let f =
∑n
i,j=1 fijdzi ∧ dzj , where fij : Cn → C is a function for 1 ≤ i, j ≤ n. Let
fij = Aij +
√−1Bij, where Aij : Cn → R is a function for 1 ≤ i, j ≤ n and Bij : Cn → R
is a function for 1 ≤ i, j ≤ n. Let zi = xi +
√−1yi for 1 ≤ i ≤ n. Then dzi ∧ dzj =
(dxi ∧ dxj + dyi ∧ dyj)−
√−1 (dxi ∧ dyj + dxj ∧ dyi) and
fijdzi ∧ dzj = Aijdxi ∧ dxj + Aijdyi ∧ dyj +Bijdxi ∧ dyj +Bijdxj ∧ dyi
+
√−1 (Bijdxi ∧ dxj +Bijdyi ∧ dyj − Aijdxi ∧ dyj − Aijdxj ∧ dyi) .
Thus, we have f = f1 +
√−1f2, where
f1 =
∑
1≤i<j≤n
(
Aij −Aji
)
dxi ∧ dxj +
∑
1≤i<j≤n
(
Aij − Aji
)
dyi ∧ dyj +
n∑
i,j=1
(
Bij +Bji
)
dxi ∧ dyj
and
f2 =
∑
1≤i<j≤n
(
Bij −Bji
)
dxi ∧ dxj +
∑
1≤i<j≤n
(
Bij − Bji
)
dyi ∧ dyj −
n∑
i,j=1
(
Aij + Aji
)
dxi ∧ dyj.
Obviously, f1 and f2 are 2-forms in R
2n. We have f1, f2 ∈ L22(R2n, e−ϕ), since f ∈
L2(1,1)(C
n, e−ϕ).
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Moreover,
|f1|2 = 2
∑
1≤i<j≤n
(
Aij −Aji
)2
+
n∑
i,j=1
(
Bij +Bji
)2
=
n∑
i,j=1
((
Aij − Aji
)2
+
(
Bij +Bji
)2)
and
|f2|2 = 2
∑
1≤i<j≤n
(
Bij − Bji
)2
+
n∑
i,j=1
(
Aij + Aji
)2
=
n∑
i,j=1
((
Bij − Bji
)2
+
(
Aij + Aji
)2)
.
Then
|f1|2 + |f2|2 = 2
n∑
i,j=1
(
A2ij + A
2
ji +B
2
ij +B
2
ji
)
= 4
n∑
i,j=1
(
A2ij +B
2
ij
)
= 4|f |2.

Lemma 5.2. Let v ∈ L21(R2n, e−ϕ). Then v can be decomposed to
v = v1,0 + v0,1,
where v1,0 ∈ L21,0(Cn, e−ϕ), v0,1 ∈ L20,1(Cn, e−ϕ), v1,0 = v0,1 and v0,1 = v1,0. Moreover,∣∣v1,0∣∣2 = ∣∣v0,1∣∣2 = 1
4
|v|2.
Proof. Let v =
∑2n
j=1 vjdxj , where vj : R
2n → R is a function for 1 ≤ j ≤ 2n. Let
zj = x2j−1 +
√−1x2j . Then v =
∑n
j=1 (v2j−1dx2j−1 + v2jdx2j) = v
1,0 + v0,1, where
v1,0 =
n∑
j=1
(
1
2
v2j−1 +
1
2
√−1v2j
)
dzj and v
0,1 =
n∑
j=1
(
1
2
v2j−1 − 1
2
√−1v2j
)
dzj .
Obviously, v1,0 is a (1, 0) form in Cn, v0,1 is a (0, 1) form in Cn, v1,0 = v0,1 and v0,1 = v1,0.
Since v ∈ L21(R2n, e−ϕ), we have v1,0 ∈ L21,0(Cn, e−ϕ) and v0,1 ∈ L20,1(Cn, e−ϕ).
Moreover, ∣∣v1,0∣∣2 = n∑
j=1
((
1
2
v2j−1
)2
+
(
1
2
v2j
)2)
=
1
4
2n∑
j=1
v2j =
1
4
|v|2.
Similarly, ∣∣v0,1∣∣2 = 1
4
|v|2.

Now we give three more lemmas.
Lemma 5.3. If u ∈ L2(Cn, e−ϕ) and ∂u ∈ L20,1(Cn, e−ϕ). Then ∂u = ∂u, where ∂u and ∂u
are in the sense of distributions.
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Proof. Let ∂u =
∑n
j=1 vjdzj ∈ L20,1(Cn, e−ϕ), where vj = ∂u∂zj in the sense of distributions.
Then ∂u =
∑n
j=1 vjdzj ∈ L21,0(Cn, e−ϕ). For any (1, 0) test form α =
∑n
j=1 αjdzj , whose
coefficients are smooth functions with compact support in Cn, we have
∂u(α) =
∫
Cn
n∑
j=1
vjαj =
∫
Cn
n∑
j=1
vjαj = −
∫
Cn
u
n∑
j=1
∂αj
∂zj
= −
∫
Cn
u
n∑
j=1
∂αj
∂zj
= ∂u(α).
Then ∂u = ∂u. 
Lemma 5.4. If u ∈ L2(Cn, e−ϕ). Then ∂∂u = −∂∂u in the sense of distributions.
Proof. For u ∈ L2(Cn, e−ϕ), we have
∂∂u = ∂
(
n∑
i=1
∂u
∂zi
dzi
)
=
n∑
i,j=1
∂2u
∂zj∂zi
dzj ∧ dzi
and
∂∂u = ∂
(
n∑
j=1
∂u
∂zj
dzj
)
=
n∑
i,j=1
∂2u
∂zi∂zj
dzi ∧ dzj = −
n∑
i,j=1
∂2u
∂zi∂zj
dzj ∧ dzi,
where ∂
2u
∂zj∂zi
and ∂
2u
∂zi∂zj
are in the sense of distributions. Note that ∂
2u
∂zj∂zi
= ∂
2u
∂zi∂zj
. Then
∂∂u = −∂∂u. 
Remark 5.1. In the lemma, it is crucial that ∂∂u and ∂∂u are both forms. Otherwise,
when n = 1, ∂∂u = ∂∂u if ∂∂u = ∂∂u = ∂
2u
∂z∂z
are as weak derivatives.
Lemma 5.5. Let u ∈ L2(Cn, e−ϕ). If ∂u ∈ L20,1(Cn, e−ϕ), then ∂∂u = ∂(∂u) in the sense
of distributions. If ∂u ∈ L21,0(Cn, e−ϕ), then ∂∂u = ∂(∂u) in the sense of distributions.
Proof. If ∂u ∈ L20,1(Cn, e−ϕ), then for any (1, 1) test form α =
∑n
i,j=1 αijdzi ∧ dzj, whose
coefficients are smooth functions with compact support in Cn, we have
(∂∂u)(α) =
∫
Cn
u
n∑
i,j=1
∂2αij
∂zi∂zj
.
Let ∂u = v =
∑n
j=1 vjdzj ∈ L2(0,1)(Cn, e−ϕ). For any (0, 1) test form β =
∑n
j=1 βjdzj , whose
coefficients are smooth functions with compact support in Cn, we have
−
∫
Cn
u
n∑
j=1
∂βj
∂zj
= (∂u)(β) = v(β) =
∫
Cn
n∑
j=1
vjβj.
Then
(∂(∂u))(α) = (∂v)(α) = −
∫
Cn
n∑
i,j=1
vj
∂2αij
∂zi
= −
∫
Cn
n∑
j=1
vj
(
n∑
i=1
∂2αij
∂zi
)
=
∫
Cn
u
n∑
i,j=1
∂2αij
∂zi∂zj
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if let βj =
(∑n
i=1
∂2αij
∂zi
)
. Thus, ∂∂u = ∂(∂u).
Using the same method, we can prove that if ∂u ∈ L21,0(Cn, e−ϕ), then ∂∂u = ∂(∂u). 
To prove the main theorem, we also need the following simple version of Ho¨rmander
Theorem [6] (page 92, Lemma 4.4.1 with ϕ = |z|2).
Ho¨rmander Theorem. (A simple version for (0, 1) forms) For each f ∈ L2(0,1)(Cn, e−|z|
2
)
such that ∂f = 0, there exists a solution u in L2(Cn, e−|z|
2
) solving equation
∂u = f
in Cn, in the sense of distributions, with the norm estimate∫
Cn
|u|2e−|z|2 ≤ 2
∫
Cn
|f |2e−|z|2.
Now we are ready to give the proof of the main theorem.
Proof. For f ∈ L2(1,1)(Cn, e−|z|
2
), by Lemma 5.1 we have
f = f1 +
√−1f2, (15)
where f1, f2 ∈ L22(R2n, e−|x|2). For f1, by Poincare´ Lemma (ϕ = |x|2, c = 2, p = 1) on R2n,
there exists v1 ∈ L21(R2n, e−|x|2) such that
dv1 = f1 (16)
with ∫
R2n
|v1|2e−|x|2 ≤ 1
4
∫
R2n
|f1|2e−|x|2. (17)
For v1, by Lemma 5.2 we have
v1 = v
1,0
1 + v
0,1
1 , (18)
where v1,01 ∈ L21,0(Cn, e−|z|2), v0,11 ∈ L20,1(Cn, e−|z|2), v1,01 = v0,11 and v0,11 = v1,01 . By (16) and
(18), we have
f1 = (∂ + ∂)(v
1,0
1 + v
0,1
1 ) = ∂v
1,0
1 + ∂v
0,1
1 + ∂v
1,0
1 + ∂v
0,1
1 . (19)
Note that ∂v1,01 is a (2, 0) form, ∂v
0,1
1 is a (0, 2) form and f1 =
1
2
(f + f) can be seen as a
(1, 1) form. So from (19), we have ∂v1,01 = 0, ∂v
0,1
1 = 0 and
∂v
0,1
1 + ∂v
1,0
1 = f1. (20)
For v0,11 , by Ho¨rmander Theorem, there exists u1 ∈ L2(Cn, e−|z|2) such that
∂u1 = v
0,1
1 , (21)
22
with ∫
Cn
|u1|2e−|z|2 ≤ 2
∫
Cn
∣∣v0,11 ∣∣2 e−|z|2. (22)
So for u1, by Lemma 5.3 and v
0,1
1 = v
1,0
1 , we have
∂u1 = ∂u1 = v
1,0
1 . (23)
Then by Lemma 5.2, 5.4, 5.5, (17), and (20)-(23), we obtain
∂∂ (u1 − u1) = ∂∂u1 − ∂∂u1 = ∂∂u1 + ∂∂u1 = ∂(∂u1) + ∂(∂u1) = ∂v0,11 + ∂v1,01 = f1,
(24)
with ∫
Cn
|u1 − u1|2e−|z|2 ≤ 4
∫
Cn
|u1|2e−|z|2 ≤ 8
∫
Cn
∣∣v0,11 ∣∣2 e−|z|2
= 2
∫
R2n
|v1|2e−|x|2 ≤ 1
2
∫
R2n
|f1|2e−|x|2. (25)
By the same method for u1, we can prove that there exists u2 ∈ L2(Cn, e−|z|2) such that
∂∂ (u2 − u2) = f2. (26)
with ∫
Cn
|u2 − u2|2e−|z|2 ≤ 1
2
∫
R2n
|f2|2e−|x|2. (27)
Let
u = (u1 − u1) +
√−1 (u2 − u2) . (28)
Then by Lemma 5.1, (15) and (24)-(28), we have u ∈ L2(Cn, e−|z|2) such that
∂∂u = ∂∂ (u1 − u1) +
√−1∂∂ (u2 − u2) = f1 +
√−1f2 = f,
with ∫
Cn
|u|2e−|z|2 =
∫
Cn
|u1 − u1|2e−|z|2 +
∫
Cn
|u2 − u2|2e−|z|2
≤ 1
2
∫
R2n
(|f1|2 + |f2|2) e−|x|2
= 2
∫
Cn
|f |2e−|z|2.

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6. Why Poincare´ Lemma
In this section, we explain why we have to use Poincare´ Lemma in the proof of the main
theorem. Naturely, we could have studied the operator ∂∂ in the following sequence of
Hilbert spaces
L2(Cn, e−ϕ)
T−→ L2(1,1)(Cn, e−ϕ) S−→ L2(2,2)(Cn, e−ϕ),
where operators T and S are extensions of ∂∂ in terms of distributions with domains
Dom(T ) and Dom(S). Then we could consider the Hilbert space adjoint T ∗ and then
prove the following formula (whose lengthy calculation is omitted).
Lemma 6.1. Let ϕ = |z|2. For any smooth (1, 1) form α with compact support in Cn, we
have
‖T ∗α‖2ϕ = ‖α‖2ϕ +
∥∥∂∂α∥∥2
ϕ
− ‖∂α‖2ϕ −
∥∥∂α∥∥2
ϕ
−
n∑
i,j,k,l=1
∥∥∥∥ ∂2αij∂zk∂zl
∥∥∥∥2
ϕ
+
n∑
i,j,k,l=1
∫
Cn
∂2αij
∂zk∂zl
(
∂2αil
∂zk∂zj
+
∂2αkj
∂zi∂zl
)
e−ϕ
+
n∑
i,k,l=1
∥∥∥∥∂αil∂zk
∥∥∥∥2
ϕ
+
n∑
j,k,l=1
∥∥∥∥∂αkj∂zl
∥∥∥∥2
ϕ
.
Using the same argument as for Lemma 3.7, we can prove that the set of smooth (1, 1)
forms with compact support is dense in Dom(T ∗) ∩Dom(S) in the graph norm
‖α‖ϕ + ‖T ∗α‖ϕ + ‖∂∂α‖ϕ.
To apply the density argument, we will have to run into a difficulty from using Lemma
3.7. For example, the term −∑ni,j,k,l=1 ∥∥∥ ∂2αij∂zk∂zl∥∥∥2ϕ is nonpositive and could not be thrown
away before the limiting argument. So if we take limit from the density of compact support
forms, we will have to end up with the square of a distribution, which is obviously absurd
in general.
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