We propose new parallel algorithms for the solution of linear parabolic problems.
Introduction
We consider the following linear parabolic partial differential equation:
a+, t) ~ = &Lv(x,t) + s(x), x E R at (1) u(O,z) = uo, vz E f-2 u(t, x) = +g, sEas2,t>o.
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which simplifies to w(t) = crtAwO (4 in the case of a homogeneous system (T = 0). Note that if we denote by G(t) 2 w(t) -A-'r and accordingly, 60 G we -A-'r, then G(t) satisfies a homogeneous system and 72(t) = ctA&J
Thus, if we want to obtain the solution at time t in one single step, we would need to operate with the matrices A-l and emtA on certain initial vectors. This solution faces the following difficulties:
Computing eptA 120 may not be easy, especially for large t.
The cost of computing A-'r is not negligible for more than one space dimensions.
In many problems the operator L, as well as the forcing term 3, may vary with t; If this variation is rapid the above formula is not applicabie or may be very inaccurate for large t;
Note that if we denote by f the function f(z) = (1 -e-=)/z we can rewrite the solution (3) as follows, w(t) = e-"'wo -I-f(tA)lr zz wo + tf(tA) [r -ALPO] 
This removes the term A-'r from the expression (3), at the expense of dealing with the function f(z) instead of e-' [22] . Th e a ove expression also shows more clearly b the dependence of the solution with respect to the initial condition wo and the forcing function T.
Assume now that instead of attempting to compute the solution at time t in one single step, we use a timestepping procedure.
At time t + At, the solution will depend on w(t) which plays the role of wg in the above expressions and we get ti(t + At) = e-AtAC(t).
from (5) 
from (6).
We should observe that the use of the variable 6 in formula (7) requires computing A-'? only once and not at every step of the stepping procedure. The advantage of using (8) over (7) is therefore limited, except when A and varies with time.
In both (8) and (7), we need to compute a vector of the form q(AtA)v, where q(z) is a known analytic function in z. The basic idea for computing (7) and (8), is to find a suitable approximation g(A), to the function q(A) and then substitute this approximation in (7) or (8). This is complicated by the following facts. First, depending on the operator L, the type of discretization performed and the boundary conditions, A may be symmetric positive definite, or nonsymmetric.
It may also be singular or nearly singular.
Moreover, in typical problems A is large and sparse making the direct calculation of q(AtA) by usual methods prohibitive.
Note that there is no need to actually evaluate the matrix g(AiA).
Instead all we need is be able to evaluate g(AZA)v inexpensively for some vector 2r. In this paper we show how to do this for the specific case q(2) = es2 which allows to solve the general problem via (7). For notational convenience, we will assume that after suitable scaling At = 1.
There are two different ways of generating approximations g(A)v. The first is by using polynomials.
The resulting procedure will only require matrix by vector multiplications with the matrix A, and is therefore very easily parallelizable.
In Section 3, we will consider an approach of this type based on using a Krylov subspace technique.
The second class of methods consists of taking g to be a rational function of the form r(z) = p(z)/q(z). In this situation, a difficulty arises when computing T(A)u on parallel machines. Typically the denominator is factored as q(z) = niZl(z -Xi) and q(A)-1v is computed by solving the sequence of linear systems (A -&l)u; = ~i-1 with ug = 21. This is a sequential process which can be particularly damaging, especially for one-dimensional problems where A is usually a tridiagonal matrix. Although there are many efficient methods for solving tridiagonal systems, it is clear that if we have to solve only one single system per step, we will very likely be under-utilizing the computational resources. To circumvent this sequential constraint we propose in Section 4 to use the partial fraction expansions of r(z). This will transform the sequential solution of (A -X&Q = q-1 into solving in parallel the independent linear systems (A-&I)% = 2) and then taking a linear combination of the results ui. The advantages for one-dimensional problems are clear. For higherdimensional problems, this allows to remove the need to parallelize each of the linear systems (A-&I)ui = ui-1. In effect it offers a means for achieving parallelism in an extremely simple manner, far simpler than would be needed in optimizing the linear solves in the traditional approach. This is achieved by using high order schemes, i.e., high degree rational approximations.
As a result an added benefit is that the overall amount of work is also reduced. As is stated in our conclusion, it seems that high order integration schemes in ODE methods offer a tremendous potential in a parallel processing environment.
Previous work
The previous discussion underscores the direct connection that exists between the topic of this paper and that of of parallel solution of ordinary differential equations (ODES). As argued in [8] , the most important situation when considering parallel methods for solving systems of ODE's is when the problem is very large, as is the case for systems resulting from a Method of Lines (MOL) semi-discretization of a partial differential equation such as (1). We refer the reader to [13] for methods to approximate the matrix exponential, to [l&21] for polynomial approximations in parabolic problems, and to the work of Varga and co-authors for rational approximations ([22] ), and [3, 2, 12] ). IQ, [7, 20] a method was introduced for the parallelization of Block Cyclic Reduction @CR). Th e connection between the method considered in these papers and the question addressed here, is that when using BCR one must evaluate a vector of the form q(A) r), where q is a rational function. Partial fractions in a sequential context for time dependent problems were used in [12, 19, 26] and suggested In parallel complexity studies in [11] . Finally recent experiments of Reusch et al. ([17] ) demonstrated remarkable gains in efficiency and accuracy for the solution of ho-mogeneous linear evolution equations by means of highorder diagonal Pad& approximations.
As will be argued in Section 4 such schemes are extremely attractive on parallel machines, when properly implemented.
Polynomial approximations
In this section we consider using polynomial approximation to the exponential, i.e., we seek an approximation to eSAv of the form
where p,-1 is a polynomial of degree m-1. The main attraction of polynomial based techniques is their explicit nature, that is the fact that they do not require solving linear systems. In fact the only operations required with the matrix A are multiplications with vectors, an operation that is very easy to parallelize and vectorize.
On the other hand polynomial approximation cannot handle very stiff problems as well as rational approximations.
As a result the trade-off is a large number of matrix by vector multiplications versus no linear systems to solve. For two-dimensional and, more importantly, for three-dimensional problems polynomial based schemes, if implemented with care can be very attractive.
There are several ways in which polynomial approximations can be found. The simplest technique is to attempt to minimize some norm of the error e-* -p,,,-l(z) on a continuum in the complex plane that encloses the spectrum of A. For example, Chebyshev approximation can be used. The disadvantage of this is that it requires some approximation to the spectrum of A. In this paper we consider only approaches that do not require any information on the spectrum of A.
The approximation (9) to ewAv is an element of the Krylov subspace I(, = span{v,Av,.
. . ,A"'%J}.
In order to manipulate vectors in IC, it is convenient to generate an orthonormal basis V, = [vl, v2, v3,. . . , v,,,] . We will take as initial vector ~1 = v/]]v11z and generate the basis V, with the well-known Arnoldi algorithm, described below. We can write the desired solution z = pm-l(A)v as z = V,y where y, is an m-vector. Ideally we would like to minimize the norm Ile-Av -Vmyljz. The solution to this optimization problem is known to be
Unfortunately, this is not computable because it involves the unknown vector emdv. However, if we assume that v1 = &J then we have yoy,,t = /3V,'e-*Vmel and it is natural to approximate Vze-AVm by emHm, leading to the approximation,
This immediately raises a question concerning the quality of this approximation.
A first observation is that the above approximation is exact for m = n. This is because in this situation v,+r = 0 and (11) becomes AVm = VmH,, where Vm is an nx n orthogonal matrix. In fact, similarly to the conjugate gradient method and the Arnoldi process, the approximation will be exact for m whenever m is larger or equal to the degree of the minimal polynomial of vt with respect to A. This however, is unlikely to take place before m = n. More generally, the following theorem provides a rough bound on the error and establishes convergence when nt increases. The psoof of this result is omitted. This result as well as sharper bounds will be fully discussed in a forthcoming paper.
The theorem shows convergence of the approximation (13). It can also serve as a guide to choosing the step size in a time-stepping procedure. Indeed, if we were to replace A by the scaled matrix rA, then the Krylov subspace will remain the same, i.e., V, will not change, and H,,, will be scaled to rH,,,.
As a result the bound
The consequence of (15) So far we have not considered the important particular case where A is symmetric.
As is well-known in this situation Arnoldi's algorithm simplifies into the Lanczos process, which entails a three-term recurrence. This is a result of the fact that the matrix H, = VZAV, must *be symmetric and therefore tridiagonal symmetric, and SO all hi,j = 0 for i = 1,2, .., j -2. However, the resulting vectors which are in theory orthogonal to each other, tend to loose their orthogonality rapidly. iFrom the practical point of view several problems must be addressed.
For example we can mention the following issues:
1. How should one compute the vector eI"-el?
2. In the case where A is symmetric, should orthogonaiity be enforced?
We note that for (1) we can use the methods described in the next sections efficiently since H, is either tridiagonnl or Ilcssenberg.
If m is small enough as is the case in practical situations, then the cost of computing e"-er will be negligible. An important observation here is that since V,, is orthogonal, the integration scheme based on the formula (13) PadC approximation e' z (1+ i.z)/(l-5~) which w h en used in conjunction with ('7) leads to the well-known Crank-Kicolson scheme. However, because of its modest accuracy, there are limitations as to how large the step size at can be and there might be, some large number, say, ml, applications of formula (7) b e ore f the solution at the final time T is found. At the other extreme assume that one cm find a highly accurate rational approximation that allows to compute w(T) in just one application of (7). If the rational approximation is of the type (mu, mz) then it is very likely that rn2 << ml, meaning that the total amount of work is far less with the more accurate scheme. Thus, procedures. This is discussed in the note [6] .
Clearly, a significant difficulty with the use of (20) is that it is a sequential process. System number i must be solved before system i + 1 since its solution will be the right hand side of the next system.
An alternative approach used in [7] in a different context is to resort to the partial fraction expansion of (17) The solution of each system could then proceed independently in each cluster.
We thus see the interesting phenomenon that not only numerical considerations but also the amount of available parallelism will drive the choice of the order of the aprroximation.
Pad6 Approxilnation
In this section we outline the procedure using PadC approximation to the exponential. Given the degrees of the numerator and denominator, it is easy to automatically generate the rational function as a pair of two polynomials both given in power form. hEore precisely, the coefficients nj, j = 0, . . . . m of the polynomial p, and Kj, j = 0, . . . . T of the polynomial (I7 are explicitly given by [22] :
Then we need to compute the roots of the denominator. This we do by some standard polynomial rootfinder. Once the roots are computed one then needs to compute the coefficients Q; of the partial fraction expansion (21) using formula (22). For high clrgrec l)olynonlials, numerical difficulties both in evalaating accurately the roots and in computing a; by formula (22) are to be expected.
Chebyshev Approximation
When using Chebyshev approximation, one must first decide on which region the best rational function must be computed. In this paper we only consider the best uniform approximation to e-' for z E (0, oo). Unlike the Pad.5 case, the coefficients of the numerator and denominator polynomials are not available analytically and must be computed as the solution of an optimiration problem.
This can lead to a fairly involved procedure, requiring the use of a Remez type algorithm. We preferred instead to use directly the very accurate values from [l] , where the polynomial coefficients are provided for up to the degree 30. Once these coefficients are input, we proceed as before, calling a polynomial rootfinder and evaluating the partial fraction coefficients.
The big advantage of Chebyshev methods, stressed in the work by Varga, is the ability to use large step size. In fact, when A is Hermitian, a relation of the form holds, where w,,.,,, is the solution computed with an (m,r) order Chebyshev approximation, and A,,,,? are constants converging to zero geometrically (see [3] 
and [l] for a list of A,,, 's).
Although such a technique will have its limitations for .time-varying coefficients and boundary conditions, it can often produce excellent results as is demonstrated in our experiments.
Thus by combining the large time step, together with the problem decoupling for parallelism, we obtain a very efficient procedure in the sense that fast convergence, low error and efficient exploitation of the parallel resources are achieved. .
Handling complex poles
The partial fractions in the decomposition could involve complex shifts of the operator A. These complex shifts come in conjugate pairs and correspond to complex poles of the rational function under consideration, :that is the roots of the (real) denominator. Similar problems occur elsewhere in linear algebra, e.g. in the course of the QR algorithm [24, Section 411. Since the coefficients of the corresponding principal parts in the partial fraction expansion also have conjugate coefficients, complex arithmetic can be avoided completely by writing the rational function as a sum of fractions whose denominators can contain quadratic factors. Each quadratic factor corresponds to a product of the form (z-&)(z-Xi) for all roots X of the denominator having non-zero imaginary parts. This is just a case of incomplete partial fraction decomposition (see [9, Section 7.11).
Some drawbacks to this technique are the need to form A', the extra computations due to the first order expansion coefficients and :the ne,ed to store the quadratic factors.
In case A is banded, however, the formation of A2 means a doubling of the bandwidth, and will result in an increase of data locality when working with A. If the corresponding matrix operations are designed carefully h3 using blocking as is done in ,B.LAS3) increased efficiency will result on architectures with hierarChica memories. A numerical drawback is due to the squaring of the (possibly already large) condition of the matrix factors with the ensuing .drawbacks in the application of iterative methods.
A simpler way of dealing with complex poles is to o.bserve that the expansion coefficients ai associated with two complex conjugate pairs must be conjugate. Then we can write (24) This requires solving one complex system .as opposed to two. It has the advantage ti requiring less storage and fewer arithmetic operations than with the squaring approach, Moreover, data locality is also preserved through the use of complex arithmetic.
The above discussion addresses only the use of direct solvers. For 2-D and, more importantly, for 3-D problems, iterative procedures become attractive and we would like next to discuss how complex poles can be handled in this case. The first observation to be made is that we can again exploit the fact that the poles usually come in conjugate pairs. Thus, we can use the conjugate gradient tedhnique to solve a system of the form (A -XI)(A -X1)z = f, whidh will involve no complex arithmetic in the CG iteration.
Indeed, the only operations that are needed with this matrix are matrix by vector multiplications of the form w = (A-XT$(A-XI)v which can be performed inexpensively in real arithmetic when v is real as w = ]X]*u + A(A -2R()r)l)v.
Zlloreover, the storage requirement is also not affected since only A is needed. Note that this is not equivalent to the normal equations approach.
Preconditioning can also be easily retrofitted in this scheme. Indeed, the ICC(O) preconditioners .require only an extra diagsnaJ of data. This extra diagonal is complex and can ,be easily constructed.
Using extra fill-in is, however, troublesame since all of L and U matrices must be treated as complex. Once the preconditioning M = LU has been built ithen the CG iteration can be perfwrrned with the matrix M-'(A --JII)I%-'(A -x1) in real arithmetic. We should note that the scheme described here represents the simplest, certainly not the best, of a number of possible options.
In particular, there are methods which will not be described here, that do not involve the matrix 1X12v + A(A -2x(X)1) but the original mstrix A. We also mention that the probkm of solving complex linear systems of the form (A -XI)a = f has been addressed by Freund who devised special iteration schemes [5] .
Numerical experiments
In this section we will describe a few tests to illustrate the behavior of the schemes described in this paper. In particular we do not compare here the polynomial approach with the rational approximation approach. Further experiments will be presented in a forthcoming report. Except where noted, our tests were conducted on an Alliant FX/8 vector multiprocessor using 64 bit floating-point arithmetic. The test problem is issued from the discretization of ut = uzzt z E (O,l) u(t, 0) = u(f, 1) = 0 using 22 grid points, yielding a matrix of size n=20. The initial conditions are chosen once the matrix is discretized, in such a way that the solution is known for all t. More precisely, Note that the vector {sin s}j=i,..,n is an eigenvector of the discretized operator. In order to decouple from the influence of errors due to spatial discretization, for all experiments in this section we take the solution of the semi-discrete problem ut = -Au to be the true solution.
We begin by illustrating the behavior of the polynomial approximation to the exponential. First, we would like to show how the accuracy of the polynomial scheme varies as m varies but At is fixed. We take At = 0.01 and let m vary from 1 to 20. The infinity-norm of the error between the exact result eBAAtWe and the approximation obtained from using the Arnoldi process as described in Section 3 is computed and scaled by the infinity norm of the exact solution. These relative emor norms are then plotted in Figure 1 versus the subspace dimensions m. Notice that as is expected for m = 20 the error is zero up to the machine accuracy and the errors induced by the computation of e-J'ci, since the approxirtratiozz (13) is exact in this situation.
In the tests dealing with polynomial approximation, the vector eVarHmei is computed to very high accuracy, by compounding Taylor series expansions of degree 10. The composition is done by scaling, H,,, by a scalar 6 in such a way that the spectral radius of 6H,,, is less than l/Z. Thus, the evaluation of e-AtHmei may require a large number of successive evaluations of vectors of the form e-6AtHme. A more elaborate implementation using rational approximations as suggested earlier is under way. Next we fix the dimension of the Krylov subspace to m = 10 and let At vary from At = 0.005 to At = 0.1 with an increment of 0.005. The relative error norms are plotted in Figure 2 . Notice how the accuracy deteriorates at once instead of progressively.
We now consider a three-dimensional version of the previous test problem, i.e., we discretize the problem ut = %z+uyy+%,, &Y,e(o,l) U = 0 on the boundary using 17 grid points in each direction, yielding a matrix of size N = 15 3 = 3375. The experiment we now describe was performed on a Cray Y-hip/832 (8 processors). Again the initial conditions are chosen once the matrix is discretized, in such a way that the solution is known for all t. We take
The above expression is simply an explicit linear combination of the eigenvectors of the discretized operator, The purpose of this experiment is to illustrate the efficiency of using high accuracy schemes versus low accuracy schemes This point was stressed earlier and constitutes one of the main motivations for this paper. As will be seen later the same conclusions also hold for the methods based on rational approximations to the exponential.
Assume that we want to integrate the above equation between t=O and t=O.l, and achieve an error-norm at t = 0.1 which is less than E = 10-l'.
Here by errornorm we mean the 2-norm of the absolute error. We can vary both the degree m and the time-step At. In a normal procedure we would first choose a degree m and then try to determine the maximum At aUowed to achieve the desirable error level. However, for convenience, we proceed in the opposite way: we first select a step-size At and then determine the minimum m that is needed to achieve the desirable error level. Here the vector emHm ei was computed via the diagonalization of the tridiagonal matrix H,,, using EISPACK's routine
IhITQL2.
This is clearly not the most efficient technique since H, is tridiagonal.
What is shown in Table 1 is the various time steps chosen (column 1) and the minimum values of m (column 2) to achieve an absolute error less than c = 10-l' at t=O.l. 'I'r'e show in the third column the total numbrr of matrix-by-vector multiplications required to complete the integration. Note the very rapid decrease in the total number of matrix by vector products required.
The ratio between the lowest degree m = 6 and the highest degree m = 69 is 174. The corresponding ratio between the two times is roughly 200. The case m = 69 can achieve the desired accuracy in just one step, i.e., with At = 0.1. On the other hand for m = 6 a time-step of At = 0.00005 must be taken resulting in a total of 2000 steps. Vde should point out that we are restricting ourselves to a constant time-step, but more eificient variable time stepping procedures are likely to reduce the total number of steps needed.
From the result of Theorem 3.1, these observations come with no surprise.
In effect, increasing the dimension of the Krylov subspace, will increase the accuracy in such a way that a much larger p, i.e., a larger At, can quickly be afforded.
We next test the rational approximations described in Section 4. The program asks for the tL/pe (Pad& or Chebyshev) and order of the diagonal rational approximation.
In the PadC case, the coefficients of the nu- that the maximum error (IlerroTlloo) at T is less than .z = 10-O. The optimal At, is the maximum At which achieves error tolerance E at T. This is difficult to compute exactly and we determined numerically an approximation At,, so that an underestimation will add only a minimal amount of iterations, We only show the results for the Pad& case with degrees 1, 2, 4, 6, 8. From Section 4.5 there are 1, 1, 2, 3, and 4 tridiagonal systems to be solved per step (using LU). Our results are summarized in Table 2 and Figure 8 .
The experiment demonstrates the following crucial facts:
1. Crank-Nicolson on 8 CEs achieves a speedup of 1.43 over its 1 CE run.
2. The 8th order scheme achieves a speedup of 3.5 (for 4 or more CEs) over its 1 CE run. Item (1) shows the difficulty of the low order scheme to profit from parallel processing.
Item (2) The basic idea of their parallel implementations is to resort to partial fraction expansions. This transforms the basic problem of solving a linear system with a product of matrices into that of solving independent linear systems.
We would like to conclude with two comments, placing ourselves in the more general framework of the parallel solution of systems of Ordinary Differential Equations.
First, it is becoming apparent that explicit methods will regain interest with parallel processing. These methods are particularly appealing for threedimensional problems, especially in conjunction with highly accurate schemes. Second, high order integration methods seem to be important in ODE methods, in order to achieve parallelism.
In one-dimensional prob- lems they are mandatory since each step requires solving a tridiagonal system, with little room for parallelization. For two or three dimensional problems, the use of the techniques based on partial fraction expansions described in this paper, allow us to bypass the need to parallelize the sparse linear system solvers which are difficult to optimize on supercomputers.
