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Application Examples Potential application to LCI 
database development 
Predicting missing links Scientific collaboration networks [11]; Protein 
interaction networks [12] 
Estimating missing data to complete 
the LCI database 
Identifying false links Peer advice networks in companies [13]; Protein 
interaction networks [14] 
Evaluating the quality of data points; 
Guiding directions for future 
development 
Predicting future links Internet [15], [16]; Online user-object networks 
[17] 







Chapter 2. Literature Review The	data	deficiency	and	unreliability	were	widely	discussed	in	LCI	research	papers.	In	some	LCA	projects,	data	gap	and	data	uncertainty	even	were	main	barrier	to	successful	decision	making.	A	lot	of	solutions	were	provided	to	fill	this	gas	in	academia	and	application	areas,	and	each	one	of	them	had	their	own	application	limitations.		This	chapter	overviews	academic	literatures	in	LCA	data	gap	and	applications	of	link	prediction.	By	learning	from	published	research	works,	it’s	easier	for	readers	to	understand	methods	in	this	research	and	it	inspires	future	thoughts	on	this	topic.			
2.1	Data	gaps	in	life	cycle	assessment	LCA	practitioners	largely	rely	on	dedicated	LCI	database	when	completing	a	LCA	project	[18].	Therefore,	data	availability	is	essentially	crucial	for	project	success.	However,	in	practice,	dedicated	database	may	not	be	sufficient	enough	for	some	LCA	projects.	For	instance,	dedicated	database	usually	uses	LCI	data	in	one	district	to	estimate	LCI	data	in	another	district	which	introduces	uncertainty	to	data	quality.	In	addition,	there	always	are	emerging	technologies	that	never	have	been	tested	for	environmental	information.	Therefore	dedicated	LCI	database	often	doesn’t	have	the	perfect	data	for	unusual	certain	processes.			Anna	Bjorklund	elaborated	sources	of	uncertainty	in	life	cycle	assessment.	Data	inaccuracy,	data	gaps	are	two	major	sources	of	uncertainty	that	affect	LCA	quality	[19].	Beverly	Sauer	discussed	data	missing	problem	in	detail	in	the	book	Life	Cycle	Assessment	Handbook:		A	Guide	for	Environmentally	Sustainable	Products.	He	mentioned	that	water	use	is	barely	collected	over	the	years.	However,	water	use	is	essential	and	important	to	understand	many	processes	but	was	missed	in	first	years	to	develop	LCI	database.	The	same	situation	happens	to	carbon	dioxide	emission	which	is	only	recognized	as	important	information	when	global	warming	potential	become	recognized	as	an	important	environmental	issue	[20].	In	future	LCA	work,	there	probably	will	be	other	
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parameters	that	were	not	included	in	current	database.	This	type	of	data	missing	is	critical	to	the	success	of	many	researches.		Many	scholars	proposed	their	thoughts	on	dealing	with	data	issues	in	LCA	projects.	Shelie	Miller	and	Gregory	Keoleian	have	pointed	out	data	challenge	in	analyzing	transformative	technology	(emerging	technology	that	has	the	potential	to	change	existing	situation	in	many	aspects).	They	gave	the	idea	that	transformative	technology	lacks	of	data	and	has	inherent	uncertainties	regarding	to	their	development.	They	proposed	a	framework	to	manage	data	quality	in	transformative	technologies	LCA	by	analyzing	10	factors	that	affect	uncertainty	in	these	LCA	projects	[21].		Anna	Bjorklund’s	survey	paper	gave	readers	an	outlook	about	how	people	deal	with	LCA	uncertainty.	For	example	requiring	LCA	practitioner	to	assign	Data	quality	goals	(DQG)	and	Data	quality	indicators	(DOI)	along	with	LCA	project.	It	also	pointed	out	some	reasonable	methods	to	estimate	missing	parameters	such	as	deriving	missing	data	on	mass	balance	in	material	flows,	using	data	from	similar	technologies	or	average	industry	data	[19].	Sangwon	Suh	and	Gjalt	Huppes	proposed	a	missing	data	estimation	method	called	Missing	Inventory	Estimation	Tool	(MIET)	in	2002.	They	introduced	Input-Output	Analysis	to	LCA	by	transforming	IOA	information	into	LCI	data	with	specific	metrics.	Although	this	method	has	been	further	developed	after	publish	of	this	paper,	authors	have	pointed	out	that	the	shortcomings	of	IOA	would	affect	this	method.	For	example,	data	in	IOA	has	a	high	level	of	aggregation	and	data	uncertainty,	and	it	would	be	transferred	to	the	estimation	of	LCI	data	[22].	This	method	combining	IO	table	to	fill	in	the	gaps	of	LCI	is	first	mentioned	by	Treloar,	G.J	at	1997	[23],	and	Robert	H.	Crawford	did	a	research	in	2008	to	analyze	the	development	of	it	and	called	it	as	hybrid	LCI	analysis	method	[24].	 Scholars	never	stop	finding	new	methods	to	deal	with	data	gaps	and	uncertainty	issues.	Some	methods	such	as	mass	balance	study	require	a	lot	of	information	that	makes	the	process	even	more	complicated	and	not	so	cheap.	Other	methods	like	hybrid	LCI	analysis	method	do	not	always	provide	accurate	estimation,	and	sometimes	increase	data	uncertainty.	Transforming the traditional 
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time-consuming, expensive practice of LCI database development into a faster, more 











































𝑠!" = 1− 1𝑛 |𝑎!" − 𝑎!"|max (|𝑎!"|, |𝑎!"|)                                        !!!! 1 	where	k	is	the	index	of	environmental	interventions,	n	is	the	number	of	environmental	interventions,	and	𝑎!" 	is	the	environmental	intervention	k	for	unit	process	i.	I	named	this	similarity	calculation	method	as	Average	Difference.	I	have	also	tried	other	methods	typically	used	to	measure	similarity,	such	as	Euclidean	Distance,	Pearson	Correlation	Coefficient,	and	SimRank	[40],	they	will	be	discussed	in	Chapter	5.		
3.3.2	Estimation	for	one	missing	data	entry		For	each	missing	data	point	in	a	certain	process,	the	remaining	data	in	this	process	are	considered	as	known	observations.	They	are	used	as	the	training	set	to	compute	similarities	between	this	process	and	all	other	processes	using	Equation	1.	The	missing	data	point	is	then	estimated	by	         𝑒!" = 𝑎!!!𝑠!!!!!!! 𝑠!!!!!!!                                                              2 	where	t	(1	≤	t	≤	m-1)	represents	the	number	of	most	similar	processes	used	to	estimate	the	missing	data	point,	and	m	indicates	the	total	number	of	unit	processes,	I	define	t	as	the	size	of	the	training	data.	qj	is	the	column	number	of	the	jth	similar	process	with	process	i.	For	each	missing	data	point,	there	are	m-1	different	estimations	with	t	ranging	between	1	and	m-1.	Too	less	training	data	is	not	adequate	enough	to	take	advantage	of	similar	processes,	but	too	much	training	data	may	bring	noise	into	the	prediction.	Both	issues	lead	to	inaccurate	prediction	that	people	want	to	avoid.		
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Chapter 4 Accuracy and Efficiency of 









Name the similarity matrix calculated by entire original matrix as matrix A, 
and the similarity matrixes calculated by the rest of values when 1 data entry was 
removed each time as matrix Bs. 1799 similarity matrices Bs are calculated by 
removing one of 1799 rows each time. Then the average value of 1799 difference 
matrix Cs which equals to A-Bs are recorded. Mean value of these 1799 average 
value is 0.0004. It is very small and neglectable. Therefore, I claim that I can use the 
similarity matrix calculated by entire original LCI database as the approximation of 





4.2.1 Similarity of processes The	similarity-based	link	prediction	method	is	built	on	the	assumption	that	similar	processes	have	similar	environmental	interventions.	The	heat	map	(Figure	5)	confirms	the	assumption	that	when	the	process	in	both	rows	and	columns	are	ranked	by	International	Standard	Industrial	Classification	of	All	Economic	Activities,	Rev.4	(ISIC)	identification	number	from	01	to	99.		The	diagonal	of	the	heat	map	is	a	white	line,	because	the	similarity	between	a	process	and	itself	is	always	1.	In	addition,	there	are	light	squares	around	the	diagonal,	which	indicates	that	processes	in	the	same	category	generally	have	higher	similarity.			
																																						 	








Figure 6 Distribution of minimum error (with one data missing) 	
4.2.2.2	Corresponding	size	of	training	data		Figure	7 shows the cumulative distribution of corresponding size of training 
data, from which I can tell that nearly 24% minimum error are hit by only using value 
from the top 1 most similar process as training dataset. In addition, around 84% 
minimum errors can be found out with only less than 100 similar processes in the 















When 50 data simultaneously miss in LCI database, the results are displayed 
in Figure	8 and Figure	9. Figure	8 shows the empirical cumulative distribution of 
average minimum error when a block of 50 data entries removed each time. It’s 
obvious that the value of minimum error is mainly greater than the values of 
minimum error when only 1 data entry removed each time. In this situation, most of 
minimum errors are between 10-3 to 1 and the proportion of value less than 0.1 
























4.2.3.2 Corresponding size of training data  Figure	9 shows that nearly 48% average minimum errors are found by only 
using the most similar process as training data (size = 1). More than 99% average 













Figure 8. Distribution of minimum error (with a block of 50 data missing) 
 











𝑟!! = 𝑥𝑦 − 𝑥 𝑦𝑁( 𝑥! − ( 𝑥)!𝑁 )( 𝑦! − ( 𝑦)!𝑁 ) =
(𝑥! − 𝑥)(𝑦! − 𝑦!!!! )(𝑥! − 𝑥)! ∙ (𝑦! − 𝑦)!!!!!!!!!  rxy	is	a	value	between	-1	to	1,	with	1	indicates	total	positive	correlation,	0	is	no	correlation	and	-1	is	total	negative	correlation.	Pearson	Correlation	Coefficient	measures	the	linear	dependence	between	two	variables.		Pearson	Correlation	Coefficient	could	be	an	algorithm	to	describe	the	relationship	between	two	processes	in	LCI	database.	It	could	be	developed	in	the	research	by	simply	assigned	SPJ=rPJ	where	P	and	J	are	two	processes.		
Euclidean	Distance	Euclidean	distance	is	a	mathematic	concept	that	widely	used	in	describing	ordinary	distance	between	two	points	in	Euclidean	space.	Mathematically,	Euclidean	distance	calculates	the	summation	of	square	difference	between	two	points.	For	example,	in	a	N	dimension	space,	the	Euclidean	distance	between	point	A	[A1,	A2,	…,	An]’	and	B	[B1,	B2,	…,	Bn]’	is:	
𝐷!" = (𝐴! − 𝐵!)!!!!!  Larger	distance	suggests	a	smaller	similarity.	Therefore	I	take	the	negative	value	of	distance	to	adjust	the	function.	And	by	using	exponential	function,	the	value	of	this	function	falls	into	an	interval	between	0	to	1.	Processes	with	smaller	distance	will	be	assigned	a	higher	similarity	score.	The	finalized	similarity	calculation	equation	is:	
𝑆!" = 𝑒! (!!"!!!")!!!!! !  Where:	
aki	is	the	value	of	environmental	flow	k	in	process	i;	
akj	is	the	value	of	environmental	flow	k	in	process	j;	σ	is	an	adjustment	parameter	to	make	similarity	results	span	well	from	0	to	1.	 If	the	two	processes	are	identical,	the	summation	of	 (a!" − a!")!!!!! 	should	equal	to	zero	and	therefore	the	similarity	score	between	two	processes	should	have	the	score	1.		
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SimRank	SimRank	is	a	method	first	proposed	for	website	network	analysis.	It	was	aimed	to	measure	the	“similarity”	between	objects	in	a	given	web	network.	Potentially,	we	regards	“two	objects	are	similar	if	they	are	related	to	similar	objects.”	And	this	general	similarity	measure	is	called	SimRank	[40].	In	general,	SimRank	is	a	method	to	calculate	the	average	of	similarities	between	the	neighbors	of	two	objects.	Together	with	other	domain-specific	similarity	measures,	it	could	be	adjusted	to	satisfy	different	types	of	network,	like	homogenous	domain	and	bipartite	domain.		Based	on	similarity	matrix	established	by	previous	algorithm,	an	adjusted	SimRank	algorithm	could	be	used	in	this	research.	Firstly,	I	harvest	similarity	matrix	by	Average	Difference	algorithm	between	processes,	and	I	regard	the	network	as	a	homogenous	domain	with	only	industrial	processes.	Next,	by	setting	a	threshold,	the	neighbors	of	a	process	is	defined	according	to	the	similarity	from	Average	Difference	algorithm	(in	this	research,	I	take	the	most	N	similar	processes	as	the	neighbors	of	a	certain	process).	Finally,	I	use	SimRank	algorithm	to	calculate	new	similarity	between	two	processes	i	and	j: 





Table 2 List of similarty algorithms 
 Similarity Algorithms for 
 Processes 
(i and j are two processes) 
Environmental interventions 
(p and q are two environmental interventions) 
Average 
Difference 




𝑠!" = (𝑎!" − 𝑎!)(𝑎!" − 𝑎!!!!! )(𝑎!" − 𝑎!)! ∙ (𝑎!" − 𝑎!)!!!!!!!!!  𝑠!" = (𝑎!" − 𝑎!)(𝑎!" − 𝑎!!!!! )(𝑎!" − 𝑎!)! ∙ (𝑎!" − 𝑎!)!!!!!!!!!  
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Euclidean 
Distance 𝑆!" = 𝑒! (!!"!!!")!!!!! !  𝑆!" = 𝑒! (!!"!!!")!!!!! !  
SimRank 𝑆!" = 𝐶𝐼(𝑖) 𝐼(𝑗) 𝑠(𝐼! 𝑖 , 𝐼! 𝑗 )!(!)!!!
!(!)
!!!  
where I(i) and I(j) are neighbors of i and j 
𝑆!" = 𝐶𝐼(𝑝) 𝐼(𝑞) 𝑠(𝐼! 𝑝 , 𝐼! 𝑞 )!(!)!!!
!(!)
!!!  





Figure 10 Cumulative distribution of values in CI database 
 Data	magnitude	may	largely	affect	the	estimation.	For	example	if	I	use	Euclidean	Distance	to	calculate	the	similarity,	data	value	with	larger	magnitude	will	have	heavier	impact	to	the	similarity	score	than	value	with	smaller	magnitude.	In	order	to	eliminate	impact	from	data	magnitude,	I	proposed	data	normalization	method	to	process	data,	so	that	all	data	would	have	the	same	degree	of	magnitude.			
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Table 3 List of all combination scenarios 






Table 4 Parameter comparison between different scenarios 	
		 		
Minimum	error	 Size	of	training	data	
0-0.1	 0	 0-100	 1	
1	 Average	Difference	 89.41%	 2.54%	 83.63%	 23.87%	
2	 Average	Difference	E	 72.02%	 0.55%	 90.26%	 18.38%	
3	 Correlation	Coefficient	 55.59%	 1.52%	 96.09%	 36.92%	
4	 Correlation	Coefficient	E	 17.73%	 0.18%	 95.40%	 31.80%	
5	 Euclidean	Distance	 22.27%	 0.00%	 87.17%	 16.76%	
6	 Euclidean	Distance	E	 16.92%	 0.00%	 95.58%	 50.70%	
7	 SimRank	 51.45%	 0.02%	 70.88%	 14.06%	
8	 SimRank	E	 40.92%	 0.00%	 84.23%	 18.45%	
9	 Average	Difference	N	 		 		 		 		
10	 Average	Difference	NE	 19.84%	 0.30%	 95.70%	 30.30%	
11	 Correlation	Coefficient	N	 64.96%	 0.87%	 97.39%	 35.91%	
12	 Correlation	Coefficient	NE	 		 		 		 		
13	 Euclidean	Distance	N	 86.76%	 0.98%	 58.72%	 22.07%	
14	 Euclidean	Distance	NE	 18.06%	 0.36%	 95.17%	 31.89%	
15	 SimRank	N	 		 		 		 		
16	 SimRank	NE	 13.46%	 0.00%	 95.71%	 30.24%	Note:	Here	E	means	it	used	similarity	between	environmental	interventions	to	predict.	N	means	it	processed	data	normalization	at	the	first	step.		
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Figure 11 Comparison graph of minimum error between 0-0.1 and size of training data between 










































Comparison of different scenarios 
Minimum error less than 0.1     Size of training data less than 100 
1														2												3														4													5													6														7												8														10										11										13											14											16									
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Chapter 6 Optimal Size of Training 
Data – Finalize Prediction Method  The	previous	two	chapters	have	carefully	elaborated	that	for	Ecoinvent	3.1	CI	database,	the	proposed	prediction	model	could	result	in	a	relative	accurate	and	efficient	estimation	when	1	data	entry	miss,	and	a	little	less	accurate	but	more	efficient	estimation	when	a	block	of	50	data	entries	miss.	Result	also	shows	that	the	model	loaded	Average	Different	similarity	algorithm,	calculating	similarities	between	processes	without	normalization	performs	best	among	all	methods.		Noticed	that	when	I	conduct	these	experiments,	since	I	have	an	intact	CI	database,	i.e.	all	missing	data	have	their	related	validation	database,	it’s	realizable	to	test	the	estimation	accuracy	and	efficiency	by	comparing	estimation	with	validation	data.	However,	in	real	world,	there	isn’t	“true	value”	of	missing	data	or	validation	dataset	when	we	want	to	predict	it.	Therefore,	we	cannot	decide	the	certain	amount	of	training	data	that	can	generate	minimum	estimation	error(s)	and	also	cannot	test	whether	the	estimation	is	accurate	or	not.		 In	this	chapter,	I	use	CI	database	to	find	the	optimal	size	of	training	data	that	generate	most	accurate	estimation.	I	take	Average	Difference	as	the	similarity	algorithm	to	calculate	similarities	between	processes	and	not	use	normalization	method.	This	size	of	training	data	can	become	a	reference	for	real	missing	data	estimation.			
6.1	Methods	Firstly	and	most	importantly,	I	propose	the	definition	of	optimal	estimation	as:	when	we	use	a	certain	size	of	training	data,	we	can	get	the	smallest	average	number	for	all	estimation	errors	when	1	data	entry	removed	and	
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Figure 12 Relationship between size of training data and difference of prediction 	 This	size	of	training	data	is	only	a	reference	for	real	world	application	because	it	was	produced	under	the	situation	that	only	1	data	entry	removed	as	missing	data	each	time	in	Ecoinvent	3.1	CI	database.	However,	people	can	repeat	this	experiment	to	find	optimal	size	of	training	data	under	different	situations.	If	this	similarity-based	link	prediction	method	is	used	to	predict	future	developing	of	CI	database,	it	is	recommended	to	use	Average	Difference	algorithm	to	calculate	similarity	between	processes,	and	take	7	most	similar	processes	as	training	data.			 	
N=7 
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Appendix A  
Deduction	of	normalization	effect	on	four	similarity	algorithms	
Average	Difference	𝑠!" = 1− 1𝑛 |𝑎!" − 𝑎!"|max (|𝑎!"|, |𝑎!"|)                                        !!!! 1 	
	After	the	data	normalization,	I	can	find	that	the	normalization	will	be	offset	if	I	calculate	similarity	between	processes	by	Average	Difference.	Because:		
𝑠!"! = 1− 1𝑛 𝑎!"𝑀𝐴𝑋! − 𝑎!"𝑀𝐴𝑋!max 𝑎!"𝑀𝐴𝑋! , 𝑎!"𝑀𝐴𝑋!
!
!!! = 1− 1𝑛
1𝑀𝐴𝑋! ∙ 𝑎!" − 𝑎!"1𝑀𝐴𝑋! ∙ max 𝑎!" , 𝑏!"
!
!!!






𝑠!"! = ( 𝑎!"𝑀𝐴𝑋! − 𝑎!𝑀𝐴𝑋!)( 𝑎!"𝑀𝐴𝑋! − 𝑎!𝑀𝐴𝑋!!!!! )𝑎!"𝑀𝐴𝑋! − 𝑎!𝑀𝐴𝑋! ! ∙ 𝑎!"𝑀𝐴𝑋! − 𝑎!𝑀𝐴𝑋! !!!!!!!!! 	
= 1𝑀𝐴𝑋!𝑀𝐴𝑋! (𝑎!" − 𝑎!)(𝑎!" − 𝑎!!!!! )1𝑀𝐴𝑋!𝑀𝐴𝑋! 𝑎!" − 𝑎! ! ∙ 𝑎!" − 𝑎! !!!!!!!!! 		= (𝑎!" − 𝑎!)(𝑎!" − 𝑎!!!!! )𝑎!" − 𝑎! ! ∙ 𝑎!" − 𝑎! !!!!!!!!!  =  𝑠!" 	
	But	when	it	is	applied	between	processes,	each	term	in	the	polynomial	is	supposed	to	be	divided	by	a	different	MAX.	In	the	equation,	MAXp	and	MAXq	would	be	replaced	by	MAXk.	Therefore,	the	normalization	effect	does	not	be	offset.			
Euclidean	Distance	However,	the	difference	in	magnitude	between	data	would	dramatically	change	the	similarity	result	from	Euclidean	Distance	algorithm.	Since	the	algorithm	of	Euclidean	Distance	is:	
𝑆!" = 𝑒! (!!"!!!")!!!!! !  Data	with	large	magnitude	have	much	heavier	weights	in	term		 (𝑎!" − 𝑎!")!!!!! .	So	with	a	negative	sign	before	this	term,	the	similarity	between	i	and	j	is	determined	by	data	with	small	magnitude	in	i	and	j	in	some	degree.	I	could	also	prove	this	phenomenon	through	following	deduction:		



















Figure 13 ECDF of minimum error and size of training data using Average Difference to calculate similarity between 









Figure 14 ECDF of minimum error and size of training data using Person Correlation Coefficient to calculate similarity 


















Figure 15 ECDF of minimum error and size of training data using Pearson Correlation Coefficient to calculate similarity 
between environmental interventions without data normalization in one data missing scenario 
Figure 16 ECDF of minimum error and size of training data using Euclidean Distance to calculate similarity between 











Figure 17 ECDF of minimum error and size of training data using Euclidean Distance to calculate similarity between 



















Figure 18 ECDF of minimum error and size of training data using SimRank to calculate similarity between environmental 









Figure 19 ECDF of minimum error and size of training data using Average Difference to calculate similarity between 
environmental interventions with data normalization in one data missing scenario 
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Figure 20 ECDF of minimum error and size of training data using Pearson Correlation Coefficient to calculate 


















Figure 21 ECDF of minimum error and size of training data using Euclidean Distance to calculate similarity between 
processes with data normalization in one data missing scenario 
Figure 22 ECDF of minimum error and size of training data using Euclidean Distance to calculate similarity between 





Figure 23 ECDF of minimum error and size of training data using SimRank to calculate similarity between processes 
with data normalization in one data missing scenario 
