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Executive Summary
Pedestrian fatalities have surged in the United States over the past decade. During this
10-year period, pedestrian fatalities have increased by 46%, from 4,302 deaths in 2010 to
an estimated 6,301 in 2019. The number of pedestrian fatalities at night grew by 54%,
while daytime pedestrian fatalities climbed by just 16% during that same decade (NHTSA
2021). Of these fatal accidents, about 75% of them occurred after dark (Feese 2020). In
addition, an American Automobile Association (AAA) research study that tested pedestrian detection in current vehicles found that the evaluated pedestrian detection systems
that consisted of radar (radio detection and ranging), image sensors (camera), LIDAR
(light detection and ranging), and ultrasonic sonar were ineffective during nighttime conditions (Edmonds 2019). The goal of this project is to reduce the number of nighttime
pedestrian fatalities by combining data acquired from three separate sensors in real-time
and using machine learning algorithms to detect pedestrians at night to alert the driver of
the possibility of a collision with a pedestrian. The proposed project also has applications
in autonomous vehicles where a signal can be developed to engage the automatic braking
system if necessary. This project focuses on AI-based pedestrian detection and avoidance
at night using an infrared (IR) camera, an RGB (red, green, and blue) video camera, and
micro-Doppler RADAR. Specifically, this project will use machine learning with deep
learning algorithms to detect humans at night and data fuse the information to alert the
driver of a possible accident with a pedestrian. One possible solution is to use a video camera, a radar system, or a LIDAR system in a vehicle. More recently, the advancement of
thermal IR cameras has shown a potential possible solution. The research on pedestrian
detection and avoidance is still in its infancy. Several methods have been explored to detect
a pedestrian and avoid an accident. The main contribution of this research work lies in
utilizing three different sensors (i.e., a thermal infrared camera, radar sensor, and a visible
camera) combined with advanced machine learning (ML) for pedestrian detection and
avoidance. Therefore, we believe that this research could lead to new artificial intelligencebased application tools for drivers that can save lives. We will explore state-of-the-art ML
techniques combined with data fusion to achieve this objective. The goal of this research
work is to maximize pedestrian detection, especially at night, by effectively data fusing the
information gathered from a thermal camera, a radar sensor, and a video camera along with
the use of advanced machine learning algorithms to detect and avoid pedestrian collision
in real-time. Using this multi-dimensional data, the system can make intelligent decisions
during different conditions of the road, both during the day or at night. The proposed
system can be embedded into a smart vehicle system that provides real-time pedestrian
detection and alerting mechanisms by vibrating the driver’s wheel and displaying a message
on a monitor/dashboard to warn the driver of an incoming pedestrian. The developed system can be used both during the day and at night using a combination of a thermal infrared
camera, a radar system, and a video camera. The system can also be installed in an autonomous vehicle.
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1. Introduction
On average, a pedestrian is killed every 88 minutes in traffic crashes in the United States.
That is more than 16 people a day, almost 115 people a week. The traffic fatalities for the
first nine months of 2020 shows that an estimated 28,190 people died in motor vehicle
traffic crashes, which is a 4.5% increase compared to 2019 (NHTSA 2021). In 2019,
vehicle accidents in the United States killed more than 6,500 pedestrians, the highest
annual total ever recorded, and sent more than 100,000 to hospitals with injuries (Feese
2020). Additionally, 75% percent of pedestrian fatalities occurred in the dark as compared
to daylight (21%), dusk (2%), and dawn (2%).
A recent study published by U.S. News & World Report found that roughly
430 Californian pedestrians were killed in the first six months of 2018 (Galvin 2020).
Comparing traffic data from the first half of 2021 to the first half of 2020 reveals that there
is a 40% increase in the number of pedestrian deaths due to car crashes (Romero 2022).
Fresno is not exempt from California's problems with pedestrian safety. According to a
2018 police report, 64% of fatal crashes in Fresno involved both a pedestrian and a vehicle
(Valera 2018).
A research study conducted by the Volpe National Transportation Systems Center suggests
that automatic emergency braking systems with pedestrian detection functionality could
reduce up to 5,000 annual vehicle-pedestrian crashes and 810 fatal vehicle-pedestrian
crashes (Yanagisawa et al. 2017). Pedestrian detection systems with automatic braking
functionality have the potential to prevent or reduce the severity of collisions that result in
property damage, personal injury, and/or death.
One possible solution is to use a video camera, a radar system, or a LIDAR system in a
vehicle. More recently, the advancement of thermal infrared (IR) cameras has shown a
potential possible solution. The research on pedestrian detection and avoidance is still in
its infancy. Several methods have been explored to detect a pedestrian and avoid an accident
(Tubaishat et al.; El-Faouzi et al.; Lim et al.; Cao et al.; Datondji et al.,). To the best of
our knowledge, no prior research work has explored or experimented with using data fusion
from multiple sensors (i.e., a thermal infrared camera, radar sensor, and a visible camera)
combined with advanced machine learning (ML) for pedestrian detection and avoidance.
Therefore, we believe that this research could lead to new artificial intelligence-based
application tools for drivers that could potentially save lives. In this study, we will explore
state-of-the-art ML techniques combined with data fusion to maximize pedestrian
detection, especially at night. By effectively data fusing the information gathered from a
thermal camera, a radar sensor, and a video camera along with the use of advanced machine
learning algorithms, we can detect and avoid pedestrian collisions in real-time. Using this
multi-dimensional data could allow for intelligent decisions during different conditions of
the road, be it during the day or at night. The proposed system can be integrated into a
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smart car system to provide real-time pedestrian detection and alerting mechanisms. These
mechanisms vibrate the driver's steering wheel and display a message on a monitor or
dashboard to warn the driver to avoid hitting the pedestrian. The designed system
combines a thermal infrared camera, a radar system, and a video camera to be used both
during the day and at night. Additionally, an autonomous car might use it.
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2. System Overview
2.1 System Design
This system is designed to inform drivers in the event a pedestrian crosses the street and is
in danger. The system utilizes machine learning combined with a video camera, an IR
camera, and a radar sensor to make an accurate assessment of road conditions, and
determine if a pedestrian is in proximity to the vehicle. The video camera captures RGB
(red, green, and blue) images. The system installed in a vehicle starts with the video camera,
IR camera, and the radar sensor. The three sensors simultaneously scan the road conditions
in front of the vehicle and gather three different types of data. The video camera, IR camera,
and radar sensor all work hand in hand, and are responsible for capturing sample images
and radar data in front of the vehicle. The two cameras on the vehicle are strategically
placed so that they capture a wide view in front of the vehicle. Once a pedestrian is detected
in the captured images, the images are automatically cropped by running a computer script,
and are formatted to serve as the input to their respective deep convolutional neural
network models, which is a machine learning algorithm that will be used to train them.
The radar sensor is mainly used to detect the pedestrian’s distance from the vehicle, their
direction of motion, and their speed. After having being trained with the labeled trained
data using the RGB camera, IR camera images, and the micro-Doppler signal, the deep
convolutional neural networks algorithm will make predictions corresponding to the
driver’s behaviors captured in the sample images and the radar signals. The predictions
made are then used to detect the presence and distance of a pedestrian. The deep
convolutional neural network algorithm runs on a Raspberry Pi paired with a Coral USB
Accelerator to reduce inference times and real-time processing time. The detections are
made continuously over a sample period of 60 seconds. Once each sample period has
elapsed, the cumulative detections of pedestrians in front of the vehicle using the three
different sensors are performed. The three different prediction models captured by the
sensors are displayed to the driver through the touch screen display in real-time. If the
system detects the presence of a pedestrian in front of the vehicle that might be in danger,
a signal is sent to a vibration motor connected to the steering wheel of the vehicle. The
vibration of the steering wheel alerts the driver and deters them from crashing into the
pedestrian.
Figure 1 shows an overview of the pedestrian detection hardware design. The RGB camera,
FLIR IR camera, and Doppler radar first capture images and radar signals in front of the
vehicle. Then, the pedestrian detection algorithm is ran and once it detects a pedestrian, it
displays an alert message to the driver and vibrates the steering wheel to warn them.
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Figure 1. Block Diagram of the Pedestrian Detection Hardware Design
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Figure 2. Block Diagram of the Pedestrian Detection Software Design
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Figure 2 shows an overview of the pedestrian detection software flow diagram. Initially,
the sensor information, RGB camera images, and the FLIR camera images are fed into the
convolutional neural network (CNN) ML architecture to train the different models.
Specifically, TensorFlow Lite, an open-source deep learning framework for on-device
inference, is used to train the deep convolutional neural network. Once the models are
trained, they can be transferred on to a computer on a chip machine and detect a pedestrian
in real time. By running the pre-trained ML models as the real time data is gathered by
the three sensors, they are continuously fed into the ML algorithms to determine if a
pedestrian is detected. If a pedestrian is detected, the system will alert the driver. If not,
then it will keep gathering more data in the next time slot and continue to test the new
gathered images through the pre-trained ML algorithms.
The main equipment used is a video camera, a FLIR IR camera, a radar sensor, a microcomputer, a vehicle, and an alert system. The alert system consists of some type of notification to the driver utilizing a vibration motor attached to the steering wheel. The machine-learning model will initially be trained using MATLAB, which will then be transferred to Python to be used with Tensorflow. The sensors will be mounted on the vehicle
with some inside the vehicle, and others on the exterior.

2.2 Deep Convolutional Neural Network Design
Deep learning is a branch of machine learning in artificial intelligence whose algorithms
use artificial neural networks (ANN) that replicate the functionality of a brain. ANN is
made up of layers of artificial nodes that carry raw input data through each layer to the final
output layer. These neural networks are powerful in decision making and are able to learn
from unstructured data. This project created a deep convolutional neural network (DCNN)
model, as DCNNs are most commonly used for image classification. The architecture of a
DCNN algorithm implemented in this project is shown in Figures 3 and 4 for the RGB
image input and IR camera image input, respectively.

Convolution layer 1 + RelU
8@(20x20)

Max-Pooling layer 1
8@(2x2)

Convolution layer 2 + RelU
16@(10xl0)

Max-Pooling 2
l6@(2x2)

Convolution layer 3 + RelU
32@(5x5)

Max-Pooling 3
32@(2x2)

Fully Connected
layer

Figure 3. Convolutional Neural Network Architecture for the RGB Image Input
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Convolution Layer 1 + ReLU
8@{20x20)

Convolution Layer 2 + ReLU
16@(10x10)

Max-Pooling Layer 1
8@(2x2)

Convolution Layer 3 + ReLU
32@(5x5)

Max-Pooling 2
16@(2x2)

Max-Pooling 3
32@(2x2)

Fully Connected
Layer

Figure 4. Convolutional Neural Network Architecture for the IR Camera Image Input
First, the captured RGB and IR camera images are manually cropped to 100 × 120 pixel
RGB images. The input images undergo feature extraction network by first being processed
by the convolution layer consisting of eight convolution filters of size 20 × 20 pixels. The
output from the convolution layer goes through the rectified linear unit (ReLU) function
followed by the pooling layer, which employs a max pooling process of 2 × 2 matrices. This
process is repeated several times to create the output and train the machine with inherent
features of the image. The output of the pooling layer is fed into a second convolution layer
consisting of 16 convolution filters sized 10 × 10 pixels. Similarly, after passing the output
through the ReLU function, it undergoes the pooling layer with a max pooling size of 2 ×
2 matrices. Finally, it is passed through a third round of convolution layer consisting of 32
convolution filters of size 5 × 5 after which it is processed by the ReLU function and the
pooling layer with max pooling size of 2 × 2 matrices. The max pooling concept is
demonstrated in Figure 5.
3

1

2

1

2

1

1

1

4

2

3

4

2

2

1

2

Max Pool with
a 2x2 filter
and a stride of
2

~

- rn

Figure 5. Max Pooling Principle
The stride is the sliding window operation, which is used in the convolution layer and in
the max pooling operation, in which case the stride is 2 (Kulhandjian et al., ACM
WUWNet, 2019). Supposing n × n convolution is performed, then the stride represents
the movement by S elements with every step. If the stride is defined as 1, then the
convolution layer will move with a sliding window of one pixel and move every third pixel
by skipping the second pixel. Max pooling, shown in Figure 4, is a down sampling process
where the maximum value from each view is selected (Kulhandjian et al., IEEE
GLOBECOM, 2019). Since the video and spectrogram images contain sharp edges, max
pooling, instead of average pooling, is used to extracts the most important features, such as
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edges. The classifier network consists of a fully connected layer comprised of 100 hidden
nodes, which produce a softmax output that, in turn, is used for classifying the driver’s
status. The output layer of the DCNN represents the probability distribution containing
the probabilities that each class is assigned in accordance to the input images. Using a
maximum ratio combining the three gathered sensor data, once the algorithm detects a
pedestrian, it will send an alert to the driver. If no pedestrian is detected it will continue to
capture new images and radar data and pass it to the algorithm to perform further
pedestrian detection.
In order to obtain reliable results regarding the system's capabilities of capturing rapid
changes in biometric data, the deep convolutional neural network model was converted
into a model capable of running on the Raspberry Pi coupled with the Coral USB
Accelerator. The model conversion process is shown in Figure 6, in which the model must
be compiled to run on the Edge Tensor Processing Unit (TPU), which is an artificial
intelligence (AI) accelerator application-specific integrated circuit (ASIC) developed by
Google specifically for neural network machine learning, particularly using Google’s own
TensorFlow software.
First, the TensorFlow model is converted into a TensorFlow Lite model. TensorFlow Lite
models are scaled down in size, in terms of data representation, and they produce faster
inference times. TensorFlow Lite allows for models to run efficiently on low-power devices
with limited memory resources. The converted parameters of the Tensorflow Lite model
are represented using 32-bit floating point numbers. However, the Edge TPU requires
8-bit fixed point numbers. The 8-bit fixed point numbers are obtained in the next step of
the conversion process, which is post-training quantization. The method of post-training
quantization used in this project was called full integer quantization. Full integer
quantization scales the model down again by four times and speeds up inferencing times
by a factor of three. The last step in the model conversion process is compiling the
quantized TensorFlow Lite model using the Edge TPU compiler. In this project, multiple
models were compiled to further increase the model performance.
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Model
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Figure 6. Machine Learning Model Conversion Process
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3. Pedestrian Detection Using a Video Camera
3.1 RGB Camera
An ELP RGB camera, the USB4K02AF-KL100W, was used to gather data. An RGB
camera is one that takes images that replicate standard human vision using red, blue, and
green colors. The USB4K02AF-KL100W camera has a 4K resolution and is one of the
better cameras to capture very clear images on the market. An array of LED lights around
the camera automatically adjusts the brightness.

Figure 7. RGB Camera ELP USB4K02AF-KL100W

3.2 Data Collection using the RGB Camera
The RGB camera shown in Figure 7 was used to gather images for the dataset to configure
a custom machine learning model and to detect a person while the custom machine
learning model ran. Data collection with this camera was performed exclusively in the
daylight since the nighttime data was captured by the FLIR IR camera, discussed in
Section IV. Data was gathered at different distances; several sample images are shown in
Figure 8. Bounding boxes were used on each image with a pedestrian to indicate their exact
location to help the DCNN algorithm better detect and classify a pedestrian in an image.
The number of images gathered and used in the final model was 1,200, 600 of which had
pedestrians and 600 of which did not. In addition, we used 800 additional images from the
FLIR dataset (Teledyne FLIR Thermal Dataset) (a sample image along with the bounding
box is shown in Figure 9), of which 50% had pedestrians and 50% did not. We used a total
of 2,000 images to train and experiment our ML model.
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a) Sample Image 1

b) Sample Image 1 with a Bounding Box

c) Sample Image 2

d) Sample Image 3

Figure 8. RGB Camera Sample Images with a Bounding Box Image on the Top Right
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Figure 9. Sample RGB Images from the FLIR Dataset with the Bounding Box
on the Top Right
The data gathered was used to create a custom machine-learning model using a pre-trained
network called Squeezenet. Analysis of the trained model indicated that the model detects
the images with a high accuracy, as shown with the loss data and accuracy data in Figure
10. The loss graph determines the difference between the prediction and the actual value.
This difference should be minimized as much as possible in a very accurate model. The
accuracy graph determines how accurate the model is by comparing it to the test images
used to validate the model. The accuracy data was gathered in MATLAB using the
Squeezenet pre-trained network. Standard camera images from the FLIR dataset
(Teledyne FLIR Thermal Dataset) were used to differentiate the person images when
gathering the accuracy graphs in MATLAB. The training and creation of the custom
model was done on a separate computer, and then transferred over to the Raspberry Pi 4
as a TFLite model. The Raspberry Pi 4 was used to test the functionality of the custom
model in real-time.

3.3 Performance Results
After curating the dataset, the deep convolutional neural network was trained. A validation
accuracy of 99.6% was achieved, as shown in Figure 10. The validation accuracy begins to
plateau after nine epochs of training, indicating that the model has reached its peak
performance. One epoch is when the entire training data set is passed forward and
backward through the neural network once. Since the training data set is often limited, in
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practice, multiple epochs are utilized to allow the learning algorithm to run until the error
from the model is sufficiently minimized.
The validation accuracy represents the accuracy the model can practically achieve when
new samples are input into the model. The loss metric of the attained model describes how
well the model responds to training after each iteration, or epoch. The loss optimizes the
model so that the next prediction can be more accurate. Ideally, the loss will continue to
decrease as training continues.
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Figure 10. Accuracy and Loss Training Results using the RGB Camera

3.4 Limitations
Given the hardware used during the experimentations, there are some natural limitations.
Due to the camera’s resolution limitations, the farther away a pedestrian is the more the
accuracy of detecting the pedestrian degrades. In order to improve this accuracy, a higher
resolution camera with autofocus functionalities can be used to increase the captured image
resolution at far distances.
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4. Pedestrian Detection Using an IR camera
4.1 Infrared
Infrared is part of the electromagnetic spectrum with frequencies between 300 GHz–430
THz, which corresponds to wavelengths of 700 nm–1 mm. The part of the spectrum used
by the camera in this project is the long-wave infrared of 8 μm–14 μm (FLIR 2018).

4.2 Data Collection using Infrared Camera
Data was gathered using the FLIR Lepton 3.5 camera that is smaller than a dime and is
shown in Figure 11. Several examples of the images captured using the FLIR camera are
shown in Figure 12. The gathered images were then labelled using LabelImg labelling
software (Tzutalin 2015), a graphical image annotation tool written in Python that uses Qt
for its graphical user interface to identify persons in the training and testing sets, as shown
in Figure 13. All images were collected from the camera—no datasets were used in this
study. Most images were taken at night (~85%), the rest were taken during the day.
After the images were collected, the DCNN model was trained using the pre-trained
network SSD MobileNet V2 FPNLite. This network was chosen due to its relatively high
speed and that the image size of this network is closest to the native resolution of the FLIR
camera, so image distortion is kept to a minimum. Other networks were tried, the best
results were obtained using MobileNet, a pre-trained machine learning algorithm, for the
IR dataset.

Figure 11. IR Camera: FLIR Lepton 3.5 with Pure Thermal 2 Breakout Board
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Figure 12. IR Camera Sample Images Taken at Night

Figure 13. FLIR Camera: Object Detection (Image Labeler)

4.3. Performance Results
After curating the dataset, the deep convolutional neural network was trained. A validation
accuracy of 97.26% was achieved, as shown in Figure 14. Validation accuracy began to
plateau after four epochs of training. In the test data, the model successfully detected all
images with humans within a 15-meter range of the vehicle. The accuracy quickly declined
outside of this range when pedestrians were beyond 25 meters from the IR camera, and the
algorithm began to degrade.
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4.4 Limitations
The FLIR camera is limited by its relatively small resolution of 160 x 120 pixels. This low
resolution results in poor image quality making it difficult for the training network to
capture human features from the images for recognition. This is especially evident when
pedestrians are farther away as they occupy fewer pixels, and generally appear as bright
rectangles. This is believed to be the primary contributor to the model’s poor performance
when pedestrians are farther away. To address this in the future, a higher-resolution IR
camera can be used, which would better detect pedestrians at farther distances.
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5. Pedestrian Detection Using Micro-Doppler Radar
5.1 Micro-Doppler Radar Setup
To capture radar data, OmniPreSense’s OPS243-C sensor, a complete short-range
radar (SRR) solution providing motion detection, speed, direction, and range reporting,
was used and is shown in Figure 15. All radar signal processing is done on board of the
sensor, and a simple application programming interface (API) reports the processed data.
Flexible control over the reporting format, sample rate, and module power level is provided.
The sensor is used to gather a pedestrian’s speed, direction of motion, and distance from
the vehicle. This single-board radar sensor can detect objects up to 60 meters away. The
sensor is ideal for security, traffic monitoring, drone collision avoidance, robotics, and an
Internet of Things (IoT) sensor applications. The captured signals from the micro-Doppler
radar were further converted to spectrograms, which is a visual representation of the
frequency variations of the received signal with respect to time.

Figure 15. OmiPreSence OPS24-C FMCW Doppler Sensor
Several features of the sensor include a 1 m–100 m detection range, speed reporting up to
348 mph, range reporting up to 60 m, and a narrow 20-degree beam width (-3 dB), as
shown in the Figure 16b power pattern. The sensor operating frequency is 24 GHz–
24.25 GHz on the industrial, scientific and medical (ISM) band. The OPS243 sensor
outputs data over USB, UART, RS-232, or WiFi interfaces for simple connection to any
embedded processor (Arduino, Raspberry Pi, PC) or directly to the cloud via WiFi.
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Figure 16. OmiPreSence OPS24-C FMCW Doppler Range and Power Pattern
Figures 16 show the radar sensor detection range capabilities on the left and the power
pattern shown on the right. As we can see from the power pattern the radar sensor has a
narrow 20-degree beam width at -3 dB power.
The radar sensor gathers data in the form of spectrograms, which can be used as an input
to the DCNN algorithm to predict the driver’s status. The vertical axis in the spectrogram
plot shown in Figure 17 represents Doppler frequency variations in hertz while the
horizontal axis denotes time in seconds. The redder parts of the image show that a lot of
motion activity occurs compared to the blueish color code, indicating minimum variations
or motion occurring in front of the radar sensor.
Figure 17 represents no pedestrian being detected (left) and a pedestrian being detected at
20 m (right), while Figure 18 represents a pedestrian being detected at 10 m (left) and at
5 m (right). As we can see, Figure 18's right side has more Doppler frequency variations
since the pedestrian is at a closer proximity to the vehicle, but when the pedestrian is farther
away at 20 m, less perturbations occur, as indicated in Figure 17 (right).

Figure 17. No Pedestrian Detected (Left), Pedestrian Detected at 20 m (Right)
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Figure 18. Pedestrian Detected at 10 m (Left) and 5 m (Right)

5.2 Experimental Results using the Radar Sensor
The OPS243-C FMCW Micro Doppler Radar is capable of not only measuring the speed
of moving objects but also the distance from the Doppler. The FMCW Radar uses two
antennae: one a transmit antenna that sends an FMCW signal; and another antenna that
receives the echoed signal. The OPS243-C FMCW Doppler was configured through its
onboard application programming interface (API). Data was collected and complied
through a Python script that was executed on a Raspberry Pi 4. This data was then used to
detect whether a human is in the proximity of the vehicle. Within a proximity of about 25
m, the cameras can be used to determine the possibility of an accident. Due to the
limitations of the Micro Doppler found in testing, the OPS243-C can only pick up a
human signature within tens of meters. This hindered our plan to use the Doppler. The
goal of the Doppler was to generate spectrograms that would be fed into a convolutional
neural network used for machine learning to read the frequency patterns of a car
approaching a human. After finding the human detected range of tens of meters, the
Raspberry Pi could only produce measurable spectrograms for an average of 2 seconds. This
does not give the detection system enough time to respond. Instead, when capturing linear
data and using the radar as a range finder, range depths were able to be taken instantly with
no time delay. This range finder was used to detect an object within the detected human
range of about 10 to 15 meters of the vehicle. All other objects found outside this range
were ignored. If an object was detected within that range, the radar would set a flag high
and allow the machine learning algorithms created for the RGB and FLIR cameras to be
implemented. For example, for the system to determine whether a possible accident may
occur with a pedestrian, the system operates in the following way: (1) All sensors gather
the data and write it to a file to be read; (2) when the radar detects an object, it will set a
flag high; (3) once this flag is set high, the two cameras’ detection scores will be calculated
with their corresponding weights of 75% and 25% for the FLIR and RGB cameras,
respectively; (4) these detected scores are weighed and evaluated; (5) if the combined
detection weights between the FLIR and RGB cameras are above 50%, then the system
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will output a signal to the vibrating motor to alert the driver of the possibility of an accident
with a pedestrian.
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Figure 19. Pedestrian Range Detection at Different Frame Instances using the MicroDoppler Sensor
Figure 19 shows pedestrian signature being detected within the human-detected range.
The range measurements were used as additional information fed into the algorithm to
provide information on how far the pedestrian is from the vehicle. These distance plot
readings were used in the real experimental deployment instead of the spectrograms due to
the ability of readings to take place in real time.

Figure 20. Spectrograms: Represents a Vehicle Approaching a Pedestrian at Low Speed
(1–5 mph) (Left), a Vehicle Approaching Another Vehicle at Medium Speed (5–10
mph) (Right)
The spectrogram in Figure 20 (left) represents a vehicle approaching a human at low
speeds (1–5 mph). One can see the concavity of the spectrogram pointing towards the left.
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This phenomenon was recognized when the vehicle approached a human. The spectrogram
on the (right) represents a vehicle approaching a human at medium speeds (5–10 mph)
where the concavity of the spectrogram points toward the left. The same phenomenon was
recognized when the vehicle approached humans at low speeds. This spectrogram captures
less information due to the amount of time it can capture in the short amount of distance
(0.5 m ~7.5 m).

Figure 21. Spectrograms: Represents a Vehicle Approaching Another Vehicle (Left) and
a Vehicle Traveling Away from Target Vehicle at Rest (Right)
The spectrogram in Figure 21 (left) represents a vehicle approaching another vehicle (10–
15 mph). Here, the concavity of the spectrogram points towards the left, the same
phenomenon recognized when the vehicle approached humans at low speeds. This
spectrogram was able to capture more information compared to the human spectrograms
because the micro-Doppler was able to capture vehicle movement within ~20 m. While
the spectrogram on the (right) represents a vehicle traveling away from the target vehicle
from rest (0–15 mph). You can see the concavity of the spectrogram pointing towards the
right. This concavity was found when objects traveled away from the radar sensor. More
information was captured in this spectrogram compared to the human spectrograms since
the radar sensor was able to capture vehicle movement within ~20 m.
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6. Prototype Experimentation
In this section, we evaluate the performance of the proposed pedestrian detection scheme,
which was developed to be tested in a vehicle.

6.1 System Setup in a Vehicle
The experimental setup for the in-vehicle test is as follows. The Google Coral USB
Accelerator used in the project adds an Edge TPU coprocessor to the system, enabling
high-speed machine learning inferencing on a wide range of systems, simply by connecting
it to a USB port. This on-device ML processing reduces latency, increases data privacy,
and removes the need for a constant internet connection. The Raspberry Pi 4 Model B is
used for processing real-time data with the machine-learning model incorporated into the
Raspberry Pi. Some of the key features include a high-performance 64-bit quad-core
processor, dual-display support at resolutions up to 4K via a pair of micro-HDMI ports,
hardware video decoding at up to 4Kp60, up to 4GB of RAM (random access memory),
dual-band 2.4/5.0 GHz wireless LAN, Bluetooth 5.0, Gigabit Ethernet, and USB 3.0.

Figure 22. Touchscreen Display for User Interface
Figure 22 shows the touch screen display attached to the car’s dashboard, which provides
real-time information to the driver on road status and pedestrian detection using the three
sensors. It shows if a pedestrian is detected or not, and the distance measurements using
the radar sensor. The system also has a warning message: if it detects a pedestrian, it blinks
in red and activates the motor on the steering wheel to alert the driver.
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6.2 Testbed Experimentation in a Vehicle
The pedestrian detection system was deployed in a vehicle, as shown in Figures 23 and 24.
The motor was attached to the steering wheel to alert the driver as soon as it detects a
pedestrian on the road that might be in danger.

Figure 23. System Integration in a Vehicle

Figure 24. System Setup on a Vehicle
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A live demonstration was performed in a vehicle on a street to detect the presence of a
pedestrian, which is shown in Figure 25. Overall, the developed system performed well.
Over 97% accuracy was achieved in detecting a pedestrian during both the day and night.

Figure 25. Live Demonstration of Pedestrian Detection at Night: System Setup
on a Vehicle

Figure 26. Live Demonstration of Pedestrian Detection at Night: Detection Scheme in
Action Inside the Vehicle
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7. Conclusion
In this research project, a pedestrian detection and avoidance scheme-using multi-sensor
data collection along with machine learning is implemented and experimented with, which
can be used for intelligent transportation systems (ITSs). The system is composed of a
video camera, an infrared camera, and a micro-Doppler radar for data collection and
training. A deep convolutional neural network (DCNN) model is used to train both the
RGB images as well as the IR camera images gathered. The number of images gathered
and used in the final model for the RGB is 1,200, 600 of which are with pedestrians and
the rest with no pedestrians. Similarly, 1,000 images (500 with pedestrians and
500 without) were taken by the IR camera, 85% of which were taken at night. After
curating the two datasets, two different DCNNs were trained. A validation accuracy
(success rate of detecting pedestrians) of 99.6% was achieved using the RGB camera, while
the IR camera that was mainly trained on images taken at night provided a 97.3% validation
accuracy. The radar sensor was used to detect the range of the pedestrian and the direction
of travel. Experimentations were also carried out in a vehicle. Whenever the multi-sensor
detection scheme detected the presence of a pedestrian that might be in danger, the system
triggered a signal to the vibrating motor on the wheel as well as displayed a warning
message on the passenger’s touchscreen computer. The system can be used during the day
or at night.
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Abbreviations and Acronyms
NHTSA

National Highway Traffic Safety Administration

ADAS

Advanced Driver Assistance Systems

AAA

American Automobile Association

LIDAR

Light Detection and Ranging

ECE

Electrical and Computer Engineering

DCNN

Deep Convolution Neural Network

IR

Infrared

RGB

Red Green Blue

Caltrans

California Department of Transportation

ITS

Intelligent Transportation System

ML

Machine Learning

CNN

Convolutional Neural Network

ANN

Artificial Neural Networks

SRR

Short-Range Radar (SRR)

API

Application Programming Interface

IoT

Internet of Things

ReLU

Rectified Linear Unit

TPU

Tensor Processing Unit

AI

Artificial Intelligence

ASIC

Accelerator Application-Specific Integrated Circuit

ADC

Analog-To-Digital Converter

DAC

Digital-To-Analog Converter
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