In this paper we propose a novel Bayesian methodology for Value-at-Risk computation based on parametric Product Partition Models. Value-at-Risk is a standard tool to measure and control the market risk of an asset or a portfolio, and it is also Preprint submitted to Elsevier required for regulatory purposes. Its popularity is partly due to the fact that it is an easily-understood measure of risk. The use of Product Partition Models allows us to remain in a normal setting, and to obtain a closed-form expression for Valueat-Risk computation. We present and compare two different scenarios: a product partition structure on the vector of means and a product partition structure on the vector of variances. We apply our methodology to an Italian stock market data set from Mib30. The numerical results we present clearly show that Product Partition Models can be successfully exploited in order to quantify market risk exposure.
have to meet capital requirements based on VaR estimates, see Basel Committee (2004). A comprehensive listing of VaR contributions both in classical and
Bayesian frameworks is available at the web site http://www.gloriamundi.org.
VaR is defined as the maximum potential loss of an asset or of a portfolio, at a given time horizon and significance level. If the returns are independent and identically normally distributed a closed-form and easy to implement expression for VaR can be used. Unfortunately, these assumptions fail to be effective for low liquidity markets and short time horizons and have to be relaxed. Possible solutions are to resort to heavy tailed distributions or to abandon the hypothesis of identically distributed returns. In this paper we follow the latter approach and we use a Bayesian methodology based on parametric Product Partition Models (PPMs). We assume that the returns follow a normal distribution with a partition structure on the parameters of interest. We assign a prior distribution on the space of all possible partitions and we identify clusters of returns sharing the same mean and variance values. Returns belonging to different clusters are characterised by different values of mean/variance.
The hypothesis of identical distribution holds within but non between clusters. This allows us to remain in a normal setting without requiring that all returns are identically distributed. Furthermore, in the financial framework the product partition approach provides as a by-product a useful tool for outliers identification; see Quintana and Iglesias (2003) , Quintana et al. (2005) and De Giuli et al. (2008) for further details. We propose and compare two different PPMs for VaR estimation. In the first one we impose a partition structure on the vector of means and in the second one a partition structure on the vector of variances. The first approach is quite effective for VaR estimation, but it is very sensitive to the values of prior parameters and even a hierarchical model can not reduce this sensitivity.
This problem can be overcame by fixing the values of the hyperparameters according to analysts' experience about the market behaviour. This drawback effect is strongly reduced by imposing a partition structure on the vector of variances.
The paper is organized as follows. In section 2 we present basic notions about VaR and parametric PPMs. In section 3 we present our models and introduce a closed-form expression for VaR computation. In section 4 we describe how to exploit the clustering structure induced by PPM in order to identify outlying points. In section 5 we apply our methodologies to a Mib30 data set and provide a sensitivity analysis of our results with respect to different choices of hyperparameters. Section 6 closes the paper with some final remarks.
Background and Preliminaries

Value-at-Risk
VaR is referred to the probability of extreme losses in an asset or in a portfolio value due to adverse market movements. In particular, for a given significance level α (typically 1% or 5%), VaR is defined as the maximum potential loss over a fixed time horizon of individual assets and portfolios of assets as well.
In the following we concentrate on VaR for a single asset.
If the returns are independent and identically normally distributed with mean µ and variance σ 2 , a closed-form expression for VaR normalised to the spot price is given by
where Λ is the VaR, W 0 is the spot price and erfc −1 is the inverse of the complementary error function. In the following with VaR we refer to the ratio Λ/W 0 , if not specified otherwise. If the value is expressed in percentage term we name it percentage VaR, VaR(%).
In order to estimate the parameters µ and σ in equation (1), we apply a Bayesian approach based on parametric PPMs.
Parametric Product Partition Models
We now briefly review the theory on parametric Product Partition Models with reference to our specific problem. For a detailed and more general presentation see Barry and Hartigan (1992) .
Let y = (y 1 , . . . , y T ) denote the vector of the data at different time points t, and S 0 = {t : t = 1, . . . , T } be the set of all points.
The probability density function f (·) associated with y is parameterised by the vector (θ, ψ). The elements of θ depend on the time point t, θ = (θ 1 , . . . , θ T ), whereas ψ is a parameter that is common to all observations. More precisely,we have y t ind ∼ f (y t |θ t , ψ), t = 1, . . . , T.
We assign a partition structure on the vector θ = (θ 1 , . . . , θ T ) and we group together time points characterised by (stochastically) equal value of θ t . Let
be the vector of the unique values of θ = (θ 1 , . . . , θ T ).
A generic partition ρ is given by the set ρ = S 1 , . . . , S d , . . . , S |ρ| , with
. . , ρ . All θ t whose subscripts t belong to the same set S d ∈ ρ are (stochastically) equal; in this sense they are regarded as a single
cluster.
We assign to each partition ρ the following prior distribution
where C (S d ) is a cohesion function and K is the normalising constant. Equation (2) is referred to as the product distribution for partitions. The cohesions represent prior weights on group formation and formalise our opinion on how tightly clustered the elements of S d would be.
The cohesions can be specified in different ways. A useful choice is
for some positive constant c. For moderate values of c, e.g. c = 1, the cohesions in equation (3) yield a prior distribution that favours the formation of partitions with a reduced number of large subsets. For more details on the choice of c see e.g. Liu (1996) , Quintana and Iglesias (2003) , Quintana et al. (2005) and Tarantola et al. (2008) .
Moreover, there is an interesting connection between parametric PPMs and the class of Bayesian nonparametric models based on mixture of Dirichlet Processes, see Antoniak (1974) . Under the latter prior, the marginal distribution of the observables is a specific PPM with the cohesion functions specified by equation (3), see Quintana and Iglesias (2003) . This connection allows us to use efficient Markov Chain Monte Carlo (MCMC) algorithms developed for Bayesian nonparametric problems.
VaR computation via Product Partition Models
Let y be the vector of daily returns of a generic asset. We assume that the returns are normally distributed with parameter vector (θ, ψ). We present and compare two different PPMs, in the first one we impose a partition structure on the vector of means, and in the second one we consider partitions on the vector of variances. In the following the PPM applied to the vector of means will be shortly referred to as the µ-PPM approach, while σ 2 -PPM will refer to the PPM for the vector of variances.
In µ-PPM the vector θ is the vector of means while in σ 2 -PPM it corresponds to the vector of variances. Obviously, in the former model ψ is the variance and in the latter it corresponds to the mean.
We consider the following hierarchical structure
where f (·) denotes a generic density function and the product distribution is defined in equation (2).
The use of a partition structure on the vector of means/variances allows us to remain in a normal setting without assuming identical distribution of the returns.
In sections 3.1 and 3.2 we describe in details our models and in section 3.3 we propose a closed-form expression for VaR computation.
Product Partition Models on Vector of Means
In the µ-PPM approach we impose a partition structure on the vector of means µ = (µ 1 , . . . , µ T ). In this way we try to accommodate for atypical y t values by inducing a cluster structure on the vector µ.
We consider the following hierarchical model 
To fit this model we adapt an algorithm proposed by Bush and MacEachern (1996) in the context of Bayesian nonparametric inference. Once a starting value for the vector µ has been provided, we iteratively sample from the joint posterior distribution of model and parameters by means of the Gibbs algorithm described below.
Step (i) : Sample σ 2 from its full conditional distribution
Step (ii) : Update each µ t , t = 1, . . . , T , by sampling from the mixture
where µ −t is obtained from µ by removing the t-th entry and δ µ j (µ t ) is the Dirac delta centered on µ t .
The distribution in equation (5) corresponds to a mixture of point masses and a normal distribution, with weights
Step (iii) : Before proceeding to the next Gibbs iteration we update the vector µ * given the partition ρ sampling from
This last step was introduced in Bush and MacEachern (1996) to avoid being trapped in sticky patches in the Markov Space.
It is worth noticing again the role played by the constant c. The weights q tj represent the finite probability of replacing µ t with a value µ j that already belongs to the vector of means. On the other hand q t0 represents the finite probability to replace the old µ t value with a newly sampled one; thus a greater value of c increases the probability to generate new values. Generally, the higher c is, the higher the probability to obtain an elevate number of clusters will be.
Moreover, as it turns out from the empirical analysis, see section 5, posterior distributions are quite sensitive to the value of the parameter λ 0 of the inverted gamma distribution in the model given by equation (4). We tried to reduce this drawback effect by introducing a hyperprior distribution on λ 0 . This translates into a minor modification of model (4)
where G(η, φ) is a gamma distribution with E [λ 0 ] = ηφ, η > 0 and φ > 0. The previous Gibbs sampling algorithm must be modified coherently. Now we have to provide a starting point for σ 2 too, while
Step (i) splits in two sub-steps:
Step (ia) :
Step (ib) :
Step (ii) and
Step (iii) do not change.
Product Partition Models on Vector of Variances
An alternative way to relax the hypothesis of identical distribution of the returns, without renouncing to the normality assumption, is to promote the variance from a scalar σ 2 to a vectorial quantity σ 2 = (σ Furthermore, differently from section 3.1, the data have a fixed mean value selected according to the expert opinion.
We consider the following hierarchical model
In order to sample from the posterior distribution of the model and parameters we use a Gibbs algorithm that is a natural and straightforward generalization of the one used in the section 3.1. The algorithm consists of the two steps below.
Step (i) : Update each σ 2 t , t = 1, . . . , T , by sampling from the mixture
where σ 2 −t is obtained from σ 2 by removing t-th entry and δ σ 2
The distribution in equation (10) corresponds to a mixture of point masses and an inverted gamma distribution, with weights
where Γ is the Euler Gamma function.
Step (ii) : In order to avoid being trapped in sticky regions of the Markov Space,
A well-known stylized fact about volatilities is the bursting effect and PPMs can be exploited to identify change points in volatility time series. This problem has been extensively considered by Loschi et al. (2003) , Loschi et al. (2007) and Loschi et al. (2008) . Although we do not focus on this aspect here, in the application in section 5 we will use the results from the algorithm by Loschi et al. (2003) , labelled σ 2 -CP, as a benchmark to be compared with our numerical results.
VaR Computation
We now present how the posterior distribution of VaR and consequently its
Bayesian estimate can be obtained by using the output of the MCMC algorithms described in sections 3.1 and 3.2. We initially fix our attention on the by means of an arithmetic average and we consider the following equation
It is worth noticing that for trivial partitions, i.e. |ρ| = 1, equation (12) reduces to the usual expression given in equation (1).
If we impose a clustering structure over the vector of variances, VaR can be computed in a analogous way but the arithmetic average is performed over
4 Product Partition and Outliers Identification
As pointed out by Quintana and Iglesias (2003) , Product Partition Models can be a useful tool for outliers identification. Following Quintana and Iglesias (2003) , we work in a Bayesian decision theoretical framework and we propose an efficient algorithm for outliers identification. We fix our attention on the PPM on the vector of means and we model outliers as a shift in the regression mean. Our aim is to select the partition that best separates the main group of standard observations from one or more groups of atypical data. Each partition corresponds to a different model, and the best model is the one minimising a given loss function.
Let (µ, σ 2 ) be the vector of parameters of the model and µ ρ , σ 2 ρ be the corresponding vector that results when fixing ρ. We consider the following loss function that combines the estimation of the parameters and the partition selection problems
where · is the Euclidean norm and k 1 , k 2 are positive cost-complexity parameters with k 1 + k 2 ≤ 1. The minimization of the expected value of (14) is equivalent to choose the partition that minimizes the following score function
where the subscript "B" means that we consider the Bayesian estimates of the corresponding parameter whereas the subscript "ρ" indicates the estimate conditionally on a given partition ρ. Step (i) and Step (iii), but skipping Step (ii).
In order to find the minimum of the score function in equation (15), we perform an exhaustive search over the partitions with cardinality equal to two selected as follows.
i) Let |y| = (|y 1 |, . . . , |y T |) be the vector of the absolute values of the returns, and y = ( y 1 , . . . , y T ) be the vector of the unique entries of |y| sorted in increasing order; with y 1 . = min (|y t |), y T . = max (|y(t)|), and T ≤ T .
ii) We perform our search of the optimal partition over the set of ρ i = {S Our strategy can be further improved by splitting the set of returns into three clusters, the main one and two small clusters that discriminate between the left tail and the right tail of the empirical distribution.
Empirical Analysis of Financial Data
The Data
The methodologies described in the previous sections are now illustrated and tested over the MIB30 index and its three components with the highest excess of kurtosis, where standard approaches based on Normal distributions usually fail. In particular we apply our analysis to the Italian assets Lottomatica 
Choice of Hyperparameters and Computational Details
In the examples below we used the following values of the hyperparameters. In models (4), (7) and (9) we set m = 0. This choice can be motivated by the fact that in VaR estimation for short time horizon, typically from one day until one week, the value of the mean is usually neglected, see e.g. Mina and Xiao (2001) . In the inverted gamma distribution we set λ 0 = 0.0101 and ν 0 = 2.01.
With these choices we have prior expectation and variance 0.01 for σ 2 , reflecting what is known from the past experience about the volatility behaviour for equity assets. The value of c that controls the clustering structure over the vector of parameters is fixed to 1, to favour the creation of a small number of large clusters. As far as concerned the score function parameters of equation (15) we set k 1 = 500/502 and k 2 = 1/502. For the σ 2 -CP model that we use as yardstick model we fix the priors' parameters following the suggestions given in Loschi et al. (2003) . In particular we consider the conjugate normalinverted-gamma model, with the probability p that a change occurs at any instant in the sequence equal to 0.1. We run the MCMC algorithms with 10,000 sweeps and a burn-in equal to 1000. Convergence of the MCMC algorithm was assessed using diagnostics implemented in the package BOA, see Smith (2001) . All the numerical com- 
VaR Results
In table 1 we report Bayesian estimates of percentage VaR for α = 1% and α = 5% and the 68% posterior credible interval. proach is a natural extension of the µ-PPM to the vector of variances while the latter one is more sophisticated and specific for change point identification.
A PPM on the vector of means in general underestimates the VaR with respect to the values given by the PPM applied to the variances. This fact can be empirically justified noticing that for daily time horizons the contribution to the VaR due to the volatility σ is of order ten greater than that due to the mean µ. The posterior expectation of the number of clusters is low for both the µ-PPM and σ 2 -PPM approaches and, moreover, the partitions are characterised by a very large cluster and few small ones. The results are presented in table 2.
It is worth noting that for the σ 2 -PPM the expected number of clusters is strictly lower than for the µ-PPM for all the considered time series.
TABLE 2 ABOUT HERE
The arithmetic average in equations (12) and (13) Bormetti et al. (2007) . In the generalized Student-t we set ν > 2, the tail index, in order to obtain a finite variance, see last column of table 3. In the following we consider the generalized Student-t as the benchmark for our analysis since it presents a good agreement with historical simulations, see Bormetti et al. (2007) . In figure 2 we report ML estimates and 68% bootstrap confidence intervals for the daily returns under study, while the numerical details are reported in tables 1 and 3. We generated 1000 bootstrap copies In this case µ-PPM is the only one in agreement with the generalized Student-t distribution, while σ 2 -PPM and σ 2 -CP overestimate VaR.
Sensitivity Analysis and Outliers Detection
Although the choices of parameters value used in the previous sections represent our prior knowledge and beliefs about the problem, it is illustrative to asses the sensitivity of the results to other choices of the hyperparameters.
We first consider the dependence of VaR estimates on the value of the c in the cohesion function in (3). In figure 3 we plot the results for α = 1% and c = 0.1, 0.5, 1, 5, 10, 50. To study the sensitivity of our results to the parameters λ 0 and ν 0 of the inverted gamma distribution it is convenient to reexpress them in terms of a common parameter a. We set λ 0 = a(a + 1) and ν 0 = 2 + a in order to obtain prior expectation and variance for σ 2 both equal to a. Note that the value a = 0.01 reflect our prior knowledge about the behaviour of the examined assets. In figure 4 we present the results for a = 0.0001, 0.001, 0.01, 0.1, 1.
Note that for a = 1 we have completely out-of-scale results.
FIGURE 4 ABOUT HERE
In this paper we used a = 0.01, reflecting past knowledge regarding the problem at hand. For this reason we focus on a region around this value. The highest stability is reached when the PPM approach is applied to the vector of variances. In fact for a ≤ 0.01 within the 68% credible intervals are almost identical. The µ-PPM is less stable. These results are confirmed in figure 5 where we plot the posterior distributions for LTO.MI α = 1% VaR, with a = 0.0001, 0.001, 0.01, 0.1.
FIGURE 5 ABOUT HERE
We note that for a = 0.0001 and a = 0.001 the distributions obtained with the σ 2 -PPM are almost overlapping. A similar behaviour is observed for the other three time series.
We also explored separately the role played by λ 0 and ν 0 and we found that λ 0 assumes a crucial role. We than tested the effects of an hyperprior over the scale parameter λ 0 . We considered various combination of the η and φ parameters, as given in equation (8). For the sake of parsimony we do not report here our results. However for all the tested values we were not able to achieve a reasonable sensitivity reduction.
FIGURE 6 ABOUT HERE
In order to identify outlying points we applied the procedure described in Finally it is interesting to investigate the stability of our approach with respect to the value of c. Table 4 summarizes the results of our analysis when increasing c from 0.1 until 50.
TABLE 4 ABOUT HERE
The outliers identification procedure appears to be very stable apart from the MIB30 time series. In this case for very low values of c the algorithm admits an higher number of possible outliers candidates than for the case c ≥ 1.
Concluding Remarks and Future Research
In this paper we have presented a novel Bayesian methodology for VaR computation based on parametric Product Partition Models. The main advantages of our approach are that it allows us to remain in the Normal setting and to obtain a closed-form expression for the VaR measure. This expression generalizes the standard parametric formula that is used in the literature under the normality assumption. By means of PPMs we induced a clustering structure over the vector of means (µ-PPM) and we found the best agreement with ML approaches for significance level of order 5%. For lower values of α we obtained the best result by applying the PPMs to the vector of variances (σ 2 -PPM).
As a by-product results we were also able to identify the presence of outlying points.
We are currently working on the extension of our approach to the portfolio analysis. We are also investigating the possibility to identify cluster of assets sharing the same features of risk as measured by VaR. Table 1 Daily estimated VaR (%) values at 5% and 1% significance level with 68% credible intervals.
VaR(%) α=5% α=1% Table 2 Posterior mean of the number of clusters and relative weight of the largest cluster for µ-PPM and σ 2 -PPM. Table 3 Daily ML estimated VaR(%) values at 5% and 1% significance level with 68% bootstrap intervals. In the last column we report central value and 68% bootstrap interval for the tail index ν.
Number of Clusters Largest Cluster Weight
µ-PPM σ 2 -PPM µ-PPM σ 2 -PPM
VaR(%) α=5% α=1%
Normal Student-t Normal Student-t ν Table 4 Sensitivity analysis of outliers detection with respect to the value of c. The other
