Abstract. We prove that a piecewise smoothly bounded strictly pseudoconvex domain with a non-compact automorphism group is biholomorphic to the ball. A boundary version of the Schwarz lemma for automorphisms of such a domain is settled.
Introduction
Let Ω be a domain in C n and p a boundary point of Ω. We say that the boundary bΩ is strictly pseudoconvex piecewise C k smooth and generic at p, if there exists a neighborhood U of p in C n such that Ω ∩ U = {z ∈ U |r j (z) < 0, j = 1, . . . , m}, (1) where every function r j (z) is C k smooth and strictly plurisubharmonic on U , r j (p) = 0, j = 1, . . . , m, and ∂r 1 ∧ . . . ∧ ∂r m = 0 on U. Thus, Ω ∩ U is the wedge with generic edge M = {z ∈ U |r j (z) = 0, j = 1, . . . , m} (2) of codimension m. A bounded domain Ω ⊂⊂ C n is said to be a strictly pseudoconvex domain with piecewise C k smooth generic boundary if bΩ is a topological manifold and there exists a finite covering of bΩ by open neighborhoods U i such that every Ω ∩ U i has the form (1) (with r j (z) and m depending on i). In what follows Aut(Ω) denote the holomorphic automorphism group of Ω with the standard compact open topology.
Our first result is the following Theorem 0.1. Let Ω ⊂⊂ C n be a strictly pseudoconvex domain with piecewise C 2 smooth generic boundary. Assume that Aut(Ω) is non-compact. Then Ω is biholomorphic to the unit ball B of C n .
Together with well-known results of Pinchuk [24] this immediately implies Theorem 0.2. Let Ω ⊂⊂ C n be a strictly pseudoconvex domain with piecewise C 2 smooth, but non-smooth, generic boundary. Then Aut(Ω) is compact.
The above theorems will work together with the following boundary rigidity principle.
Theorem 0.3. Let Ω ⊂⊂ C n be a strictly pseudoconvex domain with piecewise C k (k > 3) smooth generic boundary and let Aut(Ω) be compact. Suppose that p ∈ bΩ is a boundary point, and f ∈ Aut(Ω) is an automorphism such that
From Theorems 0.1, 0.2, 0.3 we will get our main result.
Theorem 0.4. Let Ω ⊂⊂ C n be a bounded strictly pseudoconvex domain with piecewise C k (k > 3) smooth generic boundary. Assume that p ∈ bΩ is a boundary point, f ∈ Aut(Ω) is an automorphism and
Theorem 0.1 generalizes the well-known results on characterization of smoothly bounded domains with non-compact automorphism group [28] , [30] . Our proof is based on Frankel's blow up technique [13] . This approach has been intensively exploited by Kim [18] , [19] . It would be of interest to adapt the scaling method of Pinchuk [25] in order to get the purely local version of Theorem 0.1 ; now we are ready to do it for the case where all edges (2) in bΩ have codimension ≤ 2 (the details are rather complicated and we do not include them in this paper). We note that Kim [20] investigated the asymptotic behavior of the sectional curvature of the Bergman metric of a piecewise smoothly bounded domain using the arguments close to Pinchuk's scaling (we refer the reader to [14] for the profound discussion of the "blow-up philosophy").
Theorem 0.4 can be treated like a boundary version of the Schwarz lemma. For the case where p is an interior point of Ω it relies on the classical Cartan theorem [22] . The boundary version of this rigidity phenomenon was discovered by Krantz [17] and then developped by Burns and Krantz [7] and Huang [16] provided Ω is a smoothly bounded pseudoconvex domain with standard restrictions (strict pseudoconvexity, condition R, etc.). It is worth to remark that in [7] arbitrary holomorphic self-mappings of Ω were treated also. The methods of these papers rely on deep properties of the Bergman metric and the Lempert theory of extremal disks. In this note we will show that (for the automorphism case) this boundary rigidity phenomenon has a simple nature and can be deduced from the classical Bochner linearization theorem [5] .
We express our thanks to the referee whose remarks and suggestions improved the first version of the present article.
Compactness of the automorphism group
In this section we shall prove Theorem 0.1. We begin with a geometric remark about strictly pseudoconvex domains with piecewise smooth boundary. This is well known for strictly pseudoconvex domains. Proof. By definition, there exist strictly plurisubharmonic functions r j (1 ≤ j ≤ m) defined on a neighborhood U of p such that Ω ∩ U has the form (1).
We introduce the mapping α : z → w defined by
Since one can assume the matrix
to be invertible, α is a change of variables. In these coordinates p is 0 and the Taylor expansions of functions r j (1 ≤ j ≤ m) are :
where B j is a bilinear form, H j is a positive definite hermitian form, and R j is o(|w| 2 ). Now, we introduce the mapping β : w →w defined by the equations
As each B j is bilinear, β is a change of coordinates near 0. Moreover, in these coordinates, the Taylor expansions of functions
where H j is a hermitian form and R j is o(|w| 2 ). Let Φ = β • α. In the local coordinates given by Φ, each function r j is convex near 0 and thus Φ(Ω ∩ U ) is convex.
For the rest of this section, we consider the situation of Theorem 0.1. By the non-compactness of Aut (Ω), there exists a sequence (f ν ) ν of automorphisms of Ω and a point z 0 of Ω such that (f n (z 0 )) n converges to a boundary point p. First of all, we have the following essential property :
Proof. Remark that the boundary of Ω does not contain any analytic set of positive dimension since the functions r j are strictly plurisubharmonic. Thus, the lemma follows from the maximum principle since (f ν ) ν contains some converging sequence by Montel's theorem : any limit point takes the boundary value p at the interior point z 0 . Now, we describe Frankel's blowing up method [13] . We may use this method because Proposition 1.1 gives that the domain is h-convex in Frankel's sense [13] . We may assume that p is the point 0. Since (f ν ) ν uniformly converges to zero on compact subsets of Ω, the domains Ω ν = (f ν ) −1 (Ω ∩ U ) contain any fixed compactum of Ω for ν sufficiently large and
from Ω ν onto Φ(Ω∩U ) are biholomorphic, and the sequencef ν converges uniformly on each compact subset of Ω to zero. In what follows, we shall omit the tilde. Proof. It is important to note that g ν (z 0 ) = 0 is a fixed point. Frankel [13] proved that the sequence (g ν ) is normal on Ω and, passing to a subsequence if necessary, converges to a biholomorphism g of Ω to a convex domain g(Ω). Moreover there exists some subsequence of convex domains
converging to a convex domain D (in the local Hausdorff sense) for any small ε. In fact, we have g(Ω) = D. In Frankel's paper, this is completely proved only for convex domains Ω. But this is true also in our situation. Indeed, thanks to the convexity of the converging sets
for ν sufficiently large. Then, if we can consider the inverse mapping
is well defined on any compact subset of the domain D and, as Ω is completely hyperbolic, is also normal ; we may assume its uniform convergence on compact subsets of D to a holomorphic mapping h. Since h ν (0) = z 0 belongs to Ω for any ν, and the boundary of Ω does not contain any analytic set of positive dimension, h is a map from D into Ω. The relation g ν • h ν = Id for any index ν gives easily g(Ω) = D. The lemma is proved.
The difficulty to exploit the former result is that D is unknown. We are going to prove that, in our situation, D is an unbounded realization of the ball and necessarily Ω is smooth.
Set R ν = df ν (z 0 ). Since the sequence (R ν ) goes to zero, the sequence of domains (R ν ) −1 (εB) goes to C n . Thus, in order to identify the domain D, it suffices to follow the behavior of the defining functions r j (1 ≤ j ≤ m) under the blowing up
. Using estimates for the Kobayashi infinitesimal metric [27] :
−1/2 and the invariance property under biholomorphic mappings, we get:
, where δ ν is the distance of p ν to the boundary of Ω, and C a constant independent of ν. We may assume that the sequence (
By Taylor's formula, we have (for each 1
uniformly on any compactum, where q
n are the components of R ν and H ν j is a positive defined hermitian form. It is convenient to make the linear change of variables defined bỹ
When ν goes to infinity, this linear mapping tends to the identity and so, it is invertible. In this coordinates, we have For s + 1 ≤ j ≤ m, the two forms λ j and˜ j are linearly dependent since it is true for any ν.
Thus, we may assume that there exists an integer t (s ≤ t ≤ m − 1) such that λ j is not 0 for s ≤ j ≤ t, and λ j is 0 for t + 1 ≤ j ≤ m.
Remark that the functions ρ j have the following expression :
We claim that the forms λ 1 , . . . , λ t ,˜ t+1 , . . . ,˜ n are linearly independent. Indeed, the intersection E of the kernels of these n linear forms is contained inside D. As D is hyperbolic, the only complex vector contained in D is {0}. Thus E is {0} and these forms are independent.
By an obvious global change of coordinates, we may assume that D is the set {w|ρ j (w) < 0, 1 ≤ j ≤ t} with ρ j (w) = −1 + 2 Re(w j ) + δ j H j (w s+1 , . . . , w t , w t+1 , . . . , w n ) (remark that the functions ρ j for j greater than s + 1 are linear). Now, we study the behavior near the boundary of the biholomorphism f from D onto Ω. Proof. We have the estimate for the Kobayashi infinitesimal metric [27] :
for any z in Ω and any v in C n . Applying the Hopf lemma for piecewise smoothly bounded domain [4] to the function
for some real number β ≤ 1 and w in D ∩ V . Now, the usual techniques [2] , [11] , [27] imply that f extends continuously up to the boundary near q. We can complete the proof of Theorem 0.1 by proving s = t = 1. Suppose that t > 1. Then, there exists a regular point q in the boundary such that ρ t (q) = 0. Let a be a point in bD near q and let (a ν ) be a sequence of points in D converging to a. If v = (1, 0, . . . , 0) , we have ρ t (a ν + ζv) = ρ t (a ν ) < 0 for any complex number ζ. Since ρ j (a) < 0 for 1 ≤ j ≤ t, there exists r > 0 such that a ν + ζv belongs to D for |ζ| < r and any ν.
The estimate (3) applied to the analytic disc ϕ ν defined by
As f extends continuously near a, we get lim The uniqueness theorem on generic manifold [23] implies that ∂f ∂z 1 is 0 on D. It is a contradiction since f is biholomorphic. Then t is 1 and D is defined by the function
. . , w n ), where H 1 is positive. As D is hyperbolic, H 1 is positive definite and so D is biholomorphic to the ball. That proves Theorem 0.1.
Boundary rigidity
In this section we will prove Theorem 0.3 ; we suppose that Ω and f ∈ Aut(Ω) satisfy the hypothesis of Theorem 0.3.
Let us consider the action of Aut(Ω) on Ω. This is a real analytic mapping
Since every g ∈ Aut(Ω) extends to a homeomorphism of Ω [27] , one can also consider z in the boundary and assume that Aut(Ω) acts on Ω. We obtain the following : (z, g) ) which maps Ω × Aut(Ω) onto Ω.
Lemma 2.1. The action φ extends to a continuous mapping (in both variables
For the smooth boundary case similar results were obtained by Greene-Krantz [15] , Bell [3] , Bedford [2] , Barett [1] and the authors [10] .
Proof. A simple modification of the proof of Hopf's lemma for piecewise smoothly bounded domains [4] in spirit of [9] shows that there exist α ≥ 1, a compact set K in Ω and a constant C 0 > 0 such that any negative plurisubharmonic function ρ on Ω satisfies
Since Aut(Ω) is compact, by Cartan's theorem [22] we have
where r(z) = min j r j (z) (r j (z) being the defining functions (1) of Ω). Now (4) and the standard arguments with Kobayashi metric give that there exists a constant C 2 > 0 such that any g ∈ Aut(Ω) satisfies on Ω :
Therefore, by Ascoli's theorem, any sequence converging in Aut(Ω) also converges uniformly on Ω. This implies the desired statement.
Let U be a neighborhood of p such that Ω ∩ U has the form (1) and M is defined by (2). We prove :
Lemma 2.2. There exists a neighborhood W of p such that the restriction
Proof. We will use the arguments of Forstnerič [12] . For every q ∈ U ∩ bΩ we denote by k(q) the number of defining functions (1) that vanish at q. The function q ∈ U ∩ bΩ → k(q) ∈ Z + is upper semicontinuous. For s = 1, . . . , m we set
Each M s is a locally closed, generic manifold of codimension s in C n . Remark that M 1 is the set of smooth points in the boundary. Recall that f is a homeomorphism of Ω and f(p) = p. We will show that (near p)
We need the following generalization of Pinchuk's results [24] 
Let ζ 1 ∈ W be a point where the minimum occurs. Since k(w) is upper semicontinuous, k(f (z)) = s 1 for any z in a neighborhood V ⊂ V of ζ 1 . Hence, f maps the edge V ⊂ M s into the edge M s1 with s 1 = s : a contradiction with Proposition 2.3. Thus, (5) holds.
Since [5] ) and the action
is continuous in both variables. Now, the theorem of Montgomery [21] (see also [8] ) implies that all partial derivatives of φ with respect to z are continuous in (z, g) as well. Thus, by the classical Bochner linearization theorem [5] , there exists a local smooth change of coordinates on M , centered at p and with the identical linear part, such that in the new coordinates the restriction of any automorphism g ∈ G to M is linear (we emphasize that the Bochner theorem is applied to the action of the diffeomorphism group on M , where p is an interior point). Hence, since df (p) = id, the restriction f |M coincides with identity near p. It follows by the boundary uniqueness theorem [23] that f (z) ≡ z on Ω. This proves Theorem 0.3.
Proof of Theorem 0.4
In view of Theorem 0.3, it remains to treat the case where Aut(Ω) is not compact. It follows from Theorems 0.1 and 0.2 that Ω is biholomorphic to B and bΩ is smooth. By [26] f extends to a C 2 diffeomorphism of Ω. Let g : Ω → H = {Im z n + |z 1 | 2 + · · · + |z n−1 | 2 < 0} be a biholomorphism ; by [26] g is of class a jbj , λ > 0, r ∈ R, a ∈ C n−1 , and U is a (n − 1) × (n − 1) unitary matrix. Since h(z) = z + o(|z| 2 ), we get immediately that r = 0, a = 0, λ = 1, U = id, that is to say h(z) ≡ z and then f = id.
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