We introduce a framework for approximate analysis of Markov decision processes (MDP) with bounded-, unbounded-, and infinite-horizon properties. The main idea is to identify a "core" of an MDP, i.e., a subsystem where we provably remain with high probability, and to avoid computation on the less relevant rest of the state space. Although we identify the core using simulations and statistical techniques, it allows for rigorous error bounds in the analysis. Consequently, we obtain efficient analysis algorithms based on partial exploration for various settings, including the challenging case of strongly connected systems. 
Introduction
Markov decision processes (MDP) are a well established formalism for modelling, analysis and optimization of probabilistic systems with non-determinism, with a large range of application domains [17] . Classical objectives such as reachability of a given state or the long-run average reward (mean payoff) can be solved by a variety of approaches. In theory, the most suitable approach is linear programming as it provides exact answers (rational numbers with no representation imprecision) in polynomial time. However, in practice for systems with more than a few thousand states, linear programming is not very usable, see, e.g., [2] . As an alternative, one can apply dynamic programming, typically value iteration (VI) [4] , the default method in the probabilistic model checkers PRISM [12] and Storm [9] . Despite better practical scalability of VI, systems with more than a few million states still remain out of reach of the analysis not only because of time-outs, but now also memory-outs, see, e.g., [6] . There are various heuristics designed to deal with so large state spaces, including abstractions, e.g., [8, 11] , or a dual approach based on restricting the analysis to a part of the state space. Examples of the latter approach are asynchronous VI in probabilistic planning, e.g., [16] , or projections in approximate dynamic programming, e.g., [5] . In both, only a certain subset of states is considered for analysis, leading to speed ups in orders of magnitude. These are best-effort solutions, which can only guarantee convergence to the true result in the limit, with no error bounds at any finite time. Surprisingly, this was the case with the standard VI as well until recently, when an error bound (and thus a stopping criterion) was given independently in [10, 6] . The error bound follows from the under-and (newly obtained) over-approximations converging to the true value. This resulted not only in error bounds on VI, but opened the door to error bounds for other techniques, including those where even convergence is not guaranteed. For instance, while VI iteratively approximates the value of all states, the above-mentioned asynchronous VI evaluates states at different paces. Thus convergence is often unclear and even the rate of convergence is unknown and very
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hard to analyze. However, it is not too hard to extend the error bound technique for VI to asynchronous VI. A prime example is the modification of BRTDP [16] to reachability [6] with error bounds. These ideas are further developed for, e.g., settings with long-run average reward [2] or continuous time [1] .
While these solutions are efficient, they are ad-hoc, sharing the idea of simulation / learning-based partial exploration of the system, but not the correctness proof. In this paper, we build the foundations for designing such frameworks and provide a new perspective on these approaches, leading to algorithms for settings where previous ideas cannot apply.
The previous algorithms use (i) simulations to explore the state space and (ii) planning heuristics and machine learning to analyze the experience and to bias further simulations to areas that seem more relevant for the analysis of the given property (e.g. reaching a state s 42 ), where (iii) the exact VI computation takes place and yields results with a guaranteed error bound. In contrast, this paper identifies a general concept of a 'core' of the MDP, independently of the particular objective (which states to reach) and, to a certain extent, even of the type of property (reachability, mean payoff, linear temporal logic formulae, etc.). This core intuitively consists of states that are important for the analysis of the MDP, whereas the remaining parts of the state space affect the result only negligibly. To this end, the defining property of a core is that the system stays within the core with high probability.
There are several advantages of cores, compared to the tailored techniques. Since the core is agnostic of any particular property, it can be re-used for multiple queries. Thus, the repetitive effort spent by the simulations and heuristics to explore the relevant parts of the state space by the previous algorithms can be saved. Furthermore, identifying the core can serve to better understand the typical behaviour of the system. Indeed, the core is typically a lot smaller than the system (and thus more amenable to understand) and only contains the more likely behaviours, even for real-world models as shown in the experimental evaluation. Finally, the general concept of core provides a unified argument for the correctness of the previous algorithms since-implicitly-they gradually construct a core. This abstract view thus allows for easier development of further partial-exploration techniques within this framework.
More importantly, making the notion of core explicit naturally leads us to identify a new standpoint and approach for the more complicated case of strongly connected systems, where the previous algorithms as well as cores cannot help. In technical terms, minimal cores are closed under end components. Consequently, the minimal core for a strongly connected system is the whole system. And indeed, it is impossible to give guarantees on infinite-horizon behaviour whenever a single state is ignored. In order to provide some feasible analysis for this case, we introduce the n-step core. It is defined by the system staying there with high probability for some time. However, instead of n-step analysis, we suggest to observe the 'stability' of the core, i.e. the tendency of the probability to leave this core if longer and longer runs are considered. We shall argue that this yields (i) rigorous bounds for N -step analysis for N n more efficiently than a direct N -step analysis, and (ii) finer information on the 'long run' behaviour (for different lengths) than the summary for the infinite run, which, n.b., never occurs in reality. This opens the door towards a rigorous analysis of 'typical' behaviour of the system, with many possible applications in the design and interpretation of complex systems.
Our contribution can be summarized as follows:
We introduce the notion of core, study its basic properties, in its light re-interpret previous results in a unified way, and discuss its advantages.
We stipulate a new view on long-run properties as rather corresponding to long runs than an infinite one. Then a modified version of cores allows for an efficient analysis of strongly connected systems, where other partial-exploration techniques necessarily fail. We show how these modified cores can aid in design and interpretation of systems. We provide efficient algorithms for computing both types of cores and evaluate them on several examples.
Preliminaries
In this section, we recall basics of probabilistic systems and set up the notation. We assume familiarity with the central ideas of measure theory. As usual, N and R refers to the (positive) natural numbers and real numbers, respectively. For any set S, we use S to denote its complement. A probability distribution on a finite set X is a mapping p :
denotes the set of all probability distributions on X. An event happens almost surely (a.s.) if it happens with probability 1. An infinite path ρ in a Markov chain is an infinite sequence ρ = s 0 s 1 . . . ∈ S ω , such that for every i ∈ N we have that δ(s i , s i+1 ) > 0. A finite path (or history) = s 0 s 1 . . . s n ∈ S * is a finite prefix of an infinite path. Similarly, an infinite path in an MDP is some infinite sequence
ω , such that for every i ∈ N, a i ∈ Av(s i ) and ∆(s i , a i , s i+1 ) > 0. Finite paths are defined analogously as elements of (S × A) * × S. We use ρ i and i to refer to the i-th state in the given (in)finite path.
A strategy on an MDP is a function π : (S × A) * × S → D(A), which given a finite path = s 0 a 0 s 1 a 1 . . . s n yields a probability distribution π( ) ∈ D(Av(s n )) on the actions to be taken next. We denote the set of all strategies of an MDP by Π. Fixing any strategy π induces a Markov chain , a) ) ⊆ T , and (ii) for all s, s ∈ T there is a finite path = sa 0 . . . a n s ∈ (T × B) * × T , i.e. the path stays inside T and only uses actions in B. Intuitively, an end component describes a set of states for which a particular strategy exists such that all possible paths remain inside these states. By abuse of notation, we identify an end component with the respective set of states, e.g., s ∈ E = (T, B) means s ∈ T . An end component (T, B) is a maximal end component (MEC) if there is no other end component (T , B ) such that T ⊆ T and B ⊆ B . The set of MECs of an MDP M is denoted by MEC(M) and can be obtained in polynomial time [7] .
In the following, we will primarily deal with unbounded and bounded variants of reachability queries. Essentially, for a given MDP and set of states, the task is to determine the maximal probability of reaching them, potentially within a certain number of steps. Technically, we are interested in determining
where T is the set of target states and ♦T (♦ ≤n T ) refers to the measurable set of runs that visit T at least once (in the first n steps). The dual operators T and ≤n T refer to the set of runs which remain inside T forever or for the first n steps, respectively. See [3, Sec. 10.1.1] for further details. Our techniques are easily extendable to other related objectives like long run average reward (mean payoff ) [17] , LTL formulae or ω-regular objectives [3] . We briefly comment on this in Section 3.3.
We are interested in finding approximate solutions efficiently, i.e. trading precision for speed of computation. In our case, 'approximate' means ε-optimal for some given precision ε > 0, i.e. the value we determine has an absolute error of less than ε and this error bound is guaranteed. For example, given a reachability query P max [♦T ] and precision ε, we are interested in finding a value v with |P max [♦T ] − v| < ε.
The Core Idea
In this section, we present the novel concept of cores, inspired by the approach of [6] , where a specific reachability query was answered approximately through heuristic based methods. We first establish a running example to motivate our work and explain the difference to previous approaches. Consider a flight of an air plane. The controller, e.g. the pilot and the flight computer, can take many decisions to control the plane. The system as a whole can be in many different states. One may be interested in the maximal probability of arriving safely. This intuitively describes how likely it is to arrive, assuming that the pilot acts optimally and the computer is bug-free. Of course, this probability may be less than 100%, since some components may fail even under optimal conditions. See Figure 1 for a simplified MDP modelling this example.
The key observation in [6] is that some extreme situations may be very unlikely and we can simply assume the worst case without losing too much precision. This allows us to completely ignore these situations. For example, consider the unlikely event of hazardous bit flips during the flight due to cosmic radiation. This event might eventually lead to a crash or it might have no influence on the evolution of the system at all. Since this event is so unlikely to occur, we can simply assume that it always leads to a crash and still get a very precise result. Consequently, we do not need to explore the corresponding part of the state space (the 'recovery' part), saving resources. As shown in the experimental evaluation in Section 5, many real-world models indeed exhibit a similar structure. In [6] , the state space was explored relative to a particular reachability objectives, storing upper and lower bounds on each state for the objective in consideration. We make use of the same principle idea, but approach it from a different perspective, agnostic of any objective. We are interested in finding all relevant states of the system, i.e. all states which are reasonably likely to be reached. Such a set of states is an intrinsic property of the system, and we show that this set is both sufficient and necessary to answer any non-trivial reachability query ε-precisely. In particular, once computed, this set can be reused for multiple queries.
Infinite-Horizon Cores
First, we define the notion of an ε-core. Intuitively, an ε-core is a set of states which can only be exited with probability less than ε.
Definition 3 (Core). Let M be an MDP and ε >
e. the probability of ever exiting S ε is smaller than ε.
When ε is clear from the context, we may refer to an ε-core by 'core'. Observe that the core condition is equivalent to
The set of all states S trivially is a core for any ε. Naturally, we are interested in finding a core which is as small as possible, which we call a minimal core.
Definition 4 (Minimal Core). Let M be an MDP and ε >
ε is an ε-core and there exists no ε-core S ε S * ε . When ε is clear from the context, we may refer to a minimal ε-core by 'minimal core'. In the running example, a minimal core for ε = 10 −6 would contain all states except the 'bit flipped' state and the 'recovery' subsystem, since they are reached only with probability τ < ε.
Remark 5. We note that this idea may seem similar to the one presented in [18] , but is subtly different. In that work, the authors consider a classical reachability problem using value iteration. They approximate the exit probability of a fixed set S ? to bound the error on the computed reachability.
In the following, we derive basic properties of cores, show how to efficiently construct them, and relate them to the approaches of [2, 6] .
First, we show that finding a core of a given size (for a non-trivial ε) is NP-complete.
Observe that this result only implies that finding minimal cores is hard. In the following, we introduce a learning-based approach which quickly identifies reasonably sized cores.
Theorem 7. Let M be an MDP and ε > 0. A set S ε ⊆ S is an ε-core of M if and only if for every
For formal proof see, Appendix A.1. This theorem shows that for any reachability objective R, we can determine P max [♦R] up to ε precision by determining the reachability of R on the sub-model induced by any ε-core, i.e. by only considering runs which remain inside S ε . This also shows that, in general, cores are necessary to determine reachability up to precision ε.
We emphasize that this does not imply that identifying a core is necessary for all queries. For example, we have that P max [♦{s 0 }] = 1 even without constructing any core. Nevertheless, for any non-trivial property, i.e. a reachability query with value less than 1 − ε, a computation restricted to a subset which does not satisfy the core property cannot give ε-guarantees on its results -only lower bounds can be proven. Thus, a set of states satisfying the core property has to be considered for non-trivial properties. In particular, the approach of [6] implicitly builds a core for such properties.
Of course, one could simply construct the whole state set S for the computation, which trivially satisfies the core condition. But, using the methods presented in the following section, we can efficiently identify a considerably smaller core. In particular, we observe in Section 5 that for some models we are able to identify a very small core orders of magnitude faster than the construction of the state set S, speeding up subsequent computations drastically.
Learning a Core
We introduce a sampling based algorithm which builds a core. In the interest of space, we only briefly describe the algorithm. Further discussion can be found in Appendix A.2 and [6] . We stress that the algorithm is structurally very similar to the one presented in [6] . Nevertheless, we present it explicitly here since (i) it is significantly simpler and (ii) we introduce modifications later on.
We assume that the model is described by an initial state and a successor function, yielding all possible actions and the resulting distribution over successor states. This allows us to only construct a small fraction of the state space and achieve sub-linear runtime for some models.
During the execution of the algorithm, the system is traversed by following the successor function, starting from the initial state. Each state encountered is stored in a set of explored states, all other, not yet visited states are unexplored. Unexplored successors of explored states are called partially explored. Furthermore, the algorithm stores for each (explored) state s an upper bound U (s) on the probability of reaching some unexplored state starting from s. The algorithm gradually grows the set of explored states and simultaneously updates these upper bounds, until the desired threshold is achieved in the initial state, i.e. U (s 0 ) < ε, and thus the set of explored states provably satisfies the core property. In particular, the upper bound is updated by sampling a path according to SamplePath and back-propagating the values along that path using Bellman backups.
SamplePath samples paths following some heuristic. In particular, it does not have to follow the transition probabilities given by the successor function. For example, a successor might be sampled with probability proportional to its upper bound times the transition probability. The intuition behind this approach is that all states which are unlikely to be reached are not relevant and hence do not need to be included in the core. By trying to reach unexplored states the algorithm likely only reaches states which indeed are important.
UpdateECs identifies MECs of the currently explored sub-system and 'collapses' them
← SamplePath(s 0 , U ) Generate path 3:
UpdateECs(S ε , U )
5:
for s in in reverse order do Back-propagate values 6:
into a single representative state. This is necessary to ensure convergence of the upper bounds to the correct value -technically this process removes spurious fixed points of U . For (a.s.) termination, we only require that the sampling heuristic is '(almost surely) fair'. This means that (i) any partially explored state is reached eventually (a.s.), in order to explore a sufficient part of the state space, and (ii) any explored state with U (s) > 0 is visited infinitely often (a.s.), in order to back-propagate values accordingly. Further, we require that the initial upper bounds are consistent with the given state set, i.e.
. This is trivially satisfied by U (·) = 1. Note that in contrast to [6] , the set whose reachability we approximate dynamically changes and, further, only upper bounds are computed.
Theorem 8. Algorithm 1 is correct and terminates (a.s.) if SamplePath is (a.s.) fair and the given upper bounds U are consistent with the given set S ε .
Proof Sketch. Correctness: By assumption U (s) initially is a correct upper bound for the 'escape' probability, i.e. U (s) ≥ P Termination: As we assumed that SamplePath is (a.s.) fair, eventually (a.s.) the whole model will be explored, and all MECs will be collapsed by UpdateECs. Then, all states are visited infinitely often (a.s.), and thus all upper bounds will eventually converge to 0.
Since Algorithm 1 is correct and terminates for any faithful upper bounds and initial state set, we can restart the algorithm at will and interleave it with other approaches refining the upper bounds. For example, one could periodically update the upper bounds using, e.g., strategy iteration. Further, we can reuse the computed upper bounds and state set to compute a core for a tighter precision.
Using Cores for Verification
We explain how a core can be used for verification and how our approach differs from existing ones. Clearly, we can compute reachability or safety objectives on a given core ε-precisely. In this case, our approach is not too different from the one in [6] . Yet, we argue that our approach yields a stronger result. Due to cores being an intrinsic object, we are able to reuse and adapt this idea easily to many other objectives. Observe that a dedicated adaption may still yield slightly better performance, but requires significantly more work. See for example [2] for an adaption to mean payoff.
To see how we can connect our idea to mean payoff, we briefly explain this objective and then recall an observation of [2] . First, rational rewards are assigned to each state. Then, the mean payoff of a particular run is the average reward obtained in the limit. The mean payoff under a particular strategy then is obtained by integrating over the set of all runs. As mentioned by [2] , a mean payoff objective can be decomposed into a separate analysis of each (explored) MEC and a (weighted) reachability query optimal mean payoff = sup
Since we can bound the reachability on unexplored MECs by the core property, we can easily bound the error on the computed mean payoff (assuming we know an a-priori lower and upper bound on the reward function). Consequently, we can approximate the optimal mean payoff by only analysing the corresponding core. Similarly, LTL queries and parity objectives can be answered by a decomposition into analysis of MECs and their reachability. Intuitively, given a MEC one can decide whether the MEC is 'winning' or 'losing' for these objectives. The overall probability of satisfying the objective then equals the probability of reaching a winning MEC [3] . We can bound the reachability of unexplored MECs and thus the error we incur when only analysing the core.
In general, many verification tasks can be decomposed into a reachability query and analysis of specific parts of the system. Since our framework is agnostic of the verification task in question, it can be transparently plugged in to obtain significant speed-ups.
We highlight that our approach is directly applicable to models with infinite state space, since finite cores still may exist for these models.
Beyond Infinite Horizon
In the previous section, we have seen that MECs play an essential role for many objectives. Hence, we study the interplay between cores and MECs.
This implies that sufficiently reachable MECs always need to be contained in a core entirely. Many models comprise only a few or even a single MEC, e.g., restarting protocols like mutual exclusion or biochemical models of reversible reactions. Together with the result of Theorem 7, i.e. constructing a core is necessary for ε-precise answers, this shows that in general we cannot hope for any reduction in state space, even when only requiring ε-optimal solutions for any of the discussed properties. In particular, the approach of [6] necessarily has to explore the full model. Yet, real-world models often exhibit a particular structure, with many states only being visited infrequently. Since we necessarily have to give up on something to obtain further savings, we propose an extension of our idea, motivated by a modification of our running example.
Instead of a one-way trip, consider the plane going back and forth between the origin and the destination, as shown in Figure 2 . Clearly, the plane eventually will suffer from a bit flip, independently of the strategy. Furthermore, assuming that there is a non-zero probability of not being able to recover from the error, the plane will eventually crash.
We make two observations. First, any core needs to contain at least parts of the recovery sub-system, since it is reached with probability 1. Thus, this (complex) sub-system has to be constructed. Second, the witness strategy is meaningless, since any strategy is optimalthe crash cannot be avoided in the long run. In particular, deliberately crashing the plane has the same long run performance as flying it 'optimally'. In practice, we often actually are interested in the performance of such a model for a long, but not necessarily infinite horizon.
To this end, one could compute the step bounded variants of the objectives, but this incurs several problems: (i) choosing a sensible step bound, (ii) computational overhead (a precise computation has a worst-case complexity of |∆| · n even for reachability, where n is the step bound), and (iii) the full model has to be constructed 2 . In the following, we present a different approach to this problem, again based on the idea of cores.
Finite-Horizon Cores
We introduce finite-horizon cores, which are completely analogous to (infinite-horizon) cores, only with a step bound attached to them.
Definition 10 (Finite-Horizon Core). Let M be an MDP, ε > 0, and n
∈ N. A set S ε,n ⊆ S is an n-step ε-core if P max [♦ ≤n S ε,n ] <
ε and it is a minimal n-step ε-core if it is additionally inclusion minimal.
As before, whenever n or ε are clear from the context, we may drop the corresponding part of the name. Again, similar properties hold and we omit the completely analogous proof.
Theorem 11. Fix an MDP M, precision ε > 0, and step bound n ∈ N. Then S ε,n ⊆ S is an n-step ε-core if and only if for all R ⊆ S we have
These finite-horizon cores are much smaller than their 'infinite' counterparts on some models, even for large n. For instance, in our modified running example of Figure 2 , omitting the 'complex' states gives an n-step core even for very large n (depending on τ ). On the other hand, finding such finite cores seems to be harder in practice. Naively, one could apply the core learning approach of Algorithm 1 to a modified model where the number of steps is encoded into the state space, i.e. S = S × {0, . . . , n}. Unfortunately, this yields abysmal performance, since we store and back-propagate |S| · n values instead of only |S|. Nevertheless, we can efficiently approximate them by enhancing our previous approach with further observations.
Learning a Finite Core
In Algorithm 2, we present our learning variant for the finite-horizon case. This algorithm is structurally very similar to the previous Algorithm 1. The fundamental difference is in Line 6, where the bounds are updated. One key observation is that the probability of
Algorithm 2 LearnFiniteCore
Input: MDP M, precision ε > 0, step bound n, upper bounds GetBound / UpdateBound, state set S ε,n with s 0 ∈ S ε,n Output: S ε,n s.t. S ε,n is an n-step ε-core 1: while GetBound(s 0 , n) ≥ ε do
2:
← SamplePath(s 0 , n, GetBound) Generate path
3:
S ε,n ← S ε,n ∪ Update Core 4: 
UpdateBound s, r, max a∈A(s) s ∈S ∆(s, a, s ) · GetBound(s , r − 1) Figure 3 An example for the different approximation approaches. The graphs depict the probability of exiting the core on the y axis within a given amount of steps on the x axis by a solid line and the corresponding approximation returned by GetBounds by a dashed line. From left to right, we have example bounds, which agree with the dense representation, followed by our sparse approach, which over-approximates the bounds, but requires less memory, and finally an adaptive approach, which closely resembles the precise bounds while consuming less memory.
reaching some set R within k steps is at least as high as reaching it within k − 1 steps, i.e. P max s [♦ ≤k R] < ε is non-decreasing in k for any s and R ⊆ S. Therefore, we can use function over-approximations to store upper bounds sparsely and avoid storing n values for each state. To allow for multiple implementations, we thus delegate the storage of upper bounds to an abstract function approximation, namely GetBound and UpdateBound. This approximation scheme is supposed to store and retrieve the upper bound of reaching unexplored states for each state and number of remaining steps. We only require it to give a consistent upper bound, i.e. whenever we call UpdateBound(s, r, p), GetBound(s, r ) will return at least p for all r ≥ r. Moreover, we require the trivial result GetBound(s, 0) = 0 for all states s. In the following Section 4.3, we list several possible instantiations.
Theorem 12. Algorithm 2 is correct if UpdateBound-GetBound are consistent and correct w.r.t. the given state set S ε,n . Further, if UpdateBound stores all values precisely and SamplePath samples any state reachable within n steps infinitely often (a.s.), the algorithm terminates (a.s.).

Sketch. Correctness:
As before, the upper bound function is only updated through Bellman backups, which preserve correctness.
Termination: Given that the upper bound function stores all values precisely, the algorithm is an instance of asynchronous value iteration, which is guaranteed to converge [17] .
Implementing the function approximation
Several instances of the UpdateBound-GetBound approach are outlined in Figure 3 memory, since we do not need exact values in order to just guide the exploration. Hence, in our implementation, we use a simple sparse approach where we only store the value every K steps, where K manually chosen. This is depicted in Figure 3b for K = 10 -every black dot represents a stored value, the dashed lines represent the value returned by GetBounds. The adaptive approach of Figure 3c adaptively chooses which values to store and is left for future work.
Stability and its applications
In this section, we explain the idea of a core's stability. Given an n-step core S ε,n , we can easily compute the probability P max [♦ ≤N S ε,n ] of exiting the core within N > n steps using, e.g., value iteration. The rate of increase of this probability intuitively gives us a measure of quality for a particular core. Should this exit probability rapidly approach 1 for increasing N , we know that the system's behaviour may change drastically within a few more steps. If instead this probability remains small even for large N , we can compute properties with a large step bound on this core with tight guarantees. We define stability as the whole function mapping the step bound N to the exit probability, since this gives a more holistic view on the system's behaviour than a singular value. In the following, we give an overview of how finite cores and the idea of stability can be used for analysis and interpretation, helping to design and understand complex systems.
As we have argued in the introduction of this section, infinite-horizon properties may be deceiving, since (unrecoverable) errors often are bound to happen eventually. Consequently, one might be interested in a 'very large'-horizon analysis instead of an infinite one. Unfortunately, such an analysis scales linearly both with the number of transitions and the horizon. Considering that many systems have millions of states, an analysis with a horizon of only 10,000 steps is already out of reach for existing tools. We first show how stable cores can be used for efficient extrapolation to large horizons.
For simplicity, we consider reachability and argue how to transfer this idea to other objectives. We apply the ideas of interval iteration as used in, e.g., [10, 6] , as follows. Intuitively, since we have no knowledge of the partially explored states, we simply assume the worst / best case for them, i.e. assign a lower bound of 0 and upper bound of 1. Furthermore, any explored target state is assigned a lower and upper bound of 1. By applying interval iteration, we can obtain bounds on the N -step and even unbounded reachability. Through the core property, the bounds for N ≤ n necessarily are smaller than ε. But, for larger N , there are no formal guarantees given by the core property. It might be the case that the core is left with probability 1 in n + 1 steps. Nevertheless, we can use the stability to compute a-priori error bounds.
In practice, this allows us to get good approximations even for much larger bounds. Often the computation of an n-step core and subsequent approximation of the desired property is even faster than directly computing the N -step property, as shown in the evaluation.
For LTL and parity objectives, we can simply preprocess the obtained n-core by identifying the winning MECs and then applying the reachability idea, to obtain bounds on the satisfaction probability on the core. In the case of mean-payoff, we again require lower and upper bounds on the rewards r min and r max of the system in order to properly initialize the unknown values. Then, with the same approach, we can compute bounds on the n-step average reward by simply assign the lower and upper bounds r min and r max to all unexplored states instead of 0 and 1. See Figure 4 for a schematic plot of this analysis. Here, the 50-step core is too coarse for any reasonable analysis, it is unstable and can be exited with high probability. On the other hand, the 200-step core is very stable and accurately describes the system's behaviour for a longer period of time. Noticeably, it also contains a MEC guaranteeing a lower bound on the average reward, hence the lower bound actually agrees with the true value. Since the system may be significantly larger than the bounded cores or even infinitely large, this analysis potentially is much more efficient than analysis of the whole system, as shown in the experimental evaluation.
Note that we cannot use this method to obtain arbitrarily precise results. Given some n-step core and some (step bounded) property, there is a maximal precision we can achieve, depending on the property and the structure of the model. Hence, this method primarily is useful to quickly obtain an overview of a system's behaviour instead of verifying a particular property. As we have argued, one cannot avoid constructing a particular part of the state space in order to obtain an ε-precise result. Nevertheless, this may provide valuable insights in a system, quickly giving a good overview of its behaviour or potential design flaws.
We highlight that the presented algorithm can incrementally refine cores. For example, if a 100-step core does not yield a sufficiently precise extrapolation, the algorithm can reuse the computed core in order to construct a 200-step core. By applying this idea in an interactive loop, one can extract a condensed representation of the systems behaviour automatically, with the possibility for further refinements until the desired level of detail has been obtained.
Experimental Evaluation
In this section we give practical results for our algorithms on some examples, both the hand-crafted plane model and hand-picked models from case studies.
Implementation Details
We implemented our approach in Java, using PRISM [12] as a library for parsing its modelling language and basic computations. The implementation supports Markov chains, continuoustime Markov chains (CTMC, via embedding or uniformization [17, Ch. 11.5]) and Markov decision processes. Further, we implemented our own version of some utility classes, e.g., explicit MDP representation and MEC decomposition. Inspired by the results of [6] , we considered the following sampling heuristics. Given a state s, each heuristic first selects an action a which maximizes the expected upper bound. If there are multiple such actions, one of them is randomly selected. Then, a successor is chosen as follows: The RN (Random) heuristics samples a successors according to ∆(s, a). The GD (Guided) approach samples a successor weighted by the respective upper bound, i.e. randomly select a state with probability proportional to U (s ) · ∆(s, a, s ) or GetBound(s , r) · ∆(s, a, s ), respectively. Finally, MX (Max) samples a successor s with probability proportional only to its upper bound U (s ) or GetBound(s , r), respectively. Recall that our algorithms can be restarted with faithful upper bounds and thus we can interleave it with other computations. In our implementation we alternate between the guided exploration of Algorithm 2 and precise computation on the currently explored set of states, guaranteeing convergence in the finite setting.
Models
In our evaluation, we considered the following models. All except the airplane model are taken from the PRISM case studies [15] . airplane is our running example from Figure 1 and Figure 2 , respectively. The parameter return controls whether a return trip is possible, size quadratically influences the size of the 'recovery' region. zeroconf [13] describes the IPv4 Zeroconf Protocol with N hosts, the number K of probes to send, and a probability of a message loss. wlan [14] is a model of two WLAN stations in a fixed network topology sending messages on the shared medium. brp is a DTMC modelling a file transfer of N chunks with bounded number MAX of retries per chunk. Finally, cyclin is a CTMC modelling the cell cycle control in eukaryotes with N molecules. We analyse this model using uniformization.
Results
We evaluated our implementation on an i7-4700MQ 4x2.40 GHz CPU with 16 GB RAM. We used a default precision of 10 −6 for all experiments. The results for the infinite and finite construction are summarized in Table 1 and Table 2 , respectively. We briefly discuss them in the following sections. Note that the results may vary due to the involved randomization.
Infinite Cores
As already explained in [6] , the zeroconf model is very well suited for this type of analysis, since a lot of the state space is hardly reachable. In particular, most states are a result of collisions and several message losses, which is very unlikely. Consequently, a very small part of the model already satisfies the core property. In particular, the size of the core remains practically constant when increasing the parameter K, as only unimportant states are added to the system. Observe that the order of magnitude of explored states is very similar to the experiments from [6] . The same holds true for the airplane model, where a significant number of states is dedicated to recovering from an unlikely error. Hence, a small core Figure 5 Stability analysis of the wlan (left) and cyclin(N = 4) (right) 100-step core built with the GD heuristic. The graphs show the probability of exiting the respective core within the given amount of steps. Note that the y axis of the wlan graph is scaled for readability.
exists independently of the total size of the model. The brp model shows applicability of the approach to Markov chains. In line with the other results, when scaling up the maximal number of allowed errors, the size of the core changes sub-linearly, since repeated errors are increasingly unlikely. In case of the wlan model, we observe that all our methods essentially construct the full model.
Comparison to [6] : We also executed the tool presented in [6] where applicable (only MDP are supported). We tested the tool both with a bogus false property, i.e. approximating the probability of reaching the empty set, and an actual property. We used the MAX_DIFF heuristic of [6] , which is similar to GD. Especially on the false property, our tool consistently outperformed the previous one in terms of time and memory by up to several orders of magnitude. We suspect that this is mostly due to a more efficient implementation. The number of explored states was similar, as to be expected in light of Theorem 7 and its discussed consequences.
Finite Cores
As expected, the finite core construction yields good results on the airplane model, constructing only a small fraction of the state space. Interestingly, the MX heuristic explores significantly more states, which is due to this heuristic ignoring probabilities when selecting a successor and thus sampling a few paths in the recovery region. Also on the real-world models wlan and cyclin, the constructed 100-step core is significantly smaller than the whole model. For wlan, the construction of the respective cores unfortunately takes longer than building the whole model. We conjecture that a more fine-tuned implementation can overcome this issue. In any case, model checking on the explored sub-system supposedly terminates significantly faster since only a much smaller state space is investigated, and the core can be re-used for more queries.
Finally, we applied the idea of stability from Section 4.2 on the wlan and cyclin models, with results outlined in Figure 5 . Interestingly, for the wlan model, the escape probability stabilizes at roughly 0.017 and we obtain the exact same probability for all heuristics, even for N = 10,000. This suggests that by building the 100-step core we identified a very stable sub-system of the whole model. Additionally, we observe that at 200-400 steps, the behaviour Figure 6 Overview of an extrapolation analysis for cyclin(N = 4). We computed several step-bounded cores with precision 10 −3 . On these, we computed bounds of a reachability query with increasing step bound. The table on the left lists the time for model construction + computation of the bounds for 1000 steps and the size of the constructed model. The plot on the right shows the upper and lower bounds computed for each core together with the true value. Observe that for growing step-size of the core, the approximation naturally gets more precise.
of the system significantly changes. For the cyclin model, we instead observe a continuous rise of the exit probability. Nevertheless, even with 500 additional steps, the core still is only exited with a probability of roughly 6% and thus closely describes the system's behaviour.
On the cyclin model, we also applied our idea of extrapolation. The results are summarized in Figure 6 . To show how performant this approach is, we reduced the precision of the core computation to 10 −3 . Despite this coarse accuracy, we are able to compute accurate bounds on a 1000-step reachability query over 10 times faster by only building the 200-step core instead of constructing the full model. These results suggest that our idea of using the cores for extrapolation in order to quickly gain understanding of a model has a vast potential.
Heuristics
Overall, we see that the unguided, random sampling heuristic RN often is severely outperformed by the guided approaches GD and MX, both in terms of runtime and constructed states. Surprisingly, the differences between GD and MX often are small, considering that MX is significantly more 'greedy' by completely ignoring the actual transition probabilities. We conjecture that this greediness is the reason for the abysmal performance of MX on the cyclin model, where GD seems to strike the right balance between exploration and exploitation. Altogether, the results show that a sophisticated heuristic increases performance by orders of magnitude and further research towards optimizing these heuristic may prove beneficial.
Conclusion
We have presented a new framework for approximate verification of probabilistic systems via partial exploration and applied it to both Markov chains and Markov decision processes. Our evaluation shows that, depending on the structure of the model, this approach can yield significant state space savings and thus reduction in model checking times. Our central ideafinding relevant sub-parts of the state space -can easily be extended to further models, e.g., stochastic games, and objectives, e.g., mean payoff. We have also shown how this idea can be transferred to the step-bounded setting and derived the notion of stability. This in turn allows for an efficient analysis of long-run properties and strongly connected systems. Future work includes implementing a more sophisticated function approximation for the step-bounded case, e.g., as depicted in Figure 3c . Here, an adaptive method could yield further insight in the model by deriving points of interest, i.e. an interval of remaining steps where the exit probability significantly changes. These breakpoints might indicate a significant change in the systems behaviour, e.g., the probability of some error occurring not being negligible any more, yielding interesting insights into the structure of a particular model. For example, in the bounds of Figure 3 , the regions around 20 and 40 steps, respectively, seems to be of significance.
In the spirit of [6] , our approach also could be extended to a PAC algorithm for black-box systems. Extensions to stochastic games and continuous time systems are also possible.
Further interesting variations are cores for discounted objectives [19] or cost-bounded cores, a set of states which is left with probability smaller than ε given that at most k cost is incurred. This generalizes both the infinite (all edges have cost 0) and the step bounded cores (all edges have cost 1) and allows for a wider range of analysis.
A Appendix
A.1 Proofs
. . . Figure 7 The MDP used in the reduction from Knapsack to cores.
Proof of Theorem 6. Containment: The problem is in NP, since the reachability problem of a given set of states in MDP is in P. Thus, a core serves as its own, linearly sized certificate.
Hardness: For hardness, we show a reduction from the 0/1-Knapsack problem. Let n be the number of objects, v 1 , . . . , v n their values, w 1 , . . . , w n their weights, v the threshold value and w the weight limit, all as natural numbers. Set V = i v i the sum of all values. We assume w.l.o.g. that v ≤ 1 2 V -we can always add a 'useless' object with value 2 · v and weight w. The problem is to identify a subset I ⊆ {1, . . . , n} such that i∈I v i > v and i∈I w i < w, i.e. to aggregate a value of at least v in a knapsack of capacity w. 3 We construct the MDP M as depicted in Figure 7 . The constant m is given by m := ε/(V − v). Observe that since we fixed ε, m is of polynomial size. Furthermore, we fix k = w + 1. Now, we show via case distinction that M has an ε-core of size k iff the given Knapsack instance is solvable.
First, assume that the Knapsack problem is solvable and let I ⊆ {1, . . . , n} be the mentioned witness. Choose S ε = {s 0 , s − } ∪ i∈I {s i,1 , . . . , s i,wi }. Clearly, |S ε | = 2 + i∈I w i < 2 + w = 1 + k, and consequently |S ε | ≤ k. Moreover, we have that S ε = i / ∈I {s i,1 , . . . , s i,wi }, and thus
Consequently, S ε is an ε-core. Now, assume that the Knapsack problem is unsatisfiable, i.e. for every I ⊆ {1, . . . , n} we have that either i∈I w i ≥ w or i∈I v i ≤ v. We show that there exists no core of size at most k via contradiction. Thus, assume that S ε is a core of M with |S ε | ≤ k. Clearly, {s 0 , s − } ⊆ S ε , since s − is reached with probability 1 − m · i∈{1,...,n} v i = 1 − ε V V −v ≥ 1 − 2ε ≥ ε (since ε ≤ 1 4 by assumption). Let now I = {i ∈ {1, . . . , n} | s i,1 ∈ S ε }. We distinguish the following two cases -by assumption, at least one of the two is true for any such I . i∈I v i ≤ v: Then, clearly {s i,1 | i / ∈ I } ⊆ S ε is reached with probability
contradicting the assumption that S ε is a core.
i∈I w i ≥ w: Observe that for a fixed i w.l.o.g. either all states s i,k are in the core or none of them. Assume that s i,k ∈ S ε , but s i,k+1 / ∈ S ε . Then, we could simply remove s i,k from S ε to obtain S ε . Clearly, we have that the probabilities of reaching S ε and S ε are equal and S ε is smaller than S ε . Thus, if S ε is a core of size less than k, S ε is, too. Hence, we have that S ε = {s 0 , s} ∪ i∈I {s i,1 , . . . , s i,n } and by assumption |S ε | = 1 + i∈I w i ≥ 2 + w > k.
Proof of Theorem 7. We prove both directions of the equivalence separately.
First, let S ε be a core of M and R ⊆ S states in M. Clearly,
by simple case distinction. Furthermore, we have that
Together, we obtain
For the other direction, assume that S S is not a core. Now, pick R = S , R = ∅ by assumption. Clearly R ∩ S = ∅, hence we only need to prove that P max [♦R] > ε. By definition, since S is not a core, we have that P max [♦S ] > ε.
A.2 Detailed discussion of Algorithm 1
In this section, we describe Algorithm 1 in more detail, in particular, we explain the subroutine UpdateECs.
Recall that the algorithm maintains a set of explored states, which is repeatedly expanded until it satisfies the core condition. Not yet explored states are called unexplored. Furthermore, for each explored state, the algorithm keeps an upper bound U on the probability of reaching some unexplored state.
The sampling in SamplePath follows actions according to some heuristic, guiding it towards important, unexplored states. In particular, SamplePath is not obliged to sample according to the underlying transition probabilities, but it can arbitrarily pick the successor state. This can lead to significant speed-ups in practise.
The subroutine UpdateECs identifies end components in the currently explored subsystem and 'collapses' them into a single representative state. Alternatively, this can be viewed as linking the bounds of all states in each end component together. In particular, each state's bound is set to the maximum bound of all actions leaving the end component, omitting all 'internal' actions.
Recall that from each state within an EC we can reach each other state with probability one. Hence, if, for example, state s can reach unexplored states with probability 0.5, so can every state s in the EC by first moving to s and then following the actions necessary to achieve the 0.5 probability.
Furthermore, ECs without outgoing edges are the only parts of the system which 'create' 0 upper bounds -only there do we know for sure that no unexplored state can be reached.
From a technical view, this operation removes fix points of the value iteration operator: Since upper bounds of newly explored states are initialized to 1, any new EC naturally would have a bound of 1 on all their states. Since any state can reach any other inside the EC, the bounds would never decrease without proper handling. This leads to a spurious fixed point, preventing convergence.
This issue is more thoroughly explained in [6, 2] .
