Abstract-This paper proposes a systematic synthesis methodology for a combined feedforward/feedback architecture to control multiple-input, multiple-output nanopositioning systems. Coprime factorization of the open loop model is used to design the reference and feedforward filters of the proposed control scheme to achieve enhanced tracking, eliminate the limitation of the feedback on tracking performance, and increase the bandwidth of the closed-loop system. Two types of coprime factorization, namely inner-outer factorization and normalized coprime factorization are discussed. A case study based on hardware experiment is presented to analyze the proposed control architecture and demonstrate its superiority over feedback-only control. In addition to the no-load case, the performance of the system is also tested with loads on the nanopositioning stage.
I. INTRODUCTION
N ANOPOSITIONING stages are used in a wide range of nanosciences and nanotechnologies, for example, atomic force microscopes (AFMs), scanning tunneling microscopes, lithography tools, and molecular biology [1] . These stages are typically flexible structures driven by piezoelectric actuators with the position measured by capacitive sensors. Piezoelectric actuators produce large forces with frictionless motion which makes these devices ideal for high-speed and high-resolution positioning [2] . However, control of nanopositioning stages is technically challenging [1] , [3] . The dynamic control is limited by several nonlinearities, such as hysteresis and creep, and many lightly damped resonances whose frequencies vary with load [1] , [4] . Robust feedback control theory, such as negative-imaginary systems theory [5] , [6] in the context of nanopositioning control, can be used to desensitize the closed loop against some of these uncertainties and disturbances.
A. Limitations of Feedback Control
Tracking control of nanopositioning systems can be achieved using feedback schemes. However, for such lightly damped systems, controllers are typically designed with low bandwidth to preserve robustness [3] , [7] and therefore the operating bandwidth of the closed loop is limited. Moreover, applications have recently emerged with high demands of increasing bandwidth and load requirements [1] , [8] . In response to these requirements and to overcome the challenging problem of the bandwidth limitation, several feedback controllers have been introduced in the literature attempting to damp the resonant peaks and increase the bandwidth (see for example [3] , [9] - [12] and references therein). However, these methods are still has the well-known fundamental limitations of feedback [13] . Six fixed-structure feedback-based damping control techniques have been analyzed and experimentally compared in [14] with a conclusion that the performance is fairly similar among these schemes. In practice, the maximum closed-loop bandwidth is less than 2% of the first resonance frequency when single degree-of-freedom feedback-only control is used [3] .
B. Feedforward Control
The role of feedforward control in nanopositioning applications is reviewed in [8] . Inversion-based feedforward controllers are popular as solutions for high speed scanning. However, feedforward controllers lack the necessary robustness when nonlinearities and model uncertainties exist, which is inevitable in nanopositioning stages. Furthermore, if a significant change of the resonant peak occurs, feedforward control becomes infeasible [3] . Existence of nonminimum phase zeros represents another limitation for the implementation of inversion-based feedforward control. Therefore, the implementation of inversion-based feedforward controllers for nanopositioning stages can only considered for limited applications where the resonant frequencies are stable or the controller can be recalibrated online or offline [10] , [15] , [16] . Bounds on the uncertainty of the plant dynamics for the implementation of inversion-based feedforward control in nanopositioning systems are discussed in [17] .
C. Feedforward/Feedback Control
In control theory, methods to relieve the fundamental limitations imposed by single degree-of-freedom control This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ while preserving the robustness properties include two degree-of-freedom control or more precisely combined feedforward/feedback (Ff/Fb) control. Two degree-of-freedom controllers possess advantages over one degree-of-freedom ones [18] . Ideally, the feedforward filter is designed via inversion of the nominal open loop model to enhance the tracking performance while the feedback controller maintains the robustness of the system against disturbances and uncertainties.
For nanopositioning systems, a combination of feedforward and feedback control can be considered to improve the tracking performance, increase the bandwidth, and retain the robustness of the closed-loop system [19] . For certain choices of reference trajectories, the feedforward filter is used for input-shaping to minimize excitation of the vibration modes. For instance, in [20] , the feedforward/feedback structure is used to shape certain types of reference signals in an attempt to improve the positioning accuracy. If the type of the reference trajectory is not available, then the feedforward filter is designed via inverting the dynamics of the system. Two types of feedforward/feedback control based on the inversion approach, that is, inverting either the model of the open loop system or the model of the closed-loop system, are discussed in [21] with a concluding remark that the open loop inversion method is more useful for better positioning performance. Eleftheriou and Moheimani [22] have discussed the role of the feedforward/feedback control design in improving the bandwidth of the closed-loop system without compromising the robustness properties.
On the other hand, conventional Ff/Fb control inherits the synthesis challenges of the feedforward control for nonminimum phase systems, where the inversion of nonminimum phase systems produces internally unstable systems. This limitation of the conventional Ff/Fb for nanopositioning systems has been discussed in [22] . Moreover, the discrepancy between the system dynamics and the fitted model affects the tracking performance and limits the advantages of the design. Given these factors, Ff/Fb control schemes are poorly explored in depth for nanopositioning stages. Pao et al. [23] have combined a PI feedback controller with a model-inversebased feedforward filter for an AFM application, yet the results are based on simulation study only and for a decoupled system. In [22] , a combined Ff/Fb control is proposed where the design of the feedback controller is associated with the design of the feedforward filter via one cost function, a minimization problem and LMI.
D. SISO Stages Versus MIMO Stages
The literature of nanopositioning systems is rich with SISO control design associated with single degree-of-freedom feedback structure. Multiaxis stages are commonly considered as decoupled systems where cross-coupling between channels is ignored (see [1] , [24] , [25] , and references therein). This trend is due to the fact that coupling in flexible structures becomes negligible when operating at very low speed [26] . However, the coupling becomes more significant as the operational speed increases. The decoupling assumption becomes questionable when the operating bandwidth is close to the first resonant peak.
E. Contribution of the Paper
System factorization in control theory has played a crucial role for improving the design of combined Ff/Fb control structures to achieve enhanced tracking [27] . Special forms of coprime factorization can be utilized to enable the design of the feedforward filter in case of nonminimum phase zeros to enhance the tracking performance of the system. Ff/Fb structures based on coprime factorization have not been previously investigated for nanopositioning systems. In this paper, we propose a systematic Ff/Fb control method for multiple-input, multiple-output (MIMO) nanopositioning stages based on a specific two degree-of-freedom structure. The proposed structure is a special case of a class discussed in [28] and [29] , which in turn builds on [27] and [30] . Coprime factorization of the nominal open loop stage's model is used to design the reference filter and the feedforward filter of the architecture, and hence overcome the problem of inverting nonminimum phase zeros. The proposed Ff/Fb structure increases the bandwidth of the closed loop while preserving the robustness of the system. It separates completely the nominal tracking performance of the system from the robustness consideration of the feedback loop. In the nominal case, the feedback controller has no effect on the tracking performance of the system. The feedback controller can be designed using any well-known method in the literature and in this paper it is synthesized using the H ∞ loop-shaping design method. A two-axis commercial stage is used to test the proposed control method and analyze its effectiveness.
The paper begins with the design methodology for enhanced tracking by using Ff/Fb structure as described in Section II. The effectiveness of the proposed methodology is demonstrated via a case study on the commercial nanopositioning stage NPS-XY-100A from Queensgate, Inc. in Section III. A summary of the results along with concluding remarks is provided in Section IV.
II. DESIGN METHODOLOGY FOR ENHANCED TRACKING
Consider the control structure proposed in [28] and [29] . The same structure is shown in Fig. 1 with conventional diagram flow for ease of understanding from an engineering point of view.
Let G be a continuous LTI transfer function matrix that represents the model of the nanopositioning system and can be factorized as G = N M −1 , where N and M are right coprime factors. Let C b be a feedback controller that is designed by any existing method. The external filters X, Y , and F are designed to be stable so that the reference injection and the control action injection are bounded signals.
The transfer function matrix from the reference command vector r to the output position vector y is given by
It is also important to consider the transfer function matrix from the reference vector r to the system input vector u as this is a measure for control energy and actuator effort to achieve the required tracking performance. This transfer function from r to u is given by
Using the coprime factors M and N to design the feedforward and reference filters such that X = M and Y = N yields T ry = N F and T ru = M F. Therefore, it can be seen that this structure separates the nominal set-point tracking design from the robustness feedback design of the closed-loop system. The nominal output-tracking performance is only constrained by the Right-Half-Plane (RHP) zeros of the stage and the nominal control action is only constrained by the RHP poles of the stage. No limitation results from the RHP zeros or poles of the feedback controller C b and no limitation results from the RHP poles of the stage on the tracking performance. Furthermore, as X and Y are in RH ∞ , the feedback loop shown in Fig. 1 between G and C b can be considered separately. Hence, the robustness and the nominal tracking performance of the system can be designed independently. This can be compared with the standard feedback-only control or any other combined Ff/Fb structure where the feedback controller C b also affects the nominal tracking performance of the system. Furthermore, the results in [30] and [31] quantify, in terms of distance metrics and stability margins, how the nominal stability margin, the nominal tracking transfer function T ry = N F, and the nominal control action T ru = M F change when there is a discrepancy between the real plant and the nominal plant used in design.
Another control architecture is proposed in [30] to eliminate the detrimental effects of feedback control on tracking performance. In that structure, the feedback controller C b is decomposed into a left coprime factorization C b =Ṽ −1Ũ withṼ andŨ satisfying the Bezout identityṼ M +Ũ N = I . The designed controller is then implemented in two parts such thatṼ −1 appears in the forward path andŨ appears in the feedback path. The architecture shown in Fig. 1 from [28] and [29] with (X, Y ) = (M, N) is equivalent to the feedback architecture in [30] , yet, the advantage as shown in Fig. 1 is that the controller C b does not need to be split up into two parts. Hence, we focus on the feedback architecture shown in Fig. 1 to propose an enhanced tracking control design for nanopositioning systems and this control architecture will be considered in the rest of the paper.
A. Coprime Factorization Over RH ∞
It has been shown in the previous subsection that coprime factorization of the open loop system plays a crucial role in shaping the tracking performance of the presented combined Ff/Fb scheme via the design of the reference and feedforward filters such that Y = N and X = M. Coprime factorization over RH ∞ is not unique and in the sequel, the inner-outer factorization and the normalized coprime factorization are discussed as two special forms of coprime factorization that can be successfully used for the design of the Ff/Fb control structure for nanopositioning systems.
B. Inner-Outer Factorization
Inner-outer factorization (iof) is a special case of coprime factorization where for G ∈ RH ∞ the inner-outer factorization G = N M −1 gives N as an inner factor and M −1 as an outer factor. The transfer function N is called inner if N ∈ RH ∞ and N * N = I where the operation * is the L 2 -adjoint. If M −1 is stable and minimum phase, it is called an outer factor of G. Details on the computation of inner-outer factorization that includes the case of G being a biproper system can be found in [32] and references therein.
The inner-outer factorization is unique up to a constant unitary matrix and it is specifically useful for nonminimum phase but stable nanopositioning systems. The inner-outer factorization for a nonminimum phase stage gives M −1 as a minimum phase approximation obtained by reflecting all unstable zeros into their mirrored stable zeros around the imaginary axis. The bandwidth of the output signal is limited only by the locations of the nonminimum phases zeros of N. Using an inner-outer factorization for the discussed Ff/Fb structure has the advantage that the feedforward filter has intuitive frequency domain properties.
C. Normalized Coprime Factorization
A coprime factorization G = N M −1 is normalized right coprime factorization over RH ∞ when (N, M) are right coprime and N * N + M * M = I . The normalized coprime factorization (ncf) is unique up to right multiplication by a unitary matrix. The definition of the normalized coprime factorization means that N M is inner. This inner property induces that if the nanopositioning system G has high-gain at low frequencies, then N has a gain close to unity and M is small at low frequencies. Similarly, if G has smallgain at high frequencies, then N is small and M is close to unity at high frequencies [33] . Therefore, considering the control structure shown in Fig. 1 and for good tracking design, the frequency response of the nanopositioning system has to be shaped first using pre-and postweight functions W 1 and W 2 , and then the normalized coprime factorization can be obtained for the shaped system 1 
Using this technique, the weights W 1 and W 2 need to be included in the design structure directly and the architecture becomes as shown in Fig. 2 . In this case, the reference-tooutput and reference-to-input functions become, respectively, 
III. APPLICATION: THE NANOPOSITIONING SYSTEM NPS-XY-100 A
This section presents a case study for the design and implementation of the proposed Ff/Fb control structure. The commercial nanopositioning stage NPS-XY-100A from Queensgate, Inc. is considered as an example. The model of the stage is identified first, and then the controller is designed and implemented in hardware setup.
A. System Identification
The NPS-XY-100A stage is a nanopositioning system of two axes, x and y, with piezoelectric actuators and capacitive sensors. The supplied input to the system, u x and u y , are the voltages for the piezoelectric actuators, and the outputs, y x and y y , are the displacement along the two perpendicular axes represented by the voltage measured from the capacitive sensors. The stage is driven by two independent electronic circuitry units (NPS2100). To obtain the MIMO (two-by-two) model of the stage over the frequency range of interest, a pseudorandom binary sequence (PRBS) signal of 0.4 V pp (peak-to-peak magnitude) is applied to each input independently and the outputs of both channels are measured. The signal is applied to the system and the output is measured via the National Instruments DAQ card NI PCI-6154 with a sampling rate of 10 kHz. The signals are processed and the model is obtained using the subspace method via MATLAB System Identification Toolbox.
The measured response of the stage shows a symmetrical structure with near identical frequency response of both channels x and y. In addition, the frequency response indicates a nonminimum phase lightly damped system with multimode resonance frequency. The first resonant peak, identical for both channels x x and yy, occurs in the region of 1-1.5 krad/s with a dynamic range of about 10 dB. Fig. 3 shows the frequency response of the stage 2 along with the fitted continuous time transfer function for the diagonal channels G x x and G yy . The fitted transfer function is biproper of order 30 and achieves a fitting accuracy of 96.21% to collected data with MSE of 2.123 × 10 −5 . Making the fitted model a biproper transfer function is to minimize the effect of the modes corresponding to frequencies that lie outside the frequency region of interest [34] . The cross-coupling gain between the two channels is small at low frequency. However, as the frequency increases, the cross-coupling becomes higher (Fig. 5) . Therefore, for high bandwidth, which is the design target of this paper, a MIMO model of the stage is needed. The nonlinearity of the stage can be captured by plotting the Fourier Transform of the system response as shown in Fig. 6 . The PRBS signal has a length of 255 samples repeated n times to cover the length time of the experiment, with n being an even number. Every other term is inverted so that the even harmonics are suppressed [35] . The relative excitation at these frequencies then indicates the level of nonlinearity (Fig. 6) . Although nonlinearities are present and the main cause for these nonlinearities can be related to hysteresis [1] , the linear response is seen to dominate for the frequency range of interest and hence the system is assumed linear. This matches the manufacturing specifications of the stage that states a maximum linearity error of 0.02%, which equals to an error of 0.02 μm for the total range of 100 μm of the stage.
B. Nonminimum Phase Zeros
Generally speaking, the nonminimum phase zeros in nanopositioning models arise at high frequencies and are most likely due to delay in the actuator/sensor electronics. The fitted real-rational model approximates this delay with a Padé type approximation, thereby introducing nonminimum phase zeros at high frequencies. The delay in nanopositioning systems can arise from several factors such as sampling delay, noncollocated geometry of the stage's sensors and actuators, low bandwidth of the voltage amplifiers that drive the circuits or the low bandwidth of position sensors of the stage. In our case, the reader should note that the measured frequency response of the system includes the dynamics of all driving electronic units, the data acquisition card, and its driving PC that exist in the loop. The measured delay is four samples which equals to 0.4 ms. The HV amplifier and the NanoSensor of the controller unit (NPS2110) have bandwidths of 10 and 5 kHz, respectively. These two bandwidths are not high enough and could cause a delay in the measured response of the stage in the frequency region of interest. Therefore, the nonminimum phase zeros of the frequency response can be interpreted in light of the nondisclosed geometry of the stage and the existence of extra electronic circuitry with limited bandwidth in the loop. This information is important when interpreting the phase response of the system shown in Figs. 3 and 4 . 
C. Feedback Control
We design the feedback control C b by using the H ∞ loop shaping design method as proposed in [33] . Justification for the suitability of the H ∞ loop shaping control design and its robustness properties for nanopositioning stages can be found in [7] and [25] . In a standard H ∞ loop shaping control design, the precompensator W 1 and postcompensator W 2 are chosen to give the nominal plant G the desired frequency response for performance design. Then, after shaping the open loop system, a controller K ∞ is synthesized to stabilize the shaped system G s = W 2 GW 1 and to maximize the robust stability margin. The design of weighting functions in H ∞ loopshaping is not difficult and can be done by hand or using optimization software [36] . The feedback controller C b needs to be designed as best as possible using standard robustness design criteria regardless of the filters X and Y .
As the stage is symmetric and has sufficient rolloff rate at high frequency, we put W 2 = I and the precompensator weight W 1 is chosen to give the nominal stage model G the desired frequency response to achieve maximum bandwidth and 0% steady-state error while maintaining a good stability margin. Fig. 7 shows the singular values of the nominal stage model G and the open loop shaped system G s where the designed shaping weight is W 1 = 6 × 10 8 (s + 100) 2 /s(s + 1) 2 (s + 1000) 2 . The achieved stability margin is 0.38 which represents an allowance for normalized coprime factors uncertainty of 38%.
The implementation of the feedback controller depends on the chosen coprime factorization to design the reference and feedforward filters. For instance, if the normalized coprime factorization is to be used, then the implemented controller is C ncf b = K ∞ , and the weights W 1 and W 2 are implemented directly in the loop as shown in Fig. 2 with Y = N s and X = M s where
s . For the choice of inner-outer factorization, the implemented controller is the total function C iof b = W 1 K ∞ W 2 and its singular values plot is shown in Fig. 8 . In this case, the structure is implemented in standard form as shown in Fig. 1 with Y = N and X = M where G = N M −1 . We choose to absorb the weights with the controller in this case so that the feedforward injection is at the plant input as is common in the literature. Thus our results can be compared with published results. Note, however, that 
the injection could still take place before the weight W 1 as shown in Fig. 2 if one wishes.
D. Reference and Feedforward Filters
The reference and feedforward filters are designed using both choices of coprime factorization discussed before, that is, inner-outer factorization (iof) and normalized coprime factorization (ncf).
For the case of inner-outer factorization, both factors N and M include high-frequency gain. However, for practical reasons, the design requires a limited bandwidth to avoid actuator saturation, undesirable saturation, and so forth. Hence, the initial reference filter F should be designed as a low-pass filter F = 1/(s/α + 1) β I where I is an identity matrix of suitable dimension. The parameter β ≥ 1 and its value depends on the physical properties of the stage such as saturation limit and skew rate of the actuators. The parameter α > 0 and its value is determined by the required bandwidth of the system. In our case, we choose α = 1500 rad/s and β = 3. Using this design and for the nominal case, the reference-to-output and reference-to-input transfer functions become, respectively, T iof ry = N F and T iof ru = M F. For the choice of normalized coprime factorization, the design of the reference and feedforward filters is dictated by the normalized right coprime factorization of the shaped system used for the feedback controller synthesis in the previous subsection. Hence, the reference and feedforward filters are designed such as X ncf = M s and Y ncf = N s , respectively. Putting F = I and using this design, the reference-to-output and reference-to-input transfer functions in the nominal case become T ncf ry = N s and T ncf ru = W 1 M s . For comparison analysis, Fig. 9 shows the singular values plots of the designed tracking transfer function when using both coprime factorizations, iof and ncf, for the design of the reference and feedforward filters. The tracking transfer function for the case of feedback-only control (i.e., X = 0, Y = F = I ) is also included to clarify the merits of the proposed combined Ff/Fb structure. This figure highlights the benefits of the Ff/Fb structure contrasted with the feedbackonly control where the nominal tracking performance of the system is decoupled completely from the feedback controller in case of the Ff/Fb control design. This can be seen from the damped peak in the frequency response of the closed-loop system that exists only in the case of the feedback-only control. This peak corresponds to an overshoot in the closed-loop time-domain response. The inner-outer factorization produces a higher bandwidth and nominally the system can be operated at bandwidth higher than the first resonant peak. However, the robustness of the system is limited by the bandwidth of the feedback controller. This means any achieved nominal tracking bandwidth beyond the bandwidth of the feedback controller will be highly susceptible to noise and model uncertainty. For the case of the normalized coprime factorization, the nominal tracking transfer function is automatically associated with the robust performance guarantees of the feedback loop when the feedback controller is chosen via H ∞ loop shaping. The proposed Ff/Fb structure associated with ncf achieves a bandwidth of 421.94 rad/s with 0% overshoot while maintaining the robustness guarantees of the feedback control. Guaranteeing 0% overshoot by a feedback-only control, the maximum bandwidth that was obtained by the authors was only 60.34 rad/s.
In Fig. 10 , the singular values plots of the designed reference-to-input transfer functions for the three control designs (Ff/Fb with ncf, Ff/Fb with iof and feedback-only control) are presented. This figure can be used as a measure for the control effort needed in each case to achieve the nominal tracking performance of the system. The figure shows that for high-frequency input commands, the Ff/Fb associated with iof contains undesirable resonance peaks which makes the system prone to actuator saturation and high control action due to noise and model uncertainty. The case of the feedback-only control has a small damped peak before the transfer function rolls off in high frequencies. This peak does not exist for the Ff/Fb structure with ncf which is advantageous to avoid actuator saturation for command signals operating at the same frequency region.
E. No-Load Stage Versus Loaded Stage
One of the major challenges in controlling nanopositioning stages is the performance of these systems under load variations, that is, not in the nominal case. This is due to the structure and dynamics of these systems where the response of the stage changes dramatically following changes in load. For instance, in AFM applications the load of the stage is a representation of the weight of the sample to be scanned. For the stage in hand, the maximum allowed load weight is 1000 g. Fig. 11 shows the open loop model of the diagonal channels, G x x = G yy , of the stage for the nominal case of no-load and under the load of 800 g. The model of the stage under the load is identified using the same procedure presented before for identifying the no-load model. It can be seen that for the loaded case, the locations of the poles change and the resonant peaks of the frequency response shifts to the left. This is a well understood phenomenon of flexible structures which induces significant unstructured uncertainty [3] , [30] , [31] , and it makes the problem very challenging. Hence, the purpose of the control system for nanopositioning stages is to guarantee robust stability and robust tracking performance under load variations. Fig. 12 shows the singular values plots of the closed-loop reference-to-output tracking transfer function T ry for the no-load case and under the load of 800 g with the control structure being: Ff/Fb associated with iof, Ff/Fb associated with ncf and feedback-only control, respectively. It can be seen that the Ff/Fb associated with ncf is superior over the other designs with less deterioration in the tracking performance. This can be interpreted in light of the properties of normalized coprime factorization of shaped systems (see [30] , [31] , [33] for more details). Stability robustness of the system under load variations is guaranteed by the designed H ∞ feedback controller for all three control designs.
Therefore, it can be seen from Figs. 9, 10, and 12 that the proposed Ff/fb control structure associated with ncf produces the best tracking performance with high bandwidth and robustness to load variations. The Ff/Fb associated with iof can be used to obtain high bandwidth but at the expense of high control action which could be highly susceptible to noise and model uncertainty. It is also less robust to load variations. For the case study presented in this paper, the normalized coprime factorization is considered and the experimental results presented next are for the combined Ff/Fb control scheme by using normalized coprime factorization as shown in the block diagram in Fig. 2 .
F. Noise Responses
Following the discussion of [37] , three main sources of noise affect the positioning resolution of nanopositioning systems: amplifier voltage noise d i , external noise d o , and sensor noise n. As shown in Fig. 1 , the transfer functions from these noise sources to the position of the stage are given respectively by
From (3)- (5), it can be seen that the noise responses depend only on the feedback controller and indeed neither the feedforward nor the reference filters appear in these transfer functions. Hence, for the proposed Ff/Fb control design, the choice of the reference and feedforward filters X and Y does not affect the robustness against noises in the closed-loop system.
G. Experimental Results
The designed control scheme is implemented to control the NPS-XY-100A stage by using LabView RT module. The update rate of the controller is 8 kHz and the response is measured using the NI DAQ card NI PCI-6154 with 8 kHz sampling frequency. Fig. 13 shows the system setup for the experiment.
To demonstrate the merits of the proposed Ff/Fb control structure, the results in this section are presented for the closed loop with two control designs: feedback-only control and the proposed Ff/Fb associated with ncf. The case of the feedbackonly control indicates the same feedback controller used in the Ff/Fb design with X = 0 and F = Y = I .
1) No-Load Case:
The experimental frequency responses of the no-load closed-loop transfer functions T ry and T ru for both control designs are shown in Figs. 14 and 15 , respectively. The graphs show the superiority of the proposed control scheme over the feedback-only control where the frequency response of the tracking transfer function of the latter indicates a 5 dB damped peak that represents more than 20% overshoot. Moreover, the reference-to-input transfer function for the case of the feedback-only control has also a peaked region which indicates higher input energy to the stage in comparison with the case of the proposed control architecture for a reference signal in this frequency region. Figs. 16 and 17 show the time domain closed-loop response of the system to a reference signal on x channel for the case of feedback-only control and Ff/Fb with ncf, respectively. Two reference signals of 1 V pp triangular wave and two frequencies, 15 and 30 Hz, are injected to the system. The graphs show good tracking of the reference signal when using the proposed Ff/Fb control architecture and confirm the overshoot in the case of the feedback-only control design. The stage is inverted which explains the phase shift between the reference and input signals (see the phase plot shown in Fig. 3 for details).
2) Loaded Case:
A mass of 800 g is used to load the stage and the response of the closed-loop system is replotted under the same reference signals used before in the no-load case, that is, a triangular wave of 1 V pp magnitude and two frequencies: 15 and 30 Hz. The closed-loop experimental reference-tooutput tracking transfer function T ry and the reference-to-input transfer function T ru for the case of the loaded stage with 800 g mass and two nominal control designs, Ff/Fb associated with ncf and feedback-only control, are shown in Figs. 18 and 19 , respectively. The system follows the command signal with a good accuracy when the proposed Ff/Fb with ncf control scheme is used as shown in Fig. 21 . This is to be compared with the response of the system for the case of feedbackonly control as shown in Fig. 20 . It can be seen from these graphs that there is less deterioration in the response under the proposed Ff/Fb control scheme.
To quantify the improvement on the tracking for the proposed control structure over the feedback-only control, Table I summarizes the maximum positioning error of the closedloop system for the two control designs. The table includes the no-load case and the loaded case with different loads on the stage and various frequencies of the triangular wave reference signal. The table shows that the proposed control architecture produces the smallest worst case error across all loads and frequencies. Furthermore, to demonstrate the enhancement of the proposed control system graphically, Fig. 22 shows the positioning error between the reference 
IV. CONCLUSION
Using a special form of combined feedforward/feedback control structure as shown in Fig. 1 , good tracking performance properties and good robustness properties can be achieved for nanopositioning systems. In this control architecture, the tracking performance of the loop is independent of the feedback controller in the nominal case. Furthermore, the nominal control signal is independent of the feedback controller. Therefore, the nominal tracking performance criteria can be designed independently from the feedback controller which should be designed for robustness and noise reduction. Two forms of coprime factorization are discussed for the design of the reference and feedforward filters; the inner-outer factorization and the normalized coprime factorization. As a case study, the control scheme is applied to the commercial nanostage NPS-XY-100A from Queensgate using normalized coprime factorization. The proposed control achieves a bandwidth of 25% of the natural frequency of the first resonant peak and exhibits robustness against load variation on the stage. Results are verified in an experimental study using a triangle reference input of different frequencies.
