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Abstract
The Helgason Fourier transform on noncompact Riemannian symmetric spaces G/K is gen-
eralized to the homogeneous vector bundles over the compact dual spaces U/K . The scalar
theory on U/K was considered by Sherman (the local theory for U/K of arbitrary rank, and
the global theory for U/K of rank one). In this paper we extend the local theory of Sherman
to arbitrary homogeneous vector bundles on U/K . For U/K of rank one we also obtain a
generalization of the Cartan-Helgason theorem valid for any K-type.
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1. Introduction
The Helgason Fourier transform is a powerful tool in harmonic analysis on noncom-
pact Riemannian symmetric spaces G/K [4]. This transform associates to any smooth
compactly supported right K-invariant function f on G a function fˆ (, k) on a∗C × K
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given by
fˆ (, k) =
∫
G
e(−i+)(A(k−1x))f (x) dx ( ∈ a∗C, k ∈ K),
where A:G→ a = Lie(A) is the usual map obtained from the Iwasawa decomposition
G = NAK by writing x = n(x) exp(A(x))k(x) (x ∈ G),a∗C is the set of complex-
valued linear functions on a, and  is half the sum of the positive restricted roots.
Let M be the centralizer of A in K. For each  ∈ a∗C the function fˆ (, ·) is right M-
invariant, and deﬁnes a function on the boundary K/M of G/K . The original function
f can then be reconstructed from fˆ by means of the inversion formula
f (x) =
∫
a∗+
∫
K
e(i+)(A(k−1x))fˆ (, k) |c()|−2 d dk (x ∈ G), (1.1)
where a∗+ is the positive Weyl chamber in the dual a∗ of a, with Lebesgue measure
d, c() is Harish Chandra’s function, and dk is the normalized Haar measure on K.
This formula reﬁnes the formula
f =
∫
a∗+
f ∗  |c()|−2 d, (1.2)
where
(x) =
∫
K
e(i+)(A(kx)) dk (x ∈ G) (1.3)
is the zonal spherical function on G corresponding to  ∈ a∗C, and the convolution
is in G. Formula (1.2) implies the direct integral decomposition of L2(G/K) into G-
irreducible modules given by Harish Chandra.
To prove (1.1) from (1.2) one uses the following symmetry of the spherical functions
[4, p. 224]: for each  ∈ a∗C and x, y ∈ G,
(y
−1x) =
∫
K
e(i+)(A(kx))e(−i+)(A(ky)) dk. (1.4)
From this one ﬁnds
(f ∗ )(x) =
∫
K
e(i+)(A(k−1x))fˆ (, k) dk (1.5)
and (1.1) follows.
Let U/K (with U simply connected) be the Riemannian symmetric space of the
compact type which is dual to G/K . In this case the analog of formula (1.2), obtained
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by specializing the Peter–Weyl expansion to smooth right K-invariant functions f on U,
is
f =
∑
∈Û (0)
f ∗  d, (1.6)
where Û (0) is the set of (equivalence classes of) irreducible spherical representations
of U, i.e., the irreducible representations of U (U-types) that contain the trivial K-type
0 upon restriction to K. It is known that 0 occurs only once in each  ∈ Û (0).
Letting H be a representation space of  ∈ Û (0), with inner product 〈, 〉, we have
d = dimH, and  is the 0-spherical function on U given by
(u) = 〈(u−1)v, v〉 (u ∈ U),
where v ∈ H is a unit vector ﬁxed under (K).
The natural question is whether there exists a Fourier transform on U/K which reﬁnes
(1.6) in the same way as (1.1) reﬁnes (1.2). Sherman [7] has given an afﬁrmative answer
for right K-invariant functions on U supported in a suitable neighborhood U0 of the
identity, see also [4, p. 330]. This is the so-called local theory. The basic idea is as
follows.
We embed U into the complexiﬁcation UC = GC. Using the complexiﬁcation of the
Iwasawa decomposition, we extend the Iwasawa function A to a neighborhood UC0 of
e in UC, A:UC0 → aC. We may assume that UC0 is invariant under the conjugations
u → kuk−1 with k ∈ K , and the same holds for the neighborhood U0 = UC0 ∩ U of
U (cf. [4, p. 329]). Then by Harish Chandra’s formula (1.3) (with A(kx) = A(kxk−1)
for k ∈ K and x ∈ UC0 ) we extend the spherical function  to UC0 , and formula (1.4)
holds by holomorphic continuation for x, y, y−1x ∈ UC0 .
Let sph be the set of highest restricted spherical weights. For each  ∈ sph let
 ∈ Û (0) be a representation with highest restricted weight  acting on a space H,
and let d = dimH. We extend  to a holomorphic representation of UC, and extend
the spherical function  ≡  to a function on UC. This function  agrees, on UC0 ,
with the function −, where  = −i( + ). Then formula (1.4) yields an integral
formula for (y−1x) with x, y, y−1x ∈ U0 (the symmetry of  in U0, see [4, Lemma
9.2 p. 329]). The convolution f ∗  in (1.6) can then be worked out provided f is
supported in U0. One obtains the following analog of (1.5):
(f ∗ )(u) =
∫
K
e−(A(k−1u))fˆ (, k) dk (u ∈ U0),
where the Helgason Fourier transform of f is the map fˆ :sph ×K → C given by
fˆ (, k) =
∫
U0
e(+2)(A(k−1u))f (u) du ( ∈ sph, k ∈ K).
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The inversion formula is then (cf. [4, Theorem 9.3, p. 330])
f (u) =
∑
∈sph
d
∫
K
e−(A(k−1u))fˆ (, k) dk (u ∈ U0).
This theory works well as long as supp f ⊂ U0. In the case when U/K has rank one,
it is possible to formulate a global theory, i.e., to remove the support condition and
deﬁne fˆ for arbitrary functions f. The deﬁnition of the integrals involved requires a
delicate regularization process, and it is not clear that a similar theory can be formulated
for U/K of higher rank (cf. [7]).
The Helgason Fourier transform has also been generalized in [1] to the homogeneous
vector bundles over G/K .
Our aim in this paper is to generalize the local theory of Sherman on U/K to the
bundle case. Let us give a brief outline of our results.
Fix a K-type  acting on a space V, let d = dimV, and let E = U ×K V be
the associated homogeneous vector bundle on U/K . We identify the space of cross
sections of E with the space (U, ) of V-valued functions on U satisfying f (uk) =
(k−1)f (u), for all u ∈ U , k ∈ K , and denote by C∞(U, ) the elements of (U, )
that are smooth. The analog of (1.6) is then
f = 1
d
∑
∈Û ()
f ∗  d, ∀f ∈ C∞(U, ). (1.7)
Here Û () is the set of U-types  such that  occurs in |K (with multiplicity m > 0),
and  is the End(V)-valued -spherical function on U given by
(u) =
∑
j
T ∗j (u−1)Tj (u ∈ U), (1.8)
where {Tj }mj=1 is an orthonormal basis of HomK(V, H), H a representation space
of . The convolution f ∗  is deﬁned by
(f ∗ )(u) =
∫
U
(v
−1u)f (v) dv. (1.9)
Expansion (1.7) is proved in Section 2 by applying the Peter–Weyl expansion on U
to each component of the vector-valued function f ∈ C∞(U, ).
The main step is now to ﬁnd the symmetry of , i.e., an integral formula for
(v
−1u), with u, v, v−1u ∈ U0, similar to (1.4). This is more delicate than in the
scalar case.
First we need a more precise parametrization of Û ().
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Let  be the highest restricted weight of  ∈ Û , and let 	 be the irreducible
representation of M in the highest restricted weight subspace V of H given by
	(m) = (m)|V , ∀m ∈ M.
We prove in Section 2 that if |K contains  then |M contains 	, but the multiplicities
are not the same, in general. To see this we use the well-known fact that, as a repre-
sentation of G,  is isomorphic to the Langlands quotient J (P,	, 
) with 
 =  + ,
see [5, Problem 3, p. 330].
This result says that if  is in Û () then 	 is in M̂(), the ﬁnite set of the M-types
that occur in |M . Then Û () is clearly the disjoint union
Û () =
⋃
	∈M̂()
Û	(), where Û	() = { ∈ Û (): (M)|V ∼ 	}.
Let 	() be the set of highest restricted weights of all U-types in Û	(), and let 	
be the highest weight of 	|Me , Me the identity component of M. Then
Û	() = { ∈ Û : highest weight of  is in 	 + 	()}.
This parametrization of Û () is sufﬁcient to deﬁne the bundle-valued Fourier trans-
form on U/K and to obtain the inversion formula. This formula will contain a sum
over the M-types 	 ∈ M̂() and a sum over 	(), see below.
It is interesting, in any case, to look for a more explicit description of the set 	(),
analogous to the Cartan–Helgason theorem. A similar problem has been considered
recently in [6]. Let F	 be the set of highest weights of all U-types  such that
(M)|V ∼ 	. Obviously 	 + 	() is a subset of F	 for each 	 ∈ M̂(). Moreover,
regarding 	 as ﬁxed and  as varying over the K-types that contain 	, we have
F	 = 	 +
⋃
⊃	
	().
Kostant proves (cf. [6, Theorem 3.5]) that F	 is just a translate of sph, namely
F	 = 	 + 	 + sph.
The element 	 ∈ a∗ may be computed explicitly [6, formula (194)].
As regards 	(), we consider in Section 2 the case of U/K of rank one and 
arbitrary. We prove that in this case 	() is also a translate of sph, namely there
exists a unique minimal element 	, ∈ 	() such that
	() = 	, + sph.
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An explicit formula for the minimal element 	, will be given elsewhere [2]. Thus we
obtain a generalization of the Cartan–Helgason theorem (for U/K of rank one) which
holds for any K-type .
Our main result is now as follows.
For 	 ∈ M̂() and  ∈ 	(), let  = ,	 be the U-type in Û	() with highest
weight +	, acting in H. We write d,	 for d = dimH, and d	 for the dimension
of 	. We extend  to a ﬁnite-dimensional representation of G,GC by Weyl’s unitary
trick.
Let  be the End(V)-valued spherical function on G
C given by (1.8) with u ∈ GC.
Using the fact that (G) ∼ J (P,	, 
) with 
 = +, we obtain the following minimal
Eisenstein integral representation of (x) for x ∈ G:
(x) =
d
d	
∫
K
e−(A(kx))(k(kx)−1)T	 (k) dk (x ∈ G), (1.10)
where T	 is a suitable element of EndM(V) (see Section 3 for details).
We extend the Iwasawa maps A(x) and k(x) to maps A:UC0 → aC and k:UC0 → KC
deﬁned in a neighborhood UC0 of the identity in UC, as in the scalar case. Then (1.10)
(with k(kx) = k(kxk−1)k for k ∈ K and x ∈ UC0 ) holds ∀x ∈ UC0 by holomorphic
continuation, in particular it holds ∀x ∈ U0 = UC0 ∩U . This gives the symmetry of 
in U0, see Section 3, formula (3.2). The convolution f ∗ in (1.9) can be computed
if supp f ⊂ U0, and we obtain the following analog of Sherman’s local theory.
Theorem 1.1. With the notations above, let () =⋃	∈M̂() 	() be the set of highest
restricted weights of all U-types in Û (). Deﬁne the Helgason Fourier transform of
f ∈ C∞(U, ), with supp f ⊂ U0, as the map fˆ :()×K → V given by
fˆ (, k) =
∫
U0
e(+2)(A(k−1u))(k(k−1u))f (u) du ( ∈ (), k ∈ K).
Then the following inversion formula holds: for all u ∈ U0,
f (u) =
∑
	∈M̂()
∑
∈	()
d,	
d	
∫
K
e−(A(k−1u))(k(k−1u)−1) T	 fˆ (, k) dk.
This result and the corresponding Plancherel formula will be proved in Section 3.
2. The Peter–Weyl expansion and the parametrization of Û()
Let U be a compact semisimple simply connected Lie group, K the (necessarily
connected) ﬁxed point group of an involutive automorphism of U, and U/K the corre-
sponding Riemannian symmetric space of the compact type.
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Fix an irreducible representation  of K acting in a space V, let d = dimV, and let
E = U ×K V be the homogeneous vector bundle on U/K associated with . As usual,
we identify the space of cross sections of E with the space (U, ) of V-valued
functions on U satisfying f (uk) = (k−1)f (u), for all u ∈ U , k ∈ K . We denote
by C∞(U, ) and L2(U, ) the elements of (U, ) that are, respectively, smooth and
square integrable, with respect to the inner product
〈f1, f2〉 =
∫
U
〈f1(u), f2(u)〉 du.
Let Û be the unitary dual of U. For each  ∈ Û let H be a representation space of
, and let d = dimH. Let Û () be the set of U-types that contain  upon restriction
to K:
Û () = { ∈ Û : |K ⊃ , with multiplicity m > 0}.
For each  ∈ Û () let {Tj }mj=1 be an orthonormal basis of HomK(V, H) with respect
to the inner product
〈T , S〉 = 1
d
tr(T S∗), (2.1)
where ∗ denotes adjoint. Let  be the End(V)-valued -spherical function on U
given by
(u) =
∑
j
T ∗j (u−1)Tj (u ∈ U). (2.2)
For f ∈ C∞(U, ) deﬁne the convolution f ∗  by
(f ∗ )(u) =
∫
U
(v
−1u)f (v) dv. (2.3)
Proposition 2.1. For all f ∈ C∞(U, ) we have the expansions
f = 1
d
∑
∈Û ()
f ∗  d, (2.4)
‖f ‖2 = 1
d
∑
∈Û ()
〈f ∗ , f 〉 d. (2.5)
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Proof. We write the Peter–Weyl expansion of h ∈ C∞(U) as
h =
∑
∈Û
h ∗ ∗ d, (2.6)
where  = tr((·)) is the character of , ∗ is the contragredient representation of ,
and the convolution is in U.
Let f ∈ C∞(U, ). If  = tr((·)) is the character of , then f ∗ d¯ = f , where a
bar denotes complex conjugation and the convolution is in K. Applying (2.6) to each
component of the vector-valued function f, we ﬁnd
f =
∑
∈Û
f ∗ (d¯ ∗ ∗) d.
An easy calculation says that for u ∈ U ,
d¯ ∗ ∗(u) =  ∗ d(u−1) =
{
0 if  /∈ Û (),
(u) if  ∈ Û (),
where  is the spherical trace function on U deﬁned by
(u) = tr(P(u−1)P),
P being the orthogonal projection of H onto the K-isotypic subspace of type :
P = d
∫
K
(k−1)(k) dk =
∑
j
TjT
∗
j .
Thus we get
f =
∑
∈Û ()
f ∗  d.
Using the Schur orthogonality relations we ﬁnd∫
K
(ku)(k) dk =
1
d
(u) (u ∈ U).
This implies easily
f ∗  =
1
d
f ∗ ,
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so (2.4) follows. To prove (2.5) insert (2.4) in the ﬁrst entry of ‖f ‖2 = ∫
U
〈f (u), f (u)〉
du and exchange the integral
∫
U
with the sum
∑
∈Û (). Note that
〈f ∗ , f 〉 = 〈f, f ∗ 〉,
which follows from the relation (u)
∗ = (u−1) ∀u ∈ U . 
We now come to the parametrization of Û (). Along with U/K , consider the non-
compact dual symmetric space G/K , where we assume that both G and U are analytic
subgroups of the (complex semisimple) simply connected Lie group GC = UC whose
Lie algebra is the complexiﬁcation gC of the Lie algebra g of G.
Let g = k ⊕ p be the Cartan decomposition of g, and let u = k ⊕ ip be the
corresponding decomposition of the Lie algebra u of U, where p is the orthogonal
complement of k = Lie(K) in g with respect to the Killing form.
Let a be maximal abelian in p, let m be the centralizer of a in k, and let A, Me be
the analytic subgroups of GC with Lie algebras a and m, respectively. The centralizer
M of A in K is generally disconnected and is the product M = Me FM of its identity
component Me and the ﬁnite abelian subgroup FM = exp(ia)∩K (see [6, Lemma 2.4]).
As is well known, FM is generated by the (order-two) elements  = exp(2iA/||2),
where  ∈  = (g,a) is a restricted root, with ||2 = 〈, 〉, and A ∈ a is
determined as usual by 〈H,A〉 = (H) for H ∈ a, where 〈, 〉 is the inner product on
a, a∗ induced by the Killing form (see, e.g., [3, p. 536]). A more reﬁned statement is
proved in [6], Theorem 2.28, namely M is actually a direct product Me × Fs , where
Fs ⊂ FM is a product of Z2 factors, Fs = Zl2.
Let b be maximal abelian in m, then h = b ⊕ ia is a Cartan subalgebra of u.
We deﬁne roots and weights of uC with respect to hC. Roots and weights are real
valued on hR = ih = a⊕ ib, and deﬁne members of h∗R by restriction. We order a∗
lexicographically, thereby determining a system + = +(g,a) of positive restricted
roots. We extend this ordering to an ordering of h∗R by requiring that a∗ comes be-
fore (ib)∗, and call + = +(uC,hC) the resulting system of positive roots. Then
a restricted root  is in + if and only if all of the roots  such that |a =  are
in +.
Let  be the set of dominant integral forms on hC. Since U is simply connected
we have Û  û   for the unitary duals of U and u. For each  ∈  let  be an
irreducible representation of U with highest weight , acting in H. The differential
of this representation is also denoted . By Weyl’s unitary trick we extend  to a
ﬁnite-dimensional representation of g, G, GC, gC.
Let m be the set of dominant integral forms on bC, and let Me be the subset
of all  ∈ m that are analytically integral for Me. In other words, Me is the set of
highest weights of the m-types which exponentiate to Me-types.
An element  ∈ a∗ (resp. (ib)∗) is considered as an element of h∗R by requiring that
 be zero on ib (resp. a). We decompose each  ∈  ⊂ h∗R in terms of its restrictions
to a and ib as
 = + , where  = |a,  = |ib.
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Then  is the so-called highest restricted weight of , and  is in Me (as easily
seen). The meaning of  is that m, Me, act irreducibly on the highest restricted weight
subspace V of H, deﬁned as
V = {v ∈ H: (H)v = (H)v, ∀H ∈ a}
and this irreducible representation 	 = (Me)|V has highest weight . The group
M = Me FM also acts irreducibly on V by the M-type 	 = (M)|V . This M-type
	 extends the Me-type 	 and it is a scalar on FM , since we have
	() = ()|V = exp(2i(A)/||2) Id, ∀ ∈ . (2.7)
The map → 	 from   Û to M̂ is surjective [6, Theorem 2.33].
Our ﬁrst claim is as follows.
Proposition 2.2. If |K contains , then |M contains 	, but the multiplicities need
not be the same, namely in general we have
m(, )m(	, ).
Proof. We observe that , considered as a representation of G, is isomorphic to the
Langlands quotient J (P,	, 
) of the principal series 	
 = indGMAN(	⊗e
⊗1) with
parameter 
 = + (see [5, Problem 3, p. 330], see also section 3 for more details). If
 occurs in  then  must occur in this quotient, and the result follows by Frobenius
Reciprocity. 
Remark 1. The following alternative direct proof of Proposition 2.2 was kindly com-
municated by the referee. Let v be a highest restricted weight vector for . Then
v is necessarily a cyclic vector for H as a K-module, so it must have a nonzero
component in every K-submodule V of H. Since the representation 	 of M that v
generates is irreducible, the M-submodule of V generated by the component of v in
V must be equivalent to 	. Thus if  occurs in |K then 	 must occur in |M .
Let M̂() be the ﬁnite set of the M-types that occur in |M . The proposition says
that if  is in Û () then 	 is in M̂(). We can then parametrize Û () in terms of
M̂() and of the highest restricted weights as follows.
For each 	 ∈ M̂() let Û	() be the set of all U-types  ∈ Û () such that 	 is
equivalent to 	. Let 	() be the set of highest restricted weights of all U-types in
Û	(). In formulas
	() = { = |a:  ∈ ,  ∈ Û (), and 	 ∼ 	}.
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If we denote by 	 ∈ Me ⊂ (ib)∗ the highest weight of 	|Me , then each  ∈ Û	()
has highest weight  of the form + 	, with  ∈ 	(). Thus we have the following
obvious parametrization of Û () :
Û () =
⋃
	∈M̂()
Û	() =
⋃
	∈M̂()
{ ∈ Û :  ∈ 	 + 	()}. (2.8)
As mentioned in the introduction, this parametrization of Û () is enough to develop
our theory (see Section 3).
Nevertheless, it is an interesting problem to look for an explicit description of the set
	(), analogous to the Cartan–Helgason theorem. We recall that this theorem describes
the U-types that contain the trivial K-type 0. In this case M̂(0) = {	0}, the trivial
M-type, and we have the equivalent characterizations:
Û (0) = { ∈ Û : 	 ∼ 	0} = { ∈ Û : |ib = 0 and |a ∈ sph},
where
sph =
{
 ∈ a∗: 〈, 〉||2 ∈ Z
+ for  ∈ +
}
.
Conversely any linear form  on hR such that |ib = 0 and |a ∈ sph is the highest
weight of some  ∈ Û (0). (See [3, Theorem 4.1, p. 535]). In our case 0 is replaced
by an arbitrary K-type .
A similar problem has been considered recently in [6]. Let F	 be the set of all  ∈ 
such that 	 ∼ 	. In other words F	 is the ﬁber over 	 ∈ M̂ of the map → 	 from
  Û to M̂ . Then  =⋃	∈M̂ F	 (disjoint union), see [6]. Obviously 	 + 	() is
a subset of F	 for each 	 ∈ M̂(), in fact 	 +	() is just F	 ∩ Û (). Moreover, if
	 is ﬁxed and  varies over the K-types that contain 	, we have clearly
F	 = 	 +
⋃
⊃	
	(). (2.9)
Kostant [6, Theorem 3.5] proves that F	 is just a translate of sph, namely there exists
a unique minimal element 	 + 	 ∈ F	 (with respect to the partial ordering of 
deﬁned by ′ iff ′− ∈ , or also with respect to the partial ordering of  deﬁned
in [6] before Theorem 3.4, the two being equivalent within each ﬁber F	 such that (in
our notation)
F	 = 	 + 	 + sph. (2.10)
The element 	 ∈ a∗ can be computed explicitly ([6, formula (194)]). Kostant refers
to (2.10) as a generalization of the Cartan–Helgason theorem.
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Now (2.9) suggests that we look for a similar description of the set 	(). We shall
now prove that for U/K of rank one the set 	() is again a translate of sph by an
element 	, ∈ a∗, and moreover 	 = min⊃	 	,.
Proposition 2.3. Let U/K be a compact symmetric space of rank one with U simply
connected and K connected, and let  be any K-type. For each 	 ∈ M̂() there is a
unique minimal element 	, ∈ 	() such that
	() = 	, + sph. (2.11)
Moreover
	 = min⊃	 	,. (2.12)
Proof. Fix a K-type  and an M-type 	 ∈ M̂(). Since a is one-dimensional, the
ordering in sph (induced from the ordering of ) becomes a total ordering. In fact if
 is the longer restricted positive root, then
sph = {k, k ∈ Z+}
and the set of all spherical weights is sph ∪ (−sph). By Kostant result (2.10), the
set F	 also has a total ordering. Since 	 + 	() ⊂ F	, the set 	() has a unique
minimal element 	,, with 	,	. Let us prove (2.11). Let  ∈ 	(). By (2.7) we
have
exp(2i(A)/||2) = exp(2i	,(A)/||2), ∀ ∈ .
Thus  − 	, must be a spherical weight. Since the ordering in 	() is total, we
have 	,, whence − 	, ∈ sph. This proves the inclusion 	() ⊂ 	,+sph.
Now let  = 	, + 0, with 0 ∈ sph. By assumption 	 + 	, ∈ F	. By [6,
Theorem 3.4], also 	 +  ∈ F	. We have to prove that  ∈ 	(), i.e., that  occurs
in the U-type 	+. But by [6, Theorem 3.4], the K-spectrum of 	+ dominates the
K-spectrum of 	+	, (see [6], the deﬁnition before Theorem 3.4). This implies
m(, 	+)m(, 	+	,) > 0,
the last inequality following from the deﬁnition of 	,. This proves the opposite
inclusion 	, + sph ⊂ 	().
To prove (2.12), let 	 be a ﬁxed M-type. If  is any K-type containing 	, then
	() ⊂ 	 +sph and 	,	. It is then enough to show that there exists a K-type
0 containing 	 such that 	 = 	,0 . This is clear from (2.9) and (2.10). (Just take
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0 to be any K-type contained in 	+	 |K , then 	 ∈ 	(0) so that 	,0 = 	.) This
concludes the proof of Proposition 2.3. 
Note that (in the rank one case) for each 	 ∈ M̂() the set F	 \
(
	 + 	()
)
is a
ﬁnite set (it consists of the weights 	+ with 	 < 	,). If 	, = 	 (as in the
scalar case) then 	 + 	() = F	, i.e., all U-types  such that 	 ∼ 	 are in Û ().
Otherwise (for 	, > 	) the condition 	 ∼ 	 ∈ M̂() is not sufﬁcient for  to
contain , and we must add the condition on the highest restricted weight  = |a that
	,, i.e.,  ∈ 	, + sph. Note also that the group M is always connected in the
rank one case, except for U/K = S2 where M  Z2 (see [5, Problems 21-22, p. 149]).
By these remarks and recalling (2.8) and (2.11), we obtain the following generalization
of the Cartan–Helgason theorem valid for any K-type on a rank one symmetric space.
Theorem 2.4. Let U/K be a compact Riemannian symmetric space of rank one with
U simply connected and K connected. For any K-type  we have
Û ()={ ∈ Û : 	 ∼ 	 f or some 	 ∈ M̂() and |a ∈ 	, + sph}
={ ∈ Û : |ib = 	 f or some 	 ∈ M̂() and |a ∈ 	, + sph}
=
⋃
	∈M̂()
{ ∈ Û :  ∈ 	 + 	, + sph},
where 	, ∈ a∗ is uniquely determined by  and 	 ∈ M̂(). Moreover the U-types
 that satisfy 	 ∼ 	 ∈ M̂() but do not contain  (i.e., |a /∈ 	, + sph) are in
ﬁnite number only. Conversely, any linear form  on hR such that |ib = 	 for some
	 ∈ M̂() and |a ∈ 	, + sph is the highest weight of a U-type  ∈ Û ().
Remark 2. The element 	, can be computed directly by putting together the branch-
ing laws for U ⊃ K and K ⊃ M . An explicit formula for this element in the case of
U/K = Sn, P n(C), P n(H) will be given in another paper [2].
Remark 3. For U/K of higher rank the set 	() can have more than one minimal
element, and the results of Proposition 2.3 and Theorem 2.4 need to be modiﬁed. If
 is any element of 	(), then  + sph ⊂ 	() (by [6, Theorem 3.4]). The set
	() will then be the union (not necessarily disjoint) of the translates (j)	, +sph as
(j)	, varies over the (ﬁnite) set of minimal elements of 	(). For example take the
group case, U/K = K ×K/K , with K a simple, simply connected, compact Lie group
embedded diagonally in K × K . Then M = T , a maximal torus of K. Take  = Ad,
the adjoint representation of K, and take 	 = 0, the trivial representation of T. Then
one can show that
Û	() =
{
⊗ ∗:  ∈ K̂,  not trivial} = sph \ {0}.
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This implies easily that there are exactly r minimal elements of Û	() if r is the rank
of K. 1
So far we have ﬁxed a K-type  and we have described the U-types that contain
. Conversely, we can ﬁx a U-type  and ask for the K-types contained in . The
following result gives the answer in the rank one case.
Proposition 2.5. For U/K of rank one, ﬁx 	 ∈ M̂ and 0 ∈ sph, and let  =
	+	+0 ∈ F	. Then a K-type  occurs in |K if and only if
|M ⊃ 	 and 		,	 + 0. (2.13)
In particular, we have
	 = min
⊂
	,, 	 + 0 = max
⊂
	,.
Proof. Let  be any K-type contained in |K . Then |M must contain 	, and 	,	.
Moreover it is clear that 	,	 + 0, as the condition 	, > 	 + 0 implies that
 does not occur in |K . Thus (2.13) holds.
Conversely, let  be any K-type such that (2.13) holds. As 	 + 0	,, we have
	 + 0 = 	, + ′0 with ′0 ∈ sph. Then  occurs in |K by Theorem 2.4. 
3. The local theory on U/K
We retain the notations of Section 2. Thus U/K and G/K are dual Riemannian
symmetric spaces with U simply connected, K connected, and with U and G the
analytic subgroups of GC = UC with Lie algebras u = k ⊕ ip and g = k ⊕ p,
respectively.
Fix  ∈ K̂ and  ∈ Û (), acting in H. Let  be the highest restricted weight of
, and 	 the M-type acting in the highest restricted weight subspace V of H. In the
notations of Section 2, we have  = +	 ∈ Û	() and  ∈ 	(). We write d+	
for d = dimH, and d	 for the dimension of 	, which is just dimV. As usual, we
extend  to a representation of G,GC.
Let  be the -spherical function on G
C given by (2.2) with u ∈ GC, and let
f ∈ C∞(U, ). In order to compute the convolution f ∗ in (2.3), we use the already
mentioned fact that , as a representation of G, is equivalent to the Langlands quotient
J (P,	, 
) with 
 = + . This produces a minimal Eisenstein integral representation
of (u), for u in a suitable neighborhood U0 of e in U, and an integral formula for
(v
−1u) with u, v, v−1u ∈ U0.
First, let us recall brieﬂy the deﬁnition of the Langlands quotient, and let us see
how the equivalence  ∼ J (P,	, 
) comes about.
1We thank David Vogan for pointing out this example.
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Let P = MAN be the standard minimal parabolic subgroup of G, and let P¯ =
(P ) = MAN¯ , where  is the Cartan involution. For 
 =  + , let HP	
 and HP¯	

be the Hilbert spaces of the minimal principal series representations P	
 and P¯	
 of
G induced from the representation 	⊗ exp(
)⊗ 1 of P and P¯ , respectively. Let A =
A(P¯ , P,	, 
):HP	
 → HP¯	
 be the intertwining operator given by
AF(x) =
∫
N¯
F (xn¯) dn¯ (x ∈ G)
and let kerA be the kernel of A. It is easy to see that Re 
 = 
 =  +  is in the
open positive Weyl chamber a∗+ of a∗. By [5, Theorems (7.24) and (7.24)′], it follows
that the principal series P	
 has a unique irreducible quotient J (P,	, 
) (the Lang-
lands quotient), acting in HP	
/kerA  (kerA)⊥. Moreover J (P,	, 
) is inﬁnitesimally
equivalent with the image of the intertwining operator A on the K-ﬁnite vectors of P	
.
This image is a subrepresentation of P¯	
.
Now for v ∈ H deﬁne fv(x) = E((x−1)v) (x ∈ G), where E is the orthogonal
projection from H onto V. It is easy to see that the map v → fv is a G-equivariant
map from H into HP¯	
 (cf. [5, Problem 3 (a) p. 330]). In fact let {ej } be an orthonormal
basis of V, so that fv(x) =∑j 〈fv(x), ej 〉ej . Then, using (x)∗ = (x−1), we have
(with obvious notations)
fv(x man¯)=
∑
j
〈E (n¯−1)(a−1)(m−1)(x−1)v, ej 〉 ej
=
∑
j
〈(x−1)v, (m)(a−1)(n¯)ej 〉 ej
=
∑
j
〈(x−1)v, (m)(a−1)ej 〉 ej
=
∑
j
〈(x−1)v, e−(log a)	(m)ej 〉 ej
=
∑
j
〈a−
+	(m−1)fv(x), ej 〉 ej
= a−
+	(m−1)fv(x).
This implies that  is isomorphic with the image of the intertwining operator A,
and ﬁnally  is isomorphic to the Langlands quotient J (P,	, 
) (see [5, Problem 3(b)
p. 330]).
Let n	 be the multiplicity of  in |K , and m	 the multiplicity of 	 in |M .
Proposition (2.2) says that n	m	, in general.
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Let {J 	i }m	i=1 be an orthonormal basis of HomK(V, HP	
)  HomK(V, L2(K,	))
(in the scalar product (2.1)) such that
J
	
i V ⊂ (kerA)⊥ , ∀i = 1, . . . , n	,
J
	
i V ⊂ kerA, ∀i = n	 + 1, . . . , m	.
This is possible since kerA and (kerA)⊥ are both K-stable.
Let {T 	i }m	i=1 be the basis of HomM(V, V	) which is dual to {J 	i } by Frobenius
Reciprocity and orthonormal with respect to the scalar product 〈T , S〉 = 1
d	
Tr(T S∗).
Explicitly we have
T
	
i v =
√
d	
d
(J
	
i v)(e) (v ∈ V)
and conversely
(J
	
i v)(k) =
√
d
d	
T
	
i (k
−1)v (v ∈ V, k ∈ K).
By reasoning as in [1] (see, in particular, the proof of Proposition 4.2), we ﬁnd that
(x), x ∈ G, has the following minimal Eisenstein integral representation:
(x) =
d
d	
∫
K
e−(A(kx))(k(kx)−1)T	 (k) dk, ∀x ∈ G, (3.1)
where T	 is the element of EndM(V) given by
T	 =
n	∑
i=1
T
	 ∗
i T
	
i .
Remark 4. If n	 = m	 then T	 equals the full projection operator P	 from V
onto the 	-isotypic subspace H	 ⊂ V. (Recall that H	 is isomorphic to V	 ⊗ Cm	 as
an M-module.) For example if U/K = Sn, P n(C) and  is any K-type, then we have
n	 = m	 = 1 and T	 = P	, ∀	 ∈ M̂(), ∀ ∈ 	().
We now extend the Iwasawa maps A(x) and k(x) to maps deﬁned in a neighborhood
UC0 of the identity in UC. We reason as in [4, p. 329].
Let g = n⊕ a⊕ k be the Iwasawa decomposition of g, and let
gC = nC ⊕ aC ⊕ kC
be its complexiﬁcation.
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This is of course different from the Iwasawa decomposition of the complexiﬁcation
gC, regarded as a semisimple Lie algebra over R, which is
gC = n+ ⊕ hR ⊕ u, where n+ =
∑
∈+
g.
Thus we cannot assert that GC is globally the product NCACKC, where NC, AC,KC
are the analytic subgroups of GC with Lie algebras nC,aC, kC, respectively.
However, there will exist an open neighborhood gC0 of 0 in gC such that the mapping
(X,H, T )→ exp X exp H exp T (X ∈ nC, H ∈ aC, T ∈ kC),
is a holomorphic diffeomorphism of gC0 onto an open neighborhood UC0 of e in UC.
By taking gC0 to be a ball B(0) relative to the Killing form on gC, we may assume
that UC0 is invariant under the conjugations u → kuk−1 with k ∈ K , and the same
holds for the neighborhood U0 = UC0 ∩ U of e in U.
Consider the neighborhoods aC0 = gC0 ∩ aC of 0 in aC, and KC0 = exp kC0 of e in
KC, where kC0 = gC0 ∩ kC. Then the maps
A:UC0 → aC0 , expX expH exp T → H,
k:UC0 → KC0 , expX expH exp T → exp T ,
are holomorphic maps of UC0 onto a
C
0 and KC0 , respectively. These maps agree with
the earlier Iwasawa maps A(x) and k(x) on G0 = UC0 ∩G, whence the notation.
Since UC0 is Ad(K)-invariant, we deﬁne A(ku) and k(ku) for u ∈ UC0 and k ∈ K
by
A(ku) = A(kuk−1), k(ku) = k(kuk−1)k.
In other words, we force A to be right K-invariant in UC0 , and k to satisfy the usual
relation k(uk) = k(u)k, for u ∈ UC0 and k ∈ K .
Then formula (3.1) holds ∀x ∈ UC0 by holomorphic continuation, in particular it
holds ∀x ∈ U0. From this we get easily the symmetry formula
(v
−1u) = d
d	
∫
K
e−(A(k−1u))(k(k−1u)−1)T	 e(+2)(A(k
−1v))(k(k−1v)) dk (3.2)
for all u, v, v−1u in UC0 .
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Let f be in C∞(U, ), with supp f ⊂ U0. Then the convolution f ∗  in (2.3) is
computed to be
(f ∗ )(u) =
d
d	
∫
K
e−(A(k−1u))(k(k−1u)−1)T	 fˆ (, k) dk (u ∈ U0), (3.3)
where
fˆ (, k) =
∫
U0
e(+2)(A(k−1u))(k(k−1u))f (u) du. (3.4)
Let () denote the set of highest restricted weights of all U-types in Û (), namely
(cf. (2.8))
() =
⋃
	∈M̂()
	().
The map fˆ :() × K → V given by (3.4) may be called the Helgason Fourier
transform of f. It is deﬁned for functions f ∈ C∞(U, ) with supp f ⊂ U0.
The geometric interpretation is as follows. We have fˆ (, km) = (m−1)fˆ (, k), for
all k ∈ K , m ∈ M . Thus for any  ∈ () the function fˆ (, ·) is in C∞(K, M), and
deﬁnes a cross section of the homogeneous vector bundle EM over K/M associated
to the representation M ≡ |M of M,
EM =
∑
	∈M̂()
⊕
E	 ⊗ Cm	 , where E	 = K ×M V	.
Using (3.3) in (2.4) and recalling (2.8), we obtain the following result, which is
analogous to Sherman’s local theory for scalars on U/K .
Theorem 3.1. For all f ∈ C∞(U, ), with supp f ⊂ U0, we have the following inver-
sion formula for the Helgason Fourier transform fˆ : for u ∈ U0,
f (u) =
∑
	∈M̂()
∑
∈	()
d+	
d	
∫
K
e−(A(k−1u))(k(k−1u)−1)T	 fˆ (, k) dk.
To get the Plancherel formula we ﬁrst deﬁne a dual Fourier transform as follows:
Consider the kernels
(u, k) = e−(A(k−1u))(k(k−1u)−1),
(u, k) = e(+2)(A(k−1u))(k(k−1u))
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for u ∈ UC0 and k ∈ K . The symmetry formula (3.2) can be written as
(v
−1u) = d
d	
∫
K
(u, k)T	 (v, k) dk (u, v, v−1u ∈ UC0 ). (3.5)
Since (u) is unitary for u ∈ U , we have (u) = (u−1)∗ (u ∈ U ), where ∗ denotes
adjoint. Using this in (3.5) we can rewrite (v−1u), for u, v, v−1u ∈ U0, in the
equivalent form
(v
−1u) = d
d	
∫
K
(u, k)∗T	 (v, k)∗ dk (u, v, v−1u ∈ U0). (3.6)
Note that for g in G0 we have A(g) ∈ a0 = aC0 ∩ a, i.e., A(g) is real. Moreover,
since the A-function restricted to expaC0 reduces to the log function,
A(exp H) = H, ∀H ∈ aC0 ,
we have A(exp(iH)) = iH for H ∈ a0, i.e., A(u) is pure imaginary for u ∈ exp(ia0) ⊂
U0.
However for generic u in U0 we have A(u) ∈ aC0 , i.e., A(u) is complex. Similarly
for u ∈ U0, k(u) will be in KC0 and not necessarily in KC0 ∩K . This implies that the
adjoints of  and  are given by
(u, k)∗ = e−(A(k−1u))((k(k−1u))),
(u, k)∗ = e(+2)(A(k−1u))((k(k−1u)−1))
for u ∈ UC0 . Here  is the conjugation of kC = k⊕ ik with respect to k, extended to
KC by (expY ) = exp((Y )) (Y ∈ kC), and we have used the relation
(k)∗ = ((k)−1), ∀k ∈ KC.
By (3.6) we can write the convolution f ∗  as
(f ∗ )(u) =
d
d	
∫
K
(u, k)∗T	 fˇ (, k) dk (u ∈ U0), (3.7)
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where fˇ (, k) is the dual Fourier transform of f ∈ C∞(U, ) (with supp f ⊂ U0),
deﬁned by
fˇ (, k) =
∫
U0
(u, k)∗f (u) du ( ∈ (), k ∈ K).
Using (3.7) in (2.4) gives the following inversion formula for the dual transform:
f (u) =
∑
	∈M̂()
∑
∈	()
d+	
d	
∫
K
(u, k)∗T	 fˇ (, k) dk, ∀u ∈ U0.
We now compute the quantity 〈f ∗ , f 〉 using (3.3) or (3.7), to get
〈f ∗ , f 〉=
d
d	
∫
K
〈T	fˆ (, k), T	fˇ (, k)〉 dk
= d
d	
∫
K
〈T	fˇ (, k), T	fˆ (, k)〉 dk.
Substituting this in (2.5), we obtain the following equivalent Plancherel formulas:
‖f ‖2=
∑
	∈M̂()
∑
∈	()
d+	
d	
〈T	fˆ (, ·), T	fˇ (, ·)〉L2(K,M)
=
∑
	∈M̂()
∑
∈	()
d+	
d	
〈T	fˇ (, ·), T	fˆ (, ·)〉L2(K,M)
for all f ∈ L2(U, ) with supp f ⊂ U0. More generally for all f1, f2 ∈ L2(U, ) with
support in U0, we have
〈f1, f2〉=
∑
	∈M̂()
∑
∈	()
d+	
d	
〈T	fˆ1(, ·), T	fˇ2(, ·)〉L2(K,M)
=
∑
	∈M̂()
∑
∈	()
d+	
d	
〈T	fˇ1(, ·), T	fˆ2(, ·)〉L2(K,M).
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