Certain properties of planar graphs are established in a particularly straightforward fashion. These properties assure good performance in two linear-time algorithms for five-coloring planar graphs. A new linear-time algorithm, based on a third property, is also presented.
Introduction
It is well known that the vertices of a planar graph can be colored with no more than four colors [l] . However, the rather detailed proof of this fact leads to a @(n*) algorithm for determining such a coloring. To yield faster algorithms, several authors have considered generating a fivecoloring rather than a four-coloring [4] . Recently, two different approaches to five-coloring planar graphs have been shown to yield linear-time algorithms [5, 3] . Each approach involves the clever exploitation of properties of a planar graph, along with the suitable use of data structures.
In this paper we simplify and clarify proofs of these properties, making this previous work more accessible. In addition, we present a new linear-time algorithm with several attractive properties.
The critical case that the five-color algorithms must handle is when the minimum degree is five. Both previous algorithms use contraction around vertices to render a smaller graph that can be five-colored recursively. The approach of Matula et al. [5] is to recurse after each vertex contraction, choosing contractions that require constant time to * This research was supported in part by the National Science Foundation under Grant MCS-8201083.
perform. The approach of Chiba et al. [3] is to recurse after a set of vertices have been contracted, where the contraction requires linear time but eliminates at least some fixed percentage of the vertices. With the appropriate careful implementation, each approach can be shown to use just linear time.
In order to achieve these time bounds, both approaches take advantage of some interesting properties of planar graphs. In [5] it is shown that every planar graph of minimum degree five has a vertex of degree five that is adjacent to at least four vertices each of degree at most eleven. Such a vertex will be contracted with two of its adjacent vertices of degree at most eleven that are themselves nonadjacent.
If the appropriate data structures are maintained, such a contraction can be performed in constant time.
In [3] it is shown that in every planar graph of minimum degree five, if S is a subset of vertices such that every vertex of degree five is adjacent to at least two vertices in S, and every vertex of degree six is adjacent to at least one vertex in S, then S contains at least & of all vertices. During a stage in their algorithm, a vertex of the following kind will be identified and participate in a contraction. The vertex may either be a vertex of degree five that is adjacent to at most one vertex that has resulted from a contraction in this stage, or a vertex of degree six that is adjacent to no vertex that has resulted from a contraction in this stage. The contractions will continue until no more vertices of the type described can be found. If appropriate data structures are employed, the total work in a stage will be linear. By the desired property, the number of vertices will have been reduced by at least a fixed percentage. Hence, the linearity of the complete algorithm will follow.
Coincidentally, the proof of each of the key properties can be improved substantially. The proof of the property in [5] is rather long and involved, considering among other features the planar embedding of the graph. We present a rather short and essentially algebraic proof of this property. The proof of the key property in [3] is reasonably direct, but the analysis is not very tight. We show that the specified set S will contain more than f of all vertices. Again the proof is simple and algebraic.
In addition, we devise a new linear-time algorithm to five-color planar graphs. Our algorithm contracts only vertices of degree five as do Matula et al. [5] , and it maintains simpler data structures. The key property for this method is that in every planar graph of minimum degree five. there is a vertex of degree five that has two neighbors that are mutually nonadjacent and of degree no greater than seven.
A key property for sequential contraction
We first consider the key property used in the algorithm of Matula et al. [5] . We first introduce some notation and some well-known identities. Let G = (V, E) be a planar graph with minimum degree five. Let n be the number of vertices in G, and e the number of edges in G. Let n, be the number of vertices of degree i in G. Proof. Combining (2) and (3), we have xin, < 6n -12.
Subtracting six times equation (l), we get c(i -6)n, < -12.
Noting that n, = 0 for i < 5, and rearranging, we get n,a12+ c (i-6)n,> c fin,.
i>6

I>11
Hence 2n,> C in,
The latter inequality means that not every vertex of degree five is to be adjacent to at least two vertices of degree greater than eleven. 0
We have not been able to generate a planar graph in which every vertex of degree five is adjacent to two or more vertices of degree at least eleven. However, we can establish that the theorem is reasonably close to being tight. We shall produce a planar graph in which every vertex of degree five is adjacent to a vertex of degree twelve and a vertex of degree ten or twelve. The graph is generated as follows. Start with a planar graph in which every vertex is the juncture of three faces, two hexagonal and one pentagonal. This is the graph representing a truncated icosahedron. and a portion is shown in Fig. l twelve vertices of degree ten, and 180 vertices of degree five. Every vertex of degree five will be adjacent to a vertex of degree twelve and a vertex of degree ten or twelve.
A key property for batch contraction
We now consider the key property used in the analysis of the algorithm of Chiba et al. [3] . We show that the analysis can be tightened.
Theorem 2. Let G = (V, E) be a planar graph with minimum degree five, and let S be a subset of V. If every vertex of degree five is adjacent to at least two vertices in S, and every vertex of degree six is udjacent to at least one vertex in S, then ISI > $(n + 12).
Proof. Let V, be the set of vertices of degree greater than six, and n, the number of such vertices. Let r5 be the number of vertices of degree five in S, r6 the number of vertices of degree six in S, and r* the number of remaining vertices in S. Rewriting (l), we have t-i5 + t-i6 + n, = n and from (2) and (3) we get 5n, + 6n, + c d(v) < 6n -12.
VEV,
Subtracting the latter from seven times the former, we get The result of the theorem is tight, as we shall demonstrate.
First, consider the graph constructed in the previous section. Suppose that S consists of all vertices other than those of degree five. It is easily seen that S satisfies the adjacency requirements of the theorem. The cardinality of S is 32, while the cardinality of V can be seen to be 212. The formula in the theorem then holds with equality.
Equality is also realized for other planar graphs as well, and we show how to generate many such graphs. Take any planar graph with minimum degree four, a portion of an example of which is shown in Fig. 2(a) vertices as shown in Fig. 2(b) . Now replace each vertex by a triangular face, as shown in Fig. 2(c) .
As before, place a vertex in each nontriangular face, and connect it to all other vertices in the face, as shown in Fig. 2(d) . Let f be the number of faces in the original graph. The first transformation will generate a graph with 2e vertices and f + n = e + 2 faces, all nontriangular.
The second will generate a graph with 6e vertices of degree three, 2e triangular faces, and e + 2 faces bounded by more than six edges. The final transformation will yield e + 2 vertices of degree greater than six, and 6e vertices of degree five. If S is chosen as all vertices of degree greater than five, the formula will hold with equality.
Using Theorem 2, it is not hard to show that the fraction of vertices removed during a stage of the algorithm of [3] is at least A, which is larger than the fraction ; given at that paper.
Another sequential method
In this section we present another sequential method for five-coloring a graph in linear time. As in the algorithm of [5] , only vertices of degree five are involved in contractions.
In addition, only one ready list for vertices of degree five is kept. Our approach is motivated by the following observation. In the near-worst case example of Fig. l(c) , every vertex of degree five has two neighbors of degree five that are mutually nonadjacent. The result of Theorem 1 guarantees only that there is some vertex of degree five which has two neighbors of degree less than twelve that are mutually nonadjacent.
This suggests that Theorem 1 establishes a condition that is more than sufficient to find a vertex of degree five that can be contracted. We establish a tighter characterization in the following theorem.
Theorem 3. Let G be a planar graph of minimum degree five. There is a vertex of degree five that has two neighbors that are mutually nonadjacent and of degree no greater than seven.
Proof. Consider graph G', which is G augmented
by additional edges to make it maximal planar. A desired vertex in G' will also be a desired vertex in G. Consider a planar embedding of G'. For each vertex v of degree five, let va,. . . ,v, be the neighbors of v listed in cyclic order according to the embedding.
We consider two cases. Case 1. There is no vertex v of degree five such that vi and V(i+2) mod5 are adjacent for some i. Assume that G' contains no desired vertex. Then for each vertex v of degree five there must be a cyclic indexing of the vj, such that v,,, v1 and v, are of degree greater than seven. We claim that vertex v accounts for a total degree of five from the set of vertices of degree greater than seven. The edges (v, vu), (v, v,) and (v, v2) each contribute one to this total degree, yielding a total of three. In addition, edges (vO, v,) and (v,. v2) each contribute two to this total degree, or four altogether. But since each of these edges is shared with one other face, just half of the contribution can be apportioned to v, yielding a total of two from edges (vg, vl) and (vi, v2). Thus altogether v accounts for a total degree of five from the vertices of degree greater than seven. Thus 5n, < C in,. However, from (4) we have n5 > 12 + c (i -6)n, > c iini.
is-6 i>7
This contradicts the above derived inequality, so that a desired vertex exists in this case. Let the subgraph induced by V, be called G,. All the vertices in V, are of degree at least five with respect to G,, with the exception of v, and possibly v, and v,, which are all of degree at least three, since they are adjacent to each other and to v,. Using G, as a building block, we shall generate a graph of minimum degree five. Consider the octahedral graph, in which there are six vertices of degree four, twelve edges, and eight triangular faces in any planar embedding.
Create G,8 by embedding a copy of G, in each face of the octahedral graph, identifying vertices v, v,, and v, and edges (v, v2), (v, vq), and (vz, vq) of each G, with the vertices and edges bounding the face in which it is embedded. Each vertex of G,8 originally in the octahedral graph will have degree at least eight, since v, v,, and v, are each of degree at least three in G,.
Since there are no special vertices in V,, -{v, v,, v, }, and the octahedral vertices are of degree at least eight, there are no special vertices in G,8. Since G, is maximal planar, so is Gt. Thus Gf satisfies the conditions in Case 1 and thus contains a desired vertex. This vertex does not depend on the octahedral vertices to render it desired, so that it corresponds to a desired vertex in G'. q
Our algorithm for finding a five-coloring of a planar graph is the following. First determine the degree d(v) of each vertex v. Each vertex of degree less than five is placed on a ready list R(l), and each vertex of degree five which has two neighbors x and y of degree at most seven that are mutually nonadjacent is placed on a ready list R(2). While at least one list is not empty, do the following. If R(1) is not empty, remove a vertex v from R(l), push v and a pointer to its adjacency list onto a stack, and delete v from the graph. Otherwise, remove a vertex v from R(2), identify its neighbors x and y, push v and a pointer to its adjacency list onto a stack, and delete v from the graph.
To When all neighbors of u have been handled, remove u from R(2) if it is present on it, and push (u, v) onto the stack.
When both ready lists are empty, the stack is popped repeatedly and colors assigned in a fashion similar to that in [5] . For each pair (v, t) popped, if t is a pointer to an adjacency list, color v with a color different from those vertices on the list. Otherwise color v with the same color as t.
The algorithm may be seen to perform correctly by the following argument.
Initially all vertices that are candidates for deletion are on ready lists. When an identification or deletion is performed, the ready lists are updated correctly. Specifically in the case of decrementing the degree of some vertex, a vertex is placed on R(1) if its degree becomes less than five, and is placed on R(2) if its degree becomes equal to five and it has appropriate neighbors x and y. In addition, a vertex is placed on R(2) if its degree has been equal to five and a neighbor has its degree decrease to seven so that appropriate neighbors x and y are now both available. Thus any vertex that is suitable for deletion must be on the appropriate ready list. Since Theorem 3 guarantees that there will always be a vertex in the graph that is suitable for deletion, the main while loop will not terminate until all vertices have been deleted from the graph.
To establish the linear time complexity of the algorithm, we note the following. A vertex of degree five can be tested in constant time to check if it belongs on R(2), since only the adjacency lists of its neighbors of length no greater than seven need be scanned. A vertex will be deleted from the graph when it is removed from R(1) or R(2). The time to delete a vertex v from the graph is constant, since at most four neighbors must be handled. If a neighbor w has its degree decrease to five, then w is tested in constant time. If w has its degree decrease to seven, then in worst case each of w's seven neighbors is of degree five and must be checked. But this still requires constant time.
Thus a constant amount of time is expended for each vertex deleted from the graph. In a similar fashion, the time for an i&nriJ~ operation is seen to be constant. The time to pop a vertex off the stack is bounded by some constant. The linearity of the algorithm then follows.
Relative tightness of the result in Theorem 3 can be demonstrated in the sense that the theorem does not hold if the seven is replaced by a six. We generate a graph in which each vertex of degree five will have all pairs of neighbors that are mutually nonadjacent be such that one member of every pair is of degree seven. Consider any maximal planar graph of minimum degree five, a portion of an example of which is shown in Fig. 3(a) . Replace each edge with two vertices and three edges as shown in Fig. 3(b) . Now embed the subgraph of Fig. 3(c) into each (triangular) face, yielding the graph a portion of which is shown in Fig. 3(d) . It is not hard to verify that every mutually nonadjacent pair of vertices that are neighbors of some vertex of degree five includes a vertex of degree seven.
