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Abstract
An object tracking system using a variable search window (VSW) algorithm based on color and feature points is
proposed. A meanshift algorithm is an object tracking technique that works according to color probability
distributions. An advantage of this algorithm based on color is that it is robust to specific color objects; however, a
disadvantage is that it is sensitive to non-specific color objects due to illumination and noise. Therefore, to offset
this weakness, it presents the VSW algorithm based on robust feature points for the accurate tracking of moving
objects. The proposed method extracts the feature points of a detected object which is the region of interest (ROI),
and generates a VSW using the given information which is the positions of extracted feature points. The goal of
this paper is to achieve an efficient and effective object tracking system that meets the accurate tracking of
moving objects. Through experiments, the object tracking system is implemented that it performs more precisely
than existing techniques.
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1. Introduction
The object tracking means tracing the progress of objects
as they move over a sequence of images. Visual object
tracking in complex environments is an important topic in
the intelligent surveillance field. A good tracking algorithm
should be able to work well in many real circumstances,
such as background clutters, occlusions, and different
illuminations [1,2].
The object tracking methods can be divided into three
groups according to feature values of the object which
seems to be foreground: color-based method, boundary-
based method, and model-based method. The color-based
method is used for the color probability distribution of
object tracking. Typical color-based methods are mean-
shift and continuously adaptive meanshift (Camshift) algo-
rithms [3,4]. It should facilitate fast calculation because of
the simple implementation. Therefore, the color-based
method is widely used in object tracking because it is easy
to extract and robust against partial occlusion. However,
they are vulnerable to sudden illumination changes and
backgrounds with similar colors. The boundary-based
method is used for contour information of object such as
condensation algorithm [5]. It is suitable for tracking rigid
object which seldom changes their boundaries such as the
heads of people. However, it is difficult for real-time pro-
cessing because of complicated calculations. The model-
based method, in other words motion templates, tracks
the object after learning the templates in advance [6]. As a
result, these methods are combined to achieve more
robust tracking results such as tracking algorithm based
on combining the color and boundary-based methods
[7,8].
The tracking algorithm proposed in this article employs
point-based and color-based multiple features, i.e., it is an
effective improvement of meanshift with scale invariant
feature transform (SIFT) algorithm. It is a method that
extracts the feature points of a detected object, and gener-
ates a variable search window (VSW) using the given
information. This information is the positions of extracted
feature points. This approach can solve the problem of a
similar color distribution and improve the performance of
the object tracking. The main contributions of this article
are as follows: (1) the improvement of meanshift with
SIFT algorithm is proposed for the object tracking, and (2)
the performance of the proposed tracking algorithm can
experimentally be proved against the existing algorithms.
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The rest of this article is organized as follows. In
Section 2, Gaussian mixture modeling (GMM) and post-
processing of detected objects are introduced. Typical
tracking methods and the proposed tracking algorithm
are described in Sections 3. The experimental results
and the tracking performances are in Section 4. Finally,
conclusions are given in Section 5.
2. Object detection
Most methods for object detection are based on per-
pixel background models [9-12]. A pixel-based method
does not consider the general things in the frame and
therefore shadows and noise must be handled after-
wards. A flowchart for the object detection method is
shown in Figure 1.
2.1. Gaussian mixture model
A GMM is a parametric probability density function
represented as a weighted sum of Gaussian component
densities [13,14]. This method is suggested by Stauffer
et al., which models each pixel as a mixture of Gaussian
distributions and uses an online approximation to
update the model. The model assumes that each pixel in
the frame is modeled by a mixture of K Gaussian distri-
butions where different Gaussian distributions represent









where K is the number of the distributions, ωi, t is an
estimate of the weight (what portion of the data is
accounted for by this Gaussian) of the ith Gaussian in
the mixture at time t, μi, t is the mean value of the ith
Gaussian in the mixture at time t, ∑i, t is the covariance
matrix of the ith Gaussian in the mixture at time t, Xt is
a random variable vector and h(Xt, μi, t, ∑i, t) is a Gaus-
sian probability density function.
A pixel value Xt that matches the Gaussian distribu-
tion can be defined as
{
matching :
∣∣Xt − μi,t∣∣ < λσi,t
ummatching :
∣∣Xt − μi,t∣∣ ≥ λσi,t i = 1, 2, · · · , K , (2)
where l is 2.5 and s is standard deviation. So, a
match is defined as a pixel value within 2.5 standard
deviations of a distribution.
The prior weights of the K distributions at time t are
adjusted as follows:
ωi,t = (1 − α)ωi,t−1 + α(Mi,t), (3)
where Mi, t is 1 for the model matched and 0 for the
remaining models, and a is a learning rate.
The mean and the variance parameters for unmatched
distributions remain the same. The parameters of the
distribution which matches the new observation are
updated as follows:
μi,t = (1 − ρ)μi,t−1 + ρXt , (4)
σ 2i,t = (1 − ρ)σ 2i,t−1 + ρ(Xt − μi,t)T(Xt − μi,t−1), (5)
where r = ah(Xt|μi,si).
If Xt does not match any Gaussian distributions, the
least probable distribution is replaced with a new distri-
bution which has its mean value, an initially high var-
iance and low prior weight.
After the updates, all the components in the mixture
are ordered by the value of ω/s. Then, the first B distri-
butions which exceed certain threshold Tbg are retained








where Tbg is a measure of the minimum portion of
the data that should be accounted for by the
background.
2.2. Post-processing
The GMM is used for the segmentation, extraction of
objects, and background area. However, detected objects
can contain noise types such as shadows and illumina-
tions. Therefore, it needs to remove the shadows using
morphological filters. A deterministic non-model-based
approach among shadow removal techniques is used for
general surroundings. This approach is based on the fact
that it can consider a pixel as a shadow if it has similar
Figure 1 Flowchart for the moving object detection based on background modeling.
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chromaticity but lower brightness than identical pixels in
the background image. Equation 7 shows the decision as




1, if BRimg < BRbg, & CHimg = CHbg ± T
0, otherwise
, (7)
where BRimg is the brightness of an input image, BRbg
is the brightness of a background image, CHimg is the
chromaticity of an input image, CHbg is the chromaticity
of a background image and T is threshold value (= 0.5).
Figure 2 shows a comparison with the resulting
images of the shadow removal and non-removal. The
process of using the shadow removal considerably




The meanshift algorithm, which iteratively shifts a
datum point to the average of data points in its neigh-
borhood, is a robust statistical method. This algorithm
finds local maxima in any probability distribution. It is
used for tasks such as clustering, mode-seeking, prob-
ability density estimations, and tracking [17,18]. Table 1
shows the finding of the maximization of probability
distribution using the meanshift algorithm [19].
3.2. SIFT algorithm
The SIFT algorithm was introduced by David G. Lowe, a
professor at the University of British Columbia (UBC).
This algorithm is used in various applications, such as
feature extraction and matching. Figure 3 shows the
steps of the SIFT algorithm. This is divided into the
detector and descriptor categories largely. It generally
has four steps [20,21]. In this article, we use detected
feature points (= keypoints) using the SIFT algorithm, i.
e., the proposed method is implemented until the
extraction step of keypoints.
The first stage of computation searches over all scales
and image locations. It is implemented efficiently with a
difference-of-Gaussian (DOG) image to identify poten-
tial interest points that are invariant to scale and orien-
tation. The scale space of an image is defined as follows:
L(x, y, σ ) = G(x, y, σ ) ∗ I(x, y), (8)
where I(x,y) is an input image, G(x,y,s) is a variable-
scale Gaussian, and * is the convolution operation.
Stable keypoint locations in scale space can be com-
puted from the DOG separated by a constant multipli-
cative factor k:
D(x, y, σ ) =
(
G(x, y, kσ ) − G(x, y, σ )) ∗ I(x, y)
= L(x, y, kσ ) − L(x, y, σ ). (9)
Figure 4 shows Gaussian and DOG pyramids of region
of interest (ROI) in Video 1. For each octave of scale
space, the initial image is repeatedly convolved with
Gaussian to produce the set of scale space images
shown in Figure 4a. Adjacent Gaussian images are sub-
tracted to produce the DOG images in Figure 4b. After
each octave, the Gaussian image is down-sampled by a
factor of 2, and the process repeated. In Figure 4b, the
DOG images show that values higher than 0 represent
255 because of seeing difference well, but real values of
the DOG images are 0 or low values.
To detect the local maxima and minima of D(x,y,s),
each sample point is compared to its eight neighbors in
the current image and nine neighbors in the scale above
and below. At each candidate location, a detailed model
Figure 2 A comparison of the resulting images of shadow removal and non-removal.
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is fit to determine the location and scale. Keypoints are
selected based on measures of their stability. If this
value is below a threshold, signifying that the structure
has low contrast (sensitive to noise), the keypoint will
be removed. For poorly defined peaks in scale-normal-
ized Laplacian of Gaussian operators, the ratio of the
principal curvatures of each candidate keypoint is evalu-
ated. If the ratio is below a threshold, the keypoint is
retained. Figure 5 shows the extraction of feature using
the SIFT algorithm in Video 1. Figure 5a has 184 fea-
tures in the whole region of a frame, and Figure 5b has
32 features in the ROI. Therefore, we reduce processing
time due to extract feature points in the ROI only.
3.3 VSW algorithm
The proposed tracking system has three steps. The first
step involves background modeling construction using
the GMM. The second step is an execution of the post-
processing of the detected objects for noise removal.
The last step is the tracking of the moving object using
the VSW algorithm. Finally, the proposed tracking sys-
tem finds the most accurate object through a new
search window. During the meanshift tracking, a color
histogram can easily be computed. However, this pro-
cess does not update the size of a search window and
convergence into a local maxima point is easily done.
Camshift tracking can update the search window. How-
ever, it is sensitive to non-specific color objects due to
illumination and noise. It may include some similarly
colored background areas that distract the tracking pro-
cess. Therefore, to overcome this weakness, in this arti-
cle, we present the VSW algorithm which generates a
VSW with robust feature points for an accurate tracking
of moving objects.
A flowchart for the whole system is shown in Figure 6.
The detected object by means of background modeling
Table 1 Meanshift algorithm for finding the maximization of probability distribution
Given the distribution {qu}u = 1,...,m of a detected object and the location y0 of the detected object in the previous frame.




















where b(xi) is the color bin of the color at xi.














where h is a window radius and g() is a kernel G.
Step 4. Compute the Bhattacharyya distance (= r) between pu and qu in the new location y1.
Step 5. While r|p(y0), q| <r|p(y1), q|
Do y1 = 1/2(y0+y1).
Step 6. If ||y1-y0|| <ε Stop.
Otherwise, y0 = y1 and go to Step 1.
Figure 3 Steps of the SIFT algorithm.
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         (a)                         (b)  
Figure 4 Gaussian and DOG pyramids of ROI in Video 1 (160 frame). (a) Gaussian pyramid. (b) DOG pyramid.
(a)         (b)  
Figure 5 Extraction of feature points using the SIFT algorithm in Video 1 (140 frame). (a) 184 features in the whole region. (b) 32 features
in the ROI.
Figure 6 Flowchart for the whole system.
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is set as the ROI. The next step involves the splitting off
of the hue color in this region and calculation of a his-
togram of the hue color during the first frame of the
object detection. The frames are found to maximize
probability distribution using both the meanshift and a
search window of new location. The search window is
enlarged to the region at one pixel per each side of rec-
tangle because enlarged region can prohibit extraction
of non-feature point. The Gaussian pyramid images are
created to this region, and the DOG pyramid images are
created to the Gaussian pyramid images. Maxima or
minima candidate keypoints are found in the DOG pyr-
amid images. After filtering keypoints, robust feature
points are extracted in only the ROI by the SIFT. The
outermost feature point on the each side of a rectangle
is found. We then take four feature points, and generate
a VSW with them. Finally, we can track moving objects
with the calculated histogram in advance, and create a
new variable window. A blue dotted rectangle represents
the meanshift. A red dotted rectangle indicates the SIFT.
An orange dotted rectangle denotes the VSW algorithm.
Table 2 shows the steps of the proposed method.
According to the condition of step 5, the object tracking
is stopped or not. If the condition is true, then the pro-
posed algorithm stops the object tracking, and if the
condition is false, then the proposed algorithm con-
tinues the object tracking.
VSW algorithm: The proposed VSW algorithm
Track_window = track_object_rect + 1 (per the each
side of rectangle)
Img = Track_window(ROI)
1. Feature extraction : SIFT
2. Search window change with feature points
For all i such that 0 ≤ i ≤ n do (n is the number of
feature points)
If i = = 0 then (set min(x, y) with first feature point)
Min_x = Feature_xi, Min_y = Feature_yi
Else if i = = 1 then (set max(x, y) with second fea-
ture point)
Max_x = Feature_xi, Max_y = Feature_yi
If Min_x > Max_x then Swap Min_x with
Max_x
End if
If Min_y > Max_y then Swap Min_y with
Max_y
End if
Else (set min(x, y) and max(x, y) with over third fea-
ture point)
If Min_x > Feature_xi then Min_x =
Feature_xi
End if
If Min_y > Feature_yi then Min_y =
Feature_yi
End if
If Max_x > Feature_xi then Max_x =
Feature_xi
End if





Track object rect = {(Min x, Min y), (Max x, Max y)}
The proposed algorithm shows the proposed VSW
algorithm. Track_object_rect indicates a detected object
place and track_window indicates a search window. To
prohibit extraction non-feature point, the search window
is enlarged to the region at one pixel per the each side
of rectangle. The SIFT algorithm is used to feature
points, and n is the number of feature points. The most
outer feature point in the each side of a rectangle is
found for changing the search window. Therefore, we
set four features into Min_x, Min_y, Max_x and Max_y.
Figure 7 shows an example of the generation of a
VSW. The left image in Figure 7 is the region which is
enlarged one pixel per the each side of a rectangle of
the detected object. A blue rectangle which represents
the edge of an image belongs to the search window. The
existing meanshift algorithm is used with this fixed
search window. However, in this article, to compensate
for the weakness this algorithm, we extract feature
points with the SIFT algorithm in only the ROI. In
Figure 7, the right image shows the extracted feature
point as expressed the ‘+’ sign. The outermost feature
points among all feature points generate the red rectan-
gle shown in the new search window. Thus, the search
window then changes from the area in the blue to the
area in the red rectangle. Generating a VSW in each
frame can increase the accuracy of the object tracking
performance.
Table 2 The steps of the proposed algorithm
Step 1. Assign an initial search window to ROI.
Step 2. Compute the color probability distribution of the search
window and generate a new search window by the meanshift
algorithm. (The new search window has the same size but the
different location as the initial search window.)
Step 3. Extract the feature points for the SIFT algorithm around the
new search window.
Step 4. Make a rectangle with four points of the edge among
detected feature points and assign the new search window to the
rectangle.
Step 5. Stop object tracking when the number of the feature points
is under 4 or the location of the search window is not moved.
Otherwise, repeat from Steps 2 to 4.
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Figure 8 shows the resulting image of the generation of
the VSW during the tracking of a moving object in an
experiment. The left image is the resulting object tracking
frame using the proposed method. The right image is the
ROI of an enlarged section of the left image. Feature
points are extracted by the SIFT algorithm in the region of
object detection which is the region within the dark blue
dotted line. The red ‘+’ signs denote the feature points.
The outermost feature points among the feature points
generate a new search window, as denoted here by the red
solid line forming the rectangle, i.e., we can generate a
VSW in each frame for more accurate object tracking.
Figure 9 shows the processing of the generation of the
VSW from input frame. Through the proposed method,
the region of detected object is more detailed because
the background region is deleted.
4. Experimental results
The proposed algorithm is implemented in Microsoft
Visual C++ and carried out on a PC with a 2.0 GHz
Intel Core 2 processor with 2 GB of memory. Table 3
shows the detailed information of each video sequence.
In the experiments, four video sequences are used. Espe-
cially, Intelligent room [22] and Pets 2006 [23] videos
are mainly used to evaluate performance of the object
tracking system. The others are personally captured by
the videos for the experiment.
To compute the tracking error, we create the ground-
truth images, which are the images of the actual object
region using Photoshop CS4. Figure 10 shows an exam-
ple of the processing of the ground-truth images. We
set a standard search window in the creation of the
ground-truth image. In Figure 10, the center-point is
Figure 7 An example of a generation of a VSW.
Figure 8 The resulting image of the generation of the VSW while tracking a moving object.
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denoted by a black ‘+’ sign and the search window is
denoted by the white rectangle. We set a new standard
of distance error with the ground-truth images. It is
marked visually every five frames after the initial detec-
tion of the object. Therefore, we can compare it with
the detected object using different algorithms.
Figure 11 shows the comparison with resulting images
of single-object tracking using each algorithm in Video
1 and Intelligent room. In Figure 11, a red rectangle
denotes the proposed method, a green rectangle indi-
cates the meanshift algorithm, a blue rectangle repre-
sents the Camshift algorithm, and a yellow rectangle
denotes a meanshift + optical flow algorithm [24]. The
proposed method tracked the object region more accu-
rately than the other algorithms. Moreover, for the
tracking of the object with the proposed method, it is
clear that the search window is perfectly adapted to the
size of the detected object. Through experimental
results, color-based meanshift and Camshift algorithms
missed the object because of illumination noise. The red
rectangle as regards the size of the object can well
change itself according to the variable size. When the
size of object is bigger, the small red rectangle changes
the big one.
Figure 12 shows the error comparison of the search
window region using each algorithm in Video 1 and
Intelligent room. To estimate accuracy of detected
object in each algorithm, we measure the error of the
region as follows:
ER = MGR + FSR, (10)
where ER is the error of the region, MGR is the miss
region in ground-truth region, and FSR is the false
region in search window region.
The criterion of ER is based on the region of detected
object (= true region) in ground-truth images such as
Figure 10. High value of ER means that the probability
of false object tracking is high. In Figure 12, a blue
dotted line has the most errors among the lines and a
red dotted line has the least errors among the lines.
Video 1 and Intelligent room got more error of the
region as they went on.
Figures 13 and 14 show the comparison of the result-
ing images of multi-object tracking in Video 2 and Pets
2006 using each algorithm. Tracking multi-object using
the meanshift algorithm based on color shows that sev-
eral objects are missed in 661-frame of Video 2 and in
1002, 1040, 1136, 1175-frame of Pets 2006. Tracking
multi-object using the Camshift algorithm based on
color shows that nearby objects are not recognized
multi-object but single-object in 619-frame of Video 2
and in 1040-frame of Pets 2006. Also, this tracking indi-
cates that some objects among them are missed in 1002,
1175-frame of Pets 2006. Tracking based on color and
feature points such as the meanshift + optical and the
proposed method well tracks object. However, a tracking
accuracy in the proposed method is higher than it in the
meanshift + optical method, i.e., the proposed method is
most similar with the object region of the ground-truth
image.
Figure 15 shows the tracking result images of one-
object among multi-object using the proposed method
in Video 2 and Pets 2006. A red line represents the cen-
ter of the search window, i.e., it is an object’s route.
Through experimental results, the proposed method can
well track an object, cannot miss it among other objects.
Table 4 shows the comparison of the accuracy com-
parison for each algorithm. For estimating tracking
accuracy, the accuracy is defined as follows:
accuracy(% ) =
the number of total frames − the number of false tracking frames
the number of total frames
×100. (11)
Figure 9 The processing of the generation of the VSW from input frame.
Table 3 Detailed information of each video sequence (M, multiple objects; S, single object)
No. of total frames Frame rate (frame/s) Frame size No. of objects
Intelligent room 300 25 320 × 240 S
Pets 2006 3020 25 300 × 240 M
Video 1 235 25 320 × 240 S
Video 2 800 25 320 × 240 M
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Figure 10 An example of the processing of the ground-truth image.
(a)
(b) 
Figure 11 A comparison of the resulting images of single-object tracking using each algorithm. (a) Video 1 (frames 80, 120, 160 and
180). (b) Intelligent room (frames 97, 156, 267, and 293).
(a) 
(b) 
Figure 12 Error comparison of the search window’s region using each algorithm. (a) Video 1. (b) Intelligent room.
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In general, the accuracy of the proposed method is
higher than other algorithms. The average accuracy for
the proposed method is 97.17%. Through experiments,
the proposed method can increase the tracking accuracy
at about 3.99%.
Table 5 indicates the comparison of the average pro-
cessing time for each algorithm. In case of Intelligent
room, it takes 0.03058 s to process one frame. Owing to
extracting feature points of the SIFT algorithm, it is
slower than only color-based algorithms. However, the
proposed method is faster than the meanshift + optical,
and it is sufficient time to track the object in real time.
The average processing time for the proposed method is
0.03642s, and the average processing time for meanshift
+ optical is 0.03709s. Through experiments, the
proposed method can reduce the processing time at
about 0.00067 s per a frame.
5. Conclusions
A VSW algorithm based on color and feature points is
proposed for accurate tracking of moving objects. When
the size of object changes, and the tracked object has a
similar color to the background color in an image, the
color-based meanshift and Camshift algorithms easily
miss the object. This article has demonstrated that the
search window’s size in the meanshift algorithm can be
changed using robust feature points to solve the pro-
blems encountered when tracking an object with a fixed
search window size and a color similar to the back-





Figure 13 A comparison of the resulting images of multi-object tracking in Video 2 using each algorithm (frames 540, 586, 619, and
661). (a) Meanshift. (b) Camshift. (c) Meanshift + optical. (d) Proposed method.
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Figure 14 A comparison of the resulting images of multi-object tracking in Pets 2006 using each algorithm (frames 1002, 1040, 1136,
and 1175). (a) Meanshift. (b) Camshift. (c) Meanshift + optical. (d) Proposed method.
(a)      (b)        (c) 
Figure 15 The tracking result images of one-object among multi-object using the proposed method in Video 2 and Pets 2006. (a)
Video 2 (frame 199). (b) Video 2 (frame 655). (c) Pets 2006 (frame 460).
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method is higher than other algorithms. The average
accuracy for the proposed method is 97.17%. Through
experiments, the proposed method can increase the
tracking accuracy at about 3.99%. In this article, we
improve the object tracking accuracy through the
experiment of various videos. Therefore, combining
multiple-features makes the object tracking more robust
in tracking applications. According to the experimental
results, the proposed method shows more precise per-
formance than other algorithms.
Abbreviations
Camshift: continuously adaptive meanshift; DOG: difference of Gaussian;
GMM: Gaussian mixture model; ROI: region of interest; SIFT: scale invariant
feature transform; VSW: variable search window.
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Table 4 The comparison of the accuracy for each algorithm (%)
The proposed method Meanshift Camshift Meanshift + optical
Video 1 98.15 95.74 97.02 97.45
Intelligent room 98.67 96.33 97 98.33
Video 2 97.50 92.50 90.38 96.38
Pets 2006 94.37 87.75 76.92 92.35
The average accuracy 97.17 93.08 90.33 96.13
Table 5 The comparison of the average processing time for each algorithm (s/frame)
The proposed method Meanshift Camshift Meanshift + optical
Video 1 0.03062 0.02937 0.02906 0.03199
Intelligent room 0.03058 0.03025 0.03347 0.03154
Video 2 0.04062 0.03784 0.03886 0.04083
Pets 2006 0.04387 0.04079 0.04102 0.04399
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