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Abstract—This work presents an overview of some recent develop-
ments made by the authors in the field of vibrational control of large-
scale structural systems subject to seismic excitations. The structural
systems under consideration are classified in two broad categories: (i)
high-rise buildings, and (ii) multi-building systems. When dealing with
high-rise buildings, the inclusion principle can be used as a powerful
mathematical tool to design semi-decentralized state-feedback and
output-feedback controllers. In the case of multi-building systems, a
passive-active structural vibration control for adjacent buildings con-
sisting in a combination of passive linking elements with an active
decentralized control system is designed. Numerical simulations show
that the overall active-passive control system achieves excellent results
when the active control system works; in case of full or partial failure
of the active control system, a remarkable reduction in the vibrational
response is guaranteed by the passive linking elements. Three different
building models serve as example to clarify the theoretical results and,
at the same time, to show the advantages of the proposed control
approaches.
Index Terms—Building structures, structural vibration control, active-
passive control, inclusion principle, decentralized control, output-
feedback control, H-infinity control.
1 INTRODUCTION
The design and implementation of vibrational control
systems for high-rise buildings and/or multi-building
systems poses a variety of serious challenges, at both the-
oretical and practical level. Specifically, the latest trends
in vibrational control of high-rise buildings involve
multi-sensor systems, multi-actuator schemes based on
magnetorheological semi-active dampers, and wireless
communication networks [27]. Regarding to the multi-
building case, the vibrational control has become a
subject of increasing interest over the last years. This
large-scale control problem may involve several build-
ings and typically presents a twofold goal: (i) minimiz-
ing the inter-story drifts to reduce building structural
damages, and (ii) keeping the inter-building separations
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to avoid inter-building collisions (pounding). Pounding
may cause severe structural damage, even collapse in
some extreme situations [1]. It is also worth to be noted
that some seismic protection strategies such as passive
base isolation, which can effectively reduce the seismic
response of isolated buildings, may also increase the
risk of pounding between insufficiently spaced adjacent
structures [14].
In the high-rise building control problem, a first in-
teresting approach consists in designing decentralized
or semi-decentralized active control systems, where the
actuation devices may be operated using local informa-
tion provided by neighboring sensors and, consequently,
helping to improve communication robustness and to
achieve higher sampling frequencies in the real-time
control operation. A second useful approach is the use
of static output-feedback controllers, which only require
a partial state knowledge. The basic contributions made
by the authors in this context are related to the use of the
Inclusion Principle in order to design semi-decentralized
overlapping controllers [26], and may be summarized
as follows: (i) study of several problems associated to
the design of state-feedback overlapping controllers [16],
[18], [19], [21], [22], (ii) extension of the Inclusion Principle
to multi-overlapping problems [17], and (iii) design of
semi-decentralized output-feedback H∞ controllers [23].
In the multi-building control problem, the Connected
Control Method (CCM) has recently been proposed as
a viable means to protect connected flexible structures
against earthquakes. The main idea in the CCM con-
sists in linking together adjacent structures by means of
coupling devices to provide appropriate reaction control
forces which help to mitigate the vibrational response of
the overall system. The application of the CCM using
different kinds of passive, active, or semi-active control
strategies have been investigated in [4], [5], [8], [9], [13],
[15], [20], [25], [28], [29], [31]. In all these works, two-
building systems are considered and the actuation de-
vices are placed in the coupling elements. The works of
the authors in this second field have been focused on the
seismic response of a multi-building structure consisting
of two adjacent actively controlled buildings linked by
damping passive elements. The resulting active-passive
overall control system combines the high performance
characteristics of active control systems with the relia-
bility of passive control elements and, at the same time,
admits a decentralized design and operation of the active
control subsystems. The seismic response of the two-
building system when the decentralized active control
system is partially or totally switched off is a particularly
relevant subject, which admits two interesting practical
interpretations: from a reliability point of view, it can
be seen as the system response under a partial or full
failure of the active control system; from a design point
of view, it can be understood as the response produced
by different active control configurations corresponding
to different levels of seismic protection.
To show the potential advantages of the proposed
methodologies, three different building models have
been considered: (1) a four-story building for the design
of overlapping LQR controllers; (2) a five-story building,
in the design of overlapping output-feedback H∞ con-
trollers; and (3) a two-building system, in the design of
an active-passive control strategy for adjacent buildings.
Numerical simulations of the vibrational response under
a seismic excitation have been performed to assess the
performance of the proposed control strategies.
2 BACKGROUND RESULTS
In this section, some basic definitions and results related
to the Inclusion Principle and the design of overlapping
controllers, in the case of two overlapping subsystems,
are briefly presented. A rigorous treatment can be found
in [2], [3], [7], [11], [12], [24], [26].
2.1 Inclusion Principle
Consider a pair of linear systems
S : x˙(t)=Ax(t) +B u(t),
y(t)=Cy x(t),
S˜ : ˙˜x(t)=A˜ x˜(t) + B˜ u˜(t),
y˜(t)= C˜y x˜(t),
(1)
where x(t)∈Rn , u(t)∈Rm , y(t)∈Rl are the state, the input,
and the output of S at time t≥0 and x˜(t)∈Rn˜ , u˜(t)∈Rm˜ ,
y˜(t)∈Rl˜ are the state, the input, and the output of S˜. A,
B, Cy and A˜, B˜, C˜y are n×n, n×m, l×n and n˜×n˜, n˜×
m˜, l˜×n˜ dimensional matrices, respectively. Suppose that
the dimensions of the state, the input, and the output
vectors x(t), u(t), y(t) of S are smaller than those of x˜(t),
u˜(t), y˜(t) of S˜. Let x(t;x0, u) and y[x(t)] denote the state
behavior and the corresponding output of S for a fixed
input u(t) and for an initial state x(0)=x0, respectively.
Similar notations x˜(t; x˜0, u˜) and y˜[x˜(t)] are used for the
state behavior and output of system S˜.
Let us consider the following linear transformations:
V : Rn −→ Rn˜ , U : Rn˜ −→ Rn ,
R : Rm −→ Rm˜ , Q : Rm˜ −→ Rm ,
T : Rl −→ Rl˜ , S : Rl˜ −→ Rl ,
(2)
where rank(V )=n, rank(R)=m, rank(T )=l and such that
UV =In, QR=Im, ST=Il, where In, Im, Il are the identity
matrices of indicated dimensions.
Definition 1: (Inclusion Principle) A system S˜ includes
the system S if there exists a quadruplet of matrices
(U, V,R, S) such that, for any initial state x0 and any
fixed input u(t) of S, the choice
x˜0 = V x0,
u˜(t) = Ru(t), for all t ≥ 0
of the initial state x˜0 and input u˜(t) of the system S˜,
implies
x(t;x0, u) = Ux˜(t; x˜0, u˜),
y[x(t)] = Sy˜[x˜(t)], for all t ≥ 0.
Suppose that the pairs of matrices (U, V ), (Q,R) and
(S, T ) are given. Then, the expanded matrices A˜, B˜, and
C˜y can be expressed as
A˜ = V AU +M, B˜ = V BQ+N, C˜y = TCyU + L, (3)
where M , N and L are complementary matrices of
appropriate dimensions. In terms of complementary ma-
trices, the inclusion principle can be established in the
following way.
Theorem 1: A system S˜ includes the system S if
and only if UM iV =0, UM i−1NR=0, SLM i−1V =0 and
SLM i−1NR=0 for all i=1, 2, ..., n˜.
There are two principal forms of the inclusion princi-
ple, which are called restrictions and aggregations [26]. In
this paper, only restrictions will be used.
Proposition 1: A system S is a restriction of the system
S˜ if and only if MV =0, NR=0 and LV =0.
Let us suppose that the system S given in (1) admits
an overlapping decomposition. In terms of the system
matrices, this assumption means that A, B and Cy
present a block tridiagonal structure
A=
 A11 A12
p
p
p
0−−−
p
p
p
−−−
A21 A22 A23−−−
p
p
−−−
0
p
p
p
A32 A33
 , B=
B11 B12
p
p
p
0−−−
p
p
p
−−−
B21 B22 B23−−−
p
p
−−−
0
p
p
p
B32 B33
 ,
Cy=
(Cy)11 (Cy)12
p
p 0−−−
p
p
p
−−−
(Cy)21 (Cy)22 (Cy)23−−−
p
p
p
−−−
0
p
p
p
(Cy)32 (Cy)33
 ,
where Aii, Bij , (Cy)ij , for i, j=1, 2, 3, are ni×ni, ni×mj ,
li×nj dimensional matrices, respectively. The partition
of the state x=(xT1 , xT2 , xT3 )T has components of re-
spective dimensions n1, n2, n3, satisfying n1+n2+n3=n;
the partition of u=(uT1 , uT2 , uT3 )T has components of di-
mensions m1, m2, m3, such that m1+m2+m3=m; and
y=(yT1 , yT2 , yT3 )T has components of respective dimen-
sions l1, l2, l3, satisfying l1+l2+l3=l.
The controller design starts with the definition of the
expansion transformations
V=
 In1 0 00 In2 0
0 In2 0
0 0 In3
, R=
 Im1 0 00 Im2 0
0 Im2 0
0 0 Im3
, T=
 Il1 0 00 Il2 0
0 Il2 0
0 0 Il3

and their corresponding pseudoinverse contractions
U=
 In1 0 0 00 12 In2 12 In2 0
0 0 0 In3
 , Q=
 Im1 0 0 00 12 Im2 12 Im2 0
0 0 0 Im3
 ,
S=
 Il1 0 0 00 12 Il2 12 Il2 0
0 0 0 Il3
 ,
where U=(V TV )−1V T , Q=(RTR)−1RT , S=(TTT )−1TT .
Then, the expanded matrices A¯=V AU , B¯=V BQ,
C¯y=TCyU , have the form
A¯=

A11
1
2A12
p
p
1
2A12 0
A21
1
2A22
p
p
1
2A22 A23
−−− −−− − −−− −−−
A21
1
2A22
p
p
1
2A22 A23
0 12A32
p
p
1
2A32 A33
 ,
B¯=

B11
1
2B12
p
p
1
2B12 0
B21
1
2B22
p
p
1
2B22 B23
−−− −−− − −−− −−−
B21
1
2B22
p
p
1
2B22 B23
0 12B32
p
p
1
2B32 B33
 ,
C¯y=

(Cy)11
1
2 (Cy)12
p
p
1
2 (Cy)12 0
(Cy)21
1
2 (Cy)22
p
p
1
2 (Cy)22 (Cy)23
−−− −−− − −−− −−−
(Cy)21
1
2 (Cy)22
p
p
1
2 (Cy)22 (Cy)23
0 12 (Cy)32
p
p
1
2 (Cy)32 (Cy)33
 .
In order to get an almost-decoupled expanded system,
we add complementary matrices as indicated in (3).
These complementary matrices can be chosen in the form
M=
 0 12A12 − 12A12 00 12A22 − 12A22 0
0 − 12A22 12A22 0
0 − 12A32 12A32 0
, N=
 0 12B12 − 12B12 00 12B22 − 12B22 0
0 − 12B22 12B22 0
0 − 12B32 12B32 0
,
L=
 0 12 (Cy)12 − 12 (Cy)12 00 12 (Cy)22 − 12 (Cy)22 0
0 − 12 (Cy)22 12 (Cy)22 0
0 − 12 (Cy)32 12 (Cy)32 0
 ,
resulting
A˜=A¯+M =
[
A˜11 A˜12
A˜21 A˜22
]
=

A11 A12
p
p 0 0
A21 A22
p
p 0 A23−−− −−− − −−− −−−
A21 0
p
p A22 A23
0 0 pp A32 A33
,
B˜=B¯ +N =
[
B˜11 B˜12
B˜21 B˜22
]
=

B11 B12
p
p 0 0
B21 B22
p
p 0 B23−−− −−− − −−− −−−
B21 0
p
p B22 B23
0 0 pp B32 B33
,
C˜y= C¯y + L =
[
(C˜y)11 (C˜y)12
(C˜y)21 (C˜y)22
]
=

(Cy)11 (Cy)12
p
p 0 0
(Cy)21 (Cy)22
p
p 0 (Cy)23−−− −−− − −−− −−−
(Cy)21 0
p
p (Cy)22 (Cy)23
0 0 pp (Cy)32 (Cy)33
 .
(4)
The expanded system can be denoted by
S˜ : ˙˜x(t) = A˜ x˜(t) + B˜ u˜(t),
y˜(t) = C˜y x˜(t),
with x˜T=(xT1 , xT2 , xT2 , xT3 ), u˜T=(uT1 , uT2 , uT2 , uT3 ) and y˜T=
(yT1 , y
T
2 , y
T
2 , y
T
3 ). Using the block notation given in (4),
we can write
S˜1 : ˙˜x1(t)=A˜11 x˜1(t) + B˜11 u˜1(t) + A˜12 x˜2(t) + B˜12 u˜2(t),
y˜1(t)=(C˜y)11 x˜1(t) + (C˜y)12 x˜2(t),
S˜2 : ˙˜x2(t)=A˜22 x˜2(t) + B˜22 u˜2(t) + A˜21 x˜1(t) + B˜21 u˜1(t),
y˜2(t)=(C˜y)21 x˜1(t) + (C˜y)22 x˜2(t),
where x˜T1 =(xT1 , xT2 ), u˜T1 =(uT1 , uT2 ), y˜T1 =(yT1 , yT2 ),
x˜T2 =(xT2 , xT3 ), u˜T2 =(uT2 , uT3 ), y˜T2 =(yT2 , yT3 ). By removing
the interconnection blocks, two decoupled expanded
subsystems result
S˜
(1)
D
: ˙˜x1(t) = A˜11 x˜1(t) + B˜11u˜1(t),
y˜1(t) = (C˜y)11 x˜1(t),
S˜
(2)
D
: ˙˜x2(t) = A˜22 x˜2(t) + B˜22 u˜2(t),
y˜2(t) = (C˜y)22 x˜2(t),
(5)
which define a decoupled expanded system
S˜
D
: ˙˜x(t) = A˜
D
x˜(t) + B˜
D
u˜(t),
y˜(t) = (C˜y)D x˜(t),
where A˜
D
=diag{A˜11, A˜22}, B˜D=diag{B˜11, B˜22} and
(C˜y)D=diag{(C˜y)11, (C˜y)22}. At this point, we have to
design a decentralized controller u˜
D
(t) for S˜
D
. This can
be done by independently computing local controllers
for S˜
(1)
D
and S˜
(2)
D
given in (5). In this paper, two kinds
of controllers will be considered: (i) state-feedback
controllers, and (ii) output-feedback controllers. For
each one of them, the contractibility conditions have to
be stated.
Definition 2: (State Contractibility) Suppose that S˜ is
an expansion of the system S. Then, a control law
u˜(t)=K˜ x˜(t) for S˜ is contractible to the control law
u(t)=Kx(t) for S if there exist transformations as in (2)
such that, for any initial state x0∈Rn and any input
u(t)∈Rm, the choice
x˜0 = V x0,
u˜(t) = Ru(t), for all t > 0
of the initial state x˜0 and input u˜(t) of the system S˜,
implies
Kx(t;x0, u) = QK˜x˜(t;V x0, Ru), for all t > 0.
Proposition 2: Suppose that S is a restriction of the
system S˜. Then, a control law u˜(t)=K˜ x˜(t) for S˜ is con-
tractible to the control law u(t)=Kx(t) for S if K=QK˜V .
Definition 3: (Output Contractibility) Suppose that S˜ is
an expansion of the system S. Then, a control law
u˜(t)=K˜ y˜(t) for S˜ is contractible to the control law
u(t)=Ky(t) for S if there exist transformations as in (2)
such that, for any initial state x0∈Rn and any input
u(t)∈Rm the choice
x˜0 = V x0,
u˜(t) = Ru(t), for all t > 0
of the initial state x˜0 and input u˜(t) of the system S˜,
implies
Ky[x(t;x0, u)] = QK˜y˜[x˜(t;V x0, Ru)], for all t > 0.
Proposition 3: Suppose that S is a restriction of the
system S˜. Then, a control law u˜(t)=K˜ y˜(t) for S˜ is con-
tractible to the control law u(t)=Ky(t) for S if K=QK˜T .
According to Definition 2, a state-feedback controller
u˜
D
(t)=K˜
D
x˜(t) is contracted to an overlapping controller
u(t)=Ko x(t) to be implemented into the original system
S. Analogously, by Definition 3, an output-feedback
controller u˜
D
(t)=K˜
D
y˜(t) is contracted to an overlapping
controller u(t)=Ko y(t). In both cases, the corresponding
contracted gain matrices have the following block diag-
onal form:
Ko =
 K11 K12
p
p 0−−−
p
p
p
−−−
K21 K22 K23−−−
p
p
p
−−−
0
p
p
p
K32 K33
 .
We can note that the design of overlapping controllers,
using the inclusion principle, has two main features:
(i) structure, which means that the resulting controller fits
in with the system structure, and (ii) lower dimensional-
ity, that is, the gain matrix Ko is computed from two
lower-dimension controllers which are independently
designed.
2.2 Controller design for two overlapping subsys-
tems
In this subsection an overlapping state-feedback LQR
controller will be designed. To this end, we start by
designing two independent local state-feedback LQR
controllers for the expanded decoupled subsystems S˜
(1)
D
and S˜
(2)
D
. Let us consider the local quadratic cost func-
tions
J˜
(1)
D
(x˜
10
, u˜1(t))=
∫ ∞
0
[
x˜T1 (t)Q˜
∗
1x˜1(t)+u˜
T
1 (t)R˜
∗
1u˜1(t)
]
dt,
J˜
(2)
D
(x˜
20
, u˜2(t))=
∫ ∞
0
[
x˜T2 (t)Q˜
∗
2x˜2(t)+u˜
T
2 (t)R˜
∗
2u˜2(t)
]
dt,
(6)
where x˜
10
and x˜
20
are the initial states of S˜
(1)
D
and S˜
(2)
D
,
respectively, and Q˜∗1, Q˜∗2, R˜∗1 and R˜∗2 are appropriate
expanded matrices. The gain matrices for the control
laws that minimize the cost functions (6)
u˜1(t) = K˜1 x˜1(t), u˜2(t) = K˜2 x˜2(t),
can be independently computed as
K˜1 =
[
R˜∗1
]−1
B˜T1 P˜1, K˜2 =
[
R˜∗2
]−1
B˜T2 P˜2,
where P˜1 and P˜2 are the solutions of the corresponding
Riccati equations. In the decoupled expanded system S˜
D
,
the gain matrix of the controller u˜(t)=K˜
D
x˜(t) minimiz-
ing the cost function
J˜
D
(x˜
0
, u˜(t))=
∫ ∞
0
[
x˜T (t)Q˜∗
D
x˜(t)+u˜T (t)R˜∗
D
u˜(t)
]
dt,
with Q˜∗
D
=diag{Q˜∗1, Q˜∗2}, R˜∗D=diag{R˜∗1, R˜∗2}, can be writ-
ten as a block diagonal gain matrix K˜∗
D
=diag{K˜∗1 , K˜∗2}.
Finally, the controller u˜
D
(t)=K˜
D
x˜(t) is contracted to an
overlapping controller u(t)=Ko x(t) to be implemented
into the original system S.
2.3 Sequential decomposition
When dealing with large-scale systems, they are usually
composed by a large number of subsystems. In this
subsection, we will use the inclusion principle to carry
out a multi-step expansion that allows the decentralized
design of a sequence of expanded local controllers. The
obtained local controllers are subsequently contracted
to produce a multi-overlapping controller which can be
implemented in the original system.
Having this idea in mind, let us consider a system
S : x˙(t) = Ax(t) +Bu(t)
formed by (r + 1) overlapping subsystems
S(j) : x˙(j)(t) = A(j)x(j)(t) +B(j)u(j)(t), j = 1, . . . , r+ 1.
The system matrix A has the block structure shown in
Fig. 1 with (r + 1) main blocks A(j) and r overlapping
sub-blocks O(j)A . The input matrix B presents an analo-
gous structure.
Broadly speaking, the basic idea is to consider the
first r subsystems as a single subsystem which overlaps
with S(r+1). Then, the standard theory for two over-
lapped systems may be applied to obtain an expanded
space, where a local controller can be designed for the
expanded subsystem S˜(r+1). This step also produces
another expanded system with only r overlapped sub-
systems. After r expansion steps, two non-overlapped
expanded subsystems result and the design of (r + 1)
expanded local controllers can be completed. Finally, a
sequence of r contraction steps on the expanded local
controllers yields an overlapping global controller for the
initial system. For the subsystem S(j), the state and the
input dimensions are respectively denoted by d(j)x and
d
(j)
u ; A(j) is a square matrix of dimension d
(j)
x , and B(j) is
a d(j)x ×d(j)u matrix. As for the overlapping blocks, O(j)A is
a square matrix of dimension o(j)x , and O
(j)
B is a o
(j)
x ×o(j)u
matrix. Note that some of the numbers o(j)u may be zero.
This is the case when there is no control overlapping
between subsystems S(j) and S(j+1). For j=1, . . . , r, we
also define the numbers
n
(j)
1 =
∑j
i=1
(
d
(i)
x − o(i)x
)
n
(j)
2 = o
(j)
x
n
(j)
3 = d
(j+1)
x − o(j)x

m
(j)
1 =
∑j
i=1
(
d
(i)
u − o(i)u
)
m
(j)
2 = o
(j)
u
m
(j)
3 = d
(j+1)
u − o(j)u
A
(1)
O
(1)
A
A
(2)
O
(2)
A
O
(r 1)
A
A
(r)
O
(r)
A
A
(r+1)
,. . . B=
0
0
B
(1)
O
(1)
B
B
(2)
O
(2)
B
O
(r 1)
B
B
(r)
O
(r)
B
B
(r+1)
. . .
0
0
A=
Fig. 1. Block structures of matrices A and B.
We start with the pair P (r+1)1 =(A,B) and consider the
expansion matrices
V (r)=

I
n
(r)
1
0 0
0 I
n
(r)
2
0
0 I
n
(r)
2
0
0 0 I
n
(r)
3
, R(r)=

I
m
(r)
1
0 0
0 I
m
(r)
2
0
0 I
m
(r)
2
0
0 0 I
m
(r)
3
,
to perform an overlapping decomposition of P (r+1)1 as
described in Subsection 2.1, obtaining the decoupled
pairs
P
(r)
1 =
(
A˜
(r)
1 , B˜
(r)
1
)
, P
(r+1)
2 =
(
A˜
(r+1)
1 , B˜1
(r+1)
)
,
as illustrated in Fig. 2. The pair P (r+1)2 contains no over-
P
(r+1)
1 P
(r)
1 P
(2)
1 P
(1)
1
...
P
(r+1)
2 P
(r)
2 P
(2)
2
K˜
(r+1)
2 K˜
(r)
2 K˜
(2)
2
K˜
(1)
1
K˜
(2)
1
...
...
...K˜
(r+1)
1 K˜
(r)
1
er er−1 e2 e1
cr cr−1 c2 c1
Fig. 2. Sequential overlapping decomposition scheme.
lapping blocks and a gain matrix K˜(r+1)2 can be directly
designed. The other pair P (r)1 contains r subsystems with
(r − 1) overlapping blocks and the process needs to
be repeated until a fully decoupled expansion results.
More precisely, the expansion process involves (r + 1)
pairs P (j)1 and it is carried out in r steps by decreasing
the index j from (r + 1) to 1. The expansion step j
starts with the pair P (j+1)1 , that describes a system with
(j+1) subsystems and j overlapping blocks, and it uses
expansion matrices V (j) and R(j) to yield the expanded
pairs
P
(j)
1 =
(
A˜
(j)
1 , B˜
(j)
1
)
, P
(j+1)
2 =
(
A˜
(j+1)
1 , B˜
(j+1)
1
)
.
A gain matrix K˜(j+1)2 is computed for the expanded
system with no overlapping blocks P (j+1)2 while the pair
P
(j)
1 , which contains j subsystems and (j − 1) overlap-
ping blocks, is supplied as the starting point to the next
expansion step. After r expansion steps, an expanded
non-overlapped pair P (1)1 results, and a gain matrix K˜
(1)
1
is directly computed. The matrix K¯(1)=diag
(
K˜
(1)
1 , K˜
(2)
2
)
can be contracted to obtain an overlapping controller
K˜
(2)
1 = Q
(1)K¯(1)V (1) for the expanded pair P (2)1 . The
contraction step j starts with the expanded gain matrix
K˜
(j)
1 and it uses K˜
(j+1)
2 to build K¯
(j)=diag
(
K˜
(j)
1 , K˜
(j+1)
2
)
and to compute the overlapping controller K˜(j+1)1 =
Q(j)K¯(j)V (j). After r contraction steps, an overlapping
gain matrix K=K˜1
(r+1)
for the original system results.
The diagram in Fig. 2 shows schematically the whole
procedure. The process starts with P (r+1)1 and the expan-
sion progresses along the top from left to right. Note that
a gain matrix K˜(j+1)2 is computed at each step. However,
the expansion process needs to be completed before the
first gain matrix K˜(1)1 is computed. Then, the contraction
process progresses from right to left along the bottom,
generating in each step the gain matrix K˜(j+1)1 .
3 EXAMPLE: FOUR-STORY BUILDING MODEL
To show the potential advantages of the proposed con-
trol approach and to illustrate more clearly the details
of the sequential design procedure presented in the
previous section, we consider the problem of reducing
the vibrational response of a tall building under an
earthquake excitation. More precisely, a simplified one-
dimensional model of a four-story building has been
selected. The control goal is to reduce the inter-story
drifts when the building is subjected to a ground seismic
excitation. To this end, two different actuation schemes
have been considered: (a) inter-story cross-actuators, and
(b) direct actuators (see Fig. 3). First, the building is
considered as a whole and, for each actuation scheme,
a centralized optimal LQR state feedback controller is
designed. These centralized controllers will later be
taken as a reference to evaluate the performance of the
ωc1
-u
1
c
2
-u
2
-u
3
c3
-u
4
c
4
u
2
u
3
u
4
ω
u
3
u
4
u
2
u
1 1
2
3
4
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Fig. 3. Two actuation schemes for a four-story building.
overlapping controllers. Secondly, the building is seen as
made up of three overlapped subsystems, which include
two consecutive stories, that is: S(1)=[1, 2], S(2)=[2, 3],
S(3)=[3, 4] (see Fig. 4). A sequential overlapping decom-
S
(3)
S
(2)
S
(1)
1
2
3
4
Fig. 4. Multi-overlapping decomposition for a four-story
building.
position is then applied to this multi-overlapped system
in order to obtain a multi-overlapping controller for each
actuation scheme.
3.1 State space model
The motion of the four-story building can be described
by the second-order differential equation
Mq¨(t) +Cq˙(t) +Kq(t) = Tuu(t) +Tww(t), (7)
where q(t)∈R4 is the displacement vector relative to the
ground, M, C, K, are the mass, damping, and stiffness
matrices, respectively, (see Fig. 5). The vector u(t)∈R4 is
the control force, w(t)∈R is the ground acceleration, Tu
is the control location matrix, and Tw is the excitation
location matrix.
The particular values of the matrices that will be
used to calculate the controllers and to carry out the
simulations are the following:
M = 102×diag [3456, 3456, 3456, 3456] ,
C = 103×
[ 5874 −2937 0 0
−2937 5874 −2937 0
0 −2937 5874 −2937
0 0 −2937 2937
]
,
K = 105×
[ 6808 −3404 0 0
−3404 6808 −3404 0
0 −3404 6808 −3404
0 0 −3404 3404
]
,
Tw = −M[1, 1, 1, 1]T ,
(8)
where masses are in kg, damping coefficients are in
N ·s/m, and stiffness coefficients are in N/m. As for the
control location, two different matrices are considered
T(a)u =
[−1 1 0 0
0 −1 1 0
0 0 −1 1
0 0 0 −1
]
, T(b)u =
[ 1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
]
,
corresponding, respectively, to the actuation schemes (a)
and (b) shown in Fig. 3.
From the second-order model (7), a first-order state-
space model can be derived
S : x˙(t) = Ax(t) +B(j) u(t) + Ew(t),
where the state vector x(t)∈R8 contains the inter-story
drifts and velocities arranged in increasing order (see
Fig. 5), that is,
x(t)=[ q1, q˙1, (q2 − q1), (q˙2 − q˙1), · · · , (q4 − q3), (q˙4 − q˙3)]T.
A detailed derivation of the first-order state-space model
q1
q2
q3
q4
x1
x3
x5
x7
Inter-story driftsAbsolute displacements
Fig. 5. Absolute and relative displacements.
can be found in [27]. For the particular values corre-
sponding to (8), the state matrix is
A=103×
0 0.0010 0 0 0 0 0 0
−0.9850 −0.0085 0.9850 0.0085 0 0 0 0
0 0 0 0.0010 0 0 0 0
0.9850 0.0085 −1.9699 −0.0170 0.9850 0.0085 0 0
0 0 0 0 0 0.0010 0 0
0 0 0.9850 0.0085 −1.9699 −0.0170 0.9850 0.0085
0 0 0 0 0 0 0 0.0010
0 0 0 0 0.9850 0.0085 −1.9699 −0.0170
,
the input matrix is given by
E = [0,−1, 0, 0, 0, 0, 0, 0]T ,
the control matrix for the inter-story actuation scheme is
B(a) = 10−5×

0 0 0 0
−0.2894 0.2894 0 0
0 0 0 0
0.2894 −0.5787 0.2894 0
0 0 0 0
0 0.2894 −0.5787 0.2894
0 0 0 0
0 0 0.2894 −0.5787
 ,
while the control matrix for the direct actuation scheme
is
B(b) = 10−5×

0 0 0 0
0.2894 0 0 0
0 0 0 0
−0.2894 0.2894 0 0
0 0 0 0
0 −0.2894 0.2894 0
0 0 0 0
0 0 −0.2894 0.2894
 .
3.2 Centralized controllers
To compute a centralized optimal LQR state feedback
controller, we consider the quadratic index
J
c
(x(t), u(t))=
∫ ∞
0
[
xT(t)Q∗x(t) + uT(t)R∗u(t)
]
dt, (9)
defined by the weighting matrices Q∗=I8, R∗=10−15 I4.
Using the Matlab command lqr() with system matrices
A and B(a), we obtain a centralized gain matrix K(a)c
given in Fig. 16 for the case of inter-story cross-actuators.
The optimal cost
[
J
(a)
c
]
opt
=39.58 is computed as the trace
of the matrix P (a), which is obtained as the solution of
the corresponding Riccati equation.
In the case of direct actuators, the system matrices
A and B(b) are used to yield a centralized gain ma-
trix K(b)c , also given in Fig. 16, with an optimal cost[
J
(b)
c
]
opt
=45.06.
Remark 1: It is worth noting that the gain matrix
K
(a)
c , obtained in the case of inter-story actuators, ex-
hibits an almost-decentralized structure. This fact can
be explained by the particular structure of the phys-
ical system and the actuation scheme. In this case, a
multi-overlapping controller, or even a decentralized
controller, could be obtained by removing some almost-
zero elements. The structured controller so obtained
is a small perturbation of the optimal controller, and
it is reasonable to expect that it will present a good
performance. However, it must be emphasized that even
in this extremely favorable case, a centralized controller
needs to be previously computed in order to apply this
strategy. Of course, this approach cannot be applied to
the case of direct actuators, where a full gain matrix K(b)c
has been obtained.
3.3 Multi-overlapping controllers
Inter-story actuators. Let us consider the main sys-
tem S(a) defined by the pair
(
A,B(a)
)
. We see now
this system as formed by three subsystems S(j), corre-
sponding to a block of two consecutive stories of the
building. Schematically, we write S(1)=[1, 2], S(2)=[2, 3],
S(3)=[3, 4] (see Fig. 4). This decomposition defines a
multi-overlapping decomposition with two overlapping
blocks corresponding to stories 2 and 3. The state sub-
system dimensions are d(j)x =4, j=1, 2, 3, with overlapping
blocks of size o(j)x =2, j=1, 2. Regarding the inputs, the
subsystem dimensions are d(j)u =2, j=1, 2, 3, with overlap-
ping blocks of size o(j)u =1, j=1, 2.
Following the notation introduced in Subsection 2.3,
we have r=2 overlapping blocks and we start with the
pair P (3)1 =
(
A,B(a)
)
. The numbers that define the first
expansion step (with index j=2) are
n
(2)
1 =
∑2
i=1
(
d
(i)
x − o(i)x
)
= 4
n
(2)
2 = o
(2)
x = 2
n
(2)
3 = d
(3)
x − o(2)x = 2{
m
(2)
1 =
∑2
i=1
(
d
(i)
u − o(i)u
)
= 2
m
(2)
2 = o
(2)
u = 1 m
(2)
3 = d
(3)
u − o(2)u = 1.
(10)
Now, we proceed as described previously and use the
expansion matrices V (2), R(2), defined by the num-
bers in (10), to compute the decoupled expanded pairs
P
(2)
1 =
(
A˜
(2)
1 , B˜
(2)
1
)
and P (3)2 =
(
A˜
(3)
2 , B˜
(3)
2
)
, where
A˜
(2)
1 =10
3×
 0 0.0010 0 0 0 0−0.9850 −0.0085 0.9850 0.0085 0 00 0 0 0.0010 0 00.9850 0.0085 −1.9699 −0.0170 0.9850 0.0085
0 0 0 0 0 0.0010
0 0 0.9850 0.0085 −1.9699 −0.0170
,
B˜
(2)
1 =10
−5×
 0 0 0−0.2894 0.2894 00 0 00.2894 −0.5787 0.2894
0 0 0
0 0.2894 −0.5787

and
A˜
(3)
2 =10
3×
[
0 0.0010 0 0
−1.9699 −0.0170 0.9850 0.0085
0 0 0 0.0010
0.9850 0.0085 −1.9699 −0.0170
]
,
B˜
(3)
2 =10
−5×
[
0 0
−0.5787 0.2894
0 0
0.2894 −0.5787
]
.
The pair P (3)2 =
(
A˜
(3)
2 , B˜
(3)
2
)
contains no overlapping
blocks, and we choose the quadratic index
J
(3)
2 (x(t), u(t))=
∫ ∞
0
[
xT(t)[Q
(3)
2 ]
∗x(t)+uT (t)[R(3)2 ]
∗u(t)
]
dt,
with weighting matrices [Q(3)2 ]
∗=In(3) and
[R
(3)
2 ]
∗=10−15 In(3)×m(3) , where n(3)=n
(2)
2 +n
(2)
3 , m
(3)=
m
(2)
2 +m
(2)
3 , to compute the expanded gain matrix
K˜
(3)
2 = 10
7×
[
−0.1466 −2.8833 0 −0.0005
0 −0.0005 −0.1466 −2.8833
]
.
The expanded pair P (2)1 =
(
A˜
(2)
1 , B˜
(2)
1
)
still contains over-
lapping blocks and it is supplied as the starting point
for the next expansion step (with index j=1), which uses
the numbers
n
(1)
1 =
∑1
i=1
(
d
(i)
x − o(i)x
)
= 2
n
(1)
2 = o
(1)
x = 2
n
(1)
3 = d
(2)
x − o(1)x = 2
m
(1)
1 =
∑1
i=1
(
d
(i)
u − o(i)u
)
= 1
m
(1)
2 = o
(1)
u = 1
m
(1)
3 = d
(2)
u − o(1)u = 1
to define expansion matrices V (1), R(1) in order to
produce a new set of decoupled expanded pairs
P
(1)
1 =
(
A˜
(1)
1 , B˜
(1)
1
)
and P (2)2 =
(
A˜
(2)
2 , B˜
(2)
2
)
. The pair
P
(2)
2 =
(
A˜
(2)
2 , B˜
(2)
2
)
contains no overlapping blocks
and we use a quadratic index J (2)2 with weighting
matrices [Q(2)2 ]
∗=In(2) and [R
(2)
2 ]
∗=10−15 In(2)×m(2) ,
where n(2)=n(1)2 +n
(1)
3 , m
(2)=m(1)2 +m
(1)
3 , to compute the
expanded gain matrix
K˜
(2)
2 = 10
7×
[
−0.1466 −2.8833 0 −0.0005
0 −0.0005 −0.1466 −2.8833
]
.
As we have completed the expansion process, the ex-
panded pair P (1)1 also has no overlapping blocks. We
select the quadratic index J (1)1 with weighting matrices
[Q
(1)
1 ]
∗=In(1) and [R
(1)
1 ]
∗=10−15 In(1)×m(2) , n(1)=n
(1)
1 +n
(1)
2 ,
m(1)=m(1)1 +m
(1)
2 , and compute the expanded gain matrix
K˜
(1)
1 = 10
7×
[
−0.1466 −2.8854 0 −0.0016
0 −0.0016 −0.1466 −2.8838
]
.
The contraction process starts with the matrix
K¯(1)=diag
(
K˜
(1)
1 , K˜
(2)
2
)
, which is contracted to obtain
the gain matrix
K˜
(2)
1 =10
7×
[
−0.1466 −2.8854 0 −0.0016 0 0
0 −0.0008 −0.1466 −2.8835 0 −0.0003
0 0 0 −0.0005 −0.1466 −2.8833
]
.
In the second contraction step, the matrix
K¯(2)=diag
(
K˜
(2)
1 , K˜
(3)
2
)
is contracted to obtain K˜(3)1 ,
in Fig. 16. This last matrix is the desired multi-
overlapping controller, denoted by K(a)o , which is given
in Fig. 16.
Direct actuators. We consider now the main system S(b)
defined by the pair
(
A,B(b)
)
. In this case, the previously
described procedure yields the expanded gain matrices
K˜
(1)
1 = 10
7×
[
0.1463 2.5551 −0.0003 −1.1441
0.1459 1.4110 0.1463 2.5551
]
,
K˜
(2)
2 = 10
7×
[
2.5977 2.2173 2.8431 −1.2756
−5.6100 1.2415 2.7594 2.5171
]
,
K˜
(3)
2 = 10
7×
[
2.5977 2.2173 2.8431 −1.2756
−5.6100 1.2415 2.7594 2.5171
]
.
After completing the contraction process, the following
multi-overlapping controller K(b)o results, which given in
Fig. 16.
3.4 Numerical simulations
In this section, the optimal LQR centralized state feed-
back controllers obtained in Subsection 3.2 are taken as
a reference to assess the performance of the correspond-
ing multi-overlapping controllers computed through the
proposed sequential decomposition procedure. Firstly,
for each one of the two considered actuation schemes,
the suboptimal cost of the multi-overlapping controllers
with respect to the centralized quadratic index Jc, de-
fined in (9), is computed and compared with the cor-
responding optimal values. Secondly, numerical simula-
tions of the free response and the controlled response of
the system under a seismic excitation are carried out for
all the considered controllers. The maximum absolute
inter-story drifts, and the maximum absolute control
actions are computed and pertinently compared. The
1940 El Centro NS earthquake (Fig. 6), scaled to a peak
of 1m/s2, has been used as ground acceleration input in
the simulations.
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Fig. 6. El Centro NS earthquake, scaled to a peak of
1m/s2.
Inter-story actuators. In this case, the centralized op-
timal LQR gain matrix K(a)c and the multi-overlapping
gain K(a)o are very similar (see Fig. 16). The quadratic
index cost Jc associated to the controller u(t)=K
(a)
o x(t),
can be computed as
[
J
(a)
c
]
o
=trace
[
P
(a)
o
]
, where the ma-
trix P (a)o can be obtained using the Matlab command
lyap() with arguments
ATcl =
[
A−B(a)K(a)o
]T
, H = Q∗+
[
K(a)o
]T
R∗K(a)o .
The resulting cost is
[
J
(a)
c
]
o
=38.58, which is practically
equal to the optimal cost. The upper plot in Fig. 7
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Fig. 7. Maximum inter-story drifts and control forces for
inter-story actuators.
displays the maximum absolute inter-story drifts for the
uncontrolled system, the optimal LQR centralized con-
troller, and the multi-overlapping controller. In the lower
plot, the maximum absolute control efforts are shown.
As may be expected from the small differences observed
in the gain matrices, the behavior of the optimal LQR
centralized controller and the multi-overlapping con-
troller are practically equal. In fact, the corresponding
graphs overlap and appear as a single line.
Direct actuators. In this second case, the centralized
controller has an optimal cost
[
J
(b)
c
]
opt
=45.06, while
the multi-overlapping controller has a suboptimal cost[
J
(a)
c
]
o
=46.99. The corresponding gain matrices K(b)c ,
K
(b)
o are given in Fig. 16. The maximum absolute inter-
story drifts and maximum absolute control efforts are
displayed in Fig. 8. It can be observed that, even in
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Fig. 8. Maximum inter-story drifts and control forces for
direct actuators.
this case where the optimal centralized gain matrix is
a full matrix, the multi-overlapping controller maintains
a remarkably high level of performance.
4 OUTPUT-FEEDBACK CONTROL
In this section a new approach will be developed. This
approach is based on the output-feedback control design
by using H∞ control, which can be useful when some
state variables are not available for feedback purpose. A
brief summary about the H∞ control is offered in the
next subsection.
4.1 Background results: H∞ control design
In this subsection, theoretical LMI results to obtain
output-feedback H∞ controllers are presented. Consider
a class of linear continuous-time systems described by
the equations
S : x˙(t) = Ax(t) +Bu(t) + Ew(t),
y(t) = Cy x(t),
z(t) = Czx(t) +Dzu(t),
(11)
where x(t)∈Rn corresponds to the state, u(t)∈Rm is
the input control, w(t)∈ Lp2 [0,∞) the disturbance input,
y(t)∈Rl is the output and z(t)∈Rq the controlled output.
A, B, E, Cy , Cz , Dz are known, real and constant
matrices of appropriate dimensions.
Consider an output-feedback controller u(t)=Ky(t) for
the system (11), where K∈Rm×l. Then, the resulting
closed-loop system has the form
S
C
: x˙(t) = [A+BKCy]x(t) + Ew(t),
z(t) = [Cz +DzKCy]x(t).
(12)
The objective is to design an output-feedback con-
troller u(t)=Ky(t) satisfying two requirements: (i) the
closed-loop system (12) is asymptotically stable when
w(t)=0; and (ii) it guarantees a prescribed H∞-norm
disturbance attenuation of the closed-loop system from
w(t) to z(t), i.e.
‖z(t)‖
2
6 γ ‖w(t)‖
2
, γ>0,
for all nonzero w(t)∈Lp2 [0,∞) and zero initial conditions,
with a minimum γ value.
Having this idea in mind, let us introduce the follow-
ing index:
J =
∫ ∞
0
[
zT (t)z(t)− γ2wT (t)w(t)] dt
= ‖z(t)‖22 − γ2 ‖w(t)‖22,
under zero initial conditions. Consider the closed-
loop system given in (12). For any w(t)6= 0 such that
w(t)∈Lp2 [0,∞), we have
J 6
∫ ∞
0
[
zT (t)z(t)− γ2wT (t)w(t) + V˙ (x, t)
]
dt, (13)
where V (x, t)=xT (t)Px(t) is a Lyapunov function with
P a symmetric positive-definite matrix. Substituting z(t)
and V˙ (x, t) into (13), we obtain
J 6
∫ ∞
0
xT (t)
[
S + [Cz +DzKCy]
T [Cz +DzKCy]
]
x(t)dt,
(14)
where
S=PA+[PA]
T
+PBKCy+[PBKCy]
T
+γ−2PEETP.
The inequality (14) can be transformed into an LMI
problem by introducing the change of variables X=P−1,
W=KCyX , and η=γ−2 (see [23]). Then, the following
theorem can be stated.
Theorem 2: Consider a linear continuous-time system
given in (11). For a prescribed scalar η>0, suppose that
there exists a matrix X>0 and a matrix W such that the
following linear matrix inequality[
W1 W
T
2
W2 −I
]
< 0 (15)
holds, where
W1 = AX + [AX]
T
+BW + [BW ]T + ηEET ,
W2 = CzX +DzW.
Then, u(t)=Ky(t) is an output-feedback controller such
that the resulting closed-loop system (12) is asymptoti-
cally stable with H∞ bounded norm γ.
Now, the output-feedback H∞ control problem can
be transformed into the following convex optimization
problem:{
maximize η
subject to X > 0, η > 0 and the LMI (15).
(16)
4.2 Output-feedback control design
From Theorem 2, in order to obtain an output-feedback-
controller u(t)=Ky(t) for the system S, it is necessary
to isolate the gain matrix K. To solve this problem, the
following procedure can be used [30]:
Step 1) Select a full rank n× (n − q) dimensional
matrix Q such that CyQ=0. The matrix Q may be taken
as C⊥y , for example choosing the columns of Q to be a
basis of the orthogonal space of R(Cy), that is, the space
generated by the rows of Cy .
Step 2) Solve the problem stated in (15) with
X = QXqQ
T + CTy
[
CyC
T
y
]−1
Cy + C
T
y XcCy,
Y = YcCy,
where Xq and Xc are unknown symmetric matrices of
(n−q)×(n−q) and q×q dimensions, respectively, and Yc
is an unknown m×q dimensional matrix.
Step 3) Compute the gain matrix K as
K = Yc
[
I − CyX−10 CTy Xc
[
I + CyX
−1
0 C
T
y Xc
]−1]
,
where X0=QXqQT + CTy
[
CyC
T
y
]−1
Cy . This procedure
guarantees KCy=Y X−1 and, furthermore, the matrix K
has been isolated.
5 EXAMPLE: FIVE-STORY BUILDING MODEL
A simplified one-dimensional model of a five-story
building has been selected. The control goal is to reduce
the inter-story drifts when the building is subjected to a
ground excitation (see Fig. 9). The building motion can
ω
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Fig. 9. Actuation scheme for a five-story building.
be described by
Mq¨(t) +Cq˙(t) +Kq(t) = Tuu(t) +Tww(t), (17)
where q(t)∈R5 is the displacement vector relative to
the ground and M, C, K, are the mass, damping, and
stiffness matrices, respectively. The vector u(t)∈R5 is the
control force, w(t)∈R is the ground acceleration, Tw is
the excitation location matrix, and Tu is the control
location matrix. The particular values of the matrices are
the following:
M = 102×diag [3456, 3456, 3456, 3456, 3456] ,
C =
 5874 −2937 0 0 0−2937 5874 −2937 0 00 −2937 5874 −2937 0
0 0 −2937 5874 −2937
0 0 0 −2937 2937
 ,
K = 102×
 6808 −3404 0 0 0−3404 6808 −3404 0 00 −3404 6808 −3404 0
0 0 −3404 6808 −3404
0 0 0 −3404 3404
 ,
Tu = diag [1, 1, 1, 1, 1] ,
Tw = −M[1, 1, 1, 1, 1]T
where masses are in kg, damping coefficients are in
kN ·s/m, and stiffness coefficients are in kN/m. From the
second-order model (17), a first-order state-space model
in the form given in (11) can be derived where the
state vector x(t)∈R10 contains the inter-story drifts and
velocities arranged in increasing order, that is,
x(t)=[ q1, q˙1, (q2 − q1), (q˙2 − q˙1), · · · , (q5 − q4), (q˙5 − q˙4)]T.
A detailed derivation of the first-order state-space model
can be found in [27]. For the particular values presented
in (11), the state, the control and the input matrices A, B,
and E are summarized in Fig. 16. The numerical values
of the matrices Cy , Cz , and Dz given in (11) will be
selected for each specific type of controller in the next
subsection.
5.1 Numerical simulations
In this subsection, numerical simulations of the free
and controlled responses of the system under a seismic
excitation are carried out. The maximum absolute inter-
story drifts and the maximum absolute control actions
are computed and compared. The 1940 El Centro NS
earthquake, scaled to a peak of 1m/s2, is used as ground
acceleration input in the simulations (see Fig. 6).
Three different controllers have been considered.
Firstly, the building is considered as a whole and a
centralized full-state H∞ controller is computed. This cen-
tralized controller will later be taken as a reference to
assess the performance of the proposed static output-
feedback controllers: a partial output-feedback controller
and a partial output-feedback overlapping controller. For the
overlapping controller, the building is seen as made up
of two overlapped subsystems, which are composed by
two blocks of stories: S1=[1, 2, 3] and S2=[3, 4, 5]. In this
case, the 3th story is the overlapped part.
a) Full-state control design
In order to compute a centralized controller, we consider
Cy=I10, Cz=10×
[
I10−−−
0
5×10
]
and Dz=10−12×
[
0
10×5
−−−
I5
]
given in
(11). It can be observed that the matrix Cy corresponds
to all the inter-story drifts and velocities. The computed
full-state centralized gain matrix Kfull is given in Fig. 16.
b) Partial output-feedback control design
We focuss now our attention in designing a partial
output-feedback controller. The matrices Cz and Dz are
the same as given to compute a centralized controller.
However, we suppose that the matrix Cy provides all
the inter-story drifts, but only the inter-story velocities
of the 1st and 3th stories. That is,
Cy =

1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0
 .
Remark 2: We had unsuccessfully attempted to solve
this kind of problem before, the main difficulty was
that the associated LMI (15) resulted to be infeasible.
Recently, we found that, in some cases, the infeasibility
can be overcome by adding a small perturbation matrix
∆A to the state matrix A. In the present example, the
perturbation matrix has been chosen as ∆A=−0.02×I10.
It should be noted that the dynamic characteristics of
the original and the perturbed system, with state matrix
Ap=(A+ ∆A), are very similar. Consequently, the per-
turbed state matrix Ap can be successfully used to design
a static output controller for the original system.
The gain matrix Kpart, corresponding to the partial
output-feedback controller, is presented in Fig. 16.
c) Overlapping output-feedback control design
Now, we consider two subsystems S1=[1, 2, 3] and
S2=[3, 4, 5] with an overlapping part in the 3th story (see
Fig. 10). In this case, the matrix (C˜y)11 for the decoupled
expanded system S˜
(1)
D
in (5), gives the inter-story drifts
of the 1st, 2nd, and 3th stories, together with the 1st and
3th inter-story velocities.
ω
u5
u4
u3
u2
u1
5
4
3
2
1
Block 1=S1
Block 2=S2
Fig. 10. Two-subsystem overlapping decomposition.
Analogously, the matrix (C˜y)22 for the decoupled ex-
panded system S˜
(2)
D
provides the 3th, 4th, and 5th inter-
story drifts, and only the 3th inter-story velocity. Thus,
(C˜y)11 =
 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 , (C˜y)22 = [ 1 0 0 0 0 00 1 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
]
.
For the decoupled subsystems S˜
(1)
D
, S˜
(2)
D
, we consider
the matrices Cz=10×
[
I6−−−−
0
3×6
]
, Dz=10−11.7×
[
0
6×3
−−−−−
I3
]
and Cz=10×
[
I6−−−−
0
3×6
]
, Dz=10−13×
[
0
6×3
−−−−−
I3
]
, respec-
tively. With the purpose to obtain feasibility of the
corresponding local LMI problems, a perturbation matrix
in the form ∆A=−0.02×I6 is added to the expanded state
matrices A˜11, A˜22 given in (5). Finally, the computed gain
matrix for the overlapping output-feedback control Kover
is offered in Fig. 16.
Seismic responses
In Figure 11, the maximum absolute inter-story drifts
for the free (uncontrolled) system, the full-state con-
troller, the partial output-feedback centralized controller
and the overlapping output-feedback controller are dis-
played. The maximum absolute control efforts, for the
same controllers, are shown in Fig. 12.
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Fig. 11. Maximum inter-story drifts.
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Fig. 12. Maximum control forces.
It can be observed that, despite the lower number
of sensors and the reduced amount of information ex-
change, the partial output-feedback controller and the
overlapping controller maintain a remarkably high level
of performance when compared with the full-state cen-
tralized control. Comparing the two output controllers,
the obtained results also illustrate the fact that suitable
decentralized design strategies may be used to produce
controllers with a level of performance similar to their
centralized counterparts.
6 MULTI-BUILDING CONNECTED SYSTEMS
In this section, we will focus our attention on the control
of multi-building systems which, at the same time, can
be high-raise buildings.
6.1 Two-building model
A simplified model for a two-building coupled system
formed by a three-story building and a two-story build-
ing, linked by viscoelastic dampers, is presented. The
buildings motion can be described by
M q¨(t) +C q˙(t) +K q(t) = Tu u(t) +Tw w(t). (18)
The vector of relative displacements, with respect to the
ground, is
q(t) =
[
q
(l)
1 (t), q
(l)
2 (t), q
(l)
3 (t), q
(r)
1 (t), q
(r)
2 (t)
]T
,
where q(l)i (t) and q
(r)
i (t) represent the displacement of the
ith story in the left and right building, respectively. The
vector of control forces has a similar structure
u(t) =
[
u
(l)
1 (t), u
(l)
2 (t), u
(l)
3 (t), u
(r)
1 (t), u
(r)
2 (t)
]T
,
where Tu=I5×5 is the control location matrix,
Tw=−M [1, · · · , 1]T is the excitation location matrix,
and w(t) is the ground acceleration. With the notations
indicated in Fig. 13, the matrices in equation (18) have
w
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2
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2
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2
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2
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Fig. 13. Structural model for two adjacent buildings
the following structures:
M =
[
ML 0
0 MR
]
,
ML = diag
[
m
(l)
1 ,m
(l)
2 ,m
(l)
3
]
, MR = diag
[
m
(r)
1 ,m
(r)
2
]
,
C = Cs +Cd, K = Ks +Kd.
The inter-story damping matrix is
Cs =
[
CL 0
0 CR
]
,
with
CL =
 c(l)1 +c(l)2 −c(l)2 0−c(l)2 c(l)2 +c(l)3 −c(l)3
0 −c(l)3 c(l)3
, CR = [ c(r)1 +c(r)2 −c(r)2−c(r)2 c(r)2
]
,
while the inter-building damping matrix corresponding
to the viscoelastic dampers is
Cd =

c
(d)
1 0 0 −c(d)1 0
0 c
(d)
2 0 0 −c(d)2
0 0 0 0 0
−c(d)1 0 0 c(d)1 0
0 −c(d)2 0 0 c(d)2
 .
Analogously, the inter-story stiffness matrix is
Ks =
[
KL 0
0 KR
]
,
with
KL=
 k(l)1 +k(l)2 −k(l)2 0−k(l)2 k(l)2 +k(l)3 −k(l)3
0 −k(l)3 k(l)3
, KR=[ k(r)1 +k(r)2 −k(r)2−k(r)2 k(r)2
]
,
and the inter-building stiffness matrix takes the form
Kd =

k
(d)
1 0 0 −k(d)1 0
0 k
(d)
2 0 0 −k(d)2
0 0 0 0 0
−k(d)1 0 0 k(d)1 0
0 −k(d)2 0 0 k(d)2
.
From the second-order model (18), a first-order state-
space model can be derived
S :
{
x˙(t) = Ax(t) +Bu(t) + Ew(t),
y(t) = Cy x(t).
(19)
Here, the state vector x(t)∈R10 groups together the
displacements and the velocities arranged in increasing
order, that is,
x(t) = [ q1(t), q˙1(t), · · · , q5(t), q˙5(t)]T ,
where qi(t)=q
(l)
i (t), i=1, 2, 3, is the displacement relative
to the ground of the ith story in the left building, and
q4(t)=q
(r)
1 (t), q5(t)=q
(r)
2 (t) denote the displacements for
the right building. The matrices for the state-space model
(19) used in the controllers design and the response
numerical simulations are
A=

0 1 0 0 0 0 0 0 0 0
−6201 −0.2 3100 0.1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
3100 0.1 −6201 −0.9 3100 0.1 0 0 0 0.8
0 0 0 0 0 1 0 0 0 0
0 0 3100 0.1 −3100 −0.1 0 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 −3100 −0.2 1550 0.1
0 0 0 0 0 0 0 0 0 1
0 0 0 0.8 0 0 1550 0.1 −1550 −0.9
,
B=10−6 ×

0 0 0 0 0
0.7752 0 0 0 0
0 0 0 0 0
0 0.7752 0 0 0
0 0 0 0 0
0 0 0.7752 0 0
0 0 0 0 0
0 0 0 0.7752 0
0 0 0 0 0
0 0 0 0 0.7752
 ,
E=[ 0,−1, 0,−1, 0,−1, 0,−1, 0,−1 ]T ,
Cy=
 1 0 0 0 0 0 0 0 0 0−1 0 1 0 0 0 0 0 0 00 0 −1 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 −1 0 1 0
 .
(20)
It should be noted that the output matrix Cy extracts the
inter-story drifts of the buildings, that is,
y(t) =
[
y
(l)
1 (t), y
(l)
2 (t), y
(l)
3 (t), y
(r)
1 (t), y
(r)
2 (t)
]T
,
where y(l)1 = q
(l)
1 , y
(l)
2 = q
(l)
2 − q(l)1 , y(l)3 = q(l)3 − q(l)2 ,
y
(r)
1 = q
(r)
1 , y
(r)
2 = q
(r)
2 − q(r)1 . The matrices in (20)
correspond to the following particular values
of the mass, damping and stiffness coefficients:
m
(l)
i =m
(r)
j =1.29×106Kg; c(l)i =c(r)j =105N ·s/m; k(l)i =4×109
N ·s/m; k(r)j =2×109N ·s/m; c(d)1 =0, c(d)2 =106N ·s/m;
k
(d)
j =0, for i=1, 2, 3, j=1, 2. A detailed derivation of the
first-order state-space model (19) can be found in [27].
6.2 Controllers design
In this subsection, three active H∞ controllers for the
system (19) are computed: a centralized controller and
two decentralized controllers; in all the cases, the par-
ticular values given in (20) are used. The centralized
controller will be taken as a reference in the perfor-
mance assessment. For the decentralized controllers, two
different approaches are followed: a centralized design
which uses the overall two-building coupled model, and
a decentralized design which considers the buildings
independently, ignoring the linkage. Regarding to the
passive control system, the buildings are linked by a
single damper with damping constant c(d)2 =10
6 N s/m,
located at the second story. This configuration may
be considered as optimal, in the sense that numerical
simulations show that no significant reduction of the
vibrational response results when a similar damper is
placed linking the first stories, or elastic linking elements
are considered. In terms of the damping and stiffness
coefficients, this means c(d)1 =0, k
(d)
1 =k
(d)
2 =0. Finally, a
number of good reasons justify the choice of the H∞ ap-
proach for the problem under consideration: the practical
interpretation of the H∞ norm as minimum worst case
gain from energy disturbance to energy response, the
existence of efficient solvers via LMI formulation which
allow to obtain decentralized controllers by imposing
structure constraints on the controller gain matrix, and
the possibility of extending the study to a variety of
interesting scenarios which may include several kinds
of uncertainties, delays, actuator saturation, etc.
a) H∞ control design
Let us consider the system (19) together with the
controlled output z(t)=Czx(t)+Dzu(t) (see [6] ). For a
given state feedback controller u(t)=Gx(t), the following
closed-loop system results
SCL :
{
x˙(t) = A
CL
x(t) + Ew(t),
z(t) = C
CL
x(t),
where
A
CL
= A+BG, C
CL
= Cz +DzG. (21)
The closed-loop transfer function from the disturbance
w(t) to the controlled output z(t) has the form
Tzw(s) = CCL (sI −ACL)−1E. (22)
The objective is to find a gain matrix Gop which produces
a stable matrix A
CL
and, at the same time, minimizes the
value of the norm
‖Tzw‖∞ = max
ω
σ¯ [Tzw(jω)] , (23)
where σ¯(·) denotes the maximum singular value. For a
prescribed γ>0, according to the Bounded Real Lemma,
the following two statements are equivalent:
1) ‖Tzw‖∞<γ and ACL is stable.
2) There exists a symmetric positive-definite matrix
P∈R2n×2n such that the following inequality[
A
CL
P+PAT
CL
+γ−2EET PCT
CL
∗ −I
]
< 0
holds, where ∗ denotes the symmetric entry.
By using the closed-loop matrix definitions given in
(21), the inequations given by the Bounded Real Lemma
becomes[
AP+PAT+BGP+PGTBT+γ−2EET PCTz +PG
TDTz
∗ −I
]
< 0.
The above nonlinear matrix inequality can be converted
into a linear matrix inequality (LMI) by introducing the
new variables Y =GP and η=γ−2[
AP+PAT+BY+Y TBT+ηEET PCTz +Y
TDTz
∗ −I
]
< 0. (24)
The continuous-time H∞ control problem is then trans-
formed into the following convex optimization problem:{
maximize η
subject to P > 0, η > 0 and the LMI (24),
(25)
where the matrices Y , P are the optimization variables.
If the optimal value ηmax is attained for the optimal
matrices Yop, Pop, the corresponding gain matrix can be
computed as
Gop = Yop P
−1
op ,
and the value of the minimum H∞ norm is
‖Tzw(Gop)‖∞ = γGop =
1√
ηmax
,
where Tzw(Gop) denotes the transfer function described
in (22) corresponding to the control gain matrix Gop.
b) Centralized control
First, we compute a centralized H∞ control by solving
the optimization problem stated in (25) using the system
matrices given in (20) and the controlled output matrices
Cz =
[
Cy
05×10
]
, Dz = 0.3162× 10−7
[
0
5×5
I5×5
]
,
obtaining the following full control gain matrix
Gc = 10
7× 0.133 −0.061 0.180 −0.082 0.289 −0.083 −0.810 −0.031 −1.422 −0.0500.275 −0.082 0.344 −0.145 0.498 −0.165 −1.515 −0.055 −2.527 −0.0910.302 −0.083 0.470 −0.165 0.594 −0.226 −1.992 −0.070 −3.071 −0.113
0.711 −0.031 1.300 −0.057 1.687 −0.070 −0.254 −0.072 −0.445 −0.067
1.231 −0.050 2.227 −0.091 2.573 −0.113 −0.336 −0.067 −0.736 −0.138

and the minimum γ value∥∥Tzw(Gc)∥∥∞ = γGc = 0.0788.
Note that to compute the actuation force for any story
using the gain matrix Gc, the knowledge of the complete
state of both buildings is required.
c) Decentralized control with centralized design
Second, we consider again the overall two-building cou-
pled system but now the goal is to design a decentralized
controller by imposing a block diagonal structure on the
control gain matrix. To this end, we solve problem (25)
using variable matrices P and Y with the form
P =
[
P11 0
0 P22
]
, Y =
[
Y11 0
0 Y22
]
,
where P11, P22 are positive-definite matrices of dimen-
sions 6×6 and 4×4, respectively, and Y11, Y22 are rectan-
gular matrices of dimensions 3×6 and 2×4. The matrices
used in the controlled output z(t)=Czx(t)+Dzu(t) are
Cz =
[
Cy
0
5×10
]
, Dz = 0.5623× 10−7
[
0
5×5
I
5×5
]
.
After solving the corresponding constrained LMI min-
imization problem, the following block diagonal gain
matrix results
Gdc = 10
6× 0.078 −1.049 0.094 −1.177 −0.230 −1.426 0 0 0 00.320 −1.177 0.056 −2.476 −0.268 −2.603 0 0 0 00.497 −1.426 0.190 −2.603 −0.346 −3.653 0 0 0 0
0 0 0 0 0 0 0.057 −1.220 −0.153 −1.346
0 0 0 0 0 0 0.354 −1.346 −0.269 −2.566

and the associated minimum γ value is
‖Tzw(Gdc)‖∞ = γGdc = 0.1544.
In this case, we only need the state of the corresponding
building to compute the actuation force for a given story.
Predictably, a higher γ value has been obtained due to
the structural restrictions imposed on matrices Y and P .
However, the resulting γ value is still remarkably low.
d) Decentralized control with decentralized design
Finally, we proceed to design a decentralized controller
considering the buildings independently and ignoring
the passive linking system. In this third case, we have
two independent subsystems
SL :
{
x˙
L
(t) = A
L
x
L
(t) +B
L
u
L
(t) + E
L
w(t),
y
L
(t) = (Cy)LxL(t),
(26)
SR :
{
x˙
R
(t) = A
R
x
R
(t) +B
R
u
R
(t) + E
R
w(t),
y
R
(t) = (Cy)R xR(t),
(27)
with state vectors
x
L
(t) =
[
q
(l)
1 (t), q˙
(l)
1 (t), q
(l)
2 (t), q˙
(l)
2 (t), q
(l)
3 (t), q˙
(l)
3 (t)
]T
,
x
R
(t) =
[
q
(r)
1 (t), q˙
(r)
1 (t), q
(r)
2 (t), q˙
(r)
2 (t)
]T
,
control forces
u
L
(t)=
[
u
(l)
1 (t), u
(l)
2 (t), u
(l)
3 (t)
]T
, u
R
(t)=
[
u
(r)
1 (t), u
(r)
2 (t)
]T
,
and outputs
y
L
(t)=
[
y
(l)
1 (t), y
(l)
2 (t), y
(l)
3 (t)
]T
, y
R
(t)=
[
y
(r)
1 (t), y
(r)
2 (t)
]T
.
The matrices in (26) and (27) can be easily derived from
the matrices and values given in Subsection 6.1. For
instance, the output matrices are
(Cy)L =
[
1 0 0 0 0 0
−1 0 1 0 0 0
0 0 −1 0 1 0
]
, (Cy)R =
[
1 0 0 0
−1 0 1 0
]
.
For the left subsystem SL , we consider the controlled
output
z
L
(t) = (Cz)LxL(t) + (Dz)LuL(t)
with
(Cz)L =
[
(Cy)L
0
3×6
]
, (Dz)L = 0.5623× 10−7
[
0
3×3
I
3×3
]
,
to compute an H∞ controller GL . Analogously, for the
right subsystem SR we take
z
R
(t) = (Cz)RxR(t) + (Dz)RuR(t),
with
(Cz)R =
[
(Cy)R
0
2×4
]
, (Dz)R = 0.5623× 10−7
[
0
2×2
I
2×2
]
,
to independently compute the gain matrix G
R
. Arrang-
ing G
L
and G
R
in a block diagonal gain matrix, the
following decentralized controller results
Gdd = 10
6×
 0.050 −0.774 −0.003 −0.953 −0.096 −1.095 0 0 0 00.212 −0.953 −0.019 −1.868 −0.133 −2.048 0 0 0 00.279 −1.095 0.074 −2.048 −0.190 −2.822 0 0 0 0
0 0 0 0 0 0 0.097 −1.905 −0.188 −2.421
0 0 0 0 0 0 0.418 −2.421 −0.298 −4.326

In this case, the minimum γ value is not available;
however, the H∞ norm can be directly computed using
(21)–(23), resulting
‖Tzw(Gdd)‖∞ = 0.1550.
6.3 Numerical simulations
The maximum absolute inter-story drifts, and the maxi-
mum absolute control forces for the left and right build-
ing are displayed in Fig. 14 and Fig. 15, respectively. The
full-scale El Centro 1940 earthquake has been taken as
seismic excitation. Five cases of response are showed: (i)
free response of the uncoupled system (denoted by Free
in the legend), no passive or active control devices are
working in this case; (ii) free response of the coupled
system, i.e. response under passive control (denoted by
Passive); (iii) response of the coupled system under the
centralized active control (denoted by Gc); (iv) response
of the coupled system under the decentralized active
controller with centralized design (denoted by Gdc); and
(v) response of the coupled system under the decentral-
ized active controller with decentralized design (denoted
by Gdd). The graphics show that a remarkable reduction
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Fig. 14. Left building inter-story drifts and control forces
of the vibrational response is achieved by the passive
control system. Regarding the active controllers, the
performance of the decentralized controllers Gdc and Gdd
is certainly excellent: both controllers behave practically
the same as the overall centralized controller, in some
cases with a slightly higher control effort.
Next, we consider the partial and full failure of the
active decentralized controller Gdd. Table 1 presents the
maximum inter-story drifts for full failure (Passive) and
two cases of partial failure (Left failure, Right failure).
The corresponding maximum absolute control actions
are collected in Table 2. As a reference, these tables also
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Fig. 15. Right building inter-story drifts and control forces
include the data for the free response, actively controlled
response with the centralized controller Gc, and non-
failure response with the decentralized controller Gdd.
Left Building Right Building
y
(l)
1 y
(l)
2 y
(l)
3 y
(r)
1 y
(r)
2
Free 2.71 2.13 1.17 3.16 1.95
Passive 1.65 1.32 0.72 1.81 1.10
Centralized (Gc) 0.62 0.54 0.35 1.13 0.70
Decentralized (Gdd) 0.64 0.54 0.34 0.79 0.51
Left failure 1.24 1.04 0.61 0.83 0.53
Right failure 0.67 0.57 0.35 1.65 1.03
TABLE 1
Maximum absolute inter-story drifts (cm.)
In case of a full failure of the active control system, a
remarkable reduction of the maximum inter-story drifts
in both buildings is achieved by the passive element.
When one of the local active controllers fails, the build-
ing that remains actively controlled is not affected by the
failure. Moreover, the control forces in the working active
controller increase slightly and act through the linking
element to drive the response of the failing building to
a level that is clearly below the level obtained by the
pure passive control. In all the cases, the results achieved
by the decentralized controller Gdd are similar to those
obtained by the centralized control.
Left Building Right Building
u
(l)
1 u
(l)
2 u
(l)
3 u
(r)
1 u
(r)
2
Centralized (Gc) 0.82 1.49 1.87 0.81 1.31
Decentralized (Gdd) 0.79 1.43 1.78 1.14 1.85
Left failure 0 0 0 1.19 1.93
Right failure 0.82 1.47 1.84 0 0
TABLE 2
Maximum absolute actuation force (×106N)
The obtained results can also be seen from another inter-
esting perspective. Buildings containing all sort of del-
icate equipment such as laboratories, operating rooms,
large computer servers, telecommunication machinery,
etc., may require a higher seismic protection than build-
ing containing more ordinary facilities as offices or
meeting rooms. In this context, the four working states
of the active decentralized controller: full working, left
disabled, right disabled, and full disabled, can be un-
derstood as different control configurations correspond-
ing to different levels of seismic protection. Thus, for
two adjacent buildings which require a normal seismic
protection, a passive link may be a good option; in
the case that just one of the buildings needs special
seismic protection, the data in Tables 1 and 2 suggest that
the implementation of an active control system in this
building together with a passive link may be an excellent
option to obtain a proper level of seismic protection in
both buildings. Moreover, the passive linking will help
to mitigate pounding effects, and may also guarantee
a remarkable level of seismic protection if the active
control fails.
All computations have been performed using the Mat-
lab LMI Control Toolbox [10].
CONCLUSIONS
An overview of some recent developments made by
the authors in the field of vibrational control of struc-
tural systems, subject to seismic excitations, has been
presented. Two categories of structural systems have
been considered: (i) high-rise buildings, and (ii) multi-
building systems. In the case of high-rise buildings, a
mathematical framework given by the inclusion princi-
ple has been used to design semi-decentralized state-
feedback controllers and output-feedback controllers.
In the case of multi-building systems, a passive-active
control strategy consisting in a combination of passive
linking elements with a decentralized active control sys-
tem has been developed. By means of three different
building models, numerical simulations have showed
that a remarkable reduction in the vibrational response
is obtained following the proposed control strategies.
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