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Abstract
This thesis investigates an entangled light source with an in-built quantum memory
based on the protocol of rephased amplified spontaneous emission (RASE). RASE has
promising applications as a building-block of a quantum repeater: a device essential
for extending the range of current quantum communication links. To be useful RASE
must be able to produce high fidelity non-classical light with high efficiency, and be
able to store multimode entanglement for long times. This thesis characterises the
RASE source and determines to what degree these requirements can be met.
The experimental RASE demonstration was conducted in a rare-earth ion doped
crystal: Pr3+:Y2SiO5. Rare-earth ions provide a particularly promising platform for
developing quantum technologies as they possess long coherence times on both the
optical and hyperfine transitions.
In the RASE protocol an inverted ensemble of two-level atoms amplifies the vacuum
fluctuations resulting in amplified spontaneous emission (ASE). This results in entan-
glement between the output optical field and the collective modes of the amplifying
ensemble. The collective atomic state dephases due to the inhomogeneous broadening
of the ensemble but this can be rephased with the application of a pi-pulse. When the
ensemble rephases, a second optical field, the rephased amplified spontaneous emission
(RASE), is emitted and is entangled with the ASE. In this thesis, a modified four-
level rephasing scheme is used that allows the single photon signals to be spectrally
resolved from any coherent background emission associated with the bright driving
fields. In addition, four-level RASE incorporates storage on the long-lived hyperfine
ground states.
Two experiments are described in this thesis. First, a free-space four-level RASE
demonstration using continuous variable detection. In this experiment the different
sources of noise were characterised and low noise operation was shown to be possible.
Entanglement of the ASE and RASE was confirmed by violating the inseparability
criterion with 98.6% confidence. In addition, entanglement was demonstrated after
storage of the collective atomic state on the spin states for up to 5 µs. Storage times
of up to a second could be achieved in this material by applying RF pi-pulses to reph-
ase the inhomogeneity on the spin states and by applying specific magnetic fields to
desensitize the transition to fluctuating magnetic fields. RASE was shown to be tem-
porally multimode, with almost perfect distinguishability between two temporal modes
demonstrated. The degree of entanglement between the ASE and RASE was limited by
ix
xthe low rephasing efficiency, which saturated at 3%. It was determined that distortion
of the rephasing pulses as they propagate through the optically thick ensemble was the
probable cause of the low efficiency.
The second experiment was a preliminary cavity-enhanced RASE demonstration.
Theoretically perfect rephasing efficiency can be obtained by placing the crystal in
an impedance-matched optical cavity. The initial cavity design showed encouraging
evidence of an enhancement in the rephasing efficiency, with a 4-fold improvement over
the free-space experiment. Improvements to the cavity design were proposed to allow
a further increase in the rephasing efficiency of RASE.
In summary, this thesis provides an extensive characterisation of an entangled light
source with an in-built quantum memory based on rephasing spontaneous emission from
an ensemble of ions. Importantly, the RASE scheme allows generation and storage of
entanglement in a single protocol, which holds great promise for the development of
integrated quantum networks.
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Chapter 1
Background
1.1 Motivation
Many of the properties of quantum mechanics appear completely foreign considering
our experience in the classical world around us. The concept that a system can exist in
multiple different states1 simultaneously, a quantum superposition, is hard to compre-
hend. When measured, the superposition will collapse into one of the different possible
results, with a certain probability for each result. Even more abstruse, a superposition
can extend over multiple particles, which is called entanglement. This results in strong
correlations between certain properties of entangled particles such as the position and
momentum, or the amplitude and phase. Measuring one particle collapses the super-
position of the other particle, allowing a prediction, with almost complete certainty, of
the properties of the second particle due to correlations they share.
The theory of entanglement was highly contested [1], but a test devised by John
Bell in 1966 provided a means of determining whether entanglement could result in
correlations that violate any local hidden variable theory [2]. Entanglement is now
widely accepted as one of the fundamental properties of quantum mechanics.
The properties of quantum superpositions and entanglement have some powerful
potential applications in the world of information processing. A computer consisting
of ‘quantum bits’ (qubits), which can exist in a superposition of ones and zeroes,
is posited to be able to solve certain classes of problems much more efficiently than
conventional computers. These problems include integer factorisation and discrete
logarithms [3] as well as simulations of quantum systems themselves [4]. The field of
quantum computation is still in its infancy and as yet there has been no system able
to demonstrate a computational advantage over a classical computer.
A more immediate goal of quantum technology is using entanglement for provably
secure communication and encryption. Secure communication between two remote
1These states could be any properties of the system, for example, different spatial positions, mo-
menta or spins.
1
2 Background
parties is usually achieved through public-key distribution. The security of this en-
cryption relies on certain problems being very computationally difficult - for example,
finding the prime factors of a large number (the order of 10300). However, it has not
been proven that an efficient algorithm for integer factorisation does not exist and, as
previously stated, this is a problem that a quantum computer could solve efficiently.
1.1.1 Quantum key distribution
A means of facilitating secure communication between two remote parties is quantum-
key distribution (QKD). In QKD, a private key is shared between two parties by
measuring the quantum properties of light. This shared key can then later be used for
encryption. The security of QKD is guaranteed by one of the fundamental principles
of quantum mechanics, that measuring a quantum state will change the information it
carries. This change is detectable, providing absolute security rather than the assumed
security of public-key distribution.
Quantum cryptographic schemes were originally discussed in discrete variable sys-
tems [5, 6] where the resource of interest was either on-demand single photons or
entangled pairs of photons. Alternate quantum communication schemes based on con-
tinuous variable systems have been proposed, where the key resources are either coher-
ent states [7, 8] or squeezed states [9]. Here only discrete variable QKD is examined.
There are several different protocols that have been proposed and demonstrated
for generating a private key. QKD was originally proposed by Bennett and Brassard
in 1984: the BB84 protocol [5]. In this protocol the first party, Alice, generates single
photons in a particular state (in this case polarisation) and then transmits them to the
second party, Bob, who measures them. This was first demonstrated in 1992 over a
distance of 1 km at the University of Geneva [10].
Another scheme, the Ekert protocol [6], uses entangled pairs of photons. One
photon in the pair is sent to Alice while the other is sent to Bob. Each measure some
property of the photons, for example, the polarisation as in the BB84 protocol. Due
to the entanglement between the two photons there will be a correlation between the
measurement results Alice and Bob obtain. This was demonstrated in 1992 [11].
The security of QKD comes about from one of the fundamental properties of
quantum mechanics, namely the measurement principle: that measuring a quantum
state will disturb it. If an eavesdropper, Eve, intercepts the signal they will introduce
perceptible errors in the results obtained by Alice and Bob. When they compare their
results they will know to disregard the key. For a more detailed discussion, see the
review [12].
Although QKD is theoretically perfectly secure, using imperfect devices in a QKD
§1.1 Motivation 3
network can compromise the security. For example, if an imperfect single photon
source is used, with a non-zero probability of multi-photon emissions, then this opens
new possibilities for Eve to intercept information. In principle, Eve could perform a
photon number splitting attack whereby she blocks single photon pulses and selects two
photon pulses, storing one and sending the other on to Bob. When Alice and Bob
publicly reveal how they made their measurements, Eve can correspondingly measure
her stored photons. In this way Eve can obtain full information of the shared key
without introducing any errors. However, if Alice uses an ideal single photon source,
Eve has no choice but to measure the photon transmitted by Alice and then resend
one on to Bob, necessarily introducing detectable errors.
1.1.2 Difficulty implementing QKD
A number of high profile deployments of QKD have already occurred, including during
the 2007 Swiss federal election to securely transmit vote results and during the 2010
FIFA world cup competition to secure critical communications. However, the practic-
ality of QKD is limited by the range over which communication can be achieved [13].
Currently QKD has been achieved over 144 km in free space [14] and 307 km in optical
fibre [15]. The range is limited by transmission losses, such that the time required to
communicate increases exponentially with distance.
For quantum communication to become a global reality two components need to
be developed. Firstly, ideal single photon sources are needed to guarantee the security
of the communication. The characteristics of single photons are discussed in §1.2 and
the current technologies for generating single photons are reviewed in §1.3.
The second requirement for implementing quantum communication is a means of
distributing the quantum information over large distances. Classically, the transmis-
sion losses are overcome by measuring, amplifying and retransmitting the information
at intermediate repeater stations. In contrast, quantum signals cannot be measured
without disturbing the information they carry, so a different solution is required.
Entanglement can be established between two separate locations by breaking the
distance between them into shorter links. Entanglement is initially generated between
each link before being built up across the entire channel. This is known as the quantum
repeater approach and is introduced in §1.5. However, entanglement generation is a
probabilistic process, so if entanglement is successfully established across one link, it
must be stored until the neighbouring links have also succeeded. Without a means
of storing entanglement, successful communication is reliant on entanglement being
established between all links simultaneously and the probability of this is increasingly
small as the number of links increases. Therefore, transmitting quantum information
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over large distances requires a means of storing quantum information and recalling it,
unchanged, at a later time. This can be achieved with a quantum memory, which is
briefly outlined in §1.4.
One of the challenges to realising a quantum repeater network is the difficulty of
integrating the different components. Commonly quantum memories are implemented
in atomic ensembles and only operate at specific wavelengths and bandwidths. Single
photon sources need to have the same properties in order to be compatible and this
can be challenging with current non-classical light sources. An elegant solution is
to both generate and store non-classical light in the same material, ensuring perfect
compatibility of the source and memory. This was proposed in an atomic gas system
in 2001: the DLCZ protocol [16].
Most quantum repeater experiments have been conducted in atomic gas systems
using the DLCZ protocol. However, utilising a solid state platform holds the promise
of being able to mass-produce quantum devices on chips to make integrated quantum
networks [17]. The motivation behind changing to a solid state system is discussed
in §1.6 and the process used in this thesis, rephased amplified spontaneous emission
(RASE), is briefly introduced. Similar to DLCZ, RASE provides a means of generating
a pair of entangled photons with an in-built quantum memory.
Two experimental RASE demonstrations have been conducted to date. While it
was shown that RASE could be used as an entangled light source [18], both experi-
ments suffered from high noise [18, 19]. This thesis aims to determine whether RASE,
implemented in a rare-earth ion doped crystal, can operate as a low noise and high
efficiency non-classical light source and whether long storage times are possible.
1.2 A single photon
A photon is a single quantum of the electromagnetic field. The concept of quantisation
of the electromagnetic field was first introduced by Planck to explain blackbody radi-
ation in 1900 [20, 21]. The photon was then introduced by Einstein in 1905 to explain
the photoelectric effect [22].
Detection of single photons has been possible for over 50 years, however generating
single photons has proven a much more difficult task and is still an active area of
research.
1.2.1 What are single photons good for?
Apart from QKD, single photons also have potential applications as qubits for quantum
computing, when used in combination with passive linear optics and detectors [23, 24].
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Photons have the advantage that they are extremely isolated from the environment,
minimising the disruption of the quantum information they carry. They can also be
used as ‘flying qubits’ in the transportation of quantum information between processors.
Single photons also have uses outside of quantum information processing. For ex-
ample, they can be used in the production of truly random numbers [25]. This is
significant because it is very difficult to generate random numbers. Most protocols are
only pseudo-random, with the numbers generated using complex numerical algorithms,
which are still fundamentally deterministic. Many applications, such as cryptography,
computer simulation, statistical sampling and modelling require a high degree of ran-
domness and, given enough time, the sequence from a pseudo-random number generator
will repeat itself. Single photons offer a solution because quantum noise is inherently
random. Single photons hitting a 50:50 beam splitter have an equal probability of
being transmitted or reflected. Their output direction provides a truly random source
of ones and zeroes based on the intrinsic randomness of the quantum nature of light.
Another application of single photons is in the detection of weak absorption signals.
Photon number fluctuations hamper the detection of low intensity signals. Using a
single photon state, with exactly one photon, greatly reduces the noise [26] allowing
arbitrarily weak signals to be detected.
In summary, there are a number of applications in quantum communication, quantum
information processing and spectroscopy awaiting the development a reliable single
photon source. The benefit of using an ideal single photon source largely comes from
the reduced intensity noise due to having a well-defined number of photons in the state.
1.2.2 Characteristics of an ideal single photon gun
The key characteristic of an ideal single photon source is that it should emit one and
only one photon every time it is triggered, i.e. a ‘single-photon gun’. The single
photon should be able to be emitted at any arbitrary time so that it is ‘on-demand’.
The individual photons should be produced at a high rate and there should be zero
probability of multi-photon emissions.
Another important feature is that consecutive photons emitted by an ideal source
should be completely identical. Such a source is said to be Fourier-transform limited
and any two photons that are emitted are indistinguishable.
Other characteristics a single photon source should possess depend on the applic-
ation the single photons will be used for. For example, for applications requiring
transmission through optical fibre, it is desirable to choose the photon wavelength to
coincide with one of the windows of maximum transmission, occurring at 840, 1320,
and 1550 nm. Alternatively, the wavelength could be chosen to optimise the detection
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efficiency. Silicon detectors can reach almost unity efficiency around 750 nm but this
drops off quickly for near-infrared wavelengths. Most current quantum memories use
atoms or ions, the transitions of which occur at specific wavelengths that the single
photons may be chosen to coincide with.
Similarly, the bandwidth of the source depends on the application. To interface
with atomic memories small bandwidths (of the order of MHz) are required, while
large bandwidths (of the order of 109 MHz) allow for large photon generation rates.
To integrate components together, the source must produce photons at the same
wavelength and bandwidth to be compatible with the memory. This represents an
experimental challenge for many atomic-based quantum memory protocols but this
difficulty was overcome in the DLCZ protocol, described in §1.3.3, where the memory
is built into the single photon source protocol. A similar approach is taken in the
photon source described in this thesis.
1.3 Single photon sources
There are many different methods used to generate single photons and they display
the ideal characteristics outlined in the previous section to different extents. The main
different types of sources are detailed below. For a more extensive discussion see the
review papers [26, 27].
1.3.1 Faint laser pulses
One of the earliest methods to try to generate single photons was simply to attenuate a
laser beam until it reached the single photon level. Lasers produce coherent states where
the number of photons in the state fluctuates according to a Poissonian distribution.
The probability of finding m photons in a state containing an average photon number
of 〈n〉 is
p(m) =
〈n〉m
m!
e−〈n〉 (1.1)
Following a Poissonian distribution means that a coherent state, no matter how
attenuated it is, will always have a non-zero probability of containing more than one
photon. The probability of a non-empty pulse containing more than one photon pmulti
is given by
pmulti =
p>1
p>0
=
1− P (0)− P (1)
1− P (0) ≈
〈n〉
2
(1.2)
where p>0 is the probability of a pulse containing any photons at all and p>1 is the
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probability of a pulse containing more than one photon.
It would appear that pmulti can be made arbitrarily small by reducing 〈n〉, which
would make faint laser pulses a very convenient approximation to a single photon
source. However, when 〈n〉 is small most pulses are empty. There is no way of knowing
which pulses will be empty so the detectors must be active for all pulses. All single
photon detectors have some internal noise, where counts can be detected even when
no signal is applied. These are called dark counts. As 〈n〉 is reduced the ratio of
detector dark counts to detected photons will increase. The optimal value of 〈n〉 is
therefore a trade-off between optimal signal-to-noise of the detector and a tolerable
rate of multi-photon events. A typical value is 〈n〉 ≈ 0.1.
Despite this drawback, weak laser pulses are still extremely convenient and are still
used in many quantum cryptography experiments.
1.3.2 Probabilistic single photon sources
While it can be hard to generate single photons on demand there are several physical
processes that probabilistically generate a correlated pair of photons. This allows an
elegant way of creating pseudo-single photon sources, whereby the detection of one
photon in the pair is used to herald the companion, which can be used in single photon
experiments.
This allows a major advantage over faint laser pulse sources as only the heralding
detector needs to be on all the time. The experiment detector only needs to be activated
when the heralding detector has registered a photon rather than every time a laser pulse
is applied, thus greatly reducing the detector dark count problem.
The first successful generation of single photons used an atomic cascade transition
in calcium [28]. In this process, each excited atom delivers a correlated pair of photons
at different wavelengths. While atomic cascades were the first single photon sources,
they are no longer commonly used as the brightness was very low.
Probabilistic single photon sources often rely on excitation of a nonlinear inter-
action in an optical medium. The most common method is spontaneous parametric
down-conversion (SPDC) which requires a χ(2) nonlinearity to split an input pump
photon into two simultaneous outputs [29]. Similarly, four-wave mixing (FWM) is a
χ(3) nonlinear process in which two pump photons are converted into a correlated pair
of photons.
Spontaneous parametric down-conversion
SPDC is a χ(2) nonlinear process in which a high frequency pump photon is split into
two lower frequency output photons called the signal and the idler photons. This
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process can either be degenerate, if the output photons are the same wavelength, or
non-degenerate, if they have different wavelengths. The three photons must satisfy the
following energy-conservation and phase-matching conditions
ωp = ωs + ωi
kp = ks + ki (1.3)
where ω is the frequency, k is the wavevector and the subscripts p, s and i refer to
the pump, signal and idler photons respectively.
Phase-matching gives one a measure of control over the wavelength of the down-
converted photons. The wavelength of one photon could be chosen to coincide with
a telecommunication band while the other can be made compatible with an atomic
system for later storage.
One limitation of SPDC sources is that the photon-pair creation process is very
inefficient (∼ 10−7−10−11). The number of photon pairs per mode follows a Poissonian
distribution so the pump intensity cannot be increased to improve the pair rate without
multi-photon emissions becoming a concern.
As discussed in §1.1, a major driving force for the development of single photon
sources is quantum communication, which requires a source that is compatible with a
quantum memory. SPDC sources typically have very large bandwidths (O(THz)) and
to be compatible with an atomic quantum memory the bandwidth needs to be reduced
to O(MHz). One possibility is to reduce the bandwidth using cavity filtering, although
this is challenging [30]. To date, no photons produced using SPDC have been stored
in an on-demand quantum memory.
Despite these limitations, SPDC systems can make compact and robust devices and
as such are convenient to deploy in many quantum information experiments.
1.3.3 Deterministic single photon sources
An ideal single photon source is deterministic so that the single photons can be gen-
erated on-demand. A variety of systems have been investigated as possible sources of
on-demand single photons. Many of these are single-emitter quantum systems. The
basic principle of operation is: when a single photon is desired some external control
is used to place the system in an excited state. A single photon will then be released
when the system relaxes back to a lower energy state. This can be considered ‘on-
demand’, with the uncertainty in time being given by the lifetime of the system. An
alternate approach has also been realised using collective excitations in ensembles of
atoms. Both methods are discussed below.
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Single emitters
An obvious way to eliminate the possibility of multi-photon emissions is to use a single
‘two-level’ emitter, such as single atoms [31], single ions [32], single molecules [33, 34],
semi-conductor quantum dots [35], or colour centers such as the nitrogen-vacancy defect
in diamond [36].
While single emitters conceptually seem like ideal single photon sources as they can
only produce at most one photon, it is challenging to efficiently collect that photon as
it will be radiated over a large solid angle. To collect the emitted photon either the
detection field mode can be matched to the emitter or the emitter can be forced to
match the field mode.
For single atoms, initial experiments concentrated on strongly focusing the light to
maximise overlap with the absorption cross-section of the atomic transition [37]. A
diffraction limited spot can be made similar in size to the absorption cross-section of
an atom using a high numerical aperture lens.
For single ions, the field can be optimally matched to the radiation mode by placing
the ion at the focus of a deep parabolic mirror. A parabolic mirror with the depth
approximately 6 times the focal length potentially captures 94% of the mode emitted
[38].
Alternatively, an emitter can be coerced to emit into a particular spatial mode by
placing it in a cavity. Strongly coupled atom-resonator systems, forming the field of
‘cavity quantum electrodynamics’ (cavity QED), are perhaps the most experimentally
advanced in terms of generating single photons from atoms [39]. Barros et al. used a
trapped calcium ion coupled to a high finesse optical cavity to create single photons
with an efficiency of 88± 17% [40]. Similarly, quantum dots have been integrated into
micropillar cavities to achieve extraction efficiencies as high as 66% [41].
Currently, the complexity of cavity QED experiments poses a significant barrier for
large-scale applications. Single atom emitters are compromised by a limited trapping
time [42] and the numbers of atoms are hard to control. Ions can be trapped very
precisely, however strong cavity coupling is difficult with charged particles making it
difficult to efficiently collect the light.
Quantum dots and colour centers both have the problem that each is unique, emit-
ting photons at slightly different frequencies. To be practical, the photons emitted from
different sources have to be indistinguishable, limiting the use of these single-emitter
systems.
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Ensemble-based schemes
A means of achieving single photons from an atomic ensemble was proposed in 2001 in
the seminal paper of Duan, Lukin, Cirac and Zoller: the ‘DLCZ’ protocol [16]. DLCZ
uses an atomic system with three energy levels, two metastable ground states |g〉 and
|s〉 and an excited state |e〉. This Λ-type configuration of levels is shown in Figure 1.1.
Figure 1.1: Process for generating a single photon from an atomic ensemble using
the DLCZ scheme. (a) Initially all atoms are in ground state |g〉. The write pulse off-
resonantly excites the |g〉 → |e〉 transition causing an atom to end up in the |s〉 state
with some small probability and emit a Stokes photon. (b) The read pulse resonantly
drives the |s〉 → |e〉 transition, resulting in a single photon, the anti-Stokes photon,
being emitted in a well defined spatial mode from the |e〉 → |g〉 transition.
All N atoms in the ensemble are initially in ground state |g〉. A laser pulse, the
write pulse, is applied off-resonantly to the |g〉 → |e〉 transition, which will result in
the emission of a Raman photon, the Stokes photon, with some small probability. This
Raman-scattering process transfers an atom from |g〉 to |s〉. The write pulse is made
to be weak to reduce the probability of multiple excitations in the selected mode.
Detecting the Stokes photon heralds a state of the ensemble with a single quanta
of excitation in state |s〉. As there is no information about which atom emitted the
photon, an atomic state that is a superposition of N − 1 atoms in state |g〉 and one
atom in state |s〉 is created. The collective excitation is given by
|ψ〉 = 1√
N
N∑
j=1
e(kw−kS)xj |g1, g2 . . . sj . . . gN 〉 (1.4)
where k is the wavevector, with subscript w denoting the write pulse and S referring
to the Stokes photon. xj corresponds to the position of the j
th atom in the ensemble.
The collective excitation can be read out of the ensemble by resonantly driving the
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|s〉 → |e〉 transition with a read pulse. This state will then collectively decay back to
ground state |g〉 resulting in the emission of an anti-Stokes photon. The phase-matching
condition for constructive interference of all terms is
kw − kS = kr − kAS (1.5)
where subscript r refers to the read pulse and AS to the anti-Stokes photon. If the
size of the ensemble is large compared with the wavelength, emission in the constructive
interference direction dominates, with only a small fraction of light emitted into other
spatial modes due to spontaneous emission. The anti-Stokes photon can therefore be
collected with very high efficiency.
DLCZ is a photon pair source somewhat similar to a SPDC source. The detection of
one photon, the Stokes photon, implies the presence of the second, anti-Stokes, photon.
The key difference is that detecting the Stokes photon heralds a particular state of the
ensemble rather than the existence of the second photon, as in SPDC. The anti-Stokes
photon can then be read out on-demand by choosing when to apply the read pulse.
The delay between detection of the Stokes photon and the recall of the anti-Stokes
photon is tunable. Delays on the order of a millisecond have been demonstrated [43].
The efficiency of the recall is limited by dephasing of the atomic state. For atomic gas
systems, such as Cs and Rb, the major decoherence mechanism is the atomic motion
taking the atoms out of the interaction region with the lasers.
As well as being a means of generating on-demand single photons, the DLCZ pro-
tocol provided a method for using linear optics, atomic ensembles and single photon
counting to realise the basic operations of a quantum repeater. The purpose and op-
eration of a quantum repeater is the topic of §1.5.
1.4 Quantum memories
Equivalent to classical information processing, quantum information processing re-
quires the capability to temporally store data, i.e. a quantum memory. An ideal
quantum memory is capable of storing an arbitrary quantum state and recalling it,
unchanged, after a tunable length of time.
Classical memories work by measuring the state to be stored and recording it to be
reproduced at a later time. Quantum memories cannot work in this way. By the same
principle from which QKD derives its security, the measurement process collapses a
quantum state, changing the information. The no-cloning theorem also states that an
arbitrary quantum state cannot be copied, so backing up the data is not possible [44].
An optical quantum memory must be able to store the quantum state of light
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without measuring it. Photons provide an ideal way of transporting quantum informa-
tion long distances, so called ‘flying qubits’, however, they are hard to store directly as
photons. In contrast, atoms are difficult to send from one location to another, but they
are ideal ‘stationary qubits’. A quantum memory requires a way to reversibly map
quantum information between photons and atoms, allowing the best of both worlds,
flying and stationary.
A quantum memory would enable the implementation of deterministic single photon
sources. Probabilistic photon pair sources such as SPDC could be made deterministic
by detecting one photon and storing the other in a quantum memory. Detecting a
single photon heralds the fact that the memory is loaded, and the stored single photon
can be recalled on demand. To implement such an ‘on-demand’ single photon source,
the detection of the heralding photon needs to be near 100% and the quantum memory
also needs to be near 100% efficient.
Another technology requiring a quantum memory is the quantum repeater (dis-
cussed in §1.5 ), which provides a means of distributing entanglement over long dis-
tances.
The different quantum memory technologies, specifically those implemented in rare-
earth ion doped crystals, are discussed in §2.4.
1.5 Quantum repeaters
For quantum encryption to be useful on a large scale quantum information will need
to be transmitted over long distances. If the quantum state is encoded onto photons
the most likely communication channel is optical fibers. This poses a problem due
to the fact that optical fibers have loss due to absorption. The low loss bands of
telecommunication fibers have losses around 0.2 dB/km and this becomes significant
over the distances needed to communicate between cities and countries. For example,
using a 1 GHz source, the transmission rate through 1000 km of fiber would be 1 photon
every 3000 years.
Classically the losses due to absorption are overcome by amplifying the signal at
repeater stations that detect the signal and re-transmit it at a higher power. For
quantum signals this cannot be done as the no-cloning theorem forbids the creation of
identical copies of an arbitrary quantum state [44]. The proposed solution is a quantum
repeater, first introduced by Breigel et al. in 1998 [45].
The quantum repeater protocol, in its simplest form, requires single photon sources
and quantum memories. The premise of the quantum repeater is to break the transmis-
sion channel into smaller links. Entanglement is first established between neighbouring
nodes and stored in the quantum memories, before using entanglement swapping to
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build up entanglement across the entire channel. A schematic of how this protocol
can be performed is depicted in Figure 1.2. The quantum repeater protocol is briefly
outlined below. For a more in-depth discussion see the review paper of Sangouard et
al. [46].
Entanglement is first created between neighbouring nodes as shown in Figure 1.2(a).
Each quantum repeater node (for example, A and B) contains a quantum memory and
a source of entangled pair of photons. The photon sources at each node are triggered
simultaneously. The sources will emit a pair of photons with a very small probability,
such that the likelihood of both sources emitting is negligible. When they emit, one
photon of the pair is sent into the local quantum memory and stored while the other
is transmitted to the input of a 50:50 beamsplitter. As there is a small probability of
the sources emitting, most of the time there will be no light detected at either output
of the beamsplitter. When a photon is detected, the partner photon is indicated to be
stored in one of the quantum memories. However, there is no way of distinguishing
which source emitted the photon, and hence, which memory contains a photon. This
projects the two systems into an entangled state using an interference effect [47] where
the single quantum of excitation is now distributed across both memories, so-called
‘entanglement via indistinguishability’. The state of the system can be written as
|ψAB〉 = 1√
2
(|1A〉|0B〉+ |0A〉|1B〉eiφAB ) (1.6)
where |1N 〉 and |0N 〉 corresponds to the quantum memory at node N containing 1
or 0 photons respectively, and φAB is a phase factor that depends on factors such as
the transmission distances.
The generation of photon pairs, and thus the creation of entanglement between the
neighbouring nodes, is a probabilistic process. However, detection of a photon at the
output of the beamsplitter serves as a heralding event for the generation of entangle-
ment. It is important that the entanglement can then be stored until entanglement has
also been created between the other nodes in the link and the entanglement swapping
step can proceed, necessitating the quantum memories.
The entanglement swapping process is shown in Figure 1.2(b). Once entanglement
has been generated between two neighbouring, previously non-interacting, elementary
links (for example, links A-B and C-D), a simultaneous read-out of one memory from
each link is performed. In this case, memories B and C are read out with the outputs
transmitted onto a 50:50 beamsplitter. As there is a single photon stored in memories A
and B and a single photon stored in C and D there are three possible outcomes when B
and C are read out; either zero, one or two photons could be detected. If zero photons
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Figure 1.2: The basic quantum repeater protocol. (a) Entanglement is generated
between two neighbouring nodes. Each node contains a photon pair source and a
quantum memory. One photon from each source is sent to the input of a 50:50
beamsplitter, heralding that the second photon is stored in the memory. There is
no ‘which-way’ information so this creates an entangled state whereby the photon is
shared between the two memories. (b) Entanglement is swapped between two ele-
mentary links by reading out two previously non-interacting, memories such that, once
again, the outputs are indistinguishable to the detector. (c) The entanglement is then
built up across the elementary links until the entire channel is entangled.
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are detected then both A and D must contain stored photons2. If two photons are
detected then both A and D must be empty. In both these situations the entanglement
swapping has failed and entanglement generation between the elementary links must
be redone. If a single photon is detected then there is no way of distinguishing which
memory, B or C, the photon was recalled from. The remaining single quantum of
excitation is therefore distributed across the memories in both A and D and once again
there is ‘entanglement via indistinguishability’.
The entangled link, A-D, is then stored until the other links (E-H,S-V,W-Z) are
also entangled. A further level of entanglement swapping (shown in Figure 1.2(c)) is
then used to distribute the entanglement until the entire line, A-Z, is entangled.
The true power of the quantum repeater protocol comes about because it is scalable.
The time taken to establish entanglement grows polynomially with distance whereas
direct transmission is not scalable, growing exponentially with distance.
1.5.1 DLCZ as a quantum repeater
The DLCZ protocol outlined in §1.3.3 functions as both a photon pair source and a
quantum memory, so a single DLCZ ensemble can form each node of a quantum re-
peater. To build a quantum repeater channel, firstly, the write process is performed
on two remote ensembles simultaneously. If a single Stokes photon is detected with no
‘which-way’ information, a collective atomic state is shared across the two ensembles,
generating entanglement. Excitations can be stored in the atomic states of the en-
sembles until the neighbouring nodes have been prepared. Entanglement swapping is
then performed by simultaneously applying the read pulses to one ensemble in each of
two elementary links and detecting a single anti-Stokes photon.
At the end of the protocol a single excitation is shared between the two ends of the
channel. This limits the measurements that can be made to Fock state measurements,
detecting the presence of a photon and getting an answer of either zero or one. In a
practical implementation there will be losses due to both imperfect recall of the anti-
Stokes photon and imperfect detection. There is no way to distinguish genuine zero
photon results from measurements where the photon was lost.
To conveniently perform a QKD scheme such as the Ekert Protocol (see §1.1.1)
each end of the communication channel should contain one quantum. For the DLCZ
scheme this is achieved using the setup shown in Figure 1.3. Two independent DLCZ
links are established in parallel. The atomic excitations at each side (A and Z) are read
out as the anti-Stokes photons and detected after a 50:50 beamsplitter. The results are
then post-selected for the situation in which there is one excitation at each location.
2Assuming perfect recall from the quantum memories and 100% efficient detection.
16 Background
In this case the state is given by
|ψAZ〉 = 1√
2
(a†1z
†
2 + e
i(φ2−φ1)a†2z
†
1)|0〉, (1.7)
where a†N (z
†
N ) is the creation operator indicating a photon is created in the output
mode of the memory at location AN (ZN ) and φN is a phase factor for the different
channels, N ∈ [1, 2], depending on transmission distances etc.
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Figure 1.3: Setup to use DLCZ for entanglement-based communication schemes. Two
independent DLCZ links are established in parallel. The collective excitations stored in
each location are read out optically and detected after a 50:50 beamsplitter. Quantum
communication can be used on a post-selected subset of the results where one photon
was detected at each location, A and Z.
The state |ψAZ〉 is analogous to the normal polarisation-entangled state
|ψ〉 = 1√
2
(|H1, V2〉+ eiφ|V1, H2〉), (1.8)
where HN (VN ) indicates a horizontally(vertically) polarised photon at location N .
The phase φ can be adjusted to change the measurement basis.
Similarly for the DLCZ protocol, the measurement basis can be controlled by chan-
ging the phase factor and bit-values can be obtained when measurements at both
locations are performed in the same basis.
1.5.2 Experimental progress and limitations
A first important step towards the realisation of a DLCZ quantum repeater was the
observation of non-classical correlations between the Stokes and anti-Stokes photons.
This was done simultaneously at Caltech [48] and Harvard [49] in 2003. The Caltech
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experiment used an ensemble of cold Cs atoms in a magneto-optical trap (MOT). The
write and read pulses were separated by 400 ns. Non-classical correlations of the Stokes
and anti-Stokes fields were verified through a violation of a Cauchy-Swartz inequality
in the single-photon regime. The Harvard experiment, using a hot Rb vapour, observed
strong intensity correlations between the Stokes and anti-Stokes fields.
Entanglement generation between two spatially separated ensembles was first demon-
strated by Chou et al. in 2005 [50]. A single spin-wave excitation was shared between
two ensembles of cold Cs atoms and retrieved after 1 µs delay with 10% efficiency.
A follow-on experiment demonstrated a functional elementary segment of a quantum
repeater with 2 parallel DLCZ links [51]. Each of the two nodes contained two DLCZ
sources 1 mm apart, implemented by addressing different parts of the ensemble. Entan-
glement could be obtained independently in the two links and then all the ensembles
were simultaneously read out and the light recombined at each node. A two-photon
entangled state was then created by post-selecting for events where one photon was
present at each node.
The above experiments were all performed in gases of alkali atoms, Rb or Cs,
either at room temperature or cooled in a MOT. To achieve long coherence times the
dephasing due to inhomogeneous broadening of the spin transition must be eliminated.
One solution is to use the magnetically insensitive ‘clock’ transitions for the quantum
memory (|g〉 → |s〉 in Figure 1.1) [52].
Another important decoherence mechanism is the motion of the atoms and this
provides a fundamental limitation to the obtainable storage time for gaseous systems.
Atomic motion causes two problems; the first is that if atoms diffuse out of the ex-
citation region during storage then the memory cannot be efficiently read out. This
effect can be reduced by using larger beams, colder atoms or confining the atoms in an
optical lattice. Radnaev et al. were able to obtain quantum memory lifetimes longer
than 0.1 s using cold Rb atoms confined in a 1D optical lattice [53].
A more severe effect of atomic motion is that it impacts the phase of the collective
spin excitation, inducing dephasing that depends on the angle between the write beam
kw and the Stokes photon kS [52]. The dephasing is minimised as long as a collinear
geometry is used, where kw = kS and kr = kAS . However, non-collinear geometries
can be highly advantageous, allowing very efficient spatial filtering of the bright driving
pulses from the single photon modes.
1.5.3 Multimode advantage
The generation of entanglement for a quantum repeater is a probabilistic process. If
the distance between two neighbouring nodes is L0, one must wait a time L0/c to
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determine if the entanglement generation attempt was successful. As the transmission
rate through the optical fibres is low, the resulting success probability P0 of generating
entanglement is typically very small, making entanglement generation the most time-
consuming step of the repeater process.
If we have an ideal photon pair source with a repetition rate much higher than
L0/c, the probability of successfully generating entanglement can be increased to ap-
proximately NP0 by sending N photon pairs per L0/c interval, corresponding to N
entanglement attempts [54]. For this to be of use in a quantum repeater protocol all
N modes must be stored in a multimode quantum memory (MQM), which has the
capability to retrieve various temporal modes while preserving their distinguishability.
The entanglement generation step of a multimode repeater scheme is shown in Fig-
ure 1.4(a), where the mth photon has been successfully detected, creating entanglement
between memories A and B. If mode n was successfully stored between memories C
and D, then to perform an entanglement swapping operation the two successful tem-
poral modes must be read out simultaneously and mixed on a beamsplitter as shown
in Figure 1.4(b).
click
Pair 
sourceMQM
A
Pair 
source MQM
B
MQM
B
click
MQM
A Entangled
MQM
D
MQM
C Entangled
(a)
(b)
Figure 1.4: Temporally multimode quantum repeater scheme. (a) N entangled pairs
are sent per L0/c transmission interval to increase the rate of entanglement generation.
Mode m is successfully stored between memories A and B. (b) The different successful
modes stored in each neighbouring link must be simultaneously recalled to perform an
entanglement swapping operation.
While similar advantages can be gained using spatial multiplexing [55] only tem-
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poral multiplexing is considered here.
DLCZ is not an ideal photon pair source. The Stokes process is non-directional, so
the probability of a photon being emitted in the correct spatial mode is low for each
applied write pulse. This makes the situation worse. Now there is a low generation
rate as well as a low transmission rate, further reducing the entanglement generation
probability.
Temporal multimode capability is difficult to achieve in the standard DLCZ protocol
as all stored anti-Stokes photons are recalled at once when the read pulse is applied,
so distinguishability of the different modes is not preserved. The phase matching con-
dition (Eqn. (1.5)) is only satisfied for the anti-Stokes photon for which entanglement
was generated. The anti-Stokes photons associated with the other write pulses will be
emitted non-directionally. Some will be emitted into the spatial mode of interest result-
ing in uncorrelated noise. This limits the improvement of the entanglement generation
rate using a multimode approach to 2P0 for large N instead of NP0 [56].
Temporally multimode DLCZ
A modified DLCZ scheme was proposed in 2010 to allow temporal multiplexing in an
atomic vapour [56]. Reversible broadening is applied to the ensemble, for example
with a magnetic field gradient. A write pulse is applied and a Stokes photon detected
while the field gradient is on. After time τ the field gradient is reversed and after an
additional time τ the phase evolution caused by the field gradient will be canceled. If
the read pulse is applied at this point the anti-Stokes photon will be recalled.
Now consider the situation where three write pulses are applied and a Stokes photon
is detected in the mode of interest from the second one. The field is reversed at time
τ after the second write pulse. If a read pulse is applied after an additional time τ
only one specific anti-Stokes photon will be in phase and will be emitted in the mode
of interest. This is shown in Figure 1.5.
Recently, selective read-out of two separate time-bins was shown in cold Rb atomic
ensemble [57]. The time-bins could be read out individually with selectivity of up to
92%. Non-classical correlations between the Stokes and anti-Stokes photons were not
shown.
1.6 Transition to solid state - rephasing spontaneous emis-
sion
The problems that arise from having a gaseous system with atomic motion can be
avoided completely by moving to an atomic ensemble in the solid state. A promising
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Figure 1.5: Active control of rephasing for DLCZ allowing distinguishability between
different temporal modes. A field gradient is applied during the application of multiple
write pulses. When the field gradient is reversed the total accumulated phase shift will
be zero for only one applied read pulse allowing read out of one specific anti-Stokes
photon.
solid state candidate is rare-earth ion doped crystals, which have the additional ad-
vantage of long coherence times on both the optical and hyperfine transitions, making
them particularly well suited to quantum applications (see Chapter 2).
Long optical coherence times allow an alternate scheme to DLCZ to be imple-
mented. The rephased amplified spontaneous emission (RASE) protocol, proposed by
Ledingham et al. in 2010 [58], can be considered a modified version of the DLCZ
protocol that takes advantage of the properties of rare-earth ion doped crystals. A
collective atomic state is generated via the detection of amplified spontaneous emission
(ASE) and rephased using photon echo techniques (§2.3.2). Similar to DLCZ, RASE
can act as both an on-demand single photon source and a source of entangled pairs of
photons with an in-built quantum memory that can be used as a quantum repeater
node.
RASE uses resonant photon echo techniques, which have the advantage that the
bright driving fields are off when the signals are being detected, as opposed to the
non-resonant Raman techniques used in DLCZ. This increases the possibility of low
noise operation. To use resonant techniques, long optical coherence times are required.
Because optical coherence times in atomic gas systems are short, such techniques cannot
be applied in those systems.
In addition, solid state atomic ensembles are well suited to realising multimode
quantum memories. Temporally multimode quantum memories have been proposed
[59, 60, 61] and demonstrated in the classical regime [62] in rare-earth ion doped crys-
tals. The key different quantum memory technologies implemented in rare-earth ions
are discussed in more detail in §2.4.
A final advantage of moving to a solid state system is the ability to take advantage
§1.6 Transition to solid state - rephasing spontaneous emission 21
of the well-developed photonics industry to make integrated quantum devices using a
waveguide platform [17].
1.6.1 RASE
A simplified schematic of the RASE protocol is shown in Figure 1.6. Initially all the
atoms in an ensemble of two-level atoms are in the ground state |g〉. An inversion
pulse resonantly drives all the atoms into the excited state |e〉. After some time an
atom will spontaneously decay back the ground state, emitting a photon. Similarly
to the DLCZ protocol, detection of an amplified spontaneous emission (ASE) photon
heralds a collective state of the ensemble. The collective excitation is then read out
by applying a resonant rephasing pulse and rephased amplified spontaneous emission
(RASE) is emitted time-symmetrically about the rephasing pulse. The RASE photon
will be entangled with the initial spontaneous emission [58]. A detailed description of
the RASE protocol is given in §3.1.
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Figure 1.6: A simplified version of the scheme for rephasing spontaneous emission.
(a) An inversion pulse is applied to an ensemble of ground state atoms to drive them
into the excited state. Detection of spontaneous emission heralds a collective state of
the ensemble. A rephasing pulse is applied to read out the collective excitation as a
second optical field, rephased spontaneous emission, that will be entangled with the
initial spontaneous emission. (b) The corresponding temporal pulse sequence.
The major experimental difficulty in implementing the RASE protocol is noise dur-
ing the spontaneous emission window resulting from coherence in the ensemble caused
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by the pulse inverting the population. Two experimental demonstrations, undertaken
simultaneously, have been done to date, taking different approaches to eliminate this
added noise. The first, undertaken by P. Ledingham et al., minimised the noise by us-
ing highly uniform driving pulses [18]. They violated the inseparability criterion with
98% confidence to show continuous variable entanglement between the ASE and the
RASE in a two-level rare-earth system.
The second demonstration, by S. Beavan et al. [19], used a novel four-level reph-
asing sequence, such that the ASE and RASE fields could be spatially and spectrally
distinguished from the noise. The four-level scheme includes storage of the atomic state
on the hyperfine ground states as a spin-wave, opening the door to much longer stor-
age times [63, 64]. Single photon detection was used and, while a clear correlation was
shown between the ASE and RASE intensities, there was insufficient signal to noise to
show the correlation was non-classical.
It was unclear from these experiments whether RASE could function as a high
fidelity, high efficiency non-classical light source incorporating a spin-wave quantum
memory, which is the question addressed in this thesis. The RASE protocol and the
two previous experimental demonstrations are discussed in more detail in Chapter 3.
1.7 Summary
Quantum communication is a highly desirable application to come out of quantum
mechanics. For a practical implementation two components are required, improved
single photon sources to guarantee security of the communication and a quantum re-
peater to extend the range of the communication.
Most experimental quantum repeater demonstrations have been based on the DLCZ
protocol, using an ensemble of atoms to generate on-demand single photons and store
them on the atomic transitions. Using linear optics and single photon detectors, en-
tanglement can then be distributed across remote ensembles.
Atomic motion limits the achievable storage times in DLCZ-based quantum memor-
ies, so solid-state systems provide an attractive alternative, particularly rare-earth ion-
doped crystals with long optical and hyperfine coherence times. The rephased amplified
spontaneous emission scheme used in this thesis can similarly be used as a source of
entangled pairs of photons with an in-built quantum memory, paving the way for large,
integrated quantum devices.
Chapter 2
Solid state quantum technologies
utilising rare-earth ions
Rare-earth ions doped into solids have been extensively studied and are used for a
wide range of optical applications including solid state lasers, phosphors for lighting
and optical information storage [65]. In addition, rare-earths provide an attractive
platform for developing quantum technologies due the their long coherence times and
potential for making scalable, integrated devices using waveguides.
This chapter looks at the general properties of rare-earth ion doped solids, partic-
ularly those relevant for quantum information processing (§2.1). This is followed by a
more in-depth characterisation of trivalent praseodymium-doped yttrium orthosilicate
Pr3+:Y2SiO5 (Pr:YSO), the system used in the experiments described in this thesis
(§2.2). Some of the high resolution spectroscopic techniques used to characterise these
materials are introduced. Specifically, engineering the absorption profile using spectral
holeburning and photon echo techniques (§2.3). Finally, the key different photon echo
based quantum memory technologies are introduced, especially those implemented in
rare-earth ion doped crystals (§2.4).
2.1 Properties of rare earths
The rare-earth ions consist of the lanthanide series as well as scandium and yttrium.
The most common oxidation state for rare-earth ions is 3+. The trivalent lanthan-
ides are characterised by a partially filled 4f electron orbital, having the electronic
configuration [Xe]4fn for n from 0 to 14.
The valence 4f electrons sit within filled 5s and 5p orbitals because it is energetically
favourable to fill these orbitals first. Figure 2.1 shows the radial distribution functions
of the orbitals of the rare-earth ion Gd+ [66]. The outer filled shells of electrons act
as an effective Faraday cage, shielding the valence electrons from perturbations in the
crystal lattice. This shielding is responsible for many of the desirable properties of
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rare-earth ion doped solids. The insensitivity to their crystal environment means that
the spectra of rare-earth ion doped solids are similar to the free ion.
Figure 2.1: A theoretical prediction of the radial distribution functions of the orbitals
of the rare-earth ion Gd+. Based on the data from [66]. The valence 4f electrons sit
inside the filled 5s and 5p orbitals, which shield the valence electons from perturbations
in the crystal lattice.
Although the 4f electrons are well shielded from the environment they are not
well shielded from the nucleus. This results in a gradual decrease in the radii of the
lanthanide ions called the lanthanide contraction. The radii of the lanthanide ions
decrease by 20% as the nuclear charge increases across the series [67].
2.1.1 Spectral properties
The strong shielding of the 4f valence electrons greatly simplifies the Hamiltonian of
rare-earth ion doped crystals as the effect of the host can be treated as a perturbation
to the free-ion approximation. This section provides a brief overview of the different
interaction mechanisms that contribute to the energy level structure of rare-earth ion
doped crystals. The different energy splittings associated with the interactions are
shown in Table 2.1.
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Interaction mechanism Frequency
Configuration splitting (4fN → 4fN−15d) 1015 Hz
Non-central electrostatic field 100 THz
Spin-orbit interaction 10 THz
Crystal field interaction 1 THz
Hyperfine splitting 10 MHz - 1 GHz
Super-hyperfine splitting 1 MHz - 100 MHz
Table 2.1: Energy level scales for the different interaction mechanisms affecting rare-
earth ions in crystals; tabulated by Liu [68].
In the central field approximation all n = 4 energy levels are degenerate. This
degeneracy is lifted by the non-central part of the Coloumb repulsion. The degeneracy
of the 4f level is then lifted by the spin-orbit interaction, which mixes states with
different orbital angular momentum L and spin angular momentum S but the same
total angular momentum J = L + S. This results in (2J + 1)-degenerate states that
are labelled according to the Russell-Sanders symbol
2S+1LJ
While the S and J values are specified numerically, the L values are specified as
follows: L = S, P,D, F,G,H corresponds to L = 0, 1, 2, 3, 4, 5. The transition of
interest in Pr:YSO is between the ground state 3H4 and
1D2.
The crystal field then acts as a perturbation on the free-ion levels, partially or
wholly lifting the 2J + 1 degeneracy depending on the crystal field symmetry. The
higher energy 2J + 1 levels of the manifold usually rapidly relax via phonon emission.
As we are interested in states with long lifetimes, the only transitions considered here
are from the lowest level of the ground state to the lowest level of an optically excited
state. When the energy gap between different multiplets is large enough, the lifetime
from the lowest level of the multiplet can be radiatively limited.
The magnetic properties of the transitions of rare-earth ions depend on whether
there is an even or odd number of 4f electrons. The ions with no unpaired electron
(i.e. an even number of electrons) are referred to as non-Kramers ions while those with
an odd number of electrons are Kramers ions. For non-Kramers ions in low symmetry
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sites, the 2J + 1 degeneracy is fully lifted resulting in electronic singlet states1, which
is the case for Pr in Pr:YSO. Additionally, these ions have no magnetic moment to first
order, which makes them much less sensitive to magnetic fields than Kramers ions.
The crystal levels are further split into hyperfine levels by the second-order hyperfine
and quadrupole interactions. Pr has a nuclear spin of 52 , resulting in three doubly-
degenerate hyperfine ground and excited states in zero magnetic field with splittings of
the order of 10 MHz. The resulting energy level structure for Pr:YSO in zero magnetic
field is shown in Figure 2.2. The degeneracy of the hyperfine levels can be lifted by
applying an external magnetic field.
2.1.2 Homogeneous broadening
The homogeneous linewidth Γh is the linewidth of an individual ion. The broadening is
due to dynamical processes and is the same for all ions in a crystal. The homogeneous
linewidth is related to the coherence time T2 by
Γh =
1
piT2
=
1
2piT1
+ Γφ. (2.1)
The first term on the right hand side of the equation describes the contribution
from the transition lifetime T1 and the second term describes the contribution of pure
dephasing processes. The lifetime depends on both radiative and non-radiative pro-
cesses. The coherence time has an upper limit of T2 ≤ 2T1, with the transition being
‘lifetime-limited’ when the equality holds. Usually, additional decoherence methods
prevent T2 from reaching this limit.
The homogeneous linewidth is highly temperature dependent. At high temperature
coupling to phonons dominates the broadening. For liquid helium temperatures, i.e.
4.2 K, the contributions from phonon absorption and emission are negligible in Pr and
linewidths of kHz or sub-kHz are obtainable for crystalline hosts.
The homogeneous linewidth can also be broadened by various Γφ contributions.
When the electric or magnetic field an ion is subjected to is perturbed due to the optical
excitation of another rare-earth ion, the resulting dephasing is known as instantaneous
spectral diffusion2 (ISD) [72]. There are a number of mechanisms that can contribute
to ISD with the dominant mechanism depending on the host and dopant. Usually
for the singlet states in non-Kramers ions, ISD is attributed to electric dipole-dipole
interactions, for example, in Eu3+:Y2SiO5 [73]. An interesting exception is Pr
3+-doped
materials, where non-equilibrium phonons are often the source of ISD. Spontaneous
1For sites with axial or higher symmetry non-Kramers doublets can occur due to the non-zero
angular momentum around the axis of symmetry.
2This is also known as excitation induced dephasing.
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Figure 2.2: Energy levels of the valence (4f) electrons in Pr:YSO. The optical trans-
itions are a result of the non-spherically symmetric part of the potential field and the
spin-orbit interaction. These levels are shown in (b) with the labels and approximate
spacings determined using [69]. The degeneracy in these levels is lifted by the crystal
field interaction, as shown in (c). The hyperfine interaction further perturbs these
levels, as shown in (d), resulting in a doubly-degenerate six-level system. Both the
crystal field and hyperfine splittings were measured in [70] with the hyperfine level
ordering given in [71].
phonon emission produced during non-radiative decay can excite ions from the ground
state to a close-lying Stark level. This mechanism is only observed in Pr3+-doped
systems due to the unusually small energy separation between the optical ground state
and the lowest Stark levels (1.5 THz). Instantaneous spectral diffusion can largely be
eliminated by decreasing the density of perturbing ions either by reducing the doping
concentration, operating off the centre of the absorption line or reducing the bandwidth
of exciting pulses.
Another important contribution to homogeneous broadening comes from magnetic-
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dipolar interactions between the dopant ions and nuclear spin-flips in the host crystal.
The ions in the host continually exchange spin and these spin flips produce a constantly
fluctuating magnetic field which modulates the optical transition frequencies of the
dopant ions. To minimise the homogeneous linewidth one therefore wants to dope the
rare-earth ions into a host with low magnetic moments to reduce this effect.
If the dopant has a larger magnetic dipole moment than the host ions, its presence
detunes the nearby ions from the rest of the environment. This slows down the rate of
spin-flips in the nearby host ions, creating a ‘frozen core’ around each dopant, reducing
the dephasing effects and narrowing the line.
Homogeneous linewidths as low as 73 Hz in Er3+:Y2SiO5 have been reported [74],
corresponding to an optical coherence time of 4.38 ms. Such long optical coherence
times offer exciting possibilities for using rare-earth ion doped systems in quantum
information storage.
2.1.3 Inhomogeneous broadening
While individual rare-earth ions can have optical transitions with sub-kilohertz linewidths
at low temperatures, the linewidth of an ensemble of rare-earth ions (the inhomogenous
linewidth Γinh) is much larger, typically of the order of one up to hundreds of gigahertz.
Inhomogeneous broadening arises from the fact that each ion doped into a solid will
experience a different local environment due to imperfections in the crystal lattice.
The different crystal strain results in the transition frequency differing for ions in
different locations in the crystal. The absorption profile of an ensemble of ions is the
sum of the homogeneous lines of the different ions as shown in Figure 2.3.
The inhomogeneous line increases with the doping concentration of the rare-earth
ions since the dopant ions tend to be mismatched in size with the host lattice ions
they replace, increasing crystal strain [75]. The strain is minimised if the host ion
that the dopant substitutes for is similar in size. Common choices of host crystal
include: yttrium orthosilicate Y2SiO5 (YSO), yttrium aluminium garnet Y3Al5O12
(YAG), yttrium aluminate YAlO3 and lithium niobate LiNbO3.
As individual ions have different transition frequencies different groups of ions can
be addressed by tuning the frequency of the laser. The size of the group that can be
addressed is limited by the homogeneous linewidth of the transition. However, if the
laser linewidth is larger than the homogeneous linewidth, the source will limit the size
of the group that can be addressed.
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Figure 2.3: Any individual ion in an ensemble has a narrow homogeneous linewidth
Γh, but the centre frequency of the transition varies across the ensemble due to a differ-
ent local environment (for instance, due to crystal defects and strain). The transition
is broadened to an apparent inhomogeneous linewidth Γinh.
2.1.4 Stark shifts
The energy levels in rare-earth ions will be shifted when an external electric field is
applied as a result of the Stark effect [76]. The linear Stark shift is present in low
symmetry sites where a permanent dipole moment exists and there is a difference in
dipole moment µ between the ground (g) and excited (e) states. For an applied electric
field ES the resonant frequency of the ions is shifted by
Ω = −
[µe − µg
h¯
]
·ES . (2.2)
The Stark shift is important for several different types of quantum memories im-
plemented in rare-earth ion doped solids (see §2.4). It has also been used to create
dynamic holeburning filters to frequency filter over a very narrow bandwidth with the
ability to change the pass frequency on a very short timescale. This is necessary for
discrete variable RASE demonstrations [19].
2.2 Pr:YSO
The experiments presented in this thesis were conducted using samples of 0.005%
Pr:YSO commercially produced by Scientific Materials Corp. Praesodymium is a com-
mon material for quantum information demonstrations as it has a relatively high os-
cillator strength while still maintaining reasonably long coherence times.
Y2SiO5 is a monoclinic crystal belonging to the C2/c space group. As a result of
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being monoclinic, the crystal has biaxial symmetry and only one of the extinction axes
corresponds to the crystallographic axes. The extinction axes are b (also referred to as
the C2 axis), which is the axis along which the crystal has C2 symmetry, and D1 and
D2.
Pr3+ can replace the Y3+ ions in Y2SiO5 in one of two distinct crystallographic
sites both with C1 symmetry. The two sites are referred to as Site 1 and Site 2,
with the 3H4 →1 D2 optical transition occurring at 605.977 nm and 607.934 nm (in
vacuum) respectively. This transition has an oscillator strength of 3 x 10−7 [70]. Site 1
is occupied with a significant preference [77] and all experiments reported in this thesis
used Site 1 ions. All further considerations regard Site 1 ions.
In all experiments, the light propagated along the b axis. In this case, peak absorp-
tion will occur when the polarisation of the light is aligned with the D2 axis [78]. This
had to be taken into account when designing the crystal mount inside the cryostat (see
§4.1).
As discussed in §2.1.3 the inhomogeneous broadening increases with doping con-
centration. This is shown in Figure 2.4. For 0.005% Pr3+ doping concentration the
inhomogeneous linewidth of Pr:YSO is ∼ 3 GHz and the optical depth is 80 dB/cm
[79]. If the doping concentration is increased to 0.05% the inhomogeneous linewidth
increases to 10 GHz due to the extra crystal strain caused by the added impurities.
2.2.1 3H4 →1 D2 optical transition
The lifetime of the 1D2 excited state was measured to be T1 = 164 µs at 1.4 K [70]. The
majority of the population decays via intermediate electronic and crystal field levels,
either radiatively or non-radiatively. The probability of the direct transition to the 3H4
ground state is approximately 3%. This poor branching ratio provided a fundamental
signal to noise limit for the four-level RASE demonstration by S. Beavan (as described
in §3.3.1) [80]. In Chapter 7 the effect of placing a Pr:YSO crystal in an optical cavity
to enhance the branching ratio was investigated.
The lifetime-limited coherence time is 320 µs. At zero field the homogeneous
linewidth has been measured to be 2.4 kHz by Equall et al. [70] and 1.7 kHz by
Graf et al. [81]. These correspond to coherence times of 133 µs and 193 µs re-
spectively. At liquid helium temperatures, phonon effects are negligible, and at low
dopant concentrations, ISD is also negligible. The discrepancy is primarily attributed
to magnetic-dipolar interactions between the Pr3+ ions and the spin-flips of the Y ions
mentioned in §2.1.2.
The Pr3+ ions substitute into C1 symmetric sites, which have no symmetry. For
any site with less than axial symmetry, the hyperfine levels will be mixed such that
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Figure 2.4: The inhomogeneously broadened lines of three different concentrations
of Pr:YSO. Measurements are due to Annabelle Alexander and are published in the
thesis of Morgan Hedges [79].
they are not spin eigenstates. In Pr:YSO there are three doubly-degenerate hyperfine
excited and ground states. These are conventionally labelled ±12 , ±32 and ±52 . The
ordering and splitting of these levels can be seen in Figure 2.2. The mixing is largest
between the ±12 and ±32 levels, with each of these four transitions occurring with similar
probability. Transitions from the ±52 level are preferentially like-to-like. The oscillator
strengths between the different hyperfine levels are shown in Table 2.2.
The oscillator strengths between the different transitions can be tuned by applying
a magnetic field along a specific direction along which the field experienced by the
rare-earth ion nucleus is equivalent in the ground and excited state. In the high field
limit, where the Zeeman splitting caused by the applied magnetic field dominates the
factors causing mixing of the hyperfine levels, the transitions are predicted to approach
perfect cyclicity. This is called Zeeman Enhanced Cyclicity (ZEC) [82].
The ability to tune the oscillator strength ratios is highly desirable in the RASE
protocol. The recall efficiency of the RASE photon can be boosted by moving to a
regime with different gains during the ASE and RASE parts of the protocol, either
in free space [83], or by impedance-matching an optical cavity [84]. In the four-level
RASE scheme being able to tune the oscillator strengths of the different transitions
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excited ±12 ±32 ±52
ground
±12 0.55 0.38 0.07
±32 0.40 0.60 0.01
±52 0.05 0.02 0.93
Table 2.2: Oscillator strengths for all possible optical transitions between the 3H4
ground and 1D2 excited state in Pr:YSO. All values have an absolute uncertainty less
than ±0.01. From reference [71].
used for the ASE and RASE provides a means of precisely controlling the different gain
ratios. This is discussed in further detail in Chapter 6.
2.2.2 Hyperfine transitions
The hyperfine transitions in rare-earth ions have significantly longer coherence times
than the optical transitions. Any practical quantum information device will likely
exploit this by transferring information from the optical to hyperfine levels for long-
term storage of light. The inhomogeneous broadening of the hyperfine transitions is of
the order of 10 kHz.
The lifetimes of the hyperfine transitions in Pr:YSO have been measured to be ≈
200 s [85] at 1.6 K. The coherence times are usually far from the lifetime limit, with
T2 ∼ 0.5 ms in zero magnetic field [86]. The major decoherence method is once again
the magnetic interaction between the Pr ions and the host spins but the coherence time
can be significantly extended by applying a magnetic field.
As stated in 2.1.2, if the dopant ion has a larger magnetic dipole moment than
the host ions, its presence detunes the neighbouring ions, decoupling them from the
rest of the environment. The magnetic moment of Pr is 4.3µN [87], while Y only has
a small moment of -0.13µN [77]. The presence of the Pr induces a frozen-core such
that the neighbouring Y ions no longer exchange spin with the Y in the rest of the
environment. Applying a magnetic field induces a larger magnetic dipole moment,
enhancing the frozen-core effect and reducing the spin-flip rate further.
In addition, the applied field can be used to tune the sensitivity of transition fre-
quency to magnetic perturbations. As a magnetic field is applied the doubly-degenerate
hyperfine levels are split. At a certain field the frequency of a particular transition
experiences a ‘critical-point’ such that, to first-order, the transition is insensitive to
magnetic field fluctuations in any direction. This is known as the zero first-order Zee-
man (ZEFOZ) technique, and has been applied to different turning points in Pr:YSO
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with coherence times of 900 ms [63] and 1.4 s [88] achieved.
2.3 High resolution spectroscopic techniques
2.3.1 Engineering the absorption profile
Spectral holeburning is a technique used to create narrow transmission and absorption
features, allowing high resolution spectroscopy to be performed on materials with large
inhomogeneous broadening. Ions are optically pumped out of a level of interest and
they can relax into a dark level. In rare-earth ions these different storage levels are
often the hyperfine ground states. Holeburning requires the hyperfine ground states to
have long lifetimes, typically minutes, so that the population remains in the storage
level on timescales long compared to most experiments. Additionally, each of the
optical transitions between the different ground and excited states need to occur with
reasonable probability so that, once excited, an ion can decay to any of the hyperfine
ground states.
A simplistic holeburning scheme is shown in Figure 2.5(a) for an ensemble of four-
level atoms with two ground and two excited states. The ground states are initially
equally populated. A laser is applied at ν. The atoms in the ground state resonant
with the laser are driven into the excited state. They can then decay to either of the
two ground states. If they decay to the original state, they can be re-excited while,
if the decay to they second state, they are no longer resonant with the laser. After
many cycles, all the atoms are pumped into the non-resonant state. This creates a
transmission window in the absorption spectrum called a spectral hole. Accompany-
ing the spectral hole are sideholes separated from the main hole by the excited state
splitting due to transitions from the depleted state to the other excited state. There
will be regions of enhanced absorption as well as depleted regions, called antiholes.
The antiholes occur at frequencies corresponding to transitions from the ground state
where the population has been pumped to.
In an ensemble such as Pr:YSO, where the inhomogeneous broadening is much
larger than the hyperfine splitting, the applied laser is simultaneously resonant with
all possible different transitions for different groups of ions throughout the ensemble.
Figure 2.5(b) shows the four different subgroups resonant with the exciting field for
an ensemble of four-level atoms. Assuming the absorption spectrum is originally flat,
Figure 2.5(c) shows the hole and antihole structure created in the absorption profile.
The situation for Pr:YSO is more complicated as there are 9 subgroups of ions
resonant with a single applied laser3. Each subgroup contributes a hole at the excitation
3Assuming zero magnetic field so the hyperfine degeneracy is not lifted.
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subgroup          1                        2                         3                        4
(b)
(c)
(a)
Figure 2.5: (a) The basic holeburning scheme for an inhomogeneously broadened
ensemble of four-level atoms. The applied laser drives population from one ground
state into the excited state where it can decay back to either ground state. After many
excitation cycles all the population accumulates in the non-resonant ground state. (b)
The four different subgroups of ions resonant with the applied laser ν on different
transitions. (c) The resulting hole and antihole structure if the absorption profile is
originally flat.
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frequency, 2 sideholes and 6 antiholes. The spectrum contains 49 features consisting of 6
transmission features and 42 absorptive features symmetrically distributed around the
central hole. The relative strength of the different features depends on the transition
probabilities (see Table 2.2). Due to the complexity of the structure, it is often desirable
to use a single subgroup. Holeburning can be used to isolate a single subgroup of ions.
Holeburning provides a means of creating absorption features much narrower than
the inhomogeneous line allowing complex coherent transient measurements [89]. The
method to achieve this is outlined in Figure 2.6 for a four-level ensemble of ions. First,
the laser frequency is repeatedly swept over several megahertz creating a broad hole
commonly referred to as a spectral trench. The width of this trench is limited by
the hyperfine structure, specifically the frequency of the closest enhanced absorption
feature. In Pr:YSO the limit is ∼ 4 MHz, the excited state hyperfine splitting.
A narrow antihole is then prepared inside the created transmission window by
burning a narrow hole in an absorptive feature created in the second ground state
when the trench was burnt. Using this technique it is possible to engineer a subset
of the ensemble with controllable optical depth and bandwidth. For example, in the
gradient echo memory protocol, Hedges et al. required an extremely narrow absorption
feature with as high optical depth as possible [90] and so utilised all available subgroups.
The RASE experiment requires a single subgroup of ions with larger bandwidth [19].
Spectral holeburning is an extremely powerful tool, allowing almost arbitrary spec-
tral features to be created. The penalty is the time taken to prepare these features.
Many iterations are needed to ensure efficient optical pumping with the whole process
typically taking 10-100 ms. The repetition rate of the experiments is thus limited to
< 100 Hz.
2.3.2 Photon echoes
Photon echoes on optical transitions [91] are analogous to the spin echo technique used
in Nuclear Magnetic Resonance (NMR) devised by Hahn in 1950 [92]. Echo techniques
can be used to completely remove the effect of static inhomogeneous broadening on a
transition, allowing the coherence properties of transitions to be accurately measured.
First a brief overview of the standard two-level photon echo is given. This is followed
by a brief introduction to the four-level echo process [93] that the RASE scheme used
in this thesis is based on.
Two-level echo
Two-level photon echoes (2LE) and spin echoes are conveniently considered using the
Bloch sphere representation of a two-level quantum system. The state of a two-level
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(a) Burn a wide trench
(b) Burn-back a narrow antihole
(c) Resulting ensemble for experiments:
a narrow absorption feature 
in a transparent window
Figure 2.6: Spectral holeburning is used to create an absorption feature with narrow
inhomogeneous broadening. This schematic is based on the same ensemble of four-level
atoms as Figure 2.5
system can be represented as a vector on the surface of the sphere. The south and
north poles of the sphere represent the ground |0〉 and excited |1〉 states respectively
and all 50:50 superposition states can be mapped onto the equator of the sphere. The
x-axis corresponds to |0〉+ |1〉 and the y-axis to |0〉+ i|1〉.
Resonant pulses of light can be used to rotate the Bloch vector around the Bloch
sphere. The angle of rotation Θ is given by
Θ = χt =
√
Ω2 +∆2t, (2.3)
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where χ =
√
Ω2 +∆2 is the generalised Rabi frequency, with contributions from the
Rabi frequency Ω and the detuning ∆ = ω−ν between the transition ω and excitation
ν frequencies. t is the length of the applied pulse. The Rabi frequency is given by
Ω =
µ · E
h¯
, (2.4)
where µ is the transition dipole moment, which gives the strength of the transition,
and E is the amplitude of the applied electric field.
Photon echoes are most easily discussed assuming ‘hard’ pulses i.e. Ω  ∆. In
this case the pulse area can be approximated as Ωt. A pulse with area Θ = pi is called
a pi-pulse and rotates the Bloch vector by 180◦.
The photon echo sequence is depicted in Figure 2.7. Firstly, an input pulse places
the ensemble into a coherent superposition of the ground and excited state. In Figure
2.7(a) the input pulse is a pi2 -pulse that drives the ensemble from the ground state into
a 50:50 superposition state. Immediately after the application of this pulse all the ions
in the ensemble are in phase and radiate coherent emission. Due to inhomogeneous
broadening in the ensemble, all the ions have a different transition frequencies. The
ions all evolve at a rate defined by their individual ∆ and quickly become out of phase
with each other, causing the radiated signal to decay exponentially. This emission is
called a free induction decay (FID) and will persist until the atoms dephase. The decay
time is proportional to the inverse of the inhomogeneous width of the ensemble. If a
narrow feature has been prepared using spectral holeburning, the FID decays more
slowly, inversely proportional to the width of the hole.
After some time τ a pi-pulse is applied to invert the ensemble in the xy-plane. The
ions continue to evolve at the same rate but now they are evolving back together or
rephasing. After an additional time τ the ions come back into phase and radiate an
echo of the original ensemble coherence.
As the delay τ is increased the magnitude of the echo decays with a time constant
of T2, while remaining independent of any static inhomogeneities in the transition fre-
quency. The photon echo thus provides a method of measuring the single-ion coherence
time despite having a broadened ensemble of ions. The amplitude P and intensity I of
the echo are given by
|P (2τ)| ∝ e− 2τT2
|I(2τ)| ∝ e− 4τT2 . (2.5)
For constructive interference resulting in an optimal echo, the following phase-
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(a) (b)
(c) (d)
(e)
echoFID
applied field
detected field
Figure 2.7: Bloch sphere representation of the photon echo sequence in a frame
rotating at the frequency of the light pulses. (a) An input pi2 -pulse drives the ensemble
into a 50:50 superposition. (b) The ions evolve at a rate defined by their own transition
frequencies, radiating an FID whose amplitude decays as the ensemble dephases. At
time τ a pi-pulse is applied, inverting the ensemble in the xy-plane. The ions continue
to evolve, but now they are rephasing. (d) After another time τ the ions come back into
phase and radiate an echo of the original coherence. (e) The corresponding temporal
pulse sequence.
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matching condition must be met
kecho + kinput = 2kpi. (2.6)
The only way this is satisfied is if the pi2 -pulse and pi-pulse are co-propagating, with
the echo also being emitted in this direction.
The 2LE process is the basis of the RASE scheme introduced in §1.6. The RASE
scheme starts by inverting the population of an ensemble of two-level atoms into the
excited state and then detecting spontaneous emission to generate a collective atomic
state (discussed further in §3.1). An ideal pi-pulse will perfectly invert an ensemble.
In practice, most ions in the ensemble will experience a pulse area greater than or
less than pi. Imperfect pi-pulses result in a non-zero component in the xy-plane of the
Bloch sphere resulting in the emission of an FID after the inverting pi-pulse is switched
off. Isolating the single photon ASE and RASE fields from the FIDs poses the major
challenge in demonstrating RASE.
The desire to isolate, spectrally or spatially, the ASE and RASE fields from the
FIDs prompted the development of the four-level echo concept presented in the next
section.
Four-level echo
The four-level echo (4LE) protocol uses a double-Λ system, four energy levels with
all optical transitions allowed. The 4LE energy level diagram and pulse sequence are
depicted in Figure 2.8 for Pr:YSO. The four transitions used in the 4LE are between
levels |2〉, |3〉, |4〉 and |5〉. These levels have been chosen as they have similar oscillator
strengths (see Table 2.2).
Initially, an input pulse on the |2〉 → |4〉 transition generates a coherence between
these two levels. After a time τa a pi-pulse is applied at ω34, which shifts the coherence
onto the hyperfine ground states, between states |2〉 and |3〉. After another delay τb a
second pi-pulse is applied at ω25, shifting the coherence back onto the optical transition,
between states |3〉 and |5〉. The ensemble then rephases, and after an additional time
τa, an echo is generated at ω35.
The obvious advantage of this scheme is that now the echo frequency ω35 is different
to the frequencies of both the input and the rephasing pulses. The FIDs generated by
each of these pulses are therefore spectrally distinguishable allowing the echo to be
isolated.
The 4LE scheme offers two other major benefits. Similarly to the 2LE, optimal
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Figure 2.8: (a) The energy levels of Pr:YSO used in the 4LE sequence. The corres-
ponding pulse sequence is shown in (b). A time τa after the input pulse generates a
coherence between states |2〉 and |4〉, two rephasing pi-pulses are applied, separated by
a time τb. The cumulative effect of the two pi-pulses is to transfer the coherence onto a
different optical transition, between states |3〉 and |5〉. After another time τa the echo
is emitted on this transition.
phase-matching for the 4LE occurs when
kecho + kinput = kpi1 + kpi2 . (2.7)
As well as being satisfied when all the pulses are co-propagating, this condition is
also satisfied if the two pi-pulses are counter-propagating. In this case the ensemble
will radiate the echo in the opposite direction to the input pulse. This allows the echo
to be emitted in a different spatial mode to the bright driving fields.
The final advantage of the 4LE scheme is that, between the first and second reph-
asing pulses, the coherence has been transferred from an optical transition onto the
long-lived hyperfine ground states on which 1.4 s coherence times are achievable in
Pr:YSO [88].
The price to pay for these advantages is that the 4LE sequence only reverses the
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effects of inhomogeneity that is common to both the rephasing transitions. This intro-
duces additional decoherence due to the uncorrelated inhomogeneity in the two pi-pulse
transitions. If there is a non-zero delay τb between the two pi-pulses, there is additional
decoherence resulting from inhomogeneity of the hyperfine ground states. The effects
of the inhomogeneity on the hyperfine ground states can be reversed by applying RF
rephasing pi-pulses between the optical rephasing pulses [63, 64].
In this thesis, the modified four-level RASE scheme [19] based on the 4LE is used
to take advantage of the rare-earth’s promise of long-term storage of light as well as
allowing spectral and spatial isolation of FID noise. The four-level RASE scheme is
presented in §3.1.
2.4 Echo-based quantum memory technologies
Optical quantum memories were introduced in §1.4 as a means of storing arbitrary
quantum states and recalling them, unchanged, on-demand. They require a means of
reversibly mapping quantum information between photons and atoms. Many of the
most successful quantum memory technologies rely heavily on the rephasing principle
of the photon echo and the spectral holeburning techniques presented in §2.3. Echo-
based memories have been widely used for classical information storage [65]. The key
different echo-based quantum memory technologies, especially those implemented in
rare-earth ion doped crystals, and their experimental progress is discussed below. For
a more detailed discussion see the review paper [94].
2.4.1 Two-level photon echo
The most basic type of echo-based quantum memory would be the standard two-
level echo. It was not used as a classical memory as the storage time was limited to
T2. However, it might be expected that the 2LE would function well for quantum
information storage. The key difference in using the 2LE as a quantum memory is that
now instead of a classical input pulse, such as the pi2 -pulse that creates a state on or
near the equator of the Bloch sphere, a weak, quantum input state is used. Mapping
weak states onto an ensemble of ions creates a superposition state very close to the
ground state pole of the Bloch sphere. When the state is rephased, the pi-pulse inverts
the ensemble to a state very close to the excited state pole, creating a high gain feature.
This results in additional noise from amplified spontaneous emission (ASE) so the 2LE
is not suitable for quantum storage [95].
Some alternative approaches to the standard 2LE have been demonstrated. Both
hybrid photon echo rephasing (HYPER) and revival of silenced echo (ROSE) use two
pi-pulses to rephase the ions near the ground state, forming an echo of the standard
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echo. The memory output should experience none of the ASE noise that prevents the
2LE from being an effective quantum memory. This process only recovers part of the
stored information as part of it has already been recalled during the 2LE. To prevent
information loss, both schemes rely on suppressing the original echo. Their differences
lie in how the primary echo is suppressed.
Hybrid photon echo rephasing
HYPER is a hybrid technique utilising both optical rephasing methods and reversible
inhomogeneous broadening to avoid the gain and noise associated with the population
inversion of the standard two-level echo [96]. The pulse sequence is shown in Figure
2.9(a).
A weak input pulse is applied at t1, which is absorbed by an ensemble of two-level
atoms. This is followed by the application of a broadening field. The field can be any
reversible field which causes inhomogeneous broadening in the ensemble, for example,
an electric field gradient causing broadening due to the Stark effect. A pi-pulse is
applied at t2, inverting the ensemble. The broadening from the applied field gradient
reduces the ensemble gain created by the inversion to an arbitrarily low level and in
doing so suppresses the standard echo, which would normally occur at t3. By reducing
the gain, the broadening also reduces the ASE noise.
The dephasing caused by broadening the ensemble prevents the primary echo from
forming. However, if a field is applied after pi1 which reverses the broadening, a sec-
ondary echo of the 2LE will form at t5 after the application of a second pi-pulse at t4.
This secondary echo is the memory output and does not suffer any of the additional
noise of the 2LE as it is emitted by an ensemble primarily in the ground state.
Revival of silenced echo
The ROSE scheme has the same optical pulse sequence as HYPER. The key difference
is that instead of applying an external field gradient, spatial phase mismatching is used
to suppress the primary echo [97]. The pulse sequence with the wavevectors of each
pulse is shown in Figure 2.9(b).
The phase matching condition for the standard 2LE given in Eqn. (2.6) provides
the condition for the primary echo as
ke = 2k1 − ki, (2.8)
where ki, k1 and ke are the wavevectors of the input, pi1 and the primary echo
respectively. Violating the phase-matching condition suppresses the emission of an
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Figure 2.9: The pulse sequences for (a) HYPER and (b) ROSE. The input pulse is
applied at t1, and the two pi-pulses at t2 and t4. The standard two-level echo would
be emitted at t3 if it wasn’t suppressed. The secondary echo is emitted at t5. The
difference between the two techniques is the method used to suppress the primary echo.
In the HYPER scheme electric fields are used and in ROSE the pulses are spatially
misaligned such that the phase-matching condition is met for the secondary echo but
not the primary so it is not emitted.
echo but does not affect the atomic coherences. The secondary echo will be emitted at
t5 provided that the following phase matching condition is satisfied
ke′ = 2k2 − ke = ki + 2(k2 − k1), (2.9)
where k2 and ke′ are the wavevectors of pi2 and the secondary echo respectively.
If k1 = k2, the secondary echo will be recovered in the same direction as the input.
Maximum suppression of the primary echo in this case occurs when the rephasing
pulses are counter-propagating with the input as shown in Figure 2.10(a). The echo
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can be retrieved in the opposite direction to the input when the angle between ki and
k1 (and k1 and k2) is
pi
3 as shown in Figure 2.10(b).
(a) (b)
Figure 2.10: Beam configuration for echo recovery in the (a) forward and (b) back-
wards direction in the ROSE scheme.
For both HYPER and ROSE the rephasing efficiency when the echo is recalled in
the forwards direction is limited to 54% [96, 97] due to reabsorption of the signal as
it propagates through the spectrally uniform absorbing medium. By rephasing in the
backwards direction the efficiency can theoretically reach 100%.
Experimental progress
HYPER was demonstrated in a Pr:YSO crystal [96]. The primary echo was suppressed
from 40% rephasing efficiency to 0.3% when the broadening field was applied. The sec-
ondary echo was recalled in the forward direction. It still formed when the broadening
field was applied although the efficiency was reduced from 10% to 2%.
ROSE was demonstrated in both Tm3+:YAG and Er3+:YSO with the secondary
echo being recalled in the forward direction with 10% and 12% efficiency respectively.
The demonstrations of both these techniques were of the storage of classical inform-
ation. No demonstration of either HYPER or ROSE as a quantum memory has been
done to date.
HYPER will not suffer from added noise due to ASE as the gain of the ensemble is
broadened to be arbitrarily low during the population inversion. However, FID noise
from imperfect pi-pulses was a problem.
ROSE will still suffer from ASE noise during the inversion between the two applied
pi-pulses. This is a loss mechanism which will increase with optical depth.
2.4.2 Atomic frequency comb
Recalling stored information from an ensemble using population inversion adds noise
from ASE. The solutions already presented require the primary echo to be suppressed
and the stored information recalled as a secondary echo of the echo from the ground
state ensemble. An alternate solution is to recall the information from the ensemble
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using a method that does not require a population inversion. Such methods include the
atomic frequency comb (AFC), discussed here, and controlled reversible inhomogeneous
broadening (CRIB) discussed in 2.4.3.
The AFC quantum memory protocol [61] is depicted in Figure 2.11. An inhomogen-
eously broadened optical transition |g〉 → |e〉 is shaped into a series of narrow spectral
peaks of width γ and spacing ∆. This is done by optically pumping atoms from |g〉
into an auxiliary metastable state |aux〉. When an input pulse excites the AFC, each
peak of the comb begins radiating and evolving according to its own detuning. Due to
the large number of peaks the coherence between them rapidly decays but will rephase
after a time t = 2pi∆ .
The scheme as it is currently described is simply a delay line as the recall time is
predetermined when the AFC is written. Long term storage with on-demand recall is
enabled by a control field that transfers the coherence from |e〉 to a third ground state
|s〉 at a time 2pi∆ − T0, freezing the rephasing. After a storage time Ts a second control
field is applied, returning the coherence to |e〉. The rephasing continues with the echo
being released after T0.
The first AFC using weak coherent pulses at the single photon level did not use
control fields to transfer the coherence to the ground states [98]. The demonstration
was implemented in Nd3+:YVO4 with the input retrieved after a predetermined storage
time of 250 ns with a storage and retrieval efficiency of 0.5%. The multimode capacity
of the AFC was also demonstrated with four input pulses being delayed 500 ns.
The first demonstration of on-demand retrieval was done in Pr:YSO in 2010 [62].
Control fields were applied to transfer the coherence to one of the long-lived hyperfine
ground states. The AFC periodicity was 250 kHz providing 4 µs to apply the control
fields before the echo was released. The coherence was stored on the hyperfine states
for Ts = 7.6 µs before the echo was rephased after a total storage time Ts+1/∆ = 11.6
µs. This classical demonstration showed that AFCs could be combined with spin-wave
storage allowing on-demand retrieval.
The first AFC quantum memory with on-demand read out was demonstrated in
2015, storing weak coherent states in Pr:YSO for up to 18.8 µs on the spin states [99].
Recently, storage of a weak coherent state was achieved for more than 515 µs in
a Eu:YSO AFC quantum memory by applying four periodic rephasing RF pi-pulses
to rephase the inhomogeneity on the hyperfine ground states before transferring the
coherence back to the optical transition [100]. In this experiment five weak coherent
input states were stored and recalled. Joint statistics were performed on the different
temporal modes to increase the effective rate of the experiment by a factor of five.
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Figure 2.11: (a) The energy level structure used in the AFC quantum memory pro-
tocol. The inhomogeneously broadened line of the transition |g〉 → |e〉 is shaped into a
comb of narrow spectral peaks of width γ and spacing ∆. Atoms are optically pumped
into a metastable state |aux〉. Control fields applied on |s〉 → |e〉 transfer the coher-
ence generated by an input pulse exciting the AFC onto the long-lived ground states,
allowing on-demand recall. (b) The corresponding temporal pulse sequence.
Cavity-enhanced AFCs
For most quantum information applications it will be important to have a high efficiency
quantum memory [90]. Theoretically, the efficiency of an AFC quantum memory is lim-
ited to 54% in the forward direction due to reabsorption of the echo as it propagates
through the ensemble [61]. By recalling the echo in the backwards direction the effi-
ciency theoretically approaches 100%. In practice, achieving high efficiencies requires
precise control of the optical pumping techniques that create the comb structure. Ma-
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terials with high optical depths are required so that narrow peaks of the comb can be
created with high absorption. An efficiency of 35% was achieved in a Pr:YSO AFC
with predetermined storage time by creating peaks of width 100-300 kHz with a peak
absorption of 10 [101].
The idea of enclosing a quantum memory inside an impedance-matched cavity to
achieve high efficiencies was proposed in 2010 [102, 103], with the theory rigorously
developed for an AFC quantum memory [102]. Impedance-matching a cavity can result
in either perfect absorption or perfect emission of a photon. Consider the situation
where a photon is incident onto a cavity containing an absorbing medium. In the
general case, some of the photon gets reflected off the output coupler, with reflectivity
R1, instead of being coupled into the cavity. However, in the case where the loss in
the cavity is matched to the loss of the output coupler, the reflection out of the cavity
perfectly cancels the reflection off the output coupler and there is no net reflected
signal. In this case the cavity is impedance-matched. If the dominant loss mechanism
inside the cavity is absorption then the impedance-matching condition is
√
R1 =
√
R2e
−αL, (2.10)
where αL is the optical depth of the absorbing medium [104]. When the cavity
is impedance-matched the input photon is perfectly absorbed. Similarly, any input
atomic field can be perfectly mapped onto the output optical field leading to 100%
rephasing efficiency.
An experimental complication of placing rare-earth ions in cavities arises from the
fact that changing the absorption spectrum at any frequency (for example, through
spectral holeburning) alters the cavity response for nearby frequencies. For a Pr:YSO
crystal, where the cavity was created by depositing reflection coating directly onto the
crystal surfaces, the cavity linewidth and mode spacing could be controllably varied over
several orders of magnitude by engineering the ion absorption frequency distribution
[105]. Burning a 1 MHz spectral hole resulted in more than four orders of magnitude
cavity-linewidth narrowing.
The same group demonstrated that the storage and retrieval efficiency of an AFC
with predetermined storage time could be increased to 56% [106], while the efficiency
under the same conditions for a free-space experiment was estimated to be < 1% [107].
The AFC structure needs to be entirely contained within the cavity linewidth. In
[106] the whole AFC was 4 MHz, which should have been roughly 300 times smaller
than the cavity linewidth. However, the AFC preparation sequence resulted in the
cavity linewidth narrowing to 11 MHz. It would be extremely difficult to apply the
control pulses necessary for on-demand recall with this experimental setup as the cavity
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linewidth no longer encompasses all the Pr:YSO ground state hyperfine separations.
This highlights another consideration, the potential non-uniformity of the driving fields
caused by the cavity mode. The intensity of applied beams not centered on the cavity
mode will be greatly reduced.
In a spin-wave Eu:YSO AFC, the recall efficiency was enhanced to 12% [108] from
the previous record of 1% in the same material [109]. A large cavity was placed outside
of the cryostat to allow the control beams to be applied at a small angle with respect
to the cavity axis, avoiding the complications of linewidth narrowing.
A similar protocol for enhancing the rephasing efficiency of the RASE protocol
has been proposed: cavity-enhance RASE [84]. This theory is detailed in §6.2 and
experimentally investigated in Chapter 7.
2.4.3 Controlled reversible inhomogeneous broadening
An alternate approach to recalling information from an ensemble without inverting
the population is controlled reversible inhomogeneous broadening (CRIB), in which
detunings are applied to the individual atoms in the ensemble and then reversed causing
rephasing.
The protocol was initially proposed in atomic vapours using the fact that frequency
shifts due to the Doppler effect are opposite for counter-propagating directions [110].
CRIB was then proposed in the solid state where the detunings of individual atoms
were controlled and inverted [111]. Due to the difficulty of microscopically controlling
the detunings of individual ions this has never been demonstrated. An alternate scheme
was proposed for detunings applied using macroscopic external field gradients applied
longitudinally along the propagation direction of the light pulses [59, 60]. This was
termed longitudinal-CRIB or the gradient echo memory (GEM) protocol.
GEM starts with preparing a narrow, optically thick feature inside a holeburned
trench. In the case of rare-earth ion doped crystals, an external electric field gradient
is applied which broadens the feature due to the Stark shift. This is shown in Figure
2.12(a). The broadening is limited by the hyperfine splittings to ∼ 4 MHz in Pr:YSO.
The prepared feature must have very large optical depth before being broadened so that
after the field gradient is applied the optical depth is still large enough that the input
can be fully absorbed. The optical depth can be increased by using longer samples or
optically pumping all the ions into a single hyperfine level.
The different frequency components of the input pulse are absorbed by the different
detuned ions in the broadened feature. As the field gradient is applied longitudinally to
the propagation direction, the different frequency components are absorbed at different
spatial locations along the length of the ensemble as shown in Figure 2.12(b). When the
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Figure 2.12: (a) The GEM protocol starts with a narrow, high absorption feature
prepared in a holeburned trench such that there is still reasonably high absorption once
the feature is broadened with an external field gradient. (b) When an input pulse is
applied to the broadened feature the different frequency components are absorbed by
the different detuned components that corresponds to different spatial locations in the
ensemble. When the gradient is reversed the different frequency components rephase
to form an echo. (c) A first-in-last-out echo is released time-symmetric around the field
reversal.
field gradient is reversed, the dephasing due to the different detunings is reversed. As
the different frequency components of the signal are stored in different spatial locations
in the ensemble, when they are rephased they do not get reabsorbed travelling through
the rest of the ensemble. 100% rephasing efficiency is therefore possible for echoes
recalled in the forward direction.
The temporal pulse sequence of GEM is shown in Figure 2.12(c). The input and
echo are time-symmetric around the field reversal. The different frequency components
of the echo are released in a first-in-last-out orientation.
GEM was first demonstrate in 2006 using a Eu:YSO crystal [60]. The absorption of
the initial feature was 40%, which reduced to 1% when the field gradient was applied.
This resulted in very low efficiency, with the echo six orders of magnitude smaller than
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the input pulse.
While the efficiency was very low in the initial GEM demonstration, the protocol
was theoretically shown to be perfectly efficient for high optical depths with the echo in
the forward direction [112]. Experiments in Pr:YSO were shown to track with theory,
with rephasing efficiencies of 26% reached [112].
In 2010 the first quantum memory operating above the no-cloning limit was demon-
strated, reaching 70% efficiency in Pr:YSO [90]. A highly absorbing, very spectrally
narrow feature was created using a novel hole-burning technique.
2.4.4 Difficulty in implementing rare-earth quantum memories
Long-term storage of quantum information in rare-earth ion doped crystals requires the
information to be stored on the long-lived hyperfine levels. In materials with coherence
times long enough for practical quantum memory demonstrations the hyperfine split-
tings are of the order of tens of megahertz4. Finding a narrowband non-classical light
source that can interface with a solid state quantum memory is an on-going experi-
mental challenge. As a result, all on-demand solid state spin-wave quantum memory
experiments performed to date have stored weak coherent states [90, 99]. Entangled
photons [113, 114] and heralded single photons [115] have been stored in AFCs with
fixed storage times however, on-demand recall is essential for the synchronising function
of a quantum memory.
The DLCZ protocol (§1.3.3) provides a solution to the memory-source interface
problem for atomic gas quantum memories, generating non-classical states from the
atomic ensemble used for the quantum memory. The alternative is to develop a nar-
rowband SPDC (§1.3.2) source such as that reported in Ref. [30] where a widely
non-degenerate SPDC source with 2 MHz bandwidth was reported. The photon pairs
had wavelengths near 606 nm, compatible with a Pr:YSO memory, and 1436 nm, in the
telecom band. The signal photon at 606 nm was stored in an AFC with predetermined
storage time, preserving non-classical correlations between the two photons in the pair
[115].
Generating and storing non-classical states in the same material is a more elegant
solution to the compatibility issues as the light is automatically generated with the
correct wavelength and bandwidth. It also provides an easier path to large, integrated
quantum devices with many sources and memories on a single chip [17].
The scheme used in this thesis, RASE, has strong parallels to DLCZ. As well using
the in-built quantum memory, RASE can also be used to generate non-classical light
4Kramers ions and non-Kramers ions in high symmetry sites can have hyperfine splittings of many
hundreds of megahertz however, they tend to have short T1 because of the fast spin-lattice relaxation
time. Also in both cases there is a large permanent magnetic moment, resulting in a short T2.
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3H4 → 1D2 λ 605.977 nm (in vacuum)
optical transition T1 164 µs
site 1 T2 160 µs (in zero magnetic field)
Γh 2 kHz
Γinh 5 GHz
branching ratio 3%
hyperfine transitions splitting O(10 MHz)
T1 200 s
T2 0.5 ms (in zero magnetic field)
1.4 s (at critical point field)
Γinh 10 kHz
Table 2.3: Summary of the optical and hyperfine transition properties of 0.005%
Pr:YSO.
which can be interfaced with the existing rare-earth quantum memory technologies
discussed in this chapter.
2.5 Summary
Rare-earth ion doped crystals offer an exciting platform for building quantum inform-
ation processing devices due to their long coherence times. In particular, the RASE
scheme (briefly outlined in §1.6 and more thoroughly detailed in §3.1) requires the long
coherence times on the optical transition that the rare-earths offer.
Pr:YSO was chosen for the experiments conducted in this thesis as it has a relatively
large oscillator strength compared to other rare-earth systems while still maintaining
reasonably long coherence times. The characteristics of Pr:YSO that have been de-
scribed in this chapter are summarised in Table 2.3.
One constraint of working with rare-earth ion doped crystals is that being in the
solid state unavoidably results in inhomogeneous broadening. Spectral holeburning can
be used to engineer arbitrary spectral features within the inhomogeneous line however,
this process is time consuming and limits the repetition rates of experiments.
Photon echo techniques can be used to remove the effect of static inhomogeneous
broadening, allowing full advantage to be taken of the coherence properties of trans-
itions. The RASE scheme used in this thesis is based on the four-level echo technique,
allowing spectral and spatial isolation of the echo from the FIDs caused by the reph-
asing pi-pulses. The 4LE naturally includes storage of the coherence on the long-lived
hyperfine ground states, providing a way to take full advantage of the rare-earth’s
promise of long-term storage of light.
While the 2LE provides a way of storing and recalling classical information, it is
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unsuited to quantum information storage. The population inversion after the rephasing
pi-pulse results in gain and additional noise due to ASE. Several different protocols have
been demonstrated to get around this problem either through suppressing the primary
echo and generating a secondary echo from the ground state atoms or by rephasing
through some means that does not require a population inversion.
The key limitation in implementing quantum memories based on rare-earth ion
doped crystals is the difficulty of interfacing the memories with non-classical sources.
The RASE scheme provides a means of generating the non-classical states from the
atomic ensembles used for the quantum memory solving the compatibility issues.
Chapter 3
Theory of rephased amplified
spontaneous emission
The rephased amplified spontaneous emission (RASE) scheme provides a means of
generating and storing entangled states in a single protocol similarly to DLCZ. However,
RASE takes advantage of the long coherence times available in rare-earth ion doped
crystals to inherently allow temporal multiplexing as well as offering very long storage
times and potentially low noise operation.
In this chapter the RASE scheme and its previous experimental demonstrations are
examined in detail (§3.1). The usefulness of the RASE protocol relies on the ability to
show that the states of light generated are non-classical. Therefore, a metric is required
to quantify continuous variable, time-separated correlations to determine if RASE can
be used to generate entangled light. The different criteria are briefly outlined and the
metric used in this thesis, the inseparability criterion, is detailed (§3.2). Two models for
the inseparability criterion are introduced. Firstly, an exact solution is developed based
on the measured signal variances and the rephasing efficiency (§3.3). Any deviation
from this model will be due to additional noise, and the potential sources of noise
are discussed. Secondly, the expected signal variances and rephasing efficiency are
calculated based on the ensemble optical depth, allowing the optimal operating gain
to be determined (§3.4).
3.1 Rephased amplified spontaneous emission
In §2.4.1 it was shown that the two-level echo (2LE) is unsuitable for quantum
information storage. The unsuitability arises because of the noise from the amplify-
ing medium created following the pi-pulse inversion, which is referred to as amplified
spontaneous emission (ASE).
In the RASE scheme the ASE is harnessed as a resource. This is possible as the
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ASE is the result of entanglement between the emitted optical field and the collective
modes of the amplifying medium, the collective atomic excitation. The RASE protocol
allows the entanglement to be extracted by using rephasing techniques to read out
the state of the amplifying medium as a second optical field, the rephased amplified
spontaneous emission (RASE), which is entangled with the ASE.
3.1.1 Atom-field interaction Hamiltonian
To demonstrate that the ASE is entangled with the amplifying atomic ensemble the
atom-field interaction Hamiltonian is examined. Consider a two-level atom interacting
with an external monochromatic field, which is resonant (or nearly resonant) with the
atomic transition. The Hamiltonian H describing the system is
H =Hatom +Hfield +Hint, (3.1)
where Hatom is the free-atom Hamiltonian, Hfield describes the field and Hint is
the Hamiltonian describing the atom-field interaction.
For a two-level atom with an energy separation between the two levels of h¯ω1,
where the ‘zero’ energy reference level is chosen to be at the ground state, the free-
atom Hamiltonian is
Hatom = 0|g〉〈g|+ h¯ω1|e〉〈e|
= h¯ω1σˆ+σˆ− , (3.2)
where |g〉 (|e〉) is the ground (excited) state and σˆ+ = |e〉〈g| and σˆ− = |g〉〈e| are
the atomic raising and lowering operators respectively.
For a quantised radiation field of frequency ω2, the Hamiltonian is
Hfield = h¯ω2
(
aˆ†aˆ+
1
2
)
, (3.3)
where aˆ† and aˆ are the bosonic raising and lowering operators. The energy of the
field is related to the number of photons in the mode nˆ = aˆ†aˆ, with the additional h¯ω2
representing the ground state energy of the quantum harmonic oscillator. The ground
state term represents an offset in the zero-energy level definition and can be omitted
without changing the system dynamics. The process for quantising a radiation field is
outlined in many textbooks (for example [116, 117]).
Under the dipole and rotating wave approximations, the interaction Hamiltonian
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between the atom and the field is
Hint = h¯g
(
σˆ+aˆ+ σˆ−aˆ†
)
, (3.4)
with the coupling constant g given by
g =
√
ν
20h¯V
µdˆ · ˆ, (3.5)
where V is the field mode volume, µ the electric-dipole transition matrix element,
dˆ the unit vector orienting the dipole, ˆ the unit vector describing the field polarisation
and 0 is the permittivity of free space.
The first term in Eqn. (3.4) corresponds to absorption of a photon and the second
term to emission.
The total system Hamiltonian can be extended to more closely represent the phys-
ical system of interest by taking the sum over an ensemble ofN two-level atoms (indexed
by j) spread over a large distance relative to the transition’s wavelength. The atoms
in the ensemble are coupled to all field modes (indexed by k) giving
H = h¯ω1
N∑
j=1
σˆ
(j)
+ σˆ
(j)
− + h¯ω2
∞∑
k=0
aˆ†kaˆk + h¯g
N∑
j=1
∞∑
k=0
(
σˆ
(j)
+ aˆk + σˆ
(j)
− aˆ
†
k
)
, (3.6)
which is the usual Jaynes-Cummings Hamiltonian introduced in 1963 [118]. This
Hamiltonian is in the same form as that for a non-degenerate parametric amplifier
[119] except, instead of two optical modes, the interaction is between an atomic and
an optical mode. The outputs of a non-degenerate parametric amplifier are correlated
in both photon number and phase [120, 121]. These correlations can be non-classical
allowing quantum light to be generated [122].
In a standard amplifier, such as the population inversion in a Nd:YAG laser, entan-
glement is generated when the ensemble emits. However, the very strong phonon coup-
ling to the crystal lattice means that the entanglement decoheres exceedingly rapidly
and is merely considered a source of noise. Amplifiers such as spontaneous parametric
down conversion are successful because the entanglement is read out as two optical
fields simultaneously. Neither optical field has any residual coupling to the crystal or
this would degrade the entanglement between the fields.
The RASE scheme is in a different situation where it can be considered a closed
system, because cryogenically cooled rare-earth ions have very low coupling to the
environment. The long optical coherence times mean that the entanglement generated
during spontaneous emission decoheres on a time-scale long enough for the state of
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the amplifier to be read out as a second, time-delayed optical field, preserving the
entanglement between the two fields.
3.1.2 Two-level RASE
The basic two-level RASE (2L-RASE) protocol is outline in Figure 3.1. The ensemble
of two-level atoms is inverted into the excited state by applying an inverting pi-pulse,
pii. At this point the state of the ensemble is the tensor product of all N atoms being
in the excited state.
|ψ〉 =
N∏
n=1
|en〉 = |e1, e2 . . . eN 〉. (3.7)
When the ensemble is in the excited state, the vacuum fluctuations in a particu-
lar mode are amplified and the resulting ASE generates an entangled state with the
amplifier, the collective atomic state. As there is no information about which atom
emitted the photon the state of the ensemble can be written as a superposition of any
individual atom being the one that decayed to the ground state,
|ψ〉 = 1√
N
N∑
n=1
e−ik·xn |e1, e2 . . . gn . . . eN 〉, (3.8)
where k is the wave vector of the spontaneously emitted photon and xn refers to
the position of the nth atom in the ensemble. Identical to the DLCZ case (§1.3.3), this
is an example of ‘entanglement via indistinguishablilty’.
After the spontaneous emission, all the atoms in the ensemble are initially in phase.
However, the inhomogeneous broadening of the ensemble causes the atomic state to
dephase. This dephasing can be reversed by applying a second pi-pulse pir after a delay
τ , which rephases the collective atomic state. The effect of the pi-pulse is to read out
the entangled state of the amplifier as a second light field, the RASE, creating time-
separated entanglement between two optical fields that are symmetric in time around
the rephasing pulse [58, 18]. The RASE will be emitted in a direction predetermined
by the wavevectors of the initial spontaneous emission and pir. The phase-matching
condition is given by
kRASE = 2kpi − kASE (3.9)
where the subscripts RASE, pi and ASE refer to the wavevectors of the RASE,
rephasing pi-pulse and ASE respectively. This is the same phase-matching condition
as for the standard 2LE, so the rephasing will be maximally efficient if the ASE and
RASE are collinear with pir.
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As RASE is based on a photon echo rephasing technique, it inherently has on-
demand recall of the stored state. The ASE that plagued the 2LE as a quantum
memory is now being used as the resource for generating entangled states. When the
RASE is recalled after the rephasing pi-pulse, the emission comes from an ensemble
predominantly in the ground state and will have very little excess noise, similarly to
the HYPER and ROSE schemes (§2.4.1).
While this discussion has so far been restricted to the generation of entangled states,
RASE can function equally well as an on-demand single photon source. Detection of an
ASE photon probabilistically generates a collective atomic state with a single excitation
loaded. Application of the pi-pulse deterministically reads out the RASE photon.
Experimental progress, advantages and limitations
The RASE and DLCZ protocols are actually very similar. Off-resonantly driving a
three-level atomic system to obtain a Stokes photon can be approximated as spon-
taneous emission from a population-inverted two-level system as shown in Figure 3.2.
Inspection of Eqs. (1.4) and (3.8) shows that the atomic state obtained when a single
Stokes photon is detected is the same as that obtained when the RASE protocol is per-
formed on the |g〉 → |s〉 transition and a single spontaneous emission event is detected.
Write pulse Stokes photon
Spontaneous
emission
Figure 3.2: Demonstrating the similarities between the DLCZ and RASE protocols.
An off-resonantly driven three-level system emitting a Stokes photon (as in DLCZ) can
be approximated as spontaneous emission from a population-inverted two-level system
(as in RASE).
Although there are similarities between RASE and DLCZ, there are some differ-
ences. RASE is inherently temporally multimode, allowing multiple independent pairs
of photons to be generated each shot. Secondly, the storage time in DLCZ is limited
by the dephasing time tp of the |g〉 → |s〉 transition, resulting from the inhomogeneous
broadening of the transition. In RASE, the atomic coherence can completely dephase
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and then be rephased with a pi-pulse. In this case, the storage time is limited by the
coherence time T2.
Certain modifications to the DLCZ protocol allow it to achieve the same multimode
and long storage capabilities as RASE. As discussed in §1.5.3, the DLCZ protocol can
be modified to allow multiple, discriminable photon-pairs to be generated each shot
[56]. Also, by applying a rephasing pi-pulse on the |g〉 → |s〉 transition between the
write and read processes the inhomogeneity between the |g〉 and |s〉 states can be
rephased, extending the storage time [58].
A potential advantage of the RASE protocol is that the strong driving fields are in
different temporal modes to the single-photons being detected, as opposed to DLCZ
where the driving fields are in different spectral modes to the signals. This eliminates
a major source of noise in the DLCZ scheme and in theory could allow for noiseless
detection of the ASE and RASE photons. In practice this is difficult to achieve as it
requires perfect pi-pulses. If all the atoms in the ensemble do not see a pulse area of
precisely pi, there will be residual coherent emission after the driving pulse is switched
off, the free induction decay (FID). As the ASE and RASE detection is necessarily in the
same spatial and spectral mode as the rephasing pulse, isolating the single photon fields
from this FID poses the major challenge in demonstrating RASE. However, strategies
do exist to approximate perfect pi-pulses and minimise the level of noise, which have
allowed RASE to be experimentally investigated.
Two experimental demonstrations, undertaken simultaneously, have been performed
to date. Both experiments used rare-earth ion doped systems and took different ap-
proaches to overcome the challenge posed by the FID. The first was undertaken by P.
Ledingham in Tm3+:YAG [18]. The level of the FID emission was minimised using
highly uniform pi-pulses and a material with a very flat inhomogeneous profile so that
the FID was very short. Heterodyne detection was used and continuous variable en-
tanglement was shown between the ASE and RASE fields to a confidence of 98% by
violating the inseparability criterion.
The second demonstration, by S. Beavan in Pr:YSO [19], used a four-level RASE
sequence based on the four-level echo (4LE), such that the ASE and RASE fields were
no longer in the same spectral and spatial modes as each other or the driving fields.
Single photon detection was used and, while a clear correlation was shown between the
ASE and RASE intensities, there was insufficient signal to noise to show the correlation
was non-classical. The four-level RASE (4L-RASE) scheme is introduced in the next
section.
60 Theory of rephased amplified spontaneous emission
3.1.3 Four-level RASE
To function as a long-lived quantum memory, storage on the spin states needs to
be incorporated into the RASE scheme using the modified 4L-RASE scheme. The
4L-RASE sequence is shown in Figure 3.3 for the hyperfine energy level structure of
Pr:YSO.
The ensemble is prepared using spectral holeburning so that the entire ensemble
population is in ground state |1〉. An inverting pii pulse is applied at ω14 to excite the
population into excited state |4〉. Identically to the two-level case, the ASE generates
entanglement between the emitted optical mode and the collective atomic state, how-
ever, now the detected ASE is emitted on a different transition to the inversion: ASE
= ω24 and piinv = ω14 . The ensemble coherence is rephased using the 4LE sequence
(see §2.3.2) by applying two rephasing pi-pulses, pi1 at ω34 and pi2 at ω25, such that the
ensemble evolves and emits the echo on a different transition, ω35.
The phase-matching condition is given by
kRASE + kASE = kpi1 + kpi2 . (3.10)
This is the same phase-matching condition as the 4LE and once again is satisfied
in either co-propagating or counter-propagating beam geometries.
The 4L-RASE scheme has several advantages. Operating in a counter-propagating
geometry allows the weak signal fields to be spatially isolated from the residual FID
emission resulting from the bright driving fields. Additionally, the ASE and RASE are
emitted on different transitions from the driving fields and can be spectrally discrimin-
ated. By having spectral, spatial and temporal discrimination between the signals and
driving fields the 4L-RASE scheme can potentially solve the noise problems present in
the DLCZ and 2L-RASE protocols.
The key advantage of 4L-RASE is that the collective atomic state is stored as a
spin-wave between the first and second rephasing pi-pulses, allowing very long storage
times to be achieved [88, 64].
3.1.4 This RASE experiment
While the previous experiments were able to show that entanglement does indeed exist
between the ASE and RASE, whether the entanglement is preserved when the collective
atomic state is stored on the spin-states and whether high fidelity is achievable are still
open questions that are addressed in this thesis.
The 2L-RASE scheme is inherently noisy as the signals can not be discriminated
from the FID emission. In the experiment of Ledingham, an extremely low optical
depth, αL = 0.046 was required to reduce the noise enough to see entanglement between
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the ASE and RASE [18]. For such low optical depths the rephasing efficiency is low
and the RASE signal was modelled to be much smaller than the ASE. However, the
signal measured in the RASE window had almost the same variance as that in the ASE
window due to a large amount of ASE emission still being present after the rephasing
pulse due to population left in the excited state by an imperfect pi-pulse. In the two-
level scheme this is indistinguishable from the RASE and was a major source of noise.
The four-level scheme in the experiment of Beavan suffered high noise but the
largest contribution was from noise that could be removed with improved frequency
filtering [19]. The different sources of noise present in that experiment are discussed
in detail in §3.3.1. Frequency discrimination was a challenge as single photon counters
without frequency resolution were used.
In the experiments reported in this thesis, I used the 4L-RASE scheme to show that
RASE can be used as a spin-wave quantum memory. In the long term, RASE will be
more useful as a single photon source for quantum repeater applications. However, in
this experiment I operated in the continuous variable regime using balanced heterodyne
detection. As this detection method is frequency resolving unlike the single photon
counters used in Beavan’s experiment, it allowed the sources of noise present in the
4L-RASE experiment to be much more readily characterised. Being able to isolate
different frequencies also made it unnecessary to operate with a counter-propagating
beam geometry, simplifying the experiment design. If the ASE and RASE fields are
shown to be entangled using continuous variable detection, they will also be entangled
in the discrete variable regime, provided the same two fields are measured. The largest
challenge to ensuring identical fields are measured with discrete variable detection is
the requirement for a high degree of spectral filtering.
3.2 Quantifying continuous variable correlations
The usefulness of the RASE protocol as either a source of on-demand single photons
or a source of entangled photon pairs relies on the correlations between the ASE and
RASE fields being non-classical. The RASE experiment that is described in Chapter 5
used balanced heterodyne detection to measure the amplitude and phase quadratures
of light. Now, instead of entanglement between discrete photons in a pair, the ASE
and RASE fields will form a two-mode squeezed state, which exhibits quantum noise
below the shot-noise-level for a linear combination of the quadratures of the two fields
[123, 124].
To determine if a non-classical correlation is present between the ASE and RASE
fields, a way of quantifying continuous variable correlations is required. In this sec-
tion several different criteria for determining if correlations exist between continuous
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variable fields are examined. The inseparability criterion was chosen as the most ap-
propriate metric for the RASE experiment, and is discussed in detail. For an overview
of various criteria for determining non-classicality in the continuous variable regime see
[125].
3.2.1 Cross-correlation
To determine whether a time-separated correlation exists between the ASE and RASE
fields the cross-correlation can be used. The cross-correlation is a measure of the
similarity of two time-separated wavefunctions formed by shifting one field along the
time axis and integrating the product of the two fields at each point in time.
For two time-separated fields f and g, the cross-correlation between them is defined
as
(f ? g)(t) =
∫ ∞
−∞
f∗(τ)g(t+ τ)dτ, (3.11)
where f∗ is the complex conjugated f field.
When comparing the ASE and RASE fields, it has already been shown that the
RASE field is an echo and thus a time-reversed version of the ASE field. As echoes are
emitted from the opposite side of the Bloch sphere to the input, the echo and input are
180◦ out of phase. Therefore, the ASE and RASE fields are the complex conjugates of
each other. The cross-correlation can therefore be calculated as
A(t)∗ ? R(−t) =
∫ ∞
−∞
A(τ)R(t− τ)dτ ≡ (A ∗R)(t), (3.12)
where A(t) and R(t) are the ASE and RASE fields respectively, and ∗ denotes
a convolution. The cross-correlation between the ASE and RASE fields is therefore
equivalent to the convolution of A(t) and R(t).
The cross-correlation provides an easy metric to determine if there is a correlation
between the ASE and RASE fields. The inverse of the temporal bandwidth of the
cross-correlation provides a measure of the spectral bandwidth of the two light fields.
This allows the optimal size of the windowing functions for the signal windows (§5.4)
to be determined. The windowed signal regions used to calculate the quadrature values
must be closely matched to the spectral bandwidth so the signal does not get truncated
or washed out by white noise.
3.2.2 Criteria for continuous variable entanglement
If the cross-correlation shows that a time-separated correlation is present between the
ASE and RASE fields, a metric is needed to quantify the correlation and determine
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whether it is non-classical.
A necessary and sufficient condition for entanglement is that the state describing
the entire system is inseparable. This means that the state of the total system cannot be
described as a product of separate contributions from the individual subsystems. The
inseparability criterion was proposed by Duan et al in 2000 [126]. Another common
metric for entanglement is the presence of non-classical correlations; measurement of
observables in one subsystem allows statistical inference of observables in the other
to better than the standard quantum limit. This is generally referred to as the EPR
criterion originally proposed by Einstein, Podolsky and Rosen [1]. This is a sufficient
but not necessary condition for entanglement.
While both the EPR and inseparability criteria can be used as a measure of entan-
glement they are qualitatively different in the presence of loss. It can be shown that
the EPR criterion will fail for loss greater than 0.48, while the inseparability criterion
always holds, no matter the loss [127]. The metric used in this thesis to determine
whether entanglement is present between the ASE and RASE fields is the inseparabil-
ity criterion due to the low expected rephasing efficiency.
Inseparability criterion
Determining the separability of a quantum state requires measuring the two quadrature
amplitudes. The quadrature amplitudes for the ASE (RASE) field are given by the
quantum mechanical operators xˆ1(2) and pˆ1(2) for the amplitude and phase quadratures
respectively.
A maximally entangled state can be expressed as a co-eigenstate of a pair of EPR-
type operators such as
uˆ =
√
bxˆ1 +
√
1− bxˆ2
vˆ =
√
bpˆ1 −
√
1− bpˆ2, (3.13)
where b ∈ [0, 1] is a weighting parameter. When b = 0 (1) the operators uˆ and vˆ
are entirely dependent on the RASE (ASE) field.
The inseparability criterion states that for any separable quantum state ρ, the total
variance of a pair of EPR-type operators of the form given in Eqn. (3.13) satisfies
〈(∆uˆ)2〉ρ + 〈(∆vˆ)2〉ρ ≥ 2. (3.14)
For maximally entangled states, the total variance of these two operators reduces
to zero.
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The variance of an operator xˆ is given by 〈(∆xˆ)2〉 = 〈xˆ2〉 − 〈xˆ〉2, where 〈xˆ〉 is the
expectation value of xˆ. As ASE and RASE are amplified vacuum states the mean
quadrature amplitudes can be assumed to be zero, therefore the total variance only
depends on 〈xˆ2〉.
The variance of uˆ and vˆ is therefore given by
〈(∆uˆ)2〉 = 〈uˆ2〉 = b〈xˆ21〉+ (1− b)〈xˆ22〉+ 2
√
b(1− b)〈xˆ1xˆ2〉
〈(∆vˆ)2〉 = 〈vˆ2〉 = b〈pˆ21〉+ (1− b)〈pˆ22〉+ 2
√
b(1− b)〈−pˆ1pˆ2〉. (3.15)
The important number here is the covariance between the ASE and RASE fields
〈xˆ1xˆ2〉 and 〈−pˆ1pˆ2〉. In the case of no correlation the covariance is zero and when b is
varied between 0 and 1 the inseparability criterion varies linearly from the RASE to
the ASE variance.
When the covariance is non-zero the inseparability criterion will curve down for
certain values of b. If the inseparability criterion is violated this curve will dip below
the classical boundary at 2, indicating entanglement between the two fields. The values
of b for which this dip occurs depends on the relative strengths of the ASE and RASE
fields. If the rephasing is perfectly efficient and the ASE and RASE fields are of
equal size, then the correlation will be maximised at b = 0.5, with equal weight being
given to both fields. However, when the RASE is rephased imperfectly, the maximum
correlation will occur when more weight is given to the RASE field, i.e. b < 0.5. As
long as the inseparability curve dips below the classical threshold for any value of b,
the two fields are proven to be entangled.
3.3 Modelling the inseparability criterion
Here a simple model is developed that allows an exact solution for the expected insepar-
ability criterion to be obtained based on the measured signal variance and rephasing
efficiency. The ASE and RASE fields are assumed to be initially maximally entangled.
The experimental sources of loss can then be introduced as beamsplitters affecting
one or both fields that reduce the strength of the correlation. Any deviation of the
experimentally calculated inseparability will be due to additional noise not present in
the model. This basic model removes the necessity of making assumptions about the
ensemble and the applied pulses.
The sources of loss that affect both fields equally include two beamsplitters, a 50:50
in the heterodyne detection system and a 55:45 on the input into the cryostat (see
Figure 4.4), detector inefficiencies and reflection losses. These can all be modelled as
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a single beamsplitter with variable transmission `. When measuring a quadrature xˆi
after this loss, one measures
xˆi →
√
`xˆi +
√
(1− `)vˆi , (3.16)
where i = 1 or 2 and vˆi is the vacuum state that enters the unused port of the
beamsplitter. When just considering the effect of the two beamsplitters ` = 0.275.
` = 0.25 was used when modelling the results in Chapter 5 to incorporate detector
inefficiencies and reflection losses, which were slightly overestimated at approximately
the 10% level.
The rephasing inefficiency can be introduced as a variable beamsplitter with trans-
mission e that only affects the RASE quadratures. The state entering the unused port
of the beamsplitter is labelled sˆ. Ideally this will be a vacuum state, however if extra
noise is being scattered in from other modes during the rephasing process sˆ could be
larger than the vacuum state. The simplified model in which both the loss and the
rephasing efficiency are approximated as beamsplitters is depicted in Figure 3.4, with
only the quadrature terms included on the beamsplitter outputs.
ASE quadratures
RASE quadratures
loss
rephasing 
efficiency loss
Figure 3.4: Simplified model of loss and rephasing efficiency as beamsplitters in
the ASE and RASE quadratures. The rephasing efficiency is modelled as an extra
beamsplitter only present in the RASE quadratures. sˆ is assumed to be the vacuum
state for the calculations in Figure 3.5. Only the quadrature terms are included on
the outputs of the beamsplitters as it is only necessary to consider the effect of loss on
these terms.
After transmission through both beamsplitters, the variance of the operator uˆ from
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Eqn (3.15) becomes,
〈uˆ2〉 → b〈(
√
`xˆ1 +
√
1− `vˆ1)2〉+ (1− b)〈(
√
`(
√
exˆ2 +
√
1− esˆ) +√1− `vˆ2)2〉
+ 2
√
b(1− b)〈(
√
`xˆ1 +
√
1− `vˆ1)(
√
`(
√
exˆ2 +
√
1− esˆ) +√1− `vˆ2)〉 (3.17)
Since the variance of the vacuum is 1 and the covariance terms between xˆi and the
vacuum and between the different vacuum states equate to zero this reduces to,
〈uˆ2〉 = b(`〈x21〉+ (1− `)) + (1− b)(`(e〈xˆ22〉+ (1− e)) + (1− `))
+ 2
√
b(1− b)`√e〈xˆ1xˆ2〉 (3.18)
with a similar expression for 〈vˆ2〉.
The key point to note is that the covariance term is reduced by a factor of ` but only
by
√
e. This is because the loss affects both the ASE and RASE fields resulting in a total
reduction of
√
`×√`, but the rephasing inefficiency only reduces the RASE field. The
correlation between the two quadratures xˆ1 and xˆ2 will become 〈xˆ1xˆ2〉 → `
√
e〈xˆ1xˆ2〉
in the presence of loss and imperfect rephasing. Hence, the correlation strength (the
amount that the curve dips by) will be reduced by this factor. The entanglement
threshold is not affected by loss or rephasing efficiency.
The expected inseparability criteria for different levels of loss and rephasing effi-
ciency are shown in Figure 3.5 for a typically measured ASE variance. For this model
sˆ is assumed to be the vacuum state. In the case of no loss and perfect rephasing
efficiency, the inseparability criterion dips to zero, indicated by the blue dashed line.
When only the common losses (` = 0.25) present in the experiment are included, the
minimum dip is reduced to a quarter of the original dip, so the minimum of the insepar-
ability criterion will dip to 1.5. As no rephasing inefficiency is included in this case, the
inseparability minimum occurs at b = 0.5. This is indicated by the black dashed line.
The typical rephasing efficiency seen in the free-space 4L-RASE experiment conducted
in §5.4 was e ∼ 3%. When this is included in the model, the inseparability curve
becomes asymmetric as more weight is given to the smaller RASE field, shown by the
red dashed line. The minimum of the curve occurs at b ∼ 0.07, with the minimum dip
of the curve seen to be ∼ 1.96 in the inset of Figure 3.5. So even with all the losses
present and poor rephasing efficiency, it is still possible to see entanglement with the
experimental setup presented in Chapter 4 provided there is little additional noise.
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Figure 3.5: (a) Model of the maximum expected inseparability violation between
the ASE and RASE fields for different losses calculated using a typical measured ASE
variance. (b) The inset shows a close up of the minimum possible dip for ` = 0.25 and
e = 3.2%. The best classical violation that can be expected with this setup is ∼ 0.04.
3.3.1 Expected noise
To see how much additional noise might be expected, and therefore the likelihood of
seeing entanglement between the ASE and RASE, the previous experiment conducted
by S. Beavan is examined.
Previous experiment
The experiment of S. Beavan also used the 4L-RASE scheme in Pr:YSO [19]. The key
difference was that single photon counting with APDs was used. The same four levels
were used in this experiment but in a different combination shown in Figure 3.6(a). A
counter-propagating beam geometry was used with different detectors in the ASE (DA)
and RASE (DR) beam paths. The measured histogram of ASE and RASE counts is
shown in Figure 3.7(a).
There are several different contributions to the noise present in the ASE and RASE
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RASEASE ASE
ASE noise
RASE
RASE noise
(a) (b) (c)
Figure 3.6: (a) The combination of Pr:YSO energy levels used in the 4L-RASE ex-
periment of S. Beavan. (b) The noise frequencies present during the ASE detection
window. (c) The noise frequencies present during the RASE detection window. The
noise at ω14 and ω15 is faint as the oscillator strength for these transitions is low.
regions.
1. Emission at λ > 606 nm.
2. Emission to other hyperfine ground states during both the ASE and RASE time
windows.
3. Incoherent emission at the RASE frequency during the RASE time window.
The first two contributions to the noise are distinguishable in frequency and can be
attenuated with spectral filtering. The noise at λ > 606 nm is predominantly emitted
at 612 nm due to emission from the 1D2 excited state to one of the higher crystal field
levels of the 3H4 ground state. This was attenuated with a bandpass interference filter.
The emission to other hyperfine levels results in noise that only differs slightly
(O(MHz)) from the ASE and RASE signals. The transitions generating the different
noise frequencies in the ASE and RASE windows are shown in Figure 3.6(b) and (c)
respectively. In the ASE window the noise results from spontaneous emission to the
other hyperfine ground states (ω24, and ω14). In the RASE window there was noise
due to population left in the original excited state |4〉 from the imperfect rephasing
pulses that spontaneously emits to all ground states (ω34, ω24, and ω14). There was
also noise due to emission from level |5〉 to any of the ground states. This noise is due
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Figure 3.7: Photon counts histogram measured in the four-level RASE experiment of
S. Beavan [80]. (a) When the full rephasing sequence is applied, RASE is evident in
the DR trace (blue signal) but disappears when the second pi-pulse is omitted (green
trace). (b) Close up of the RASE temporal region with the different spectral noise
contributions characterised by the shaded regions.
to population that emitted indirectly to the ground state via intermediate crystal field
levels. The direct transition to the ground state has a very low quantum efficiency,
with a branching ratio of ∼ 3%. When the pi2-pulse is applied, the population that
decayed indirectly to the ground state will also be inverted and will spontaneously
emit incoherently into all spatial modes producing noise at ω35, ω25, and ω15. A small
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proportion will be emitted into the RASE spatial mode. This results in noise source
3, the incoherent noise at the RASE frequency. The emission at all frequencies in the
RASE region other than ω25 was attenuated with a holeburned sample-absorption filter
[19].
The different components of noise present in the RASE window were characterised
in Figure 3.7(b). The green trace shows the counts present when only the inversion
pulse at ω14 and the first rephasing pi-pulse at ω24 were applied and the second rephasing
pi-pulse at ω35 was turned off. In this case the only emission that will be detected during
the RASE temporal window will be from level |4〉 to any of the ground states and the
emission at λ > 606 nm.
When the full rephasing pulse sequence was applied there was a significant amount
of additional noise (shown by the shaded green region in Figure 3.7(b)). It was con-
cluded that this was emission from level |5〉 to any of the ground states. Primarily, this
was attributed to noise at the RASE frequency ω25 as a holeburned sample-absorption
filter was used to attenuate emission to the other ground states.
While the other noise components could all be reduced with improved frequency
filtering, the incoherent noise at the RASE frequency provides a fundamental limitation
on the signal to noise ratio that can be obtained. In the case of perfect frequency
filtering, Beavan predicted that a maximum signal to noise ratio of 2.8 could be obtained
[80].
Predicted noise for this experiment
The experiments reported in this thesis used heterodyne detection rather than the single
photon counting used in the experiments of Beavan described above. As explained in
§4.4, this type of detection has frequency resolution, unlike single photon counting,
and can be approximated as operating in the perfect frequency filtering limit. This
immediately removes the majority of noise present in the previous experiment and
negates the need for complex holeburning frequency filtering.
A second advantage of the setup used in this experiment is the larger aspect ratio
of the interaction region in the crystal. The previous experiment had an interaction
length of 2.4 mm with a beam waist of 95 µm at the focus, resulting in an aspect ratio
of 12.5. For this experiment the interaction region is 4 mm1 with a beam waist of ∼
70 µm. The aspect ratio of 29 is a factor of 2.3 larger than the previous experiment.
The signal to noise ratio can be expected to be improved by this factor to ∼ 6.5.
As discussed in §3.3.1, the additional noise that was present when the second re-
phasing pi-pulse was applied in the previous experiment was attributed largely to noise
1The light travels through the 2 mm long crystal twice as it is reflected off the back mirror. The
optics schematics inside the cryostat can be seen in Figure 4.2.
72 Theory of rephased amplified spontaneous emission
at the RASE frequency. An alternate explanation that is proposed here is that the
majority of this noise was emitted at λ > 606 nm. The mechanism for this is depicted
in Figure 3.8. After the initial inversion, a large amount of the population decays
indirectly through intermediate levels due to the low branching ratio for the direct
transition. This is depicted in Figure 3.8(a). The indirect emission will produce noise
at λ > 606 nm. After the two rephasing pulses have been applied, transferring the
population that decayed after the inversion back to the excited state there is once
again only a 3% transmission probability of direct emission to the ground states. Pop-
ulation that indirectly emitted to the ground state during the first inversion may once
again indirectly emit rather than emitting incoherently at the RASE frequency as was
previously assumed. This is shown in Figure 3.8(b). The bandpass interference filter
present in Beavan’s experiment would have attenuated the emission at λ > 606 nm but
it could still have formed the majority of the detected noise due to the low branching
ratio of the direct transition.
ASE
Indirect 
emission
Indirect 
emission
RASE
Indistinguishable
noise
(a) (b)
Figure 3.8: The effect of the low branching ratio on the amount of noise present
in the 4L-RASE sequence depicted in Figure 3.3. (a) After the initial inversion that
created a feature in excited state |4〉, a small amount of the population is emitted as
ASE on the ω24 transition (red), some of it does not decay before the rephasing pulses
are applied (black) and some will decay indirectly through intermediate electronic and
crystal field levels (green). The population that emits indirectly has no coherence
associated with it and produces noise at λ > 606 nm. (b) After the two rephasing
pulses have been applied at ω34 and ω25 the population that decayed to ground state
|2〉 has been transferred to excited state |5〉. The population that was emitted as ASE
in (a) is coherently rephased as RASE on the ω35 transition (red). The population
that decayed indirectly will emit incoherently into all spatial modes. Most of this will
once again decay indirectly (green). A small amount will decay directly on the RASE
transition producing noise indistinguishable from the RASE signal (blue).
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In the worst case scenario, where most of the additional noise is at the RASE
frequency, a signal to noise ratio of ∼ 6.5 could be expected in this experiment. A much
larger signal to noise may be possible if the proposed explanation that the majority of
the noise emitted after pi2 is applied is at λ > 606 nm is correct. By using heterodyne
detection with frequency resolution, the composition of the noise during the rephasing
process is fully probed in the experiment presented in Chapter 5 allowing the proposed
explanation of the noise breakdown to be tested. It is possible that there could be very
little additional noise during the RASE experiment and entanglement could be seen
despite the losses and poor rephasing efficiency as shown in Figure 3.5.
Even if the majority of the noise is emitted at λ > 606 nm, there is still a funda-
mental signal to noise limit imposed by the poor branching ratio. A possible method of
increasing the signal to noise ratio is placing the crystal in an optical cavity, enhancing
the quantum efficiency of the direct transition to the ground state [19]. The scheme of
cavity-enhanced RASE (cRASE) is discussed in Chapter 6 and investigated in Chapter
7.
3.4 Optical depth model
It is important to understand the effect of the optical depth on the RASE protocol
to predict the optimum operating range for the optical depth. This section derives
an analytic expression for the variances of the different quadratures and the expected
rephasing efficiency based on the optical depth of the ensemble. This can be used to
determine the optical depth range the RASE experiment should be conducted in. The
model assumes two-level atoms, perfect pi-pulses and plane waves. This model was
developed by P. Ledingham et al. [18].
Using fully quantised Maxwell-Bloch equations the photonic annihilation operator
in the ASE (aˆ1(L, t)) and RASE (aˆ2(L, t)) region are found to be
aˆ1(L, t) = aˆ1(0, t)e
αL/2
+ iα
∫ L
0
dL′eα(L−L
′)/2Dˆ†1(L
′, t)
(3.19)
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aˆ2(L, t) = aˆ2(0, t)e
−αL/2
− α
∫ L
0
dL′eα(2L
′−L)/2a†1(0,−t)
+ iα2
∫ L
0
dL′
∫ L′
0
dL′′eα(2L
′−L′′−L)/2D1(L′′,−t)
+ iα
∫ L
0
dL′eα(L
′−L)/2Dˆ1(L′, t), (3.20)
where αL is the optical depth, L is the distance along the propagation direction
and D1 is the atomic lowering operator approximated as a harmonic field. For full
details of the model refer to Ref. [58].
The amplitude xˆ and phase pˆ quadratures can be expressed in terms of the quantum
optical field operators as
xˆi = aˆi + aˆ
†
i
pˆi = −i(aˆi − aˆ†i ), (3.21)
where i = {1, 2} refers to the ASE and RASE regions respectively.
Using Eqn. (3.19) and (3.20) the quadrature variances are
〈xˆ21〉 = 〈pˆ21〉 = 2eαL − 1
〈xˆ22〉 = 〈pˆ22〉 = 1 + 8sinh2(
αL
2
)
〈xˆ1xˆ2〉 = −〈pˆ1pˆ2〉 = 2(1− eαL). (3.22)
An analytic expression for the variances of the uˆ and vˆ operators given in Eqn.
(3.15) could then be formed reducing the inseparability criterion to
〈(∆uˆ)2〉+ 〈(∆vˆ)2〉 = 2b(2eαL − 1)
+ 2(1− b)(1 + 8sinh2(αL
2
))
+ 8
√
b(1− b)(1− eαL). (3.23)
For the modelling results presented here, the model was extended in the same
manner as described in §3.3 to account for losses. One difference is that, because
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the rephasing efficiency is now calculated directly using Eqn. (3.22), the variable
beamsplitter in the RASE mode in §3.3 is omitted.
To determine the optimal optical depth to operate at, the inseparability curve was
calculated for varying optical depths. The minimum of the inseparability curve for
increasing optical depth is shown in Figure 3.9(a). For this calculation a loss of ` =
0.25 was used, corresponding to the common losses in the two modes. The expected
rephasing efficiency is shown in Figure 3.9(b) for varying optical depths. The rephasing
efficiency increases until it saturates at 100% for αL > 5.
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Figure 3.9: (a) The minimum of the inseparability curve and (b) the rephasing effi-
ciency for increasing optical depth calculated using ` = 0.25.
Once the optical depth is high enough for the coherence to be perfectly rephased,
the ASE and RASE are maximally entangled, with the minimum inseparability at 1.5,
the largest attainable classical violation given the level of loss.
This model does not account for the distortion of pulses in high optical depth
ensembles. The high level of absorption distorts the spatial and temporal mode of the
pulse as it propagates through the ensemble. This leads to the assumptions of plane
waves and perfect pi-pulses breaking down. Using higher optical depth ensembles to
increase the rephasing efficiency will have the side effect of increasing the level of pi-pulse
distortion, which in turn could be expected to distort the temporal and spatial mode
of the emitted RASE field, reducing the correlation strength. From Figure 3.9, it is
clear that going beyond αL = 5 has no advantage in terms of the level of entanglement
achievable. The benefits of using 3 < αL < 5 are minimal as there is little improvement
in the expected efficiency and inseparability violation and the distortion of the pi-pulses
will get worse for higher optical depth ensembles. For example, for αL = 3 there will
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be 95% absorption. This will clearly change the shape of the pulse as it propagates
through the ensemble. Below αL = 0.5 the efficiency drops off very rapidly. The
decision was made to operate in the range 0.5 < αL < 3 to balance the inseparability
violation and the distortion.
Despite the expected deviation from the model due to distortion of the pi-pulses
at high optical depth, the model presented in this section can still be used to provide
information about the trends expected as the optical depth is varied in the 4L-RASE
experiment in §5.4.
3.5 Summary
In this chapter the process of rephasing amplified spontaneous emission has been dis-
cussed for both the two-level and four-level schemes. The four-level RASE protocol
has the major advantage that the driving fields are spatially, spectrally and temporally
distinguishable from the signals, potentially allowing low noise operation. Additionally,
between the two rephasing pulses the collective atomic state is stored as a spin-wave,
with the potential for very long storage times to be achieved. Whether low noise op-
eration and long storage times are achievable are two of the questions addressed in
Chapter 5 of this thesis.
For the RASE protocol to be of use as either an on-demand single photon source
or a source of entangled pairs of photons the correlation between the time-separated
ASE and RASE fields must be non-classical. The metric used in this thesis to quantify
the continuous variable correlation is the inseparability criterion. Two models were
presented for the expected inseparability violation given the losses and rephasing in-
efficiency present in this experiment. A simple model was developed based on the
measured signal variances and rephasing efficiency that provides us with an exact solu-
tion for the inseparability criterion without having to make any assumptions on either
the ensemble of the quality of the applied pulses. Any deviation from this model will
indicated noise is present in the RASE source. In this experiment, the decision was
made to use heterodyne detection, which has frequency resolution. This allows the
sources of noise present during the rephasing process to be characterised.
A second model was briefly outlined which allows the expected rephasing efficiency
and signal variances to be calculated based on the optical depth of the ensemble. To
optimise the rephasing efficiency and hence the degree of entanglement between the
ASE and RASE fields, while minimising pi-pulse distortion due to absorption in an
optically thick medium, the decision was made to operate in an optical depth range of
0.5 < αL < 3.
Chapter 4
Experimental setup
While the concepts of RASE are relatively simple, the implementation is technically
challenging. The ASE and RASE data needs to be collected over long timescales
in order to build up the statistics for the inseparability criterion (§3.2.2) to be able
to determine whether the correlation between the two fields is non-classical. As all
rare-earth ion experiments must be conducted at cryogenic temperatures, it can be
challenging to achieve a sufficiently thermally and mechanically stable environment
that long data runs are possible. This chapter describes the different components,
modifications and techniques used to obtain the RASE results presented in this thesis.
This chapter is broken up into two parts. First, the experimental apparatus is outlined.
Second, the method used to prepare the ensemble of ions and phase-correct the different
frequency signals is detailed.
For the experiments conducted in this thesis, a 4x5x2 mm 0.005% Pr:YSO sample
was used. The sample was cooled in a bucket cryostat to 4 K. The design and operation
of the cryostat is the subject of §4.1. The optics and RF used are outlined in §4.2 and
§4.3 respectively. The detection system is then presented in §4.4.
Prior to the application of specific experimental sequences, the ensemble had to be
prepared using spectral holeburning to create spectral features and select out specific
subgroups of ions to be addressed. The holeburing preparation sequences used for the
different experiments are detailed in §4.5. Finally, the analysis used to phase-correct
the different frequency signals is presented in §4.6.
4.1 The cryogenic system
A major motivator in the choice of cryogenic system was the long term stability of the
experiment. In the RASE experiment conducted by S. Beavan [80], a bath cryostat
was used. In this cryostat, the sample was usually fully immersed in liquid helium.
One cause of instability was pressure fluctuations transferred onto the sample via the
liquid helium. In addition, the temperature varied when new liquid helium was added
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to the sample space from the helium reservoir and overnight when the sample space
contained no liquid helium.
In the RASE experiment conducted by P. Ledingham [128], a pulse tube cryogenic
cooler was used. One of their major problems was mechanical vibrations affecting
the stability of the laser. As a result, the measurements had to be taken in batches
after the cooler had been turned off but before the sample had warmed up enough to
affect the coherence time. Collecting the large quantities of data needed to statistically
demonstrate non-classical correlations was therefore a very time consuming process.
In light of these previous experiments, the cryostat chosen for this work was a
bucket cryostat shown in Figure 4.1(a). The bucket cryostat contains a vacuum space
surrounding a helium space with a sample space inside. The sample is cooled via
exchange gas cooling using a small amount of high purity helium gas that is bled into the
sample space. Using exchange gas cooling means the sample is very thermally stable,
staying at a constant 4.2 K for the hold time of the cryostat, which was typically greater
than 80 hours. Transferring more liquid helium did not greatly change the temperature
of the sample space, allowing the sample to be kept at a constant temperature for
months at a time.
Part of what gave this cryostat such a long hold time is the fact there is only a
single window, which allows vertical optical access at the top of the cryostat. To access
this window, the laser was transported using optical fibres onto a platform on the top
of the cryostat. From there it was free-space coupled into the cryostat down to the
sample sitting at the bottom of the 1.4 m sample rod. The optics on top of the platform
are shown in Figure 4.4. The sample tube and optics platform are shown in the red
dashed box in Figure 4.1(a).
The system was designed to be used for both free-space and cavity RASE experi-
ments. For all experiments, the crystal was mounted inside the optical cavity spacer.
A schematic of the cavity spacer and the interior optics is shown in Figure 4.2. The
light was transmitted through the top mirror into the crystal before being reflected
by the back mirror to the optics platform, from where it was fibre-coupled into the
detection system. For the free-space RASE experiments reported in Chapter 5, the
top mirror of the cavity was removed. The purpose of the cavity is to overcome the
fundamental signal to noise ratio resulting from the poor branching ratio to the ground
state [19]. As discussed in §3.3.1 the incoherent noise due to the low branching ratio
was concluded to be the major limiting factor in the correlation between the ASE and
RASE measured by S. Beavan.
A photo of the cavity spacer in the holder used to mount it in the carbon fibre
sample tube is shown in Figure 4.1(b). The cavity is shown in Figure 4.1(c). The
central invar spacer contains the crystal holder and the two mirrors. Spring-loaded end
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(c)
Figure 4.1: (a) Photo of the lab showing the bucket cryostat inside its frame with the
carbon fibre sample tube and optics platform in the front hanging from the side of the
frame bordered by a dashed red line. Field-nulling coils can be seen wrapped around
the lower part of the frame (blue and purple wire) to null residual magnetic fields. (b)
Photo of the cavity spacer in the holder used to lock it into the carbon fibre sample
tube. (c) Photo of the cavity. The mirrors are held into a central spacer and locked in
place with two spring loaded end caps. The interior optics of the cavity are depicted
in Figure 4.2.
caps are used to hold the mirrors in place in the spacer.
As discussed in §2.2, when the light propagates along the b extinction axis, there
is maximum absorption in Pr:YSO when the polarisation of the light is aligned along
the D2 axis. This requires linear polarisation at the sample. For the cavity RASE
experiments it was also important to have a definite linear polarisation as the crystal
is birefringent. Therefore, different cavity modes occur for different polarisations. The
easiest way to ensure the polarisation is linear at the sample is to have a linear polarisa-
tion input at the top of the cryostat. Because of the mirror arrangement on the optics
platform, the polarisation of the light at the top of the cryostat needed to be either
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Figure 4.2: Schematic of the optics and sample mount inside the carbon fibre sample
tube.
horizontal or vertical to avoid picking up an elliptical component. To ensure either
horizontal or vertical polarisation of light was required to maximise the absorption,
the crystal mount was designed so that the crystal was locked at a specific angle inside
the sample tube. At this angle the D2 axis of the crystal was guaranteed to be aligned
with either vertically or horizontally polarised light. The crystal could be locked at the
required angle with an accuracy of ±2◦.
4.1.1 Vibration damping
Extremely good thermal and mechanical stability are vital for the RASE experiment
to ensure sufficiently large data runs can be performed to demonstrate non-classical
correlations between the ASE and RASE fields. As described above, the bucket cryostat
allows for very good long-term thermal stability. To achieve good mechanical stability,
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a number of modifications were made. First, to isolate the entire cryostat system from
room vibrations, it was mounted in a custom frame that sat on large rubber feet.
Second, the sample tube was modified to reduce its coupling to vibrations. Carbon
fibre was chosen for the sample tube because of its low thermal expansion coefficient,
which meant that the optical alignment changed very little from room temperature to
4 K. However, the tube had several resonances that coupled vibrations into the cavity.
In this section the vibration noise that was present on the signal reflected from the
cryostat is examined and several changes that were implemented to reduce the level
of vibration are described. For these measurements the top mirror was in place. A
scan over the cavity mode before any vibration damping was implemented is shown in
Figure 4.3(a). It can be seen that the signal is noisy over the entire frequency range,
and there are also noise spikes that appear at certain frequencies.
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Figure 4.3: Scans over the cavity mode (a) before and (b) after vibration damping
was implemented in the bucket cryostat.
The spikes were attributed to a ball valve releasing in the helium return line, which
is connected to the helium space and transports the boil-off to be re-liquified. When
the ball valve is released the pressure in the helium space drops sharply coupling into
a sharp ringing in the sample tube. To confirm the ball valve was causing the noise
spikes, the output of the helium space was disconnected from the return line and the
noise spikes disappeared.
The generally large noise level was attributed to the helium boiling off and bubbles
hitting the sample space wall, which again is coupled into the cavity through the carbon
fibre tube. Two observations were made to confirm the helium boil-off was the cause
of the high noise level. First, the noise level in scans over the cavity mode at room
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temperature was much lower. Second, temporarily closing the output of the helium
space reduced the noise level in the short term. In this case, the helium is prevented
from venting and the increase in pressure stops the boiling.
Two main changes were implemented to reduce the vibrations coupling into the
cavity. First, the bottom of the sample space was filled about 5 cm deep with the
smallest lead shot available (snake shot) with a diameter of 1.3 mm. The bottom 3.5
cm of the carbon fibre tube sat in this pool of shot, which acted as a damping liquid.
Second, dental floss was wrapped around the springs attached to the end caps of the
cavity. This increased the damping and reducing the vibrations that did couple into
the carbon fibre from coupling into the springs and changing the cavity length. A
scan over the cavity showing the noise reduction after the vibration damping had been
implemented is shown in Figure 4.3(b).
With these modifications, the bucket cryostat provided an extremely thermally and
mechanically stable system, which allowed long data runs and great reproducibility in
the experiment, enabling more features of the RASE source to be investigated.
4.2 Optics setup for excitation and detection used in the
RASE experiments
The laser used in all the RASE experiments was a Coherent 699 dye laser, which had
previously been frequency stabilised to have a sub-kilohertz linewidth [129]. The optics
setup used in the experiment is depicted in Figure 4.4. The output of the laser was
intensity-stabilised using a single-pass 110 MHz acousto-optic modulator (AOM). A
polarising beamsplitter (PBS) split the single beam into a probe and local oscillator
(LO) beam. Both beams were passed through separate double-pass 80 MHz AOMs
(Intra-Action). The first order output of the LO double-pass was coupled into an
optical fibre leading to one input port of the balanced heterodyne detection system
described in §4.4.
The probe double-pass was used to gate the beam, and was driven at different
frequencies corresponding to the different Pr hyperfine transitions. The preparation
and experiment sequences used are described in §4.5. The output was then fibre-coupled
to the transmission port of a 55:45 (R:T) beamsplitter (BS) on the optics platform on
top of the cryostat. The signal reflected from the cryostat was fibre-coupled from the
reflection port of the 55:45 BS to the detection system and mixed with the LO.
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Figure 4.4: Schematic of the optics used in the RASE experiment. AOM 1 controls
the probe beam (indicated in red), which was fibre-coupled to the optics platform on
top of the cryostat to be sent to the crystal. After being reflected out of the cryostat,
the experiment signal was fibre-coupled to the balanced heterodyne detection system.
AOM 2 controls the local oscillator beam (indicated in yellow), which was transmitted
directly to the detection system and mixed with the signal. HWP and QWP refer to
a half-wave plate and quarter-wave plate respectively.
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4.3 RF sources used to drive probe and LO AOMs
There are several different requirements for the RF in the different parts of the RASE
experiment setup. The capability to perform high powered RF sweeps is required
to create spectral transmission windows during the spectral holeburning preparation
detailed in §4.5. Extremely stable RF sources are necessary for the LO as the amount
of amount of classical noise must be minimised to allow the detection system to be
shot-noise-limited (see §4.4). Another requirement is for the clocks of the RF drivers
for the echo sequences, the LO and the data acquisition to be synchronised. This
ensures that the detected beats occur at a well-defined frequency over many shots of
the experiment.
An overview of the different RF sources used for the experiment is shown in Figure
4.5. The RF used to drive the probe AOM was largely provided from a combination of
home-built direct digital synthesis (DDS) systems, labelled as ‘J850s’ and a Spincore
RadioProcessor. The J850s can output either a single frequency or can alternate/sweep
between two different frequencies. The sweep function was used for all the holeburning
and feature preparation (§4.5). The RadioProcessor has a single channel DDS output.
Up to 16 different frequencies and phases can be programmed and the RF can be
switched on/off and between different frequencies to program pulse sequences. The
amplitude can also be shaped1. The RadioProcessor was used to generate the echo
and RASE sequences. For the RASE experiment a chirped pulse was used to get a
larger bandwidth inversion feature. A chirp at 91.35 MHz was generated by mixing the
outputs of a Stanford programmed to produce a chirp at 10 MHz and a high frequency
Furaxa Synth300 producing 101.35 MHz and using the subtracted beat.
The LO AOM was driven with a 100 MHz VCO phase locked to an Analog devices
DDS that produced a constant 81.9 MHz. The phase locked loop (PLL) had a sub-
kilohertz locking bandwidth. This produced a low noise LO beam enabling shot-noise-
limited detection.
To have phase stable beats, it was important to have the clocks for the echo sequence
and LO RF sources synched. The 10 MHz reference output from the RadioProcessor
was used to generate clocks for the LO DDS board and the Cleverscope used for data
acquisition. It was not important to synch the J850s as the phase during feature
preparation does not impact the echoes. The procedure used to phase-correct the
different pulses over many shots is outlined in §4.6.
1Most commonly Gaussian shaped amplitude profiles were used.
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Figure 4.5: Schematic of the different RF sources used in the RASE experiment. In
red are the sources used to drive the probe AOM. In yellow the sources used to drive
the LO AOM. The source used to control the echo and RASE sequences is used to
generate clocks for the data acquisition (in orange) and the LO driver.
4.4 Detection
In continuous variable quantum optics the most common methods of detection are
balanced homodyne and heterodyne. In both methods the signal to be measured is
interfered with a strong optical local oscillator at a 50:50 beam splitter and the two
outputs are subtracted. Where these techniques differ is in the frequency of this local
oscillator. For homodyne detection the local oscillator is at the same frequency as
the signal while for heterodyne detection the two frequencies are different, producing
a beat at the difference frequency ωb. Both methods provide a way of measuring the
amplitude xˆ, and phase pˆ quadratures of the quantum state of light, defined as,
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xˆ = aˆ+ aˆ†
pˆ = −i(aˆ− aˆ†) (4.1)
where aˆ(aˆ†) is the annihilation (creation) operator of the quantised electromagnetic
field.
The two detection schemes are detailed below.
4.4.1 Homodyne detection
A schematic of a balanced homodyne detection system is shown in Figure 4.6.
50:50
beam splitter
Detector
DetectorSignal
Local
oscillator
Subtractor
Figure 4.6: Schematic of a balanced homodyne detection system. Mode aˆ is the signal
to be measured and mode bˆ is the strong optical local oscillator. The two outputs from
the 50:50 beamsplitter are subtracted to remove the common mode noise, allowing
shot-noise-limited detection.
The annihilation operator of the signal to be measured is aˆ and the local oscillator
is bˆ. The local oscillator is a coherent state of the form βˆ = b − vˆ where vˆ is the
quantum noise. b is assumed to be intense enough to be considered a classical state,
meaning vˆ can be ignored. The annihilation operator, bˆ, can therefore be replaced with
the complex amplitude of a coherent state b. The fields emerging from the beamsplitter
are given by
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cˆ =
1√
2
(aˆ+ b)
dˆ =
1√
2
(aˆ− b). (4.2)
The output fields are measured by two photodiode detectors and the photocurrents
of each detector are subtracted. The quantity of interest is the current difference
Icd = Ic − Id, which contains information about the measured signal. By subtracting
the two output ports, any common mode noise is removed, allowing detection limited
by the quantum fluctuations, i.e. shot-noise-limited detection.
The current difference is proportional to the difference of the photon numbers nˆcd
if the quantum efficiency of the photodetectors is assumed to be unity. The photon
numbers hitting each detector are given by,
nˆc = cˆ
†cˆ
nˆd = dˆ
†dˆ (4.3)
The difference in the photon numbers is,
nˆcd = nˆc − nˆd
=
1
2
(aˆ†aˆ+ |b|2 + baˆ† + b∗aˆ)− 1
2
(aˆ†aˆ+ |b|2 − baˆ† − b∗aˆ)
= baˆ† + b∗aˆ (4.4)
The local oscillator provides the phase reference for the quantum measurement.
The local oscillator phase θ is such that b = |b|eiθ. The photon number difference can
then be rewritten as,
nˆcd = |b|(aˆ†eiθ + aˆe−iθ) = |b|xˆθ (4.5)
where xˆθ = aˆ
†eiθ + aˆe−iθ, the quadrature component being measured. It is then
easy to see that by adjusting the phase of the local oscillator the quadrature being
measured can be changed. To measure the xˆ quadrature the phase is set to θ = 0 and
for the pˆ quadrature θ = pi2 .
The big advantage of homodyne detection is that it acts as an ‘amplifier’ of the
signal mode. The local oscillator is strong and, as can be seen in Eqn. (4.5), the
detected signal is proportional to the local oscillator amplitude. The amplified signal
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can therefore be well above the electronic noise floor for photodiodes, providing greatly
increased sensitivity and allowing for detection of quantum signals.
4.4.2 Heterodyne detection
An alternative way of measuring the quantum state of light is through heterodyne
detection. The local oscillator is set to a different frequency from the signal, producing
a beat at the difference frequency ωb. The effect of this is to allow simultaneous
measurements of both the xˆ and pˆ quadratures.
To understand how this is possible without violating the uncertainty principle con-
sider splitting the signal beam into two and performing homodyne measurements sep-
arately on both pathways. xˆ could be measured on one beam while pˆ is measured on
the other. The unused port of the beamsplitter that splits the signal beam introduces
vacuum noise into the system. Heterodyne detection therefore allows for simultaneous,
‘noisy’, measurements of both quadratures [130].
4.4.3 Experiment detection setup
Heterodyne detection was used in the RASE experiment presented in this thesis. One
advantage of heterodyne detection is that it allows the beat frequency to be chosen to
be one for which the detectors recover quickly. In the RASE experiments the signals
of interest occur immediately after strong, temporally short pulses, which will saturate
the detectors. Therefore, the recovery time of the detectors is crucially important. It
is challenging to design detectors with fast (∼ µs) recovery at DC, however, this is
easily achievable for a signal frequency of the order of 10 MHz. Heterodyne detection
also allows the different noise frequencies to be probed, because they are separated
from the signal of interest by ∼ 5-10 MHz. This allowed the extensive characterisation
of the different noise sources present in the RASE experiment shown in Chapter 5.
Additionally, as both quadratures are measured simultaneously, only half as many
measurements are required compared to homodyne detection.
A schematic of the detection setup used in the RASE experiment is shown in Figure
4.7. The two detectors were home-built by Jevon Longdell at the University of Otago,
New Zealand, and care was taken to make them as identical as possible. It was import-
ant to have the detectors as identical as possible to maximise the subtraction of the
classical noise when the signals from the two detectors were balanced. The detectors
were based on the low noise DC coupled general purpose detector presented in [131].
The subtraction of the two detector signals was done digitally during the analysis to
account for the gain and phase differences between the two detectors being frequency
dependent. Subtraction during post processing allowed for different gain and phase
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Figure 4.7: Experimental setup of the balanced heterodyne detection system used for
the RASE experiment. Prior to the beamsplitter, the polarisation of the two beams
was adjusted to ensure a 50:50 split into the two output ports using HWPs and QWPs
as shown in Figure 4.4. The DC component of the signal of each detector was filtered
out using a high pass filter that prevented the downstream electronics from saturating.
The signal was then amplified and the high frequency noise filtered out. The signal
was acquired with a 14-bit 100 MS/s digitizer from Cleverscope. Finally, the signal
was subtracted digitally in post processing.
correction factors to be applied depending on the frequency of the signal of interest.
For a general heterodyne system, when no signal is applied, the fluctuations in the
photon number are due to the shot-noise of the local oscillator (assuming all other
noise sources have been perfectly balanced). In this case, the fluctuations nˆcd will scale
linearly with the LO amplitude |b| (Eqn. (4.5)).
To confirm the detection in the setup shown in Figure 4.7 was shot-noise-limited,
the variance of the subtracted signal of the two detectors was measured with increasing
LO power while the signal input port was blocked. The subtracted signal was digit-
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ally filtered at each of the four echo experiment beat frequencies and the frequency
dependent gain and phase factors were applied. The variance response for different
beat frequencies is shown in Figure 4.8. The variance is linear until ∼ 1.5 mW for all
frequencies, indicating that the detection was shot-noise-limited. For powers above 1.5
mW, the variance saturates. The exact saturation point is frequency dependent, with
the variance saturating at a lower LO power for larger beat frequencies. A LO power
of 1.3 mW was used for all the experiments presented in Chapters 5 and 7, just below
the saturation point for all frequencies used.
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Figure 4.8: Variance response to local oscillator power for different beat frequencies.
The variance scales linearly with LO power until ∼ 1.5 mW for all beat frequencies, in-
dicating the detection is shot-noise-limited, and then saturates. The variance saturates
at a lower LO power for higher beat frequencies.
4.5 Ensemble preparation
For an ensemble with an inhomogeneous broadening larger than the hyperfine splittings,
a laser at any frequency ν within the inhomogeneous line will be resonant with all
optical transitions for different subgroups of ions (see Figure 2.5). For Pr:YSO there
are 9 different subgroups of ions that will be resonant with a single applied laser. For the
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echo and RASE experiments only the particular subgroup of ions that will be resonant
with all the transitions applied is of interest. Therefore, prior to each experiment
sequence the ensemble must be prepared by pumping all the other subgroups into a
dark ground state, where they will stay for the ground state cross-relaxation time of O
100 s.
To select a unique subgroup, a minimum of three different laser frequencies must
be applied, hitting all six unique hyperfine levels. In this case, five different frequencies
were used as this step doubles to create transmission trenches at the four transitions
used for the four-level rephasing sequence. The subgroup selection step is shown in
Figure 4.9(a). The laser was switched between the five different frequencies. Each field
swept ±1 MHz centered on one of the four experiment frequencies for the 4LE sequence,
ω25, ω35, ω24 and ω34, with the fifth between the other two unique hyperfine levels ω16.
After several iterations of the sweeping sequence, population in other subgroups will
be pumped into ground states that are dark to any of the applied laser frequencies.
After selecting a single subgroup of ions, the population was initialised into ground
state |1〉. This was done by turning off the sweep centred on ω16 and leaving the
other four sweeps on. After a few iteration, all the population will be pumped into
ground state |1〉 as shown in Figure 4.9(b). For the RASE sequence, emptying out
the ground states |2〉 and |3〉 ensures there is a perfect inversion on the spontaneous
emission transition after a gain feature has been created. For both the echo and
RASE experiments, initialising the population also minimises the number of ions in the
ensemble not associated with the echo (or ASE) that will be excited by the rephasing pi-
pulses. Without the initialisation, these ions would be inverted by the pi-pulses, leading
to incoherent emission into all spatial modes. A small proportion of this emission would
be into the spatial mode of the RASE signal, reducing the signal to noise ratio.
The first two steps are common to both the echo and the RASE preparation. The
difference between the two schemes is in the feature preparation. For the 2LE and
4LE sequences a ground state feature is used. This feature must be created in one
of the ground states emptied during the population initialisation. The echo feature
creation step is shown in Figure 4.9(c). A narrow spectral feature was created in
|2〉 by applying a 100 kHz sweep centred on ω15 and iterating between ω34 and ω35
to ensure |3〉 remains empty. For the RASE experiments an excited state feature is
used. To create the excited state feature, an inverting pi-pulse was applied directly
to the population initialised in ground state |1〉. In the RASE experiments reported
in Chapter 5 the inversion pulse was a linear chirp with 300 kHz bandwidth. This is
discussed in more detail in §5.2.
The entire preparation sequence takes ∼90 ms and was performed before each shot
of the experiment, resulting in a repetition rate of 11 Hz.
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Figure 4.9: The different holeburning steps used to prepare the ensemble for the
echo and RASE experiments. (a) A single subgroup is selected by burning 2 MHz
trenches at five frequencies hitting each of the six hyperfine levels at least once. All
four frequencies required for the 4LE sequence are used, because this step doubles to
create transmission windows at these frequencies. (b) The population is initialised in
ground state |1〉 by turning off the sweep centred at ω16. These two steps are common
to both the echo and RASE experiments. (c) For the echo experiments a feature is
created in ground state |2〉 by applying a 100 kHz sweep, exciting population from |1〉.
Sweeps at ω34 and ω35 ensure ground state |3〉 remains empty.
4.6 Phase correction
Heterodyne detection is sensitive to the phase difference between the signal and the LO.
In the experimental setup, the LO and signal beams travelled along independent paths
before being superimposed on the beamsplitter in the balanced heterodyne detection
system (Figure 4.7). A major difference between the two beam paths was that the signal
had to be fibre-coupled between the optical bench and the cryostat optics platform
twice. Mechanical vibrations and thermal fluctuations in the lab caused the phase
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relationship between the two beams to vary randomly between different shots of the
experiment. Therefore, to compare multiple shots of the RASE experiment, and build
up the statistics required to show entanglement, it was necessary to correct the phase
of each shot. In this section, the method used to correct the phase of the heterodyne
signals at various frequencies is described.
When correcting the phase over different shots of the experiment, several factors
had to be taken into consideration. First, the oscillators clocking the RF sources used
to drive the LO and signal AOMs were synchronised, meaning the relative difference in
optical frequencies between the two beam paths was known precisely (see §4.3). The
clock of the digital oscilloscope was also synchronised to the experiment RF sources,
ensuring a constant frequency offset between the data-acquisition and the experiment
oscillators. Second, it was important to determine that the phase was stable across a
single shot of the experiment. Any phase gradient would prevent phase reference pulses
at one end of the experiment shot from accurately correcting the phase of pulses at the
other end of the shot. It was observed that most of the interferometer phase noise was
introduced through the optical fibres transporting light between the optics bench and
the cryostat platform (see Figure 4.4). To minimise the phase noise, the fibres were
encased in nylon tubing and tied to the cryostat frame to lock them in place, reducing
vibrations due to the air conditioner that controlled the lab temperature. The phase
noise over the course of a single 200 µs shot (as used for the RASE sequence) was
measured to be, at worst, on the 1◦ level. In addition, the phase noise on the frequency
stabilised Coherent 699 dye laser was less than 1◦ over the timescale of the experiment.
After synchronising the experiment clocks and ensuring the phase was constant
across each shot of the experiment, there were two remaining factors that had to be
corrected for between shots. First, the global phase change of the interferometer. The
second factor was a timing jitter in the triggering of the oscilloscope. This was present
because the clock for the RF sources was 300 MHz while the clock for the oscilloscope
was 100 MHz. As a result, the oscilloscope could trigger at one of three different points
in the RF clock cycle. The timing jitter was expected to be 1300MHz = 3.3 ns. A timing
jitter of this level would result in a phase variation between 0.3◦ and 3.7◦ for the range
of beat frequencies used in the RASE experiment (1.5 MHz - 21.4 MHz), so it was
important for the frequency dependence to be taken into account.
An oscilloscope screen-shot of the temporal pulse sequence used for phase-sensitive
detection of a 4LE is shown in Figure 4.10. Two phase reference pulses at different
frequencies were required to correct the phase because of the frequency dependence of
the timing jitter. The reference pulses were weak to ensure the detection system was
not saturated.
The phase of each pulse was determined by numerically heterodyning the time-
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Figure 4.10: An example recording of a single shot of the 4LE pulse sequence. The
two different frequency phase reference pulses, labelled ref1 and ref2, are applied at
the start of each shot. The experiment signals consist of the input pulse, the two
rephasing pulses labelled pi1 and pi2 and the echo. The phase check pulse is applied at
a high frequency to check the phase correction has been successful. The pulse number
is shown in brackets for each pulse and corresponds to the number on the x-axis in
Figure 4.11.
domain signal of each pulse at the expected beat frequency ωn, where n is the pulse
number indicated in Figure 4.10, i.e. the signal was multiplied by eiωnt. The signals
were then digitally filtered using a 1 MHz Gaussian centred at ωn. The phase was then
calculated as the angle between the real and imaginary components of the signal. The
phase of each pulse in the 4LE sequence before the phase correction is shown in Figure
4.11(a) for 100 shots. The phase of each shot is an arbitrary value between −pi and pi.
Once the phase of each pulse φn had been calculated, a coarse correction to the
global interferometer phase was applied by subtracting the phase of the first reference
pulse. For each shot, the coarsely corrected phase was φ′n = φn − φg, where φg = φ1
is the coarse global phase correction. The phase of each pulse after φg was applied is
shown in Figure 4.11(b). The effect of the timing jitter can clearly be seen in the phase
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Figure 4.11: The phase of each pulse applied in the sequence shown in Figure 4.10
when (a) no phase correction, (b) the coarse global phase correction and (c) the full
phase correction was applied. This figure shows the phase correction for 100 different
shots of the 4LE experiment.
of the third pulse, with the phase split into three distinct levels. The third pulse had
the largest beat frequency, 23.3 MHz, making the effect of the frequency dependent
timing jitter more pronounced.
The timing jitter correction ∆t and a fine global phase correction φδg term were
calculated using the following simultaneous equations for each shot k
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φ′1(k) = ω1∆t(k) + φδg(k) = 0
∆φ′2(k) = ω2∆t(k) + φδg(k), (4.6)
where φ′1 is the phase of the first reference pulse after the global phase correction
was applied and ∆φ′2(k) = mean(φ′2)−φ′2(k). In the second simultaneous equation, the
deviation of the phase of the second reference pulse from the mean for each individual
shot is used to fine tune the phase correction.
The timing jitter was calculated from the simultaneous equations to be approxim-
ately ± 3 ns as expected. The phase of the fully corrected pulse sequence is shown
in Figure 4.11(c). The standard deviation of the calculated phase varied with the
frequency of the pulses but was typically around 3◦ for the pulses at 1.5 MHz and
4.1 MHz, the beat frequencies of the ASE and RASE signals used in the experiments
presented in Chapter 5.
The total phase correction applied to each different frequency signal in the RASE
experiment was e−iΦ where Φ = φg + φδg + ωn∆t.
4.7 Summary
The RASE experiment is technically challenging to implement due to the long data
collection times required to achieve sufficient statistics to see the non-classical cor-
relations. The previous RASE demonstrations were limited by both mechanical and
thermal instabilities. This chapter has outlined the apparatus used to conduct the
RASE experiment presented in this thesis. A highly thermally and mechanically stable
cryogenic system was implemented by using an exchange-gas cooled bucket cryostat.
The system was designed to allow operation in either a free-space or cavity arrange-
ment. The cavity-enhanced RASE (cRASE) scheme provides a means to overcome the
fundamental limit to the signal to noise ratio imposed by the poor branching ratio to
the ground state. cRASE is discussed in Chapter 6 and investigated in Chapter 7.
To isolate the signals from noise at different frequencies, as well as characterising
the different noise components, a continuous variable heterodyne detection system was
used. Using phase-sensitive detection requires the phase noise in the interferometer
detection system to be stable over the course of each shot of the experiment, to prevent
the correlations being lost in the noise. The phase from shot to shot had to be corrected
to allow statistics to be built up over the course of many shots.
The setup introduced in this chapter provided an extremely stable environment,
allowing data to be collected for very long times to demonstrate the entanglement
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between the ASE and RASE (Chapter 5).
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Chapter 5
Free-space RASE experiment
In this chapter the free-space four-level RASE experiment is presented. Amplified spon-
taneous emission, resulting from an inverted Pr:YSO ensemble, generates entanglement
between the collective state of the ensemble and the output optical field. The primary
aim of this experiment was to confirm that the entanglement was preserved when the
collective atomic state was transferred to the spin states in the four-level version of the
protocol, before being read out as a second, time-delayed optical field, the RASE.
The previous four-level RASE (4L-RASE) experiment, conducted by S. Beavan,
was able to confirm a correlation between the ASE and RASE fields but not that it
was non-classical, due to insufficient signal to noise [19]. The poor signal to noise ratio
can be attributed to a number of characteristics of Beavan’s experiment. First, the
filtering requirements in that experiment were demanding due to the choice of discrete
variable detection, which did not have frequency resolution. A narrowband holeburned
frequency filter attenuated noise in the RASE detection mode that was distinguishable
in frequency but the signal to noise was still limited to 0.9 [19]. Second, having the
ASE and RASE emitted in different spatial modes provided spatial filtering of the FIDs
from the bright driving fields but introduced the requirement of precisely overlapping
the two signal spatial modes, with an overlap of only 50% achieved [80]. This limited
the strength of the observed correlation.
The 4L-RASE demonstration presented here overcomes both the limitations of the
previous experiment discussed above. Using heterodyne detection, which has frequency
resolution, provides the optical frequency filtering to very high fidelity. In addition,
the driving fields were applied collinear with the signals and the ASE and RASE were
detected in the same spatial mode, ensuring perfect overlap. As well as enabling the
FIDs from the driving fields to be discriminated, using frequency resolving detection
allowed a comprehensive characterisation of all the noise sources present during the
rephasing process. This will be important in determining whether low noise opera-
tion is possible and if RASE can be used as a high fidelity non-classical light source.
Characterising the noise will also provide important information for designing future
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experiments where it will be desirable to return to discrete-variable operation.
Entanglement has successfully been shown between ASE and RASE in the two-
level RASE scheme [18]. A key aim of this 4L-RASE demonstration was to determine
whether the entanglement was preserved when spin-wave storage was incorporated.
Transferring the collective atomic state to the spin states allows the possibility of
extremely long storage times before the rephased light field is recalled. Another aim of
this experiment was to determine whether temporally multimode operation of RASE
is possible.
For this free-space experiment, the system described in Chapter 4 was used, but the
top mirror shown in Figure 4.2 was removed from the cavity spacer. Before conducting
the RASE experiment the system was characterised to provide parameters for the op-
tical depth model developed in §3.4 and to determine the optimal operation parameters
for this experiment.
Prior to the RASE experiment, the two-level and four-level echo protocols were
investigated in §5.1, in order to determine if there are intrinsic differences in the co-
herence properties and rephasing efficiency obtainable with the 4LE. These were then
used to determine the optimal operating parameters for the 4L-RASE experiment. The
optical depth model for the expected ASE variance and rephasing efficiency (see §3.4)
assumed two-level atoms. The differences between the two-level and four-level reph-
asing techniques were investigated to determine if the two-level model is applicable to
the 4L-RASE scheme.
In §5.2 the pulse sequence used for the general 4L-RASE experiment is outlined.
Prior to the application of the full RASE sequence, the ASE resulting from the gain
feature created during the inversion was characterised in §5.3. The measured optical
depth could be used to predict the expected ASE variance in the detection mode.
The free-space, 4L-RASE experiment was investigated in its simplest form in §5.4.
For these results, the delay between the rephasing pi-pulses was zero and only a single
temporal mode was stored each shot. The entanglement between the ASE and RASE
was optimised and the noise characterised. It was determined that the major limitation
on the strength of the observed correlation was the low rephasing efficiency and an
investigation of the factors affecting the efficiency is presented.
To further probe the capabilities of the RASE source, the entanglement was in-
vestigated as the storage time on the spin-states was increased in §5.5 and when two
temporal modes were stored each shot in §5.6. Finally, in §5.7 the capabilities and
outlook of the RASE source as a whole are discussed and further characterisation
experiments are proposed.
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5.1 Photon echo measurements
In this section the coherence properties and the rephasing efficiencies are presented to
determine if there is an intrinsic difference between the two-level and four-level photon
echo rephasing techniques. In §3.4 the optical depth model developed by P. Ledingham
was used to determine the optimal optical depth range for the 4L-RASE experiment.
The model assumeed two-level atoms so to determine if it is equally applicable to the
4L-RASE scheme the 2LE and 4LE rephasing techniques must be investigated for any
differences.
5.1.1 Coherence and storage time measurements
There are three decay times relevant to the 4L-RASE experiment: the two-level echo
(2LE) optical decay time, the four-level echo (4LE) optical decay time and the hyperfine
dephasing time. The 2LE decay time can be determined from the decay of the echo
intensity with increasing delay between the pulses. The measured decay time was
expected to be less than the coherence time due to instantaneous spectral diffusion
(ISD) broadening the homogeneous line. The 4LE decay time can be measured in a
similar way to the 2LE, but in this case the decay time is dependent on a component
of the inhomogeneity on the hyperfine transitions. As discussed in §2.3.2, the 4LE
sequence only rephases the inhomogeneity that is common to both the optical rephasing
transitions. Therefore, the 4LE decay time was expected to be shorter than the 2LE
decay time.
The final decay rate of interest for the 4L-RASE experiment is hyperfine dephasing
time. The hyperfine coherence time is ultimately limited by the hyperfine homogen-
eous broadening however, in these experiments the inhomogeneous broadening of the
hyperfine transitions was not rephased. Therefore, the ensemble dephasing time will be
much shorter than the coherence time of the individual ions (0.5 ms in zero magnetic
field). The hyperfine dephasing time can be measured by increasing the delay between
the two rephasing pi-pulses in the 4LE sequence. A key advantage of the 4L-RASE
scheme is the capability for long-term storage of light, which is achieved by transfer-
ring the entanglement initially generated on the optical transition to the long-lived
hyperfine ground states. Therefore, the hyperfine dephasing time provides a measure
of the potential storage times attainable in the 4L-RASE scheme.
In this section, the 2LE and 4LE decay times and the hyperfine dephasing time were
measured both at the centre of the Pr inhomogeneous absorption line and at an offset
from the centre of 1.5 GHz. The absorption linewidth is concentration-dependent. For
0.005% Pr:YSO the absorption line is ∼ 3 GHz wide (shown in Figure 2.4).
In the free-space RASE experiment, detuning from the centre of the absorption
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line was used as a method of varying the optical depth of the ensemble. Therefore, it
was important to measure the decay rates at different detunings as they are likely to
change for two reasons. First, further from the centre of the line the density of ions
will decrease. This will reduce the broadening due to ISD and increase optical decay
times. A second, opposing mechanism is that the hyperfine inhomogeneous broadening
is likely to increase further from the centre of the absorption line1. Increased hyperfine
inhomogeneity further off the line will reduce 4LE optical decay time and the hyperfine
dephasing time.
To investigate the decay times of the particular 0.005% Pr:YSO crystal used for
these experiments, 2LE and 4LE experiments were conducted. The pulse sequences
used for the two echo protocols are shown in Figure 5.1. Prior to each echo sequence
the ensemble was prepared using the holeburning sequence depicted in Figure 4.9 and
a 200 kHz feature was created in ground state |2〉.
FID
echo
FID
echo
(a)
(b)
Figure 5.1: Pulse sequences for (a) the 2LE and (b) the 4LE protocols.
As discussed in §2.1.1, Pr:YSO has six doubly-degenerate hyperfine levels, and this
degeneracy can be fully or partially lifted by applying an external magnetic field. The
∼ 0.5 G Earth’s magnetic field partially lifts the degeneracy of the hyperfine levels, such
that the two levels cannot be fully resolved. This results in a modulation in the echo
intensity due to interference of the signals from the different levels with the degeneracy
partially lifted. Only partially lifting the degeneracy broadens the hyperfine levels,
which will reduce the 4LE decay time and the hyperfine dephasing time. This can be
prevented by applying a nulling magnetic field. Three sets of mutually perpendicular
1This is based on a statistical arguement that there are many different strain configurations that
can shift ions to this position on the optical inhomogeneous line. These will also act to broaden the
hyperfine line.
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field-nulling coils were placed around the cryostat to null the residual magnetic field
(see Figure 4.1).
Optical decay times
The optical decay time was determined by measuring how the echo intensity decayed
with increasing delay time for both the 2LE and 4LE, τ and τa respectively. For these
measurements there was no delay between the rephasing pi-pulses for the 4LE: τb = 0
µs in Figure 5.1.
The measured decay times are shown in Figure 5.2. For the both the 2LE and 4LE,
the decays were not purely exponential. As the experiment was conducted at zero
magnetic field, the degeneracy of the hyperfine levels was not lifted. This resulted in
unresolved structure that contributed to the non-exponential decay observed for both
the 2LE and 4LE. For the 4LE, the component of the inhomogeneous broadening not
being rephased will also contribute to the non-exponential decay.
When non-exponential decays are the result of spectral diffusion, the decay rate
can be modelled using the Mim’s model [132]
I(2τ) = exp{−(4τ/TM )x}, (5.1)
where I is the echo intensity, 2τ is the delay between the input and echo and TM is
the phase memory time. The power will be x = 1 when the decay is exponential and
x = 2 for a non-exponential decay resulting from spectral diffusion. For the decays
shown in Figure 5.2, it was determined that x ∼ 1.1 for all the decays. As a result,
the echo intensity decays were sufficiently exponential that the decay times can be
estimated by fitting an exponential to the early stage of the decay.
For the 2LE, the decay time 1.5 GHz from the centre of the line was measured to
be T 2LE = 151 µs and for the 4LE, T 4LE = 53 µs. At the centre of the absorption line
the decay times for the different sequences were measured to be T 2LE = 128 µs and
T 4LE = 46 µs.
As expected, the 4LE decay time was shorter than the 2LE value as a result of a
component of the hyperfine ground state inhomogeneity that was not rephased.
The decay times measured 1.5 GHz from the centre of the absorption line were
longer than those at the centre of the line for both the 2LE and the 4LE. This was
expected for the 2LE, as the lower ion density at this detuning mean less broadening
due to ISD, increasing the decay time. For the 4LE, the longer decay time means that
1.5 GHz from the centre of the line the reduction in ISD dominates the decay time
rather than the increased inhomogeneity on the hyperfine ground states.
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Figure 5.2: Measured photon echo intensity with varying delay time for 0.005%
Pr:YSO both at the centre of the absorption line and 1.5 GHz off the line. The delay
time is between the input pulse and the echo: 2τ for the 2LE and 2τa for the 4LE
(here τb = 0). The decays were not purely exponential, however the early stage can be
approximated with an exponential fit to obtain the decay times.
Hyperfine dephasing time
The hyperfine dephasing time of the ensemble was expected to be much shorter than
the coherence time of the individual ions (0.5 ms in zero magnetic field) due to inhomo-
geneous broadening on the hyperfine ground states. The ensemble dephasing time was
determined by measuring how the 4LE intensity decayed for increasing delay between
the rephasing pi-pulses τb.
The measured hyperfine dephasing time is shown in Figure 5.3. The echo intensity
decay was measured both at the centre of the absorption line, at an offset from the
centre of 1.5 GHz and at the centre of the line with the field-nulling coils turned off.
Once again, the decays were not purely exponential but the decay times were estimated
by fitting an exponential to the early stage of the decay. At the centre of the absorption
line the hyperfine dephasing time was measured to be 87 µs, and 75 µs 1.5 GHz off
the absorption line. The smaller decay rate 1.5 GHz off the centre of the line was the
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result of increased hyperfine inhomogeneity as the detuning from the centre of the line
was increased.
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Figure 5.3: Four-level echo intensity as a function of τb, the delay time between the
two rephasing pi-pulses. For this data τa = 15 µs. The decay is not purely exponential
but the dephasing time was approximated by fitting the early stage of the decay with
an exponential. The decay was measured at the centre of the absorption line with and
without the nulling B-field and 1.5 GHz from the centre of the line.
The nulling B-field was varied to maximise the decay time of the 4LE with increasing
delay between the rephasing pi-pulses. When the nulling field was turned off, the
hyperfine dephasing time at the centre of the line was 39 µs. This was much shorter
than the values measured when the field was nulled. In addition, as the delay was
increased, the echo intensity decayed much faster than exponentially. This is the result
of the unresolved structure being broader in the small residual magnetic field.
5.1.2 Echo efficiency measurements
The optical depth model presented in §3.4 provided a prediction of the expected re-
phasing efficiency of the RASE process based on the optical depth of the ensemble.
However, the model assumed two-level atoms. To determine if the same model can
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be used for the 4L-RASE experiment, the rephasing efficiencies of the 2LE and 4LE
sequences were compared. The echo pulse sequences were the same as those shown in
Figure 5.1, however, instead of an input pi2 -pulse, a weak input pulse was used. A weak
input pulse was used because the rephasing efficiency of states only slightly excited
from ground state pole of the Bloch sphere is of relevance for the RASE experiment,
where states close to the single photon level will be used. For these experiments, the
input pulse was measured to have a pulse area of 0.3% of a pi-pulse.
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Figure 5.4: Echo efficiency measurements comparing the 2LE and 4LE sequences. (a)
The transmitted input pulse. The pulse area is 0.3% of a pi-pulse. The beat frequency
is 1.5 MHz. The asymmetry in the input pulse is the result of a 1 MHz high pass filter
after the detector. (b) The echo obtained using the 2LE sequence with total delay 2τ
= 100 µs. The echo occurs at the same frequency as the input pulse. (c) The echo
obtained using the 4LE sequence with 2τa = 60 µs and τb = 0 µs. The beat frequency
is 4.1 MHz.
A 200 kHz feature was prepared in ground state |2〉 using the holeburning prepara-
tion sequence shown in Figure 4.9(c). The 0.5 µs long input pulse was spectrally much
wider than the prepared feature such that most of the pulse was transmitted. The
absorption due to the feature is shown in Figure 5.4(a). The dashed red line shows
the transmitted input pulse when no feature was prepared in ground state |2〉. The
solid red line shows the transmitted input when a feature had been prepared. The dip
in the centre of the transmitted pulse is due to absorption from the prepared feature.
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The pulse appears asymmetric due to a 1 MHz high pass filter present in the electron-
ics downstream from the detector. The feature was determined to have 78% ± 1%
absorption in terms of field intensity. The optical depth αL is defined as
I = I0e
−αL, (5.2)
so an absorption of 78% ± 1% corresponds to (αL)echo = 1.51 ± 0.05.
The echo intensity for the 2LE and 4LE is shown in Figure 5.4(b) and (c) respect-
ively. The 2LE occurs at 1.5 MHz, the same beat frequency as the input, while the
4LE occurs at 4.1 MHz. The total delay for the 2LE was 2τ = 100 µs and for the
4LE 2τa = 60 µs and τb = 0 µs. The delays were chosen to ensure the echo could be
temporally resolved from the FIDs.
The echo efficiency for both the 2LE and 4LE is given by the normalised echo
intensity divided by the input pulse absorption. The results are summarised in Table
5.1. Since the echo was measured at a different delay time for each echo sequence, the
resulting efficiency must be extrapolated back to zero delay using the measured decay
times. Figure 5.2 showed that the delay used to measure the efficiency for both echo
sequences was in the exponential section of the decay. The decay times can therefore
be used to provide the scale factors back to zero delay.
The scaled efficiencies at zero delay were calculated to be 75% ± 3% for the 2LE
and 59% ± 3% for the 4LE. This result showed that the 4LE was 16% ± 4% less
efficient than the 2LE.
There are two factors that could contribute to the difference in rephasing efficiency
between the two protocols. First, a small part of the discrepancy can be attributed
to the different oscillator strengths of the two different rephasing transitions. The
oscillator strengths for |2〉 → |4〉 and |3〉 → |5〉 are 0.4 and 0.38 respectively. Therefore,
the echo emission for the 4LE experiences slightly less gain as it propagates relative to
the 2LE. Second, as the 4LE has two rephasing pi-pulses, the 4LE efficiency will be more
strongly affected by deviations in the pulse area from an ideal pi-pulse than the 2LE
sequence. Because of this, it is likely the observed efficiency difference is due to the
difficulty achieving perfect pi-pulses rather than any fundamental difference between
the two rephasing processes.
The expected rephasing efficiency based on the optical depth used in this experiment
can be predicted using the model outlined in §3.4. For (αL)echo = 1.51 ± 0.05, the
predicted rephasing efficiency is 78% ± 1%, which is consistent with the scaled 2LE
efficiency at zero delay of 75% ± 3%. Since there was a measured difference in the
rephasing efficiency of the 4LE, the optical depth model cannot be used to accurately
predict the rephasing efficiency expected in the 4L-RASE experiment. However, the
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Two-level echo Four-level echo
input pulse absorption ±1%
(at feature frequency) 78% 78%
echo intensity ±3%
(echo intensity/input pulse intensity) 16.5% 5.0%
echo efficiency ±3%
(echo intensity/input pulse absorption) 21% 6.5%
delay time of efficiency measurement 2τ = 100 µs 2τa = 60 µs
τb =0 µs
scale factor
(accounting for decoherence during delay) 0.28 0.11
scaled echo efficiency ±3%
(at zero delay) 75% 59%
Table 5.1: Summary of echo efficiency measurements comparing the 2LE and 4LE
protocols.
model can still be used to provide an upper bound on the expected 4L-RASE rephasing
efficiency as the optical depth is varied.
5.1.3 Summary
The absorption measured in Figure 5.4 was within the desired optical depth range for
the 4L-RASE experiment determined in §3.4. For this density of ions, ISD reduced the
optical decay time of both the 2LE and 4LE by ∼ 15% at the centre of the absorption
line compared to 1.5 GHz off the line. It is likely that ISD will have an impact on the
decay time in the RASE experiment, which indicates it would be better to conduct the
RASE experiment off the centre of the absorption line.
There is a trade-off inherent in moving off the absorption line centre because the
potential storage time is longest at the centre of the line. This is due to increased
inhomogeneity on the hyperfine transitions reducing the hyperfine dephasing time away
from the centre of the line. To increase the storage time, the effect of the inhomogeneous
broadening could be removed by applying rephasing RF pi-pulses (a spin echo) on the
hyperfine ground states [92]. This can extend the storage time to 0.5 ms in zero field, the
single ion hyperfine coherence time. For the RASE protocol, two RF rephasing pulses
would be required to ensure the coherence would be rephased on the intended optical
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transition. The storage time could be further extended using the ZEFOZ technique
(see §2.2.2) to ∼ 1 s [88].
The measured 4LE rephasing efficiency was 16% smaller than the 2LE efficiency.
This was largely attributed to the 4LE being more sensitive to deviations in the re-
phasing pulse area from an ideal pi-pulse as two rephasing pulses are required. As a
result, the measured efficiency for the 4L-RASE process is likely to be less than the
efficiency predicted by the optical depth model in §3.4, which assumes two-level atoms.
However, the model can be used to provide an upper bound on the 4L-RASE rephasing
efficiency.
5.2 Experiment pulse sequence and analysis
Prior to the presentation of the RASE results, the full experiment pulse sequence is
illustrated. This sequence was used in all the RASE experiments presented in this
chapter. The ASE characterisation presented in §5.3 used a similar sequence without
the rephasing pi-pulses applied.
Before each shot of the RASE experiment, the subgroup selection and population
initialisation steps shown in Figure 4.9 were carried out. After the initialisation step, all
the population was stored in ground state |1〉 ready for the inversion pulse to be applied,
creating the gain feature. The energy levels addressed during the RASE experiment
sequence are shown in Figure 5.5(a). The corresponding temporal pulse sequence is
shown in Figure 5.5(b). There are four timescales of note: T , A, B and s. T is
the temporal separation between the initial inversion and the start of the rephasing
sequence.
The timescale A is the delay between the end (start) of the ASE (RASE) window
and the rephasing pulses. Ideally this timescale will be as close to zero as possible
in order to fully utilise the available 4LE optical decay time for the ASE and RASE
windows. In the 2L-RASE experiment of Ledingham it was necessary to wait for the
FID from the rephasing pulse to decay as this was indistinguishable from the RASE
signal [18]. In this 4L-RASE experiment it was unnecessary to wait for the FIDs from
the rephasing pulses to decay as these are spectrally discriminable. The only limitation
on A for the experiments presented in this chapter was the time taken for the detection
electronics to recover from saturation due to the intense rephasing pi-pulses. For all
experiments A = 5 µs was used.
The timescale B defines the time region over which the ASE and RASE signals were
collected. During the analysis, this region was divided into smaller temporal windows
and integrated within this window to give the quadrature values for the ASE and
RASE fields. The spectral width of each temporal window had to be chosen to closely
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Figure 5.5: (a) The Pr:YSO energy levels used for the 4L-RASE experiment. (b)
The corresponding temporal pulse sequence. The red lines are the applied laser pulses,
with the bright inversion and rephasing pulses saturating the detection system followed
by weak phase reference pulses. The coloured boxes indicate the vacuum, ASE and
RASE regions that were used to calculate their respective quadrature values. A is delay
between the end(start) of the ASE(RASE) window and the rephasing pulses. B is the
time window for the ASE and RASE regions. s is the delay between the two rephasing
pulses, indicating the time the coherence is stored on the hyperfine ground states.
match the bandwidth of the ASE to ensure the signal is not lost in the white noise or
truncated. If B is larger, the number of temporal modes per shot can be increased.
This is desirable as the entanglement generation rate can be increased in proportion
with the number of temporal modes available [54] but is limited by the coherence time
of the 4LE.
Ideally B will start as soon as the inversion pulse has finished to maximise the
number of windows within the available 4LE decay time. The ASE window began 3.5
µs after the inversion pulse for all experiments. As the FID is emitted at a different
frequency to the ASE and can be filtered out there is no requirement to wait until the
FID emission decays before starting the ASE detection. The inversion pulse was less
intense than the rephasing pulses so the detector electronics were able to fully recover
after 3.5 µs rather than the 5 µs that was used for timescale A.
The final timescale s is the separation between the two rephasing pulses. This is
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the duration for which the coherence between the ASE and RASE fields is stored on
the hyperfine ground states.
For each of the experiments presented in the rest of this chapter, the inversion pulse
used was a chirp with 300 kHz bandwidth and a duration of piinv = 4 µs. The rephasing
pulses were pi1 = 1.5 µs and pi2 = 2.2 µs Gaussian pulses. The phase reference pulses
were each 3 µs long with a pulse area of roughly pi10 to ensure the detection system
was not saturated. They were applied at the ASE and RASE frequency as these were
the most important frequencies to phase correct. For these measurements, the phase
reference pulses were applied after the main RASE sequence to ensure they had no
effect on the ASE and RASE signals. This was in contrast to the phase correction
routine presented in §4.6 where the phase reference pulses were applied before the
echo sequence as the pulses were at frequencies that didn’t correspond to any of the
transitions of Pr:YSO.
As mentioned above, the ASE and RASE time regions had to be temporally win-
dowed before calculating the quadrature values, in order to match the window band-
width to the bandwidth of the signals. This windowing was applied by multiplying the
time-domain signal with a convolution of a top hat function and a Gaussian. The edges
of the window were cut off at 10 µs to ensure no signal too close to the pi-pulses was
included. The 10 µs temporal length per window was chosen as two temporal modes
could be included per shot (totalling 20 µs for each of the ASE and RASE time regions)
with reasonable efficiency given the 46 µs decay time at the centre of the absorption
line (Figure 5.2). This allowed the multimode capability of RASE to be demonstrated
in §5.6. Including signal windows with delays larger than the 4LE decay time would
have reduced the efficiency, decreasing the chance of showing multimode entanglement.
The width of the Gaussian w and the length of the top hat h used to temporally
window the ASE and RASE signals were varied to optimise the correlation between
the two fields. This is discussed in more detail in §5.4.2. The strongest correlation was
observed when the windowing function most closely matched the temporal profile of
the ASE and RASE fields. The final values used were h = 7 µs, w = 600 kHz, which
corresponds to a bandwidth of 165 ± 5 kHz. In §5.3.1 the ASE gain measurements are
presented. The bandwidth of the excited state ASE feature was measured to be 160 ±
3 kHz.
After being temporally windowed the ASE and RASE signals were digitally filtered
with a 500 kHz Gaussian filter centred at the signal frequency and numerically ho-
modyned at the expected beat frequency. The phase correction was then applied as
discussed in §4.6. The phase corrected DC signals were then integrated over to determ-
ine the quadrature values for the ASE and RASE signals.
To determine the signal levels above the background, the ASE and RASE quadrat-
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ures were normalised to the vacuum. To ensure the vacuum quadratures were calculated
over the same mode as the signals, the vacuum was windowed with the same temporal
mode function and then filtered, separately numerically homodyned at both the ASE
fA and RASE fR beat frequencies and phase corrected. Integrating the vacuum win-
dows then provided a measure of the vacuum quadratures at both the ASE and RASE
beat frequencies, which was used to normalise the signals. To accurately measure the
vacuum quadratures, ten different vacuum temporal modes were used per shot.
5.3 Amplified spontaneous emission
Before conducting the full RASE experiment, the amplified spontaneous emission was
characterised. The amount of ASE in a given mode will depend on the level of gain of
that mode as ASE is simply the amplification of the vacuum state. In this section I
attempt to directly measure the gain by injecting a weak coherent state into this mode
and measuring the output. The key to a reliable gain measurement is matching the
mode of the weak coherent pulse to the input vacuum state that is amplified during
the ASE process. Once the optical depth has been measured, the model presented in
§3.4 can be used to predict the expected ASE variance in the detection mode.
The energy levels used in the RASE sequence are shown in Figure 5.5(a). The
inversion pulse is a 300 kHz bandwidth chirp with a duration of piinv = 4 µs applied
on ω14 to create a feature in excited state |4〉. The detected ASE was emitted on the
ω24 transition. The following measurements were made at the centre of the absorption
line.
5.3.1 Gain measurements
To work out how much ASE was expected, the gain of the feature created in the
excited state was measured. The gain of the excited state feature was probed directly
by injecting a weak coherent state and measuring the amplified output.
The gain of the feature was measured by applying a long, weak probe. The probe
was 10 µs long and was turned on 3.5 µs after the inversion so that it covered the
same region after the inversion that was used for the signal windows in the RASE
experiment described in §5.2. The probe had 100 kHz bandwidth and was stepped in
20 kHz frequency steps out from the centre frequency of the inversion. The probe was
stepped to measure the gain profile of the excited state feature.
In the analysis the temporal windowing of the probe was the same as that described
in §5.2. To get an accurate measure of the gain, it was important to treat the probe
in the same way the ASE and RASE signal windows were treated in the full RASE
experiment, ensuring the temporal and spectral modes were the same.
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The Fourier transform of the windowed probe was calculated and the peak intensity
I measured, with I = I0 when no inversion was applied. The resulting gain G = I/I0
profile is shown in Figure 5.6. The gain profile is fit with a Gaussian with a full-width
at half-maximum (FWHM) of 160 ± 3 kHz.
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Figure 5.6: The gain profile of the feature created by the applied inversion pulse
mapped out by stepping the probe around the central ASE beat frequency. The band-
width of the feature is 160 ± 3 kHz.
To determine the gain over the spectral window that was used for the ASE and
RASE signals, the gain profile was multiplied with the Fourier transform of the 10 µs
temporal windowing function discussed in §5.2 and then integrated over. The band-
width of the windowing function was 165 ± 5 kHz. This is further discussed in §5.4.2.
Multiplying the gain profile by the temporal ASE window narrowed the resulting pro-
file, so the gain in the ASE mode had a FWHM of 130 ± 2 kHz.
The gain across the signal window was determined to be G = 10.5 ± 0.3, which
corresponds to an optical depth of αL = 2.35 ± 0.03. This falls within the optimal
operation range determined from Figure 3.9 and should correspond to a large correla-
tion between the ASE and RASE while most likely being low enough that the impact
from the distortion of the rephasing pi-pulses as they propagate through the ensemble
is tolerable.
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As discussed in §3.4, the expected ASE variance can be predicted by knowing the
optical depth and accounting for the experimental losses. The ASE variance based
on the measured optical depth can be calculated using Eqn. (3.22), 〈xˆ21〉 = 2eαL −
1. The losses that will reduce the ASE variance are two beamsplitters, a 50:50 in
the detection system and a 55:45 on the optics platform of the cryostat; detector
inefficiencies and reflection losses. These were modelled as a beamsplitter in the ASE
path with transmission ` (see §3.3 for details). For ` = 0.25 the ASE variance becomes
〈xˆ21〉 →
(2eαL − 1) + 3
4
=
1
2
(eαL + 1). (5.3)
Therefore, the predicted ASE variance given the measured optical depth of the
excited state feature was 〈xˆ21〉 = 5.74 ± 0.15 times larger than the vacuum. Therefore,
a large signal above the background noise was expected.
In the next section the signal at the ASE frequency is characterised and the meas-
ured variance compared to the predication made here.
5.3.2 Characterisation of ASE
In this section the emission on the ω24 transition after the inversion pulse was applied
on the ω14 transition is characterised. Any emission at the ω24 frequency is unlikely to
be the result of a coherent effect as the inversion is applied on a different transition.
However, the best determination of whether the emission is due to a coherent transient
is the phase, which will be well defined if the emission is the result of a coherent effect.
Amplified spontaneous emission will be emitted with arbitrary amplitude and phase,
so the quadratures will average to zero over many shots.
ASE should decay at the excited state lifetime, which is 164 µs in Pr:YSO [70].
Due to the large optical depth measured in §5.3.1 the population in the excited state
may be expected to deplete more rapidly due to superradiance.
To measure the ASE decay rate, the emission from the excited state feature was
detected. 150 µs after the end of the inversion pulse, two phase reference pulses were
applied with low intensity so that the detection system was not saturated. Prior to the
inversion pulse, the vacuum region was recorded. The vacuum and ASE were digitally
filtered with a 500 kHz Gaussian filter and phase corrected as described in §4.6. The
ASE variance was then normalised to the vacuum. The pulse sequence was applied
2000 times.
The normalised ASE variance in the xˆ quadrature as a function of time is plotted
in Figure 5.7 along with an exponential fit of the decay. The decay time of the ASE
was 15 µs, which is a factor of 10 smaller than the excited state lifetime of 164 µs.
To determine if the emission is the result of ASE or a coherent transient, the
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Figure 5.7: The measured decay of the ASE variance in the xˆ quadrature normalised
to the vacuum. An exponential is fitted to the ASE variance with a decay constant of
15 µs.
quadrature means and variances are investigated over the 10 µs signal window that was
used in the RASE experiment and for the gain measurements of §5.3.1. As discussed
in §5.2, the ASE temporal window started 3.5 µs after the end of the inversion pulse.
The mean and variance of the amplitude xˆ and phase pˆ quadratures for the vacuum
and the ASE are shown in Figure 5.8. In the vacuum region the mean of both quad-
ratures was zero and the variance was normalised to 1. In the ASE region the mean
of both quadratures was also zero and the variance was measured to be 1.453 ± 0.023
times larger than the vacuum variance.
The fact that the amplitude and phase quadratures average to zero is a very strong
indication that the emission on the ω24 transition was amplified spontaneous emission
and not the result of a coherent transient, despite the fact it decayed very rapidly.
To understand the fast decay rate, the result measured here is compared to the
decay measured by S. Beavan where the ASE decay rate was seen to vary significantly
with optical depth. For a similar optical depth, αL = 2.72, a decay time of 14 µs was
measured [80]. However, when the optical depth was reduced to αL = 1.22, the decay
time slowed to 98 µs. The change in the decay time with optical depth was attributed
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Figure 5.8: Statistics for the ASE and vacuum region. The symbol ∗(•) represents a
measurement in the xˆ(pˆ) quadrature. The error bars are 2σ and are calculated as in
[133], with confidence interval of 95.4%. The dash-dot lines indicate the levels expected
for the vacuum.
to the superradiance effect causing the excited state population to deplete more rapidly
than the excited state lifetime. The experiment presented here had a moderately high
optical depth of αL = 2.35 ± 0.03, so it is highly likely that the fast decay rate was the
result of superradiance. The decay rate slowed over time as the level of superradiance
reduced as the gain decreased.
In §5.3.1 it was shown that the ASE variance based on the measured optical depth
over the signal window should be 5.74 ± 0.15 after experimental losses. The measured
ASE variance above the vacuum is approximately 10% of the predicted value. If the gain
measured by probing the ensemble was the same as that experienced by the ASE and
all the experimental losses had been accounted for, then the measured and predicted
variance should have agreed. Two possibilities exist for the discrepancy: either there
were additional experimental losses or the mode of the weak coherent state injected
to directly measure the gain was not the same as the ASE mode. Given that the
spectral and temporal modes were accounted for in the windowing of the two signals,
the difference was most likely in the spatial mode.
To further probe the behaviour of the ASE, the quadrature variances were measured
for different optical depth excited state features. The gain was changed by varying the
intensity of the inversion pulse. This, of course, changed the pulse area. As the
inversion pulse area deviated from an ideal pi-pulse, the FID emission increased. In the
4L-RASE experiment this is not as big a problem as in the two-level experiment since
the FID emission will be at a different frequency to the signals and thus resolvable.
The experiment sequence was carried out 3000 times for each optical depth.
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The measured ASE variance for varying optical depth is shown in Figure 5.9. From
modelling, there was no single loss or optical depth that explained the variance meas-
urements. Three different fits are shown. The red dashed line is the variance expected
from the optical depth and the experimental losses (Eqn. (5.3)). This predicts a much
higher ASE variance than was measured for all values of the optical depth. Then the
loss and the optical depth were independently varied. The green dashed line is the best
fit obtainable by increasing the amount of loss included in the model while keeping
the optical depth fixed. The fit was optimised for ` = 0.03, which corresponds to an
additional 88% loss above the experimental losses already accounted for. This situation
is unphysical as this amount of loss would have been observed in the detected signal
intensities. The blue dashed line is the best fit obtainable by fixing the experimental
losses to ` = 0.25 and dropping the optical depth. The points up to αL = 2.6 scale
well with 0.29 × αL. Above this the ASE variance takes off very rapidly.
If both ` and the optical depth scaling were allowed to be free parameters, a reas-
onable fit to the data could only be achieved for more than 99% loss and for an optical
depth larger than the direct gain measurement. This situation is physically infeasible.
Therefore, the most likely explanation of the low variance measurements is that the
ASE was emitted in a different spatial mode that has lower gain than the mode of
the direct gain measurement. The rapid increase of the ASE variance for high optical
depth suggests that the gain of the ASE mode was changing at a faster rate than the
gain in the directly probed mode.
A possible explanation for a spatial mode mismatch is due to the beam geometry
of the experiment. The input laser light was focused through the crystal and reflec-
ted off the back mirror to the optics platform (see Figure 4.2). If the waist of the
beam was not perfectly on the mirror there would have been a spatial mode mismatch
between the input and reflected beams. In the direct gain measurement, the detected
probe had necessarily travelled through the crystal twice, providing a double pass gain
measurement. However, a mismatch of the input and reflected beams means the ASE
mode that was detected may only have been partially amplified on the initial pass.
The geometry in this situation is shown in Figure 5.10.
An additional outcome of the geometry of the experiment was that the inversion
pulse creating the gain profile was a standing wave. This was the result of the pulse
being reflected back through the crystal, and the fact that the inversion transition
had a low oscillator strength so the single-pass absorption was low. This resulted in a
spatially periodic gain profile through the crystal. The structured gain profile would
have accentuated the effect any spatial mode mismatch had on the ASE variance. If the
ASE was in a different spatial mode to the inversion pulse that created the gain profile,
the curvature of the ASE wavefront would not have matched that of the inversion pulse.
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Figure 5.9: Measured ASE variance for varying optical depth. The variance is the
average of both quadratures and the errorbars indicate the 95% confidence level. The
red dashed line is the variance expected from the optical depth, with the equation
indicated by the red text. The blue dashed line is an exponential fit to the data for low
optical depths. As indicated by the blue text, the data scales as 0.5(e0.29αL − 1) for
αL < 2.6. For higher optical depths the ASE variance scales much faster. The green
dashed line is the best obtainable fit achieved by fixing the optical depth scaling to one
and increasing the amount of loss included in the model. The fit is indicated in green
text and is optimised for ` = 0.03.
This would have resulted in a phase shift across the crystal. Therefore, the ASE mode
could have sampled the low gain regions of the spatially periodic gain profile, and it is
entirely possible the gain in the ASE mode could be much smaller than in the mode of
the direct gain measurement.
The spatial mode mismatch in conjunction with the spatially periodic gain could
also explain why the gain of the ASE appeared to increase more rapidly than the direct
gain measurement in Figure 5.9. When the peak gain in the high regions was nearing
saturation, the gain in the low gain regions of the periodic gain profile would increase
more rapidly than in the high gain regions as the intensity of the inversion pulse was
turned up (see Figure 5.11). If the ASE mode was sampling the lower gain regions, the
gain in the ASE mode would increase much more rapidly than the gain measured by
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Figure 5.10: The spatial mode mismatch present in the sample beam geometry if the
waist of the input beam is not perfectly on the back mirror. The input vacuum state
stimulating ASE (the red dotted line) is mismatched with the reflected beam (solid red
line) that will be 100% coupled into the detection mode resulting in lower gain than
measured by directly probing the inverted feature.
injecting the weak coherent state as the intensity of the inversion pulse was increased.
An additional consideration of having spatially mismatched input and reflected
beams is that the detected ASE mode will not have an interaction length of 4 mm in
the gain region of the crystal. This means that the aspect ratio improvement (discussed
in §3.3.1) over the experiment of S. Beavan will not be as high. In §3.3.1 it was predicted
that, with a 4 mm interaction region, the aspect ratio in the current experiment would
be 2.3 times larger, improving the signal to noise ratio by the same amount. If the
input amplified vacuum state was mismatched with the detection mode, the interaction
region in the crystal would have been less than 4 mm and the aspect ratio enhancement
would have been correspondingly less.
In this section three measurements were presented that provide information about
the optical depth of the ensemble: the direct measurement of the gain, the decay rate
of the ASE variance and the size of the ASE variance. The fast decay rate of 15 µs
was consistent with the directly measured optical depth αL =2.35 as superradiance
will result in a fast population depletion from the excited state for high optical depth.
However, the measured ASE variance was inconsistent with the prediction based on the
measured optical depth, instead indicating a much smaller gain was experienced by the
input vacuum state. A probable explanation to reconcile the fact that the decay rate
and measured variance appear inconsistent is that, while the detected ASE mode saw
a reduced gain, there was an ASE mode that saw the high gain measured by injecting
the weak coherent state. This ASE mode was emitted in a different spatial mode to
the detection but still resulted in the fast population depletion from the excited state.
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Figure 5.11: A depiction of the spatially periodic gain profile created across the
propagation direction in the crystal due to the inversion pulse forming a standing wave.
For a low intensity inversion pulse the low gain regions may have some absorption, and
therefore a gain of below one, if the spectral holeburning did not perfectly remove the
population in these regions of the crystal. For a high intensity inversion the gain in
the low gain regions may increase more rapidly than the gain in the high gain regions,
if the peak gain is approaching saturation.
5.3.3 Summary
The direct measurement of the gain presented in this section gave a value of αL = 2.35,
consistent with the desired optical depth operation range determined in §3.4. However,
the moderately high optical depth resulted in a decay time of the ASE variance of 15
µs, significantly faster than the transition lifetime of 164 µs. The rapid decay was
attributed to superradiance.
The measured ASE variance was inconsistent with the direct gain measurement.
A possible explanation that was proposed was that the weak coherent state injected
to directly probe the gain measured the gain in a different mode to the input vacuum
state amplified during the ASE. The proposed explanation was that a spatial mode
mismatch existed between the input and reflected beams due to the beam waist not
perfectly overlapping with the mirror behind the crystal. As a result, the ASE mode
that was detected was only partially amplified on the initial pass through the ensemble.
The spatial mode mismatch also meant the ASE mode could have sampled a different
region of the spatially periodic gain profile created because the inversion pulse formed
a standing wave in the ensemble. If the ASE mode sampled the low gain regions of the
gain profile it is possible there was a much lower gain in the ASE mode than in the
spatial mode of the weak coherent state used to directly measure the gain.
Despite the fact that the measured ASE variance was consistent with a lower optical
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depth, it still decayed at the fast rate consistent with a higher optical depth. This would
be possible if an undetected ASE mode still experienced the higher optical depth and
caused the fast population depletion from the excited state. This suggests that the
geometry used in this experiment was far from ideal and more care must be taken in
future experiments to ensure the spatial modes of the input and reflected beams are
matched. The problem would be simplified if the spatially periodic gain structure was
removed. This could be achieved by preparing the ensemble off the axis that the ASE
is detected in, such as in the cavity-enhanced RASE experiment proposed in §6.3.
Due to the spatial mode mismatch, a higher than anticipated optical depth was
require to achieve a sufficiently high ASE variance in the detection mode that there
was a reasonable signal to noise ratio. As a result, the RASE experiment had to be
conducted at the centre of the absorption line. Therefore, the optical decay times in
the RASE experiment were limited by ISD.
5.4 Four-level RASE experiment
In this section the results of the free-space four-level RASE (4L-RASE) experiment
are presented. The aim of this experiment was to determine whether the entangle-
ment generated between spontaneous emission and rephased spontaneous emission was
preserved when spin-wave storage was incorporated in the 4L-RASE scheme.
The limitations in the 4L-RASE experiment conducted by S. Beavan were largely
due to the demanding optical frequency filtering requirements resulting from the use
of single photon detection [19]. In the experiment presented here, shot-noise-limited
heterodyne detection was used, which provided frequency resolution (see §4.4). A co-
propagating beam geometry was used, so that the ASE and RASE were detected in
the same spatial mode, ensuring perfect overlap of the modes.
As well as enabling the signals to be isolated from the FIDs resulting from the bright
driving fields, using frequency resolving detection allowed a full characterisation of all
the noise sources present during the RASE scheme. Both the previous RASE demon-
strations suffered from a large amount of noise [18, 19]. An aim of this experiment was
to be able to characterise the noise present at different frequencies to determine if low
noise operation was possible and if RASE could be used as a high fidelity non-classical
light source.
As well as characterising the noise present during the rephasing process, the experi-
ments presented in this section aimed to demonstrate the strongest possible correlation
between the ASE and RASE fields. Therefore, it was necessary to maximise the reph-
asing efficiency. Figure 5.3 showed that the echo intensity decayed as the storage time
on the spin states was increased, corresponding to a reduced rephasing efficiency. Sim-
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ilarly, the efficiency reduces for larger delays away from the rephasing pulses due to the
optical decay time (Figure 5.2). Therefore, for this initial experiment the delay between
the rephasing pi-pulses was chosen to be zero and the shortest possible signal windows
were used, which allowed only a single temporal mode per shot. In the experiment
discussed in §5.5 non-zero delays between the rephasing pulses were investigated and
in §5.6 the length of the signal windows was extended to allow two temporal windows
per shot, allowing the temporal multimode capabilities of RASE to be investigated.
For the experiment discussed in this section, the relevant timescales in the RASE
sequence were T = 18.5 µs, A = 5 µs, B = 10 µs and s = 0 µs, referring to Figure 5.5.
The experiment sequence was repeated 8000 times.
After an initial charcterisation of the RASE process detailed in §5.4.1, the cor-
relation between the ASE and RASE fields was optimised and quantified using the
inseparability criterion for continuous variables. This is presented in §5.4.2. The limit-
ing factor in the strength of the observed correlation was found to be the low rephasing
efficiency. The possible cause of the low efficiency is investigated in §5.4.3.
5.4.1 Characterisation of RASE
In this section the emission on the ω35 transition is characterised after the full rephasing
sequence had been applied (see Figure 5.5). To optimise the inseparability criterion
four parameters were used in the analysis as described in §5.2; these were the temporal
windowing parameters h and w and the centre frequencies of the filters at the ASE
and RASE frequencies. Starting values for each of these parameters were determined
as part of the characterisation presented in this section.
The first preliminary confirmation that there was RASE was done by taking the
Fourier transform of the two signal windows. The spectra of the ASE and RASE time
regions are shown in Figure 5.12. The expected beat frequencies for the two signals
were fA = 1.5 MHz and fR = 4.1 MHz for the ASE and RASE respectively. The blue
trace shows the signal in the ASE window and a clear peak can be seen centred on fA
= 1.509 ± 0.005 MHz. The red trace shows the rephased window with a signal centred
at fR = 4.095 ± 0.005 MHz. These centre frequencies provided starting values for the
filter centre frequencies during the optimisation of the correlation in §5.4.2.
From Figure 5.12 it is clear that the background at the signal frequencies was very
clean. For example, there were no electronic noise spikes. There was no signal at
the ASE frequency present during the RASE window, which indicates little population
remains in excited state |4〉 after the rephasing pulses were applied. Similarly, no signal
was present at the RASE frequency during the ASE window as excited state |5〉 was
initially unpopulated.
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Figure 5.12: Spectra of the ASE and RASE windows averaged over 8000 shots. The
ASE signal is offset from the LO by 1.5 MHz and the RASE signal by 4.1 MHz.
The ratio of the intensities of the two signals in Figure 5.12 provides an estimate
of the rephasing efficiency, which is 3.0% ± 0.1%.
Having determined that there was a signal present at the expected frequency during
the RASE window, it was important to confirm the emission was not the result of
a coherent effect. The RASE will have a defined phase relationship with the ASE
emission within a shot so, identically to the ASE characterisation in §5.3.2, the best
test of whether the signal was really RASE was whether the amplitude and phase of
the emission was zero when averaged over many shots.
The measurements of the ASE and RASE variance must be normalised with respect
to the vacuum at the signal frequency. This normalisation provides the background
noise for the ASE and RASE signals. To accurately measure the background, it was im-
portant to make as many measurements of the vacuum as possible per shot. The length
of the vacuum region that could be collected was limited by the digital oscilloscope,
because after 200 µs the resolution of the scope automatically decreased. Accounting
for the length of the rest of the experiment sequence, the length of the vacuum region
was limited to 105 µs, which allowed 10 non-overlapping 10 µs long vacuum windows
(identical to the window used for the ASE/RASE regions) per shot.
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After the analysis discussed in §5.2 had been applied, integrating over the time
regions for each shot resulted in 10 measurements of the vacuum quadratures xˆv and
pˆv at both the ASE and RASE frequencies and a single measurement of each of the
ASE(RASE) quadrature values xˆ1(xˆ2) and pˆ1(pˆ2). The statistics of these quadrature
values were then analysed. The quadrature means and variances are shown in Figure
5.13. The statistics of the ASE region and vacuum at the ASE frequency are identical
to those presented in Figure 5.8.
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Figure 5.13: Statistics for the ASE, RASE and vacuum time regions. The symbol
∗(•) represents a measurement in the xˆ(pˆ) quadrature. The error bars are 2σ and are
calculated as in [133].
The average quadrature amplitudes were zero, which is a strong indication that the
signal emitted on the ω35 transition was RASE and not a coherent transient resulting
from the rephasing pi-pulses. The normalised variances of the signals were measured
to be 1.453 ± 0.023 for the ASE and 1.015 ± 0.016 for the RASE. The ratio of the
variances provides a second measure of the rephasing efficiency. Before taking the
ratio, the variance of the vacuum (normalised to 1) must be subtracted from the signal
variances. Therefore, the efficiency is determined as 0.0150.453 = 3.31% ± 0.07%. While this
efficiency measurement is outside the range of value determined from the spectrum, the
two values were measured using different experimental techniques and there could be
systematic errors. The efficiency determined from the variances is expected to be more
accurate than the value obtained using the spectrum. This is due to the much more
precise measurement of the vacuum level when calculating the variances.
Having determined that spontaneous emission had been successfully rephased, the
next step was to determine if a time-separated correlation was present between the
ASE and RASE using the cross-correlation function described in §3.2.1. The cross-
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correlation provides a measure of the similarity of two time-separated fields. The
magnitude of the mean cross-correlation is shown in Figure 5.14, where the mean was
calculated by taking the convolution of the time regions for each shot. The blue curve
shows the cross-correlation calculated when considering the ASE and RASE signals
from the same shot. The red curve is the cross-correlation when the ASE time region
of one shot and the RASE time region of the next shot are compared and the black
curve is the cross-correlation between the signals within the same shot when the phase
correction described in §4.6 was not applied.
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Figure 5.14: The cross-correlation between the ASE and RASE regions. The convo-
lution is taken for each shot and the magnitude of the mean is plotted. The blue trace
shows the convolution between the signals from the same shot, while the red trace is
between the ASE region of one shot and the RASE region of the subsequent shot. The
black trace shows the convolution when no phase correction was carried out.
There was a definite peak in the cross-correlation between the signals within the
same shot that was not present when either the phase correction was not applied or
the signals from different shots were compared. The correlation was expected to be
almost completely masked when the phase correction was not applied as the different
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frequency-dependent phase offsets will destroy the defined phase relationship that exists
between the ASE and RASE. The fact that there was no cross-correlation when the
signals from different shots were compared is another strong indication that the signals
were not the result of coherent effects. As previously mentioned, if the signals were
due to a coherent transient, there would be a defined phase over all shots, determined
by the phase of the applied input pulse. In this case, a cross-correlation would exist
when comparing signals from different shots.
The FWHM of the cross-correlation peak provides a measure of the bandwidth of
the signals. The FWHM was measured to be 7.1 ± 0.1 µs, which corresponds to a
bandwidth of 65 ± 1 kHz. This is about half the measured bandwidth in the ASE
spectral mode of 130 ± 2 kHz (§5.3.1). The spatial mode mismatch between the ASE
mode and the input weak coherent state used to probe the gain is the most probable
explanation for the discrepancy between these two values.
In summary, in this section RASE was successfully demonstrated and the initial
parameters needed for the inseparability criterion analysis were determined. The cent-
ral frequencies of the signals were found to be fA = 1.509 ± 0.05 MHz and fR = 4.095
± 0.05 MHz, which were used as the initial centre frequencies for the digitally applied
Gaussian filters in the analysis for the inseparability criterion. The bandwidth of the
correlation was determined using the cross-correlation function to be 65 ± 1 kHz, which
is about half the measured bandwidth in the ASE spectral mode of 130 ± 2 kHz from
§5.3.1. The temporal windowing function used in the inseparability criterion analysis
was a convolution of a top hat and a Gaussian function as discussed in §5.2. In order
to match the signal bandwidth, the initial temporal window parameters were chosen
to be h = 8 µs for the width of the top hat and w = 700 kHz for the bandwidth of the
Gaussian. The FWHM of the Fourier transform of the temporal window is therefore
150 kHz. A temporal window with this bandwidth will fully encompass the bandwidth
of the ASE and RASE signals, while being small enough that the correlation is not
reduced by white noise.
5.4.2 Inseparability criterion
To quantify the correlation between the ASE and RASE the inseparability criterion
was used as outlined in §3.2.2. The inseparability criterion is given by
〈(∆uˆ)2〉+ 〈(∆vˆ)2〉 ≥ 2, (5.4)
where uˆ =
√
bxˆ1 +
√
1− bxˆ2 and vˆ =
√
bpˆ1 −
√
1− bpˆ2 are EPR-type operators.
The variances of the two operators are given by,
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〈(∆uˆ)2〉 = 〈uˆ2〉 = b〈xˆ21〉+ (1− b)〈xˆ22〉+ 2
√
b(1− b)〈xˆ1xˆ2〉
〈(∆vˆ)2〉 = 〈vˆ2〉 = b〈pˆ21〉+ (1− b)〈pˆ22〉+ 2
√
b(1− b)〈−pˆ1pˆ2〉. (5.5)
The variance of each operator oˆ is only dependent on 〈oˆ2〉 as the expectation values
were zero for both quadratures of the ASE and RASE as shown in Figure 5.13.
A covariance matrix can be formed using the quadrature values measured with the
heterodyne detector for each shot. The terms in Eqn. (5.5) can then be easily formed.
The inseparability criterion was calculated for different values of b, the weighting
parameter that varies the weighting given to the ASE and RASE regions. When b =
0 (1) the variance was completely that of the RASE (ASE) region. The inseparability
criterion of the measured ASE and RASE fields is shown in Figure 5.15 and compared
to the inseparability predicted from the model calculated based on the measured ASE
variance and the rephasing efficiency as described in §3.3.
The first thing to note is the clear downwards curve as b was varied in Figure 5.15.
This confirms the presence of a correlation between the ASE and RASE. The fact that
b was much smaller than 0.5 at the minimum of the curve indicates that the rephasing
process was reasonably inefficient. The rephasing efficiency is a free parameter in the
model that was tuned until the model b matched b at the minimum on the measured
curve. For Figure 5.15 the minimum of the measurement curve was b = 0.068, which
was obtained in the model for an efficiency parameter of 3.22%. This is consistent with
the efficiency determined using the ratio of the ASE and RASE variances of 3.31% ±
0.07%.
There are two possibilities for why the rephasing efficiency was so low. The light
could have remained in the crystal and not been recalled at all, or the light could
have been recalled in a different spatial mode such that it was not collected. The
first process should not have introduced any additional noise onto the correlation while
the second process may be expected to introduce noise. This is because, if the RASE
was being emitted into the incorrect spatial mode then it is reasonable to expect that
RASE modes uncorrelated with the detected ASE mode may have been emitted into
the detected spatial mode. This would introduce additional mixing noise, reducing the
strength of the correlation. However, the inseparability criterion between the measured
ASE and RASE tracked almost perfectly with the calculated model for the expected
inseparability criterion given the same input ASE variance and measured efficiency.
The model had the same ASE and RASE variance but dipped slightly lower to 1.962
at the minimum of the curve, while the data dipped to 1.964 ± 0.016.
The strong agreement between the model and the inseparability criterion indic-
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Figure 5.15: The inseparability criterion. The solid black curve is 〈(∆uˆ)2〉+ 〈(∆vˆ)2〉
for the measured ASE and RASE quadratures. The pink and blue shaded areas indicate
1σ and 2σ uncertainties respectively. The errors are calculated as in [133]. The black
dot-dash line is the classical boundary and the red dashed line is the inseparability
model described in §3.3. The inset shows a close up of the minimum of the inseparability
curve.
ates that very little noise was introduced during the rephasing process. This strongly
supports the theory proposed in §3.3.1 that a large amount of the noise attributed
to indistinguishable emission at the RASE frequency in the 4L-RASE experiment of
S. Beavan [19] was in fact emitted at λ > 606 nm and therefore distinguishable (see
Figure 3.8).
The inseparability criterion dipped below the classical boundary with 2.2σ confid-
ence, which corresponds to a 98.6% confidence that the ASE and RASE fields cannot
be represented as a separable state. Therefore, this experiment successfully showed
entanglement between the time-separated ASE and RASE fields after storage of the
RASE on the spin-states. The close agreement with the model indicates very little
noise was introduced during the rephasing process. Therefore, RASE holds promise
§5.4 Four-level RASE experiment 129
of being able to generate high-fidelity non-classical states. The main limitation in the
strength of the entanglement observed was the low rephasing efficiency. The factors
that could have affected the efficiency are examined in §5.4.3.
Optimising the correlation
The correlation was optimised to ensure the strongest possible correlation was measured
between the ASE and RASE. During the analysis, this optimisation was achieved by
varying the windowing parameters h, the length of the top hat, and w, the width of
the Gaussian, as well as the centre frequencies of the frequency filters for the ASE
and RASE signals fA and fR. For the temporal windowing function, the entanglement
between the two fields was maximised for h = 7 µs, w = 600 kHz, which corresponds to
a window with a bandwidth of 165 ± 5 kHz. These window parameters were used when
the window was convolved with the 160 ± 3 kHz gain profile measured in Figure 5.6 to
determine the bandwidth in the detected ASE temporal mode (§5.3.1). The optimal
centre frequencies were found to be fA = 1.489 MHz and fR = 4.098 MHz. These
frequencies are very close to the initial centre frequencies determined by measuring the
centre of the spectral peaks in Figure 5.12. An arbitrary phase shift was applied to
all RASE quadrature values to maximise the correlation between the ASE and RASE
fields. The specific phase shift used varied significantly as fA and fR were changed, due
to the different frequency dependent phase shifts picked up by the different frequency
signals.
In addition, the efficiency of the rephasing process was maximised by experimentally
optimising the lengths of the two rephasing pi-pulses used in the 4L-RASE experiment.
To perform the optimisation, the experiment sequence was carried out 3000 times for
each different pi-pulse duration. The correlation dip, which is a measure of the strength
of the correlation, and the weighting parameter b are shown in Figure 5.16 as the length
of pi1 and pi2 were independently varied. The size of the correlation dip was determined
as the criterion value at b = 0 (i.e. only considering the RASE variance) minus the
minimum inseparability violation. pi2 was kept fixed at 2.2 µs as pi1 was varied and pi1
= 1.6 µs as pi2 was varied.
As expected, the rephasing efficiency and correspondingly the strength of the cor-
relation dropped off sharply as the rephasing pulse area was changed from being pi.
The optimised pulse lengths were pi1 = 1.5 µs and pi2 = 2.2 µs, the values used when
collecting the data in Figure 5.15.
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Figure 5.16: The correlation dip and weighting parameter b for varying rephasing
pi-pulse lengths. The size of the correlation dip is determined as the criterion value at
b = 0 minus the minimum inseparability violation. As pi1 was varied pi2 = 2.2 µs and
as pi2 was varied pi1 = 1.6 µs. All values are given to 1σ confidence.
5.4.3 Detailed investigation of the RASE efficiency
The limiting factor in the strength of the correlation shown in Figure 5.15 was the
rephasing efficiency. In this section, the RASE rephasing efficiency is compared to
the efficiency expected from the 4LE to determine if factors other than the intrinsic
efficiency of the four-level rephasing protocol contributed to the low efficiency in the
RASE experiment. To make a valid comparison, the efficiencies in the 4LE and the
RASE experiment need to be compared for the same optical depth. There are three
optical depths that need to be considered: the optical depth of the 4LE measurement
(αL)echo, the direct optical depth measurement of the excited state feature for the
RASE experiment (αL)dir and the optical depth consistent with the measured ASE
variance (αL)ASE . As discussed in §5.3.2, (αL)ASE = 0.29 × (αL)dir for low optical
depth. This discrepancy was attributed to a mismatch between the spatial mode of
the input vacuum state being amplified during the ASE process and the weak coherent
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pulse input to directly measure the gain.
In §5.1.2 the efficiency of the 4LE was determined to be 59% ± 3% at zero delay
for an ensemble with (αL)echo = 1.51 ± 0.05. In §5.3 the optical depth of the excited
state feature was determined to be (αL)dir = 2.35 ± 0.03 and the ASE variance was
consistent with (αL)ASE = 0.68 ± 0.01.
In addition to reducing the measured ASE variance, the spatial mode mismatch
would have affected the rephasing efficiency in the 4L-RASE experiment. First, the
ASE spatial mode would have been mismatched with the mode of the rephasing pi-
pulses, which were applied on-axis with the detection mode. As a result, some of the
initial ASE events would not have been rephased, reducing the efficiency. As the pi-
pulses were applied in the same spatial mode as the inversion pulse, they would have
experienced the double pass gain seen by the ensemble in the direct gain measurement
(αL)dir = 2.35 ± 0.03. Due to the high optical depth, the pi-pulses most likely experi-
enced significant distortion, which could have further reduced the rephasing efficiency.
The 4LE efficiency must be estimated at the ASE optical depth (αL)ASE = 0.68
± 0.01 to allow a direct comparison of the 4LE and 4L-RASE efficiency. The 2LE
efficiency at this optical depth can be predicted using the optical depth model from
§3.4 to be 49.3% ± 0.5%. However, in §5.1.2 it was shown there was a discrepancy
between the 2LE and 4LE efficiency for the measurements at (αL)echo = 1.51 ± 0.05.
Since this was partly attributed to the 4LE being more sensitive to variations in the
rephasing pulse areas, it is reasonable to assume that there would be less discrepancy
in the pulse areas for low optical depth. This is because there will be less effect of the
absorption changing the shape of the pulses. As a result it is likely that the discrepancy
between the 2LE and 4LE efficiencies will reduce for lower optical depths. Here the
discrepancy between the 2LE and 4LE efficiencies is conservatively estimated to be
independent of optical depth. The discrepancy between the predicted 2LE efficiency
(78% ± 1%) and measured 4LE efficiency (59% ± 3%) at (αL)echo = 1.51 ± 0.05 was
D = 0.76 ± 0.04. Therefore, the 4LE efficiency at (αL)ASE = 0.68 ± 0.01 is predicted
to be D × 49.3% ± 0.5% = 38% ± 2%.
To compare this to the 4L-RASE efficiency, the 4LE efficiency must be scaled to the
delay of the RASE signal window. The RASE window is 10 µs long with delays from
5 µs to 15 µs. The scaled efficiency is therefore in the range 12.4% (at 15 µs delay) to
26% (at 5 µs delay). Assuming the total efficiency is the average over the efficiencies
of the total window, an efficiency of ∼ 18% for the RASE might be expected. This is a
factor of 6 larger than the observed RASE efficiency of ∼ 3% in §5.4.1. The significantly
lower RASE efficiency is consistent with there being a spatial mode mismatch between
the detected ASE and the inversion/rephasing pulses.
As well as differences in the experimental geometry, it is possible there could be a
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fundamental difference between the 4LE and the 4L-RASE protocol. In this experiment
the two rephasing processes were assumed to be identical but in fact they are almost
time reversals of each other. In the 4LE efficiency measurement, the weak input pulse
results in a predominantly ground state ensemble. After the rephasing pulse inverts the
ensemble there will be a large amount of ASE noise due to the high gain. In contrast,
the 4L-RASE scheme initially has an excited state ensemble, resulting in ASE, and
has a ground state feature after the rephasing pulse is applied. It is possible there is
some intrinsic difference between the two situations, which could explain part of the
discrepancy in the measured rephasing efficiencies. In §5.7 an experiment is proposed to
test if there is a fundamental difference between a photon echo and the RASE protocol.
In the following section, the RASE rephasing efficiency is investigated for varying
the optical depths, to determine the affect of the distortion of the rephasing pi-pulses.
Efficiency vs optical depth
In §3.4 a model was presented to determine the expected rephasing efficiency of the two-
level RASE protocol based on the optical depth of the ensemble. In Figure 3.9(b) the
efficiency was seen to increase until it saturated at 100%. However, the model assumed
perfect pi-pulses and for optically thick samples there will be appreciable absorption that
will distort the rephasing pulses as they propagate through the ensemble. Therefore,
it is useful to measure the rephasing efficiency for varying optical depths to determine
the maximum efficiency that can be obtained.
For the results presented in this section, the 4L-RASE protocol was carried out for
different optical depths. As in §5.3, the optical depth of the excited state feature was
changed by varying the intensity of the inversion pulse. The experiment sequence was
carried out 3000 times for each optical depth.
Figure 5.17 shows how the correlation dip, which is a measure of the strength of
the correlation, and the weighting parameter b varied with optical depth. The optical
depth values on the x-axis are those measured by probing the inverted feature directly
as this is the best independent measure of αL.
The correlation dip in Figure 5.17(a) scales exponentially with optical depth. Sim-
ilarly to the ASE variance in Figure 5.9, the correlation dip scaling appears to increase
for higher optical depths.
b initially increases in Figure 5.17(b), then saturates around αL = 2.5 at b ∼ 0.07.
The value of b at αL = 2.5 is possibly an outlier. It is possible extra noise was present
at the RASE frequency during this experiment as the strength of the correlation was
not correspondingly stronger.
b should saturate at 0.5 when the rephasing efficiency saturates at 100%. In the
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Figure 5.17: (a) The correlation dip and (b) the weighting parameter b with increasing
optical depth. The size of the correlation dip was determined as the criterion value
at b = 0 minus the minimum inseparability violation. All error bars indicate the 1σ
confidence level.
optical depth model this occurred at αL ∼ 5 (see Figure 3.9(b)). While the low
saturation observed in Figure 5.17(b) could be due to some intrinsic difference between
an echo and the RASE process, it is likely due to the distortion of the rephasing pi-
pulses as they propagated through the optically thick ensemble. For higher optical
depths, the distortion of the rephasing pulses could result in the RASE being emitted
in a different spatial or temporal mode than the correlated ASE, reducing the rephasing
efficiency.
From Figure 3.9(a) the minimum of the inseparability criterion was expected to
reduce as the optical depth increases, as a higher rephasing efficiency will result in a
stronger correlation between the ASE and RASE fields. Figure 5.18 shows the meas-
ured inseparability minimum for varying optical depths. The red dots indicate the
theoretical minimum inseparability expected based on the measured ASE variance and
rephasing efficiency for each optical depth. These were calculated using the insepar-
ability criterion model (§3.3). The error bars on the inseparability model indicate the
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uncertainty due to the error in b in Figure 5.17(b), which provides the efficiency input
for the model. The theoretical minimum decreases roughly linearly as the optical depth
increases.
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Figure 5.18: The minimum inseparability criterion with increasing optical depth
given to 1σ confidence. The theoretical minimum, shown in red, is calculated using
the inseparability criterion model based on the measured ASE variance and rephasing
efficiency for each optical depth. The errorbars on the model correspond to the 1σ
uncertainty on b in Figure 5.17(c), which provides the efficiency input for the model.
The data tracks fairly well with the model before b saturates, with the minimum
of the inseparability criterion decreasing. The close agreement of the data and the
model for low optical depth indicates that very little noise was introduced during the
rephasing process. The best classical violation occurred when αL = 2.36, which was
regime where the inseparability data presented in Figure 5.15 was obtained.
After b saturates, the minimum of the inseparability criterion begins to increase,
opposing the model, until it no longer dips below the classical boundary above αL= 2.9.
The agreement with the model gets worse as the optical depth increases indicating more
additional noise was being introduced at higher optical depths. As well as reducing
the rephasing efficiency, distorted rephasing pulses may have resulted in uncorrelated
RASE from different spatial and temporal modes being mixed into the detection mode.
This would increase the noise and reducing the strength of the correlation, and is the
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most probable explanation for why the data opposes the model for high optical depths.
In summary, the spatial mode mismatch proposed to explain the low ASE variance
would have also resulted in a mismatch between the rephasing pi-pulse modes and the
ASE. As well as preventing some ASE modes from being rephased, this would also
mean that the pi-pulses would see a much higher gain than the ASE and RASE. As a
result, the rephasing pi-pulses likely experienced significant distortion as they propag-
ated through the optically thick ensemble. While the efficiency may be increased by
optimising the spatial overlap in the present experiment, it is likely that the distortion
of the pi-pulses will continue to limit the achievable efficiency. In addition, the noise ob-
served in the inseparability criterion at higher optical depths was attributed to mixing
of uncorrelated RASE modes into the detection mode caused by the distorted pulses.
In §5.7 an experiment is proposed to determine if the distortion of the pi-pulses does
limit the efficiency in the 4L-RASE process. If this is case, the rephasing efficiency
could be improved, and the additional noise reduced, by placing the ensemble inside an
optical cavity with the driving fields applied off-axis. The off-axis pi-pulses will see an
optically thin sample, reducing distortion, while a moderately high optical depth can
still be achieved in the cavity mode, allowing high rephasing efficiencies. The scheme
of cavity-enhanced RASE is discussed in more detail in §6.2.
5.4.4 Summary
The aim of this experiment was to show entanglement between the time-separated ASE
and RASE fields. This was successfully demonstrated by violating the inseparability
criterion with 98.6% confidence.
The main limitation in the degree of entanglement between the ASE and RASE
fields was the rephasing efficiency, which was a factor of 6 smaller than predicted by a
conservative estimate of the 4LE efficiency at the optical depth consistent with the ASE
variance. To determine the maximum achievable efficiency, the 4L-RASE efficiency was
investigated for varying optical depths. While the inseparability criterion weighting
parameter b initially increased with optical depth, it saturated at a much lower value
than expected, b ∼ 0.07 corresponding to ∼ 3% efficiency. While the geometry in the
current experiment most likely contributed to the low efficiency, the distortion of the
pi-pulses at high optical depth will continue to limit the rephasing efficiency even if the
geometry is optimised.
To be practical for quantum communication, a non-classical light source requires
high efficiency, so that a photon is generated every time the source is triggered, and
low noise, so that no photons are generated when the source is not triggered. While
the low rephasing efficiency currently poses a problem, this experiment showed that at
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low optical depth very little noise was introduced during the rephasing process. For
an optical depth of αL = 2.35, the measured inseparability criterion between the ASE
and RASE almost perfectly followed the theoretical curve.
The demonstration of low noise operation was in contrast to both previous RASE
demonstrations. The 2L-RASE scheme is inherently noisy, as the FID emission is not
resolvable from the signals. In the experiment of P. Ledingham the measured insepar-
ability criterion was very different to the theoretical curve due to residual ASE emission
in the RASE window that could not be discriminated. In the 4L-RASE experiment
of S. Beavan, the correlation between the ASE and RASE could not be confirmed to
be non-classical due to the poor signal to noise ratio [19]. A third of the noise in the
RASE detection mode in Beavan’s experiment was attributed to uncorrelated noise
at the RASE frequency. In this experiment, where frequency resolving detection was
used, the bulk of the noise was shown to be distinguishable in frequency, with almost
no additional noise for low optical depths.
At high optical depths, the inseparability criterion no longer tracked well with the
model, showing that extra noise had been introduced. The additional noise was attrib-
uted to distortion of the rephasing pi-pulses as they propagated through the optically
thick medium. As the distortion of the pi-pulses will have to be eliminated to achieve
high efficiency, there is reason to be optimistic that low noise operation can be main-
tained as the efficiency is increased.
5.5 Quantum memory storage time
The true advantage of using rare-earth ion doped crystals for quantum information ap-
plications lies in the potential for long term storage of light by transferring the inform-
ation onto the hyperfine ground states. The 4L-RASE scheme intrinsically includes the
capability for long term storage as the coherence is transferred to the hyperfine ground
states between the two rephasing pi-pusles. The aim of this experiment was to confirm
the entanglement between the ASE and RASE was preserved as the delay between the
rephasing pi-pulses was made non-zero.
This experiment had the same pulse sequence as that shown in Figure 5.5, once
again with T = 18.5 µs, A = 5 µs, B = 10 µs. The delay between the rephasing
pi-pulses was varied between s = 0 - 15 µs. During this delay the coherence was stored
on the hyperfine ground states before being transferred back to the optical transition
by the second pi-pulse. The experiment sequence was repeated 8000 times.
Figure 5.19 shows how the correlation dip, weighting parameter b and the minimum
inseparability violation varied with delay s between the rephasing pi-pulses. The total
storage time Ts = s + 2A is the storage time on the spin states plus the storage on
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Figure 5.19: How (a) the size of the correlation dip, (b) the b value at which the
minimum inseparability violation occurs and (c) the minimum inseparability violation
vary with increasing storage time s on the hyperfine ground states. The size of the
correlation dip was determined as the criterion value at b = 0 minus the minimum
inseparability violation. This provides a measure of the strength of the correlation. All
values are given to 1σ confidence.
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the optical transition, twice the delay between end (start) of the ASE (RASE) window
and the rephasing pi-pulses: A.
The weighting parameter and correspondingly the strength of the correlation dropped
off exponentially with increasing storage time. The inseparability violation reduced un-
til at s = 15 µs the criterion no longer dipped below the classical boundary. This is
consistent with the RASE signal disappearing, as the rephasing efficiency is reduced
with increasing storage time on the hyperfine levels. The level of uncertainty in the
correlation dip and weighting parameter measurements makes it difficult to determine
if the loss of entanglement is purely due to the RASE signal vanishing or the presence
of additional noise.
The decay of the entanglement happened much more quickly than was suggested
by the 4LE hyperfine dephasing time of 87 µs shown in Figure 5.3. The most accurate
comparison to the 4LE decay is the decay of the RASE variance with increasing storage
time. The RASE variance was barely above the vacuum noise so vacuum fluctuations
formed a large component of any variation in the measured variance. Therefore, the
error bars on the variance are very large compared to the change in variance with delay
and it is impossible to accurately fit the decay.
The decay of the RASE variance is shown in Figure 5.20. While initially there is
a large drop in variance after s = 0 µs, the RASE variance remains roughly constant
for all other measured storage times. This is somewhat consistent with the weighting
parameter decay in Figure 5.19(b), which also had a large drop after s = 0 µs followed
by a much more gradual decrease. The fact that the RASE variance was fairly constant
for s > 0 µs is most likely the result of variations in the vacuum noise during the RASE
region overshadowing small changes in the variance. Although the uncertainties were
too large to meaningfully determine the decay time of the RASE variance, it is clearly
at least an order of magnitude faster than the echo intensity decay time of 87 µs.
Currently, I do not have an explanation for the short hyperfine decoherence time.
As discussed in §5.4.3 there could possibly be an intrinsic difference between the 4LE
and 4L-RASE that alters the storage time possible in the two processes, although
there is no reason to believe this is the case. The short decay time warrants further
investigation as the potential for long term storage is a crucial part of the appeal of
RASE.
While the strength of the correlation between the ASE and RASE did decay much
more rapidly than expected, the entanglement between the two fields was preserved
with reasonable certainty at s = 5 µs. The correlation at s = 0 µs is that shown in
Figure 5.15 with 98.6% confidence of entanglement between the two fields. At s = 2.5
µs (Ts = 12.5 µs) and s = 5 µs (Ts = 15 µs) the minimum inseparability violation
is 1.982 ± 0.016 and 1.990 ± 0.017 respectively, corresponding to 86.3% and 72.8%
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Figure 5.20: Decay of the RASE variance with increasing storage time s on the
hyperfine ground states. The decay is fitted with an exponential decay with a timescale
of ∼ 5 µs. The variances are given to 1σ confidence.
confidence of a entanglement between the ASE and RASE. For storage times beyond
that, the minimum of the inseparability criterion is on the classical boundary.
5.6 Multimode capability of RASE
One of the requirements for a quantum memory in quantum communication is that it
can store multiple different modes simultaneously while preserving their distinguishab-
ility. In this section, the results of the experiment investigating the mulitmode capab-
ility of RASE are presented. As RASE is based on photon echo rephasing techniques
it should be inherently temporally multimode.
For this experiment the length of the ASE/RASE signal window was chosen to allow
two temporal modes per shot. With reference to Figure 5.21 the relevant timescales
of the experiment were T = 28.5 µs, A = 5 µs, B = 20 µs and s = 0 µs. The same
windowing as described in §5.4 was applied to each signal but in this experiment the
20 µs signal regions allowed two 10 µs temporal modes per shot. The window labelling
is shown in Figure 5.21. The two ASE windows are labelled A1 and A2 and the RASE
windows are corresponding labelled R2 and R1, time-symmetric around the rephasing
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pi-pulses. The experiment sequence was repeated 8000 times.
Inversion
pulse
Rephasing 
pulses
Phase reference
pulses
Vacuum ASE RASE
BA
T
s
AB
Figure 5.21: Experiment pulse sequence showing the labelling when two temporal
windows were used for the ASE and RASE regions. All other parameters are the same
as those in Figure 5.5.
The inseparability criteria of the measured ASE and RASE quadratures are shown
in Figure 5.22 for the correlations between the four different combinations of ASE
and RASE windows. The criterion between each combination of windows is a different
colour, with solid lines indicating the measured inseparability criterion for combinations
of windows that are time-symmetric around the rephasing pi-pulses and the dashed lines
indicating the combinations that are non-time-symmetric. The shaded area is the 1σ
confidence bound.
Photon echo techniques are time-symmetric processes. As such, correlations should
only exist between the sets of windows time-symmetric around the rephasing pi-pulses,
while non-time-symmetric windows should be uncorrelated. This is confirmed in Figure
5.22: the inseparability criteria for time-symmetric windows (solid lines) curves below
the classical limit while for non-time-symmetric windows (dashed lines), it is almost
completely straight, indicating these combinations of windows are almost completely
uncorrelated. The inset zooms in on the minimum of the inseparability curve. Both
correlated curves dip ∼ 1σ below the classical boundary with 86% and 89% confidence
of entanglement for A1R1 and A2R2 respectively. The confidence for both windows was
roughly the same due to a trade off between the reduced rephasing efficiency further
away from the rephasing pulses lowering the strength of the correlation and the larger
signals closer to the inversion pulse increasing the strength of the correlation.
It is interesting to note the value of b at the inseparability minimum for both
correlated windows. For A1R1 b = 0.008 while for A2R2 b = 0.028, ∼ 3.5x larger. The
closer the temporal windows are to the rephasing pi-pulses the higher the rephasing
efficiency will be, which corresponds to a larger b. The decay in b corresponds to an
efficiency reduction of approximately a factor of 3. Scaling the 4LE efficiency to the
centre of the two temporal modes, the efficiency was expected to drop off by a factor of
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Figure 5.22: The measured inseparability criteria between two temporal ASE and
RASE windows per shot. The two combinations of windows time-symmetric around
the rephasing pi-pulses are A1R1 (solid red) and A2R2 (solid blue). These windows
are correlated as indicated by the curve of the inseparability criterion. The two com-
binations of windows that are not time-symmetric are A1R2 (dashed pink) and A2R1
(dashed green). The inseparability criterion for these windows is almost perfectly
straight indicating they are almost completely uncorrelated. The shaded area for each
criterion indicated the 1σ confidence level. The inset shows the minimum of the in-
separability curves.
2.2 using the 4LE decay in Figure 5.2. The observed efficiency decay appears slightly
larger than would have been predicted based on the 4LE optical decay time but not to
a large enough degree that it is considered significant. For both windows the strength
of the correlation and the size of the resulting dip were less than for the single temporal
window of Figure 5.15 as a result of the reduced rephasing efficiency.
This experiment confirmed that two temporal modes could be stored per shot in the
RASE entanglement protocol. As the different temporal modes were almost completely
uncorrelated, the two temporal modes were stored with high distinguishability.
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5.7 Discussion and future experiments
This chapter has experimentally verified that when amplified spontaneous emission is
emitted, the entanglement generated between the output optical field and the state of
the amplifying ensemble can be read out as a second optical field entangled with the
original ASE. The entanglement was preserved when the collective atomic state was
stored on the spin states of the ensemble for up to 5 µs, with the correlation demon-
strated for up to 15 µs storage. Including the storage time on the optical transition,
these corresponded to total storage times of 15 µs and 25 µs respectively. The entangle-
ment decayed much more rapidly then expected based on the hyperfine dephasing time
measured using the 4LE. The RASE variance was estimated to decay an order of mag-
nitude faster than the 4LE intensity as the delay between the rephasing pi-pulses was
increased, although it was difficult to say conclusively due to the level of uncertainty
in the small RASE variances. From this experiment the cause of the fast entanglement
decay could not be determined and it will need to be investigated further to allow long
storage times to be obtained using the RASE scheme.
In addition to spin-wave storage, in this chapter the temporal multimode capability
of the RASE scheme was demonstrated, with two temporal modes stored with high
distinguishability. There was some evidence that the efficiency was decaying more
rapidly than predicted using the 4LE optical decay time although the discrepancy was
not large enough to be significant.
The experiments presented in this chapter highlighted a key advantage of the RASE
protocol, the potential for low noise operation. The 4L-RASE scheme in conjunc-
tion with heterodyne detection allowed spectral discrimination of the signals from the
FID noise resulting from the rephasing pi-pulses. Low noise entanglement was exper-
imentally demonstrated for low optical depths, with almost perfect agreement of the
measured inseparability criterion with the maximum possible violation predicted from
theory after accounting for the experimental losses.
To improve the performance of RASE beyond the current experiment, several areas
must be addressed. First, the fact that the measured ASE variance was much lower
than expected for a given optical depth and second, the low rephasing efficiency. The
explanation that was proposed for both these limitations traces back to the geometry
of the experiment, where the input light was focused through the crystal onto a back
mirror and then reflected back out of the cryostat. This meant that the inversion pulse,
which was applied on a low oscillator strength transition, formed a standing wave,
which resulted in a spatially periodic gain profile being created along the propagation
direction in the crystal. A further issue with the current geometry was that, if the
waist of the focused beam was not perfectly on the mirror, there was a spatial mode
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mismatch between the input and reflected beams. If the input vacuum state resulting
in ASE was spatially mismatched with the inversion that created the gain profile, then
the ASE mode could have sampled some of the low gain regions of the spatially periodic
gain profile. The low ASE variance, which was consistent with 0.29 × the measured
optical depth, was attributed to this spatial mode mismatch in combination with the
standing wave inversion.
The 4L-RASE rephasing efficiency was at least a factor of six smaller than predicted
based on the efficiency of the 4LE. This was attributed to two factors. First, the low
ASE variance scaling with optical depth meant that a high optical depth was required
in the preparation mode to obtain a large enough signal. As a result, the rephasing
pulses, which were applied in the preparation mode, experienced high optical depth and
therefore, were significantly distorted. In the present experiment, where superradiance
caused the population in the excited state to deplete rapidly during the ASE region
(as discussed in §5.3.2), a fairly large proportion of the excited state population would
have decayed to the ground state after the initial inversion. Therefore, it is likely
that pi2 would have been more strongly distorted than pi1. In the case where the
majority of the population remains in excited state, pi1 would be strongly distorted
and pi2 would experience negligible distortion as it would only address a small number
of ions. Distortion of either rephasing pulse is likely to reduce the rephasing efficiency,
as distorted pulses will result in the RASE being rephased in a spatial or temporal mode
uncorrelated with the detected ASE. Second, as well as reducing the optical depth in
the ASE mode, the mismatched geometry would mean that the rephasing pulses were
in a different spatial mode to the ASE.
Another limitation in the current RASE experiment was the additional noise ob-
served in the inseparability criterion at high optical depth. This was attributed to
RASE modes uncorrelated with the detected ASE being mixed into the detection mode
by the distorted rephasing pulses.
If the proposed geometry based explanation is correct, the low ASE variance should
be improved by optimising the spatial mode overlap of the ASE and the preparation
mode. This should also improve the rephasing efficiency as the ASE mode will overlap
with the rephasing pulses. However, the distortion of the pi-pulses at high optical depth
will remain a problem even for perfect spatial overlap. Therefore, it seems unlikely
very high efficiencies could be achieved in the current experimental configuration as
the additional noise increases when the optical depth is increased.
In the rest of this section, several experiments are proposed that could be conducted
to determine which factors were limiting the current RASE performance. First, an
experiment is proposed to test if there is an intrinsic difference in the coherence and
efficiency properties of an echo, which has the ensemble predominantly in the ground
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state, and RASE, which has the ensemble mostly in the excited state. While there is
no reason to believe there is an intrinsic difference between these protocols, it is worth
investigating. This will ensure that, in future, the characterisation of the photon echoes
can be used to determine the expected RASE behaviour. Second, a test is proposed to
determine if the distortion of the pi-pulses does limit the measured rephasing efficiency.
Figure 5.23 shows a proposal for an experiment that could be conducted in order to
test whether an echo will exhibit intrinsically different behaviour if the initial feature
is created in the excited state rather than the ground state. In Figure 5.23(a) the pulse
sequence for a standard 2LE is depicted. The ensemble is initialised so that all the
population is shelved in ground state |1〉. A narrow bandwidth feature is then created
in ground state |2〉. A weak input pulse generates coherence between states |2〉 and |3〉
with the population predominantly in the ground state. The ensemble is inverted by
applying a rephasing pi-pulse and an echo of the weak input pulse will be emitted.
weak 
input
weak 
input
echo
echo
(a)
(b)
 Feature created
in ground state 
 Feature created
in excited state 
Weak input pulse
creates coherence
Ensemble rephased 
by applying    -pulse Echo is emitted
Weak input pulse
creates coherence
Ensemble rephased 
by applying    -pulse Echo is emitted
Population initialised 
in ground state      
Population initialised 
in ground state      
Figure 5.23: A proposed experiment to determine if an echo exhibits intrinsically
different behaviour when the initial feature is created in the excited rather than the
ground state. (a) The standard 2LE protocol with a weak input. (b) The proposed
inverted-2LE protocol where a weak input pulse is applied to an excited state feature.
Figure 5.23(b) proposes an inverted-2LE sequence. As with the standard 2LE, the
population is initialised in ground state |1〉. A feature is created in excited state |3〉
by applying an inverting pi-pulse at ω13. Immediately after the inversion a weak input
is applied on ω23, generating coherence between states |2〉 and |3〉, but now with the
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population predominantly in the excited state. The coherence is rephased by applying
a pi-pulse and an echo will be emitted.
The inverted-2LE more closely matches the situation in the RASE experiment. It
will be interesting to determine if there is a difference between the optical decay time
and rephasing efficiency of the 2LE and inverted-2LE protocols. If there is a difference,
this may also explain the potentially fast efficiency drop-off that was observed for
temporal modes further from the rephasing pulses. If a difference is observed, a similar
experiment could be conducted for the 4LE to determine if an intrinsic difference could
be a contributing factor to the faster than expected decay of the entanglement on the
spin states. More care must be taken in future to ensure that equivalent schemes are
compared when the echo optical decay times and efficiency measurements are used to
determine the expected RASE behaviour.
To confirm if the distortion of the pi-pulses was limiting the measured efficiency and
introducing additional noise, a free-space 4L-RASE experiment is proposed where both
the rephasing pi-pulse transitions have a low oscillator strength while strong transitions
are used for the ASE and RASE. A possible combination of levels for this experiment
is shown in Figure 5.24, with the oscillator strengths of each transition used listed
in Table 5.2. Both the ASE and RASE transitions have a high oscillator strength,
while both rephasing pulses are applied on weak transitions. The level of absorption
experienced by the rephasing pulses will be much smaller than if they were applied on
a strong transition, minimising the amount of pulse distortion.
The free space RASE experiment with weak rephasing transitions provides a pre-
liminary test to determine if reducing the level of distortion will increase the rephasing
efficiency. In the long term it will be better to move to a cavity with off-axis driving
fields. Not only will this enable a much larger ratio between the optical on the signal
and the rephasing transitions, but an off-axis inversion will prevent a structured gain
profile being created. The cavity-enhanced RASE scheme is detailed in Chapter 6.
Finally, to test if there is in fact a spatial mode mismatch between the input and
reflected beams, the position of the back mirror can be changed with respect to the
lens. Any changes in the measured ASE variance or rephasing efficiency will provide
strong evidence that the geometry was a problem in the current experiment.
5.8 Summary
In this chapter, RASE experiments using a four-level rephasing sequence and hetero-
dyne detection have been presented. The entanglement between the time-separated
ASE and RASE fields was shown to be preserved after storage of the RASE as a spin-
wave for up to 5 µs. This was the first demonstration of time-delayed entanglement
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ASE
RASE
Signal/ Oscillator
Transition pulse strength
ω24 Inversion 0.4
ω34 ASE 0.55
ω14 pi1 0.05
ω36 pi2 0.07
ω16 RASE 0.93
Figure 5.24: A possible combination of
energy levels in Pr:YSO to be used in a
RASE experiment to test whether distor-
tion of the pi-pulses in an optically thick
ensemble is the major factor limiting the
rephasing efficiency.
Table 5.2: The oscillator
strengths [71] for the different
transitions used in the RASE ex-
periment presented in Figure 5.24
to determine whether pi-pulse dis-
tortion was limiting the rephasing
efficiency.
generated using storage in a solid state spin-wave quantum memory. In addition, the
temporal multimode capability of the RASE scheme was demonstrated for the first
time. Although the low rephasing efficiency limited the degree of entanglement, the
RASE protocol was shown to be very low noise. This demonstration shows that, if
the efficiency problem can be solved, RASE could potentially be used to generate very
strongly entangled states of light with an inbuilt spin-wave quantum memory.
Chapter 6
Removing the limitation on the
RASE rephasing efficiency
The factor limiting the degree of entanglement between the ASE and RASE seen in
Chapter 5 was the low rephasing efficiency. Theoretically perfect rephasing is possible
for high optical depths [128, 80, 83], however, this is not what was observed as the
optical depth was increased. As shown in Figure 5.17, the rephasing efficiency saturated
at ∼ 3%. The low rephasing efficiency was attributed to two factors. First, there was
evidence for a spatial mode mismatch between the ASE mode and the mode of the
inversion and rephasing pulses due to the geometry of the current experiment. As a
result, a component of the ASE would not have been rephased, limiting the efficiency.
Second, as a result of the spatial mode mismatch, the optical depth in the spatial
mode of the rephasing pulses was higher than that in the ASE mode. As the pi-pulses
propagated through the optically thick medium, the absorption would have distorted
the pulses. This problem can be solved by reducing the optical depth experienced by
the rephasing pulses.
Ultimately, RASE will most likely be used to produce entangled pairs of photons
rather than continuous variable entanglement as has been demonstrated in this thesis.
There is an additional challenge to achieving high efficiencies in the discrete variable
regime as it will be important to ensure well-resolved single photons are produced
with a small probability of multiphoton events. If a high optical depth is used to
achieve high rephasing efficiencies, there will be a large superradiant effect during the
ASE emission as a result of the population inversion. This chapter introduces two
previously proposed theoretical methods to achieve well-resolved single photons and
high rephasing efficiencies simultaneously. Both methods require the optical depth to
be switched during the ASE and RASE regions. The concept of tailoring the spectral
density of the ensemble is introduced in §6.1 and the cavity-enhanced RASE protocol
is discussed in §6.2.
After introducing the different methods of achieving high rephasing efficiency, the
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possible implementation of both methods is examined in §6.3. Specifically, modific-
ations to the cavity-enhanced RASE protocol and method of tailoring the spectral
density of the ensemble are proposed that will reduce the level of pi-pulse distortion.
6.1 Tailoring the ensemble spectral density
The rephasing efficiency of two-level RASE as a single photon source was examined by
Stevenson et al. [83]. The ASE was modelled as an open quantum system coupled to
a bath of optical modes that were monitored by a photon counting detector. During
the RASE region the ensemble and optical modes were modelled together as a closed
quantum system. For details of the model see Ref. [83, 134].
Low optical depth is required to get temporally well-resolved single ASE photons.
As a result, there is a fundamental trade off between the purity of the single photon
source and the rephasing efficiency, which requires high optical depths [93]. In the
model of Stevenson, it was determined that for photons that have a 60% probability
of being resolved from their neighbours, the rephasing efficiency is limited to less than
10%.
In Stevenson’s model the rephasing efficiency approaches 100% with increasing
optical depth, with an efficiency of ∼ 95% at αL = 20. In contrast, to get ASE
photons that will be separated from their neighbours with 95% probability, an optical
depth of 0.1 is required. One solution to this trade off is to have different optical depths
in the ASE and RASE regions, which is discussed in the next section.
6.1.1 Switching optical depth
In the four-level RASE scheme, where the ASE and RASE are emitted on different
transitions, the two transitions can be chosen to have different oscillator strengths. As
the oscillator strength is related to the coupling strength between the atoms and the
light, lower oscillator strength transitions will have a smaller optical depth. Therefore,
the ASE can be chosen to emit from a low oscillator strength transition, increasing
the likelihood of well-resolved single photons, and the RASE from a high oscillator
strength transition, increasing the rephasing efficiency [93]. Furthermore, Zeeman En-
hanced Cyclicity can be used to tune the ratio of the high and low oscillator strength
transitions orders of magnitude beyond what is possible from the zero field transitions.
For example, with a field of 10 T the ratio of the oscillator strengths could be increased
to 50,000 [82].
However, when different optical depths for the ASE and RASE regions were included
in Stevenson’s model, the rephasing efficiency no long approached 100% as was the case
when a single high optical depth was used in both regions. When the optical depth in
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the ASE region was fixed to (αL)ASE = 0.1, the rephasing efficiency peaked at 70% for
(αL)RASE = 1, the optical depth in the RASE region. The main difference between the
situation where both regions have the same optical depth and the case when different
optical depths are used is the de-excitation profile imprinted in the ensemble during
the ASE emission. The de-excitation profile represents the amount each ion in the
ensemble contributes to the emission of an ASE photon.
Figure 6.1 shows the different de-excitation profiles left during ASE emission from
low and high optical depth ensembles. The de-excitation profiles were simulated by
Stevenson, conditioned upon only a single ASE photon being emitted by the ensemble.
Figure 6.1(a) was calculated for a peak ensemble optical depth of 0.75. The distri-
bution is almost an equal superposition of each atom emitting, although the front of
the ensemble at z = 2 mm has a slightly higher share of the de-excitation than the
back. In Figure 6.1(b) the peak optical depth was 7.5 and the de-excitation is highly
concentrated at the front of the ensemble. In the high optical depth case, spontaneous
emission from the back of the ensemble is likely to be reabsorbed by the rest of the
ensemble so any detected photon is more likely to have been emitted from the front of
the ensemble. For the low optical depth case, the chance of reabsorption is low so it
is almost equally probable that any detected photon was emitted from the back of the
ensemble.
When low optical depth is used during the ASE region, ensuring well-resolved single
photons, and high optical depth is used in the RASE region, to maximise the rephasing
efficiency, the emitted RASE photon is no longer mode-matched to the ASE. The
RASE will be recalled with a flat distribution, the same de-excitation profile imprinted
during the ASE, but emission from the back of the ensemble will suffer from the same
reabsorption problem that caused the highly asymmetric ASE profile in the high optical
depth case. The reabsorption of light emitted from the back of the ensemble by ions
from the from of the ensemble limits the possible rephasing efficiency to 70% when
different optical depths are used in the ASE and RASE regions.
6.1.2 Artificial mode matching
To overcome the reabsorption problem it was proposed that the mode-matching between
the ASE and RASE could be created artificially [83]. The emission will still be equally
distributed among the active ions in the ensemble (due to the low optical depth) but
the atomic density can be modified such that more active ions are at the front of the
ensemble to match the high optical depth emission profile. This can be achieved using
targeted spectral holeburning.
A different density profile is required for each RASE optical depth. When the
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(a)
(b)
Figure 6.1: Simulation results for the de-excitation profiles imprinted in the ensemble
during the ASE process for optical depths of (a) 0.75 and (b) 7.5. The low optical
depth case has an almost equal superposition of each atom emitting. The high optical
depth case has a very asymmetric profile with respect to the position in the crystal
along the propagation direction. That is, the de-excitation is concentrated at the front
of the ensemble. The simulations were done by R. Stevenson [83].
tailored atomic density was matched to the RASE optical depth in the simulations of
Stevenson, the rephasing efficiency approached 100% for (αL)RASE > 1.5. This was
a much lower threshold for reaching 100% efficiency than when a single high optical
depth was used for both regions.
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6.2 Cavity-enhanced RASE
A second proposal to boost the rephasing efficiency is to put the ensemble in a low
finesse optical cavity, a protocol termed cavity-enhanced RASE (cRASE) [128, 80, 84].
The theory of cRASE was developed by Williamson et al. by considering a cavity
interacting with a continuum of harmonic oscillators. Input-output theory could then
be used to describe the atom-cavity interactions [84].
A graphical representation of the input-output relations for the ASE and RASE re-
gions in the cRASE protocol is shown in Figure 6.2. The optical fields bx are represented
horizontally and the atomic fields sx(dx) for the ASE(RASE) region vertically. In the
ASE region the input optical field bin(−t) is the vacuum state, as the amplified spon-
taneous emission results from the inverted gain feature amplifying the vacuum. The
input atomic field sin(−t) is the excited state, assuming a perfect inversion. bASE(−t)
is the output optical field, the ASE emission, and sout(−t) is the output atomic field.
The input-output relation for the ASE region describes a non-degenerate parametric
amplifier, identical to the case without the cavity (see §3.1).
The rephasing pi-pulses are applied at t = 0. Assuming perfect pi-pulses, the input
atomic field for the RASE region din(t) is the inverse of the output atomic field from
the ASE region. Once again, the input optical field bin(t) is the vacuum. In the RASE
region the input fields interact as on a beamsplitter producing the optical output, the
RASE emission, bRASE(t) and the output atomic field dout(t). In the case of perfect
rephasing dout(t) is the ground state.
Perfect rephasing can occur in the case where the cavity is impedance-matched. As
discussed in §2.4.2, in an impedance-matched cavity the loss due to absorption in the
cavity is matched to the loss of the output coupler. This allows an input photon to
be perfectly absorbed. In the RASE situation, the relevant interaction is the emission
of a single photon, which can be considered a time-reversal of the absorption of a
photon. In this case, when the cavity is impedance-matched, any input atomic field is
completely mapped onto the output optical field leading to 100% rephasing efficiency
and the reflectivity of the beamsplitter in the RASE region in Figure 6.2 is equal to 1
[84].
For two-level RASE, if the ensemble optical depth is chosen such that the impedance-
matching condition is satisfied during the RASE region then the cavity will be at
the lasing threshold during the ASE region when the ensemble is inverted. This is
highly undesirable due to the large amount of ASE that will be emitted near the las-
ing threshold. Approaching the lasing threshold can be avoided by either Q-switching
the cavity or by employing the four-level RASE scheme so as to have transitions with
different oscillator strengths during the ASE and RASE regions.
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Figure 6.2: Graphical representation of the input-output relations for ASE and RASE
regions in the cavity-enhanced RASE protocol. The optical fields are represented ho-
rizontally and the atomic fields vertically. In the ASE region the input-output relation
describes a non-degenerate parametric amplifier and in the RASE region a beamsplit-
ter.
6.3 Applicability to the Pr:YSO system
Both cavity-enhanced RASE and tailoring the spectral density offer a path towards
boosting the rephasing efficiency. To determine which approach is more applicable to
the current experiment the other factors affecting the rephasing efficiency in Chapter
5 must be considered. The efforts to increase the rephasing efficiency by increasing
the optical depth were not successful. The efficiency saturated at ∼ 3% rather than
approaching 100% and at high optical depths additional noise was introduced during
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the rephasing process that reduced the level of entanglement between the ASE and
RASE. The low rephasing efficiency was attributed to two factors. First, the distortion
of the pi-pulses as they propagated through the optically thick medium. Second, the
spatial mode mismatch of the input and reflected beams in the cryostat resulting in the
ASE and RASE spatial modes not perfectly overlapping with the modes of the rephas-
ing pulses. The additional noise at high optical depths was attributed to uncorrelated
RASE modes being mixed into the detection mode by the distorted pi-pulses.
In this section the possible implementation of both cRASE and tailoring the spectral
density of the ensemble is examined and modifications to reduce the effect of the pulse
distortion and spatial mode mismatch on the rephasing efficiency are proposed. First,
the situation is considered where there are very different oscillator strengths on the
transitions used for the ASE and RASE to get different optical depths for the two
processes. The configuration of energy levels used in the RASE experiment conducted
in Chapter 5 along with two possible configurations of levels for a high efficiency RASE
experiment are shown in Figure 6.3. The corresponding oscillator strengths for the
different combinations of transitions are shown in Table 6.1. For the current experiment
there was a ratio ofR= 0.95 between the ASE and RASE transition oscillator strengths.
The two possible combinations of levels shown for a high efficiency RASE experiment
have R = 12 and R = 8.6. Other possible combinations exist with ratios as high as R
= 55 obtainable. The oscillator strengths could also be tuned using specific magnetic
fields to allow the R to be many orders of magnitude higher than what can be achieved
in zero field [82].
In Pr:YSO, for combinations of levels where there is a large difference in oscillator
strength for the ASE and RASE transitions there will also be a large difference in the
strength of the two pi-pulse transitions. This results in two possible situations. The
first is where pi1 is much stronger than pi2, as in the R = 12 combination shown in Table
6.1. In this case, pi1 sees an optically thick ensemble and will be distorted, while pi2 will
not experience any distortion. This will be the case even if artificial mode-matching is
created by tailoring the atomic density. As only one rephasing pulse is distorted, the
situation is not as bad as the current experiment, however it seems unlikely that very
high rephasing efficiencies can be easily achieved using this setup.
The second possibility is that pi2 is much stronger than pi1, as in the R = 8.6
combination shown in Table 6.1. As the ASE transition is weak, only a small amount of
population should have decayed to ground state |3〉 during the ASE window. Therfore,
the optical depth on the pi2 transition will be low because of the low population. As a
result, pi2 should experience very little distortion even though the transition is strong,
as the pulse will only be absorbed by a small population. As both pi-pulse transitions
should not be distorted, it is possible this combination of energy levels could be used
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Figure 6.3: The combination of Pr:YSO energy levels used in (a) the current RASE
experiment presented in this thesis, (b) a possible RASE experiment with a ratio of R
= 12 in the oscillator strengths of the ASE and RASE transitions and (c) a possible
RASE experiment with a ratio of R = 8.6. The oscillator strengths of the different
transitions for each energy level combination are shown in Table 6.1.
transition current setup
R = 0.95 R = 12 R = 8.6
ASE 0.40 0.05 0.07
(ω24) (ω14) (ω36)
pi1 0.55 0.40 0.01
(ω34) (ω24) (ω26)
pi2 0.60 0.02 0.38
(ω25) (ω15) (ω35)
RASE 0.38 0.60 0.60
(ω35) (ω25) (ω25)
Table 6.1: The oscillator strengths for the combination of levels used in the current
RASE experiment and two possible high efficiency RASE experiments with ratios of
R = 12 and R = 8.6 in the oscillator strengths of the ASE and RASE transitions.
The energy level combinations correspond to those shown in Figure 6.3. The oscillator
strengths are from [71].
to achieve high efficiency in a free-space RASE experiment. The limitation in this
situation is that the inversion transition has an exceedingly high oscillator strength. If
a large gain is created on this transition when the inversion pulse is applied, the excited
state population will decay very rapidly due to a large superradiance on the inversion
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transition. To avoid a short lifetime of the ASE, the inversion must not exceed a pi/2-
pulse to prevent a population inversion being created. This limits the excited state
population that can result in ASE.
While a free-space experiment with the level of distortion of the rephasing pi-pulses
minimised should allow higher rephasing efficiencies to be obtained, cRASE offers a po-
tentially more versatile solution. cRASE allows the option of applying the preparation
and rephasing pulses off-axis to the cavity mode, such that they will see an optically
thin sample while reasonably high gain can still be obtained in the cavity mode. This
allows a much higher ratio between the optical depth experienced by the RASE and
by the rephasing pulses to be obtained than in the free-space setup. Figure 6.4 shows
the beam path geometry for off-axis preparation of the ensemble. The preparation and
rephasing pulses are applied off-axis with the pulses overlapping the ensemble region
contained in the cavity mode. The two rephasing pi-pulses are counter-propagating in
the interaction region of the crystal. For the four-level phase-matching condition to be
satisfied the ASE and RASE will be emitted in opposite directions, but both will be
detected in the cavity mode. The advantage of this setup is that the single-pass gain is
low, meaning that the pi-pulses will not be distorted and there will be no de-exitation
profile mismatch between the ASE and RASE emission.
Pr:YSO
High
reflector
Output
coupler
ASE and RASE
emitted in 
cavity mode
Preparation
Figure 6.4: Beam path geometry for off-axis preparation of the ensemble in the cavity-
enhanced RASE scheme. The preparation and rephasing pulses overlap the ensemble
region contained in the cavity mode. The two rephasing pulses are applied such that
the reflection of pi1 overlaps with pi2 and they are counter-propagating in the interaction
region. The ASE and RASE are emitted in the cavity mode.
A key experimental challenge in implementing cRASE with off-axis driving fields
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will be to ensure perfect spatial overlap of the rephasing pulses with the cavity mode.
If the preparation pulses do not overlap the ensemble region in the cavity mode, there
will be absorptive regions at the ASE and RASE frequencies introducing additional
loss into the signals.
As well as reducing the distortion of the rephasing pulses, an additional advantage
of cRASE with off-axis driving fields is that, since the inversion pulse will not be
reflected back through the ensemble, the gain profile will not be created using a standing
wave. This means that a spatially periodic gain profile will no longer be created.
This structured gain profile that was a probable contribution factor to the lower than
expected ASE variance measured in §5.3.2.
6.3.1 Branching ratio enhancement of cRASE
As well as offering a way to boost the rephasing efficiency and eliminate the pi-pulse
distortion, cRASE provides a means of improving the signal to noise ratio of the RASE
source. The poor branching ratio to the ground state in Pr:YSO provides a fundamental
limitation on the achievable signal to noise ratio (as discussed in §3.3.1). Although the
level of incoherent noise did not limit the degree of entanglement achieved in §5.4, it
will be beneficial to improve the branching ratio as the rephasing efficiency is improved,
allowing high efficiency, high fidelity non-classical light to be generated. The branching
ratio of the 3H4 →1 D2 transition could be modified by placing the Pr:YSO sample
inside an optical cavity.
Without a cavity, N ions in the sample must be inverted to give a gain G in the ASE
mode. If the ensemble is placed in an optical cavity with finesse F then, in the cavity
mode, the same gain can be achieved with N/F ions. The number of ions that indirectly
emit to the ground state and will contribute to incoherent emission at the RASE
frequency is directly proportional to the inverted population, while being unaffected by
the cavity. Therefore, the cavity increases the ratio of coherent to incoherent population
that ends up in the ground state by reducing the necessary inverted population.
6.4 Summary
In this chapter the possibility of either artificially tailoring the spectral ensemble dens-
ity or placing the ensemble in an impedance-matched optical cavity to enhance the
rephasing efficiency in the RASE process has been discussed. Both methods take ad-
vantage of the ability to have vastly different oscillator strengths for the ASE and
RASE transitions inherent in the 4L-RASE scheme.
Neither proposal for increasing the rephasing efficiency takes into account that
the rephasing pi-pulses will be distorted when they propagate through ensembles with
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optical depths high enough to achieve near perfect efficiencies. While a combination
of levels can be chosen for the free-space 4L-RASE experiment in Pr:YSO that would
reduce the distortion of the rephasing pulses, using a cavity with the driving fields
applied off-axis offers a potentially more versatile solution. Applying the driving fields
off-axis in the cavity-enhanced RASE scheme ensures the pi-pulses see an optically thin
ensemble, eliminating distortion of the pulses, while high optical depths can still be
achieved in the cavity mode, allowing high rephasing efficiencies. Off-axis driving fields
also ensures an unstructured gain profile will be created. An additional advantage of
cRASE is that the optical cavity can be used to boost the quantum efficiency of the
optical transition, overcoming the fundamental signal to noise limit imposed by the
poor branching ratio.
Cavity-enhanced RASE offers the possibility of achieving a high efficiency, high
fidelity, entangled light source. A preliminary cRASE demonstration is presented in
Chapter 7.
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Chapter 7
Cavity-enhanced RASE
In order to achieve a high degree of entanglement between the ASE and RASE fields, the
rephasing efficiency needs to be improved. In this chapter, the use of cavity-enhanced
RASE (cRASE) as a method of enhancing the efficiency is investigated. Theoretically
the rephasing efficiency can approach 100% by impedance-matching the cavity. While
a high total optical depth is still required to impedance-match the cavity and get
high efficiency, the single-pass optical depth will be low. Therefore, cRASE offers a
convenient platform for eliminating the distortion of the rephasing pulses by applying
the pi-pulses off-axis to the cavity mode. The pi-pulses will only see the low single-pass
gain, minimising the distortion due to absorption.
In this chapter, a preliminary cRASE demonstration is presented. This experiment
predates the free-space results presented in Chapter 5. The cavity used in this exper-
iment was designed based on the results of S. Beavan’s four-level RASE (4L-RASE)
experiment. The main conclusion of that experiment was that the limiting factor on
the strength of the correlation between the ASE and RASE was likely to be incoher-
ent emission at the RASE frequency resulting from the poor branching ratio [19, 80].
Therefore, the initial aim of this experiment was to increase the coupling between the
ensemble and the light, enhancing the branching ratio in the cavity mode and reducing
the incoherent emission. However, the free-space 4L-RASE experiment results presen-
ted in Chapter 5, which used frequency resolving detection, showed that the incoherent
emission was a much less significant problem than anticipated. Despite being designed
for a different purpose, there is still useful information that can be drawn out of the
results from the preliminary cRASE experiment, so they are presented here to help in
the design of the next generation cRASE experiment.
Very few demonstrations have been done with rare-earth ions in cryogenic cavities
[135, 107, 106, 105] with only one of these having been published when this work was
undertaken [135]. As a result, another aim of this experiment was to examine the
feasibility of working with cavities in a cryogenic environment. To keep the initial
experiment as simple as possible, the preparation and driving fields were all applied
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on-axis with the cavity mode. This removed the additional level of complexity in the
alignment, to ensure that the different beams all spatially overlap in the cavity mode,
but meant that the rephasing pi-pulses still experienced distortion due to absorption.
The design of the cavity is outlined in §7.1. This is followed by a characterisation of the
cavity containing a rare-earth ion doped crystal in §7.2 to determine if the coherence
properties of the ensemble were the same as in free space and if the atom-light coupling
enhancement caused by the cavity agreed with the design value.
In hindsight, after conducting the free-space RASE experiment, a further aim of
the analysis part of this experiment became to determine whether cRASE is a viable
option for enhancing the rephasing efficiency. As discussed in §5.4.3, there were two
possible factors that the low rephasing efficiency was attributed to. First, the imperfect
overlap of the spatial modes of the ASE and rephasing pi-pulses. Second, the distortion
of the pi-pulses in the optically thick rephasing mode. The current cRASE experiment
did not solve the distortion problem as the rephasing pulses were applied in the cavity
mode. However, an efficiency enhancement might still be expected as the ASE and
the pi-pulses were now overlapped in the cavity mode, which ensured a perfect spatial
mode overlap. The results of the cRASE experiment are presented in §7.3.
Operating with rare-earth ion doped crystals in a cryogenic cavity proved to be
challenging. The main experimental difficulties are discussed in §7.4 along with the
considerations that must be taken into account to use a cavity to enhance the RASE
efficiency. These considerations are then used to design the next generation cRASE
experiment in §7.5.
7.1 Properties of the cavity
This experiment predates the free-space RASE experiment presented in Chapter 5. The
cavity was designed based on the results of S. Beavan’s free-space RASE experiment
[19, 80], where the main problem was concluded to be the uncorrelated emission at
the RASE frequency resulting from the poor branching ratio of the direct transition to
the ground state. In this section the decisions that went into designing the cavity are
outlined.
In §6.3.1 it was stated that the number of inverted ions required to achieve a given
gain scales with 1/F , where F is the cavity finesse. The initial aim of this experi-
ment was to enhance the branching ratio in the cavity mode, reducing the incoherent
emission. The decision was made to aim to remove 99% of the incoherent noise so the
cavity was designed to have F ∼ 100.
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The cavity finesse F is given by
F =
pi(R1R2)
1/4
1− (R1R2)1/2
(7.1)
where R1 and R2 are the reflectivities of the output coupler (OC) and high reflector
(HR) mirrors respectively. In this experiment R1 = 0.95 ± 0.01 and R2 ≥ 0.997 were
used, giving a theoretical finesse of F = 116 ± 22.
While the experiment presented here only used on-axis driving fields, the cavity
was designed to allow off-axis excitation. In order to have the ASE and RASE emitted
in different spatial modes to the rephasing pi-pulses, the two pi-pulses must be counter-
propagating (see Eqn. (2.7)). As discussed in §4.1, the bucket cryostat used for these
experiments only had vertical optical axis from a window at the top of the cryostat. As a
result, the geometry required to get counter-propagating pi-pulses was more complicated
than the situation in Beavan’s experiment [19], where both ends of the crystal could
be optically accessed. A schematic of the off-axis beam geometry inside the carbon
fibre sample tube is shown in Figure 7.1. The cavity was designed to allow the two
rephasing pulses to be applied such that the reflection of one pulse and the input of
the other pulse would be counter-propagating in the ensemble region contained within
the cavity mode (see Figure 7.1(c)).
Figure 7.1(a) shows the design for the alignment of the off-axis beams using the f =
15 cm lens mounted in the carbon fibre tube. The cavity mode was centred on the 2′′
lens and the two off-axis beams were designed to be displaced to the edges of the lens
so they would be focused onto the cavity mode. An aspheric lens was used to reduce
spherical aberration of the off-axis beams.
To ensure maximum overlap of the off-axis driving fields with the cavity mode in
the 2 mm long crystal, the off-axis beams need to be applied at a small angle, which
required the output coupler mirror to have a small diameter. Figure 7.1(b) shows the
optics setup inside the cavity spacer. The OC had a diameter  = 5 mm and the
off-axis beams were designed to be rotated 8◦ from the cavity axis.
The spacing between different order fundamental modes is the free spectral range
FSR of the cavity given by
FSR =
c
2nL
(7.2)
where c is the speed of light, n is the refractive index and L is the length of the
cavity. Due to the complexity of operating piezos in cryogenic temperatures, for these
experiments, the decision was made to operate the cavity without piezo control of the
cavity length inside the cryostat, which would have allowed the cavity peaks to be
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Figure 7.1: A schematic of the geometry required to apply off-axis driving fields inside
the carbon fibre sample tube. (a) The off-axis beams were designed to be applied
displaced from the centre of the lens so that they would be focused onto the cavity
mode. (b) Inside the cavity spacer. The off-axis beams were applied 8◦ from the cavity
axis, missing the edges of the output coupler. (c) The input of one driving field and
the reflection of the other overlap so that they would be counter-propagating in the
ensemble region contained within the cavity mode.
tuned over the atomic resonance. Therefore, the FSR was chosen to ensure that a
fundamental mode of the cavity would overlap with the absorption line of the Pr ions.
As can be seen in Figure 2.4, for a Pr:YSO crystal with 0.005% doping concentration,
the expected absorption linewidth is around 3 GHz. The FSR was chosen to be 5 GHz
to ensure that there would be a fundamental cavity mode within a couple of GHz of
the centre of the absorption line. This corresponded to a length of 3 cm.
The FWHM linewidth δν of the cavity is given by
δν =
FSR
F
. (7.3)
Given that FSR = 5 GHz and F = 116 ± 22, the expected linewidth was δν =
43 ± 8 MHz. As discussed in §2.4.2, one of the concerns with cavity-based quantum
memories is the potential for non-uniform intensity of the driving fields if the cavity
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mode does not fully encompass the different transitions used to prepare the quantum
memory. The hyperfine transitions in Pr:YSO vary by up to 36.9 MHz (for the actual
splittings see Figure 2.2(d)), which is comparable to the expected cavity linewidth.
Therefore, the intensities of driving fields applied to different transitions were expected
to vary significantly as the cavity central frequency was changed. It would be preferable
to use a cavity with a much larger linewidth, such that it is several times larger that
the hyperfine splittings. However, the linewidth was defined by the choices of FSR
and F in this experiment.
7.1.1 Control of the cavity mode
For the high resolution photon echo measurements, some additional control of the cavity
mode frequency was required. The Coherent 699 dye laser was frequency stabilised to
have a sub-kilohertz linewidth by locking the laser output to a temperature stabilised
external reference cavity with FSRext = 300 MHz. To conduct the echo and RASE
experiments, the cavity mode had to not only overlap with the ensemble absorption
line but also with a mode of the reference cavity, allowing the laser to be locked to the
centre of the experiment cavity mode.
Initially, the plan was to shift the position of cavity mode relative to the external
cavity in two different ways. First, coarse adjustments could be made by temperat-
ure tuning the external reference cavity. Second, fine tuning of the cavity mode was
achieved by placing a 200 MHz double-pass AOM after the intensity stabiliser and
before the laser was split into the separate signal and local oscillator beam paths (see
Figure 4.4 for the full optics setup excluding the 200 MHz AOM). This allowed the
cavity frequency to be changed relative the reference cavity, and the laser locked to the
centre of the cavity mode for a given transition. For the 4LE and 4L-RASE experi-
ments, where multiple different transitions were addressed, the centre frequency of the
200 MHz AOM was varied to optimise the echo intensity.
However, waiting for the temperature of the reference cavity to restablise was a
time-consuming process. It was discovered that coarse shifts could be applied to the
frequency of the cavity mode by pressure tuning. As discussed in §4.1, the sample
space of the bucket cryostat was cooled via exchange gas cooling using a small amount
of high purity helium gas. Adding additional gas fractionally changed n and therefore,
the effective cavity length.
There is a limit to the frequency range that can be achieved by pressure tuning
the cavity. If too much gas is added to the sample space, the increased gas pressure
will increase the conduction and convection, reducing the hold time of the cryostat.
If there is too little gas, there will not be enough thermal conduction to maintain the
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temperature. It was determined that the cavity mode position could be tuned by 2-3
GHz with little impact on the hold time, which allowed the cavity mode to be tuned
over the entire absorption line of the ions.
7.2 Characterisation of the cavity
Prior to conducting the cRASE experiment, it was important to characterise the optical
behaviour of the cryogenic cavity containing a rare-earth ion doped crystal. For the
cavity to be impedance-matched, the loss due to the single-pass absorption in the
crystal needed to match the loss due to the reflectivity of the output coupler. For
the cavity used in this experiment with a reflectivity of R1 = 0.95 ± 0.01, a single-
pass absorption of approximately 2.5% was required. The first part of this section
investigates where in the optical absorption line this low single-pass absorption can be
achieved. It was expected that a low optical depth could be achieved by operating in
the wings of the 3 GHz absorption line. However, it was also interesting to determine
if a sufficiently low optical depth could be achieved at the centre of the absorption line
by burning a spectral trench and addressing a small absorption feature created in the
trench. At the centre of the line, it was expected that there would be some change to
the cavity dynamics caused by the dispersion associated with the spectral holeburning
used to create low absorption features. In §7.2.1 the effect of dispersion on the cavity
is investigated at different detunings from the centre of the absorption line.
In §7.2.2 measurements of the finesse of the cavity both with and without the
crystal are presented. The finesse measured without the crystal can be compared to
the value calculated using Eqn. (7.1) to determine if extra losses were present in the
cavity. Measuring the finesse with the crystal then provided a measure of the single-
pass absorption at a given point on the absorption line.
For the cavity used in these experiments, reducing the single-pass optical depth to
a level where there was minimal dispersion altering the cavity dynamics required the
RASE experiment to be conducted much further from the centre of the absorption line
than was investigated in free-space in §5.1.1. In that section, the 4LE optical decay
time was seen to increase from 46 µs at the centre of the absorption line to 53 µs 1.5
GHz from the centre of the line. This was attributed to a reduction in broadening due
to instantaneous spectral diffusion due to the lower density of ions further from the
centre of the absorption line. In §7.2.3 the effect of moving more than 1.5 GHz from
the centre of the absorption line on the 4LE decay time is investigated.
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7.2.1 Slow light
In this section the cavity mode was investigated at different detunings from the centre of
the absorption line to determine the optimal region of the absorption line to conduct the
cRASE experiment. Burning a spectral hole will have a dispersion change associated
with it, and this is expected to alter the cavity dynamics. To understand how the cavity
mode is expected to change with dispersion, the resonance condition for a Fabry-Perot
cavity is considered [105]
m
c
2L
= nν, (7.4)
where m is the integer cavity mode, ν is the frequency of light and n = n(ν) is a
function of frequency. Differentiating Eqn. (7.4) gives
c
2L
δm = nδν + νδn. (7.5)
Dividing Eqn. (7.5) by Eqn. (7.4) yields
δm
m
=
δν
ν
+
δn
n
. (7.6)
Normally as the frequency is changed δν/ν  δn/n and the spacing between the
modes, δm, is determined almost entirely by the frequency change. However, in the
case of significant slow light effects, n  ν(δn/δν), and the cavity mode spacing is
almost completely determined by the dispersion.
Initially, the laser was scanned over two cavity modes separated by one FSR using
an internal scan of the laser. The two cavity modes at different positions on the
absorption line were then examined for any differences that could be associated with
slow light effects.
Figure 7.2 shows a 10 GHz laser scan over the region of the inhomogeneous line
of the ensemble. A representation of the 3 GHz wide absorption line (blue) is shown
along with the reflected signal from the cavity (red). Two cavity modes separated by
1 FSR are shown. There is a very obvious difference between the two modes. The
mode on the right was detuned 4 GHz from the centre of the absorption line and there
was a dip in the reflected signal as light was coupled into the cavity. The mode on the
left was much closer to the centre of the line, 1 GHz, and there was a large amount
of dispersion associated with the absorption of the laser as it was scanned across the
cavity mode. As the laser was scanned across the cavity mode, population was shuﬄed
around resulting in spectral holes, which had a large refractive index change across
them. This resulted in the spacing between cavity modes narrowing drastically causing
the very fine structure observed in Figure 7.2, where each spike on the left mode is a
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fundamental cavity mode, due to the lowered FSR.
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Figure 7.2: An internal laser scan over two cavity modes separated by 1 FSR showing
their position relative to the centre of a representation of the 3 GHz absorption line
of the ions. The mode on the left is 1 GHz from the center of the absorption line and
shows a lot of additional structure as the laser scans across the mode. The mode on
the right is 4 GHz from the center of the ion absorption line.
To further investigate this effect, a single highly stable hole was burned in the centre
of the cavity mode to observe the effect on the cavity, rather than simply scanning across
the cavity mode with the laser intense enough to holeburn. The laser was first locked
to the cavity mode 1 GHz from the centre of the absorption line. All subgroups of ions
were addressed and a hole was burned at a single frequency. A weak probe was applied
and the position on the cavity mode was scanned relative to the reference cavity of the
laser by sweeping the frequency of the 200 MHz AOM discussed in §7.1.1.
Figure 7.3(a) shows the frequency scan across the cavity mode 1 GHz from the
centre of the line both after a single 2 MHz hole was burned and when no hole was
burned. Four dips in the reflected signal were observed within the 2 MHz transparent
spectral region where the hole was burned. These are each different order fundamental
modes of the cavity. The cavity mode spacing decreased from 5 GHz to 500 kHz, a
decrease of four orders of magnitude. The linewidth was reduced from δν = 43 MHz
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to 105 kHz. To get a cavity mode spacing of 500 kHz in vacuum the cavity would have
to be 300 m long instead of the 2 mm interaction length in the dispersive cavity.
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Figure 7.3: High resolution scans across the cavity modes (a) 1 GHz and (b) 4 GHz
from the centre of the ion absorption line after a 2 MHz spectral hole is burned in the
centre of the cavity mode. In (a) dispersion associated with burning the hole results in
four orders of magnitude of linewidth narrowing in the cavity mode. In (b) hole and
anti-hole structure associated with the original hole is observed. The separations of
the different features are listed in Table 7.1.
Figure 7.3(b) shows a scan over the cavity mode 4 GHz from the centre of the
absorption line after the same 2 MHz hole was burned. There was very different struc-
ture present to the multiple cavity resonances seen in the higher dispersion case. Five
prominent features were observed, which can be attributed to the antihole structure of
Pr:YSO. The peak labelled A is the original 2 MHz hole that was burned. The spacings
measured between the original hole and the other labelled features are given in Table
7.1 along with the closest hyperfine spacings in Pr:YSO. The corresponding transitions
are shown in Figure 7.4.
If the original hole was burned in ground state |3〉, then transitions from ground
states |1〉 and |2〉 should be anti-holes due to the increased absorption. This would
correspond to an additional loss in the cavity, which should be seen as a dip in the
reflected signal. However, the reflection amplitude increased for each of the features
shown in Figure 7.3(b), both those attributed to holes and anti-holes. The cavity
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Measured Energy level
Peaks spacings spacings
(MHz) (MHz)
A → B 10.3 ± 0.3 10.2
A → C 22.5 ± 0.4 22.7
A → D 27.1 ± 0.4 27.5
A → E 31.7 ± 0.5 32.1 17.3 MHz
10.2 MHz
4.8 MHz
4.6 MHz
A
B
C D E
Table 7.1: The measured spacings
for the different features identified in
Figure 7.3 and the closest correspond-
ing hyperfine energy level spacings for
Pr:YSO, measured in [70].
Figure 7.4: The trans-
itions corresponding to the dif-
ferent frequency spacings given
in Table 7.1.
dynamics that were causing the expected decreases in reflection amplitude to be seen
as increases are currently not understood and they would be difficult to model.
On the cavity mode 4 GHz off the line there was still a sufficient density of ions to
have a dispersive effect, which can clearly be seen on feature A by the initial increase
and the subsequent sharp decrease in the reflected amplitude. The dispersive effect was
significantly reduced from the 1 GHz offset case and there was no evidence of multiple
cavity resonances occurring.
For the cRASE and echo experiments it would be almost impossible to operate
near the centre of the absorption line due to the large dispersive effect. Transmissive
windows need to be burned at each of the frequencies used in the four-level rephasing
sequence during the preparation (§4.5). A single hole caused the cavity linewidth to
narrow by four orders of magnitude as shown in Figure 7.3(a) and the effect from the
creation of multiple holes will most likely be much more complicated. Additionally,
since the cavity linewidth narrowed to 105 kHz the different transitions used in the
four-level rephasing sequence will not overlap on a single cavity mode as the hyperfine
splittings are O(10MHz).
The cavity mode 4 GHz from the centre of the absorption line appeared to be a
much better region to operate in for the echo experiments. Holeburning did not seem
to greatly change the cavity mode structure, although there was still a small dispersive
effect. Due to the low number of ions, features with low single-pass absorption could
be created at this detuning from the centre of the absorption line. The decision was
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made to conduct the cRASE experiment on this cavity mode.
7.2.2 Finesse measurements
The finesse was measured to determine if the enhanced ensemble-light coupling was as
expected based on the reflectivities of the mirrors. The finesse was measured both with
and without the crystal contained in the cavity. The drop in finesse when the crystal
was added provided a measure of the losses due to absorption in the ensemble and the
scattering off the crystal surfaces. The scattering should be negligible as the crystal
surfaces were anti-reflection coated.
The finesse when the cavity contained the crystal was measured by two different
methods. First, by making a direct measurement of the cavity linewidth and using Eqn.
(7.3) to calculate the finesse. Second, by measuring the increased coupling strength of
the ensemble to the light by determining the optimal pi-pulse length for a photon echo
conducted with and without the cavity. Obviously, only the first method can be used
to determine the finesse when the crystal was not placed in the cavity.
Initially, the finesse was measured when the cavity was at room temperature without
the crystal, which should correspond to the value calculated using Eqn. (7.1). Two
different order cavity modes, separated by the FSR, were measured using an internal
7 GHz scan over the laser. When the cavity was warm, the linewidth was determined
to be δνwarm = 51 ± 1 MHz, corresponding to a finesse of Fwarm = 98 ± 2. This was
at the lower range of the predicted finesse F = 116 ± 22. Either the reflectivity of the
output coupler was closer to R1 = 0.94 or there was some additional source of loss in
the cavity before the crystal was included.
When the crystal was included in the cavity at room temperature, the finesse was
much smaller than Fwarm. The reduction was due to broadband phonon-assisted ab-
sorption in the Pr:YSO crystal, which became negligible at cryogenic temperatures.
The finesse of the cavity was then measured once the crystal was included and the
cavity was cooled to 4 K. The scan over the cavity modes 4 GHz and 9 GHz away from
the centre of the absorption line for the cryogenic cavity is shown in Figure 7.5. The
x-axis was measured in time and transformed into frequency using the FSR as the
known frequency reference. As Pr:YSO has a refractive index of n2 = 1.782, the FSR
was slightly reduced when the crystal was included in the cavity. Expanding Eqn. (7.2)
the FSR becomes
FSR =
c
2n1L1 + 2n2L2
, (7.7)
where L2 = 2 mm is the length of the crystal in the cavity, L1 = 28 mm is the
remaining length of the cavity and n1 = 1.000 is the refractive index of helium gas.
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Therefore, when the crystal is included in the cavity the FSR becomes 4.75 GHz.
Using FSR = 4.75 GHz as the frequency reference, the linewidth was measured to
be δνcold = 62 ± 1 MHz for the mode 4 GHz from the centre of the absorption line.
This corresponds to Fcold = 77 ± 1. The linewidth of the mode 9 GHz from the centre
of the line was measured to be δνoffRes = 52 ± 1 MHz, corresponding to FoffRes =
91 ± 1. The finesse of both modes was smaller than Fwarm, which could be due to
absorption in the crystal, scattering off the crystal surfaces or possibly changes in the
mirror reflectivities as they are cooled to 4 K. Fcold, measured 4 GHz off the line, was
smaller than FoffRes, measured 9 GHz off the line, due to the increased absorption in
the ensemble closer to the centre of the absorption line.
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Figure 7.5: An internal laser scan over two cavity modes separated by 1 FSR when
the cavity was cooled to 4 K and contained a Pr:YSO crystal. The cavity modes are
situated 4 GHz (left) and 9 GHz (right) from the centre of the absorption line to reduce
the slow light effects. The FWHM of the cavity mode can be used to directly determine
the finesse of the cavity.
The second method of determining the finesse of the cavity containing the crystal
was to directly measure the increased coupling strength between the light and the
ensemble of ions. To do this, the two-level echo (2LE) sequence was carried out with
the same crystal both in free-space and in the cavity. In both cases the length of the
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rephasing pulse in the 2LE was varied to determine the length and intensity required
to maximise the amplitude of the echo, i.e. when the pulse area was closest to pi. The
coupling strength between the light and the ensemble is related to the Rabi frequency
Ω, where Ω ∝ E, the amplitude of the applied electric field. In §2.3.2 the area of a
pulse was shown to be Θ = Ωt when the detuning between the transition and excitation
frequencies was small. As the coupling between the light and ensemble increases, the
amplitude and duration t of the pulse required to get Θ = pi decreases. The Rabi
enhancement Ωenhance is determined as
Ωenhance =
E1t1
E2t2
=
√
I1
I2
t1
t2
, (7.8)
where subscript 1(2) refers to the free-space (cavity) and I is the intensity of the
applied pulse. The finesse is then calculated as F = Ω2enhance. This is because the
finesse is proportional to the intensity of the light circulating in the cavity divided
by the intensity of the input light field and the Rabi frequency is proportional to the
amplitudes of the corresponding fields.
Figure 7.6 shows the echo intensity as the rephasing pulse length was changed for
2LEs conducted in the cavity and in free-space for the same Pr:YSO sample. The
free-space measurements were conducted 1.5 GHz from the centre of the absorption
line. For the cavity measurements, the laser was locked to a reference cavity mode
centred on the cavity mode 4 GHz from the centre of the absorption line using the
tuning discussed in §7.1.1. The same mode was used to make the direct linewidth
measurement δνcold in Figure 7.5.
For these experiments I1 = 5 mW and I2 = 0.29 mW. The peak of the curve
indicates Θ = pi, which occurred for t1 = 2.1 ± 0.1 µs and t2 = 0.96 ± 0.03 µs.
Therefore Ωenhance = 9.1 ± 0.2, corresponding to FRabi = 82.5 ± 0.5.
The two methods of measuring the finesse of the cryogenic cavity 4GHz from the
centre of the absorption line do not agree within uncertainty, however there is a fair
indication that the cavity finesse is approximately F = 80 ± 2 after the losses associated
with the inclusion of the crystal and cooling the cavity to 4K.
Single-pass absorption
For the rephasing efficiency to theoretically approach 100%, the cavity needs to be
impedance-matched. Based on Eqn. (2.10) the optical depth of the ensemble is required
to be αL = -ln(
√
R1/R2) = 0.024. In this section, the single-pass absorption 4 GHz
from the centre of the absorption line is estimated to determine if it is at the right
level to satisfy the impedance-matching condition. The difference between the finesse
measurements with and without losses due to the crystal can be used to estimate the
172 Cavity-enhanced RASE
0.5 1 1.5 2 2.5 30
0.2
0.4
0.6
0.8
1
Pulse length (µs)
Ec
ho 
inte
nsi
ty (
a.u
.)
Cavity
Free space
Figure 7.6: The optimal pi-pulse length for a 2LE with and without the cavity to
determine the Rabi enhancement. The 2LE measurements in the cavity were made 4
GHz from the centre of the absorption line, when locked to the same mode (the mode
on the left) the linewidth δνcold was measured for in Figure 7.5.
single-pass absorption in the ensemble 4 GHz from the centre of the absorption line.
Equation (7.1) can be extended to include losses due to absorption α, the scattering
from each surface of the crystal s and any potential other losses l due to the mirror
reflectivities changing at cryogenic temperatures. The finesse incorporating loss Fl is
given by
Fl =
pi(R1R2(1− l − α− 2s))1/4
1− (R1R2(1− l − α− 2s))1/2
. (7.9)
The surfaces of the crystal were anti-reflection coated with the reflection loss per
surface per pass measured to be s = 0.02%. The upper bound on the absorption can
be determined by assuming l = 0, i.e. all the reduction of the finesse from Fwarm = 98
± 1 to F = 80 ± 2 was due to absorption and scattering. The upper bound is αmax =
1.4% ± 0.2%, which corresponds to an optical depth of (αL)max = 0.014 ± 0.002.
The lower bound can be determined by examining the difference between the finesse
measured 9 GHz from the centre of the absorption line, FoffRes = 91 ± 1, and Fwarm,
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and assuming the reduction in finesse is the result of losses other than absorption.
This gives an upper bound on l of 0.045 ± 0.005%. Accounting for this value of l in
the reduction of F provides a lower bound on the single-pass absorption 4 GHz from
the centre of the absorption line. The lower bound is αmin = 0.95% ± 0.20%, which
corresponds to an optical depth of (αL)max = 0.0095 ± 0.0020. The assumption that
there is no absorption 9 GHz from the centre of the absorption line is not valid as small
signals were detected at this detuning. However, it provides a bound on the single-pass
absorption.
As the single-pass optical depth 4 GHz off the line is within the range 0.0095 ±
0.0020 ≥ (αL)single ≤ 0.014 ± 0.002, the optical depth is within a factor of two of that
required to satisfy the impedance-matching condition. Operating in this regime, it is
likely a rephasing efficiency enhancement could be observed.
7.2.3 4LE optical decay measurements
In §7.2.2 2LEs were successfully observed from an ensemble inside a cryogenic cavity.
The 2LE measurements were conducted 4 GHz from the centre of the absorption line,
which was much further from the centre of the absorption line than was investigated in
the free-space experiments in §5.1.1. As discussed in §5.1.1, two opposing mechanisms
were expected to impact the 4LE optical decay time as the detuning from the centre
of the line was increased. First, further off the line the lower density of ions will result
in less broadening due to instantaneous spectral diffusion (ISD), increasing the decay
time. Second, the hyperfine inhomogeneous broadening is likely to increase further
off the line, reducing the decay time. In this section the 4LE optical decay time is
investigated 4 GHz from the centre of the line to determine which of these mechanisms
dominates in this regime.
The 4LE decay time T measured with and without the optical cavity is shown in
Figure 7.7. The free-space measurement, Tfree = 53 µs, was taken 1.5 GHz from the
centre of the absorption line. This is the same measurement that was shown in Figure
5.2. In the cavity, the 4LE decay time was measured to be Tcav = 23 µs when the laser
was locked to the cavity mode 4 GHz off the line, the same mode as the 2LE in Figure
7.6.
The 4LE decay time measured in the cavity was much smaller than the free-space
measurement. This suggests that 4 GHz off the line the additional hyperfine inhomo-
geneity dominates the reduced broadening due to ISD. To further probe the dynamics,
the 4LE optical decay time was measured in free-space for varying positions relative
to the centre of the line. These measurements were conducted in free-space to confirm
that there was no additional effect from the cavity that could be reducing the 4LE de-
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Figure 7.7: Measured 4LE intensity with varying delay time for a Pr:YSO ensemble
in free-space and in a cryogenic optical cavity. The cavity measurement was taken 4
GHz from the centre of the absorption line. The free-space measurement was taken 1.5
GHz off the line. The decay in both cases was not purely exponenetial however, the
early stage can be approximated with an exponential fit to obtain the 4LE decay time.
cay time beyond the reduction that might be expected due to the increased hyperfine
inhomogeneous broadening.
Figure 7.8 shows the free-space 4LE optical decay time up to 3 GHz from the centre
of the line. The detuning was limited to 3 GHz off the line as the intensity of the echo
was too small to make an accurate Tfree measurement further off the line. Initially
the decay time increased further from the centre of the line, with the maximum Tfree
obtained 1.5 GHz off the line. Further off the line the decay time appeared to reduce
increasingly rapidly, with Tfree = 40 µs 3 GHz off the line.
The initial increase of Tfree was consistent with the observation in §5.1.1 that the
reduced broadening due to ISD dominated any additional hyperfine inhomogeneous
broadening in the regime 1.5 GHz from the centre of the absorption line. Further off
the line, the reduction of Tfree supports the prediction that the increased hyperfine
inhomogeneity begins to dominate. The decay time appears to reduce increasingly
rapidly. The 23 µs measured 4 GHz from the centre of the absorption line in the cavity
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Figure 7.8: 4LE optical decay time measured in free-space at different detunings
relative to the centre of the inhomogeneous line.
is consistent with this rapid reduction in the decay time. Therefore, there is no reason
to suspect that the low 4LE decay time measured in the cavity was the result of the
ensemble being in an optical cavity, merely the position on the absorption line required
to limit the dispersive effects.
The main problem with the low decay time for the cRASE experiment is that it
further limited the signal windows that could be used when determining the quadrature
values for the inseparability criterion. In the free-space experiment, signal windows of
10 µs were used for each temporal mode (§5.4). The limit on how small these windows
could be made was the bandwidth of the ASE. The temporal length of the window must
be closely matched to the spectral bandwidth of the emission so that the correlation
does not get either truncated (if the window is too small) or lost in white noise (if
the window is too large). Even with a decay time of Tfree = 53 µs in the free-space
experiment, 10 µs temporal windows resulted in a very low rephasing efficiency. The
lower available decay time in the cavity experiment may be expected to limit the
efficiency enhancement that could be seen.
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7.2.4 Summary
In this section it was determined that, when a rare-earth ion doped crystal was placed
in an optical cavity, there was a very large dispersive change associated with burning
a spectral hole near the centre of the absorption line. This resulted in the cavity
linewidth narrowing by four orders of magnitude. The linewidth narrowing would have
made it extremely challenging to conduct the cRASE experiment near the centre of the
line. As a result, the decision was made to operate 4 GHz off the line. In this regime
the dispersive change was limited so that there was minimal observable change to the
cavity mode structure.
By measuring the change in finesse of the cavity with and without the crystal, it
was determined that 4 GHz off the line the single-pass absorption was within a factor of
two of that required to satisfy the impedance-matching condition. This suggests 4 GHz
off the line is the right regime to observe an enhancement in the rephasing efficiency
of the RASE. However, after investigating the 4LE optical decay time 4 GHz off the
line, it was determined that Tcav was approximately half the value measured in the
free-space experiment. This reduction was attributed to an increase in the hyperfine
inhomogeneous broadening in the wings of the 3 GHz absorption line. The reduction in
the decay time may limit any efficiency enhancement that might be seen if the required
length of the signal windows used to the calculate the ASE quadrature values cannot
be reduced by increasing the ASE bandwidth.
7.3 Cavity-enhanced RASE
In this section the results for the preliminary cRASE experiment are presented. While
the cavity was initially designed to reduce the incoherent noise at the RASE frequency,
these results are presented to determine if there is any indication cRASE can be used
to increase the rephasing efficiency.
The RASE pulse sequence is the same as that described in §5.2. With reference to
Figure 5.5 the timescales of note were T = 23.5 µs, A = 5 µs, B = 15 µs and s = 0
µs. T is the temporal separation of the initial inversion and the rephasing pulses, A is
the separation of the signal windows and the rephasing pulses to allow the detection
electronics to recover from saturation, B is the signal window and s is the delay between
the rephasing pulses.
The inversion pulse was a chirp with 300 kHz bandwidth and a duration of piinv =
8 µs. The rephasing pulses were pi1 = 1.4 µs and pi2 = 1.6 µs long Gaussian pulses.
The phase reference pulses were 3 µs long with an area of ∼ pi10 to avoid saturating the
detection system and were at the ASE and RASE frequencies.
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The total optical depth on the ASE transition was determined by measuring the
absorption of a feature created in ground state |2〉 rather than directly probing the
inverted feature as in free-space experiment. The optical depth was measured to be
(αL)cav = 1.31 ± 0.03. This is likely to be a less accurate measure of the optical depth
of the ASE than probing the excited state feature directly, as the gain in the excited
state will depend on the area of the inversion pulse, which is unlikely to be precisely
pi. Any deviation from a perfect pi-pulse will reduce the excited state population, cor-
respondingly reducing the ASE gain. The improved technique for probing the excited
state gain on the ASE transition directly was developed after these experiments were
performed, during the free-space RASE experiment.
7.3.1 Efficiency enhancement
Similarly to the free-space experiment, the first preliminary confirmation that RASE
had been detected was to take the Fourier transform of the ASE and RASE signal
windows. The spectra of the ASE and RASE time regions are shown in Figure 7.9.
The expected beat frequencies for the two signals were fA = 1.5 MHz and fR = 4.1
MHz for the ASE and RASE respectively. For this experiment the balanced heterodyne
detection system had not been built and a single detector measured the heterodyne
beats. As a result, there was a lot more classical noise present, which can be seen as
the spikes present in the spectra of both the ASE and RASE windows. A clear ASE
signal can be seen in the blue trace at fA = 1.524 ± 0.005 MHz. A much smaller RASE
signal can be seen in the red trace at fR = 4.080 ± 0.005 MHz.
The ratio of the signal intensities provides a measure of the rephasing efficiency,
which is 12.4% ± 0.2%. This is a factor of four larger than the efficiency measured in
the free-space RASE experiment from Figure 5.12.
There are many factors that could have contributed to a difference in the rephasing
efficiency compared to the free-space experiment. The factors that were expected to
increase the efficiency include:
1. The spatial mode overlap of the ASE and the rephasing pi-pulses. The
ASE and the rephasing pi-pulses were coerced into the same spatial mode by the
cavity. This ensured perfect spatial mode overlap unlike in the free-space RASE
experiment where there was evidence of a spatial mode mismatch. The improved
overlap of the spatial modes was expected to increase the rephasing efficiency.
2. The optical depth on the ASE transition. The total optical depth on the
ASE transition in the cRASE experiment, (αL)cav = 1.31 ± 0.03, was larger
than the optical depth in the free-space experiment, estimated using the ASE
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Figure 7.9: Spectra of the ASE and RASE windows. The ASE window is shown
in blue and the RASE window in red. The spikes common to both signal windows
were the result of classical noise present due to the lack of balanced detection for this
experiment.
variance to be (αL)ASE = 0.68 ± 0.01. From the optical depth model shown in
Figure 3.9(b) the rephasing efficiency was expected to increase with the higher
ASE optical depth in the cRASE experiment.
3. The distortion of the rephasing pi-pulses. The level of distortion of the
pi-pulses in the cRASE experiment was expected to be different to that in the
free-space experiment because of two factors:
• In the cRASE experiment the total optical depth of the pi-pulse trans-
itions was similar to that of the ASE transition due to the similar oscillator
strengths of the transitions [71] and the fact that they propagate in the
same spatial mode. In the free-space experiment the pi-pulses experienced
the optical depth measured directly by probing the excited state feature,
(αL)dir = 2.35 ± 0.03. Therefore, the total optical depth of the rephasing
transitions was significantly smaller in the cRASE experiment.
• The single-pass absorption in the cRASE experiment was small, therefore
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no part of the ensemble would see a significantly distorted pulse during each
individual pass of the crystal.
Both of these factors would have reduced the level of distortion of the rephasing
pi-pulses in the cRASE experiment, increasing the expected rephasing efficiency.
In contrast, the shorter 4LE optical decay time in the cavity, which was measured
in §7.2.3 to be a factor of two smaller than in the free-space experiement, was expected
to reduce the rephasing efficiency for a given delay from the rephasing pulses.
As there are so many factors that could have contributed to the rephasing efficiency,
it is difficult to determine the exact cause of the measured enhancement. However,
the fact that an enhancement was measured is very promising. Despite extensive
optimisation in the free-space experiment, the highest efficiency achieved was ∼ 3%. In
the cavity experiment a significant efficiency enhancement was achieved with minimal
optimisation. Therefore, it is definitely worth pursuing cRASE with off-axis driving
fields as it seems likely higher rephasing efficiencies could be achieved with an improved
cavity design.
7.3.2 Cross-correlation
To determine if there was a correlation between the time-separated ASE and RASE
fields the cross-correlation was used (see §3.2.1). The cross-correlation provides a meas-
ure of the temporal width of the correlation, which is the inverse of the ASE bandwidth.
In the analysis the 15 µs signal windows were digitally filtered with a 500 kHz
Gaussian filter and beaten down to DC. The phase correction was then applied as
discussed in §4.6.
The magnitude of the mean cross-correlation is shown in Figure 7.10, where the
mean was calculated by taking the convolution of the time regions for each shot. The
blue curve is the correlation between the ASE and RASE signals within the same shot.
There is a clear correlation indicated by the peak which is not present when either the
signals from different shots were compared (red curve) or the phase correction was not
applied (black curve).
Comparing to Figure 5.14, the peak of the cross-correlation above the background
noise was reduced. This indicates that the strength of the correlation was smaller in
the cRASE experiment than in the free-space RASE experiment. The temporal width
of the correlation was 10.3 ± 0.1 µs, corresponding to an ASE bandwidth of 44 ± 1
kHz. The bandwidth obtained in the free-space experiment was larger, 65 ± 1 kHz,
for the same inversion pulse. The possible reasons for the narrower bandwidth in the
cRASE experiment are discussed in the next section.
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Figure 7.10: The cross correlation between the ASE and RASE regions. The convo-
lution is taken for each shot and the magnitude of the mean is plotted. The blue trace
shows the convolution between the signals from the same shot, while the red trace is
between the ASE region of one shot and the RASE region of the subsequent shot. The
black trace shows the convolution when no phase correction was carried out.
7.3.3 Probing the bandwidth
Even though these results were obtained before the free-space experiment, a higher
bandwidth was expected given the 300 kHz bandwidth of the inversion pulse. To
understand why the ASE bandwidth was lower than expected, a weak 2 µs long probe
was applied at the ASE frequency after the inversion pulse. Figure 7.11(a) shows the
spectrum of the probe and the resulting FID for different bandwidth chirped inversion
pulses. The inversion pulse without chirping was 8 µs long and should have had a
bandwidth 125 kHz. However, the spectrum of the created feature was very similar
to that for the 100 kHz chirp, but was fractionally less intense, indicating the chirped
pulses were more efficiently inverting the population. The measured feature bandwidth
matched the applied chirp bandwidth for each inversion although the probed features
showed a structure with a narrower spectral region topping a broader base. The narrow
region was especially prominent for the feature resulting from the 200 kHz chirp where
most of the probed feature was in the narrower peak. The prominence of the peak
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seemed to decrease as the chirp bandwidth increased. This suggests there could be
a narrowing mechanism causing higher gain in a narrow region around the centre
frequency of the chirped pulses.
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Figure 7.11: (a) The spectrum of the probed feature resulting from different band-
width inversion pulses. (b) The spectrum of the ASE resulting from different bandwidth
features. A narrowing mechanism appears to limit the ASE bandwidth the ∼ 100 kHz
regardless of the inversion bandwidth.
Figure 7.11(b) shows the spectrum of the ASE resulting from each different band-
width chirped inversion pulse. As the chirp bandwidth increased, the intensity of the
ASE increased but the bandwidth stayed roughly constant. This suggests that the
ASE was preferentially being emitted from the narrowband, high gain region of each
feature.
The temporal width of the cross-correlation was always limited to ∼ 10 µs regard-
less of the bandwidth of the inversion pulse. At this point Gaussian temporal windows
were being used to window the ASE and RASE signals before calculating the quad-
rature values for the inseparability criterion. The 4LE decay time available was not
sufficient to allow Gaussian windows to fully contain the 44 kHz bandwidth of the
ASE signal. In hindsight, the more advanced temporal windowing developed for the
free-space experiment may have been sufficient to measure the inseparability criterion.
The cRASE experiment was stopped at the this point in favour of the free-space
experiment presented in Chapter 5. The largest practical issue with the cavity ex-
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periment was that extremely inconsistent behaviour was exhibited on a day-to-day
basis. As far as could be determined no parameters were being changed but some days
large signals were observed and some days nothing could be detected. In contrast,
in the free-space experiment, the behaviour was extremely consistent over very long
time periods. A probable cause of the inconsistencies in the cRASE experiment was
the on-axis preparation making the system extremely sensitive to the position on the
absorption line. The sensitivity is because the cavity-ion dynamics depend strongly on
the dispersion, which in turn depends on the ensemble preparation and the detuning of
the cavity relative to the centre of the absorption line. In future cRASE experiments,
the driving fields will be applied off-axis to reduce the distortion of the pi-pulses and
increase the rephasing efficiency. This will have the additional advantage of simplifying
the cavity dynamics and it is my belief that the inconsistent behaviour will be less of a
problem in the future cRASE experiment. Therefore, it is worthwhile considering how
the cavity design could be improved for the next generation of cRASE experiments.
7.4 Discussion
The design of the cRASE experiment presented in this chapter was not optimal. Apply-
ing the driving fields on-axis resulted in large dispersion changes causing the extreme
slow light effects seen in §7.2.1. These effects made operation near the centre of the
absorption line impossible because the cavity mode narrowing meant that the cavity
linewidth was two orders of magnitude smaller than the hyperfine splittings. In addi-
tion, it was discovered that the increased hyperfine inhomogeneity in the wings of the
line caused a much larger reduction in the 4LE optical decay time than had been an-
ticipated. The short 4LE decay time, in conjunction with the narrower than expected
ASE bandwidth, prevented the inseparability criterion from being used to quantify the
correlation between the ASE and RASE fields in the cRASE experiment conducted in
the wings of the line.
Despite the short decay time, an efficiency of 12.4% ± 0.2% was seen, a factor
of four enhancement over the free-space RASE experiment. This implies that with an
optimal cavity design, where longer 4LE decay times are obtainable and the impedance-
matching condition is more closely satisfied, a much larger increase in efficiency could be
seen. With this in mind it is well worth trying to optimise the cavity design based on the
results of this preliminary cRASE demonstration. There are three main requirements
for future cRASE experiments:
1. Operate at the centre of the absorption line to maximise the 4LE optical decay
time.
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2. Larger cavity linewidth to reduce non-uniform intensities of the different driving
fields.
3. Off-axis driving fields to remove slow light effects and bandwidth narrowing of
the ASE.
The first requirement is to operate at the centre of the absorption line. This will be
significantly easier once off-axis driving fields are implemented as the optical pumping
will no longer cause large dispersive effects. To operate at the centre of the line, the
absorption of the crystal must be low enough that the single-pass absorption can satisfy
the impedance-matching condition. The absorption in the current crystal was much
too large at the centre of the line, as the single-pass absorption corresponds to the
value that was measured in the free-space experiment. To reduce the absorption either
a lower doping concentration or a thinner sample is required. The 0.005% doping
concentration is the lowest commercially grown but samples as thin as 0.5 mm could
be easily used, a factor of four smaller than the current 2 mm crystal used in these
experiments.
A consideration that must be taken into account when operating at the centre of
the line is ensuring the lasing threshold is not reached after the inversion pi-pulse.
A low oscillator strength transition will have to be used for the ASE to reduce the
coupling between the light and the ensemble. A high oscillator strength transition will
be required for the RASE so that the impedance-matching condition can be met. In the
current cRASE demonstration the same energy levels were used as for the free-space
experiment depicted in Figure 5.5(a). In this case, the ASE and RASE transitions have
approximately the same oscillator strength, 0.4 for ω24 and 0.38 for ω35, the ASE and
RASE transition respectively. The gain was low enough when operating 4 GHz off the
line that the lasing threshold was not reached during the ASE window.
The second requirement is a larger cavity linewidth. It is clear from Eqn. (7.3) that
to increase the FWHM of the cavity mode requires either a lower finesse or a larger
FSR, which in turn requires a shorter cavity. The choice of finesse in the current
cRASE experiment was determined based on the conclusion from S. Beavan’s free-
space RASE experiment that the major limiting factor in the strength of the correlation
obtainable was likely to be incoherent noise at the RASE frequency [80]. While it is
true that the poor branching ratio will provide a fundamental limit on the signal to
noise ratio, the free-space RASE experiment presented in Chapter 5 showed that the
incoherent noise was a much smaller problem than was initially predicted. The limiting
factor on the observed correlation between the ASE and RASE in Chapter 5 was the
poor rephasing efficiency of ∼ 3%.
For the current experiment the choice of finesse was motivated by the desire to
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remove 99% of the incoherent emission resulting in the decision to use F = 100. For
future cRASE experiments the motivation will be to enhance the efficiency meaning
much lower finesse cavities can be used. The finesse must be chosen to satisfy the
impedance-matching condition
√
R1 =
√
R2e
−αL, so for a larger single-pass absorption
a lower finesse cavity can still boost the efficiency. Large enhancements in the efficiency
could still be seen with F ∼ 30 [102]. For the same length cavity F ∼ 30 would
correspond to a linewidth of ∼ 170 MHz, which is 4.5 times larger than the total
possible variation in the hyperfine transitions in Pr:YSO (36.9 MHz). The linewidth
should be at least this large to ensure the intensities of the different driving field
will be reasonably uniform. To further increase the cavity linewidth the cavity FSR
can be increased, which will necessitate active control of the cavity mode to ensure a
fundamental mode overlaps with the absorption line of the ions.
The final requirement is that the driving fields must be applied off the cavity axis so
that they see the single-pass, optically thin ensemble. This will reduce the dispersion
change associated with the optical pumping and eliminate the slow light effect seen
in §7.2.1, greatly simplifying the cavity dynamics. In addition, the gain profile was
not what was expected for an inversion pulse propagating through an optically thin
medium, as the measured gain features showed a narrow spectral region topping a
broader base. This was the cause of the narrowing mechanism that limited the ASE
bandwidth seen in §7.3.3. Therefore, applying the inversion pulse that creates the gain
profile off-axis will prevent the bandwidth narrowing. Increasing the bandwidth will
result in a shorter correlation width, increasing the number of temporal modes that
can be contained within the available 4LE optical decay time.
The next goal for any future cRASE experiment will be to enhance the rephasing
efficiency. The rephasing efficiency in the free-space RASE experiment saturated at
around 3%, corresponding to b ∼ 0.07 for the inseparability criterion weighting para-
meter (see Figure 5.17(c)). The explanation that was proposed in Chapter 5 was that
the efficiency was limited by the distortion of the rephasing pulses as they propag-
ated through the optically thick ensemble. As well as limiting the rephasing efficiency,
the distortion of the pi-pulses was concluded to cause the additional noise introduced
onto the inseparability criterion at high optical depths. As a result there is a trade off
between the high optical depth required for high efficiency and the low optical depth re-
quired for undistorted rephasing pulses. To overcome this different levels of absorption
will be required for the ASE/RASE and for the rephasing pulses. A cRASE experiment
with off-axis driving fields will allow the freedom to vary the oscillator strength ratio
of the ASE and RASE transitions while maintaining low optical depth on the driving
fields.
In summary, there is very promising evidence of an efficiency enhancement in this
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Signal/ Oscillator
Transition pulse strength
ω16 Inversion (ASE) 0.93
ω36 ASE 0.07
ω26 pi1 (ASE) 0.01
ω35 pi2 0.38
ω25 RASE 0.6
Table 7.2: The oscillator strengths [71] for the different transitions used in the cRASE
experiment presented in Figure 7.12. Possible undetected ASE transitions are indicated
in brackets.
initial cRASE experiment and there is further room for improvement in the cavity
design to further increase the rephasing efficiency. The future experiment design will
require off-axis driving fields to eliminate distortion of the rephasing pi-pulses and
prevent the complicated cavity dynamics resulting from large dispersion changes as the
ensemble population is optically pumped. A lower finesse cavity with the same FSR
will result in a larger cavity linewidth, allowing driving fields with uniform intensities
to be applied. Finally, lower absorption crystals will be required to conduct the RASE
experiment at the centre of the absorption line, maximising the 4LE optical decay time.
The design of the next generation cRASE experiment is developed in more detail in
the next section.
7.5 Designing the next cRASE experiment
The design for the next cRASE experiment is depicted in Figure 7.12(a). As discussed
in §7.4 the thinner 1 mm crystal, in conjunction with the off-axis driving fields, will
allow the cRASE experiment to be conducted at the centre of the absorption line. The
reflectivities of the output coupler and high reflecter will be R1 = 0.8 and R2 = 0.997
respectively, corresponding to a cavity finesse F = 28. In the first instance the cavity
length will remain 3 cm, corresponding to FSR = 5 GHz. The cavity linewidth will
be δν = 180 MHz, which is significantly larger than the hyperfine splittings in Pr:YSO
ensuring a high level of uniformity in the intensity of the driving fields.
To achieve high rephasing efficiencies the cavity must be impedance-matched. As
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Figure 7.12: (a) The design for the next generation cRASE experiment. (b) The most
likely combinations of energy levels for a cRASE experiment in Pr:YSO. The energy
levels are chosen to ensure the lasing threshold will not be reached on all possible ASE
transitions after the inversion pulse is applied. The oscillator strengths of the depicted
transitions are listed in Table 7.2.
has already been discussed, this will require a low gain on the ASE transition to
ensure the lasing threshold is not reached after the inversion pi-pulse. An additional
consideration is that the lasing threshold must not be reached on all possible ASE
transitions, not just the transition that the ASE is detected on. The best choice for
the combination of levels for the future cRASE experiment is shown in Figure 7.12(b).
After an inversion on ω16 the population can spontaneously emit to any of the three
ground states. As can be seen in Table 7.2 both ω26 and ω36 are weak transitions and
so will have insufficient gain to approach the lasing threshold. However, the inversion
transition has a very high oscillator strength. Therefore, it will be necessary to ensure
a population inversion is not created on this transition. This limits the inversion pulse
area that can be applied to ≤ pi/2, which limits the excited state population that can
result in ASE.
The primary aim of the next cRASE experiment will be to demonstrate that the
rephasing efficiency is improved once the distortion of the pi-pulses has been removed.
The current cavity design used a non-monolithic cavity because of the desire to apply
the rephasing pulses off-axis. This will be carried over into the next-generation device.
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A possible concern with this design is vibrations, but, after vibration damping was
implemented (discussed in §4.1), the current experiment did not show any evidence
that vibrations will limit the ability to see non-classicality in the RASE experiment
with the current cavity design. In future experiments, it may be beneficial to move to
a monolithic cavity, similar to that used in Ref. [105], which will be less sensitive to
vibrations. The challenge with such a design will be applying off-axis driving fields at
a low angle such that they overlap with the majority of the cavity mode.
The initial proposed non-monolithic design should provide information about the
optimal operation parameters for the cRASE experiment with more flexibility. This
will provide confirmation of the absorption and finesse regimes that it will be necessary
to operate in before moving to a monolithic cavity design.
7.6 Summary
This chapter presented the results of a preliminary cRASE experiment, which was
initially designed to reduce the amount of incoherent noise resulting from the low
branching ratio in Pr:YSO. The level of absorption and the finesse of the cavity were
too high resulting in large dispersive effects that crippled attempts to conduct the
RASE sequence at the centre of the absorption line. Operation in the wings of the
absorption line was limited by low 4LE optical decay time resulting from increased
hyperfine inhomogeneity away from the centre of the line. Despite the non-optimal
cavity design, strong evidence of an enhancement in the rephasing efficiency was seen
with 12.4%± 0.2% efficiency measured, a factor of four improvement over the free-space
experiment presented in Chapter 5.
A new cavity design was proposed, which will allow operation at the centre of the
absorption line without the large changes in dispersion that limited the current demon-
stration. With this setup it should be possible to obtain high rephasing efficiencies in
the cRASE protocol.
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Chapter 8
Conclusion
Provably secure communication between remote locations is a highly desired outcome
of quantum technology. Quantum information can be encoded onto photons, which
are easily transportable ‘flying qubits’, and distributed over large distances using a
quantum repeater network. A practical quantum communication network requires
two components: first, ideal entangled light sources and second, a quantum memory to
synchronise the probabilistic entanglement generation between different communication
links. To be useful for quantum communication, a source must produce high fidelity
non-classical light with high efficiency. The source must also be compatible with a
quantum memory that can provide long-term storage and has multimode capability to
increase the rate of entanglement generation. This thesis has investigated the potential
of a source based on rephased amplified spontaneous emission (RASE) to satisfy each
of these requirements.
RASE provides a means of generating and storing entanglement in a single protocol,
providing an elegant solution to the challenge of integrating sources and memories.
It has been developed to take advantage of the unique properties of rare-earth ions
doped into solids, which have extremely long coherence times on both the optical and
hyperfine transitions, making them a particularly promising system for implementing
quantum technologies. Building sources and memories in a solid state platform provides
the ability to take advantage of the well-developed photonics industry, offering a path
towards building integrated quantum networks.
In the RASE protocol an inverted ensemble of two-level atoms amplifies the vacuum
fluctuations, resulting in amplified spontaneous emission (ASE). On its own ASE is
considered a noisy field, but this noise is the result of entanglement generated between
the ASE and the collective modes of the amplifying ensemble. The inhomogeneous
broadening of the ensemble means that the collective atomic state dephases, however
it can be rephased by the application of a pi-pulse, analogous to a photon echo. The
rephasing pi-pulse reads out the state of the amplifying medium as a second, time-
delayed optical field, the rephased amplified spontaneous emission (RASE), which is
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entangled with the ASE.
The experimental demonstration conducted for this thesis implemented a four-
level RASE (4L-RASE) scheme, in which the application of two rephasing pi-pulses at
different frequencies results in the echo being emitted at a different frequency to the
original ASE as well as the pi-pulses themselves. This modified scheme offers the ability
to spectrally and spatially isolate the signals from the coherent emission following the
inevitably imprecise pi-pulses, potentially allowing low noise operation. However, the
key advantage of 4L-RASE is that the collective atomic state is stored on the long-lived
spin states in between the two rephasing pi-pulses. This allows for very long storage
times before the second optical field is read-out.
In this thesis, the 4L-RASE protocol was carried out in a Pr3+:Y2SiO5 crystal.
The inseparability criterion for continuous variable states was used to demonstrate
entanglement between the ASE and RASE fields with 98.6% confidence when the delay
between the rephasing pulses was zero. A simple model was developed to determine
the maximum inseparability violation obtainable given the experimental losses and
rephasing efficiency. The model assumeed no additional noise was present, so any
noise introduced during the rephasing process would have resulted in a reduction of
the observed inseparability violation. Due to the low branching ratio of the optical
transition used for the ASE, a component of noise indistinguishable from the RASE
signal was expected to reduce the observed degree of entanglement. For optical depths
up to αL = 2.4, the measured inseparability criterion tracked almost perfectly with
the model, showing that the indistinguishable noise component was much smaller than
had initially been expected. This demonstrated that for low optical depths very low
noise operation was possible with RASE.
The multimode capability of RASE was successfully demonstrated with entangle-
ment between two temporal modes per shot confirmed. As photon echo rephasing
techniques are time-symmetric processes, a correlation was only expected between the
time-symmetric combinations of temporal modes. The correlation between the two
sets of time-symmetric modes was shown to be non-classical with 86% and 89% confid-
ence. The non-time-symmetric temporal modes were shown to be almost completely
uncorrelated, indicating a high level of distinguishability between the stored temporal
modes.
The potential storage time of the spin-wave quantum memory inherent in the four-
level RASE protocol was investigated, with entanglement demonstrated for storage
times up to 5 µs on the spin-states, corresponding to a total storage time of 15 µs.
This is comparable to the storage times obtained with an AFC quantum memory in the
same material [99], the only other demonstration of an on-demand spin-wave quantum
memory conducted in this material to date. The current storage time was limited by
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the inhomogeneity on the hyperfine ground states and can be extended by applying
rephasing RF pulses. Storage times as long as a second could be obtained by apply-
ing specific magnetic fields to desensitise the hyperfine transition to the fluctuating
magnetic field in the host crystal.
For all the free-space RASE experiments, the measured ASE signal was much smal-
ler than had been predicted based on the optical depth of the ASE transition. The
optical depth was measured by directly probing the excited state feature created by the
inversion pulse. This implied there was a difference between the detected ASE mode
and the mode of the applied probe. As rigorous care was taken to ensure the ASE and
the probe had the same spectral and temporal modes, the difference was attributed to
a spatial mode mismatch. This was reasonable given the geometry of the experiment;
if the waist of the input beam was not perfectly on the mirror behind the crystal, a
spatial mode mismatch would exist between the input and reflected beams.
The main factor limiting the degree of entanglement observed between the ASE
and RASE fields was the low rephasing efficiency, which saturated at 3%, a factor
of six smaller than predicted. The low efficiency was attributed to the spatial mode
mismatch for two reasons. First, because a mismatch would have existed between the
spatial mode of the ASE and the rephasing pi-pulses, which were applied in the spatial
mode of the probe. As a result, some of the ASE events would not have been rephased.
Second, because the optical depth in the spatial mode of the probe, and hence the
rephasing pi-pulses, was much larger than the optical depth in the ASE mode. Due
to the high optical depth, the pi-pulses most likely experienced significant distortion,
which would have further reduced the rephasing efficiency.
Theoretically, perfect rephasing can be obtained by placing the crystal in an impedance-
matched optical cavity. The distortion of the pi-pulses could be eliminated by applying
the driving fields off-axis to the cavity mode, such that the pulses only propagate
through the low, single-pass gain. High gain can still be achieved in the cavity mode,
enabling high rephasing efficiencies.
To investigate the suitability of using a cavity to enhance the rephasing efficiency,
a preliminary cavity-enhanced RASE (cRASE) experiment was conducted. The cavity
design was sub-optimal as it had been built for a different purpose: to enhance the
branching ratio in the cavity mode, reducing the level of indistinguishable noise at
the RASE frequency. This initial demonstration used on-axis driving fields to simplify
the beam geometry, so distortion of the rephasing pulses was still a problem. The
moderately high cavity finesse F = 100 and the high level of absorption in the crystal
made it impossible to conduct the cRASE experiment at the centre of the absorption
line as the large dispersion associated with the optical pumping drastically changed the
cavity dynamics. Operation in the wings of the absorption line was hampered by a low
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4LE optical decay time resulting from increased hyperfine inhomogeneity away from
the centre of the line. While a correlation could be observed between the ASE and
RASE, the feature bandwidth and limited 4LE decay time prevented the correlation
from being quantified with the inseparability criterion. Despite the limitations of this
experiment, promising evidence of efficiency enhancement was observed. The ratio of
ASE and RASE intensities increased to 12%, a factor of four enhancement over the
free-space experiment.
To further enhance the rephasing efficiency a new cavity design was proposed. A
lower cavity finesse of 30 should be ample to enhance the efficiency which, in conjunction
with a lower absorption crystal, will allow the RASE sequence to be conducted near
the centre of the absorption line, allowing the 4LE decay time to be optimised. The
preparation and rephasing pules will be applied off-axis to simplify the cavity dynamics
and remove the distortion of the pi-pulses. With such a design, there is great promise
of achieving high RASE efficiency while maintaining low noise operation.
In summary, this thesis presented an experimental investigation of an entangled
light source based on rephased amplified spontaneous emission. I have demonstrated
that the four-level RASE scheme can be used to produce multimode entangled light
with high fidelity, that it inherently contains a spin-wave quantum memory that can
provide long-term storage of the entanglement and that there is strong evidence that
high efficiencies are obtainable. RASE represents a promising technique for generating
and storing entanglement for use in quantum networks.
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