Abstract-In this paper, we consider a linear supervised dimension reduction method for classification settings: Stochastic Discriminant Analysis. This method matches point similarities in the projection space with those in a response space. These similarities are represented by t-distributed joint pairwise prob abilities. The matching is done by minimizing the Kullback Leibler divergence between the two probability distributions. The performance of the algorithm is compared against state-of-the art methods in supervised dimension reduction. We found that the performance of SDA is comparable to (and sometimes better than) state-of-the-art methods in supervised linear dimension reduction. In the presence of multiple classes, low-dimensional SDA projections led to higher classification accuracies.
I. INTRODUCTION
Dimension reduction is related to the fundamental problem of determining what portion of the data is useful. Often thought to tackle the problem of which variables we want to preserve and what we can discard, in our setting, dimensionality reduc tion is combining variables into meaningful new variables that are useful for classification or regression.
The literature over Fisher's Linear Discriminant Analysis (LDA) [1] and its different modifications is vast. LDA produces a linear projection of the original data in a low-dimensional hyperplane. The cost function in LDA maximizes between class scatter while minimizing the within-class scatter. LDA has problems with singular within-class scatter matrices, which is why it is often coupled with PCA in image recognition tasks [2] . Partial Least Squares regression is a supervised linear di mension reduction technique that tries to find subspaces in the input matrix that explain the largest amount of variance in the response matrix. When used with categorial response variables it is referred to as PLS-DA [3] . Kernel Dimension Reduction (KDR) [4] is a sufficient dimension reduction method [5] for classification and regression data. A sufficient dimension reduction contains all the regression information that the original space contained about the response variable. KDR tries to find the central subspace [5] for the input data, which in the intersection of all dimension reduction subspaces. The method is demanding in terms of computation and memory consumption. A gradient version of KDR has been developed for faster computation, called gKDR [6] . Supervised PCA by Barshan et al. is a regression technique that finds the principal components with maximum dependence on the given response variable. SPCA tries to find variables that are orthogonal in a 978-1-4799-1959-8/15/$31.00 @2015 IEEE kernel space of the response variable. A dual-space and kernel variant of SPCA (KSPCA) [7] have also been developed, extending the usage scenarios of the method.
All the methods discussed previously were supervised techniques. The following methods use no output information produce their embeddings. Neighborhood embedding tech niques recreate a high-dimensional neighborhood structure in a low-dimensional space. The methods preserve point-to-point neighborhood relations. The low-dimensional embedding is created by defining joint probability distributions based on point-to-point adjacencies in both high-dimensional and low dimensional space. An information divergence between these two joint probability distributions is then iteratively decreased. The most common information divergence is the Kullback Leibler divergence [8] .
Some of the most popular and famous point-to-point map pings are t-SNE [9] and NeRV [10] . t-SNE describes high dimensional point adjacencies as probabilities calculated from Gaussian kernels and low-dimensional adjacencies as proba bilities calculated from t-distributed kernels. The motivation for the asymmetric matchup being that it solves the so called crowding problem. NeRV matches a convex combination of the divergences between the low-dimensional point adjacencies to the high-dimensional point adjacencies and vice versa. The proportion is hand-tuned, giving the user some control in penalizing precision and recall errors. Parametric methods pro vide a mapping of the data points. Amongst others, Parametric t-SNE learns a mapping by using a deep neural network.
In this paper, we present a supervised dimensionality re duction technique for classification. We are looking for a linear mapping of the data points from the high-dimensional space to the low-dimensional embedding by matching t-distributed joint probabilities. The matching is done using the Kullback Leibler divergence. The method is similar to LDA in the regard that we want to maximize the between-class distances and minimize within-class distances, with a focus on extremely low-dimensional projections with multiple classes.
In what follows, Section II discusses the proposed method. Section III discusses how to minimize the cost function. Sec tion IV evaluates the proposed method experimentally against some traditional and state-of-the-art approaches to dimension reduction. Finally, Section V summarizes the discussed topics. 
where E > 0 is any small number. The target probabilities define ideal distances. By setting E -+ 0 we essentially have a stochastic version of the LDA principle: minimize within-class (Yi = Yj) and maximize between-class (Yi i=-Yj) distances.
The Kullback-Leibler divergence [11] is a measure of inef ficiency when trying to encode a distribution P using another distribution Q. For two discrete probability mass functions P and Q, the divergence is DKdPIIQ) = 2:. ;: 1 Pi log ( p;jqi)'
where i = 1, ... , N is the index of the probability point masses. The Kullback-Leibler divergence is zero only in the case that Q = P. However, it is not a real distance because it does not fulfill the triangle inequality and it is not symmetric. We can write the cost function as:
We are searching for the thin linear projection matrix W that minimizes the Kullback-Leibler divergence of approxi mating probability distribution P with Q. The inefficiency of encoding ideal distances in the response space using realized distances in the embedding space is measured. Matching distances creates a regular simplex structure if the target dimension is high enough. This optimal structure is found already in v-I dimensional space, where v is the number of classes in the dataset. The motivation for using the t distribution to model low-dimensional distances comes from t-SNE [9] . The heavy tailed t-distribution compensates for the mismatch of space sizes, allowing points to be mapped farther away than their target distances would dictate. In SDA, volumes in the high-dimensional space are in the power of v-I, while volumes of the low-dimensional space are in the power of dt. Multiclass embedding in low-dimensional spaces is therefore promoted. The expected effect is shown in Figure 1 .
In practice, the optimization criterion converges slowly with small values of E. Therefore we choose E = l/v in general. We can also use an additive Tikhonov regularization term [12] . If the value of the regularization term ,\ is searched by cross-validation, we refer to the method as Regularized SDA, denoted as RSDA. Normally ,\ is set to zero. Tikhonov regularization is often applied to ill-posed [13] problems. In SDA, we have local solutions where the solution depends on the initialization. The initial solution in SDA is obtained with PCA, giving orthogonal vectors with maximum variance. In high-dimensional cases, regularization can help in moving past the initialization. Additionally, the optimization process can also be made smoother by constraining the elements of W.
III. COST FUNCTION
Equation (3) presented the cost function. The minimum of that cost function is approached by minimizing its gradient. The essential steps in obtaining the gradient are written here.
We use the shorthand notation qij = q ij(W). We also write the distance in the embedding space as Dij = Dij (W) = Ilzi(W) -Zj(W)II § = TijWWTT� = (Xi -Xj)WWT(Xi Xj) T. The matrices P, Q, Q and Dare JR n x n matrices. Pij , qij, qij and Dij denote their elements.
since 2:.7 =1 2:.; =1 Pij k = ( 2:.7 =1 2:.; =1 pij)k = k, where k is an arbitrary constant. Here (1 + Dij)-l = q ij denotes the unnormalized probability. Adding the regularization we get
In matrix form the expression becomes
Here 8 denotes the Hadamard product and G + is a sym metrized matrix of G E IR nxn and A E IR nxn is a diagonal matrix containing the row sum of G +. The matrix L is the difference between two Laplacian matrices L = Lp -LQ, where Lp an� LQ are calculated 1!om the adjacency matrices Gp = P 8 Q and GQ = Q 8 Q. A Laplacian matrix is a sYlmnetric diagonally dominant matrix and therefore positive semi-definite, however L need not be positive semi-definite.
There are many ways of optimizing the cost function based on gradient information alone, for example Conjugate Gradient [14] , [15] , [16] methods and the Limited-memory BFGS algo rithm [17] , [15] are efficient at solving problems with a large number of variables. The partial Hessian H+ = 2XTLpX has been successfully used in neighborhood embedding methods, where it is called Spectral Direction optimization [18] .
IV. EXPERIMENTAL EVALUATION
The experimental evaluation is divided into two parts. First, three case studies on different datasets are conducted in subsection IV-A. In the case studies, the classification accuracies for a range of target dimensionality values are calculated and 2D projections are visualized. We will also describe a regularization parameter search scheme for SDA in subsection IV-AI and compare the runtime with different optimization algorithms in subsection IV-A4. In subsection IV-B, a comparison of the 2D projection qualities of state of-the-art methods is conducted over a range of datasets. The utilized datasets are summarized in Table I. We will define the hyperparameters used of various meth ods here. Our proposed method SDA is initialized with the PCA initial solution is all tests. In SPCA, we chose the delta kernel [7] for the response space. In the kernel version of SPCA, we selected the delta kernel for response space and a Gaussian kernel for the input space, setting the width of the Gaussian to the median value of the squared interpoint distances. gKDR was run in the partitioning mode (v) to reduce its memory requirements. The variables of each dataset were standardized: mean-centered and normalized to unit variance. 1) The Olivetti faces dataset: In our tests, two thirds of the data was randomly selected as training data elements and one third as test elements. The random selection was repeated ten times to acquire error bars. Cross-validation for RSDA
Logarithm of regularization value log lQ ( \eg ) In the Olivetti dataset, Tikhonov regularization was used Embedded Olivetti faces. Accuracy= 0.60 to guide the optimization process. The appropriate amount of regularization was searched by cross-validation. A random se lection of 80% of the learning subset was used for training and 20% were used for cross-validation. The best value is searched by trying six logarithmically spaced samples of A from 10 2 to 10-8 . In total, ten regularization values are explored in the cross-validation search. Among these values, the one that gives the smallest 1-NN classification error is called A *, which is the regularization value used in the tests that follow. Figure 2 shows one regularization search procedure. The classification error is plotted against the logarithm of the regularization term.
The dimension reduction in the figure is to 2D. We can observe that the search is magnified twice in the region A = 10 0 .
Finally, the I-NN classification error on the cross-validation dataset was found to be the smallest when A = 10-0 . 2) The USPS dataset: The US Postal Service [19] dataset contains 9298 hand-written images of digits. Each digits is represented by 16-by-16 pixel grey-scale images, giving 256 data dimensions. The data was divided into a training set and test set the same way as in the Olivetti dataset. The I-NN classification accuracies are shown in Figure 6 . SDA has the highest accuracies for small dimension reduction tasks. We can observe a saturation in LDA, SPCA and SDA. The saturation is related to the fact that the defined optimal simplex structure of the data is reached already at 9 dimensions. PCA, PLS DA and gKDR-v approach or exceed the initial classification accuracy 96.3% in higher target dimensions.
The three best performing 2D linear embedding of the data points are compared in Figure 7 . In general, we can see that LDA and PLS-DA resemble multidimensional simplexes projected onto a subspace with too many classes crowding near the origin. Such projections are not ideal in the presence of multiple classes. On the contrary, SDA tends to fill a 2D circle, ultimately resulting in a higher class discrimination ability. 3) COIL-20 Object Images: The Columbia Object Image Library contains rotating images of 20 objects, photographed at 5 degree intervals, giving the dataset a structure [20] . The images are 128-by-128 pixel grey-scale images. The test set and cross-validation set were generated differently on COIL-20 (compared to Olivetti and USPS) to exploit the structure in the dataset. The test data was generated with 24-fold partitioning and the cross-validation data by selecting five elements from the training set. This selection of test points made it easier to analyze the scatter plots (less clutter, more expected visual structure). Figure 8 shows classification accuracies for the previous techniques calculated over the dimensions two to five.
The tolerance for the SDA algorithms was set at 10-5 . SDA and RSDA can in average identify over 90% of the classes in with two variables. At 5D, most algorithms perform similarly. The three best performing embeddings of the COIL-20 dataset are shown in Figure 9 . 
4) Computational complexity and runtime comparison:
The computational complexity of SDA in gradient based methods is largely determined by the number of times the gradient in Equation (6) is evaluated. The matrix evaluation has the complexity O(dn2 + dDn), where D is the dimensionality of the input space, d is dimensionality of target space and n is the number of samples. As such, optimizers that require as few function evaluations as possible would be efficient choices. Target dimension Gradient descent [15] GO with Barzilai and Borwein step length [15] Conjugate gradient (Hestenes-Stiefel update) [15] Preconditioned CG (LBFGS preconditioning ) [15] Conjugate gradient (Polak-Ribiere update) [16] Limited-memory BFGS [15] Spectral direction (Modified Newton's method) [15] TABLE II: Different optimizers compared.
The processing time of the algorithms in Ta ble II is com pared on the three featured datasets for 2D SDA embeddings in Figure 10 . The fastest algorithm differs depending on the characteristics of the dataset. The spectral direction method converges faster and at a lower level than the other algorithms in the USPS dataset. Convergence is reached in about 2 minutes. The number of variables is still small enough so that the partial Hessian information can be utilized cost-efficiently. The Olivetti and COIL-20 datasets contain a much larger number of variables. The Hessian is a dD-by-dD matrix, resulting in costly operations involving the Hessian. In COIL-20, the partial Hessian is re-evaluate only every 20 iterations to increase the performance. We can see that the LBFGS algo rithm and different forms of the nonlinear conjugate gradient method are faster choices when doing dimensionality reduction for very high-dimensional spaces.
B. Comparison over multiple datasets
In this subsection we compare the proposed method with state-of-the-art linear embeddings especially for visualization settings (2D). The algorithms were run over three standard UCI datasets [21] , three large datasets (more than 4000 data points) and three very high-dimensional datasets (more than 4000 input dimensions). In general, the algorithms were run for different selections of training and test points 10 times to obtain the confidence intervals. The COll.,-20 and COIL-100 datasets were evaluated in the principle of leave-three-out, as discussed in subsection IV-A3. As a preprocessing step, the original color images in COIL-IOO were transformed to gray-scale images and all data sets were normalized [22] . In the tables that follow, a distinction is made between different dimension reduction types: none, supervised and unsupervised. The different types are separated by horizontal lines. The regularization parameter was searched in an identical way as in the Olivetti dataset in most datasets, the exceptions being COIL-20 and COIL-lOO, which were evaluated as described in subsection IV-A3. Large datasets: Three large datasets were compared. Two datasets were optical number recognition tasks (MNIST, VSPS) and one was a phoneme recognition dataset. The phoneme dataset contains three vowel pronunciations (aa,ao,iy) and two consonants (dcl,sh), in which aa and ao are difficult to separate [23] , [24] . In SDA, the optimality tolerances for the large datasets were set at 10-5 and the tests were repeated 10 times each. The results can be seen in Table IV . SDA performs favorably in all tests. The difference in performance between SDA and RSDA are within one or two standard errors in the large datasets too. Based on the results, RSDA and SDA produce just as good embeddings on these datasets.
High-dimensional datasets:
A face recognition dataset (Olivetti faces) and two object recognition data sets (COIL-20 and COIL-lOO) were compared. The I-NN out-of-sample classification accuracies are shown in regularized algorithm has the highest accuracy among the tested algorithms on all datasets. The tolerance for optimality was set at 10-5 in Olivetti and COIL-20 and at 10-4 in COIL-lOO. The tolerances for the regularization search were set at one magnitude higher than the final algorithm, at 10-4 resp. 10-3 . Optimizing with RSDA, including the A search procedure, was in average faster than using no regularization (A = 0) in COIL-lOO, with the median time 88 min vs. 215 minll.
V. CONCLUSION
The proposed method is useful especially at extremely low dimensional projections of datasets with numerous classes that ordinary discriminant analysis algorithms manage poorly. The generalization ability of the method increases until the optimal structure is found in v-I dimensions, where v is the number of classes. The method performs better than state-of-the-art linear projections in extremely low-dimensional projections. Tikhonov regularization was found to increase classification accuracies in very high-dimensional datasets.
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Olivetti faces COIL-20 COIL-lOO The fastest methods differ depending on the characteristics of the datasets.
