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a b s t r a c t
In solving semilinear initial boundary value problems with prescribed non-periodic
boundary conditions using implicit–explicit and implicit time stepping schemes, both the
function and derivatives of the function may need to be computed accurately at each
time step. To determine the best Chebyshev collocation method to do this, the accuracy
of the real space Chebyshev differentiation, spectral space preconditioned Chebyshev tau,
real space Chebyshev integration and spectral space Chebyshev integration methods are
compared in the L2 and W 2,2 norms when solving linear fourth order boundary value
problems; and in the L∞([0, T ]; L2) and L∞([0, T ];W 2,2) norms when solving initial
boundary value problems. We find that the best Chebyshev method to use for high
resolution computations of solutions to initial boundary value problems is the spectral
space Chebyshev integration method which uses sparse matrix operations and has a
computational cost comparable to Fourier spectral discretization.
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1. Introduction
The motivation for the comparison of these spectral methods is to compute solutions to high order semilinear initial
boundary value problems found in elastodynamic models for microstructure formation during phase transitions in which
a small Ginsburg or capillarity term is added. Typical examples of these semilinear initial boundary value problems can
be found in studies in [1–3]. Many previous studies of microstructure formation with non-periodic boundary conditions
have used low order finite difference or finite element methods, see, for example, Ahluwalia et al. [1], Vainchtein [4], Dondl
and Zimmer [5] and the review in [6]. An objective of this study is to show that Chebyshev collocation methods efficiently
simulatemultiscale phenomena in regular but non-periodic domains and should be considered as a viable alternative to low
order methods.
In a typical implicit–explicit (IMEX) or fully implicit time stepping scheme for an initial boundary value problem, not
only is the function required at each time step, but derivatives of the function may also be required to calculate the explicit
part of the time step or to perform fixed point or Newton iterations in a fully implicit time stepping scheme. To determine
the best method to do this, the accuracy of approximate solutions and derivatives of approximate solutions obtained using
different Chebyshev collocation methods in solving linear and initial boundary value problems are compared. The accuracy
of solutions to linear boundary value problems are studied because in typical time stepping schemes, a linear boundary
value problem is solved at each time step or iteration.
Chebyshev collocationmethods have also been used to obtain high resolution numerical solutions to the KdV, Allen–Cahn
and Cahn–Hilliard equations — see, for example, Xu and Tang [7] and Kassam and Trefethen [8]. They may also be useful in
examining solutions to conservation laws, such as Burgers equation regularized by viscosity and dispersion, see, for example,
Chen et al. [9] or Hesthaven et al. [10]. Here, numerical simulations can indicate the existence of possible vanishing viscosity
or vanishing dispersion limits in bounded domains. Kaneda and Ishihara [11] have also used spectral methods to examine
scaling laws for turbulent flow with periodic boundary conditions. As explained in [12] and in [13], it is also of interest to
examine wall bounded flows. This can be done using Chebyshev spectral methods, for example Torres and Coutsias [14] use
a mixed Chebyshev–Fourier discretization to solve the Navier–Stokes equations in a disk.
Following this introduction is a review of previous studies of Chebyshev collocationmethods. The next sections contain a
description and a comparison of the accuracy of the Chebyshev spectral integral, preconditioned Chebyshev differentiation
and real space Chebyshev differentiation methods in solving linear boundary value problems. An IMEX and a fully implicit
time stepping scheme that can use these Chebyshev spatial discretizations for solving initial boundary value problems are
then described. Following this, the results of a numerical examination of the spatial and temporal convergence of the IMEX
time stepping scheme for amodel problem from the dynamics of phase transformations are summarized. In the final section
we show that the fully implicit scheme can be used to simulate problemswith stiff nonlinearities forwhich the IMEX scheme
does not converge.
2. Previous work
There have been many studies of preconditioned Chebyshev and Chebyshev integration methods for boundary
value problems, but none of these studies has numerically examined the accuracy of these methods in norms that
include derivatives. The preconditioned Chebyshev tau method (hereafter referred to as the preconditioned Chebyshev
differentiation to contrast it to the Chebyshev integration method) is described in [15, p. 119] and in [16, p. 173], and has
been extended to general orthogonal polynomial expansions in [17]. Funaro andHeinrichs [18] andTuckerman [19] have also
discussed similar preconditioning methods for other orthogonal polynomial systems. Both the Chebyshev integration and
preconditioned Chebyshev differentiation methods allow for the solution of linear boundary value problems in Chebyshev
spectral space in O(N) operations, and thus by using a Fast Fourier Transform, in O(N logN) operations in real space.
Unfortunately, the preconditioned Chebyshev differentiationmethod does not immediately give derivatives of the function,
and these must be obtained by differentiation. As has been noted in many studies, numerical differentiation of Chebyshev
interpolants is sensitive to errors introduced by finite precision arithmetic in both real space (see, for example, Trefethen and
Trummer [20] orWeideman and Trefethen [21]) and in spectral space if the spectral coefficients are not carefully computed
(see, for example, Coutsias et al. [17] or Hesthaven et al. [10, p. 217]). Clenshaw [22] was the first documented user of the
Chebyshev integrationmethod in spectral space and El-Gendi [23,24] the first documented user of the Chebyshev integration
method in real space. Greengard [25] showed that by using the Chebyshev spectral integration method to obtain numerical
solutions to two-point linear boundary value problems in Chebyshev spectral space, it is possible to calculate derivatives
without the numerical instability associated with differentiation. Coutsias et al. [17] generalized Greengard’s results to
expansions in other orthogonal polynomials and suggested methods to solve the resulting linear systems efficiently. It
should be noted that Coutsias et al. [17] refer to the spectral space Chebyshev integration method as the postconditioned
Chebyshev method to contrast it to the preconditioned Chebyshev method. However, the term integration better captures
the notion that a smoothing operation which does not amplify errors occurs, and so this will be used here. Hiegemann [26]
has also found that the spectral space Chebyshev integration method is useful for solving fourth order boundary value
problems and that the small condition numbers of the resulting linear systems, makes it possible to solve them rapidly
using iterative methods. Hiegemann [26] also demonstrates how to formulate the Chebyshev integration method for non-
constant coefficient linear boundary value problems and for time dependent problems. A recent implementation of the real
space Chebyshev integration method can be found in [27].
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The Chebyshev integration method in spectral space has so far primarily been used in IMEX schemes for initial boundary
value problems with at most two spatial derivatives, for example in [14,28,29]. Clenshaw [22] and Elliot [30] have also
used versions of the Chebyshev integration method in spectral space for linear two-point boundary value problems and
for the time-dependent heat equation respectively; however, because their papers were published in 1957 and 1960,
the advantages of their method in comparison to other numerical methods in use today are not indicated. Khater and
Temsah [31,32] have used the real space Chebyshev integration method to solve third, fourth and fifth order semilinear
initial boundary value problems.
Zebib [33] has also shown that, by solving for the highest derivative in a fourth order nonlinear boundary value problem
and then integrating to obtain the lower order derivatives, the accuracy of Galerkin solutions to nonlinear boundary value
problems can be improved. When using a full Galerkin method, an iterative solution of the resulting nonlinear equations is
required. Zebib [33] found that it was computationally expensive to use Newton iteration scheme with a large number of
modes when high spatial resolution simulations were required.
Mai-Duy [34] and Mai-Duy and Tanner [35] have also compared the accuracy in the L2 norm of the real space Chebyshev
collocation differentiation and spectral space Chebyshev collocation integrationmethods to obtain solutions to linear fourth
order boundary value problems. They found that the Chebyshev integration method in spectral space gave more accurate
results than the Chebyshev collocation differentiation method. They did not use a large number of modes, nor did they
examine the accuracy of the method in norms which included derivatives, so they did not show when the extra effort of
using the integration method instead of the collocation differentiation method is justified.
Most implementations of the Chebyshev integration method have been in Chebyshev spectral where the sparse matrix
structure leads to a low operation count and hence allows for fast algorithmswhenmany discretization points are used. It is
also possible to formulate the Chebyshev integrationmethod in real spacewhich avoids the use of the Fast Fourier Transform,
but requires the use of densematrices. A recent implementation of thismethod can be found in [36]. Driscoll [37], Deloff [38],
Mihalia andMihalia [39] and Stern [40] have found that the Chebyshev integrationmethod in real space is useful for solving
the Schrödinger equation — a particularly interesting observation is that the method can be used to solve boundary value
problems which have continuous solutions, but have discontinuous derivatives.
3. Boundary value problems
In this section, the real space Chebyshev differentiation, the spectral space preconditioned Chebyshev differentiation,
the Chebyshev integration method in spectral space and the Chebyshev integration method in real space are described. It is
implicitly assumed that space is discretized using a collocation schemewith Chebyshev polynomials of the first kind so that
Tn(x) := cos n cos−1 x,
with x evaluated at the Chebyshev Gauss–Lobatto points,
xi := cos pi iN , i = 0, . . . ,N.
The reason for using this discretization is that it allows the use of the Fast Fourier Transform to calculate integrals and
derivatives when computing solutions.
3.1. Spatial discretization
We explain the differences between the different Chebyshevmethods by considering the linear boundary value problem
Awxxxx + Bwxx + Cw = f (x)
w(−1) = 0, w(1) = 0, wx(−1) = 0, wx(1) = 0, (3.1)
where w is the displacement, A, B and C are constants, x ∈ [−1, 1] is the position and f (x) is a smooth but otherwise
unrestricted function.
3.1.1. The real space Chebyshev differentiation method
The Chebyshev differentiation matrix method as described in [41, p. 145] amounts to solving the following linear matrix
equation(
AD¯4 + BD2 + CI)w = f . (3.2)
Here Dk is the real space Chebyshev differentiation matrix of order k, D¯4 is a modification of the fourth order real space
Chebyshev differentiation matrix which has been changed to ensure that the approximate solution satisfies the boundary
conditions given in Eq. (3.2), I is the identity matrix, w is a vector with the approximate solution values for w at the nodal
points, and f is a vector with the forcing function values at the nodal points. As explained in [41, p. 58] and in [16, p. 88],
the formulas for the entries in the matrix D can be derived by differentiating interpolating polynomials and evaluating the
derivatives at the nodal points. The entries for D are given by the following theorem, the statement of which is taken from
Trefethen [41, p. 53].
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Fig. 1. Sparsity pattern of the discretized real space boundary value problem differentiation operator D˜4 + D2 + I with 257 Chebyshev modes. The figure
shows that the matrix is dense and should be compared with Figs. 2–4 for the other implementations of Chebyshev collocation methods.
Theorem 3.1 (Chebyshev Differentiation Matrix). For each N ≥ 1, let the rows and columns of the (N+1)× (N+1) Chebyshev
spectral differentiation matrix D be indexed from 0 to N. The entries of this matrix are
(D)00 = 2N
2 + 1
6
, (DN)NN = −2N
2 + 1
6
(3.3)
(D)jj = −xj2(1− x2j )
, j = 1, . . . ,N − 1 (3.4)
(D)ij = cicj
(−1)(1+j)
(xi − xj) , i 6= j, i, j = 0, . . . ,N (3.5)
where
ci :=
{
2, i = 0 or N,
1, otherwise.
In all computational experiments considered here, D was obtained using the function cheb.m which can be found
in [41, p. 58]. This function does not use the formulas in Theorem 3.1 directly, but uses a more numerically stable
implementation, a further discussion of numerically stable implementations for Chebyshev differentiation matrices can
be found in [10, p. 217].
Note that the solution of the linear system in Eq. (3.2), only gives w and not its derivatives. Note also that D¯4 6=
(D1)4 because the highest order differentiation matrix is modified to ensure that the solution satisfies clamped boundary
conditions. To be precise, as explained in [41, p. 146], we restrict our search for polynomial interpolants that satisfy the
boundary conditions by obtaining solutions in polynomials that have (1 − x2) as a factor. Thus, if xi ∈ [0, 1] is the ith
Chebyshev Gauss–Lobatto node and x is a vector with the node locations, then
D¯4 = [diag(1− x2)D4 − 8diag(x)D3 − 12D2]× diag [ 1
1− x2
]
where diag(x) is a diagonal matrix whose entries are from the vector x. As shown in Fig. 1, the resulting differentiation
matrices are full, so solving the large linear systems using these matrices can take some time when many discretization
points are used.
3.1.2. The spectral space preconditioned Chebyshev differentiation method
The fourth order real space Chebyshev differentiation matrices have a condition number of O(N8) and are dense. As
explained in [21], it is therefore difficult to use this method when a large number of grid points are required. A more
suitable method is the preconditioned differentiation method which has a condition number of O(N4) and is sparse. To
obtain the preconditioned differentiation method as described in [15, p. 119], Eq. (3.2) is transformed into an equation for
the coefficients of the truncated Chebyshev expansions forw and f , denoted by wˆ and fˆ respectively. The resulting infinite
system of equations is truncated, to obtain(
ADˆ4 + BDˆ2 + CI
)
wˆ = fˆ , (3.6)
where Dˆk is the kth order Chebyshev differentiation matrix in Chebyshev spectral space (the entries of these spectral
differentiation matrices can be found in [10, p. 258] or in [17]). The resulting equations are then multiplied by the highest
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order integration matrix to obtain the sparse system of equations(
AP̂D
4 + BP̂D2 + C P̂D0 + ˆLBC1
)
wˆ = P̂D4 fˆ + R̂BC1. (3.7)
Here P̂D
k
is the preconditioned Chebyshev differentiation matrix of order k in which the four rows for the coefficients of
the four highest order Chebyshev polynomials have been set to zero, wˆ is the vector with coefficients for each Chebyshev
polynomial for the approximation of w and fˆ is the vector with the coefficients for each Chebyshev polynomial for the
approximation of f . The reason for setting the first four rows in the matrices P̂D
k
to zero is that the equations for the
highest modes are used to enforce the boundary conditions exactly, instead of satisfying the differential equation. Thus
ˆLBC1 contains the coefficients for the boundary conditions in Chebyshev spectral space and R̂BC1 contains the values of
these boundary conditions.
We now describe how to find the entries of the fourth order preconditioned Chebyshev differentiation matrices. We do
so by extending Gottlieb and Orszag’s [15, p. 119] second order preconditioned Chebyshev differentiation matrix approach.
The formulas for the fourth order preconditioned Chebyshev differentiation matrices are similar to those for the second
order preconditioned Chebyshev differentiation matrices, but, as they are not available elsewhere, we give them here. The
presentation is similar to that in [16, p. 173] and [15, p. 119] for second order linear boundary value problems.
We expand g ,w,wxx andwxxxx in Eq. (3.1), in terms of Chebyshev polynomials,
g =
∞∑
n=0
gnTn(x), w =
∞∑
n=0
anTn(x), wxx =
∞∑
n=0
a′′nTn(x)
and wxxxx =
∞∑
n=0
a′′′′n Tn(x).
We equate modal coefficients in Eq. (3.1),
Aan + Ba′′n + Ca′′′′n = gn. (3.8)
We now consider approximations of w, wxx and wxxxx obtained by finite Chebyshev series with N + 1 terms. The
preconditioned matrices can be found from a relationship between an, a′′n , and a′′′′n by using the recursion relation
2nan = cn−1a′n−1 − a′n+1, (3.9)
where
cn :=
{0, n < 0 or n > N,
2, n = 0,
1, otherwise.
This recursion relation can be found in [16, p. 87] or [15, p. 161]. Using Eq. (3.9) repeatedly we find that
an = cn−1 a
′
n−1
2n
− a
′
n+1
2n
, (3.10)
an = cn−1cn−24n(n− 1)a
′′
n−2 −
[
cn−1
4n(n− 1) +
cn
4n(n+ 1)
]
a′′n +
1
4n(n+ 1)a
′′
n+2, (3.11)
an = cn−1cn−2cn−38n(n− 1)(n− 2)a
′′′
n3 −
[
cn−1cn−2
8n(n− 1)(n− 2) +
c2n−1
8n2(n− 1) +
cncn−1
8(n+ 1)n2
]
a′′′n−1
+
[
cn−1
8n2(n− 1) +
cn
8(n+ 1)n2 +
cn+1
8(n+ 2)(n+ 1)n
]
a′′′n+1 −
1
8(n+ 2)(n+ 1)na
′′′
n+3, (3.12)
an = cn−1cn−2cn−3cn−416n(n− 1)(n− 2)(n− 3)a
′′′′
n−4 −
[
cn−1cn−2cn−3
16n(n− 1)(n− 2)(n− 3) +
cn−1c2n−2
16n(n− 1)2(n− 2)
+ c
2
n−1cn−2
16n2(n− 1)2 +
cncn−1cn−2
16(n+ 1)n2(n− 1)
]
a′′′′n−2 +
[
cn−1cn
16n(n− 1)2(n− 2) +
c2n−1
16n2(n− 1)2
+ cncn−1
16(n+ 1)n2(n− 1) +
cncn−1
16(n+ 1)n2(n− 1) +
c2n
16(n+ 1)2n2 +
cn+1cn
16(n+ 1)2n2
]
a′′′′n
−
[
cn−1
16(n+ 1)n2(n− 1) +
cn
16(n+ 1)2n2 +
cn+1
16(n+ 2)(n+ 1)2n +
cn+2
16(n+ 3)(n+ 2)(n+ 1)n
]
a′′′′n+2
+ 1
16(n+ 3)(n+ 2)(n+ 1)na
′′′′
n+4. (3.13)
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Eqs. (3.10)–(3.13) are now used to obtain a sparse matrix system for Eq. (3.1). Eq. (3.13) is of the form,
an = µ1a′′′′n−4 + µ2a′′′′n−2 + µ3a′′′′n + µ4a′′′′n+2 + µ5a′′′′n+4, (3.14)
where after some simplification and using the fact that we are interested in coefficients for 4 ≤ n ≤ N to eliminate cn, we
find that
µ1n := cn−416n(n− 1)(n− 2)(n− 3) , µ2n := −
1
4(n+ 1)n(n− 1)(n− 3) ,
µ3n := 38(n+ 2)(n+ 1)(n− 1)(n− 2) , µ4n := −
1
4(n+ 3)(n+ 1)n(n− 1)
and
µ5n := 116(n+ 3)(n+ 2)(n+ 1)n . (3.15)
Eliminating a′′′′n from Eq. (3.8) by using Eq. (3.13) gives,
A (µ1nan−4 + µ2nan−2 + µ3nan + dn+2µ4nan+2 + dn+4µ5nan+4)
+ B (µ1na′′n−4 + µ2na′′n−2 + µ3na′′n + dn+2µ4na′′n+2 + dn+4µ5na′′n+4)+ Can
= (µ1ngn−4 + µ2ngn−2 + µ3ngn + dn+2µ4ngn+2 + dn+4µ5ngn+4) , (3.16)
which holds for 4 ≤ n ≤ N and for which
dn :=
{
0, n < 0 or n > N,
1, otherwise.
We now eliminate a′′n−4, . . . , a
′′
n+4 from Eq. (3.16). To do so Eq. (3.11) is used along with the observation that
µ1na′′n−4 + µ2na′′n−2 + µ3na′′n + µ4na′′n+2 + µ5na′′n+4 = ν1nan−2 + ν2nan + ν3nan+2, (3.17)
where after some simplification and again using the fact that we are interested in the case 4 ≤ n ≤ N to eliminate cn, we
find that
ν1n = 14n(n− 1) , ν2n = −
1
2(n− 1)(n+ 1) and ν3n =
1
4n(n+ 1) . (3.18)
The final matrix system is
A (µ1nan−4 + µ2nan−2 + µ3nan + dn+2µ4nan+2 + dn+4µ5nan+4)
+ B (ν1nan−2 + ν2nan + dn+2ν3nan+2)+ Can
= (µ1ngn−4 + µ2ngn−2 + µ3ngn + dn+2µngn+2 + dn+4µ5ngn+4) , (3.19)
which holds for 4 ≤ n ≤ N . This gives a system ofN+1 unknowns andN+3 equations. The last four equations are obtained
from the boundary conditions, w(±1) = 0 and wx(±1) = 0. We use the values of the Chebyshev polynomials and their
first derivatives at x = ±1, which are
Tn(±1) = (±1)n and dTndx (±1) = (±1)
n+1n2,
and can be found in [10, p. 258]. The equations for the boundary conditions are then
0 =
N∑
n=0
(±1)nan and 0 =
N∑
n=0
(±1)n+1n2an. (3.20)
This set of equations corresponds to the matrix system(
APˆD
0 + BPˆD2 + C PˆD4 + ˆLBC1
)
wˆ = PˆD0gˆ + ˆRBC1, (3.21)
in which wˆ is a vector with the coefficients for the Chebyshev series ofw, the equations for the boundary conditions are in
ˆLBC1 and ˆRBC1 contains the values of these boundary conditions.
Note again that, the linear system in Eq. (3.7) is solved to find an approximate solution tow, and thus this solution needs to
be differentiated numerically to obtain approximations of the derivatives of the exact solution. This differentiation can either
be done in spectral space by using the dense upper triangular spectral differentiation matrices shown in Fig. 2(b), which,
if there are N modes, requires O(N2) operations, or by transforming to real space and using the Fast Fourier Transform to
differentiate the resulting series, (see, for example, Trefethen [41, p. 78]) which requires O(N logN) operations. The sparsity
pattern for the preconditioned matrix operator is shown in Fig. 2(a). Since this matrix is sparse, the solution of the system
of equations in Eq. (3.7) requires O(N) operations.
B.K. Muite / Journal of Computational and Applied Mathematics 234 (2010) 317–342 323
0 50 100 150 200 250
0
50
100
150
200
250
0 50 100 150 200 250
0
50
100
150
200
250
(a) Discretized spectral space Chebyshev
preconditioned boundary value problem
differentiation operator P̂D
0 + P̂D2 + P̂D4 + ˆLBC1.
(b) Discretized spectral space Chebyshev
differentiation operator D˜.
Fig. 2. Sparsity patterns for the preconditioned Chebyshev space differentiation method with 257 Chebyshev modes, compare with Figs. 1, 3 and 4 for the
other collocation Chebyshev methods studied here.
3.1.3. The spectral space Chebyshev integration method
Greengard [25] explains that the Chebyshev integrationmethod amounts to solving for the highest order derivative once
Eq. (3.2) is transformed into an equation for the truncated Chebyshev expansions ofw and f (x)(
ASˆ0 + BSˆ2 + C Sˆ4 + L̂BC2
)
wˆxxxx = fˆ + R̂BC2. (3.22)
In this equation, L̂BC2 is a matrix with the equations that the coefficients of the Chebyshev expansion should satisfy, R̂BC2
is a vector with the values of these boundary conditions and wˆxxxx is a vector with the coefficients of the truncated series
expansion forwxxxx. The matrix L̂BC2 and vector R̂BC2 fix the four coefficients obtained from the indefinite integral ofwxxxx
by using the boundary conditions. This linear system is solved to find wˆxxxx, which is then integrated to find wˆ and its first
three derivatives.
The implementations of Chebyshev integration matrices that have been used in the literature differ. An implementation
for fourth order problems has been given in [27], but it is slightly different than the onewe use here, and sowe include all the
details of the construction of these matrices. To obtain the Chebyshev integration matrices, we use the following indefinite
integral identities (see, for example, Hesthaven et al. [10, p. 257]):∫
T0(x) = T1(x),
∫
T1(x) = T2(x)4 and
∫
Tn(x) = Tn+1(x)2(n+ 1) −
Tn−1(x)
2(n− 1) .
Suppose
wxxxx =
∞∑
n=0
bnTn(x). (3.23)
Then by using the indefinite integral identities we find that
wxxx = e3 +
(
b0 − b22
)
T1(x)+
∞∑
n=2
(
bn−1 − bn+1
2n
)
Tn(x), (3.24)
wxx = e2 +
(
e3 − b18 +
b3
8
)
T1(x)+
(
b0
4
− b2
6
+ b4
24
)
T2(x)
+
∞∑
n=3
(
bn−2
4n(n− 1) −
bn
2(n− 1)(n+ 1) +
bn+2
4n(n+ 1)
)
Tn(x), (3.25)
wx = e1 +
(
e2 − b08 +
b2
12
− b4
48
)
T1(x)+
(
e3
4
− b1
24
+ 3b3
64
− b5
192
)
T2(x)+
(
b0
24
− b2
32
+ b4
80
− b6
480
)
T3(x)
+
∞∑
n=4
(
bn−3
8n(n− 1)(n− 2) −
3bn−1
8(n+ 1)n(n− 2) +
3bn+1
8(n+ 2)n(n− 1) −
bn+3
8(n+ 2)(n+ 1)n
)
Tn(x), (3.26)
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and
w = e0 +
(
e1 − e38 +
b1
48
− 3b3
128
+ b5
384
)
T1(x)+
(
e2
4
− b0
24
+ 11b2
384
− b4
120
+ b6
1920
)
T2(x)
+
(
e3
24
− b1
128
+ 3b3
320
− b5
576
+ b7
5760
)
T3(x)+
(
b0
192
− b2
240
+ b4
480
− b6
1680
+ b8
13 440
)
T4(x)
+
∞∑
n=5
(
bn−4
16n(n− 1)(n− 2)(n− 3) −
bn−2
4(n+ 1)n(n− 1)(n− 3) +
3bn
8(n+ 2)(n+ 1)(n− 1)(n− 2)
− bn+2
4(n+ 3)(n+ 1)n(n− 1) +
bn+4
16(n+ 3)(n+ 2)(n+ 1)n
)
Tn(x). (3.27)
In these equations, ei are constants of integration and bi are the coefficients of the Chebyshev series forwxxxx. To implement
the method numerically, this infinite system of equations must be truncated. If there are N + 1 modes for wxxxx, then the
linear system above has N + 5 coefficients, one for each Chebyshev mode and 4 coefficients to be satisfied by the boundary
conditions.
After transforming the functions into the space of Chebyshev polynomials, the resulting equation for the integration
matrices is(
ASˆ4 + BSˆ2 + C Sˆ0 + L̂BC2
)
wˆxxxx = gˆ + R̂BC2,
in which the spectral integration matrix of order k is denoted by Sˆk. This system of equations is used to define each spectral
integration matrix. This system of equations is explicitly given by
Ae0 + Be2 + Cb0 = g0,
A
(
e1 − e38 +
b1
48
− 3b3
128
+ b5
384
)
+ B
(
e3 − b18 +
b3
8
)
+ Cb1 = g1,
A
(
e2
4
− b0
24
+ 11b2
384
− b4
120
+ b6
1920
)
+ B
(
b0
4
− b2
6
+ b4
24
)
+ Cb2 = g2,
A
(
e3
24
− b1
128
+ 3b3
320
− b5
576
+ b7
5760
)
+ B
(
b1
24
− b3
16
+ b5
48
)
+ Cb3 = g3,
A
(
b0
192
− b2
128
+ b4
480
− b6
1680
+ b8
13 440
)
+ B
(
b2
48
− b4
30
+ b6
80
)
+ Cb2 = g4,
and for 4 < n ≤ N ,
A
(
bn−4
16n(n− 1)(n− 2)(n− 3) −
bn−2
4(n+ 1)n(n− 1)(n− 3) +
3bn
8(n+ 2)(n+ 1)(n− 1)(n− 2)
− bn+2
4(n+ 3)(n+ 1)n(n− 1) +
bn+4
16(n+ 3)(n+ 2)(n+ 1)n
)
+ Cbn = gn.
Here bn = 0 for n > N and gn are the Chebyshev series expansion coefficients for g . To obtain the equations that fix the last
four coefficients, the boundary conditions,w(±1) = 0 andwx(±1) = 0, are imposed. This gives the following equations
0 = e0 ± e1 + e24 ∓
e3
12
− 7b0
192
± 5b1
384
+ 47b2
1920
∓ 9b3
640
− b4
160
± b5
1152
− b6
13 440
± b7
5760
+ b8
13 440
+
N∑
n=5
(−1)n
(
bn−4
16n(n− 1)(n− 2)(n− 3) −
bn−2
4(n+ 1)n(n− 1)(n− 3) +
3bn
8(n+ 2)(n+ 1)(n− 1)(n− 2)
− bn+2
4(n+ 3)(n+ 1)n(n− 1) +
bn+4
16(n+ 3)(n+ 2)(n+ 1)n
)
and
0 = e1 ± e2 + e34 ∓
b0
12
− b1
24
± 5b2
96
+ 3b3
64
∓ b4
120
− b5
192
∓ b6
480
+
N∑
n=4
(±1)n
(
bn−3
8n(n− 1)(n− 2) −
3bn−1
8(n+ 1)n(n− 2) +
3bn+1
8(n+ 2)n(n− 1) −
bn+3
8(n+ 2)(n+ 1)n
)
,
where again, bn = 0 for n > N . These equations are in the matrix ˆLBC2 and vector ˆRBC2. Once the matrix system is solved,
we can use the coefficients to find the functions and their derivatives using the truncated versions of Eqs. (3.23)–(3.27).
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Fig. 3. Sparsity pattern of the discretized Chebyshev spectral space boundary value problem integration operator S˜0+ S˜2+ S˜4+ L̂BC2with 257 Chebyshev
modes, compare with Figs. 1, 2 and 4 for the other collocation Chebyshev methods studied here.
An important observation in this derivation is that, because the Chebyshev basis is a polynomial basis, the four integration
constants, c1, c2x, c3x2 and c4x3 only involve combinations of the loworder Chebyshev polynomials, andhence the integration
matrices remain sparse. This is not true for a non-periodic function whose highest derivative is expanded in a Fourier series
with lower order derivatives being obtained by integration.
Finally, in the preconditioned Chebyshev method, if the truncated expansion for wˆ has N + 1 modes, then a (N + 1)×
(N + 1) linear system is solved. In the Chebyshev integration method, four further equations are obtained because of the
integration constants, thus if the truncated expansion for wˆxxxx has N + 1 modes, then a (N + 5)× (N + 5)matrix system is
solved. The typical sparsity pattern for the matrix obtained when using the Chebyshev integration method matrix is shown
in Fig. 3 and is similar to the sparsity pattern obtained using the preconditioned Chebyshev differentiation method shown
in Fig. 2(a) — in both cases the top four rows are full and there is a diagonal band.
3.1.4. The real space Chebyshev integration method
To construct a Chebyshev integration method which does not require the transformation of the forcing function into a
Chebyshev series, we will follow El-Gendi [24] and transform the formulas found in Section 3.1.3 for how the integration
matrices act on the coefficients for the Chebyshev expansion of a series, to formulas for matrices which act on the real space
values of a function on Chebyshev–Gauss–Lobatto points.Wewill do this by using Clenshaw–Curtis quadrature to transform
the expansions in Chebyshev polynomials to functions in real space evaluated at Chebyshev Gauss–Lobatto points. This gives
a formulation of the Chebyshev integrationmethod,which although it uses densematrices,may form the basis for an integral
formulation of the spectral elementmethod introduced in [42] using thedifferentiation formulation.We could also useGauss
quadrature to formulate this method; this would give slightly more accurate results (see, for example, Trefethen [43]), but
for consistency with the other discretizations which use Chebyshev Gauss–Lobatto points, we will stick to using these dis-
cretization pointswhen formulating the real space integrationmatrices. This also has the advantage that quickly computable
explicit formulas can be given for the resulting integration matrices. Our approach differs slightly from that used in [24] be-
cause it uses (N+5)×(N+5)matrices instead of (N+1)×(N+1)matrices. This allows us to calculate both the solution to the
constant coefficient differential equation and derivatives of the solution to the constant coefficient differential equation for
awider variety of boundary conditions.Wewill not consider themodified implementations used in [36] because his numer-
ical results do not show significant improvements over those of El-Gendi [24] and because none of the real space Chebyshev
integration methods result in sparse matrices which is the important consideration for performing large simulations.
To formulate a real space integration method, we will use numerical integration to relate the Chebyshev coefficients to
the function values of the highest derivative. Thus if
wxxxx =
∞∑
n=0
bnTn(x),
then using the orthogonality of the Chebyshev polynomials, we find that
bn = 2
picn
∫ 1
0
wxxxx(x)Tn(x)
1√
1− x2 dx
where
cn :=
{
2, n = 0,
1, otherwise.
We will evaluate these integrals using El-Gendi’s [24] method, that is collocation and Clenshaw–Curtis quadrature. Our
implementation will differ slightly from El-Gendi’s so that it is easier to change the boundary conditions that are imposed.
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The discrete collocation analog of the equations above is,
wxxxx ≈
N∑
n=0
bnTn(x)
and
bn = 2c¯nN
N∑
i=0
1
c¯i
wxxxx(xi)Tn(xi)
= 2
c¯nN
N∑
i=0
1
c¯i
wxxxx(xi) cos
npi i
N
, (3.28)
where the xi are the Chebyshev Gauss–Lobatto points and c¯0 = c¯N = 2 and c¯n = 1 for 1 ≤ n ≤ N − 1. Further information
on the derivation of these relationships can be found in [44, p. 42].
Using these relationships for a truncation of the infinite Chebyshev expansion, we can rewrite Eqs. (3.23)–(3.27) in real
space instead of Chebyshev spectral space. For the fourth order linear boundary value problem in Eq. (3.1), we find that the
integration matrices can be re-arranged as follows,
wxxxx(xi) =
N∑
j=0
δi,jwxxxx(xj), (3.29)
where
δi,j :=
{
1, i = j
0, otherwise,
wxxx(xi) = e3 +
N∑
j=0
2
Nc¯j
wxxxx(xj)
[
1
c¯0
T0(xj)T1(xi)+ T1(xj)T2(xi)4 + T2(xj)
(
T3(xi)
6
− T1(xi)
2
)
+
N∑
n=3
1
c¯n
Tn(xj)
(
Tn+1(xi)
2(n+ 1) −
Tn−1(xi)
2(n− 1)
)]
, (3.30)
wxx(xi) = e2 + e3T1(xi)+
N∑
j=0
2
Nc¯j
wxxxx(xj)
[
1
c¯0
T0(xj)T2(xi)
4
+ T1(xj)
(
T3(xi)
24
− T1(xi)
8
)
+ T2(xj)
(
T4(xi)
48
− T2(xi)
6
)
+
N∑
n=3
1
c¯n
Tn(xj)
(
Tn+2(xi)
4(n+ 2)(n+ 1) −
Tn(xi)
2(n+ 1)(n− 1)
+ Tn−2(xi)
4(n− 2)(n− 1)
)]
, (3.31)
wx(xi) = e1 + e2T1(xi)+ e3 T2(xi)4 +
N∑
j=0
2
Nc¯j
wxxxx(xj)
×
[
1
c¯0
T0(xj)
(
T3(xi)
24
− T1(xi)
8
)
+ T1(xj)
(
T4(xi)
192
− T2(xi)
24
)
+ T2(xj)
(
T5(xi)
480
− T3(xi)
32
+ T1(xi)
12
)
+ T3(xj)
(
T6(xi)
960
− 3T4(xi)
320
+ 3T2(xi)
64
)
+
N∑
n=4
1
c¯n
Tn(xj)
(
Tn+3(xi)
8(n+ 3)(n+ 2)(n+ 1)
− 3Tn+1(xi)
8(n+ 2)(n+ 1)(n− 1) +
3Tn−1(xi)
8(n+ 1)(n− 1)(n− 2) −
Tn−3(xi)
8(n− 1)(n− 2)(n− 3)
)]
(3.32)
and
w(xi) = e0 + e1T1(xi)+ e24 T2(xi)+ e3
(
T3(xi)
24
− T1(xi)
8
)
+
N∑
j=0
2
Nc¯j
wxxxx(xj)
×
[
1
c¯0
T0(xj)
(
T4(xi)
192
− T2(xi)
24
)
+ T1(xj)
(
T5(xi)
1920
− T3(xi)
128
+ T1(xi)
48
)
+ T2(xj)
(
T6(xi)
5760
− T4(xi)
240
+ 11T2(xi)
384
)
+ T3(xj)
(
T7(xi)
13 440
− T5(xi)
960
+ 3T3(xi)
320
− 3T1(xi)
128
)
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+ T4(xj)
(
T8(xi)
21 504
− T6(xi)
7140
+ T4(xi)
480
− T2(xi)
120
)
+
N∑
n=5
1
c¯n
Tn(xj)
(
Tn+4(xi)
16(n+ 4)(n+ 3)(n+ 2)(n+ 1)
− Tn+2(xi)
4(n+ 3)(n+ 2)(n+ 1)(n− 1) +
3Tn(xi)
8(n+ 2)(n+ 1)(n− 1)(n− 2) −
Tn−2(xi)
4(n+ 1)(n− 1)(n− 2)(n− 3)
+ Tn−4(xi)
16(n− 1)(n− 2)(n− 3)(n− 4)
)]
. (3.33)
A further four equations are obtained from the boundary conditions,w(±1) = 0 andwx(±1) = 0, these are
0 = e0 ± e1 + e24 ∓
e3
12
+
N∑
j=0
2
Nc¯j
wxxxx(xj)
[
− 1
c¯0
1
12
T0(xj)± 13960T1(xj)+
71
2880
T2(xj)∓ 1016720T3(xj)
− 773
121856
T4(xj)+
N∑
n=5
1
c¯n
(±1)n 105
(n2 − 16)(n2 − 9)(n2 − 4)(n2 − 1)Tn(xj)
]
(3.34)
and
0 = e1 ± e2 + e34 +
N∑
j=0
2
Nc¯j
wxxxx(xj)
[
∓ 1
c¯0
1
12
T0(xj)− 7192T1(xj)±
1
480
T2(xj)+ 37960T3(xj)
−
N∑
n=4
(±1)n+1 1
c¯n
15
(n2 − 9)(n2 − 4)(n2 − 1)Tn(xj)
]
. (3.35)
We note that Eq. (3.29) is an (N + 1) × (N + 1) identity matrix, with the further four rows and four columns of the
(N+5)×(N+5)matrixwhich are used to enforce the boundary conditions being zero. In the implementation used here, we
choose to place these rows and columns in the top four rows and first four columns of the matrix. The other matrices given
in Eqs. (3.30)–(3.33) are full matrices, with the top four rows empty and the first four columns partially empty depending on
the number of boundary conditions that need to be enforced — the sparsity patterns for these matrices are shown in Fig. 4.
The resulting system of equations for approximating the solution to Eq. (3.1) is given by(
AI4 + BI2 + CI0 + LBC3)wxxxx = g + RBC3, (3.36)
where Ik denotes the kth order integration matrix, LBC3 is a matrix containing Eqs. (3.34) and (3.35) which enforce the
values of the boundary conditions specified in the first four entries of the array RBC3. We note that the entries for I0 can be
found from Eq. (3.29), the entries for I1 from Eq. (3.30), the entries for I2 from Eq. (3.31), the entries for I3 from Eq. (3.32) and
the entries for I4 can be found from Eq. (3.33). In all cases the top four rows of the matrices are reserved for the boundary
conditions and the entry in column j and row i+ 4 is given by setting i and j in these expressions and summing over n.
Constructing these integration matrices using Eqs. (3.29)–(3.35) directly as indicated in the previous paragraph requires
O(N3) operations and has a very poor memory access pattern. Driscoll [45,37] has observed that the matrices can be
calculated efficiently by constructing Chebyshev forward and backward transform matrices, which we denote by CT and
CT−1 respectively. The entries for CT can be found from the discrete Chebyshev transform on Gauss–Lobatto points given
in Eq. (3.28), and the entries in CT−1 can be found from
wxxxx(xi) =
N∑
n=0
bn cos
npi i
N
.
Thus, I4 ≈ (CT−1)(Sˆ4)(CT ), where Sˆ4 is defined in Eq. (3.27). We do not quite get equality because the matrices are not
the same size since the equations for the boundary conditions are treated slightly differently in real space compared to
Chebyshev spectral space. Equality does hold for the sub matrix of (N + 1)× (N + 1) entries which are not directly related
to the boundary conditions, that is
I4(5 : N + 5, 5 : N + 5) = (CT−1) Sˆ(5 : N + 5, 5 : N + 5) (CT ) .
3.2. Numerical results
This section contains a numerical comparison of the accuracy in the L2 and W 2,2 norms of the previously described
Chebyshev methods for solving two linear boundary value problems. There are several methods of implementing the
Chebyshevmethod in spectral space. Coutsias et al. [17] describe one variation of the Chebyshev integrationmethod inwhich
solutions of the homogeneous boundary value problem are added to a particular solution of the inhomogeneous boundary
value problem. When solving the linear system for the Chebyshev integration method in the numerical comparison that
follows, a solution which satisfies all the boundary conditions is obtained. This is because for the linear boundary value
problems considered here, the modification examined in [17] do not affect the accuracy of the numerical solutions that are
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(a) Discretized real space boundary condition
operator LBC3 given in Eqs. (3.34) and (3.35).
(b) Discretized real space zeroth order integration
operator I0 given in Eq. (3.29).
0 50 100 150 200 250
0
50
100
150
200
250
0 50 100 150 200 250
0
50
100
150
200
250
(c) Discretized real space first order integration
operator I1 given in Eq. (3.30).
(d) Discretized real space fourth order integration
operator I4 given in Eq. (3.33).
Fig. 4. Sparsity patterns with 257 collocation points for the real space Chebyshev integration method, compare with Figs. 1–3 for the other collocation
Chebyshev methods studied here.
obtained. Numerical comparisons of the accuracy of approximate derivatives of the solution obtained by the preconditioned
Chebyshev differentiation method calculated using the Fast Fourier Transform and calculated using spectral differentiation
matrices are included, because in this case the results differ. Calculations in this sectionwere done usingMATLAB7.3 running
on a laptop with a 2 GHz Intel Core Duo processor and 2 Gb of RAM. MATLAB’s backslash was used to obtain solutions to the
resulting linear systems of equations.
We examine numerical approximations to the following two boundary value problems for x ∈ [−1, 1] with the
associated boundary conditions and given exact solutions,
wxxxx + 2wxx + w = cos(x), (3.37)
w(−1) = 0, w(1) = 0, wx(−1) = 0, wx(1) = 0,
w(x) = 4x cos
2(1) sin(x)− cos(x) {sin(2)− 2+ x2 [2+ sin(2)]}
8 [2+ sin(2)] ,
and
50−4wxxxx − w = 10, (3.38)
w(−1) = 0, w(1) = 0, wx(−1) = 0, wx(1) = 0,
w(x) = 10 sinh(50) cos(50x)+ 10 sin(50) cosh(50x)
sin(50) cosh(50)+ sinh(50) cos(50) − 10.
The exact solutions are plotted in Figs. 5 and 8.
Figs. 6, 7, 9 and 10 show the convergence of numerical solutions to these linear boundary value problems obtained using
Chebyshev differentiation, preconditioned Chebyshev differentiation and Chebyshev integration methods respectively.
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Fig. 5. Exact solution to Eq. (3.37).
Fig. 6. Convergence in L2 norm for Eq. (3.37). In the legend, Integration 1 — spectral space Chebyshev integration method ; Integration 2 — real space
Chebyshev integrationmethod;Differentiation— real space collocation differentiationmethod; Preconditioned— spectral space Chebyshev preconditioned
differentiation method.
Fig. 7. Convergence in W 2,2 norm for Eq. (3.37). In the legend, Integration 1 — spectral space Chebyshev integration method; Integration 2 — real
space Chebyshev integration method; Differentiation — real space collocation differentiation method; Preconditioned 1 — spectral space Chebyshev
preconditioned differentiation method with derivatives obtained using spectral differentiation matrices; and Preconditioned 2 — spectral space
preconditioned Chebyshev differentiation method with derivatives obtained using the Fast Fourier Transform.
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Fig. 8. Exact solution to Eq. (3.38).
Fig. 9. Convergence in the L2 norm for Eq. (3.38). In the legend, Integration 1 — spectral space Chebyshev integration method; Integration 2 — real space
Chebyshev integrationmethod;Differentiation— real space collocation differentiationmethod; Preconditioned— spectral space Chebyshev preconditioned
differentiation method.
Fig. 10. Convergence in the W 2,2 norm for Eq. (3.38). In the legend, Integration 1 — spectral space Chebyshev integration method; Integration 2 —
real space Chebyshev integration method; Differentiation — real space collocation differentiation method; Preconditioned 1 — spectral space Chebyshev
preconditioned differentiationmethodwith derivatives obtained using spectral differentiationmatrices; and Preconditioned 2— spectral space Chebyshev
preconditioned differentiation method with derivatives obtained using the Fast Fourier Transform.
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Trefethen and Trummer [20] have shown that using large real space Chebyshev differentiation matrices in numerical
calculations gives results that are sensitive to errors introduced by finite precision arithmetic. The figures show results
using as many modes as could be used with the available amount of memory. Trefethen and Trummer [20] also note that
differentiation of the Chebyshev interpolant of a function using the Fast Fourier Transform is sensitive to errors introduced
by finite precision arithmetic, thus the numerical instability observed here cannot be alleviated by thismethod of calculating
derivatives. Greengard [25] showed that, provided the resulting linear systems are solved accurately, by using an integration
matrix formulation the numerical instabilities that occur when obtaining the solution and derivatives of the solution to
two-point boundary value problems are avoided. The figures confirm these previous results when extended to fourth order
boundary value problems and show that the real space Chebyshev differentiation matrix method is a poor method when a
large number of modes are used in both L2 andW 2,2 norms. The preconditioned Chebyshev differentiationmethod is a good
method when accurate results in the L2 norm are required. If derivatives are obtained using the Fast Fourier Transform, the
preconditioned Chebyshev method is a poor method to use when accurate approximations of the derivative are required.
Finally, the figures show that accurate results in the W 2,2 norm can be obtained using the preconditioned Chebyshev
differentiation method when derivatives are found using spectral differentiation matrices in spectral space. As explained
in [10, p. 220], the reason for the difference in the accuracy of real space differentiation and spectral space differentiation is
that, even though both differentiation matrices are ill conditioned, the accurately computed spectral expansion coefficients
decay sufficiently rapidly to ensure thatwhen they aremultiplied by the spectral differentiationmatrices, the results remain
accurate. If the Fast Fourier Transform is used to calculate the spectral expansion coefficients, a computational error is
introduced which is then amplified upon differentiation (see Higham [46, p. 451] for an analysis of errors introduced by
a simple Fast Fourier Transform algorithm).
The Chebyshev integration method uses more modes, N + 5, as opposed to N + 1 for the preconditioned Chebyshev
differentiation method. Canuto et al. [16, p. 177] suggest that the Chebyshev integration method should be more accurate
than the preconditioned Chebyshev differentiationmethod because it hasmore degrees of freedom. It is therefore surprising
that the Chebyshev integration method is slightly less accurate than the preconditioned Chebyshev differentiation method
when more than 100 modes are used. Figs. 9 and 10 show that the preconditioned Chebyshev differentiation method is
less accurate when there are less than 100 modes, because here the extra degrees of freedom give better resolution. When
more than 100 modes are used, the preconditioned method seems to give a matrix which can be solved more accurately.
As we have not done a full error analysis of the solution procedure used by MATLAB’s backslash for these matrix systems,
we do not have a proof which explains this difference in accuracy. As explained in [46, p. 120] it is likely that since the
preconditioned and Chebyshev integration linear systems have similar matrix structures, the faster decay of the terms on
the right hand side, P̂D
0
fˆ in Eq. (3.7) as opposed to fˆ in Eq. (3.22), makes it easier to solve the preconditioned matrix system
more accurately than the Chebyshev integration matrix system.
4. Initial boundary value problems
In this section, the performance of an IMEX time stepping scheme that uses the Chebyshev integration method and
preconditioned Chebyshev differentiation methods to solve semilinear initial boundary value problems is examined. The
accuracy and computational cost of two different implementations of the Chebyshev integration method and of the
preconditioned Chebyshev differentiationmethod for IMEX time stepping schemes are compared. Themodificationmade to
the Chebyshev integrationmethod is to combine a particular solution of the inhomogeneous boundary value problem solved
at each time step to solutions of the homogeneous boundary value problem pre-solved before time stepping began so that
as suggested in [17], only a banded and not a bordered banded linear system is solved at each time step. The comparison
also includes a fully implicit time stepping scheme using the Chebyshev integration spatial discretization. This section ends
with an example of a semilinear equation with a stiff nonlinear term for which only the fully implicit scheme was stable.
4.1. An implicit–explicit temporal discretization
A simple second order time stepping scheme is constructed for the equation
ρwtt − βwxxt = γ 2
(
w3x − wx
)
x − 2wxxxx, (4.1)
where x ∈ [−1, 1] and t ∈ [0, 1] are the spatial and temporal variables, and ρ, β , γ and  are real positive constants. This
equation is used as a simplified dynamicmodel for phase transformations and has an exact travelingwave solution obtained
in [47] which we rewrite as
w(x, t) = √2 
γ
log
{
cosh
[
κx− ωt
κ2
√
ω2
22
(
ρ − β
2
62
)
+ γ
2κ2
22
]}
− ωβ(κx− ωt)
3κ2
√
2
. (4.2)
In this solution, κ is the wavenumber and ω is the wave frequency. The boundary conditions, w(−1, t), w(1, t), wx(−1, t)
andwx(1, t), and initial conditionsw(x, 0) andwt(x, 0) are obtained from this exact solution. Since single domain spectral
collocation methods cannot approximate discontinuous functions well, only smooth solutions are used for the numerical
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comparison, for which the inequality, ω2(ρ − β2/62) + γ 2κ2 ≥ 0, must hold since if it does not, the exact solution in
Eq. (4.2) is discontinuous as the hyperbolic cosine of a purely imaginary function is actually the cosine of the magnitude of
the purely imaginary function, and the cosine can be zero for which the logarithm is undefined.
To construct a second order IMEX time stepping scheme, time dependent terms are discretized using second order
finite difference approximations centered at the next time step. This is done using second order backward differentiation
approximations for the terms wtt and wxxt , and an Adams–Bashforth or forward extrapolation method for the nonlinear
term (w3x − wx)x. The resulting time stepping scheme is
ρ
δt2
(
2wj+1 − 5wj + 4wj−1 − wj−2)− β
2δt
(
3wj+1xx − 4wjxx + wj−1xx
)
= 2γ 2 [(wjx)3 − wjx]x − γ 2 [(wj−1x )3 − wj−1x ]x − 2wj+1xxxx. (4.3)
In this equation, the superscript on w denotes the time step at which the function is evaluated. Eq. (4.3) is rearranged to
obtain the new iteratewj+1 in terms of the previous three iterateswj,wj−1 andwj−2
2ρ
δt2
wj+1 − 3β
2δt
wj+1xx + 2wj+1xxxx =
ρ
δt2
(
5wj − 4wj−1 + wj−2)− β
2δt
(
4wjxx − wj−1xx
)
+ 2γ 2 [(wjx)3 − wjx]x − γ 2 [(wj−1x )3 − wj−1x ]x . (4.4)
This shows that at each time step, a linear boundary value problem is solved and so the Chebyshev integration method can
be used.
The implementations of Chebyshev integration methods in IMEX time stepping schemes in the literature differ (see,
for example, Coutsias et al. [17], Cox and Matthews [28] and Lundbladh et al. [29]). For completeness, a description of the
implementation of the numerical scheme in Eq. (4.4) using the Chebyshev integration method is now provided. A similar
approach is used for the spectral space preconditioned Chebyshev differentiation method and so this is not included. The
highest spatial derivative term in Eq. (4.4) is approximated by a truncated Chebyshev series, wjxxxx ≈ ∑Nn=0 ajnTn(x). Lower
derivative approximations are found by integration. The sum of the terms in the scheme in Eq. (4.4) that were computed in
the previous three time steps in Chebyshev spectral space is stored in the vector gˆ j which is defined as
gˆ j := ρ
δt2
(
5wˆ j − 4wˆ j−1 + wˆ j−2)− β
2δt
(
4wˆ jxx − wˆ j−1xx
)+ 2γ 2 [3 ̂(w jx)2w jxx − wˆ jxx]− γ 2 [3 ̂(w j−1x )2w j−1xx − wˆ j−1xx ] ,
where the vectors wˆ j and wˆ jxx are the vectors of coefficients of the truncated Chebyshev polynomials which approximate the
solution and its secondderivative at the jth time step. The vectorswjx, andw
j
xx are the real space approximations towx andwxx
at the jth time step at the N+1 collocation grid points. The nonlinear term, 3
(
w
j
x
)2
w
j
xx−wjxx, is projected onto the space of
N + 1 Chebyshev polynomials by using a Fast Fourier Transform, see, for example, Trefethen [41, p. 75]. In doing so, aliasing
errors are ignored. Aliasing errors occur because the multiplication of the finite dimensional approximation of ̂(w jx)2w
j
xx
produces components with higher frequencies than are originally in the original finite dimensional approximations of wˆ jx
and wˆ jxx. However, if the solution is sufficiently well resolved, then the coefficients for the high frequency components are
small and the finite dimensional approximation of w2xwxx using the same number of Chebyshev polynomials as the finite
dimensional approximation of wx and wxx will also be accurate, see Canuto et al. [16, p. 163]. A sparse, bordered banded
system of equations,
Lˆwˆ j+1xxxx = gˆ j + R̂BC2
j+1
, (4.5)
where
Lˆ := 2Sˆ0 − 3β
2δt
Sˆ2 + 2ρ
δt2
Sˆ4 + L̂BC2,
is then obtained. In these equations: wˆ j+1xxxx is the vector of coefficients of the Chebyshev polynomials which approximate the
solution of the fourth derivative at the jth time step; gˆ j is a vector with entries g jn; the matrices Sˆ0, Sˆ2 and Sˆ4 are the zeroth,
second and fourth order integration matrices; L̂BC2 is a matrix formed from the equations for the boundary conditions; and
R̂BC2
j+1
is a vector with the values of the boundary conditions.
In typical implementations of time stepping schemes, Eq. (4.4) ismultiplied by δt2. Here by not doing so, the smallest non-
zero matrix entries in Sˆ4 do not become too small relative to the entries in 2Sˆ0. Finally, if 2 is small, because it multiplies
the term Sˆ0 which has non-zero entries that are of order one, the linear system can still be solved accurately using finite
precision floating point arithmetic.
At each time step, the sparse linear system given by Eq. (4.5) is solved and used to advance in time in the space of
Chebyshev polynomials. It is important to note that, for the linear operator Lˆ in Eq. (4.5) used in this implicit time step to be
invertible, it must include the integration matrix for the highest derivative term, Sˆ0. This is because only the combination
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Sˆ0+L̂BC2 has full rank. Thus the integrationmatrix formulation as described here cannot be used in an explicit time stepping
scheme. Coutsias et al. [17] explain that, it is possible to restrict the linear operator to a subspacewhere it is invertible, which
would allowanexplicit time stepping scheme to beused.However, stability constraintsmake explicit time stepping schemes
unattractive for the numerical solution of stiff problems that occur in models for phase transformations with a fourth order
spatial derivative.
When solving a system arising from the Chebyshev integration method with different right hand sides repeatedly, as is
done in IMEX time stepping, Coutsias et al. [17] suggest that it may be faster to pre-solve a homogeneous boundary value
problem first to obtain a set of solutions which can then be added to satisfy a variety of boundary conditions. This is because
at each time step one can then solve a well conditioned banded diagonal matrix system. The particular solution of the
well conditioned inhomogeneous boundary value problem does not satisfy the boundary conditions because the top four
rows of the matrix are chosen to simplify the structure of the matrix. To satisfy the boundary conditions, solutions of the
homogeneous boundary value problem are added to a particular solution of the inhomogeneous boundary value problem.
Cox andMatthews [28] have implemented a variant of this method using analytic solutions for the homogeneous boundary
value problemwhen solving the Navier–Stokes equations but, possibly unaware of [17] results, did not choose the matrices
that are inverted to solve the inhomogeneous boundary value problem to have a banded structure. Lundbladh et al. [29] use
two different particular solutions to the inhomogeneous boundary value problem and take a linear combination of these to
satisfy the boundary values. As explained in [28], Lundbladh et al.’s method requiresmore computations, because two linear
systems are solved at each time step instead of just one.
When using the Chebyshev integration method to do time stepping, as indicated in Eq. (4.4), a linear boundary value
problem is solved at each time step. This can be done in several ways, which change the structure of the linear system that
is solved. If a matrix system which contains the full equations for the boundary conditions is solved at each time step, a
bordered banded system is obtained. As explained in [17], to solve a banded matrix system at each time step, one first pre-
solves the linear boundary value problem in Eq. (4.4) with a right hand side that is zero. Four independent solutions to the
homogeneous problem,
2whixxxx −
3β
2δt
whixx +
2ρ
δt2
whi = 0, (4.6)
where i can be equal to 1, 2, 3 or 4, are then obtained. The four corresponding sets of boundary conditions are
wh1(−1) = 1, wh1(1) = 0, wh1xx (−1) = 0, wh1xx (1) = 0, (4.7)
wh2(−1) = 0, wh2(1) = 1, wh2xx (−1) = 0, wh2xx (1) = 0, (4.8)
wh3(−1) = 0, wh3(1) = 0, wh3xx (−1) = 1, wh3xx (1) = 0, (4.9)
wh4(−1) = 0, wh4(1) = 0, wh4xx (−1) = 0, wh4xx (1) = 1. (4.10)
These solutions can either be computed numerically, as suggested in [17], or analytically, as suggested in [28] before time
stepping begins. To obtain the particular solution to Eq. (4.4), the first four diagonal entries in the matrix that are used to
fix the boundary conditions, L̂BC2 in Eq. (4.5), are set to be one. All other entries in these rows are zero. Similarly, the four
entries for the boundary conditions in the right hand side vector R̂BC2
j+1
in Eq. (4.5) are set to zero.
In the numerical examples computed using the bordered bandedmatrices, thematrix systems were solved by the sparse
LU factorization implemented in MATLAB. The banded linear systems were also solved by a sparse LU factorization using
MATLAB’s backslash, but the default settings were changed to ensure that a band solver was used. Other solvers such as KLU
and UMFPACK 5.0.2 (this is a slightly newer version of UMFPACK than that which is installed in MATLAB 7.3) which are part
of [48] were also tested and found to give similar results. Since the best sparse solution method is architecture and solver
setting dependent, we have not done an extensive numerical comparison of sparse solvers. An introduction to numerical
methods for solving sparse linear systems can be found in [49].
In starting the multi-step time stepping scheme, the starting values w0, w−1 and w−2, need to be obtained. The initial
conditions givew0 andw0t . To obtainw
−1 andw−2, we follow Kress [50] and use a Taylor expansion, the initial velocity and
the partial differential equation, Eq. (4.1), to extrapolate backwards in time and still have O(δt2) accuracy. Thus,
w−1 := w0 − δtw0t +
δt2
2
w0tt (4.11)
and
w−2 := w0 − 2δtw0t +
(2δt)2
2
w0tt . (4.12)
The initial acceleration, w0tt , is not given explicitly by the initial conditions, but by differentiating the initial conditions w
0
andw0t with respect to x,w
0
x ,w
0
xxxx andw
0
xxt can be calculated and then the partial differential equation can be used to get
w0tt = ρ−1
{
βw0xxt + γ 2
[
(w0x )
3 −w0x
]
x − 2w0xxxx
}
. (4.13)
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This can then be substituted into Eqs. (4.11) and (4.12) to calculatew−1 andw−2 so that a second order accurate numerical
approximation of the true solution can be calculated.
4.2. A fully implicit temporal discretization
Time stepping schemes for variational problems that nearly conserve momenta (linear and angular) or nearly conserve
energy are often used in computational solid mechanics where it is expected that dissipation is small. Reviews of these
methods can be found in [51–56, p. 204]. In most solid mechanics applications, explicit time integration schemes are used
because it can be computationally costly to solve equations that arise in fully implicit schemes. Here, a fully implicit scheme
is used because stiff nonlinear and higher order capillarity terms make explicit and IMEX schemes unstable for practical
time steps. Note that, because a Chebyshev spatial discretization is used, a full analysis of the scheme would show that it is
variational in a weighted energy space. However, because well resolved spectral spatial discretizations give very accurate
approximations of analytic solutions, it is expected that the scheme will retain the good energy dissipation properties that
variational integration schemes have.
To introduce a stiff nonlinear term, we consider the equation,
ρwtt − β
[
wxt
(
1+ w2x
)]
x = γ 2
(
w3x − wx
)
x − 2wxxxx + f (x, t), (4.14)
for x ∈ [−1, 1] and t ∈ [0, 1]. The forcing function, f (x, t), the initial and the boundary conditions are chosen so that
Eq. (4.14) has the exact solution
w = sin (6pixt) . (4.15)
The dissipation term in Eq. (4.14),[
wxt
(
1+ w2x
)]
x ,
differs from that in Eq. (4.1) because it is nonlinear. This unusual dissipation term is chosen because in frame indifferent
viscoelastic models, the dissipation term in Lagrangian coordinates is also nonlinear (see, for example, Lew [54] and Lew
et al. [55]).
Eq. (4.14) is approximated using the following temporal discretization,
ρ
wj+1 − 2wj + wj−1
δt2
− β w
j+1
xx − wj−1xx
2δt
[
1+ (wjx)2]− β wj+1x − wj−1x2δt (2wjx)wjxx
= γ
2
2
(wj+1x + wjx
2
)3
−
(
w
j+1
x + wjx
2
)
x
+ γ
2
2
(wjx + wj−1x
2
)3
−
(
w
j
x + wj−1x
2
)
x
− 
2
4
(
wj+1xxxx + 2wjxxxx + wj−1xxxx
)+ f (x, t j) . (4.16)
This time discretization can be obtained by approximating the Lagrange–D’Alembert variational principle using the
generalized midpoint rule, see Kane et al. [52], Lew [54] and Marsden and West [56] for further details. An error analysis
using finite difference approximations in time atwj can be used to show that this scheme is second order accurate.
A measure of the accuracy of the scheme is to check how well it conserves energy. Testing Eq. (4.14) with wt and
integrating by parts in space and then integrating in time from t = 0 to t = T , we find that∫ 1
−1
ρ
2
w2t (t = T )+
γ 2
4
[
w2x (t = T )− 1
]2 + 2
2
w2xx(t = T )dx
−
∫ 1
−1
ρ
2
w2t (t = 0)+
γ 2
4
[
w2x (t = 0)− 1
]2 + 2
2
w2xx(t = 0)dx
=
∫ T
0
∫ 1
−1
−βw2xt
(
1+ w2x
)+ wt f dx+ γ 2(w3x − wx)wt |1x=−1
− 2wxxxwt |1x=−1+2wxxwxt |1x=−1dt. (4.17)
The corresponding discrete energy equality from which Eq. (4.16) is obtained, is found by approximating the terms on the
left of Eq. (4.17) by
wt ≈ w
j+1 − wj
δt
, wx ≈ w
j+1
x + wjx
2
and wxx ≈ w
j+1
xx + wjxx
2
.
The terms on the right of Eq. (4.17) are approximated by
wt ≈ w
j+1 − wj−1
2δt
and wxt ≈ w
j+1
x − wj−1x
2δt
.
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Thus, the discrete energy equality is∫ 1
−1
ρ
2
(
wj+1 − wj
δt
)2
+ γ
4
(wj+1x + wjx
2
)2
− 1
2 + 2
2
(
w
j+1
xx + wjxx
2
)2
dx
−
∫ 1
−1
ρ
2
(
w1 − w0
δt
)2
+ γ
4
[(
w1x + w0x
2
)2
− 1
]2
+ 
2
2
(
w1xx + w0xx
2
)2
dx
= − δt
j∑
k=1
{∫ 1
−1
β
(
wk+1x − wk−1x
2δt
)2 [
1+ (wkx)2] dx− ∫ 1−1 f
(
wj+1 − wj−1
2δt
)
dx
−β w
j+1(1)− wj−1(1)
2δt
[
1+ (wjx(1))2]+ β wj+1(−1)− wj−1(−1)2δt [1+ (wjx(−1))2]
+ γ w
j+1(1)− wj−1(1)
2δt
[(
wjxx(1)
)3 − wjxx(1)]− γ wj+1(−1)− wj−1(−1)2δt [(wjxx(−1))3 − wjxx(−1)]
+ 2w
j+1
x (1)− wj−1x (1)
2δt
wjxx(1)− 2
w
j+1
x (−1)− wj−1x (−1)
2δt
wjxx(−1)− 2
wj+1(1)− wj−1(1)
2δt
wjxxx(1)
+ 2w
j+1(−1)− wj−1(−1)
2δt
wjxxx(−1)
}
. (4.18)
To implement Eq. (4.16) numerically, following Condette, Melcher and Süli [57], the nonlinear terms are computed by using
fixed point iterations. We shall letwj+1,k+1 denote iterate k+ 1 forw at time step j+ 1. Then, in these iterations, we solve
a linear boundary value problem to obtain wj+1,k+1, wj+1,k+1xx and wj+1,k+1xxxx until wj+1,k+1 − wj+1,k converges to a specified
tolerance in theW 2,2 norm. The fixed point iteration scheme is
ρ
wj+1,k+1
δt2
− β w
j+1,k+1
xx
2δt
+ 
2
4
wj+1,k+1xxxx
= ρ 2w
j − wj−1
δt2
− β w
j−1
xx
2δt
− 
2
4
(
2wjxxxx + wj−1xxxx
)+ β wj+1,kxx − wj−1xx
2δt
[
2
(
wjx
)2 + (wjx)4]
+ 4β w
j+1,k
x − wj−1x
2δt
[(
wjx
)3 + wjx]wjxx + γ 22
(wj+1,kx + wjx
2
)3
−
(
w
j+1,k
x + wjx
2
)
x
+ γ
2
2
(wjx + wj−1x
2
)3
−
(
w
j
x + wj−1x
2
)
x
+ f (x, t j) . (4.19)
In starting the fixed point iterations, the first iterates for w, wx and wxx are obtained by extrapolation from the previous
two solutions, for example,wj+1,1 = 2wj −wj−1. For this fully implicit scheme we will only use the Chebyshev integration
formulation with a bordered banded matrix system. In the numerical examples, convergence of the iterative scheme was
deemed to have been achieved once∥∥wj,k+1 − wj,k∥∥W2,2 < 10−14.
Since the solution procedure for the linear systems found at each iterate is the same as for the IMEX scheme detailed in the
previous subsection, that discussion is not repeated here. Similarly, the second order accurate starting values are obtained
using extrapolation as shown in Eqs. (4.11)–(4.13).
4.3. Numerical convergence results for initial boundary value problems
In this section, the numerical convergence of Chebyshevmethods to the smooth exact travelingwave solution of Eq. (4.1)
given by Eq. (4.2) is examined. The convergence of the fully implicit scheme to the solution of Eq. (4.14), which has nonlinear
dissipation term, is also demonstrated.
A numerical solution to Eq. (4.1) was computed using MATLAB for x ∈ [−1, 1] and from t = 0 to t = 1 using boundary
conditions from the exact solution. The exact solution was also used to provide the initial conditions w0 and w0t and from
these, the startup values for the numerical approximation scheme were obtained by extrapolation. The parameter values in
the simulations were ρ = 2,  = 0.1, β = 0.001, ω = 1 and κ = 1, and a plot of the exact solution is in Fig. 11. Smaller
values of  and larger values of ρ were also tried. However, the numerical results showed that the spectral Chebyshev
integration scheme which combines homogeneous and particular solutions performs even more poorly for more realistic
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Fig. 11. Exact traveling wave solution to Eq. (4.1).
Fig. 12. L∞([0, 1]; L2) error vs. time step with 1025 Chebyshev modes. In the legend, BBI — spectral space Chebyshev integration method using the IMEX
time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the inhomogeneous equations are
solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time stepping scheme; SD — spectral
space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by spectral differentiation matrices at
each time step; BBIIMP — spectral space Chebyshev integration method using the fully implicit time stepping scheme and the linear systems are solved by
LU factorization of the bordered banded matrix.
values of capillarity and density, while the other schemes retained their convergence properties. We have therefore chosen
to present a comparison using these values, even though, in typical applications ρ will be larger and  smaller.
In these simulations, the maximum difference in the L2 andW 2,2 norms between the exact solution and the numerical
solution during the time interval of simulationwere calculated. Figs. 12–14 show the results for simulations donewith 1025
Chebyshevmodes to assess how the accuracy and computation time changed as the time stepwas reduced. Figs. 15–17 show
the results of simulations done with a fixed time step of 10−3 to assess how the accuracy and computation time changed as
the number of modes increased. In measuring the computational time in these simulations, only the time required for time
stepping was measured, because the main interest is in estimating computation times for simulations which require many
time steps and for which the setup time is a negligible proportion of the total time required.
Fig. 12 shows that the real space Chebyshev integration method and the preconditioned Chebyshev method are as
accurate as the Chebyshev integration method when the full linear system is solved, but Fig. 17 shows that they are
computationally more expensive. This is expected because the Chebyshev differentiation matrices in spectral space are
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Fig. 13. L∞([0, 1];W 2,2) error vs. time stepwith 1025 Chebyshevmodes. In the legend, BBI— spectral space Chebyshev integrationmethod using the IMEX
time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the inhomogeneous equations are
solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time stepping scheme; SD — spectral
space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by spectral differentiation matrices at
each time step; BBIIMP — spectral space Chebyshev integration method using the fully implicit time stepping scheme and the linear systems are solved by
LU factorization of the bordered banded matrix.
Fig. 14. Computation time vs. time step with 1025 Chebyshev modes. In the legend, BBI — spectral space Chebyshev integration method using the IMEX
time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the inhomogeneous equations are
solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time stepping scheme; SD — spectral
space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by spectral differentiation matrices at
each time step; BBIIMP — spectral space Chebyshev integration method using the fully implicit time stepping scheme and the linear systems are solved by
LU factorization of the bordered banded matrix.
dense upper triangular matrices, the Chebyshev integration matrices in real space are dense and full, but the Chebyshev
integrationmatrices in spectral space are sparse. Surprisingly, the actual computational cost of solving the bordered banded
matrix system that immediately satisfies the boundary conditions was less than first pre-solving to obtain homogeneous
solutions and then repeatedly solving banded systems for particular solutions to which linear combinations of the solutions
to the homogeneous equation were added to satisfy the boundary conditions. The reason for the difference is that the
computational cost of adding the homogeneous solutions to the particular solution outweighs the savings in solving a
banded matrix system.
Figs. 12–14 show that for a given time step, when less than 129 discretization points are used, it is faster to use the real
space Chebyshev integration method, than the spectral space Chebyshev integration method. This is not surprising since
as explained in [16, p. 90], it can be computationally quicker to use the matrix multiply version of the Fourier transform
instead of the Fast Fourier Transform when solving small problems. Although the fully implicit scheme is computationally
more costly than the IMEX schemes, it has better L2 accuracy. In particular, for a time step of 10−4, the implicit scheme is
five times more accurate in the L2 norm than the IMEX scheme but it only takes twice as long to compute. Figs. 13 and 14
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Fig. 15. L∞([0, 1]; L2) error vs. number of Chebyshev modes with a time step of 10−3 . In the legend, BBI — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral
space Chebyshev integration method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the
inhomogeneous equations are solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time
stepping scheme; SD – spectral space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by
spectral differentiation matrices at each time step; BBIIMP – Chebyshev integration method using the fully implicit time stepping scheme and the linear
systems are solved by LU factorization of the bordered banded matrix.
Fig. 16. L∞([0, 1];W 2,2) error vs. number of Chebyshev modes with a time step of 10−3 . In the legend, BBI — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral
space Chebyshev integration method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the
inhomogeneous equations are solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time
stepping scheme; SD – spectral space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by
spectral differentiation matrices at each time step; BBIIMP — spectral space Chebyshev integration method using the fully implicit time stepping scheme
and the linear systems are solved by LU factorization of the bordered banded matrix.
show that the conclusions in the W 2,2 norm have similar trends provided the time step is not too small or too large. One
exception to this is that the W 2,2 error for the real space Chebyshev integration method begins to increase once the time
step is less than 0.5×10−3 due to finite precision effects. These are made worse by the large number of operations required
for dense matrices.
Again, examining Figs. 12 and 13we find that combining solutions of the homogeneous boundary value problemwith the
solution of the inhomogeneous boundary value problem solved at each time step gives poor accuracy when the time step is
less than 10−3. The reason for the poor accuracy in the time dependent case is that rounding errors obtainedwhen satisfying
the boundary conditions accumulate at each time step —we note that the initial curve has a second order convergence rate,
and then displays the characteristic ‘U’ shape that is typically observed when rounding errors dominate. The reason for the
poor accuracy is not that the diagonal banded portion of the matrix system is not strictly diagonally dominant — it is known
that linear systems that are strictly diagonally dominant can be solved in a numerically stable manner (see, for example,
Higham [46, p. 170]), for linear systems that are not strictly diagonally dominant, it is in general difficult to prove that the
resulting system can be solved in a numerically stable manner. This is because all three implementations of the Chebyshev
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Fig. 17. Computation time vs. number of Chebyshev modes with a time step of 10−3 . In the legend, BBI — spectral space Chebyshev integration
method using the IMEX time stepping scheme where the linear systems are solved by LU factorization of the bordered banded matrix; BIA — spectral
space Chebyshev integration method using the IMEX time stepping scheme where the homogeneous equation is pre-solved analytically and then the
inhomogeneous equations are solved by sparse LU factorization at each time step; RI — real space Chebyshev integration method using the IMEX time
stepping scheme; SD — spectral space preconditioned differentiation method using the IMEX time stepping scheme where derivatives are obtained by
spectral differentiation matrices at each time step; BBIIMP — Chebyshev integration method using the fully implicit time stepping scheme and the linear
systems are solved by LU factorization of the bordered banded matrix.
integration method discussed here were equally accurate for the linear boundary value problem Eq. (3.38), which has a
similar structure to the boundary value problem solved at each time step when the time step is small. We conclude that for
boundary value problems, there is no time integration, so the effect of rounding errors created by enforcing the boundary
conditions does not grow. Higham [46, p. 79] explains that it is possible to use compensated summation to reduce the cumu-
lative effect of rounding errors when obtaining multiplicative coefficients for the homogeneous solutions and adding them
to the particular solution.Wehave not investigated the effectiveness of compensated summation because it depends on how
floating point operations are implemented, and so it is not a portable method for reducing the effects of rounding errors.
Figs. 15–17 show how the computational accuracy and computational time vary as the number of modes is increased.
Again, it is fastest to use the spectra space Chebyshev integration method and solve the bordered banded matrix system
rather than to obtain a particular solution to which solutions of the homogeneous boundary value problem are added.
Whenmore than 257 Chebyshevmodes are used, it is more computationally costly to use the spectral space preconditioned
differentiation Chebyshev method with spectral differentiation in the IMEX time stepping schemes.
A particularly interesting feature in Figs. 15 and 16 is that, as the number of modes is increased, a smaller time step is
not required to ensure the stability of the IMEX schemes. Greengard [25] has hinted that the spectral space Chebyshev
integration method may overcome the time step restrictions for explicit time stepping schemes using the real space
Chebyshev differentiation method pointed out in [20,21]. Trefethen and Embree [58, p. 287] review the stability of spectral
spatial discretizations of initial boundary value problems and show that due to small perturbations introduced by finite
precision arithmetic, the solutions to linear systems obtained during time steppingwith real space Chebyshev differentiation
matrices are poor approximations of the actual solutions. Trefethen and Embree [58] show that only very small perturbations
are needed to make large Chebyshev differentiation matrices singular. The Chebyshev spectral integration matrices used
here are not normal, but their eigenvalues and singular values are clustered near the origin in such a manner that, as the
size of the discretization grows, the largest eigenvalues and singular values are bounded independently of the size of the
discretization. This would suggest that, provided the resulting linear systems are solved accurately, IMEX time stepping
methods using Chebyshev integration matrices will have stability properties that are independent of the spatial resolution.
Finally, Fig. 18 shows the exact solution to Eq. (4.14) given by Eq. (4.15) plotted over the simulation time. Fig. 19
demonstrates second order convergence of the implicit scheme in Eq. (4.16) and Fig. 20 demonstrates that energy is
approximately conserved by the numericalmethod. In these simulations 1025 Chebyshevmodeswere used and the physical
parameters were ρ = 1.0,  = 10−1 and β = 1.0.
5. Discussion
We have used fixed time stepping schemes in comparing the different collocation Chebyshev methods. The equations
for viscoelastic dynamics with small capillarity can exhibit long lived metastable states. For such equations, significant
reductions in computation times can be obtained by using adaptive time stepping.
Wehave only examined collocation andpseudospectralmethods. These have errors due to aliasing because in collocation,
the residual at the discretization points is made to be zero — this introduces unresolved high frequencies which implies
that the solution obtained is not quite as good as the best approximation in the natural Chebyshev norm even though it
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Fig. 18. Exact solution to Eq. (4.14) given by Eq. (4.15).
Fig. 19. Temporal convergence results for the fully implicit scheme Eq. (4.16) for the numerical solution of the initial boundary value problem with
nonlinear dissipation given in Eq. (4.14) with 1025 Chebyshev modes.
has the same order of accuracy. Similarly when nonlinear terms are computed by pseudospectral methods, unresolved high
frequencies are introducedwhich imply that the approximation is not quite as good as the best approximation in the natural
Chebyshev norm. To get the best approximation in the Chebyshev norm, Galerkin methods should be used. However, our
results indicate that since the Chebyshev integration formulation in spectral space is sparse, for awide range of problems, it is
computationally feasible to obtain accuracy that is correct tomachine precision. Shen [59] has shown that sparse Chebyshev
Galerkin approximations canbe constructedusing someof the relationships betweenChebyshevpolynomials thatwereused
in the construction of the Chebyshev integration method. Unfortunately, Shen’s [59] algorithm scales like O(N2) for one
dimensional fourth order problems and is ill-conditioned, so cannot be used for high resolution simulations. It seems likely
that a Galerkin implementation of the Chebyshev integrationmethod similar to that used in [33] would be well conditioned
andwould also scale like O(N logN), provided that any nonlinear terms could be solved using a scalable iterative procedure,
such as the fixed point implementation in Eq. (4.19). We leave the exploration of this idea for future work.
6. Conclusion
The spectral space Chebyshev integration method allows one to obtain high resolution simulations to semilinear initial
boundary value problems on finite non-periodic intervals with time dependent boundary conditions. If less than 100modes
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Fig. 20. Demonstration that the variational scheme exhibits conservation of energy when approximating Eq. (4.14) using a time step of 10−4.5 and 1025
Chebyshev modes. The dissipation is given by
∫ T
0
∫ 1
−1 βw
2
xt (1 + w2x )dxdt , the total energy by
∫ 1
−1
ρ
2w
2
t + γ4
(
w2x − 1
)2 + 22 w2xxdx and the work done by∫ T
0
∫ 1
−1 fwtdxdt . To check whether conservation of energy holds, we check that Total Energy+ Dissipated energy−Work done= Constant.
are required and accurate results in the L2 norm are needed, the standard real space Chebyshev differentiation method
is easiest to use. If less than 100 modes are required and accurate results in the W 2,2 norm are needed, the real space
Chebyshev integration method is most appropriate. If high resolution simulations are required, and the function only needs
to be approximated correctly in the L2 norm, then the preconditioned Chebyshev differentiation method is the best method
to apply. When a wide range of scales are present in smooth solutions to high order initial boundary value problems and
spatial derivatives of the function need to be estimated, then the spectral space Chebyshev integration method is the most
appropriate method to be used for numerical investigation of these solutions.
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