Recognizing activities based on an actor's interaction with everyday objects is an important research approach within ubiquitous computing. We present a recognition approach which complement objects grabbed or released information with the object's internal state changes (as an effect of intra manipulation) and the object's external state changes with reference to other objects (as an effect of extra manipulation). The concept of Intra manipulation is inspired by the fact that many everyday objects change their internal state when manipulated by the human actor, while extra manipulation is motivated by the fact that humans commonly rearrange the spatial relations between everyday objects as part of their activities. A detailed evaluation of our prototype activity recognition system in virtual reality (VR) environment is presented as a "proof of concept". We have obtained a recognition precision of 92% on the activity-level and 81% on the action-level among 15 everyday home activities. Virtual reality was used as a test-bed in order to speed up the design process of our activity recognition system, allowing us to compensate for the limitations with currently available sensing technologies and to compare the contributions of intra manipulation and extra manipulation for activity recognition.
Introduction
In the recent years, there have been many research efforts that attempt to use computers for supporting human activities performed in the real world [1] , [2] . Such systems are not only useful in providing assistance to elderly people and those with cognitive impairments in performing their activities of daily living, but also in other application areas like providing training to newly employed staffs, providing assistance in specialized activities like surgery, etc. Advancements in sensing, processing, communication and storage technologies have played an inspiring role for such research efforts. To build such systems is a challenging task due to the number and variety of activities performed by human actors in the real world. One interesting challenge is to come up with a general approach for modelling and recognizing human activities with finer-granularity at not only activity level, but also at action and operation level. There have been several attempts in recognizing the actor's current activity based on object manipulation information, in particular based on the objects that are grabbed and released information [3] , [4] . This is an interesting approach since most of the physical activities performed by humans in the real world are mediated by objects [5] . We take a similar research stance, but extend this approach to also consider the object's internal state changes and the object's external state changes as an effect of the actor's intra manipulation and extra manipulation respectively for the following reasons: a) Recognizing activities based on objects grabbed or released information alone is a promising approach, but there are no previous work to our knowledge that has used this information alone in recognize activities at a lower abstraction action level [3] , [4] , and [6] . However an extension of such an approach has shown promising results at the action level in our previous work [6] . b) Recognizing activities based on objects grabbed or released information alone has also had difficulties in recognizing the activities during the initial phase of an activity, when the activity has just begun 1 . This introduces long temporal delay between the actual starting of an activity and the moment the system makes a guess about the actor's current activity, which we have addressed in this paper. c) Such an approach has also had difficulties in recognizing the end of an action or an activity due to the unavailability of sharper events that could be generated using intra manipulation and extra manipulation information channels to be discussed later in this paper. This issue is also discussed in [6] .
The wearable computing community has investigated activity recognition based on wearable accelerometers [7] , [8] , [9] microphones [7] and even cameras [10] . Approaches based on accelerometer data are restricted to activity recognition of simple activities like walking, running, etc. that involve the actor's body movements. Approaches using microphones and cameras have had difficulties in extracting highlevel features without extensive computation. The ubiquitous computing community has investigated activity recognition using simple state change sensors [11] and using objects grabbed or released information [3] , [4] . The approach using objects grabbed or released information is interesting because complex activities like preparing the table for lunch or preparing breakfast could be recognized with high precision and recall values. However such an approach does not address the three challenges described in a), b) and c). We consider the objects' internal state change data in the context of an actor's interaction with that object concerned (similar to [11] ) and also its changed relationships to other objects from a perspective centred on how the actor literally perceives the world. The work within this line of research focus has mainly been driven by currently available sensor technology. In this paper, we introduce a conceptual design platform based on intra and extra manipulation that could survive and handle the generations of changes in the field of sensor technology, and present a detailed evaluation of the system as a "proof of concept".
Application Area: Activity Support for People Suffering Dementia. The prototypical activity recognition system discussed in this paper is part of a larger system that aims to provide assistance to people suffering early stages of dementia disease in completing their activities of daily living (ADL) [2] . ADL include getting dressed, preparing breakfast and activities related to personal hygiene. Typical problems include the forgetting of performing an activity or an action within an activity; not being able to get started in the first place; not being able to continue after having been interrupted; or missing some operations that are mandatory for the completion of an activity. A system that could help overcome the above mentioned problems would enable patients to stay in their home for a longer period of time, have a normal independent life, and also reduce the burden on family members and caregivers. The long-term goal is to build a dementia tolerant home environment using ubiquitous and wearable computing technologies 2 .
Structuring Human Activities: Activity, Action and Operation. According to activity theory [5] , human activities have an objective and are mediated through tools. We consider the objects present in the actor's environment as tools for the actor to accomplish his/her activities. This theory introduces a 3-level hierarchy of activity, action and operation. An activity takes place in several situations, where each situation is comprised of a set of actions under certain conditions like, location, time, etc. An action is a conscious goal-directed process performed by an actor to fulfil an objective and is comprised of a set of operations. Operations are unconscious processes that depend on the structure of the action and the environment in which it takes place. We follow the above mentioned definitions and the 3 levels of granularity in modelling and recognising human activities.
Intra and Extra Manipulation of Everyday Objects
Theoretical Background. Distributed Cognition moves the boundary of human cognition outside of the head of an individual to include his/her body parts and the environment as part of a functional system [12] . According to this theory, human cognition is distributed by placing memories, facts, or knowledge in the objects, individuals, and tools in our environment. Within our research, we keep track of the state changes to everyday objects in the actor's environment based on an actor's object manipulation as part of performing an activity. Intra manipulation is inspired by the fact that many everyday objects change their internal state when manipulated by the human actor, while extra manipulation is motivated by the fact that humans commonly arrange and rearrange the spatial relations between everyday objects as 2 We use VR as a test-bed to develop a system that can assist dementia patients in performing their ADL (Fig. 1a.) . Dementia patients will not be asked to perform the experiments in a virtual reality environment. Based on our initial results in VR (activity recognition system described in this paper) we are currently developing an actual hardware prototype which will be evaluated by patients suffering early stages of dementia.
part of their activities [13] . For example, a fridge could be considered as a container that contains objects like milk packet, juice bottle, cake box, etc. When the actor removes the milk packet from the fridge, then he/she has actually extra manipulated the milk packet with reference to the fridge and intra manipulated the fridge. Similarly, an actor might turn on the stove, where the actor has intra manipulated the stove by changing its internal state.
Applying the Concept of Intra and Extra Manipulation
Our operational definition of intra manipulation and extra manipulation is as follows:
• Intra manipulation (IM). Any operation that changes the internal state of an object is known as intra manipulation. When an actor interacts with everyday objects, some objects might change their internal state resulting in the following events: <objectID, {is_grabbed, is_released, is_activated, is_deactivated, is_opened, is_closed}>. Refer to Fig. 1 (Middle) for all the objects that can change their internal state based on an actor's interaction with it. We consider the objectID of all the objects the actor is holding in his/her hands (we do not make a difference between the left hand and the right hand) every 1 sec between their respective is_grabbed and is_released events. This information is complemented with the everyday objects' internal state information between is_activated and is_deactivated events or between is_open and is_close events (when the object is in operation) every 1 sec to obtain what we refer to as the IM information channel.
• Extra manipulation (EM). Any operation that changes the external state of an object is known as extra manipulation. When an actor interacts with everyday objects, some objects might change their external state with reference to other objects resulting in the following events: <objectID, containerID, {has_entered, has_left}> also referred to as the EM information channel. ObjectID refers to the object the actor is currently interacting with, while containerID provides information about the object that contained or will contain the object the actor is currently interacting with. Refer to Fig. 1 (Right) for all the objects that can contain other objects. Container objects include fridge, freezer, cupboard, dining table, etc. in our VR simulated home environment. The external state change information includes the relationship change between the object the actor is currently interacting with and the container object in terms of if the object has entered the container or has left the container. The volumes sensitive to extra manipulation are shown in Fig. 1 (Right). 3 3 In parallel to VR simulation we are currently working on a hardware prototype based on passive RFID technology for sensing EM events. Passive RFID tags are attached to everyday objects, while RFID readers are worn on the actor's wrists for sensing <objectID,{is_grabbed, is_released}> events and attached to a selected set of containers for sensing <objectID, containerID, {has_entered, has_left}> events in a real home environment used for ubiquitous computing research. When objects are manipulated by an actor, the following two events <objectID, {is_grabbed, is_released}> alone are considered for activity recognition in [3] and [4] . In our previous work [6] , we have compared the contributions of such an approach with two other information channels (observable space and manipulable space) and have discussed the limitations of considering an approach based on objects grabbed or released information alone. In this paper we extend such an approach to include IM and EM information channels for recognizing activities with higher precision values and sharper events that are some of the implications for building a system that can provide reliable assistance to people suffering mild dementia in completing their activities of daily living.
Activity Recognition System

Virtual Reality as a "Test-Bed"
VR was used as a test-bed [6] in order to speed up the design process of our activity recognition system, allowing us to compensate for the limitations with currently available sensing technologies and to compare the contributions of intra manipulation information channel and extra manipulation information channel for activity recognition. A VR model, developed using the Colosseum3D real-time physics platform [14] is used to simulate a physical home environment with wearable sensors and sensors embedded on selected everyday objects to capture an actor's intra manipulation (IM) events and extra manipulation (EM) events. Fig. 1 (Left) shows a snapshot of our VR environment. Refer to Fig. 2 for the activity recognition system architecture. We have experimented with 78 object types. Object types include simple object types like fork, knife, plate etc. that does not change their internal state, complex object types like microwave oven, stove, oven, tap, etc. that can potentially change their internal states and container object types like fridge, freezer, cupboard, dining table, etc. that can contain other objects. 7 objects have internal states and 11 objects are container objects. We only consider the type of object in recognizing activities, not the identity (e.g. fork_1 and fork_2 are both considered as fork type).
There are many objects that overlap for several activities. For instance, simple objects like fork, knife, plate, etc. are used for several activities like preparing table for lunch, having lunch, having coffee-break, doing the dishes, etc. Similarly complex objects like stove, oven, microwave oven, etc. and container objects like fridge, freezer, cupboard, etc. are also used for many activities. This makes the classification problem harder compared to taking an approach where the recognition system is strongly characterised by one or two objects that are unique to the activity. We do have some activities like for instance preparing_rice, where the rice_bag and the rice_cooker are unique objects for this activity. But this does not simplify the classification problem for the following reasons also discussed in [6] : 1) we are not only recognizing the actor's current activity, but also the actor's current action. The rice_bag and the rice_cooker are not unique objects for all the actions within the activity of preparing_rice, but only for some actions; 2) the rice_bag manipulation or the rice_cooker manipulation might be a noise created by the actor while performing another activity, and 3) the recognition system should recognize the activity and the action before they are actually completed to provide appropriate assistance to the actor. Hence the system cannot wait until the unique object is manipulated to recognize the activity and the action.
Feature Extraction and Classification
IM and EM information channels consist of sets of events that need to be quantified every second. Our quantification scheme builds A S r and B S r as shown in Fig. 2 , where A S r represent the set of distinct eventIDs calculated using objectIDs and the object's internal state, while B S r represent the set of distinct eventIDs calculated using objectIDs, containerIDs and the object's external state change.
The probabilistic generative framework of hidden-markov model (HMM) [15] is used because of its clear Bayesian semantics, its ability to handle time-varying signals and the availability of efficient algorithms for state and parameter estimation. HMMs reduce the system's configuration space into a number of finite discrete states together with the probabilities for transition between the states. One limitation of HMMs is that the model structure has to be user-defined, which includes the number of states and the connections between the states. The model structure cannot be determined by standard learning methods. This should not pose a major problem since the activities recognized are user-defined (also discussed in [6] ). The actor provides ground truth for both activities and actions. Each activity is modelled using a separate HMM with the number of states corresponding to the number of actions within that activity. Similarly, the transitions between states correspond to the transitions between different actions within that activity. HMMs have shown good results in many activity recognition systems including [16] , [17] , [18] and [4] . The activity recognition system uses two information channels (refer to Fig. 2 ). Each information channel produces a sequence of observations that are fed into fifteen HMMs (one for each activity). For each information channel, the outputs from the fifteen HMMs are used to build an activity probability vector ( A A r and B A r ) containing the probabilities for each possible activity. The element of the activity probability vector with the highest value gives the actor's current activity and its most probable state gives the actor's current action.
Combining the Information Channels
The two information channels are combined using activity contribution factors w r consist of the recognition precision values for each action using IM information channel and EM information channel respectively. The contribution factors are automatically generated from the training data. We first determine the actor's current activity by computing R v , the weighted sum of both the information channels using the following formula: with the highest value gives the actor's current action. We have not combined the two information channels before classification since we want to evaluate their contributions independently and combine them based on their contribution in recognizing individual activities. Such an approach also provides the possibility to include additional channels without affecting the overall infrastructure of our activity recognition system.
Evaluation
The experiments were performed by 5 subjects (none of them are affiliated to the system development team) in a virtual reality home environment 4 . 15 activities of daily living were included as shown in Table 1 . The activities were performed 10 times as part of various scenarios. A scenario comprises of a few related activities performed in some sequence. We have used 7 scenarios: lunch scenario (1) The subjects were initially taught how to perform activities in a virtual reality environment and then given a time period to practice in this environment. Only when the subjects were comfortable with the environment, they were allowed to perform the activities.
, lunch scenario (2), coffee-break scenario (1), coffee-break scenario (2), baking scenario (1), baking scenario (2) and cleaning scenario. Some activities were common for
several scenarios like the activity of preparing table for lunch which is common to both the lunch scenario (1) and the lunch scenario (2) . All the subjects were allowed to perform the activities in their own way (often in many different ways). When a subject begins performing his/her activity, each object is in the location where it was last placed in the subject's previous activities. This makes our experiments realistic compared to having a fixed initial location for each objects. Cases when the subjects dropped an object on the floor or grabbed the wrong object or performed an inappropriate object state change were also included in our dataset. A real chair was used for the subjects to perform the activities of having coffeebreak and having lunch that obliged them to sit down. Subjects' body postures and locomotion within the VR environment were realistic. For instance, the subjects were not allowed to pass through a table, even though it is possible in a VR environment.
Precision, Recall and Confusion Matrix
The average number of events generated by IM information channel is 42 for each action, while that of EM information channel is 3.9 for each action. The observation sequence lengths were empirically determined for individual information channels based on a trade-off between the precision and recall values. An optimal observation sequence length of 6 is used for both IM and EM information channels. We used the "Leave-One-Out Cross-Validation" (LOOCV) scheme to obtain the precision and recall figures. Cross-validation was used to validate our classification considering our limited, but sufficient datasets from the 5 subjects. Refer to Table 2 and Table 3 for precision, recall and confusion matrix. We define precision and recall as follows: Table 2 . Precision (P) and recall (R) in percentage (%) for each activity (Act) and action (An) using the two information channels (A and B) and by combining the two information channels (C). The last row represents global values (G) in percentage (%).
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Discussion
Information Channels Reinforce Each Other at the Activity Level. By combining the two information channels, we obtain a recognition precision of 92% at the activity level. Such a high precision is possible due to the combination of the information channels that represent different and complementary aspects of the actor's activities. In Fig. 3 , for the activity of preparing cake, action 2 (Put cake into microwave oven) and action 3 (Switch ON microwave oven) are recognized using IM as the information channel. This is due to the fact that the internal state of the microwave oven changes from is_close to is_open and then to is_close once again during action 2, while the microwave oven changes its internal state from is_deactivated to is_activated and then to is_deactivated during action 3. Action 4 (Remove cake from microwave oven) is confused with action 2 because during both these actions, similar events are generated. In this case EM provides more reliable information since <Cake, Microwave Oven, has_left> event is generated that is unique for action 4. Action 1 (Get cake) is recognized equally well using both IM and EM as information channels. 
Actual Activities
Information Channels Complement Each Other at the Action Level. At the action level, EM shows a good precision, but the recall value of 94% indicates that some actions may not be detected at all. A closer look reveals that actually 21 actions among the 15 activities are not detected even once, which is not acceptable in building a reliable activity assistive system. But by combining IM and EM information channels, the recall value is increased from 94% to 99%, there by allowing all the actions within the 15 activities to be detected at the cost of a lower overall recognition precision.
Temporal Delay in Recognizing Activities and Actions. The output of the activity recognition system may sometimes be unstable, especially around the transitions between two activities or between two actions. In order to provide a reliable assistance based on the proposed activity recognition system, the output of the activity recognition system must be smoothened which introduces temporal delays between the actual starting of an activity or action and the moment when the system makes a guess about the actor's current activity or action. An activity is recognized on an average after 30 events. At the action level, this delay varies between 7 and 24 events (13 on an average), which means that in some cases (especially if the duration of an action is short), the system may guess the actor's current action with a delay of one or two actions.
Fig. 3. IM and EM information channels complement each other for activity recognition
Implications for building an Activity Assistive System. In our previous work [6] , we have experimented with different information channels and have obtained an activity recognition precision of 89% among 10 activities of daily living. One main reason for building over our previous efforts by exploring complementary information channels is to recognize activities with higher precision (we have achieved an activity recognition precision of 92% among 15 activities of daily living) and sharper events that can be used for both activity recognition and in providing real-time assistance based on the actor's current activity. Examples of sharper events include turning ON a stove or taking out juice packet from the fridge. Events that are generated using EM and IM information channels are sharper compared to mere objects grabbed or released events, since EM and IM information channels contain information about a specific object's state change information. Events generated using observable space and manipulable space information channels (refer to our previous work [6] ) also does not yield sharper events that can directly be used to provide assistance to the user. Even though we obtain sharper events using EM and IM information channels, there exists to some extent uncertainty and delay in recognition. To address this limitation which is inherent due to the probabilistic nature of our activity recognition system, we perform data mining on the training data and extract some events that are mandatory for each activity. Such events are referred to as mandatory events. For instance, if an actor switches ON the stove during the activity of preparing vegetables in all the training data, then switching ON the stove is considered to be a mandatory event. Such mandatory events are also used along with the actor's current activity and action in providing assistance to the actor.
Future Work
Combining IM and EM Information Channels. At present the combination between IM and EM information channels is performed based on simple weights (generated considering the individual information channels' activity recognition precision), improving the recognition precision at the activity level to 92% (see Table 3 ). However, the combination procedure at the action level has reduced the recognition precision from 81% (EM information channel alone) to 70% (combining IM and EM information channels). We are currently investigating the cause to this negative effect and intend to address it. At present, we have also not considered the temporal relationship between the two information channels. We intend to include such relationships and investigate the possibility of improving the recognition precision at the action level using the combination of the two information channels.
Improving the Granularity of IM Information Channel. Complex objects that can change their internal states are important information to capture in recognizing user activities. However, in our study we have used only a selected number of complex objects to avoid the necessity of too much sensing and computation in the environment. Among those selected complex objects, objects that are unique for individual activities like rice cooker, coffee maker, etc. have contributed well for activity recognition. However devices like stove and oven that are common for several activities provide less information for our activity classifier and introduce noise in recognition. This is because we sense the internal state of the stove or the oven at a coarse granularity (only on/off states). We believe that by improving the sensing of the complex objects' internal states with finer granularity, like for instance, sensing the temperature of the stove, there is a reasonable chance in improving the recognition at both the activity and the action level for many of the activities included for experimentation. For instance, the temperature of the stove changes differently during the activity of preparing tea compared to the activity of preparing pasta sauce. However, this does not mean that improved granularity always contribute to the performance improvement of recognizing activities. Further work needs to be done to compare the relationship between performance improvement and granularity of sensing the IM information channel.
Exploring the Spatial Relations between Everyday Objects. At present, the EM information uses simple relationship between the object the actor is currently interacting with and the container changes due to such interaction. However there may be some relationship between the object the actor is currently interacting with and the other objects that are inside or on the container object. Such relations will be explored in the future. Also when an object enters or leaves a container object, the internal state of the container changes, which will be considered as being part of IM information channel in the future.
Transferring to Real-World Applications. Our approach of using virtual reality as a test-bed introduces the issue of how this translates to real-world applications. Virtualreality simulation implies that there is no noise and uncertainty in the collected signals, which is an important factor in real-world applications. As mentioned earlier, we are targeting on using passive RFID technology [20] considering its reliability in identifying the objects the actor is currently interacting with [21] , [3] , and [4] . Sensing EM information channel introduces many challenges including the difficulties in limiting the volume of the container object that is sensitive to EM events and in attaching RFID readers on devices like oven that might be used at high temperatures. We are aware of some passive tags that can handle high temperatures, and currently investigating on RFID readers that can handle high temperatures.
Similarly there are issues that need to be solved in sensing intra manipulation information channel. However the focus of this paper is not to get too much carried away by the technology that is existing today, but instead to check the contributions of intra and extra manipulation with the assumption that sufficient technology will be available to sense these information channels in the near future. Even though the ecological validity cannot be guaranteed, our approach is a novel one and is primarily intended for guiding the development of ubiquitous and wearable computing systems capable of assisting human activities. Other issues like scalability of our approach and adaptation of our system to variations in activity patterns are discussed in [6] .
Conclusions
In this paper we have presented a prototype activity recognition system developed based on an actor's interaction with everyday objects. Our activity recognition approach includes the objects grabbed or released information with the objects' internal state changes and their external state changes with reference to other objects. When evaluated in a virtual-reality simulated home environment: 1) activity and action recognition accuracies using EM has shown promisingly better results compared to currently dominant IM based approaches [3] , [11] ; 2) by combining both the information channels we have obtained a recognition precision of 92% at the activity-level among 15 activities of daily living. Our work provides an activity-aware platform for further investigations into the development of personal and user-defined activity assistive systems. As a secondary focus, we have also presented the approach of developing ubiquitous and wearable computing systems using virtual-reality simulation [6] .
