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SEQUENCES WITH CHANGING DEPENDENCIES∗
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Abstract. Consider words over an alphabet with n letters. Fisher [Amer. Math. Monthly, 96
(1989), pp. 610–614] calculated the number of distinct words of length  assuming certain pairs of
letters commute. In this paper we are interested in a more general setting where the pairs of letters
that commute at a certain position of a word depend on the initial segment of the word. In particular,
we show that if for each word at each position any letter fails to commute with at most a constant
number of other letters, then the number of distinct words of length  is at most Cn+ for some
constant C. We use this result to obtain a lower bound on the number of diagonal ﬂips required in
the worst case to transform one n-vertex labeled triangulated planar graph into some other one. This
has previously been proved in [D. D. Sleator, R. E. Tarjan, and W. P. Thurston, SIAM J. Discrete
Math., 5 (1992), pp. 428–450] by diﬀerent methods.
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1. Introduction. Let A = {a1, . . . , am} be a ﬁnite alphabet consisting of letters
a1, . . . , am. We denote the set of all words of ﬁnite length with letters from A by A∗.
Given a word w ∈ A∗, we write [w]t for the preﬁx of w of length t (that is, [w]t
consists of the ﬁrst t letters of w). For each word w in A∗ we ﬁx a set Cw ⊆ A. We
call the collection C = (Cw : w ∈ A∗) the commuting family. Let ∼C be the smallest
equivalence relation such that
a1 . . . at−1atat+1 . . . a ∼C a1 . . . at−1at+1at . . . a
whenever at+1 ∈ Ca1...at . By enlarging the sets Cw, if necessary, we may assume that
for all a, b ∈ A and w ∈ A∗, we have a ∈ Cwb ⇔ b ∈ Cwa. Note that this does not
change the equivalence relation. We call two words w and w′ equivalent (with respect
to C) if w ∼C w′.
Fisher [4] considered the number T of equivalent classes of words of length ,
when Cw depends only on the last letter of w (that is, we specify the pairs of letters
that commute). In this case one can construct a dependency graph G = (V,E)
where the vertices correspond to the letters of the alphabet and two vertices are
adjacent if the corresponding letters commute. Fisher showed that for  > 0, T =∑
k=1(−1)k+1ckT−k with T0 = 1, where ck is the number of complete subgraphs
of size k in G. It follows that the generating function t(x) =
∑∞
k=0 Tkx
k is closely
related to the well-known independence polynomial ZG(x) =
∑|V |
k=0 skx
k, where sk is
the number of independent sets with k vertices. More precisely, t(x) = 1/ZG(−x),
∗Received by the editors June 23, 2006; accepted for publication (in revised form) April 6, 2008;
published electronically July 3, 2008. Research was performed while the third author was visiting
the University of Memphis and also while all authors were visiting the Institute for Mathematical
Sciences at the National University of Singapore.
http://www.siam.org/journals/sidma/22-3/66361.html
†Department of Mathematical Sciences, University of Memphis, Memphis, TN 38152-3240
(pbalistr@memphis.edu).
‡Trinity College, Cambridge, CB2 1TQ, UK, and University of Memphis, Memphis, TN 38152-
3240 (B.Bollobas@dpmms.cam.ac.uk).
§Royal Holloway College, University of London, Egham TW20 0EX, UK (stefanie.gerke@rhul.
ac.uk).
1149
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1150 PAUL BALISTER, BE´LA BOLLOBA´S, AND STEFANIE GERKE
where G is the complement of G. The notation we use here, ZG, is the one used in
statistical physics, where (a generalization of) the polynomial goes under the name
of the “lattice-gas partition function” associated with the graph G. For a review of
various combinatorial results concerning the independence polynomial, see Levit and
Mandrescu [7].
Clearly, s0 = 1, s1 = |V | for every graph G = (V,E), and sn = 0 unless G has no
edges, in which case it is 1. In particular, ZG is nonzero in some complex disc
DR = {z ∈ C : |z| ≤ R},
where R > 0.
Extending a result of Kotecky´ and Preiss [6], Dobrushin [1] (see also [2]) proved
the following fundamental result in statistical physics, widely known as Dobrushin’s
theorem.
Theorem 1.1. Let ZG be the independence polynomial of a graph G = (V,E).
Let rv, v ∈ V , be constants such that 0 ≤ rv < 1, and
R ≤ rv
∏
u : uv∈E
(1− ru)
for every v ∈ V . Then ZG is nonzero in the disc |z| ≤ R.
In fact, if |z| ≤ R, then
(1) |ZG(z)| ≥ ZG(−R) ≥
∏
v∈V
(1− rv).
Twenty years earlier, Lova´sz had proved a celebrated result in combinatorics with
analogous conditions (see [3]). This result, the Lova´sz local lemma, gives necessary
conditions for the probability of the intersection of a family of events to be strictly
positive, when these events are not far from being independent. Recently, Scott and
Sokal [9], [8] showed that these two fundamental results, the Lova´sz local lemma and
Dobrushin’s theorem, are, in fact, equivalent. The proof of this equivalence is not too
easy: it is based on the result of Shearer [10] that the conditions in the Lova´sz local
lemma are best possible.
As a consequence of Dobrushin’s theorem, if the degree of every vertex in G =
(V,E) is bounded by k, then one can take R = R(k) > 0 independently of the size ofG.
Since t(x) = 1/ZG(−x), this implies, for example, that there are at most C(k)+|V |
diﬀerent equivalence classes of words of length  if there are at most k letters that
do not commute with any given letter (in other words the dependency graph G has
minimum degree at least |V | − k − 1).
Sleater, Tarjan, and Thurston [11] used a diﬀerent setup to count the number of
diﬀerent outcomes of sequences of transformations of graphs. Each transformation
is obtained by replacing a subgraph isomorphic to one of a ﬁxed family of graphs
by another graph. Whether or not two transformations commute depends on the
previous transformations applied. In this sense it is very similar to our approach, but
ours appears to be more general as well as simpler.
As an example where the sets Cw depend on the entire word and not only the last
letter, we consider words in connection with the class of labeled triangulations on n
vertices, that is, maximal planar graphs on the vertex set {1, . . . , n}. Consider a ﬁxed
triangulation that is embedded in the plane. Due to Whitney [14], this embedding
is essentially unique. If one removes an edge {i, j} of a triangulation, then there is
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a face {i, k, j, l} of size four, and if the edge {k, l} does not already exist, then one
can add {k, l} instead of {i, j} to obtain a new triangulation. Such an operation is
called a ﬂip. It is well known [13] that each triangulation can be reached from any
other triangulation by a ﬁnite number of ﬂips. We consider such ﬂip sequences from
a ﬁxed given embedded triangulation and also extended ﬂip sequences where we allow
multiple edges but insist that each of the multiple edges has its own face, namely, the
face of size four that is obtained by deleting the edge before the ﬂip.
Let A = {a0, . . . , a3n−6} be the alphabet where for i = 1, . . . , 3n − 6 the ﬂip of
edge i is represented by the letter ai and a nonﬂip is represented by a0. After a ﬂip of
edge i, the new edge created will still be numbered i. Some ﬂip sequences may lead
to the same triangulation. To capture this we deﬁne for an extended ﬂip sequence
w = ai . . . aj , the set Cw as the nonﬂip a0, and the set of all edges except for the four
edges having a common face with the last edge aj after the ﬂips of the sequence w
have taken place.
Consider the commuting family C = (Cw : w ∈ A∗) and the set A of all ﬂip se-
quences of length  starting with a given embedded triangulation. Note that if two ﬂip
sequences in A are equivalent, then the two sequences yield the same triangulation.
This can be seen by observing that it does not matter at which point an edge is ﬂipped
as long as the edges incident to a common face have not been changed, and C is chosen
in such a way that the order of edges incident to a common face can never be changed.
Hence the number of equivalence classes is at least the number of triangulations that
can be reached with  ﬂips from the given triangulation. We want to ﬁnd a lower
bound on the number of ﬂips  needed to reach all triangulations from a ﬁxed given
triangulation. Since Tutte [12] has shown that the number of triangulations is at least
Cnn! for any C < 256/27 and suﬃciently large n, it suﬃces to ﬁnd an upper bound
on the number of equivalence classes of A, as we need more equivalence classes than
triangulations to reach all triangulations from a given one. We ﬁnd such an upper
bound in Theorem 2.2, where we show that the number of equivalence classes is at
most C˜ |A|+ for some constant C˜. Thus to reach all triangulations from a ﬁxed tri-
angulation we have to ensure that the number of ﬂips  satisﬁes C˜3n−5+ ≥ Cnn!. It
follows that Ω(n log n) ﬂips are needed. This lower bound matches asymptotically the
upper bound, as it is known (see [11] and [5]) that O(n log n) ﬂips suﬃce. The lower
bound has also been shown in [11] with a slightly longer, more complicated proof. In
particular, in [11] one needs to consider the dual of a triangulation before one can
apply their method.
2. Main result. To prove our main result we ﬁrst show that the number of
words over the alphabet {1, . . . ,m} that never decrease much can be bounded from
above.
Lemma 2.1. Let k ∈ N be a constant. The number of words a1 . . . a of length 
over the alphabet A = {1, . . . ,m} such that aj+1 − aj ≥ −k for all 1 ≤ j ≤  − 1 is
at most (
m+ k + 

)
≤ ((k + 1)e)em/(k+1),
where e denotes the base of the natural logarithm.
Proof. We can view the sequence a1, . . . , a as the following walk on the integers
starting at 0. We consider a1, . . . , a in turn. When considering ai, bi = ai− ai−1 + k
steps of size 1 are taken up (where we set a0 = k) and then one step of size k is taken
down; see Figure 1. Note that bi ≥ 0 as aj+1 − aj ≥ −k for all 1 ≤ j ≤ − 1. Given
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Fig. 1. Sequence UUDUUUUUDDUUUU corresponds to (a1, a2, a3) = (2, 5, 3), where k = 2,
m = 5.
such a walk we can easily reconstruct the sequence a1 . . . a, as ai is just the height
of the walk before stepping down for the ith time. Hence it remains to count the
number of such walks.
Note that when considering the word a1, . . . , a we can step up a total of at most
m+ k times. By adding additional steps up after the last step down, we may assume
without loss of generality that there are exactly m + k steps up and  steps down.
Therefore the number of such walks is at most the number of ways we can choose the
positions of the  steps down out of the m+ k +  steps and is thus at most
(
m+ k + 

)
≤
(
e(m+ (k + 1))

)
≤
(
(k + 1)e
(
m
(k + 1)
+ 1
))
≤ ((k + 1)e)em/(k+1).
(Here we used the well-known facts that
(
a
b
) ≤ (ea/b)b and (1 + x) ≤ ex.)
Theorem 2.2. Let k ∈ N be a constant, let A be a ﬁnite alphabet with m letters,
and let A be a subset of all words in A∗ of length . If every member Cw of a
commuting family C has at least m − k elements, then there exists a set S of size at
most ((k + 1)e)em/(k+1) such that for each word w ∈ A there exists a word w′ ∈ S
with w ∼C w′.
Proof. We shall deﬁne an injection from the set of equivalence classes to the
set of sequences b1, . . . , b of length  with bj ∈ {1, . . . ,m} and the property that
bj+1 − bj ≥ −k. The result then follows by Lemma 2.1.
Let A = {a1, . . . , am}. We start with an arbitrary ordering of the letters, say,
a1 < a2 < · · · < am. This ordering might change at each step of the following
procedure. We assign the following sequence b1, . . . , b to a word w = ai1 , . . . , ai ∈ A:
At each step j, bj ∈ {1, . . . ,m} is equal to the position of aij in the current ordering.
Thus b1 = i1. Given the ordering when we have considered k letters of w, the next
ordering is obtained by moving the letters not in C[w]k that are below aik directly
below aik so that the relative order is conserved; see Table 1. Observe that letters
that are above aik in the current ordering are not moved.
Note ﬁrst that given the set C and the initial ordering a1 < a2 < · · · < am, a
sequence b1, . . . , b with bi ∈ {1, . . . ,m} for all 1 ≤ i ≤  represents a unique word in
A∗. Thus it remains to show that we can choose a word in each equivalence class in
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Table 1
The change of the ordering with the word decaf which is mapped to (4, 5, 4, 3, 6). We start with
the ordering a,b,c,d,e,f and consider the letters of the word decaf in turn. After considering d we
have to move the letters not in Cd that are below d directly behind d. Cd consists of two elements
b, f. Thus we have to move a,c directly behind d to obtain b,a,c,d,e,f. After considering de we have
to move all the elements below e that are not in Cde = {a, d} directly behind e. Thus we have to
move b and c to obtain a,d,b,c,e,f. We continue and obtain the word (4, 5, 4, 3, 6).
Commuting sets: Cd = {b, f}, Cde = {a, d}, Cdec = {b, d}, Cdeca = {e, f}
Order Initially After:
d de dec deca
6 f f f f f
5 e e e e e
4 d d c c c
3 c c b a a
2 b a d b b
1 a b a d d
such a way that each word is mapped to a sequence b1, . . . , b with bj+1− bj ≥ −k for
all j ∈ {1, . . . , − 1}. For each equivalence class we choose the word that is assigned
the lexicographically smallest sequence, that is, if w = ai1 , . . . , ai is chosen and is
mapped to b1, . . . , b, then every word that is equivalent to w is assigned to a sequence
that is bigger than b1, . . . , b in the lexicographic order.
We now claim that these chosen words are assigned to sequences b1, . . . , b with
bj+1 − bj ≥ −k for all 1 ≤ i ≤ . Assume for contradiction that a chosen word w =
ai1 . . . ai is mapped to a sequence b1, . . . , b such that bt+1 − bt < −k for some index
t ∈ {1, . . . , −1}. Then by the assumption that |C[w]t | ≥ m−k and the choice of our or-
dering, ait+1 ∈ C[w]t . Thus w is equivalent to w′ = ai1 . . . ait−1ait+1aitait+2 . . . ai . But
it is clear that ai1 . . . ait−1 is mapped to the same subsequence in both words. More-
over, after we have considered ai1 . . . ait−1 , in the current ordering we have ait+1 < ait ,
since ait+1 ≥ ait at this point would imply that ait+1 ≥ ait in the ordering after [w]t
has been considered. But this contradicts our assumption. Hence w′ is mapped to a
sequence that is smaller with respect to the lexicographic ordering, a contradiction to
the choice of w.
As we have discussed in the introduction one can consider the set A of all ﬂip
sequences of length  from a given triangulation T , and construct sets Cw, w ∈ A∗
with |Cw| ≤ (3n − 5) − 4 for all Cw ∈ C such that every triangulation T ′ that can
be reached from T with at most  ﬂips is represented by at least one equivalence
class. For any C < 256/27, there are at least Cnn! triangulations of size n, and by
Theorem 2.2 we can reach at most t() = (5e)e(3n−5)/5 triangulations from T with
 ﬂips. Thus we have to choose  such that t() ≥ Cnn! in order to achieve that the
number of triangulations that can be reached from T with at most  ﬂips is bigger
than the number of all triangulations. But t() ≥ Cnn! is equivalent to  ≥ αn log n
for some constant α > 0. Hence we obtain the following result, a more complicated
proof of which can be found in [11].
Corollary 2.3. There are labeled triangulations T and T ′ on n vertices such
that Θ(n log n) ﬂips are needed to transform T into T ′.
The alert reader might have observed that we did not need all the properties of the
equivalence relation ∼C . Thus we can slightly generalize the deﬁnition of a commuting
family. We consider sets B ⊆ A∗ where some of the words in B are dominated by
others. More precisely, we are given a set (C ′w ⊆ A : w ∈ A∗) that we call a generalized
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commuting family, and a word w1 ∈ B dominates a word w2 ∈ B if and only if there
exists a sequence of words w′1, w
′
2, . . . , w
′
l ∈ A∗ with w1 = w′1 and w2 = w′l such that
for each j = 1, . . . , l−1, w′j+1 can be obtained from w′j by exchanging two consecutive
letters at positions tj and tj +1 and the tj +1st letter of w
′
j+1 is contained in C
′
[w′j ]tj
.
For example if B consists of all words of length  and C ′w = A for all w ∈ A∗, then
every word dominates every other word. If C ′w = ∅ for all w ∈ A∗, then no word
dominates any other word. Finally, for a set B with generalized commuting family C,
a basic set is a subset of A∗ such that each word of B dominates at least one word of
the basic set. Trivial basic sets of B with commuting family C are supersets of B. The
size of a smallest basic set B with commuting family C is denoted by |B, C|. Now, as in
Theorem 2.2 one can prove that |B, C| ≤ C(k)m+ if every element of the generalized
commuting family contains at least m− k elements.
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