Abstract. We say a string has a cadence if a certain character is repeated at regular intervals, possibly with intervening occurrences of that character. We call the cadence anchored if the first interval must be the same length as the others. We give a sub-quadratic algorithm for determining whether a string has any cadence consisting of at least three occurrences of a character, and a nearly linear algorithm for finding all anchored cadences.
Introduction
Finding interesting patterns in strings is an important problem in many fields, with an extensive literature (see, e.g., [1] and references therein). One might therefore expect all obvious kinds to have already been considered; however, as far as we are aware, no one has previously investigated how best to determine whether a string contains a certain character repeated at regular intervals, possibly with intervening occurrences of that character. To initiate the study of this natural problem, we introduce the following notions: Therefore, we can find all cadences of S in time at most proportional to
Since there can still be Θ(n 2 ) k-cadences for k ≥ 2, this bound is worst-case optimal. In Section 2, however, we give a sub-quadratic algorithm for determining whether a string has a 3-cadence. In Section 3 we give an O(n log log n) time algorithm for finding all anchored cadences, of which there can be at most n.
We leave as open problems finding an output-sensitive algorithm for reporting all the k-cadences for k ≥ 2, or a subquadratic algorithm for determining whether there is a k-cadence for a given k ≥ 4, or a linear algorithm for finding all anchored cadences. We are also curious about how to define properly and find efficiently approximate cadences, and whether there exists, e.g., a subquadraticspace data structure that, given the endpoints of a substring, quickly reports all the cadences of that substring.
Detecting 3-Cadences
A string has a 2-cadence if, for some character a, the positions i and j of the leftmost and rightmost occurrences of a satisfy 2i ≤ j and 2j − i > n. We can easily check this in O(n log n) time. In this section we show that when the string is binary, we can also check if it has a 3-cadence in O(n log n) time. It follows that we still need only O(n log n) time when the string is over any constant-size alphabet, and O n 3/2 log 1/2 n time in general.
Specifically, we show how to convert a string S[1.
.n] ∈ {0, 1} n into a set W of n integer weights in [−2n, . . . , 2n] such that S has a 3-cadence (i, d) with S[i] = 1 if and only if W is in 3Sum (i.e., three of its weights sum to 0), which we can check in O(n log n) time via the Fast-Fourier Transform (see, e.g., [3, Exercise 30. [1] [2] [3] [4] [5] [6] [7] ). Since our reduction is essentially reversible, we suspect that improving this O(n log n) bound will be challenging.
Without loss of generality, assume we are interested only in detecting 3-cadences (i, d) with S[i] = 1; we can detect 3-cadences (i, d) with i = 0 symmetrically. Let
By definition, for any 3-
Therefore, there is a 3-cadence if and only if the average of some element in L 1 and some element in L 3 is an element in L 2 . It follows that S has a 3-cadence if and only if
If S is over any constant-size alphabet then we can create a binary string of length n for each character in the alphabet, with the 1s marking the occurrences of that character, and apply our reduction to each one in O(n log n) total time. If S is over an arbitrary alphabet then we can perform this partitioning and detect 3-cadences in the binary string for each character a using time at most proportional to min n 2 a , n log n , where n a is the number of occurrences of a in S. This takes a total of at most O n 3/2 log 1/2 n time.
Theorem 1. We can determine whether a string of length n has a 3-cadence in
O n 3/2 log 1/2 n time. If the alphabet has constant size then we use O(n log n)
time.
To see that our reduction is essentially reversible, suppose we want to determine whether a set W of n integer weights in [−n, . . . , n] is in 3Sum. Without loss of generality, we need check only whether there exist two positive weights and one negative weight that sum to 0: the case when there are two negative weights and one positive weight that sum to 0 is symmetric. For each positive weight w we set S[2w] to 1; for each negative weight w we set S[−w] to 1; and for each remaining i ≤ n we set S[i] to 0 if i ≤ n/2 and to 2 otherwise. There are two positive weights w 1 and w 3 and one negative weight w 2 in W with w 1 + w 2 + w 3 = 0 if and only if −w 2 is the average of 2w 1 and 2w 3 , in which case S has a 3-cadence.
Finding Anchored Cadences
We can check whether i ≤ n is an anchored cadence of S[1..n] by comparing
obviously we can find all anchored cadences in O(n log n) time. In this section we use the following lemma to improve this bound to O(n log log n). We start by computing the sorted set Primes(n) of primes between 1 and n, which takes O(n/ log log n) time [4] . We then build a Boolean array B[1.
.n] and set B[i] to true for ⌈n/2⌉ ≤ i ≤ n. For i from ⌈n/2⌉ − 1 down to 1, we check whether S[i] = S[p i] and B[p i] = true for each prime p with p i ≤ n, in increasing order; if so, we set B[i] to true and otherwise we set it to false. By Lemma 1, i is an anchored cadence if and only if we eventually set B[i] to true. We check each cell B[j] at most once for each of the distinct prime factors of j. Since each prime p ≤ n divides ⌊n/p⌋ numbers between 1 and n and
(see, e.g., [2] ), we use O(n log log n) time.
If m is the smallest anchored cadence of S then, for i < m/2, we set B[i] to false immediately after checking B[2i]. Therefore we check each cell B[j] at most once for each prime factor p of j such that p = 2 or j/p ≥ m/2. For each prime p ≤ 2n/m there are n/p − m/2 + O(1) choices of j between 1 and n such that p divides j and j/p ≥ m/2; there is no such choice of j for any larger prime. It follows that we use time O(n log log(n/m)) time. Moreover, if S is chosen uniformly at random from over a non-unary alphabet then in the expected case, for i ≤ n, we check at most 2 primes before finding one p such that S[i] = S[p i]. In the average case, therefore, we use O(n) total time.
Theorem 2.
We can find all the anchored cadences in a string of length n in O(n log log(n/m)) time, where m is the smallest cadence. If the alphabet is nonunary then we use O(n) time on average.
