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INTRODUCTION
Flexible structure systems are known to exhibit an inherent property of vibration when subjected to disturbance forces, leading to component and/or structural damage. Such systems include a wide range of engineering applications, for example skyscrapers and bridges in civil engineering applications; propellers, aircraft fuselage and wings, satellite solar panels and helicopter blades in aerospace structures ; and turbogenerator shafts, engines, gas turbine rotors and electric transformer cores in electromechanical systems. An understanding of the principles involved in the analysis of such systems is important so that suitable control laws for effective suppression of undesirable vibrations can be developed.
Many attempts have been made in the past to devise methods of tackling the problems arising from unwanted structural vibrations (disturbances). Traditional methods of vibration suppression include passive methods, which consist in mounting passive material on the structure. These methods are efficient at high frequencies but expensive and bulky at low frequencies. Moreover, the current trend towards lightweight, and hence flexible, structures has imposed a further limitation to the utilization of passive methods, especially for low-frequency vibration suppression. Active vibration control (AVC) uses the superposition of waves by artificially generating secondary (cancellingl source(s) of vibration to interfere destructively with unwanted disturbances and thus result in cancellation of the unwanted vibrations. This is more eficient and economical than passive methods of low-frequency vibration suppression. Thus, to achieve vibration suppression over the full (low-high) frequency range, a hybrid control method incorporating active techniques for lowfrequency and passive techniques for high-frequency vibration suppression can be utilized (1,2).
Active vibration control is not a new concept. It is based on the principles that were initially proposed by Lueg in the early 1930s for noise cancellation (3). Since then a considerable amount of research work has been devoted to the development of methodologies for the design and realization of AVC systems in various applications (4-16). An AVC system is realized by detecting the primary (unwanted) disturbances through detection sensor(s) and processing these by an electronic controller of suitable transfer characteristics to drive the secondary source(s) (actuators) so that when the secondary wave is superimposed on the primary wave the two destructively interfere with one another and cancellation occurs. Active vibration control mechanisms developed generally concentrate on reducing the level of vibration at selective resonance modes of the system. In doing so, problems arise related to observation and/or control spill-over resulting from unmodelled dynamics of the system. These problems can be avoided by designing an AVC system that incorporates a suitable system identification algorithm through which an appropriate model of the system can be developed within the frequency range of interest. The AVC system presented in this paper includes an on-line system identification algorithm which gives a suitable model of the system in parametric form within a broad range of frequencies of interest. The model thus obtained is then used to design the required controller and generate the corresponding control signal so as to reduce the level of vibration over this broad frequency range.
It is important to note that the superposition of the component waves in an AVC system results in an interference pattern throughout the structure in which the level of cancellation in some regions will be higher and in some regions will be lower or will even correspond to a reinforcement. The level and physical extent of cancel-Part I : Journal of Systems and Control Engineering lation achieved is primarily dependent on the geometrical arrangement of system components. Moreover, the number of secondary sources, depending on limitations due to physical dimensions, has a significant effect on the level as well as physicial extent of cancellation.
Owing to the broadband nature of the disturbances, it is required that the control mechanism in an AVC system realizes suitable frequency-dependent characteristics so that cancellation over a broad range of frequencies is achieved. Moreover, in practice, the spectral contents of the disturbances as well as the characteristics of system components are, in general, subject to variation, giving rise to time-varying phenomena. This implies that the control mechanism is further required to be intelligent enough to track these vibrations so that the desired level of performance is achieved and maintained (2, 17). A cantilever beam system in transverse vibration is considered in this paper. Such a system has an infinite number of modes, although in most cases the lower modes are the dominant ones requiring attention. The unwanted vibrations in the structure are assumed to be the result of a single point disturbance of broadband nature. First-order central finite difference (FD) methods are used to study the behaviour of the beam and develop a suitable test and verification platform. An AVC system is designed utilizing a single-input multioutput (SIMO) control structure to yield optimum cancellation of broadband vibration at a set of observation points along the beam. The controller design relations are formulated such as to allow on-line design and implementation and, thus, yield a self-tuning control algorithm. The algorithm is implemented on a parallel heterogeneous system incorporating a DSP device and a transputer node and its performance assessed in the suppression of vibration along the beam using singleinput single-output (SISO) and SIMO control structures.
THE CANTILEVER BEAM SYSTEM
A schematic diagram of the cantilever beam system is shown in Fig. 1 , in which L represents the length of the beam, U(x, t ) represents an applied force at a distance x from the fixed (clamped) end of the beam at time t and y(x, t ) is the deflection of the beam from its stationary (unmoved) position at the point at which the force has been applied. The motion of the beam in transverse vibration is governed by the well-known fourth-order partial differential equation ( To construct a suitable platform for test and verification of the control mechanism (introduced later), a method of obtaining the numerical solution of the PDE in equation (1) is required. The finite element (FE) method has commonly been used in the past for obtaining numerical solutions of the PDE and for constructing simulation environments characterizing the behaviour of such systems (1S22). This method allows irregularities in the structure and mixed boundary conditions to be handled. However, these are not of concern in the case of a uniform beam structure considered here. Moreover, the computational effort and consequent software coding involved in the FE method make it unfavourable for uniform structures. It has been reported that the FD method is more suitable in the simulation of uniform beam stuctures and simpler than the FE method (11). For the system considered here, the dynamics may efficiently be described in terms of a modal expansion. However, a virtue of the FD method is that it could fairly readily be applied to more complicated mechanical systems for which an analytical modal solution could not be readily obtained. Therefore, the FD method is used here to obtain a numerical solution of the PDE in equation (1) and to construct a suitable simulation environment characterizing the behaviour of the beam.
To obtain a solution to the PDE, describing the beam motion, the partial derivative terms be denoted by yi+", j + w , where u and w are non-negative integer numbers.
Using a first-order central FD method the partial derivatives a2y/at2 and a4y/ax4 can be approximated as
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where Equation (4) gives the deflection of point i along the beam at time step j + 1 in terms of the deflections of the point at time steps j and j -1 and deflections of points i -1, i -2, i + 1 and i + 2 at time step j. Note that in evaluating the deflection at the grid point i = 1 the fictitious deflection y -1, will be required. Similarly, in evaluating the deflection at the free end of the beam, i = n (n, representing the total number of sections along the beam), the fictitious deflections yn+ 1, and yn+2,vj will be required. To obtain these, the boundary conditions in equation (2) are used. In a similar manner as above, the boundary conditions in equation (2) can be expressed in terms of the FD approximations as M 0 TOKHI AND Solving equation (5) for the deflections y -1, and yo, at the fixed end and y,+ 1, and Y , +~, at the free end yields
Equations (4) and (6) give the complete set of relations necessary for the construction of the simulation algorithm. Substituting the discretized boundary conditions for the fixed and free ends from equations (6) into equation (4) yields the beam deflection at the grid points along the beam as
The above equations can be written in a matrix form as
and S is a matrix given (for n = 19, say) as
S =
where . a -4 beam system, which can be implemented on a digital computer easily. For the algorithm to be stable it is required that the iterative scheme described in equation (7), for each grid point, converges to a solution. It has been shown that a necessary and sufficient condition for stability satisfying this convergence requirement is given by 0 -= I' < 0.25 (11).
To investigate the real-time implementation of the simulation algorithm and study the behaviour of the system, an aluminium-type cantilever beam of length L = 0.635 m, mass m = 0.037 kg and p = 1.351 was considered. The first five resonance modes of this beam, as obtained through theoretical analysis, are located at 1.875 Hz, 11.751 Hz, 32.902 Hz, 64,476 Hz and 106.583 Hz, with the first two modes dominantly representing the behaviour of the beam. It was found through numerical simulations that for the purpose of this investigation reasonable accuracy in representing the first few (dominant) modes of vibration is achieved by dividing the beam into 19 segments (n = 19). Therefore, n = 19 was chosen throughout the investigation presented in this paper. Moreover, sample period At = 0.3 ms, which is sufficient to cover all the resonance modes of vibration of the beam, was selected. For the algorithm to be stable, this gives a value of I = 0.3629.
The behaviour of the beam in transverse vibration was studied by implementing the simulation algorithm in real time on a digital computing system incorporating an i860 DSP device and a T805 transputer. The computing system utilized is to provide more accurate and efficient implementation of the simulation and control algorithms investigated in this paper. Although in simulation experiments the speed of implementation of the processes involved is not of major concern and thus a general-purpose digital computing facility could be utilized instead, in practical investigations, however, it is essential for the computing system to meet the realtime processing requirements of the algorithm@) involved. Figure 2 shows the end point response of the cantilever beam resulting from the application of a step disturbance force of finite duration of 0.1 N at grid point 15. The corresponding spectral density of the response is shown in Fig. 3 . The first five resonance modes, as obtained from these results, are located at 2 Hz, 11 Hz, 30 Hz, 57 Hz and 91 Hz. These, as compared with the corresponding theoretical values, are within reasonably acceptable limits. It is seen in Figs 2 and 3 that the first resonance mode is much more dominant than the rest. Therefore, a substantial reduction in the overall level of vibration will be achieved if the first mode is cancelled by a vibration control system. Note in Fig. 2 that the first mode of vibration appears to be dominantly characterizing the beam fluctuation. The second and higher modes, although present in the description (Fig. 3) , are not as clearly evident. In general, two factors, namely the nature of the disturbance including its amplitude and frequency contents and the location at which it is applied, determine the dynamic modes of the structure that are excited and the level at which these modes will appear. A three-dimensional description of the vibration of the beam along its length resulting from the application of the step disturbance force at grid point 15 is shown in Fig. 4 . This shows that the beam deflection is zero at the fixed end and increases with the distance x from the fixed end, reaching a maximum at the free end, verifying the validity of the simulation algorithm in representing the behaviour of the beam.
ACTIVE VIBRATION CONTROL STRUCTURE
A schematic diagram of the geometric arrangement of a feedforward SIMO AVC structure is shown in Fig. 5a . A primary (disturbance) force is applied by a point source at a point along the beam. This is detected by a detector (sensor), processed by a controller of suitable frequency-dependent characteristics and fed to a set of k secondary sources (control actuators). The control force thus generated interferes with the disturbance force so as to achieve a reduction in the level of vibration at a set of k observation points along the beam. The block diagram in Fig. 5 can be thought of as being either in the continuous complex frequency, s, domain or in the discrete complex frequency, z domain. The analysis and design presented in this paper apply equally to both domains. The implementation of the controller, however, is carried out in the discrete-time domain.
The objective in Fig. 5 is to achieve full (optimum) vibration suppression at the observation points. This is equivalent to the minimum variance design criterion in a stochastic environment. This requires the primary and secondary signals at each observation point to be equal in amplitude and have a phase difference of 180" relative to one another:
Using the block diagram of Fig. 5b , the signals Yo, and Yo, can be obtained as (10) where I is the identity matrix. Substituting for Yo, and Yo, from equation (10) into equation (9) and solving for C yields
( 1 1) Equation (1 1) is the required controller transfer function for optimum suppression of broadband vibration at the observation points. The controller thus designed is guaranteed to be causal by making the number of zeros in each path either equal to or less than the number of poles. Note that, for given secondary sources and detection sensor, the characteristics of the required controller are determined by the geometric arrangement of system components. Among these, it is possible with some arrangements that the determinant 1 GH-'F -E I will be zero or close to zero, requiring the controller to have impractically large gains. Moreover, with some geometrical arrangements of system components, the (positive) feedback loops due to the secondary signals reaching the detection point can cause the system to become unstable. Therefore, for the system performance to be robust, a consideration of the system in relation to the geometric arrangement of system components is important at the design stage (23).
The controller transfer function in equation (1 1) can be realized as either a fixed digital or analogue or hybrid (combined analogue and digital) controller through a process of measurement/estimation of the transfer characteristics of the propagation paths along the beam and through the sensor and actuators to allow design and implementation of the controller according to equation (1 1). In practice the characteristics of sources of disturbance vary with operating conditions, for instance, leading to time-varying spectra. Moreover, the characteristics of transducers, sensors and other electronic equipment used in the AVC system are subject to variation resulting from environmental effects, ageing, etc. Under such situations the system employing a fixed controller will not perform to the desired level. Thus, under such circumstances an AVC system is required to be capable of updating the controller characteristics in accordance with the changes in the system so that the required level of performance is 0 IMechE 1994 achieved and maintained. To do this a self-tuning control strategy, allowing on-line design and implementation of the controller, can be utilized.
SELF-TUNING ACTIVE VIBRATION CONTROL
The design relation given for the controller transfer function in equation (1 1) is in a form that is not suitable for on-line implementation. To allow on-line design and implentation of the controller, equivalent design rules based on on-line measurement of (input/output) signals of the system are required. To devise such a strategy, a self-tuning control mechanism is developed.
Self-tuning control is distinguished as a class of adaptive control mechanisms (2626). It essentially consists in the processes of identification and control, both implemented on-line. The identification process is mainly concerned with on-line modelling of the plant to be controlled and, thus, incorporates a suitable system identification algorithm. The control process, on the other hand, is concerned with the design and implementation of the controller using the plant model and, thus, incorporates a suitable controller design criterion. In this manner, various types of self-tuning control algorithm can be designed depending on the type of identification algorithm and controller design strategy employed. Many system identification schemes have been used in self-tuning control algorithms. Among these, the recursive form of the least-squares algorithm, which produces unbiased estimates of a plant model (in parametric form), based on measurements of the input and output signals of the plant, has proved to be the most useful and practically successful self-tuning identifier. In a similar manner, several controller design criteria have been used in self-tuning control algorithms. Among these, the most common ones are the minimum variance and pole assignment designs. A self-tuning control algorithm can be designed either as an explicit combination of identification of a plant model and controller design or as an implicit algorithm in which the controller is identified directly (bypassing identification of the plant model). Each of these algorithms has its advantages and disadvantages, which depend mainly on the type of application and availability of resources for implementation. Self-tuning is, in a sense, the simplest possible adaptive control algorithm derivable from the point of view of the discrete-time stochastic control theory. An attractive property of the self-tuning controller is that under most reasonable circumstances, as the number of input and output samples tends to infinity, it will converge to the optimal controller that would be obtained if the system parameters were exactly known. Moreover, the strategy is simple enough to allow the use of digitial processors for implementing self-tuning controllers, thus promising a relatively low-cost solution to complex control problems. In this paper an explicit self-tuning AVC algorithm, incorporating a recursive least-squares (RLS) parameter estimation algorithm and the minimum variance design criterion, is developed.
To develop the self-tuning AVC system, consider Fig.  5 with measurable input and output signals as the detected signal U, and the observed signal Yo respectively. Thus, owing to the state of each secondary source, a model of the system between the detection point and each observation point can be obtained. This will result in a set of models with equivalent transfer functions denoted by qoj (j = 1, 2, . . . , k) when all the secondary sources are off and a further set of models with equivalent transfer functions denoted by qij when all the secondary sources are off except secondary source i. In this manner, a total of k(k + 1) models can be constructed.
From the block diagram in Fig. 5b the detected signal UM and the observed signal Yo can be obtained as U, = UD EM(1-CLFM)-
Thus, the equivalent transfer functions of system's models, for the corresponding situation under consideration, are given by the ratio Yo U, ' in equation (12) .
Substituting for E, F, G, H, L and C from equation To obtain ci in equation (13) in terms of the transfer functions of system models, two cases, namely when all secondary sources are off and when only secondary source i is on, are considered (the primary source is on throughout).
To switch off all secondary sources the 'controller' in Fig. 5a can be replaced with an 'open' switch. This, in terms of the block diagram in Fig. 5b is equivalent to all entries in C initialized to zero; To keep only secondary source i on the 'controller' in Fig. 5a can be represented by a switch in which only the path through to secondary source i is closed. This in Part 1: Journal of Systems and Control Engineering terms of the block diagram in Fig. 5b is equivalent to the matrix C initialized to unity at location i and to zero in all other locations:
(16)
Note in equation (16) that, for simplicity purposes, element i of the controller is initialized to unity in this case. The procedure given below applies equally to the general situation in which the path from the detector to secondary source i is closed through an electronic component of a particular transfer function. In this case, element i of the controller in equation (16) can be replaced by this (initial) transfer function and thus carried throughout the synthesis process. It must be noted, however, that this initial transfer function should be included within the AVC system in cascade with the required controller transfer function during the implementation process. Note that the feedback loop formed through secondary source i to the detector by switching on the corresponding controller path may cause the system to become unstable. In such a situation the choice of utilizing an initial transfer function instead of the switch to bring the loop gain below unity and thus allow the system to be stable during the identification phase will be favoured.
Substituting for C from equation ( Equation (20) gives the required controller design rules in terms of the transfer characteristics qoj and qij (i = 1, 2, .. ., k ; j = 1, 2, . . ., k) of system models. The controller can thus be designed on-line by first estimating qoj and qij using a suitable system identification algorithm and then using equation (20) to design the controller. The controller designed in this manner can easily be implemented on a digital processor and the required control signals generated and applied in real time. Moreover, to achieve on-line adaptation of the controller characteristics whenever a change in the system is sensed, a 1. Switch off all secondary sources, estimate transfer functions qoj ( j = 1,2, . . . , k).
2. Switch on secondary source i(i = 1, 2, ..., k) and estimate transfer functions qij ( j = 1,2, . . . , k). 3 . Use equation (20) to obtain the transfer function of the controller ci(i = 1,2, . . ., k). 4 . Implement the controller, to generate the control forces. 5. Measure system performance and compare with the prespecified index; if within the specified range then go to step 4, otherwise go to step 1.
The self-tuning AVC control system implemented according to the above algorithm is described in Fig. 6 , in which 'plant' denotes the system in Fig. 5 with the detected signal as the input and the observed signals as the outputs.
In implementing the self-tuning control algorithm described above, several issues of practical importance need to be given careful consideration. These include properties of the disturbance signal, robustness of the estimation and control, system stability and processor- In simulation experiments in which the primary signal can be chosen properly to satisfy the robustness requirements of the control algorithm the problems resulting from the properties of the input signal will not arise. In practice, however, if the disturbance force may also excite the dynamics of the system which is not of interest, care must be taken to condition the input signal properly before sampling. Robustness of the control algorithm is related to the accuracy of the estimated plant model. This, in turn, depends on properties of the input signal, proper initialization of the parameter estimation algorithm, model order and accuracy of computation (2). The computational accuracy is related to the processor's dynamic range of computation, determined by the processor word length and type of arithmetic. With a processor supporting fixedpoint arithmetic, for example, it is important to take necessary precautions against problems due to overflow and inaccuracies due to truncationfrounding of variables (2).
In employing the minimum variance design criterion, a problem commonly encountered is that of instability of system, especially when non-minimum-phase models are involved. Note in the controller design rules, equation (20) , that such a situation will result in a nonminimum phase and unstable controller, with the unstable poles approximately cancelling the corresponding zero that are outside the stability region. Thus, to avoid this problem of instability, either the estimated models can be made minimum phase by reflecting their non-invertible zeros into the stability region and using the resulting minimum-phase models to design the controller or, once the controller is designed, the poles and zeros that are outside the stability region can be reflected into the stability region. In this manner, a factor (1pz-') corresponding to a pole/zero at z = p in the complex z-plane, that is outside the stability region, can be reflected into the stability region by replacing the factor with (pz -').
The supervisory-level control described above is used as a performance monitor. In addition to monitoring system performance, it can also be facilitated with further levels of intelligence, for example monitoring system stability and avoiding problems due to nonminimum-phase models as described above, verifying controller characteristics on the basis of practical realization to make sure that impractically large con-Part I: Journal of Systems and Control Engineering troller gains are not required as discussed earlier, modulating system behaviour in a transient period, validating model structure, etc.
SIMULATIONS
To investigate the performance of the self-tuning AVC algorithm in broadband vibration suppression, the beam simulation algorithm, as a test and evaluation platform, was implemented on the integrated DSP/ transputer system using 20 grid points along the beam. The self-tuning algorithm was first realized within a SISO control structure with the primary and secondary sources located at grid points 15 and 19 respectively, the detector at grid point 15 and the observer at grid point 11 along the beam. The self-tuning AVC algorithm was implemented on the integrated DSPtransputer system, and its performance was assessed with a step disturbance force as the unwanted primary disturbance. Figure 7a shows the performance of the system as measured at the observation point, where Figure  7b shows the difference G,,(w) -G,,(w), that is actual attenuation. It is noted that, on average, about 25 dB cancellation is achieved over a broad range of frequencies of the disturbance covering the first five modes of vibration. The sharp dips noted in Fig. 7b , correspond to the resonance modes of vibration of the beam. Figure 8 shows the system performance over the lower frequency range covering the first two resonance modes of the beam. It is noted that, although the performance of the algorithm in broadband cancellation is significant including the second and higher resonance modes, the amount of cancellation at the first resonance mode is of the order of five times lower than the overall average amount of cancellation achieved. However, it is seen from the corresponding time-domain description of the beam fluctuation before and after cancellation in Fig. 9 that the level of unwanted disturbance is significantly reduced throughout the length of the beam. This is @ IMechE 1994 further evidenced in the corresponding frequencydomain description in Fig. 10 given in terms of the average signal power throughout the length of the beam.
To investigate the performance of the self-tuning AVC algorithm within a SIMO control structure, a system with two secondary sources located at grid points 19 and 17 was realized. With the primary source and the detector both located at grid point 15, the selftuning AVC system was implemented to achieve optimum cancellation at grid points 11 (observation point 1) and 9 (observation point 2). Figures 11, 12 and  13 show the performance of the system at the two observation points using a fixed disturbance force as the primary signal; the autopower spectral densities before cancellation, G,,(w), and after cancellation, G,,(w), are shown in Figs 11 and 12 , with the corresponding attenuations shown in Fig. 13 . It is seen that an average level of cancellation, over the broad frequency range of the disturbance, of at least 40 dB is achieved at each observation point. The sharp dips, noted earlier using the SISO controller as well, occur at the resonance frequencies of vibration of the beam. As compared with the performance of the system using the SISO controller in Fig. 10 , the amount of cancellation achieved at the lower resonance modes is significantly larger using the SIMO controller. Such a significant reduction in the level of the disturbance is reflected throughout the beam length as shown by the time-domain and corresponding frequency-domain descriptions of the beam behaviour before and after cancellation in Figs 14 and 15 respectively: for visibility purposes the diagram in Fig. 14b has been shown on a smaller vertical scale. It is noted from these results that the level of vibration is reduced by 95 per cent throughout the beam length. This certainly demonstrates the capability of the self-tuning AVC algorithm in the suppression of vibration in flexible cantilever beam structures.
The control method developed aims at broadband vibration suppression. The transfer characteristics of the required controller thus designed and implemented are continuous frequency dependent, leading to a reduction of all the vibration modes of the structure. An important aspect of the design of the AVC system is the geometrical composition of system components. The stability of the system, owing to the feedback loop(s) from the secondary source(s) to the detector, is affected by the location of the detector and secondary source@) with respect to one another; if these are located so that the loop gain@) at some frequency is unity then the system will be unstable. The detector in the system is used to gather information on the vibration modes of the system that need to be reduced. This information is then used to generate and apply the control force(s) through the secondary source(s). Thus, it is important to consider the location of the detector from the information gathering viewpoint and the secondary source(s) from the viewpoint of transfer of control energy into the vibration modes of the structure. In the case of the SISO control structure considered here the secondary source was placed at grid point 19 where all the lower modes are principally dominant. This has resulted in a reduction in the energy of all the lower modes at a similar level. However, when another secondary source is added at grid point 17, where the first and second Beam length (grid point) Fig. 16 Average autopower spectral density of the disturbance along the beam before and after cancellation with the SISO and SIMO selftuning AVC systems modes are more dominant than others, these two modes are reduced relatively more than the rest (see Fig. 13 ).
Note also that the energy transfer from grid point 19 to the observation point at 12 or the observation point at 10 is less than that from grid point 17 and the combined energy transfer from 17 and 19 is much more than that from 19 alone. Although placing the secondary source in the SISO control structure at other locations may result in better performance, the results presented are aimed at demonstrating the performance of the single and multiple source AVC systems with nearly similar geometrical configurations.
A comparison of the performance of the system with the SIMO and SISO controllers is shown in Fig. 16 in terms of the average signal power along the beam length before and after cancellation. It is clear from this diagram that the performance of the system with the SIMO controller is significantly better than that with the SISO controller. This implies that the utilization of a multiple set of cancelling sources enhances the performance of the system. However, it must be noted that the geometrical arrangement of system components as discussed earlier plays an important role in the performance of the system.
CONCLUSION
The design and implementation of a self-tuning AVC algorithm for flexible beam structures has been presented, discussed and verified through numerical simulations. Active vibration control utilizes the superposition of waves by artificially generating cancelling source(s) to destructive interfere with the unwanted source and thus result in cancellation. An active control mechanism for broadband cancellation of vibrations of compact disturbance sources has been developed within an adaptive control framework. A supervisory-level control has been incorporated within the control mechanism, allowing on-line monitoring of system performance and controller adaptation. The performance of the algorithm has been verified in the suppression of broadband vibration in a cantilever beam system within SISO and SIMO control structures. It is shown that, in employing the self-tuning control strategy, a significant amount of cancellation is achieved @ IMechE 1994 throughout the length of beam over the full frequency range of the disturbance.
