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A B S T R AC T
X-ray CT is a tomographic imaging tool used in various fields of medicine
and industry. Since its introduction in , technological developments
have significantly improved the performance and versatility of CT sys-
tems, resulting in an exponential growth in the usage of the technique.
Nevertheless, the accuracy of CT images acquired from state-of-the-art
scanners, can be limited by artefacts from a variety of sources, including
object motion during data acquisition. To tackle this problem, a number
of retrospective motion estimation and compensation methods have been
proposed, however, no methods appear to have been published for the
correction of rigid motion in helical CT, and nor have any such methods
been demonstrated in helical CT scans.
The primary aims of this thesis were to develop and evaluate effec-
tive methods for the estimation and correction of arbitrary six degree-of-
freedom (DoF) rigid motion in helical CT. To accomplish this, a method
was developed to accurately estimate object motion in the CT scanner co-
ordinate system during CT scanning. The method was evaluated experi-
mentally and shown to provide submilimeter positional accuracy, which
was expected to be sufficient for effective rigid motion correction.
Subsequently a motion correction method, which is analogous to the
method previously applied successfully in SPECT [], was adapted to
CT. The principle of this method as adapted to CT is to restore projec-
tion consistency by reconstructing from a modified source-detector or-
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bit, determined by the object motion during the scan. An optical mo-
tion tracking system was used to record the time-varying object pose
of the moving object, and a fully-D implementation of the maximum-
likelihood transmission reconstruction (MLTR) algorithm []. The fea-
sibility of this method was demonstrated in scans of a rapidly moving
Hoffman D brain phantom performed on both - and -slice CT scan-
ners. The motion-corrected images acquired at pitch . corresponded
remarkably closely to images of the stationary phantom. Some residual
artefacts were observed in some motion-corrected images acquired with
a pitch of ≥ 1.0, and experiments were performed which suggested that
these artefacts were due to insufficient data cause by the object motion.
These experiments appear to provide the first practical demonstration of
motion tracking and generalised rigid motion correction in helical CT.
To assess the frequency with which similar residual artefacts are likely
to result if the motion-correction method was to be applied to clinical CT
scans of the head, CT scans affected by a range of human head motion
patterns acquired from healthy volunteers (classified as ‘no’, slight, mod-
erate and severe motion) were simulated, and motion correction applied.
The results indicated that, for the vast majority (.%) of simulations
with moderate or less motion, the motion most likely to be encountered
in clinical CT scans, motion correction was possible without residual data
insufficiency artefacts. With severe motion, about % of simulations
resulted in data insufficiency. However, the extent of these artefacts af-
fected only a limited number (.% on average) of reconstructed axial
slices. The method also appeared capable of improving image accuracy
in some cases when the motion was extremely small. We conclude that
the methods developed can provide accurate and artefact-free MC images
with most types of head motion likely to be encountered in CT imaging,
provided that the motion can be accurately determined.
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Their clinical value, which we have yet to explore, may be significant.
For example, motion correction may reduce the necessity for repeat scans
and resource-intensive anesthetic and sedation procedures in patient gro-
ups prone to motion, such as young children. It is not only applicable to
dedicated CT imaging, but also to hybrid PET/CT and SPECT/CT. Re-
sults of a motion-corrected PET/CT phantom study in which the phan-
tom moved during both the CT and PET acquisition phases suggest that
CT motion correction can deliver a valid CT image for accurate lesion
localisation and attenuation correction of the PET image if rigid motion
occurs during the scan.
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Part I
I N T R O D U C T I O N
1
A B O U T T H I S T H E S I S
PREAMBLE
This chapter provides a general overview of this thesis with motivation
and aims and the organisation of the thesis.

. motivation and aims of thesis
. motivation and aims of thesis
X-ray computed tomography (CT) is the most prevalent tomographic med-
ical imaging technique world wide, with over  million scans performed
annually in the USA alone []. Since its introduction in , CT spatial
and temporal resolution have advanced considerably, widening the range
of its clinical applications. As a result, X-ray CT now plays an important
role in numerous medical fields, including vascular radiology, cardiology,
traumatology, interventional radiology, oncology [], hybrid imaging []
and radiotherapy planning [].
In spite of these technological breakthroughs, the diagnostic quality
of CT images is still limited in some cases due to violation of assump-
tions made in the image reconstruction process. One of these is that the
scanned object remains stationary during data acquisition. In reality, par-
ticularly in medical CT, this assumption is often violated. Any deviations
from the initial pose of the object will introduce inconsistency in the col-
lected data, which results in motion artefacts in the reconstructed image.
Rigid motion artefacts (primarily due to head motion) are of partic-
ular concern in certain patient groups such as paediatric patients [],
patients with severe head trauma [], and patients with suspected acute
stroke undergoing -minute perfusion brain CT []. As the spatial res-
olution of CT scanners improves, even very slight patient movement
which did not previously result in visible artefacts in reconstructed im-
ages, could cause perceptible artefacts [, ]. A previous report has
shown that amongst  patients who underwent CT examinations (head
and neck CT scans, and dental examinations), all demonstrated head
movement during helical CT scans, and about % resulted in percep-
tible motion artefacts [].

. motivation and aims of thesis
Current approaches to limiting motion artefacts include faster scan-
ning protocols and the use of head restraining devices. Anaesthesia or
sedation is often required for paediatric patients, although it can be as-
sociated with undesirable side effects. When motion does occur, the only
remedy available is to repeat the scan, exposing patient to unnecessary
additional radiation dose.
Several retrospective motion estimation and compensation methods
have also been proposed with the aim of obtaining a CT image free of
motion artefacts despite the occurrence of object motion during the scan.
The vast majority of these methods have addressed non-rigid motion.
Relatively little has been published on rigid motion correction in CT, the
majority of which have been limited to simple motion (of D in-plane mo-
tion), and others have been intended for untruncated cone-beam CT. No
methods appear to have been published for the estimation and correction
of six degree-of-freedom (DoF) motion in helical CT, nor have any such
methods been demonstrated in helical CT scans.
Head motion is a problem in all medical imaging modalities. Effective
motion compensation methods exist for SPECT, PET and MRI, but, there
is a scarcity of equivalent methods for CT, particularly for rigid motion.
Because all modern clinical PET, and many SPECT, scanners are manu-
factured as hybrid PET/CT and SPECT/CT scanners, and rely on the CT
image for correct anatomical localisation and attenuation correction of
the functional data, an accurate CT image is essential. However a means
of correcting for head motion in standalone helical CT would also be of
great benefit clinically, as scans often have to be repeated when patients
are unable or unwilling to cooperate with requests to remain still.
The aim of this thesis was to develop and demonstrate the feasibility
of estimating and compensating for generalised six DoF rigid motion in

. organisation of thesis
helical CT. This involved (i) developing an accurate method of tracking
object motion in CT isocentre coordinates using an optical motion track-
ing system; (ii) developing and evaluating a motion correction method,
using the motion information derived from (i); and (iii) assessing the
performance of the motion estimation and correction method for a wide
range of realistic head motion patterns with respect to the accuracy of
the motion-corrected CT image.
. organisation of thesis
This thesis is organised as follows. Chapter  provides some background
on the history and development of X-ray CT technology, and its applica-
tions. Chapter  describes a novel method of tracking rigid object motion
during a helical X-ray CT scan. Chapter  describes how this motion in-
formation can be incorporated into a motion-correction algorithm for CT
and presents the first practical demonstration of the method in simula-
tions and actual helical CT scans of a physical D brain phantom. It also
presents a preliminary analysis of data insufficiency as the likely cause
of residual artefacts post motion correction. Chapter  extends this work
to assess the likely value of the motion-correction method for realistic
human head motion with particular emphasis on the likelihood of resid-
ual artefacts in the presence of realistic human head motion. Results of
applying the method in combination with an existing PET motion cor-
rection method in a hybrid neurological PET/CT scan are provided in
Chapter . Finally a summary of the main outcomes and conclusions of
the thesis, followed by potential avenues for future work, is presented in
Chapter .

2
L I T E R AT U R E R E V I E W
PREAMBLE
This chapter provides background knowledge of X-ray CT and an intro-
duction to the problem of object motion in CT. Proposed methods to mit-
igate or compensate for object motion during CT scans are also compre-
hensively reviewed.

. introduction to x-ray computed tomography
. introduction to x-ray computed tomog-
raphy
X-ray computed tomography (CT) is an imaging technique that non-inva-
sively provides a three-dimensional (D) view of interior structures with-
out superposition. Since its introduction to medical imaging in , X-
ray CT has become an essential tool for a wide range of applications, in-
cluding dentistry, oncology, vascular radiology, cardiology, traumatology,
hybrid imaging, and interventional radiology [] providing information
about the interior anatomy of the human body. Continual technologi-
cal developments have led to an exponential growth in the number of
CT examinations, reaching more than  million clinical CT scans in the
United States alone in  []. In this chapter, an overview of X-ray
CT technology is presented including historical advancements, applica-
tions, as well as some outstanding issues which remain to be addressed
and which underpin the motivation for this thesis. “If the hand be
held between the
discharge-tube
and the screen,
the darker shadow
of the bones is
seen within the
slightly dark
shadow-image of
the hand itself...
For brevity’s sake
I shall use the
expression ‘rays’;
and to distinguish
them from others
of this name I
shall call them
‘X-rays’." -
Wilhelm Röntgen
()
.. Historical overview
X-rays were discovered by the German physicist, Wilhelm Röntgen, in
 during a late night experiment with accelerated electrons [].
He captured one of the earliest X-ray images which clearly depicted the
anatomy of his wife’s hand. Röentgen was awarded the first Nobel prize
in physics six years later for his discovery. By virtue of its ability to vi-
sualise internal structures without surgical intervention, the medical use
of X-rays was well-established within a few years. In truth this discovery
revolutionised the world of medicine [].
The need for a three-dimensional (D) imaging technique was quickly
realised due to the superimposition of structures at different depths in

. introduction to x-ray computed tomography
two dimensional (D) planar X-ray images [, ]. A variety of cross-
sectional imaging techniques, today known as tomography were actively
researched in the early to mid s [, , , ], in order to over-
come the limitations of the D projection image.
Some of the earliest approaches included the D X-ray stereoscopic
technique developed by E Thompson (); stratigraphy by K Mayer
(), planigraphy by A E M Bocage (), tomography by G Gross-
man (), and body-section radiography by Moore (). All these
methods are based on relative movement between the X-ray source, de-
tector and an object, attempting to isolate some particular region of the
object in an image at the expense of blurring other regions. Further de-
tails of these methods can be found in [].
The presence of the blurred planes is the main limitation of these early
technologies. Complete omission of the unwanted planes by limiting the
X-ray beams to only traverse the layer under examination was achieved
in modern reconstructive tomography, which is commonly referred to as
computed tomography (CT) [].
The two most significant names associated with the development of
modern CT are Allan Cormack and Godfrey Hounsfield. Although they
were awarded the Nobel Prize for their contributions to medicine and
science in  together, they worked independently on different prob-
lems. Between  and , Cormack developed the mathematical ba-
sis used for determining differential radiation absorption distributions in
the body based on transmission measurements and demonstrated its va-
lidity by reconstructing an accurate cross section of an irregularly shaped
object [, ]. Later Cormack found that the solutions to similar inverse
problems had been previously proposed by Lorentz () and Radon
() [, , ].
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The first clinical CT scanner was designed and built by Hounsfield,
who performed the very first examination of a patient (with a suspected
brain tumour) on a prototype EMI scanner, shown in Fig. .(a), at Atkin-
son Morley’s Hospital (London, England) on  Oct . Hounsfield was
unaware of Cormack’s work and developed his own method for recon-
structing tomographic images. The image is shown in Fig. .(b) and it
is possible to distinguish a lesion (dark area in the frontal lobe) from the
rest of the healthy brain. The scan parameters were: ≈.mins scan time;
image dimension of × with pixel size of ××mm3.
(a) (b)
Figure .: (a) Godfrey Hounsfield with the first clinical CT brain scanner (from
[]), and (b) The first clinical scan performed on this scanner in
 (from []).
CT was immediately accepted by the medical community, and became
a very important tool in radiological diagnosis.  EMI scanners had been
installed by , growing to more than , devices by . These
numbers continued to increase with approximately , scanners in
operation by  [].
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.. The physics of X-ray CT
Since Röentgen’s discovery of X-rays, the basis of X-ray imaging methods
has been that X-rays are differentially absorbed in materials depending
on the atomic composition of the absorber material.
... Production of X-rays
X-rays are high energy electromagnetic (EM) radiation with energy rang-
ing from about keV to MeV (Fig. .). X-rays are produced by bom-
bardment of a target with energetic electrons. X-rays in the kilovoltage
energy range are typically produced in an X-ray tube.
Figure .: The electromagnetic spectrum. Typical energy range of X-rays rele-
vant to diagnostic uses (-kVp) are shown. From [].
The principal components of an X-ray tube (Fig. .) are a heated tung-
sten filament which acts as a source of electrons (cathode), a focusing
cup that controls the focal spot size, a target (anode) made up of a high
atomic number (Z) material (e.g. tungsten), and an evacuated glass enve-
lope that encloses the components. The filament is heated by a current
and emits thermionic electrons, which are accelerated by the potential
difference (typically -kVp in mammography and -kVp for di-
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Figure .: Principal components of an X-ray tube. From []
agnostic radiology) applied between the cathode and anode. These accel-
erated electrons lose their energy while undergoing a complex sequence
of collisions and scattering processes in the target, which results in the
production of bremsstrahlung and characteristic X-rays.
Bremsstrahlung X-rays result from inelastic interactions of the ener-
getic electrons with atomic nuclei of the target. When an energetic elec-
tron travels close to an atomic nucleus, the attractive Coulomb forces
slow down the electron causing a deflection in the electron’s trajectory.
The energy is transferred to an emitted bremsstrahlung photon (bremss-
trahlung means braking radiation). The energy of the emitted photon
ranges from zero up to the energy of the initial electron depending on the
distance of the electron from the nucleus. The probability of bremsstrahl-
ung emission is proportional to the Z2 of the material.
Characteristic X-rays are produced via a collision of an accelerated elec-
tron with an atomic electron. Depending on the transferred energy, the
atom can be either excited (displacing the atomic electron to higher en-
ergy levels) or ionised (ejection of the electron from the atom), leaving
a vacancy in the original shell. The vacancy is then filled by an outer

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shell orbital electron, accompanied by the emission of an X-ray photon
with an energy equivalent to the difference in binding energies of the
shells involved. The energy of this radiation is, therefore, unique and
characteristic for the particular atom. The emitted X-rays are known as
characteristic X-rays.
A typical energy spectrum of X-ray photons is shown in Fig. .. It
can be seen that bremsstrahlung photons are the major component of the
X-ray spectrum with spikes representing discrete energies of the charac-
teristic X-rays.
blewis.co.uk/Physics/A2/Physics_A2.html
Figure .: A typical X-ray spectrum generated by an X-ray tube with a voltage
of  kV. From [].
... Photon interactions with matter
X-rays transfer their energy to matter via complicated interactions with
atoms, nuclei, and electrons causing ionisation or excitation. There are
three fundamental X-ray interactions that are relevant to X-rays in the
diagnostic energy range (between  and keV): coherent (Rayleigh)
scattering, photoelectric absorption and Compton scattering. Pair pro-
duction is only important at much higher energies (> .MeV), and is
only included here for completeness.

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Figure .: Photon interactions with matter.
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. Coherent (Rayleigh) scattering is an interaction of an incident pho-
ton with low energy (« keV) with an outer shell orbital electron
in an atom. This is a non-ionising process and the incident photon
is deflected without any loss of energy. This process is depicted in
Fig. .(a). The probability of Rayleigh scattering decreases with
increasing energy of the incident photon (E0) and increases with
increasing atomic number (Z) of the material.
. The photoelectric effect is a process whereby an atom absorbs the
entire energy of an incident photon (Fig. .(b)). The photon dis-
appears and its energy is transferred to an orbital electron (most
likely in the innermost shell), which is ejected from the atom. This
electron is called a photoelectron and gains kinetic energy equal to
the difference between the incident photon energy and the binding
energy of the electron shell from which it was ejected. The photo-
electric effect can only happen if E0 exceeds the binding energy of
the electron of that shell. The probability of the photoelectric effect
is proportional to Z3/E30 .
. Compton scattering is a “collision" between a photon and a loosely
bound outer-shell orbital electron of an atom. Compton scattering
occurs when the incident photon energy greatly exceeds the bind-
ing energy of the electron. Part of the incident photon energy is
transferred to the ‘recoil’ electron, resulting in an increase in wave-
length and change of direction by a scattering angle θ as shown
in Fig. .(c). The energy of the scattered photon is related to the
scattering angle by the conservation of energy and momentum as
E ′ = E0/[1+α(1− cosθ)] (.)
where E0 and E ′ are the incident and scattered photon energies, re-
spectively, and α is E0/m0c2, andm0c2 is the rest mass energy of an
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electron (.MeV) []. The probability of Compton scattering
is directly proportional to the number of electrons per gram (elec-
tron density), almost independent of Z, and decreases slowly with
increasing E0.
. Pair production is an interaction between a photon and the electric
field of a charged particle, usually an atomic nucleus, but occasion-
ally an electron. In pair production, the photon disappears and
its energy is converted to create an electron (e−) and positron (e+)
pair. Since the positron and electron have the same rest mass en-
ergy of .MeV, a minimum photon energy of ×.MeV =
.MeV is required for pair production. The excess energy (E0
= -.MeV) is shared as kinetic energy between the positron and
electron, which is dissipated primarily by ionisation and excitation
interactions. The positron subsequently annihilates with another
electron and a pair of keV photons are emitted in opposite di-
rections as shown in Fig. .(d). Pair production probability in-
creases with increasing E and Z2.
As a result of these processes, the intensity (photons/cm2sec) of a photon
beam reduces via scattering and absorption as it passes through a mate-
rial, depending on the energy of the photon and the composition of the
material. The predominant interaction for given beam energy (E) and
atomic number (Z) is plotted in Fig. .. Photoelectric absorption and
Compton scattering are the two most probable interactions at diagnostic
X-ray energies [].
The intensities of a narrow monoenergetic X-ray beam before and af-
ter interaction with a homogenous material of thickness x are related by
Beer’s law:
It = I0 exp
−µx (.)

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Figure .: Probability of interactions for a range of photon energies and mate-
rials (varying Z). From [].
where I0 is the intensity of the incident beam, It is the intensity of the
transmitted beam, and µ is the linear attenuation coefficient of the mate-
rial. µ represents the total probability of the absorption or scattering via
aforementioned interactions of the photon beam per unit distance (cm−1
or mm−1).
Taking into account the polychromatic nature of the X-ray beams pro-
duced by X-ray tubes, and the inhomogeneity of materials such as biolog-
ical tissues, Beer’s law can be expressed more generally as
It(E) = I0(E)exp
−∫ x=L
x=0 µ(E,x)dx (.)
where I0(E) and It(E) are the X-ray spectra before and after attenuation,
µ(E,x) is the linear attenuation coefficient at energy E at location x in the
medium, and L is the total thickness of the object.
... X-ray detection
X-ray photons transmitted through the object are captured and recorded
by an X-ray detector. Radiographic film was commonly used as the detec-

. introduction to x-ray computed tomography
tor in most th century however it has been largely replaced by digital
X-ray detectors which consist of arrays of detector elements.
Detectors in most current X-ray imaging systems employ energy-integrating
detection, which is designed to generate signals proportional to the inte-
grated X-ray photon energy accumulated in each detector element [].
In energy-integrating detection systems, incident photons first interact
with a detector element e.g. a scintillator material, which absorbs the
photons and converts the accumulated energy into visible (or near ultra-
violet) light photons. These light photons are subsequently converted
into an electrical signal by a semiconductor photodiode, producing a sig-
nal proportional to the accumulated energy deposited by the incident
X-rays. The electrical signals are then converted to digital signals by
analog-to-digital convertors (ADCs). These signals are used to form a
digital X-ray image [].
Detectors used in the majority of CT systems are comprised of high-
density ceramic solid-state scintilators e.g. gadolinium oxysulfide (Gd2O2S)
and calcium tungstate (CaWO4) coupled with individually accessible pho-
todiodes e.g. amorphous silicon (a-Si) photodiode, for high efficiency and
high readout speed [].
.. Conventional radiography
Projection imaging is the simplest form of X-ray imaging. The princi-
pal components of a conventional radiography system are an X-ray tube
serving as a source of X-rays, and a detection system which is placed ap-
proximately normal to the incident X-ray beam as shown in Fig .(a). In
conventional radiography, the X-rays are generated from the source and
directed towards the object. Transmitted X-ray intensities, It, recorded
on the detector plane are a projection of the integrated attenuation of the
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D object. This forms a D planar image resulting in superposition of
the internal structures along each ray.
.. Computed tomography
The word tomography comes from ancient Greek, tomos, ‘slice’ or ‘section’,
and grapho¯, ‘to write’ and thus has the meaning of imaging a slice through
a D object. A typical X-ray CT scanner consists of an X-ray source and a
detection system, mounted on a rotating gantry.
In D computed tomography, X-rays are collimated to traverse only
one narrow section (slice) of the object at a time and the profiles of the
transmitted beam intensity for a large number of views are measured
by rotating the X-ray tube and detector around the object as shown in
Fig. .(b). The acquired transmission profile at each angle is called a
projection, or a view [].
Given a sufficient number of projections, a D image representing the
distribution of attenuation within the slice may be determined through a
mathematical process called image reconstruction. The D image is com-
posed of a matrix of picture elements called pixels. By repeating this for
several slices, a series of contiguous axial images are acquired that can be
stacked together to form a reconstructed volume.
.. The evolution of CT technology
The early development of CT is usually classified into four generations
according to the X-ray beam and detector configurations as well as their
movement in acquiring data.
The first generation (in ) used a pencil beam with a single detec-
tor. The tube and detector pair acquired successive projection views by
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Figure .: Schematic representations of (a) conventional radiography, and (b)
computed tomography.
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first translating laterally then rotating around the isocentre of the scan-
ner as shown in Fig. .(a). The main shortcoming of this configuration
was the lengthy scanning time. In the second generation () this was
improved by introducing a narrow fan-beam with the fan angle rang-
ing from ◦-◦ and increasing the number of detectors in the array (Fig.
.(b)). Although the process of data acquisition still involved transla-
tion and rotation the scanning time was significantly reduced due to the
acquisition of information over a larger area at a time.
Third generation scanners further reduced scanning time by eliminat-
ing the translation of the tube-detector and further increasing the fan-
angle and the number of detectors (Fig. .(c)). This configuration was
modified in fourth generation scanners (Fig. .(d)) where the detector
array was a stationary ring while the fan beam source rotated.
Advances in detector technology and computation capacities have also
enabled a continual increase in the size of the image matrix from ×
to ×. Table  summarises the major features of these four gen-
erations.
Table : Characteristic features of four generations of CT scanners.
Feature
Generation
First Second Third Fourth
X-ray tube and detector
motion
Translate/rotate Translate/rotate Rotate only Tube rotates/ detec-
tors stationary
Detectors per section   -   -   - ,
X-ray beam per section Single pencil Multiple pencil or
narrow fan (-◦)
Wide fan (-◦) Wide fan (-◦)
Minimum scan time -min . s - .min -. s - s
Image matrix × × × ×
All four generations were forms of D (‘axial’ or ‘single-slice’) CT, in
which the object (bed) remained stationary during a ◦ rotation of the
X-ray tube and detector, and upon the complete data acquisition of one

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Figure .: The first four generations of X-ray CT scanners. Adapted from [].
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slice, successive slices were acquired by translating the table in incremen-
tal steps.
The development of slip-ring technology to enable continuous rotation
CT scanners was used by Kalender et al. to introduce a new concept
called helical (spiral) CT in . This is regarded as a major break-
through in modern medical imaging. Figure . contrasts axial and heli-
cal scanning modes.
In helical CT, the patient on the bed is moved at a constant speed
through the scanning field in the z-direction while the gantry rotates.
Due to the bed motion the X-ray tube and detector effectively trace a
spiral path around the patient with a radius equal to the distance from
the focal spot to the centre of rotation, acquiring volumetric data. This
removes the inter-scan delay, considerably reducing acquisition time.
Inherently, projection data acquired in a helical CT trajectory are col-
lected from different regions of the scanning volume, and not through
a particular plane (layer), which causes inconsistency in projection data
if reconstruction is attempted with a standard reconstruction algorithm.
This problem was solved through the use of special post processing tech-
niques, one of which involves interpolating the raw data to represent
projections from axial slices [].
The first helical CT scanners had a single row of detectors. The table
translation in helical CT is normally expressed relative to the (nominal)
beam width (in single slice CT this equals the slice width). The ratio of ta-
ble translation per ◦ tube rotation relative to the nominal beam width
in helical CT is referred to as the pitch factor. A higher pitch indicates
faster table translation, and thus larger volume coverage per unit time.
Therefore, a higher pitch results in lower radiation dose to the patient, if

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Figure .: Concepts of (a) axial scanning; and (b) helical scanning.
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other parameters including tube current, and kV are kept the same, at
the price of lower image quality due to relatively sparse sampling [].
The typical rotation time of single slice CT scanners ranged from  to  s
and the nominal beam width was -mm [].
An increase in the axial coverage and temporal resolution of CT sys-
tems was achieved by increasing the number of detector rows and re-
ducing the rotation time (current systems have attained . s rotation
time). Multi-detector-row CT (MDCT) systems allow the simultaneous
measurement of a number of transmission profiles. They also offer an
improved longitudinal resolution (slice thickness well below mm) by
resolving multiple slices, reaching the goal of isotropic resolution.
Figure . demonstrates the progressive increase in the number of
detector-rows and its effect on the axial coverage. Recent scanners in-
corporate up to  physical detector rows (e.g. Toshiba Aquilion One,
Toshiba Medical System, Tochigi-ken, Japan) with mm (×.mm)
axial coverage in one single rotation that is enough to cover some organs,
e.g. brain or heart, in one revolution. As the number of detector rows
increases, the cone angle becomes larger, which needs to be taken into
account in image reconstruction.
In the late s, the development of large area solid state flat-panel
detectors, enabled systems with cone-beam geometry in which the cone
angle was almost same as the fan angle []. Figs. .(a) and .(b)
illustrate linear detector array fan beam and a true cone-beam geome-
tries, respectively. Axial coverage was extended to mm by the use
of the flat-panel detectors, which allowed complete acquisition of projec-
tion data covering the object volume in a single rotation of X-ray source
and detector without table motion. CBCT is utilised for many applica-
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Figure .: Increased axial coverage (number of detector rows × slice thickness
in mm) of CT. From [].
tions including CT angiography (CTA), perfusion studies as well as in
dentistry and radiotherapy [].
Recently, dual-source CT (DSCT) systems were introduced which are
equipped with two X-ray tubes and two detectors mounted on the same
rotating gantry with an angular offset of about ◦. Fig. .(c) illustrates
such a system. The main benefit of DSCT is improved temporal resolu-
tion for cardiac imaging, as half scan (◦) projection data, which are re-
quired for image reconstruction, can be effectively acquired in a quarter
of the rotation time by combining the projection data simultaneously ac-
quired from two acquisition systems. The improved temporal-resolution
offers time-dependent cardiac function to complement the morphologi-
cal information based on X-ray attenuation coefficients [, ]. This
system also allows different kV and mA settings for each X-ray tube, en-
abling the simultaneous acquisition of dual-energy data to aid differenti-
ation of different tissue types [].
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Figure .: Different beam configurations: (a) Fan-beam with linear detector
array; (b) Cone-beam with a flat panel D detector array - from
[]; and (c) Dual-source CT system - from [].
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.. Image reconstruction
CT projection data are converted to cross-sectional images of the object
through a mathematical process called image reconstruction. In this sec-
tion, the mathematical expressions of the CT projection data and two
widely used reconstruction algorithms are presented.
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Figure .: Measuring the Radon transform of an object f (x,y): The X-ray
source and detector translate synchronously (varying r). A pencil
beam traverses the object and the line integral along the beam path
L gives one point of the profile p(r,θ) for given angle θ. Adapted
from [].
Suppose we have a transverse section through a D object perpendic-
ular to the rotation (z) axis as shown in Fig. .. If a narrow beam of
X-rays traverses the plane, the fractional change in intensity of the X-ray
beam, representing the distribution of the linear attenuation, f (x,y), is
given as the line integral along the beam path, L, similarly to Eq. .
It
I0
= exp−
∫
L
f (x,y)ds (.)
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By moving the source and detector as indicated in Fig. . and then
rotating, a set of projections, p, at each angle θ is obtained which can be
expressed as
p(r,θ) =
∫
L(r,θ)
f (x,y) dxdy (.)
=
∫ inf
− inf
f (r cosθ − s sinθ,r sinθ+ scosθ) ds (.)
where the RHS of Eq. . is the line integral at position r and angle θ. If
p(r,θ) is known for all r and θ, then p(r,θ) takes the form of the two-
dimensional Radon transform (Radon, ) [] of f (x,y). In tomog-
raphy, the function p(r,θ) is often referred to as a sinogram since the D
Radon transform of an off-centre point source takes a sinusoidal shape.
The task of image reconstruction is to determine f (x,y) from the set of
measurements p(r,θ).
Although the X-ray CT source is always polychromatic, monochromatic
X-rays are usually assumed in reconstruction, which provides the follow-
ing approximation for p(r,θ) (from Eq. .):
p(r,θ) = ln
(
I0(r,θ)
I(r,θ)
)
(.)
The integral in the projection equation (Eq. .) assumes a continuous
reconstruction volume and a continuous detector. A real detector is dis-
crete and the reconstruction volume is discretised in pixels for two di-
mensions or voxels for three dimensions. The discrete form of the projec-
tion becomes:
pi =
∑
j
aijfj (.)
where j is the index for image voxels, and i is the index for sinogram
pixels, aij describes the intersection length of projection line i with voxel
j and f is the true distribution of the attenuation [].
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Numerous mathematical approaches exist for reconstruction of med-
ical images from X-ray transmission data. Two of the most commonly
used algorithms in practice are: (i) filtered back-projection (FBP); and (ii)
iterative reconstruction.
... Filtered backprojection (FBP)
The simplest method to reconstruct an image is to backproject the mea-
sured projections, which effectively reverses the projection acquisition
by equally distributing the intensity values in each projection over all
points along the ray paths:
fˆ (x,y) =
m∑
j=0
p(xcosθj + y sinθj , θj) ∆θ (.)
where fˆ is the estimate of the true distribution f , θj is the j-th projec-
tion angle, and ∆θ is the angular increment (∆θ = pi/m). The integral
is applied for all m projection angles. Simple backprojection results in
a blurred representation of the true object (Fig. .(a)), due to a phe-
nomenon known as the star artefact.
This artefact can be eliminated by filtered backprojection (FBP), where,
as the name suggests, the projection data are filtered prior to backpro-
jection, providing an exact solution to the inverse problem. Eq . then
becomes
fˆ (x,y) =
m∑
j=0
[h(xcosθj+y sinθj)∗p(xcosθj+y sinθj , θj)] ∆θ (.)
where h is the -D filter function in the spatial domain and ∗ denotes
the convolution operation. The effect of the FBP algorithm is shown in
Fig. .(b), with a deblurred image retrieved when sufficient projection
views are available.
The filter used in FBP reconstruction is a ramp filter (Fig. .) and it
can be shown that it exactly compensates for the blurring (star artefact)

. introduction to x-ray computed tomography
V
ie
w
 3
Vi
ew
 2
View 1
(a) Simple backprojection
Fil
ter
ed
 vi
ew
 2
Fi
lte
re
d 
vi
ew
 3
Filtered view 1
(b) Filtered backprojection
Figure .: Analytic reconstruction algorithms: (a) Simple backprojection re-
construction; and (b) Filtered backprojection. From [].
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in the reconstructed image. However, as its gain increases linearly with
frequency, it also amplifies statistical noise in the image.
Figure .: Ramp filter in the frequency domain (left), which is the Fourier
transform of the spatial domain filter (right). From [].
In CT the use of the FBP algorithm has been standard practice, as CT
data contain little noise, and FBP is very computationally efficient. The
key disadvantage of FBP is that it is not easily adapted to flexible scan-
ner geometries. Also, it does not fully model the X-ray spectrum, which
can lead to a suboptimal signal to noise ratio (SNR) in the reconstructed
images. The FBP algorithm has been extended to take cone angle into ac-
count for CBCT in the Feldkamp, Davis and Kreiss (FDK) algorithm [],
and this can also be applied to helical CT [, ].
... Iterative reconstruction
Iterative reconstruction algorithms are of particular interest in X-ray CT
as such an algorithm was used to reconstruct the very first CT scan by
Hounsfield (). Unlike FBP, where the reconstruction is treated as an
inverse operation, iterative reconstruction attempts to find the solution
by progressively improving the estimate of the objective function, f (x,y).
The steps involved in iterative reconstruction methods are shown in
Fig. .. For each iteration (iteration loop) three steps are involved:
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forward projection, comparison and adjustment of projection data, and
backprojection. Each iteration starts with an estimate of the CT image
to be reconstructed. The initial image at the very first iteration is often
an image with uniform values in every voxel. Forward projection of the
CT image estimate, which models the acquisition of the projection data
by integrating along the different ray paths, generates a set of estimated
angular projection images [].
The computed projections are then compared with the actual mea-
sured projections and the differences are calculated as a cost function,
which is used to update the next estimate of the CT image through a back-
projection step. The goal of iterative reconstruction is to progressively
reduce the cost function until the differences between the estimated and
actual projections have converged to the desired level, or a preset number
of iterations have been performed [].
Input Iteration Loop Output
Figure .: Iterative reconstruction scheme. From [].
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The most commonly used iterative reconstruction algorithm in medi-
cal imaging is maximum likelihood expectation maximisation (MLEM).
MLEM is widely used in emission tomography, for example, in PET yˆi is
formulated as a function of the activity λj in voxel j as []
yˆi =
∑
j
aijλj (.)
where aij is a system matrix describing the probability of a photon emit-
ted from voxel i being detected in projection bin j.
In the reconstruction of transmission data, MLEM attempts to max-
imise the logarithm of the Poisson log-likelihood object function
L=
∑
i
yi ln yˆi − yˆi (.)
where yi and yˆi are the accumulated attenuation along the ith line of
measured and estimated transmission scan, respectively.
A basic transmission projection model yˆi in CT ignoring scatter, detec-
tor blurring, and the polychromatic energy spectrum is given by
yˆi = bi exp(−
∑
j
aijµj) (.)
where bi is the number of photons detected in the absence of absorber
(blank scan), aij is the effective intersection length of projection line i
with voxel j and µj is the attenuation coefficient in voxel j. Reconstruc-
tion with a gradient ascent algorithm for optimising the likelihood leads
to the maximum likelihood transmission reconstruction (MLTR) algo-
rithm [, ], which uses the following update equation []:
µnewj = µj +
∑
i aij(yˆi − yi)∑
i aij(
∑
h aih)yˆi
(.)
There are a number of advantages in using iterative reconstruction al-
gorithms. In CT, iterative methods allow the use of accurate and real-
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istic physical models in the forward projection step. These models in-
clude the primary X-ray spectrum, focal spot size, detector responses,
photon statistics. Non-standard scanner geometries can be taken into
account []. Furthermore, FBP is inherently based on continuous sam-
ples whereas a discrete projection model is assumed in iterative recon-
struction. The more precise modelling of the acquisition process in it-
erative reconstruction methods enable a notable dose reduction without
loss of image quality, which is a major potential strength of iterative re-
construction algorithms in CT [].
Iterative reconstruction is generally computationally very expensive,
which has been a limiting factor for its use in practice. However, iterative
reconstruction is being increasingly accepted due to technical advances
in computational speed as well as the introduction of a technique named
ordered subsets (OS). OS is an acceleration technique which divides the
projection data into groups called subsets. Updates are performed for
each group instead of the complete set of available projections. This tech-
nique was originally proposed for emission tomography in  [, ],
and was transferred to transmission tomography some years later in 
[].
.. Image display
During the image-reconstruction process, CT numbers are computed at
each voxel. These numbers are related to the linear attenuation coeffi-
cient µ of the material for the effective energy of the X-ray beam [, ].
The CT numbers, also known as Hounsfield units (HUs), are given by
HUmaterial =
µmaterial −µwater
µwater
× 1000. (.)
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In the Hounsfield unit scale, air has a value of -, and water has a
value of 0. Hounsfield units (HUs) vary for different types of tissues (e.g.
fat, lung, muscle, bone) as shown in Fig. ..
+500 CT values (HU)
air cancellous bone
soft tissue
0−500−1000 +1000
fatlung
bone
Figure .: Attenuation values in HUs of some biological tissue types. Adapted
from [].
An appropriate mapping of the wide range of Hounsfield values in a
CT image to the grey-value range available on a given display enables the
viewer to narrow the range of grey shades by altering the contrast scale
and brightness level. A piecewise linear transformation (Eq. .) can
be applied to the CT numbers of the image to display in a user-specified
interval [CTmin,CTmax], which usually depends on visualisation of the
tissue of interest. This is referred to as a display window with grey values,
G, given by []:
G = L×

0 for CT values ≤WL−WW
2
WW −1 (CT value -WL+ WW
2
)
1 for CT values ≥WL+ WW
2
(.)
where L is the dynamic range of the greyscale e.g. for -bit greyscale
images L = , window level (WL) and window width (WW ) are defined
as follows:
WL =
1
2
(CTmin+CTmax) (.)
WW = CTmax −CTmin (.)

. introduction to x-ray computed tomography
.. Applications of X-ray CT
As previously mentioned, the first X-ray CT scanner was intended for
medical imaging purposes, however, X-ray CT has found other applica-
tions that benefit from its ability to visualise the interior structure of
an object without having to physically cut through. Applications of the
X-ray CT technique encompass preclinical and clinical CT imaging (e.g.
radiology, dental, radiation therapy) and industrial CT, e.g. manufactur-
ing, electronics, aerospace, automotive, transport, food industries, and
security related industries []. Physical configurations of the CT sys-
tems used are adapted to suit the individual purpose. The next sections
describe some of the main applications of CT.
... Industrial applications
Typical industrial application of X-ray CT include (i) identification of in-
accessible internal features and structures of complex components, (ii)
dimensional measurements, (iii) non-destructive testing (NDT), (iv) de-
fect detection, and (v) particle analysis of materials [, ].
Like clinical X-ray CT systems, industrial CT systems have an X-ray
source and a detector system, and the object is placed in between the
source and a detector. In industrial CT, however, the scanned object is
typically rotated while the source and detector remain stationary. In ad-
dition, scanning is without the constraints of dose that apply to the imag-
ing of living tissue. Since large currents and kVp are commonly used,
industrial CT scanners are usually enclosed in a radiation shielded cabi-
net to protect the operator.
To scan large objects, more energetic X-ray photons are required to pen-
etrate the object. A linear accelerator (LINAC) or a synchrotron can be
used for such applications.
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... Medical applications
The majority of clinical CT scanners are helical MDCT designs, however,
in some cases including dentistry and radiation therapy, CBCT is com-
monly used.
Since the first clinical use of X-ray CT in neuroradiology, technological
developments have increased the versatility of the system to be suited to
a wide range of D whole body imaging applications. The applications
of CT in radiology include vascular radiology, cardiology, traumatology
and interventional radiology [].
In dentistry, CT is used to visualise the complicated anatomy of the
oral maxillofacial region []. Here, CBCT with a flat-panel detector is
typically used due to its cost effectiveness and compact size []. Un-
like helical MDCT where the patient normally lies supine on the bed, in
dental CBCT the patient sits upright while the X-ray source and detector
rotate around the head.
Radiation oncology utilises CT imaging for treatment planning as well
as during the course of treatment to monitor treatment delivery. Helical
MDCT is generally used for treatment planning while on-board CBCT
imaging systems built into virtually all modern clinical linacs are used
for on-the-fly treatment guidance and verification often referred to as
image-guided radiation therapy (IGRT) []. Two types of CBCT systems
are available in linacs: (i) megavoltage (MV) CBCT where the MV pho-
tons of the treatment beam are also utilised for imaging with a detector
called an electronic portal imaging device (EPID) [], and (ii) a dedi-
cated imaging system (kV CBCT) consisting of a kilovoltage (kV) X-ray
source and a flat-panel detector incorporated in the linac and positioned
perpendicular to the treatment beam [].
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X-ray CT is also used in hybrid imaging settings combined with positron
emission tomography (PET) and single photon emission computed to-
mography (SPECT) systems providing anatomical and functional infor-
mation in one examination []. Hybrid SPECT/CT and PET/CT imag-
ing systems have become standard imaging modalities in nuclear medicine.
X-ray CT scans in hybrid imaging systems not only provide anatomical
information, but also generate an attenuation (µ) map for attenuation
correction of the PET or SPECT data []. Helical CT is the standard in
PET/CT scanners whereas both helical and cone-beam CT are utilised in
SPECT/CT scanners.
. image artefacts in ct
In medical imaging, the term artefact refers to any feature that appears
in an image of an object that is not present in the object, or vice versa. In
CT, it thus refers specifically to any discrepancy between the estimated
attenuation in the reconstructed image and the true attenuation of the
object [, ].
CT image artefacts have various appearances, including streaking, shad-
ing, rings/bands, and cupping. Artefacts in clinical CT may render im-
ages uninterpretable [] or degrade the diagnostic value of the images
[] by obscuring or simulating a structure or underlying pathology [].
There are many sources of image artefacts in CT, including beam hard-
ening, the partial volume effect, scatter, noise and metal implants. A thor-
ough treatment of these various sources of artefacts is beyond the scope
of this thesis. The interested readers may refer to [, , ] for more
information. The next two sections describe two additional sources of
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artefacts of specific relevance to this thesis - data insufficiency and object
motion, in detail.
.. Data insufficiency
To achieve an exact reconstruction of a D object, it is necessary to ob-
tain sufficient projection sampling. A criterion for sufficient sampling in
parallel-beam geometry was derived by Orlov () []. Orlov’s The-
orem states that if a parallel projection is represented as a point on the
unit sphere, and a continuous set of parallel projections as a curve on the
unit sphere, then for the projection acquisition to be complete, it is nec-
essary that this curve has points in common with every great circle. The
Orlov sphere geometry is shown in Fig. ..
Equator great circle
z axis
Great circle
Nˆ
θ
Figure .: A great circle on an Orlov sphere with polar angle θ, and azith-
muth angle φ is 0 in this case. Nˆ is the normal to the plane. In
the simplest case, sufficient sampling is achieved if the continuous
set of projections are acquired along thick line similar to the one
shown. Modified from [].
Tuy () derived a sufficiency condition for cone-beam geometry.
Tuy’s theorem states that a sufficient condition for exact reconstruction
is that every plane intersecting the object must contain at least one cone-
beam source position []. The converse of this condition was proven by
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Finch () [] and may be summarised as: if there is a plane passing
through a particular voxel which contains no measurement lines, then
stable reconstruction is not possible. Similar works have been published
by several researchers [, , ].
It has been shown [] that the Orlov and Tuy-Finch conditions are re-
lated; For a cone-beam geometry satisfying the Tuy-Finch condition, the
set of directions of lines passing through each point of the object (local
Orlov sphere) satisfy the Orlov condition, and Orlov’s condition is a spe-
cial case of the Tuy-Finch condition in that parallel projection is a special
kind of cone-beam projection where the vertex point lies infinitely far
away from the object. If the data sufficiency condition is satisfied, exact
inversion formulae are available to reconstruct the cone-beam projection
data [].
All of the above-mentioned data sufficiency conditions are based on as-
sumptions of (i) infinite detector size; and (ii) continuous sampling along
the detector and orbit under study. In helical CT projections are trun-
cated. The minimum data required for exact reconstruction is defined by
the region on the detector, referred to Tam-Danielsson window [, ]
which is bounded by the cone-beam projections of the helical trajectory
onto the detector plane for a given source position. Tam et al. () []
and Danielsson et al. () [] showed that if projections of any points
within the helix lie inside the Tam-Danielsson window for the source po-
sitions that are on the same line as the voxel, and are separated by less
than one helical turn (also referred to as PI-line endpoints), then those
points may be reconstructed exactly.
Clackdoyle () [] pointed out that projections within the Tam-
Danielsson window shown in Fig. ., in which each point is locally
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scanned over ◦ corresponding to a path on the Orlov sphere, also sat-
isfies the local Orlov condition.
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Figure .: Helical scanning configuration. The axes x, y defines the transaxial
plane; z is the rotation axis; the Tam-Danielsson window (B) for
source angle (λ) is shown as the hatched area on the detector plane
bounded with two dotted lines (Adapted from []).
.. Motion artefacts
Image reconstruction algorithms generally assume that the imaged object
is stationary during the acquisition, and that projection data are consis-
tent. In reality, particularly in medical CT, this assumption is violated
due to patient motion e.g. voluntary or involuntary (physiologic) motion.
Projection inconsistency introduces artefacts which commonly appears
as streaks, blurring or doubling of the reconstructed image and results in
loss of contrast and spatial resolution, and increased noise [, , ].
In some cases, these artefacts could affect diagnosis [].
This problem of object motion also arises in industrial CT, for example
where high resolution for NDT of a sample [], or a CT examination
of a fast moving object [] is required. Figure . shows examples of
motion artefacts in industrial CT and clinical CT.
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(a) (b)
Figure .: Examples of motion artefacts: (a) A microCT slice through a rein-
deer antler containing motion artefacts (streaks) particularly visi-
ble near pores (indicated by arrows), resulting from slight motion
of the sample (from []); and (b) Transaxial CT brain slice with se-
vere motion artefact (Case courtesy of Dr Davide Cuete, Radiopae-
dia.org).
Object motion is classified into two types: rigid and non-rigid. Rigid
motion refers to a case where all distances and angles between any points
within the object are preserved, and therefore, there is no change in the
size or shape of the object. In other words, one transformation describes
the motion of the entire object. The human head is an example of of
a body part that behaves essentially as a rigid body. Non-rigid motion
results in a change in the size or shape of the object. Different points in
the object undergo different transformations. Examples are respiratory,
cardiac motion.
A number of methods have been developed to mitigate the effects of
motion in CT. These methods differ depending on whether the motion is
rigid or nonrigid.
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.. Motion mitigation methods in CT
... Non-rigid motion
One way to mitigate motion is to reduce acquisition time, and techni-
cal improvements to achieve this have been mainly driven by the goal
of imaging the beating heart, which continuously moves with a speed
of the order of  cm s−1 [, ]. State-of-the-art scanners with dual
sources acquire the data needed for image reconstruction in a shorter
time (e.g. ms for the Siemens SOMATOM Force which corresponds
to a displacement of about .mm). While reducing the severity of arte-
facts, this will not eliminate them since the motion is much larger than
the typical spatial resolution of the reconstructed images (.mm for
the same system).
Another approach is the administration of β-blockers prior to the car-
diac CT to lower the heart rate []. However, it has been shown that
β-blockers are associated with some side effects and risks, and are con-
traindicated in some patients [].
ECG-gating is also used in cardiac CT, which segments the data from
different phases of the cardiac cycle into separate images, each less af-
fected by motion [] at the cost of an increased radiation dose [].
Recently, a prospective gating technique, which only scans the heart at a
particular phase, is increasingly gaining attention due to the significant
reduction in CT dose to the patient [].
Gating techniques [, , , ] are also used to reduce respira-
tory motion artefacts. An alternative to this is to employ breath-holding
[]. Gating is considered to be the gold standard, however, it is only ef-

. image artefacts in ct
fective for regular, periodic motion [], and the resulting images usually
have low signal-to-noise (SNR) ratio.
... Rigid motion
Rigid motion mitigation techniques include the use of fast imaging pro-
tocols [], the use of general anesthesia or sedation for paediatric patients
[, ], and the use of restraining devices for head and neck imaging
[]. If motion occurs despite these measures, repeat scans are carried out
[].
All of these methods have limitations. For example, fast imaging pro-
tocols may degrade image quality, and sedation or anaesthetics in paedi-
atric patients can have undesirable side effects (i.e., hypoxemia, respira-
tory depression and oxygen desaturation) []. General anaesthesia also
places heavy demands on staff and other resources. In some cases, anaes-
thesia does not completely prevent motion. It has also been shown that
immobilisation devices do not completely eliminate patient movement
in helical CT scans for head and neck, and dental examinations [].
Another way to mitigate both rigid and non-rigid motion artefacts would
be to apply retrospective motion correction, which could effectively re-
duce or completely correct for the detrimental effect of motion in recon-
structed images. Several approaches have been previously proposed for
rigid and non-rigid motion correction in CT. A survey of these methods
is presented in the next section.
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.. Non-rigid motion
Retrospective motion correction methods in X-ray CT have previously
been proposed for non-rigid motion (e.g. respiratory [, , , ,
, ], and cardiac motion [, , , , , ]). Some of these
methods account for the motion by shifting the acquired projection data
in sinogram space prior to reconstruction [, ], which allows the use
of conventional reconstruction algorithms.
Other methods incorporate the motion information into the reconstruc-
tion with analytic reconstruction algorithms [, , , , , ].
Motion information is applied at the backprojection stage of analytic re-
construction by moving the frame of reference according to a global mo-
tion model [] or to each pixel on a local basis []; or by shifting the
voxel to be reconstructed []. Roux et al. () showed that certain
types of object motion (i.e. a time-varying D affine transformation) pro-
duce an equivalent effect to acquiring the projections of a stationary ob-
ject with a virtual source trajectory, and developed an exact algorithm
that accepts the affine transformation []. This study was extended to
a larger class of motion (i.e. any deformation preserving straight-line ac-
quisition rays) []. Taguchi et al. () [] combined the methods of
[] and [] to compensate for affine transformations on a local basis.
With growing interest in iterative reconstruction algorithms, several
studies have proposed integrating object motion into iterative reconstruc-
tion algorithms [, , , ]. Dynamic iterative reconstruction algo-
rithms have been developed which can take into account a known de-
formation field [, ]. Isola et al. ( and ) used blob basis
functions to account for a change in the volumes of the blobs in the for-
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ward and back projection steps [, ]. Rit et al. () [] and Isola et
al. () [] compared motion correction methods using analytic and
algebraic methods, and reported the latter to be more effective.
Non-rigid object motion compensation in the image domain was also
proposed by Taguchi et al. () [] and Schretter et al.() [].
Taguchi’s method involves reconstructing a series of images at different
cardiac phases, and motion correction of cardiac images at rapidly mov-
ing phases is achieved by warping slow-varying phase images using the
estimated motion. Schretter’s approach attempts to subtract motion arte-
fact components, derived by comparing the forward projected initial re-
construction and the actual measured projection, from the reconstructed
image in an iterative manner.
.. Rigid motion
Several motion-compenstion approaches have been proposed for rigid
motion (i.e. of the head or extremities) in CT [, , , , , ,
, ]. Wang and Vannier () proposed a method to compensate
for in-plane uniform translational motion in helical CT by adaptively
modifying the interpolation path for synthesising the full- and half-scan
helical CT data based on the object motion []. Some studies proposed
to compensate for motion by performing analytical reconstruction (i.e.
FBP) in a non-standard scanning geometry to compensate for D []
and D rigid motion []. Others proposed a method to shift every voxel
of the reconstruction volume based on the motion information during the
backprojection step (e.g. linear in-plane motion compensation by Schäfer
et al. () [] and D rigid motion by Bhowmik et al. () []).
Bodensteiner et al. () reported a method to compensate for the
projection inconsistencies caused by small positional errors and rigid mo-
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tion in mobile C-arms CBCT systems, by correcting the X-ray camera po-
sitions based on D to D rigid registration of the acquired projection
and the initial reconstructed volume []. A motion-corrected image was
reconstructed from the converted projections using the algebraic recon-
struction technique (ART).
Pauchard and Boyd () used motion extracted from high-density
landmarks in the sinogram, and then used this motion information to
re-sort the acquired sinogram prior to image reconstruction, yielding a
motion-compensated image []. More recently, Zafar () proposed
a method to compensate for in-plane translations and rotations by apply-
ing shifts and rotations to the acquired projection data [].
The majority of the aforementioned methods were limited to particular
scanning modes or geometries (e.g. helical fan-beam [], cone-beam
[, , , ], fan-beam []). Some of these methods are of limited
practicality as they only compensate for particular motion types (e.g. uni-
form translation motion [], or D in-plane motion [, , ]),
whereas more complex motions occur in practice.
All of the above methods require a means of accurately estimating the
object motion, which is discussed in the next section.
. motion estimation
Several approaches to estimating the time-course of motion during CT
data acquisition have been developed in recent years, which differ for
different types of motion.

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.. Non-rigid motion estimation
Various approaches have been proposed to determine the non-rigid mo-
tion transformations in CT. Since direct measurement of heart or lung
motion is difficult, virtually all methods estimate a motion vector field
from the acquired CT data, which is referred to as data-driven motion
estimation. Data-driven methods can be divided into two groups: model-
based and feature-based approaches.
... Model-based approaches
Model-based approaches are based on developing a model describing the
deformations as a set of parameters and fitting the model to the acquired
data to derive the time-varying motion field. Several methods take this
approach for respiratory [, , , ] and cardiac [] motion esti-
mation.
In these methods, the non-rigid motion is usually constrained to cer-
tain kinds of the object behaviour, for example, for respiratory motion,
global in-plane expansion and translation [], scaling [], global []
and local [] affine transformations, or any deformation preserving
straight-line acquisition rays [], and, for cardiac motion, continuous
motion exhibiting conservation of mass [] or B-splines []. Although
some of these are good approximations, an accurate motion-compensation
is not possible if the object motion does not follow the model.
... Feature-based approaches
Feature-based approaches derive the motion information from the col-
lected projection data, by tracking identifiable features, such as ribs and
blood vessels in half scan images [], the centroid of the object in suc-
cessive scans [], radio-opaque markers attached to the object, in sino-
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gram space [, ], model-based segmentation with shape tracking in
gated cardiac images [] or minimising edge entropy, which is a mea-
sure of image clutter due to motion [].
In D CBCT, used extensively in radiotherapy for treatment planning,
non-rigid object motion is derived by performing deformable image reg-
istration (DIR) on D CBCT images [, , , ] provided some
internal features are visible in the CT images to guide DIR. Many DIR
algorithms assume that the displacement field is smoothly varying, lim-
iting its accuracy when abrupt movements occur [].
It is also of great interest to adequately measure and compensate for
respiratory motion during lung radiotherapy and many techniques have
been proposed including the use of external e.g. abdominal displacement
or lung volume spirometer, or internal markers e.g. implanted fiducial
markers [].
.. Rigid motion estimation
Rigid transformations can be expressed in six DoF as the three rotations
(Rx, Ry and Rz) and three translations (Tx, Ty and Tz) about the x, y, z-axes,
respectively.
Direct measurement of rigid motion (e.g. of the head) is possible using
an external motion tracking device or data-driven approaches similar to
the model- and feature-based methods described above for non-rigid mo-
tion estimation.
... External rigid motion tracking
External tracking devices have been used in a range of medical applica-
tions, including medical imaging (described later in this section), image-
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guided surgery [], rehabilitation [], and radiation therapy []
for real-time monitoring of object motion.
Various sensor technologies are implemented in commercially avail-
able tracking systems, including mechanical, acoustic, magnetic, and
optical sensing techniques. All of these are associated with advantages
and disadvantages (e.g. mechanical sensors can provide highly precise
pose data, but require the object to be physically connected to the sens-
ing device), hence the choice of sensing technique is application-specific.
Optical techniques have been the most popular choice in the clinical en-
vironment [] due to their fast sampling rate, compact size, wireless
measurement, high accuracy and relatively isotropic measurement errors
within the measurement field-of-view (FOV).
Typical optical tracking systems determine the D pose of an object by
detecting at least three markers (often collectively referred to as a ‘tar-
get’ or ‘marker’) that are rigidly attached to the object. This is called
marker-based tracking. These systems typically consist of a light source
(near-infrared or visible), and a position sensor with two or more cameras.
The light is emitted from the source and reflected to the position sensor.
In infrared light based systems, markers can be light-emitting diodes (ac-
tive markers) or retro-reflective spheres or disks (passive markers). The
D position of each marker is determined by triangulation. Pose is then
calculated from the marker positions.
Marker-based optical tracking systems have been used to monitor pa-
tient motion in various medical imaging modalities, e.g. CT [, ],
MRI [, ], PET [, , ] and SPECT [], hybrid PET/CT [], as
well as preclinical applications, e.g. microPET [, ]. Recently marker-
less optical tracking, which estimates the pose changes of an object based
on the features from the images acquired by uniform or patterned visible
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or infrared illumination, has gained interest as an aid of tracking in pre-
clinical [] and clinical PET scans [, ] due to its ability to obtain
the pose estimates without markers.
Although the feasibility of correcting for head motion using data pro-
vided by external motion monitoring devices has been demonstrated in
MRI [, ], PET [, , ] and SPECT [], no equivalent method
had been demonstrated in X-ray CT at the time of commencing this thesis
work. Such a method would not only be of value in standalone CT imag-
ing, but also in the hybrid imaging modalities PET/CT and SPECT/CT
where an accurate CT image is essential for correct anatomical localisa-
tion and attenuation correction of the functional data.
... Data-driven rigid motion estimation
Although direct measurement of rigid motion is feasible in medical imag-
ing, the data-driven approach has gained popularity because it requires
no additional setup time or external hardware.
Wang and Vannier () [] developed a method to determine rigid
patient motion during a helical CT scan from the adjacent projections of
the same angular position. This model only considered in-plane transla-
tional motion at a constant speed under an assumption that the table in-
crement was relatively small, and longitudinal variations in the patient’s
anatomy could be ignored.
Others have estimated rigid motion from the acquired sinogram data
by detecting: (i) inconsistencies in the boundaries of sinograms []; (ii)
landmarks [] or fiducial markers [, ]; (iii) (dis)similarity of con-
secutive projections based on D/D registration [] or various quanti-
tative metrics []; and (iv) a combination of (ii) and (iii) []. Some of
these methods are limited to D in-plane motion [, ]; or to certain
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object shapes e.g. elliptical []; or a particular scanner geometry e.g.
cone-beam CT [, , , , ].
Another way to estimate object motion is based on consistency condi-
tions. Consistency conditions are mathematical expressions which de-
scribe the redundancies in the integral equations (Eq. .), which could
be used in identifying and possibly correcting for systematic and nonlin-
ear effects in acquired data []. Yu et al. () proposed an iterative
scheme for estimating general rigid motion parameters in continuous
fan-beam data by numerically minimising an objective function based on
the Helgason-Ludwig consistency condition [, , ]. More recently,
Clackdoyle and Desbat () [] developed a new consistency condi-
tion for truncated fan-beam data, which can be used to detect and track
object motion. These methods presented mathematically elegant solu-
tions to the motion estimation problem and demonstrated the efficacy of
the methods in numerical experiments. However, they are limited to in-
plane motion estimation, and their extensibility to generalised D rigid
motion is presently unknown.
Motion estimation and correction are arguably simpler in CBCT since
the entire object will normally be in the FOV at all times, whereas in heli-
cal CT the object is always truncated []. This truncation can complicate
the application of analytical motion correction algorithms, and may ex-
plain why published analytical motion correction methods appear to be
limited to in-plane motion, and to have only been investigated in simula-
tions.

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X-ray CT is an essential tool in various fields of medicine and industry.
Since the advent of the modality in , CT has experienced dramatic
technological developments, which have resulted in various scanner con-
figurations and scanning modes that are application-specific, as well as
enhanced temporal and spatial resolution. Nevertheless, the accuracy of
CT images can be limited by various sources of artefacts, one of which is
object motion during data acquisition.
To suppress motion artefacts head restraining devices and faster scan-
ning protocols are often used in general head CT examinations. However,
when motion occurs, the only remedy available is to repeat the scan, ex-
posing the patient to unnecessary additional radiation dose.
Retrospective motion correction methods would enable diagnostic qual-
ity CT images even in the presence of motion. Effective motion estima-
tion and compensation methods exist for SPECT, PET and MRI, and an
equivalent method would be extremely beneficial not only in routine clin-
ical CT imaging and also for hybrid imaging for the following reasons: (i)
to minimise radiation exposure by removing the need of repeat scans;
and (ii) to completely avoid need for anaesthesia or sedation in paedi-
atric scans. At the commencement of this thesis (August ), it ap-
peared that there was no existing CT motion correction method capable
of correcting for generalised six degree-of-freedom (DoF) rigid motion
in helical CT, nor any method that had been demonstrated to have this
ability in actual helical CT scans.
This thesis focuses on the development and evaluation of a motion
compensation methodology for generalised six DoF motion in helical
CT scanning. This methodology requires a means of accurately estimat-
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ing rigid motion during the helical CT scan. The development of such
method is described in the next chapter.
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abstract
The aim of the work described in this chapter was to establish a practi-
cal and accurate motion tracking method for the development of rigid
motion correction methods in helical X-ray computed tomography (CT).
A commercially available optical motion tracking system provided six
degrees of freedom pose measurements at Hz. A × calibration ma-
trix was determined to convert raw pose data acquired in tracker co-
ordinates to a fixed CT coordinate system with origin at the isocenter
of scanner. A new calibration method based on image registration (IR)
was developed, and compared with an existing absolute orientation (AO)
method by means of landmark analysis and the correlation coefficients of
phantom images co-registered using the derived motion transformations.
Transformations calculated using the IR-derived calibration matrix were
found to be more accurate, with positional errors less than .mm (mean
RMS), and highly correlated image voxel intensities. The AO-derived
calibration matrix yielded larger mean RMS positional errors ('.mm),
and poorer correlation coefficients. The feasibility of accurate motion
tracking for retrospective motion correction in helical CT was demon-
strated. The new IR-based calibration method based on image registra-
tion and function minimization was simpler to perform and delivered
more accurate calibration matrices. This technique is a useful tool for
future work on rigid motion correction in helical CT and potentially also
other imaging modalities.

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. introduction
Patient motion, which creates inconsistencies within the acquired pro-
jection data, is a major source of artifacts in clinical X-ray computed to-
mography (CT) [, ]. A method of compensating for head motion,
which may be considered approximately rigid, in helical CT would be
of considerable benefit when imaging children [], as well as patients
suffering dementia or head trauma []. Several retrospective motion
correction techniques have been proposed to compensate for head mo-
tion [, , , , , , , ]. All of these rely on information
about motion of the head in the CT coordinate system during the CT
scan. Some studies have also proposed methods for motion estimation
from the acquired projection data [, , , , , ]. Other stud-
ies have proposed rigid motion tracking methods for CT for purposes
other than motion correction, such as neurosurgery [], or to estimate
the magnitude of head motion during helical CT [].
Of these existing motion estimation methods, three [, , ] can pro-
vide six degree-of-freedom (DoF) motion estimates in CT coordinates,
and one [] provides estimates in a coordinate system fixed to the bed.
Jacobson and Stayman [], and Bhowmik et al. [] derived motion esti-
mates in cone beam CT by identifying radio-opaque markers in each pro-
jection. Bodensteiner et al. [] evaluated an image registration method
to correct for small rigid motions, such as C-arm positioning errors due
to mechanical flexing. Wagner et al. [] did not evaluate the quantita-
tive accuracy of derived motion estimates. However this method could
potentially be adapted to give estimates directly in CT coordinates, using
knowledge of bed position, and is a potential alternative to the method
described here. Another promising approach by Katsevich et al. [] pro-
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vides estimates of local motion in cardiac CT using an empirical measure
of image clutter termed edge entropy. Since local motion estimation is a
more challenging problem than rigid motion estimation, it may well be
possible to adapt this method to rigid motion.
Therefore, to the best of our knowledge, no proven method for track-
ing six DoF rigid motion in CT coordinates during helical CT scanning
has been published. Our aim in this work was to develop and evaluate
such a method using a commercially available optical tracking system to
enable future work on retrospective motion correction methods. To ob-
tain estimates of object motion in fixed CT coordinates, it is necessary
to convert data provided by the motion tracker coordinates using a ×
calibration matrix, which describes the spatial relationship between the
tracker and CT isocenter space. We describe two methods for obtaining
this calibration matrix and validate these methods in actual CT scans of
a D brain phantom.
. methods
.. Motion Tracking Setup
An optical motion tracking system (Polaris Spectra Northern Digital Inc.,
Waterloo, Canada) was used for motion tracking. This system comprises
two CCD cameras mm apart, surrounded by illuminators that emit
infrared light (λ= 880nm). The system calculates the location of passive
retro-reflective markers by triangulation and reports the pose of targets
with a minimum of three markers as three rotations and three transla-
tions with a specified root mean square (RMS) positional error of .
to .mm. The measurement volume extends from .m to m away
from the position sensor. This is large enough to cover both the PET and
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Figure .: Motion tracking setup for CT motion tracking on a Siemens Biograph
 PET/CT scanner. A Polaris Spectra infrared motion tracking sys-
tem (foreground) simultaneously tracked the pose of reflective tar-
gets on a D brain phantom and the patient bed at Hz. The CT
component is visible at the far end of the tunnel.
CT fields of view of a hybrid PET/CT scanner when the tracking system
is positioned at the rear of the scanner.
A D Hoffman brain phantom[] was placed on the bed of a Siemens
Biograph  PET/CT scanner (Siemens Medical Solutions USA, Inc., Kno-
xville, TN) for helical CT scanning. The CT component of this system was
a standard Siemens Sensation  CT scanner. An optical tracking target
with four retro-reflective disks (. cm radius) was attached to the end of
the phantom. A target with three disks was also attached to the front end
of the bed (Fig. .).
.. Tracker Calibration
For retrospective correction of head motion it is required to convert mo-
tion observed by the motion tracking system to a fixed scanner coordi-
nate system with the isocenter of the scanner at its origin. We refer to
this as the isocenter coordinate system. Therefore it is necessary to de-
termine the × rigid transformation matrix (calibration matrix), Tc, that
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converts pose in tracker coordinates to the corresponding pose in isocen-
ter coordinates.
The calibration process in CT poses some challenges not encountered
in other imaging modalities such as PET [, ]. In PET, simultane-
ous measurements of the location of fiducial markers in image space as
well as in motion tracker space enables solution of the required calibra-
tion matrix. The complications encountered in CT are, firstly, that re-
constructed images are not by default centered on the isocenter of the
scanner in all directions (as in PET) due to the interactive selection of
the scan volume by the operator prior to the scan. Thus, the positions
of fiducial markers seen on the reconstructed CT images are only known
in image space and must be converted to isocenter coordinates. Secondly,
the fiducial markers are in motion during the scan due to the axial motion
of the bed. There is therefore an ambiguity as to which tracker measure-
ment corresponds to the pose of the fiducial markers in the reconstructed
image. To address the first problem we devised a means of converting a
point in image coordinates to isocenter coordinates, which is described
in Sec. .... The second problem was overcome using the mid-scan
tracker measurement in which the center of the image and isocenter were
aligned axially..
... CT scans
In each of the calibration methods tested, the tracker calibration matrix
was derived from a series of six reconstructed helical CT scans (denoted
s1−s6) of the phantom in different poses. A typical setup is shown in Fig.
.. Prior to the first scan the phantom was taped firmly to the patient
bed to prevent movement and a topogram (scout scan) was acquired. The
operator selected scan boundaries large enough to allow the phantom to
remain in the FOV when placed in a variety of different poses. For each
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of five subsequent scans, the phantom was moved to a different pose and
taped in position. The scan parameters were as follows: reconstruction
matrix  × , slice thickness .mm, axial pitch ., and tube volt-
age kVp. As in clinical use, tube current was modulated during the
scan by the manufacturer’s proprietary dose reduction method. The re-
ported current varied from mA to mA. Reconstructed pixel size
depended on the selected topogram and was ≤ .mm.
The tracker recorded the poses of the phantom and bed at Hz. The
start and end of detected bed motion in the axial direction was used to
synchronise with the CT acquisition. Additionally, two further CT scans
of the phantom in different poses were acquired for validation of motion
estimates (Sec. ..). These two additional scans were denoted s7 and
s8. This entire procedure was repeated on four separate occasions (days
 to ).
... Converting between image and isocenter space
As mentioned above, the centre of the reconstructed image does not nec-
essarily correspond to the scanner’s isocenter as the user interactively
selects the bounds of the volume to be imaged on a topogram. The to-
pogram presets certain parameters such as the origin of the image, image
dimensions and pixel size, all of which are stored as meta-data in the
DICOM file. The center of the selected imaging volume can be several
centimeters away from the scanner isocenter. Therefore, there are three
different coordinate systems to be considered:
. Tracker space: The inherent coordinate system of the optical tracker.
. Isocenter space: The CT scanner coordinate system with origin at
the scanner isocenter.
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. Image space: The coordinate system of the imaged volume. Its
relationship to isocenter coordinates depends on the selected to-
pogram.
To calibrate the tracker and isocenter coordinate system using reconstructed
image data, the spatial relationship between the image and isocenter
spaces must first be established. Image coordinates (i, j,k) were con-
verted to isocenter coordinates, (Px,Py ,Pz) using
Px = Sx+ idx, where Sx = −dx(nx−12 )
Py = Sy + jdy , where Sy = −(δy − h)
Pz = Sz+ kdz, where Sz = −dz(nz−12 )
(.)
where Sx,y,z are the isocenter coordinates of the top left voxel of slice 
(Fig. .(a)); dx,y,z are the x,y and z voxel sizes, respectively, nx and nz
are the x and z dimensions of the reconstructed image matrix, respec-
tively; δy is the vertical distance from the top left corner voxel of the
image volume to the upper surface of the bed; and h is the vertical dis-
tance between the isocenter and the upper surface of the bed, i.e. the bed
height (Fig. .(b)). All these parameters were obtained from the DICOM
header.
... Method I: Calibration by Absolute Orientation
Absolute orientation (AO) is the common problem of recovering the trans-
formation between two different Cartesian coordinate systems using the
estimated locations of a set of points in each coordinate system. We con-
sidered an individual marker attached to the Hoffman phantom, which
was imaged in a different pose in each scan. Marker position in isocen-
ter coordinates was obtained by locating its center in the reconstructed
image and applying Eq. (.). The corresponding position in tracker co-
ordinates was obtained as the mid-scan measurement, at which time the
center of the total imaged volume (which moves with the patient bed dur-

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Figure .: The image and isocenter coordinate systems with origins at C and I ,
respectively, and quantities relating the origin of the reconstructed
image to the isocenter. (a) The scanner isocenter coordinate system
with origin at I , and the image coordinate system with origin at the
top left voxel of slice ; and (b) Expanded view of the mid-scan slice
highlighted in Fig. .(a), showing the relationships between δy , Sy
and h, the isocenter, and the upper surface of the bed (dashed line).
ing the scan) coincided with the isocenter. The transformation Tc relating
the two coordinate systems was then found by applying a closed-form
least squares method [] to the paired coordinate measurements. A sep-
arate determination of Tc was performed using the data acquired on each
of the four days.
... Method II: Calibration by Image Registration
We developed a novel calibration method based on automated D image
registration (IR) of pairs of reconstructed CT scans taken from the same
six scans used in the AO method, and evaluated by comparing it with the
existing AO method. We grouped each set of six scans into  pairs, and
for each pair the scan-to-scan motion in tracker coordinates, MT , was
computed from tracker data as
MT = HsnH
−1
sm
(.)
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where Hsn and Hsm represent the mid-scan poses of the phantom for the
scan pair (sn and sm) in tracker coordinates. The corresponding motion in
image space,MR, was estimated using an automated D rigid registration
algorithm, which used a cost function defined as the sum of squared
differences between the pixel intensities. Registration parameters were
calculated in the image coordinate system with origin at the center of
the image, which was shifted relative to the isocenter of the scanner. MR
was then transformed to its equivalent in isocenter coordinates, MRI , by
accounting for the displacement of the image from the isocenter, given
by Eq. ..
Since the desired calibration matrix, Tc, converts between tracker co-
ordinates and isocenter coordinates, differences between the motion in
isocenter coordinates, MTI , estimated from motion tracker data as
MTI = TcMT T
−1
c
(.)
and the motion estimated by image registration, MRI , should be min-
imised by an accurate estimate of Tc. We therefore investigated the ability
of an amoeba function minimization procedure to iteratively determine
the six parameters of Tc from a series of registrations. These parameters
(pi , i = 1,2, . . . ,6) comprising three rotations in degrees and three trans-
lations in mm, were allowed to vary, and the cost function was defined
as
S =
6∑
i=1
∣∣∣∣piMTI − piMRI ∣∣∣∣ (.)
where the subscripts MTI and MRI denote motion parameters obtained
from motion tracking and image registration, respectively.
As in the AO method, four separate determinations of Tc were per-
formed using the CT scan data acquired on four separate days.
 IDL procedure ‘niregisrigid.pro’, kindly provided by J. Nuyts, KU Leuven
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.. Validating the Calibration Matrices
Calibration matrix accuracy was assessed using scans s7 and s8 acquired
on each of the  days. For each pair of scans s7 was treated as a reference,
and s8 was transformed by the inter-scan movement calculated using Eq.
(.), where Tc was the calibration matrix obtained with either the AO
or IR method. Alignment accuracy was estimated by (i) landmark analy-
sis by three independent observers, and (ii) by computing the correlation
coefficient of all voxels within a D region of interest enclosing the phan-
tom in the co-registered images. For landmark analysis, each observer es-
timated the D location of four landmarks (Fig. .) in three well-spaced
slices in the reconstructed images. The RMS errors in x, y and z were
calculated. For calculation of inter-image correlation coefficients, a circu-
lar region of interest (ROI) just large enough to include the entire disk of
the phantom was defined on each of ten adjacent axial slices covering the
striatal region of the reference scan. These regions were copied to the cor-
responding slices of the co-registered scan, and a correlation coefficient
was calculated between the values of corresponding ROI voxels in each
slice. A mean and standard deviation were calculated from the correla-
tion coefficients obtained from the ten slices. The correlation coefficient
was expected to be the more reliable measure of alignment accuracy as
it uses all voxels within the phantom and is non-subjective. Both assess-
ments were repeated for each day and for each calibration method.
. results
Comparison of calibration methods
Inter-scan movements computed for scans s7 and s8 on each of the four
days using tracker data and calibration matrices obtained with the two

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Figure .: A typical CT image of the Hoffman phantom. The arrows point to
plastic rods used as landmarks to evaluate the x/y spatial match be-
tween reference and transformed images.
different calibration methods are summarized in Table . In each row the
transformation computed from Eq. (.) is expressed in terms of its rota-
tional and translational components. On each day, the computed move-
ment was similar for both calibration methods. Maximal discrepancies
were .◦ for rotations and .mm for translations.
Fig. .(a) shows corresponding axial and coronal slices from the re-
constructed reference scan s7 (left column), and misaligned scan s8 per-
formed on day , prior to transformation (right column). The difference
in phantom pose between the two scans is evident. Arrows on the axial
images indicate the level of residual water in the phantom. Figs. .(b)
and .(c) show summed and absolute difference images, respectively, ob-
tained from the images in Fig. .(a) after transforming the misaligned
image by the calculated motion. In Fig. .(b)) the images obtained using
the IR-based calibration (right column) appear to be in closer agreement

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Table : Movements of phantom in isocenter coordinates computed using the
absolute orientation (AO) and image registration (IR) methods.
Rx Ry Rz Tx Ty Tz
Day Calibration
(◦) (mm)
AO -. -. -. . -. .

IR -. -. -. . -. .
AO . -. . . -. -.

IR . -. . . -. -.
AO . . -. -. -. -.

IR . . -. -. . -.
AO -. . . . -. -.

IR -. . . . -. -.
Table : RMS landmark position errors after transformation.
Mean RMS error (mm)
Day AO-based calibration IR-based calibration
x y z x y z
 . . . . . .
 . . . . . .
 . . . . . .
 . . . . . .
with the reference scan, particularly in the region indicated by the ar-
row. The absolute difference images in Fig. .(c) allow comparison of
the alignment errors with the two calibration methods. It can be seen
that differences are smaller overall with the IR-based method (right col-
umn). The prominent areas of difference indicated by the arrows are due
to water occupying different parts of the phantom in the two scans.
Results of landmark analysis (mean results for  observers) are shown
in Table . The largest positional error was '.mm (RMS), in the y
direction. Errors were generally larger when the AO-based calibration

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(a) (b)
(c)
Figure .: Registration accuracy achieved using tracker-derived motion trans-
formations: (a) Corresponding axial and sagittal slices from the ref-
erence scan (left column) and misaligned scan before transformation
(right column); (b) Summation of slices in Fig. .(a) after transfor-
mation using AO- (left column) and IR-based (right column) calibra-
tion; and (c) Absolute differences between slices in Fig. .(a) after
transformation using AO- (left column) and IR-based (right column)
calibration. All images scaled to the same maximum pixel value.

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Table : Effect of calibration method on registration accuracy.
Correlation Between Reference and Transformed Images
Day Mean ( s.d.)
AO-based calibration IR-based calibration
 . (.) . (.)
 . (.) . (.)
 . (.) . (.)
 . (.) . (.)
was used. With IR-based calibration, all errors were less than .mm
(RMS).
Table  shows linear Pearson correlation coefficients between ROI vox-
els in the reference and transformed images, averaged over ten adjacent
slices, for each day and each calibration method. Images transformed us-
ing IR-based calibration matrices were consistently better correlated with
the reference images. This can be seen graphically in correlation plots for
a typical slice from Day  (Fig. .). Less scatter about the line of iden-
tity was observed with IR-based calibration (Fig. .(b)). The prominent
deviations from the line of identity are attributed to some residual water
which occupied different parts of the phantom in the two scans.
Noticeably better correlation was observed with both calibration meth-
ods on days  and . This may be due to the different motions applied
to the phantom: the motions and in particular the rotations were smaller
on day  and day , and correcting for a smaller motion is likely to yield
smaller errors.
. discussion and conclusions
We have shown that rigid motion can be accurately estimated in isocenter
coordinates during helical CT using a properly calibrated optical motion

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Figure .: Correlation between ROI voxel values in the reference and trans-
formed images in a typical slice (Day ). (a) AO-based calibration;
(b) IR-based calibration.
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tracking system. The method requires a calibration matrix to convert
pose estimates in tracker coordinates to isocenter coordinates. We com-
pared two methods of determining this matrix, and observed that the
new IR-based method was consistently more accurate than the conven-
tional AO method. This may be because the IR method makes use of all
voxels in the D image, whereas the AO method uses a limited number
of fiducial points, the positions of which in image space are subjectively
determined and limited in precision, i.e. to within '  pixel (i.e. .mm).
Further, the IR method utilizes both rotational and positional parameters
of object pose, whereas the AO method only considers position.
The IR method has the additional advantage that it can be completely
automated after acquiring the required number of CT scans. Its simplic-
ity and robustness may also be advantageous in other imaging modalities
such as PET and SPECT where the AO method has become established
[, , , , , ].
We repeated the calibration procedures on each scanning day, but for
clinical studies we would use a reference target permanently attached to
the scanner gantry to avoid the need to repeat the calibration procedure
when the tracking system was moved [, ]. These experiments used a
physical phantom to which the motion tracking target was rigidly fixed,
which avoided tracking errors due to non-rigid target fixation. In clini-
cal studies, we will use similar target attachment methods to those used
previously in PET [, , , ].
In summary, we have developed and demonstrated the feasibility of a
simple, accurate and convenient rigid motion tracking method for heli-
cal CT. This represents an important step towards the development of
methods to compensate for rigid head motion during helical CT scans in

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a clinical setting, and may also be useful for tracker calibration in other
imaging modalities such as PET [, , , , , ].

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for Helical Computed Tomography (CT)", J-H Kim, A Kyme, J Nuyts, Z
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motion correction method and demonstrates its feasibility in actual X-ray
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
a rigid motion correction method for helical ct
abstract
We propose a method to compensate for six degree-of-freedom rigid mo-
tion in helical CT of the head. The method is demonstrated in simula-
tions and in helical scans performed on a -slice CT scanner. Scans of a
Hoffman brain phantom were acquired while an optical motion tracking
system recorded the motion of the bed and the phantom. Motion correc-
tion was performed by restoring projection consistency using data from
the motion tracking system, and reconstructing with an iterative fully D
algorithm. Motion correction accuracy was evaluated by comparing re-
constructed images with a stationary reference scan. We also investigated
the effects on accuracy of tracker sampling rate, measurement jitter, in-
terpolation of tracker measurements, and the synchronization of motion
data and CT projections. After optimization of these aspects, motion
corrected images corresponded remarkably closely to images of the sta-
tionary phantom with correlation and similarity coefficients both above
.. We performed a simulation study using volunteer head motion and
found similarly that our method is capable of compensating effectively
for realistic human head movements. To the best of our knowledge, this
is the first practical demonstration of generalized rigid motion correction
in helical CT. Its clinical value, which we have yet to explore, may be sig-
nificant. For example it could reduce the necessity for repeat scans and
resource-intensive anesthetic and sedation procedures in patient groups
prone to motion, such as young children. It is not only applicable to ded-
icated CT imaging, but also to hybrid PET/CT and SPECT/CT, where it
could also ensure an accurate CT image for lesion localization and atten-
uation correction of the functional image data.

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. introduction
One of the major sources of image artifacts in computed tomography (CT)
is patient motion, which creates inconsistencies between acquired projec-
tions, leading to distortion and blurring when images are reconstructed
[, , ]. These motion artifacts may lead to false diagnosis, or in
extreme cases, render images uninterpretable []. Head motion is a com-
mon problem in young patients who are often sedated or anesthetized to
prevent motion [, ]. According to the latest available data, over
 million CT scans are performed annually in the USA alone, of which
approximately % are performed in children []. Moreover, a recent
survey of CT practice in developing countries revealed that about % of
pediatric CT scans were of the head []. Due to the relatively high ra-
diation dose associated with CT scanning, it is undesirable to repeat the
scan if motion occurs, particularly in children who have a much higher
estimated lifetime risk of radiation-induced cancer than adults [, ].
In adults, head motion is a problem for patients suffering from claustro-
phobia or a mental or behavioral incapacity, and in patients with head
trauma []. In a recent study [], head movements classified as moder-
ate or severe were observed in % of  patients with acute ischemic
stroke during CT brain perfusion scans.
Whereas methods for the correction of head motion using external mo-
tion monitoring devices have been published for single photon emission
tomography (SPECT), e.g. Fulton et al. () []; and Weisenberger et
al. () [], and positron emission tomography (PET), e.g. Picard
and Thompson () []; Fulton et al. () []; Bloomfield et al.
() []; and Herzog et al. () [], no equivalent method has been
demonstrated for helical CT imaging. Such a method would not only
be of value in standalone CT imaging, but also in the hybrid imaging

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Figure .: A slice from a helical CT scan showing head motion artifacts in a
 year old male patient with suspected brain trauma. The arrow
indicates an area of ghosting which causes the skull to appear in 
different locations. Other areas of ghosting can be seen in the image.
The scan was performed on a Toshiba Aquilion Prime CT scanner
(kVp, mA, pitch ., slice thickness mm). (Image cour-
tesy of Westmead Hospital, Sydney, Australia).
modalities PET/CT and SPECT/CT where an accurate CT image is essen-
tial for correct anatomical localization and attenuation correction of the
functional data.
To reduce the likelihood of motion artifacts, CT manufacturers have
made scanners faster by increasing the number of detector rows and the
rate of rotation of the X-ray source and detector. This is not a complete so-
lution, however, since there is still a possibility of patient motion during
the scan. The effect of such motion is illustrated in Fig. ., in a patient
with suspected head trauma. The study was performed with a state-of-
the-art helical CT scanner with a rotation time of . s and  detector
rows. Motion of this kind occurs frequently in clinical practice, and can
only be remedied by repeating the scan [, ].
Other ways to reduce the likelihood of patient motion include general
anesthesia, sedation [, ] and the use of restraining devices for head
and neck imaging []. Breath-holding is used to reduce respiratory mo-
tion artifacts [] while gating techniques are effective in mitigating the

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effects of periodic (e.g. cardiac and respiratory) motions [, ]. For
patients prone to uncontrolled head motion, such as infants, anesthesia
and sedation are effective, but demanding of time and resources, and
anesthesia in particular introduces the added risks of hypoxemia, respi-
ratory depression and oxygen desaturation, which can result in long-term
consequences [].
Another way to mitigate motion-induced artifacts is to apply retrospec-
tive motion correction. To date several methods have been proposed for
correcting for rigid motion [, , , , , , , ] and non-
rigid motion [, , , , , , , , , , ] in various
types of CT imaging. In this paper we address the correction of rigid
motion, characterized by six degree-of-freedom (DoF) ( rotations and
 translations), in helical CT. Of the rigid motion correction methods
mentioned above, most have been intended for cone beam CT (CBCT)
[, , , , ] and relatively few methods have been proposed for
fan beam [] or helical CT [, ]. Motion correction is arguably
simpler in CBCT since the entire object will normally be in the field of
view at all times, whereas in helical CT the object is always truncated.
This truncation can complicate the application of analytical motion cor-
rection algorithms to helical CT, and may explain why published analyti-
cal methods [, , ] appear to be limited to in-plane motion, and
to have only been investigated in simulations.
Virtually all suggested approaches to motion correction in CT require
information about the time course of the object motion during the scan.
Some studies have obtained rigid motion data using an external tracking
system,[, ] or by analysis of the acquired CT projection data in
CBCT [, , , , , , , ], or by following the motion of
anatomical landmarks or radio-opaque markers in the image or projec-
tion domain [, , , , ]. Noo et al. () [] and Mennessier et

. methods
al. () [] used markers for geometrical calibration of CBCT, which
is equivalent to estimating a rigid motion of the object. Landmarks and
markers have also been used to deduce nonrigid motion [, , , ].
However, deducing rigid motion from helical CT projections appears to
be an unsolved problem, possibly due to the limited time that identifiable
landmarks remain in the field of view as the bed moves axially.
We recently demonstrated the feasibility of tracking fast six DoF rigid
motion during helical CT scans using an optical motion tracking system
[]. In the present work we describe a method of compensating for large
and rapid six DoF rigid motion during helical CT using this tracking
technique. This method relies on accurate and frequent motion estimates
during the scan, and a fully D iterative reconstruction algorithm. Here,
feasibility is demonstrated in CT scans of a brain phantom performed
on a clinical CT scanner, and in simulations of realistic human motion
obtained from a volunteer. To the best of our knowledge, this is the first
practical demonstration of rigid motion correction in helical CT.
. methods
.. Motion Correction Principle
In CT, projection views are acquired sequentially as the source and de-
tector rotate about the imaged object. Rigid object motion during ac-
quisition introduces inconsistencies between successive projection views.
Reconstructing with a conventional algorithm, ignoring the motion, re-
sults in artifacts. However if the motion is rigid, projection consistency
may be restored by translating and rotating the CT detector and source
at each projection view by the inverse of the object motion, to create a
virtual scanner trajectory. The projection data within each view remain

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unchanged. The rigid motion of the imaged object may be obtained in
various ways, e.g. using an optical motion tracking system, calibrated to
provide measurements directly in a CT coordinate system with origin at
the scanner isocentre [].
During reconstruction the (back)projection is computed using the vir-
tual scanner trajectory (Fig. .). Theoretically, by reconstructing from
consistent projections, we eliminate motion effects, including zoom which
will change if the imaged object moves towards or away from the detector.
This effect is computed accurately during forward and backprojection
because we accurately model the motion during reconstruction. How-
ever, it is important to note that motion during the scan creates a motion-
dependent scanning trajectory that cannot be guaranteed to be sufficient
for exact reconstruction. For example, in the extreme case, rotation of
the object in the same direction and at the same speed as the motion of
the X-ray source would result in projection data at only one angle, which
clearly would be insufficient for reconstruction.
.. Motion-corrected reconstruction
Reconstructions were performed with a fully D implementation of the
maximum likelihood transmission reconstruction (MLTR) algorithm [].
MLTR maximizes the logarithm of the likelihood L(µ), given by
L(µ)=
∑
i
yi ln yˆi − yˆi − ln(yi !) (.)
where yi is the measured intensity along projection line i, yˆi is the esti-
mate of yi at the current reconstruction, and yi is assumed to be a Poisson
realization of yˆi . Ignoring scatter, detector blurring and the polychro-
matic energy spectrum, the estimate yˆi can be written as
yˆi=bi exp(−∑
j
lijµj) (.)
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Figure .: The motion correction scheme: Object (yellow cylinder) moves to a
new pose (blue), projection consistency can be restored by translat-
ing and rotating the CT detector and source (grey) at each projection
view by the inverse of the object’s motion from its initial pose to
obtain a new, virtual source/detector pose (blue). Attributing the ac-
quired data to the virtual pose makes it consistent with a scenario in
which the object remained stationary.

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where bi is the number of photons detected in the absence of absorber
(blank scan), lij is the effective intersection length of projection line i
with voxel j, and µj is the linear attenuation coefficient at voxel j. An
update step for maximizing Eq. (.) is
∆µj=− ∂L∂µj /
∑
k
∂2L
∂µj∂µk
(.)
A derivation is given in Van Slambrouck and Nuyts () []. In-
serting Eq. (.) in (.) gives the MLTR algorithm
µj
new=µj +
∑
i
lij (yˆi−yi)∑
i
(lij yˆi
∑
k
lik)
(.)
Since the index i runs over all projection lines, it combines the view
number and the detector pixel. Correction for patient motion is achieved
by modifying the trajectory of the CT source and detector, i.e. by chang-
ing the values lij such that they represent projections using the modified
trajectory.
The projector/backprojector was implemented using both the ray-tracing
[] and distance-driven [] approaches. Except where otherwise indi-
cated, we used ray-tracing as this method was less computationally de-
manding in our implementation. Our implementation of MLTR enabled
motion correction by allowing the pose of each projection to be individu-
ally specified in a scanner coordinate system. When motion was included,
the detector and source were (conceptually) translated and rotated, and
the (back)projection computed using this moved CT-system.
.. Real CT scans (Hoffman brain phantom)
The motion correction method was tested in real CT scans of a moving
brain phantom. All experiments were performed on a Siemens Biograph
 PET/CT scanner (Siemens Medical Solutions USA, Inc., Knoxville,

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TN), which incorporates a standard Siemens Somatom Sensation -slice
helical CT scanner. The phantom, a D Hoffman brain phantom [], is
usually filled with radioactive water for use in SPECT and PET, but in
our CT imaging experiments it contained air. This gave the phantom a
complex attenuation profile, due to multiple regions of zero attenuation
coefficient surrounding perspex (soft tissue) structures. Its sharp edges
and sudden changes of attenuation coefficient were expected to increase
the sensitivity of calculated metrics to any distortion or misalignment of
the motion corrected image relative to the reference image.
... Motion Tracking Setup
An optical motion tracking system (Polaris Spectra, Northern Digital Inc.,
Waterloo, Canada) was placed at the rear of the scanner on a tripod (Fig.
.(a)). It reported the six DoF pose of a rigid-body target consisting of
four retro-reflective disks (. cm radius) attached to the underside of
the D Hoffman brain phantom as the three rotations, Rx(ψ), Ry(θ) and
Rz(φ), and three translations, Tx, Ty and Tz.
The motion tracker reports angular values in the range (-◦ to ◦),
so crossing this boundary will result in a sharp discontinuity in the mo-
tion trace (often referred to as ‘gimbal lock’). Although this is not a prob-
lem for pose calculations since the pose value is still correct, for range
calculations it can lead to artificially high values. To compute the range
values correctly, continuity was imposed by subtracting ◦ if any angle
measurement differed from the previous one by >◦.
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Specifying the order of rotations as Rx(ψ), followed by Ry(θ) and lastly
Rz(φ), the pose, P , was represented as the × transformation matrix
P= (.)
cosφcosθ cosφsinθ sinψ-sinφcosψ cosφsinθ cosψ+sinφsinψ Tx
sinφcosθ sinφsinθ sinψ+cosφcosψ sinφsinθ cosψ-cosφsinψ Ty
-sinθ cosθ sinψ cosθ cosψ Tz
0 0 0 1

An additional target comprising three disks was attached to the front
edge of the bed so that bed motion could also be recorded. The tracker
was operated in passive mode to record the poses of the phantom and bed
simultaneously at Hz. The Polaris system has been used extensively in
PET motion correction [, , ]. A review of its performance can be
found in Elfring et al. () [].
A cross-calibration procedure [] was performed to determine the ×
transformation matrix relating the tracker and CT scanner coordinate
systems. This enabled the pose data to be converted to the CT coordinate
space centred at the isocentre of the scanner (Fig. .) for use by the
motion correction algorithm.
... CT Scans
In CT experiments, the phantom was initially supported by a wedge in
an elevated position on the curved surface of the bed. A stationary heli-
cal CT scan of the phantom was performed to serve as a reference. Then
without moving the phantom, a repeat CT scan was started. During this
scan the wedge was removed by pulling a string from outside the room.
This caused the phantom to roll from side to side over the concave bed
(see Fig. .(b)). The oscillatory motion continued with diminishing am-
plitude for the remainder of the scan. The peak velocity in the x (hori-
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(a) Setup for motion tracking
1.2 s
0.0 s
0.8 s
0.4 s
(b) Phantom motion
Figure .: (a) Motion tracking setup on the Siemens Biograph  PET/CT scan-
ner. The CT scanner port is visible at the far end of the bore. The
phantom with four reflective markers attached can be seen on the
bed. The inset gives a closer view. Three reflective markers can also
be seen on the bed; (b) Selected video frames from a . s portion of
the moving phantom scan showing the rate and oscillatory nature of
the motion. Removal of the wedge occurs at top left. Elapsed times
shown are relative to this frame. One leg of the tripod supporting
the motion tracking system can be seen in the background.
zontal) direction of a reference point on the rear surface of the phantom
was calculated from motion tracking data as ≈mm s−1. A video cam-
era captured the experiment from the bed side of the gantry, while the
optical motion tracking system positioned behind the gantry tracked the
motion of the phantom and bed.
With the exception of one set of scans performed at a higher pitch of
., all CT scans used the scanner’s built-in protocol for routine pediatric
head imaging with the scan and reconstruction parameters shown in Ta-
ble . These scans contained , views. To accelerate reconstruction,
projections were rebinned by summing groups of four consecutive pro-
jections.
In the scan performed with a pitch of ., motion was applied in the
same way, but was not identical as the method of applying motion was
not reproducible. Other differences were in the initial pose of the phan-
tom, the axial scan length (mm), the table feed per rotation (mm)
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and the total scan time (. s). Tube voltage, tube current, rotation
time, and collimation were unchanged. The acquired scans contained
, views. Projections were rebinned in the same way as previously
and images were reconstructed with the same voxel size, number of iter-
ations and subsets.
Table : CT scanning and reconstruction parameters.
Parameter Value
Detector rows 
Tube voltage (kVp) 
Tube current (mAs) 
Rotation time (s) .
Projections per rotation 
Rebinned projections per rotation 
Flying focal spot Off
Collimation (mm) ×.
Table feed per rotation (mm) .
Pitch .
Axial coverage (mm) 
Scan duration (s) .
Rebinned projections 
Rebinned projection interval (ms) .
Reconstructed voxel dimensions (mm) .×.×.
... Motion Data Processing
The reconstruction software accounts for the motion of the bed and the
rotation of the CT source and detector. This is implemented as a helical
trajectory around a stationary object. Therefore, to deal with additional
motion of the object, we need the motion relative to a coordinate sys-
tem that is fixed to the bed, with the origin in the centre of the scanned
volume. However, the motions are measured in a coordinate system in
which the bed and therefore also the scanned volume are moving. At
the mid-scan time, the centre of the scanned volume coincides perfectly
with the centre of the CT, whereas for all other time points, a correction
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for the change in bed position is required. Therefore, for every phantom
pose measurement represented in homogeneous coordinates [] by the
4×4 matrix Pi , we needed to compute the ‘difference’ between the pose of
the bed, Bi , at the corresponding time and the bed pose at the mid-scan
time, Bm. The resulting pose of the phantom with bed motion removed,
P ′i , was then given by
P ′i =BmB−1i Pi (.)
Then the motion of the phantom at each measurement time, relative to
its pose at the start of the scan (P ′ref ), was calculated as
Mi=P ′i P
′−1
ref . (.)
This ensured that the motion correction procedure produced a recon-
struction in the same pose as the reference scan. However, in practice, the
reference pose could be any desired pose. P ′ref was calculated as the mean
of the last  pose measurements before the motion scan commenced.
For calculation of the mean pose, x, y and z positions were averaged arith-
metically, while cosine averaging [] was applied to rotations.
To synchronize motion estimates Mi with corresponding CT projec-
tions to a first approximation, the motion tracker measurement corre-
sponding to the start of the CT scan was identified by detection of bed
motion in the z direction. Thereafter, corresponding motion tracker mea-
surements and CT projections were identified by finding the closest match
between bed z positions reported by the tracking system and correspond-
ing information stored in the file header for each projection view. We
refer to this method as nearest-neighbour synchronization.
... Motion Correction
Reference scans and motion scans without motion correction were re-
constructed using MLTR without use of motion information. In MLTR
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with motion correction, the synchronized motion transformations (Sec.
...) were inverted and applied to the detector and source, creating
a virtual scanner trajectory where the (back)projection was computed as
described in Sec. ... The motion correction method assumes that ev-
erything in the scanner field of view moves rigidly according to the mo-
tion applied, which is not true for the patient bed. Therefore the bed was
removed from the data before reconstruction by subtracting a forward
projection of an image of the bed from the log-converted sinogram.
... Quantitative Evaluation of Motion Correction Accuracy
The accuracy of motion corrected transaxial images was assessed by com-
parison with corresponding images from the stationary reference scan.
To reduce the influence of the static background on similarity measures,
metric calculations were confined to voxels within an ROI enclosing the
phantom. Three quantitative similarity metrics were evaluated:
. RMSE: The square root of the mean of the squared differences of
pixel intensities of two D images f and g calculated as
RMSE=
√
1
N
N∑
i=1
[fi − gi ]2 (.)
where N is the number of pixels.
. CC: The Pearson correlation coefficient which measures the linear
dependence between two images as
CC=
N∑
i=1
(fi−f¯ )(gi−g¯)√
N∑
i=1
(fi−f¯ )2
√
N∑
i=1
(gi−g¯)2
(.)
where f¯ and g¯ are the mean pixel values of the two images.
. MSSIM: The mean structural similarity index [], a measure of
the similarity of two images in terms of luminance l(f ,g), contrast
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c(f ,g), and structure s(f ,g) that is designed to provide a good ap-
proximation of perceptual image quality, is given by
MSSIM= 1N
N∑
i=1
{[l(f ,g)]α[c(f ,g)]β [s(f ,g)]γ }i (.)
where α, β, γ are weighting factors (set to  in this study) that adjust
the relative importance of the  components. Here the luminance
comparison is defined by Wang et al. as
l(f, g) =
2µf µg+(K1L)2
µ2f +µ
2
g+(K1L)2
(.)
where µ is the mean pixel intensity in the image, K1 is a small con-
stant  , and L is the dynamic range of the pixel values ( in
this study). Contrast comparison employs the function
c(f, g) =
2σf σg+(K2L)2
σ2f +σ
2
g+(K2L)2
(.)
where σ is the standard deviation of the pixel values in the image,
and K2  . Finally, the structure comparison is based on the func-
tion
s(f, g) =
σf g+
1
2 (K2L)
2
σf σg+
1
2 (K2L)
2 (.)
where σf g is given by
σf g =
1
N−1
∑N
i=1(fi −µf )(gi −µg). (.)
Following Wang et al. we set K1 and K2 to . and ., respectively.
RMSE and CC were calculated from images with pixel values in Hounsfield
Units (HUs), whereas for MSSIM, images were linearly scaled to have
pixel values ranging from 0 to . Thus, from Eqns. (.)-(.), RMSE
was calculated in HU while CC and MSSIM were dimensionless. Metric
evaluations were performed on  transaxial slices (mm thick) cover-
ing the majority of the phantom. The means (RMSE,CC, and MSSIM)
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were taken as indices of the overall accuracy of the motion-corrected vol-
ume. Standard deviations were also computed to indicate the slice-to-
slice variation in the calculated metrics.
.. Optimization
We refer to the motion correction method so far described as the ‘default’
motion correction method. After an initial assessment of the accuracy
of this method, we investigated the sensitivity of the motion correction
accuracy to variations in the method.
... Tracker sampling rate
The relationship between tracker sampling rate and motion correction
accuracy was investigated by down-sampling the tracker data obtained
at Hz to simulate sampling rates of , , , , , ,  and Hz.
Intermediate pose measurements were neglected, which resulted in the
same spatial transformation being applied at an increasing number of
consecutive projections as the sample rate was reduced. Motion corrected
images in a common reference pose (P ′ref ) were reconstructed using each
subsampled motion data set, and image metrics were calculated.
... Motion data filtering and interpolation
A Savitzky-Golay (SG) filter [] was employed with the aim of reducing
jitter in the pose measurements, while preserving the underlying signal.
The SG filter fits a polynomial of the form y = a0 + a1x + a2x2 + ... + anxn
to the data points by least squares. A set of filter coefficients was pre-
calculated for the given number of data points and degree of the poly-
nomial and convolved with the data for each DoF to produce the fitted
curve. In our experiments we empirically determined that satisfactory
jitter suppression could be achieved using a -point kernel and a poly-
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nomial of degree n = 2. We compared motion-corrected reconstructions
obtained with and without application of the filter to the motion tracker
data. In the same way we also tested the effect of linear interpolation be-
tween successive motion samples (both filtered and unfiltered) to enable
a specific, interpolated motion transformation to be applied at every CT
projection. This interpolation was applied independently in each DoF
... Synchronization
As an alternative to synchronization based on nearest-neighbour com-
parison of bed positions (Sec. ...), and after identifying the motion
tracker measurement corresponding to the first CT projection in the same
way, timestamps were assigned to motion samples and rebinned projec-
tions assuming that they were acquired at constant rates throughout the
scan (/ s and / s for tracker and projection data, respectively).
For the CT projections we also compared these time stamps with timing
information stored in the CT file header for each projection, and found
negligible differences of ≈ 3.5µs on average. SG filtering was applied,
and linear interpolation as described above was used to assign individ-
ual motion transformations at all CT projection views. Due to the uncer-
tainty in precisely identifying the tracker measurement corresponding
to the start of the CT scan, the optimal synchronization was determined
by applying a range of time shifts in units of  CT projection interval to
all tracker timestamps, repeating motion correction with each time shift,
and identifying the shift that optimized the (dis)similarity metrics de-
scribed in Sec. .... The optimal time shift was taken as the average
of the shifts identified by the three metrics.
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.. Assessment of Number of Views
As mentioned above the motion-corrected scanner trajectory may, for
some motion patterns, provide insufficient sampling for exact reconstruc-
tion. As a first attempt to detect possible sampling insufficiency, we back-
projected a unit projection for every view using the distance-driven back-
projector, and counted for each voxel the number of views contributing
to its backprojection value. While this is not a robust measure of suffi-
ciency, we hypothesised that sampling is more likely to be insufficient at
locations in the image where the backprojection value is low.
.. Simulation Study with Volunteer Motion and Anthropomorphic
Head Phantom
... CT simulations
Although a phantom study could reveal the feasibility of correcting for
rigid motion, the pattern and magnitude of its motion was considered
unlikely to resemble that of a human head. Therefore, we also assessed
the efficacy of motion correction in a simulated Siemens Somatom Sensa-
tion -slice CT scan with realistic human head motion obtained from a
volunteer lying in a CT scanner. The simulation was of a voxelized D
anthropomorphic head phantom (PBU-, Kyoto Kagaku Co. Ltd, Kyoto,
Japan) with a voxel size of .mm×.mm×.mm, created by scanning
the phantom on a -slice Siemens Definition AS CT scanner. Simulated
scan parameters were the same as used in the phantom scans (Table ).
The realistic head motion data were acquired with a volunteer (a healthy
 year old male) lying supine on the scanning bed of a Siemens Biograph
mCT PET/CT scanner (Siemens Medical Solutions USA, Inc., Knoxville,
TN) using an Optitrack (NaturalPoint Inc, Corvallis, OR USA) optical mo-
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tion tracking system which comprised three Flex  infrared cameras po-
sitioned at the rear of the scanner (see Fig. .(a)). This system allowed
faster sampling (up to Hz) and easier marker attachment than the
tracking system used in the phantom scans. A cross-calibration proce-
dure was carried out prior to motion tracking as described in Sec. ...,
to determine the × transformation matrix relating the tracker and CT
isocentre coordinate system.
The volunteer wore a beanie with four retro-reflective velcro markers
(spheres mm in diameter) attached as shown in Fig. .(b). Compared
with the Polaris system which requires all markers to be co-planar and
in a predetermined arrangement, the Optitrack is much more flexible.
Markers are tracked as a rigid point cloud, and can be tracked on curved
surfaces. The desired number of markers can be placed wherever desired
on the head. The volunteer’s head was placed on a headrest in the CT
field-of-view (FOV) with the centre of the head at the isocentre of the
scanner using the laser guide. The volunteer was asked to move his head
freely for  s. The pose of the volunteer’s head and the patient bed were
simultaneously recorded at Hz.
The first  s of the volunteer motion data were used in the simulations.
The raw tracker data were firstly converted to the CT isocentre coordinate
system. To reduce jitter in the resulting data, represented as a series of
× matrices {P }, a -point second degree SG polynomial (Sec. ...)
was fitted to the data for each DoF yielding the smooth pose data, {S}. For
the simulations at pitch ., {S}was repeated three times. As simulations
at pitch . were  times faster ( s duration), a single use of {S} was suf-
ficient. Motion relative to the reference pose of the head was calculated
(as in Eq. .) using
Mi = SiSref
−1 (.)
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(a) Optitrack motion tracking
system
(b) Volunteer with head markers po-
sitioned for motion tracking
Figure .: Volunteer motion tracking setup. (a) Three infrared cameras
mounted on the wall behind the scanner. (b) The volunteer posi-
tioned in the CT scanner field of view.
where Si , Sref and Mi were × matrices representing the pose at mea-
surement time i, the reference pose, and the calculated motion, respec-
tively. The first pose of the volunteer was used as the reference pose.
The motion data, {M}, were then linearly interpolated to match the time-
stamps of each simulated projection angle using the same method as de-
scribed in Sec. .... To simulate motion, the phantom was rotated and
shifted by applying the appropriate motion transformation at each pro-
jection angle, and the CT-projections were computed using the conven-
tional scanning trajectory, using distance-driven projection, assuming a
monochromatic beam and no scatter. This was adequate for our purpose
as our sole aim was to test the ability of the motion correction method
to cope with a scanning trajectory resulting from real human head mo-
tion. It was not our objective to study more subtle effects such as beam
hardening.
... Motion correction
Simulations of the stationary phantom were reconstructed without mo-
tion correction using the standard MLTR algorithm, while simulations
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with motion were reconstructed using the same algorithm, with and with-
out motion correction (Sec. ..). The distance-driven (back)projector
was used in all simulations. During reconstruction, in contrast to the
simulation method, the object was treated as stationary, while the CT-
projections were computed after rotating and shifting the CT-gantry. This
introduced some mismatch between simulation and reconstruction, be-
cause the different approaches led to different interpolation coefficients
when the projections were computed. Motion-corrected reconstruction
of each CT scan with simulated motion was performed using two differ-
ent types of motion information; motion calculated from the same (‘true’)
pose data {S} that had been used to create the motion simulation, and mo-
tion calculated from ‘realistic’ pose data, {R}, obtained by adding jitter in
the form of simulated Gaussian noise to {S}. In the latter we made the
magnitude of the jitter as realistic as possible by scaling the noise in each
DoF to the root mean square of differences between {S} and {P } for that
DoF after applying Eq. ..
Motion transformations, {Q}, were then calculated from {R} w.r.t. the
same reference pose, Sref , as in Eq. .. Finally, the motion transforma-
tions to be applied at each projection angle during reconstruction were
obtained by fitting the polynomial function described in Sec. ... to
{Q} in each DoF, and interpolating to the number of CT projections based
on timestamps.
Motion correction with ‘true’ pose data was intended to show the ef-
fect of motion correction when the motion was known exactly. Motion
correction with ‘realistic’ pose data was intended to show whether mo-
tion correction could be effective when the motion data were affected by
realistic measurement jitter. Three metrics were calculated on simulated
images using the same methods as described in Sec. ... for quantita-
tive comparison.
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.. Implementation on a -row CT scanner
The motion correction method was also implemented to a Siemens Bi-
ograph mCT PET/CT scanner (Siemens Medical Solutions, USA, Inc.,
Knoxville, TN), which incorporates a standard Somatom Definition AS
-row helical CT scanner. Experiments similar to those described in Sec.
.. with the optimisations described in Sec. .., were performed for a
range of pitch values to confirm the feasibility of accurate motion correc-
tion on a newer scanner with more detector rows than the -row Sensa-
tion  used previously. The scanning and reconstruction parameters for
a typical scan performed at pitch ., are shown in table . These exper-
Table : CT scanning and reconstruction parameters for Siemens Definition AS
scanner.
Parameter Value
Detector rows 
Tube voltage (kVp) 
Tube current (mAs) 
Rotation time (s) .
Projections per rotation 
Rebinned projections per rotation 
Flying focal spot Off
Collimation (mm) ×.
Table feed per rotation (mm) .
Pitch .
Axial coverage (mm) 
Scan duration (s) .
Rebinned projections 
Rebinned projection interval (ms) .
Reconstructed voxel dimensions (mm) .×.×.
iments were also performed with a different motion tracking system, the
Optitrack system described in Sec. ..., to that used on the Sensation
. Motion corrected reconstruction was performed as described in Sec.
.... The accuracy of the motion corrected images was evaluated by
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computing the CC with respect to corresponding slices from the station-
ary reference scan as described in ..., on  consecutive mm-thick
transaxial slices.
. results
.. Phantom study
... Motion Tracking
Fig. . shows the six DoF motion of the phantom during the study
shown in Fig. .(b), in CT isocentre coordinates, relative to its pose
at the start of the scan. It illustrates the oscillatory nature of the motion,
which involved motion in all six DoF, including rotations of at least ◦
about all axes, and translations of up to mm. This motion was much
larger than that typically expected in patients, based on data obtained
by Wagner et al. in  patients during helical CT scans, who reported
rotations of up to .◦ and translations of up to mm []. However we
hypothesized that motion of the magnitude tested here could be encoun-
tered in some patients. For example, Fahmi et al. () [] reported
rotations and translations exceeding ◦ and mm, respectively, during
helical CT perfusion scans in patients with acute ischemic stroke.
... Motion Correction
Fig. . shows reconstructed slices from the same scan, reconstructed
with and without (default) motion correction, and the corresponding
slices from the reference scan in which the phantom was stationary. In
this, and all subsequent images shown, the slices depicted are, from left
to right, transaxial, coronal, and sagittal. The slices without motion cor-
rection, Fig. .(a), exhibited severe motion artifacts. The motion cor-
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Figure .: Rotations (top) and translations (bottom) of the phantom motion dur-
ing the scan shown in Fig. .(b).
rected image, Fig. .(c), on the other hand, was clearly similar to the ref-
erence, Fig. .(b), with motion artifacts substantially eliminated. Some
irregularities were visible at the edges of the phantom and moiré patterns
appeared in uniform regions, which may be attributed to interference
between the rays and the pixels. We later observed that this effect was
reduced when using the distance-driven (back)projector (Fig. .(c)).
Table  shows image similarity metric values with and without default
motion correction for the images shown in Fig. ., using the reference
study as the gold standard. The mean and standard deviation of each met-
ric were calculated over  reconstructed slices. All the metrics showed
marked improvement when motion correction was applied. In calculat-
ing these metrics we assumed that the motion of the bed was perfectly
reproducible, and that there was no motion of the phantom between the
reference and motion scans.

. results
(a) Motion - Uncorrected
(b) Reference - No motion
(c) Motion corrected - default
Figure .: Transaxial coronal and sagittal reconstructed slices from the mov-
ing phantom study shown in Fig. .(b). (a) Moving phantom, no
motion correction. (b) Stationary phantom. (c) Moving phantom,
with motion correction. Pose data were acquired at Hz. The par-
allel lines visible in the coronal and sagittal slices of the reference
and motion corrected scans are due to slabs of acrylic material from
which the phantom is constructed. [Window level, WL = −200 HU,
window width, WW = +2000 HU].
.. Optimization
... Effect of Tracker Sampling Rate
Motion corrected images obtained with the default motion correction
method and different tracker sampling rates are presented in Fig. ..
Qualitatively similar motion corrected reconstructions were obtained with
sampling rates of Hz, Hz and Hz, while artifacts were clearly
visible at Hz. In a similar analysis for continuous motion in PET, a
sampling rate of Hz was found to be sufficient for awake rats [].
The quantitative relationship between tracker sampling rate and recon-
struction accuracy is shown in Fig. .. All metrics showed that accuracy

. results
Table : Reconstruction accuracy with and without default motion correction.
RMSE CC MSSIM
Uncorrected . (.) . (.) . (.)
Corrected . (.) . (.) . (.)
Values are mean (s.d.) of  transaxial slices.
was greatest at the highest tracker sampling rate available (Hz). Below
Hz there was a gradual decline in motion correction accuracy.
... Effect of motion data filtering and interpolation
The effects of smoothing and linearly interpolating raw Hz tracker
data over a typical ms segment of the moving phantom scan are pre-
sented in Fig. .. The solid black line corresponds to data used in the
default motion correction method with nearest-neighbour synchroniza-
tion (Sec. ...) and no interpolation between tracker samples. Sim-
ple linear interpolation between sample points produced the curve com-
posed of green crosses. Interpolation enabled a unique transformation to
be applied to each CT projection, but did not eliminate jitter. Combin-
ing linear interpolation and the SG filter (short red dashes) gave a much
smoother result. Metrics of motion correction accuracy evaluated with
five different treatments of the raw motion data in the moving phantom
study are shown in Fig. .. All three metrics agreed well. The lowest
accuracy was obtained with the default motion correction method which
used nearest-neighbour synchronization. Introducing linear interpola-
tion without filtering improved accuracy, but on its own it was not as
effective as SG filtering. Combining SG filtering with interpolation gave
further improvement.

. results
(a) Hz
(b) Hz
(c) Hz
(d) Hz
Figure .: Motion corrected images (default method) for different tracker sam-
pling rates. Artifacts are clearly visible at the edges of the phantom
at sampling rates below Hz. [WL = −200 HU, WW = +2000 HU].
... Synchronization
Fig. . also shows that the highest accuracy for the optimal Hz sam-
pling rate was obtained by combining SG filtering, linear interpolation
and the timestamp-based synchronization described in Sec. ... to
obtain the motion data represented by the blue dashes in Fig. ., and
then applying an optimized time-shift to these data. Fig. . demon-
strates the variation in metric values versus time shift. The optimal time
shift was found to be  CT projection intervals (≈ .ms). This yielded
the motion-corrected images shown in Fig. .(b). Metric values corre-
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Figure .: The relationship between quantitative accuracy of the default mo-
tion corrected image and tracker sampling rate by three different
metrics. Data represent the mean (±  s.d.) over  transaxial slices.
sponding to these five different treatments of the motion data are shown
in the first five rows of Table . We observed that the three metrics were
always consistent in identifying the optimal time shift, and that we could
have obtained the same result using any one of them instead of averaging
their results.
... Comparison with distance-driven (back)projection
Fig. .(c) shows the result of substituting distance-driven (back)projection
for the ray-tracing method used in Fig. .(b). Distance-driven (back)projection
improved motion correction accuracy for all metrics (lower row of Table
) and reduced moiré patterns in the reconstructed images. However,
motion-corrected reconstruction was approximately . times slower when
the distance-driven (back)projector was used.
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Figure .: Various combinations of interpolation and filtering applied to raw
six DoF motion data. Without filtering or interpolation (solid line)
measurements are affected by jitter, and the same motion transfor-
mation must be applied to all CT projections between tracker sam-
ples. Interpolation alone (green crosses) fails to remove measure-
ment jitter. A smoother result is obtained with the SG filter and in-
terpolation (red dashes). The light blue dashed curve is also with SG
filter and linear interpolation, but synchronized assuming constant
tracker and CT projection acquisition rates and zero time shift.
Table : Reconstruction accuracy with motion data filtering, interpolation and
different synchronization methods
RMSE CC MSSIM
Default . (.) . (.) . (.)
Interpolation . (.) . (.) . (.)
SGF . (.) . (.) . (.)
SGF + interpolation . (.) . (.) . (.)
SGF + interpolation† . (.) . (.) . (.)
SGF + interpolation†,‡ . (.) . (.) . (.)
Values are mean (s.d.) of  transaxial slices.
†Timestamp-based synchronization method with optimal time shift.
‡Distance-driven (back)projector.
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Figure .: Motion correction accuracy quantified by three image metrics, with
various combinations of filtering method and interpolation applied
to the raw motion data. Data represent the mean (±  s.d.) over 
transaxial slices. †indicates timestamp-based synchronization with
optimal time shift.
.. Sensitivity to Pitch
Fig. . shows results of motion correction in a phantom study with
similar motion, performed with a pitch of .. Motion correction accu-
racy metrics for this study are shown in Table . Motion correction, after
processing the motion data with SG filtering, linear interpolation, and an
optimized time shift ( CT projection intervals) substantially restored the
shape of the phantom and reduced motion artifacts. However, some mo-
tion artifacts remained. Results of assessing data sufficiency in this study
as described in Sec. .. are shown in Fig. . for pitch values of (a) .
and (b) .. Images in the upper two rows were windowed to highlight
areas with backprojection values lower than a threshold value, which we
arbitrarily set to . times the mean backprojection value of all voxels in
the D volume. Voxels exceeding this threshold are displayed in white.
Reconstructed images exhibiting artifacts in all  planes are shown in

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Figure .: Motion correction accuracy vs. applied time-shift. Data represent
the mean (±  s.d.) over  transaxial slices.
the lower row with a window [WL = −200 HU, WW = +2000 HU]. There
were no regions with prominent reduced sampling at lower pitch. For
pitch of ., cursors overlaid on the images indicate corresponding loca-
tions in D. We observed that artifacts did indeed occur in regions seen
by few views, suggesting that the artifacts were due to sampling insuf-
ficiency. This suggests that certain combinations of object motion and
pitch can result in undersampling artifacts in reconstructed images, and
that for a given type of motion, increasing the pitch increases the poten-
tial for artifacts due to data insufficiency. It was not possible to perform
a systematic evaluation of the effect of pitch alone on motion correction
accuracy, due to the effect of a change in pitch on other scanning pa-
rameters such as scan duration and the timing of motion relative to CT
source-detector motion.
Table : Motion correction accuracy in a study with pitch = ..
RMSE CC MSSIM
Uncorrected . (.) . (.) . (.)
Corrected . (  .) . (.) . (.)
Values are mean (s.d.) of  transaxial slices.

. results
(a) Reference (No motion)
(b) Optimized correction (Ray-tracing)
(c) Optimized correction (Distance-driven)
Figure .: Reconstructed image slices. Optimized motion correction was ob-
tained with Hz sampling, timestamp-based synchronization, SG
filtering, linear interpolation, and optimized time-shift. Motion cor-
rected images are shown for both ray-tracing and distance-driven
(back)projection methods. The reference images are reproduced
from Fig. .(b) for ease of comparison. [WL = −200 HU, WW =
+2000 HU].
.. Simulation study
Fig. . shows the motion of the volunteer that was used in the sim-
ulations. There was motion in all six DoF, of up to .◦ and mm for
rotations and translations, respectively.
Slice and projection images from the voxelized phantom are shown
in Fig. .(a). Results of CT scans simulated with pitch factors of .
and . are shown in Figs. .(b) and .(c), respectively. For both
pitch values, the images reconstructed without motion correction (top
row) were severely distorted by the motion. The motion-corrected images
obtained from simulations of the true motion (third row) corresponded
very closely to those of the stationary simulation and the original phan-
tom. When motion correction was based on pose data affected by jitter

. results
(a) No Correction
(b) Reference
(c) Optimized
Figure .: Motion correction in a CT scan performed with a pitch of .. [WL
= −200 HU, WW = +2000 HU].
(lower row), some perceptible artifacts remained that were visibly worse
at pitch of . than at ..
These results showed that accurate motion correction of realistic hu-
man head motion could be achieved if the true motion was precisely
known. Some streaks were observed near bony structures in the motion-
corrected images at both pitch values in the same location as in the corre-
sponding reference images. An assessment of the effect of the number of
views (Sec ..) revealed relatively high backprojection values in these
areas. Rather than data insufficiency, the streaking was attributed to
mismatch in interpolation between simulation and reconstruction, since
the image was transformed during simulation, while the source/detector
were transformed during reconstruction. The image quality at low pitch
was superior, in particular in the presence of jitter. This may have been
due to differences in axial sampling and object motion. Table  also re-
vealed some degradation due to the jitter, and confirmed that lower pitch
produced the most accurate motion corrected images.
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(a) Pitch=.
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(b) Pitch=.
Figure .: Backprojection of a uniform sinogram for the experiments with (a)
pitch of ., and (b) pitch of .. Each figure shows the conven-
tional (top row) and motion corrected (middle row) scanning tra-
jectories, using method of Sec. .., in units of number of con-
tributing views. The color bars indicate the range of values within
each D volume, and the threshold set to % of the mean voxel
value obtained with the conventional trajectory. Lower row: The
corresponding motion corrected images [WL = −200HU, WW =
+2000HU]. The prominent artifacts in the motion-corrected images
with pitch of . correspond to regions of reduced sampling with
the motion-corrected scanning trajectory.
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Figure .: Rotations (top) and translations (bottom) of the ‘true’ volunteer
head motion for  s (pitch = .).
Table : Motion correction accuracy in simulated CT scans with volunteer mo-
tion.
Pitch . RMSE CC MSSIM
No correction . (.) . (.) . (.)
Motion correction (no jitter) . (  .) . (.) . (.)
Motion correction (jitter) . (.) . (.) . (.)
Pitch . RMSE CC MSSIM
No correction . (.) . (.) . (.)
Motion correction (no jitter) . (  .) . (.) . (.)
Motion correction (jitter) . (.) . (.) . (.)
Values are mean (s.d.) of  transaxial slices.
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(b) Pitch=..
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(c) Pitch=..
Figure .: Motion correction in simulated CT studies with different pitch. (a)
Voxelized phantom. (b) Pitch=.. (c) Pitch=.. In each panel the
images in the right-hand column are projection images created by
forward projection using a parallel beam projector. [WL = +40 HU,
WW = +140 HU].
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Figure .: Reconstructed images from experiments on the Definition AS CT
scanner at pitch=.. Top to bottom, uncorrected, motion-free and
motion-corrected images are presented. [WL = −200 HU, WW =
2000 HU].
.. Implementation on a -row CT scanner
Fig. . shows the results of motion correction in an experiment with
a rolling Hoffman phantom performed on the Definition AS scanner at
a pitch of .. The motion-corrected images in this high-pitch scan, ex-
hibited residual artefacts in some parts of the reconstructed volume, sug-
gestive of data insufficiency, but closely resembled the motion-free scan
elsewhere. The CC ( s.d) was . (± .).
. discussion and conclusions
We have developed a method of retrospectively compensating for rigid
motion in helical CT, and demonstrated its feasibility in simulations and
CT scans acquired on a -slice clinical scanner. This method uses an op-
tical motion tracking system to obtain six DoF motion estimates during
CT acquisition and reconstructs motion-corrected images using a fully
D iterative MLTR reconstruction algorithm. The method restores pro-
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jection consistency by spatially transforming the source and detector in
response to rigid body motion and reconstructs the image from the re-
sulting virtual scanner trajectory.
The most accurate motion corrected images in the real CT scans were
obtained by acquiring motion data at the maximum tracker sampling
rate, smoothing with an SG filter, linear interpolation, timestamp-based
synchronization, and identifying and applying the optimal time shift.
This yielded an appreciable improvement over the default motion cor-
rection method, reducing RMSE by % and increasing CC and MSSIM
by % and %, respectively. The residual RMSE in the fully optimised
motion corrected image with pitch of . may be partly attributable to
the heterogeneity of the materials comprising the phantom.
Proper synchronization of motion and CT data was essential for accu-
rate motion correction. Assuming constant rates of acquisition of tracker
data and CT projections did not appear to introduce serious errors. In
the future, with the involvement of CT manufacturers, more precise syn-
chronization could be achieved through hardware handshaking between
the motion tracking system and CT scanner. Our method of ascertaining
which tracker measurement corresponded to the start of the CT scan in-
volved some uncertainty that resulted in a constant synchronization error
that was eventually identifiable by trial and error. In the clinical situa-
tion, a motion-free scan will not be available, and an alternative method
such as hardware handshaking will be needed for accurate synchroniza-
tion.
There was a tradeoff between motion correction accuracy and recon-
struction time with the ray-tracing and distance-driven (back)projectors.
It has been shown that the distance-driven method generally provides
better reconstruction quality []. In cases without motion, the compu-
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tation times of the ray-tracing and distance-driven (back)projector were
comparable. However, motion destroyed the scanner symmetries, mak-
ing our implementation of the distance-driven projector less efficient.
Summing groups of four connective projections to reduce reconstruction
time may have reduced the quality of our reconstructed images. For op-
timal results in clinical scans it would be better to accelerate the calcula-
tions using, for example, GPUs rather than reduce the sinogram size.
The successful implementation of motion-correction on two different
CT scanner models with significantly different numbers of detector rows
seems to support the notion that the motion correction method should
be readily implementable on most, if not all, clinical helical CT scanners
currently in use, provided of course that access to the raw projection data
is available.
One limitation of the method is that motion correction can result in
a scanning trajectory that is insufficient for exact reconstruction [, ].
There was an indication of data insufficiency in a CT scan performed with
a pitch of . in areas that corresponded to image artefacts. Whether this
condition arises appears to depend on the object motion and the pitch,
and when it did arise it affected some parts of the reconstructed volume
more than others. In such cases the motion corrected images were still
superior to the uncorrected ones, which indicates that even when exact
reconstruction is not possible, a clinically useful image may still be ob-
tainable in some cases.
No obvious data sufficiency artifacts were observed with volunteer head
motion when a pitch of . was simulated, whereas they were seen in
phantom scans at pitch of .. This implies that the accuracy of the mo-
tion correction does not solely depend on pitch. Indeed it also depends
on the nature of the object motion. The motion of the object was much

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larger in the phantom study performed with a pitch of ., and data in-
sufficiency may have been responsible for the appearance of artefacts in
this case. This will be investigated in future work using additional mea-
sures of data insufficiency [, , ]. Furthermore, as we only studied
one volunteer, data from many more volunteers is required to predict
the likely incidence of data insufficiency in clinical use. If data suffi-
ciency proves to be a problem in clinical scanning, it may be possible to
explore solutions via techniques for reconstruction of incomplete projec-
tions such as projection-interpolation methods [, , , ], the use
of constrained reconstruction [], or projection correlation based view
interpolation methods [].
Ultimately an effective and practical motion correction method could
streamline clinical workflows by eliminating the need for repeat scans
in the event of motion. This would benefit patients prone to excessive
motion who under current protocols are at risk of receiving an unneces-
sary radiation dose from repeat scans. The technique could benefit these
patient groups not only in standalone CT, but also in hybrid imaging
with PET/CT and SPECT/CT. Several groups, including our own, have
implemented motion correction methods for neurological PET, using the
Polaris motion tracking system, e.g. [, , ]. However, the possibility
of also correcting for motion during the CT phase of hybrid imaging stud-
ies does not appear to have been envisaged previously. As we show here,
the motion tracking equipment previously used in PET is also suited to
CT scanning. Combining a CT motion correction method with existing
PET motion correction methods, would enable motion correction to be
applied to both the CT and PET phases of PET/CT. This is potentially
quite significant: In PET/CT, motion during the CT scan affects not only
the CT image but also the PET image, since accurate CT data are rou-
tinely relied upon for anatomical localization and attenuation correction

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of the emission data. The method could therefore potentially improve
the accuracy of both the anatomical and functional images, even if head
motion only occurs during the CT scan.
Our next goals are to evaluate this method in patient studies, and to
further improve the method, for example by investigating methods of
improving motion correction accuracy with incomplete projection data.

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This chapter is an extended version of "Correction for human head mo-
tion in helical X-ray CT", J-H Kim, T Sun, A Alcheikh, Z Kuncic, J Nuyts
and R Fulton, Phys. Med. Biol. () - (). The aim of the work
presented in this chapter was to assess the likelihood of occurrence of
data-insufficiency artefacts when applying the motion correction method
described in the previous chapter to realistic human head motion, and
also to investigate methods to predict the location and appearance of the
residual artefacts prior to motion-corrected reconstruction. This chapter
includes a preliminary analysis of the effect on the severity of residual
artefacts of increasing the number of iterations during motion-corrected
reconstruction, that was not included in the publication.
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abstract
Correction for rigid object motion in helical CT can be achieved by recon-
structing from a modified source-detector orbit, determined by the object
motion during the scan. This ensures that all projections are consistent,
but it does not guarantee that the projections are complete in the sense of
being sufficient for exact reconstruction. We have previously shown with
phantom measurements that motion-corrected helical CT scans can suf-
fer from data-insufficiency, in particular for severe motions and at high
pitch. To study whether such data-insufficiency artefacts could also affect
the motion-corrected CT images of patients undergoing head CT scans,
we used an optical motion tracking system to record the head movements
of  healthy volunteers while they executed each of  different types of
motion (‘no’, ‘slight’, ‘moderate’ and ‘severe’) for  s. From these data
we simulated  motion-affected CT scans of a voxelized human head
phantom and reconstructed them with and without motion correction.
For each simulation, motion-corrected (MC) images were compared with
the motion-free (MF) reference, by visual inspection and with quantita-
tive similarity metrics. Motion correction improved similarity metrics in
all simulations. Of the  simulations performed with moderate or less
motion, only  resulted in visible residual artefacts in the MC images.
The maximum range of motion in these simulations would encompass
that encountered in the vast majority of clinical scans. With severe mo-
tion, residual artefacts were observed in about % of the simulations.
We also evaluated a new method of mapping local data sufficiency based
on the degree to which Tuy’s condition is locally satisfied, and observed
that areas with high Tuy values corresponded to the locations of residual
artefacts in the MC images. We conclude that our method can provide
accurate and artefact-free MC images with most types of head motion

. introduction
likely to be encountered in CT imaging, provided that the motion can be
accurately determined.
Keywords: Motion estimation, motion compensation, computed tomogra-
phy, brain imaging, image reconstruction.
. introduction
Patient head motion is a common source of image artefacts in X-ray CT
in patients with reduced capacity to remain motionless during the scan,
including very young patients, who are often sedated or anaesthetized
[], and patients suffering from, for example, acute stroke [], demen-
tia, or head trauma [].
We have previously demonstrated the feasibility of using an optical
motion tracking system to measure the rigid motion of a physical phan-
tom in six degree-of-freedom (DoF) during helical scans performed on
clinical CT scanners [], and then using these data to iteratively recon-
struct a motion-corrected image from a modified source-detector orbit
[]. The modified orbit is determined by the motion of the head during
the scan, and is created by applying a transformation given by the inverse
of the head motion, at the time of the projection acquisition relative to an
arbitrarily chosen reference pose, to the source and detector at each pro-
jection angle. This ensures that all projections are consistent with each
other, and with a stationary object. However it does not necessarily guar-
antee that the projections are complete in the sense of being sufficient for
exact reconstruction. That depends on the orbit, and hence on the actual
motion of the object during the scan.
In this previous work [], the correction method was shown to be
effective at compensating for rapid, oscillatory  DoF motion of a cylin-
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drical head phantom rolling back and forth across the CT bed, and in
simulations of the head motion of a single volunteer. Motion correction
recovered an almost undistorted image in most cases. However, in some
of the phantom scans performed at high pitch (≥ 1) residual artefacts
were observed after motion correction had been applied. Evidence that
these artefacts were due to data insufficiency was presented in the form
of a backprojected uniform sinogram which revealed that the locations
where artefacts were seen corresponded to areas of reduced sampling
with the modified scanning orbit. It was concluded that certain combi-
nations of motion and helical pitch can result in data insufficiency.
This leads to the important question of whether similar residual arte-
facts are likely to result when the method is applied to clinical scanning.
On the one hand, most diagnostic CT scans of the head are performed
at relatively low pitch (e.g. .) which would reduce the likelihood of
artefacts. On the other hand, while it has been shown that a fast rolling
motion of a cylindrical phantom, with components in all  DoF, may pro-
duce artefacts that cannot be completely removed by motion correction,
it was not known at the outset of the present work whether the motion
that a human head can execute was capable of causing similar problems.
As a first step towards a clinical study, we have investigated the fre-
quency with which artefacts due to data insufficiency would manifest if
our motion correction method was applied to helical CT scans affected
by typical human head motion. To address this question we simulated
helical CT scans affected by a series of motion patterns measured from
healthy volunteers. We tested motion patterns obtained when subjects
were asked to remain stationary, as well as when they were asked to ex-
ecute slight, moderate and severe head motion. In addition we investi-
gated the potential for predicting the likelihood and location of residual
artefacts based on the correlation between corresponding motion-free

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and motion-corrected slices, and a map of local data sufficiency devel-
oped by Sun et al. () [].
. methods
.. Volunteer motion
... Motion tracking
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Figure .: Set up for acquiring volunteer head motion (a) Cameras (-) posi-
tioned on rails behind the PET/CT gantry. O and I are the coordi-
nate systems of the tracking system and CT scanner, respectively. (b)
A volunteer positioned in the CT FOV, wearing a beanie with seven
attached retro-reflective markers. Markers used to track the bed are
also visible.
An infrared optical tracking system (Optitrack, Natural Point Inc, Cor-
vallis, OR USA) was used to acquire head motion data from ten healthy
volunteers ( male,  female, mean age . ±. y). The study was
approved by the Human Research Ethics Committee of Western Sydney
Local Health District.
The tracking system comprised six infrared cameras attached to rails
on the rear wall of the scanner room (figure .(a)), each connected via
USB to a laptop computer. The system is capable of simultaneously re-

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porting the poses of multiple rigid bodies, each comprising at least 
retro-reflective markers, in  DoF, as three rotations about the x, y and
z-axes (Rx, Ry , Rz) and three translations (Tx, Ty , Tz), at up to Hz.
Each volunteer wore a beanie with seven retro-reflective velcro mark-
ers (spheres mm diameter) attached, and lay supine on the scanning
bed of a Siemens Biograph mCT PET/CT scanner (Siemens Medical Solu-
tions USA, Inc., Knoxville, TN), which incorporates a standard Somatom
Definition AS -row helical CT scanner. The head was centred in the
CT scanner field of view (figure .(b)).
Volunteers were asked to execute four types of motion: ‘no’ motion,
slight, moderate and severe motion for one minute each, with a - min
rest between each type of motion. In the ‘no’ motion case volunteers
were asked to remain as motionless as possible. For slight and moderate
motion they were asked to execute what they regarded as motion fitting
those descriptions. For severe motion they were asked to move their head
as fast as they could in all directions. The bed remained stationary and
no CT data were acquired during the motion data acquisition. The pose
of the volunteer’s head and the patient bed were simultaneously recorded
at Hz.
... Motion data processing
The raw tracker data reported in tracking system coordinates were con-
verted to CT isocentre coordinates (Fig. .(a)) using a × transforma-
tion matrix obtained from a calibration procedure described in Kim et al.
() []. Since the bed remained stationary during the course of vol-
unteer head motion data acquisition, there was no need for removing the
bed motion from the head motion data. The - min motion data obtained
for each motion type were subdivided into three  s time segments start-
ing at  s,  s and  s, respectively, to obtain three samples of each

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type of motion from each volunteer as shown in figure .. Data in the
first  s were not used to avoid possible delays in each volunteer execut-
ing the motion. From the  volunteers, there were a total of  motion
samples, each  s in duration, comprising  samples of each of the 
motion types. With severe motion, spurious tracker data were observed
in  of the volunteers due to loss of marker visibility. In one, the spuri-
ous data were avoided by adjusting the time window slightly, but only
two time segments could be extracted from each of the other two. As a
result the number of samples for severe motion was reduced from  to
, giving a total of  time segments to be simulated.
Noise due to jitter in the raw pose data was reduced by applying a -
point polynomial [, ] to the pose estimates, except for the slowly
varying no motion data, where a larger (-point) smoothing kernel was
used. Then the motion at each tracker sampling time i,Mi , relative to the
mean pose was calculated as
Mi = Si S¯
−1 (.)
where Si and S¯ are × matrices representing the smoothed pose at time
i and the mean pose, respectively. For calculation of the mean pose, x,
y and z positions were averaged arithmetically, while cosine averaging
[] was applied to rotations. The motion data, M, were then linearly
interpolated to match the timestamps of each simulated projection angle.
To characterize the amount of motion in each motion sample and each
DoF we computed maximum amplitude as (maximum value) − (mini-
mum value). We also computed separate indices of the magnitude of
rotational and translational motion for each motion sample as
αR =
√
σ2Rx + σ
2
Ry
+ σ2Rz (.)
αT =
√
σ2Tx + σ
2
Ty
+ σ2Tz (.)
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where σRx,y,z and σTx,y,z were the standard deviations of the three rotations
(in degrees) and translations (in mm), respectively.
... Simulations
CT scans affected by motion, and corresponding reference scans with-
out motion, were simulated at  different pitch values (., . and .)
by forward-projecting a D voxelized phantom (a reconstructed clinical
brain scan) with a voxel size of .×.×.mm3. The forward-projection
code simulated a Siemens Somatom Definition AS -row helical CT
scanner using the scan parameters listed in table . With the three dif-
ferent pitch values, there were total of  simulation cases.
Table : Scanning parameters used in simulations.
Parameter Value
Tube voltage (kVp) 
Rotation time (s) .
Projections per rotation 
Flying focal spot Off
Collimation (mm) ×.
Axial coverage (mm) 
Scanning direction Caudo-cranial
Reconstructed voxel dimen-
sions (mm3)
.×.×.
Helical pitch . . .
Table feed per rotation (mm) . . .
Scan duration (s) . . .
Total number of projections   
The upper part of figure . summarizes the simulation process. To
simulate motion-affected scans, the appropriate D motion transforma-
tion derived from the acquired volunteer motion, M, was applied to the
CT source and detector at each projection angle, and the CT-projections
were computed with this modified orbit, using distance-driven projec-

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tion, assuming a monochromatic beam and no scatter. The beam-hardening
effect was also not modelled as the objective of this study was to observe
artefacts caused by data insufficiency keeping other potential sources of
artefacts to a minimum. For the motion-free reference scans, the same
procedure was used, without application of motion transformations.
The lower part of figure . illustrates the reconstruction scheme. A
maximum-likelihood transmission (MLTR) algorithm [] was used for
all reconstructions. Reconstructed images were dimensioned ××
with a voxel size of ××mm3. Motion-free (MF) simulations were re-
constructed without motion correction, while simulations affected by mo-
tion were reconstructed using the same algorithm in two different ways:
(a) using the motion-corrected orbit to obtain a motion-corrected (MC) re-
construction, and (b) with the standard orbit to obtain the conventional
uncorrected (UC) reconstruction. The motion was assumed to be known
exactly. The same distance-driven projector was used for simulation and
reconstruction, so that any artefacts appearing could solely be attributed
to data insufficiency.
.. Simulation accuracy
The ability of the simulation software to accurately predict the location
and extent of data insufficiency artefacts was evaluated by comparing the
motion-corrected images obtained from a real motion-affected CT scan
with corresponding images from a simulated CT scan. For this compari-
son we selected a real scan of a rolling Hoffman brain phantom acquired
on a -row Somatom Definition AS scanner with the following scan
parameters : tube voltage kVp; tube current mAs; collimation
64× 0.6 mm; axial pitch of ., in which artefacts attributable to data in-
sufficiency were clearly seen after application of motion correction. The
poses of the phantom and patient bed during this scan were recorded

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Figure .: Simulation and reconstruction steps. In the simulations (upper part
of figure) CT scans were generated from a voxelised brain phantom
with and without simulated head motion. The motion-affected scans
were reconstructed with and without a motion corrected orbit. Scans
without simulated motion were reconstructed with the conventional
orbit to obtain motion-free reconstructions for reference purposes.
with a frequency of Hz by a six DoF optical motion tracking system
(Polaris Spectra, Northern Digital Inc., Waterloo, Canada) and converted
to motion of the phantom in scanner isocentre coordinates as described
in Kim et al. () [].
The simulated scan was generated for the same object (a D reconstruc-
tion of the stationary Hoffman phantom in the same initial pose), the
same scanner type, the same motion of the phantom, and the same scan
parameters, as the real scan.
Motion correction was then applied to the simulated scan, and the MF,
UC and MC images from both real and simulated scans real and sim-
ulated data were compared visually, and by calculating Pearson correla-
tion coefficients between the MC images over all voxels in the D volume.

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.. Effect of motion correction in simulated CT scans
The effect of motion correction on CT scans with simulated head motion
was evaluated by separately comparing UC and MC images with corre-
sponding MF images, treating the latter as a gold standard.
... Quantitative analysis
The accuracy of the motion-corrected images in each of the  simula-
tions was assessed by calculating three (dis)similarity metrics between
corresponding MC and MF images slice-by-slice, over  contiguous
transaxial slices, encompassing the entire head and neck region. These
metrics were root-mean square error (RMSEc), Pearson correlation coef-
ficient (CCc) and mean structural similarity index (MSSIMc) [], where
the subscript ‘c’ denotes metrics representing comparisons between the
corrected and reference (motion-free) images. Similarly, RMSEu , CCu
and MSSIMu were calculated from corresponding UC and MF images, as
well as the means RMSEc, CCc, MSSIMc, RMSEu , CCu , and MSSIMu
over all  slices. The factors, F, by which motion correction improved
these metrics in each D reconstructed volume, were then obtained as
FRMSE =
RMSEu
RMSEc
; FCC =
CCc
CCu
;
FMSSIM =
MSSIMc
MSSIMu
(.)
Finally mean improvement factors, FRMSE , FCC and FMSSIM were cal-
culated by averaging the F values obtained over all simulations performed
with the same combination of pitch and motion type.
... Visual examination
All  simulations were inspected by one of the authors (JK) for the pres-
ence of residual artefacts visible to the eye. This involved visually com-

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paring all corresponding MC and MF slices in all simulations. A binary
classification scheme was applied to each simulation with ‘’ denoting
that at least  slice contained an artefact, and ‘’ denoting that no arte-
facts were observed. In addition the number of slices containing visible
artefacts in each simulation was recorded. The data were then grouped
by motion type and pitch value and the number of cases exhibiting arte-
facts in each group, as well as the total number of slices containing arte-
facts, was determined.
.. Predicting data insufficiency
In clinical practice a MF reconstruction will not be available to aid in the
identification of residual artefacts. Two potential objective approaches to
predicting the likelihood and/or location of such artefacts in MC images
that could be applied in the clinical setting were explored.
... Approach based on motion-corrected orbit
The sufficiency of sampling at a local voxel level is not only determined
by the local density of sampling, i.e. the number of rays passing through
the voxel, but also the directions of those rays, as stated by Tuy [].
Therefore, the simple backprojection method described in Sec .., is un-
likely to be a reliable indicator of local data insufficiency. The complete-
ness of the motion-corrected orbit produced by the volunteer motion was,
therefore, assessed at each image voxel by computing the degree to which
a local Tuy condition [] was satisfied. In this method, local data suffi-
ciency (‘Tuy’) values range from 0 to 1. A low value (' 0) indicates good
sampling near the voxel. Higher Tuy values indicate that the local Tuy
condition in the voxel is violated more severely. Exact reconstruction of
the object is only guaranteed if the Tuy values are low everywhere. The
artefacts due to data incompleteness tend to occur mostly in regions with

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high Tuy values. Because this evaluation was computationally intensive,
Tuy maps were only computed for a limited number of cases in which
residual artefacts had previously been identified by visual analysis.
... Approach based on calculated metrics
We also examined relationships between the incidence of visually-detected
residual artefacts and various objective parameters derivable from com-
puted metric values and related to the overall accuracy of motion cor-
rection, such as the minimum value of CCc over all slices of the recon-
structed image (minCCc). This was based on the theory that residual
artefacts should be associated with low correlation between MF and MC
slices. While this method would not be implementable directly on clini-
cal data due to the unavailability of an MF image, it could potentially be
applied to a simulation of the motion.
.. Effect of increasing the number of iterations
We investigated the effect of different convergence levels on residual arte-
facts by varying the number of iterations performed during motion-corrected
reconstruction of one simulated CT scan that exhibited residual arte-
facts. To save time, reconstructed image dimensions were reduced to
×× which increased the voxel size to ××mm3. The num-
ber of iterations was increased from  to  in steps of . The quan-
titative metric, CC, was calculated on  consecutive transaxial slices,
covering the majority of the phantom, to evaluate the accuracy of the
reconstructed images, using the motion-free reconstruction as the gold
standard.

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Table : Mean  DoF motion magnitude simulated at pitch = ..
Mean Amplitude Mean Motion Indices
Rx Ry Rz Tx Ty Tz αR αT
Motion
(◦) (◦) (◦) (mm) (mm) (mm) (◦) (mm)
‘No’ . (.) . (.) . (.) . (.) . (.) . (.) . (.) . (.)
Slight . (.) . (.) . (.) . (.) . (.) . (.) . (.) . (.)
Moderate . (.) . (.) . (.) . (.) . (.) . (.) . (.) . (.)
Severe . (.) . (.) . (.) . (.) . (.) . (.) . (.) . (.)
. results
.. Volunteer motion
Figure . shows the head motion in two DoF (Rx and Tz) of the  vol-
unteers for ‘no’ motion, over a period of min. The  plots are superim-
posed. Motion of up to ◦ and .mm was observed.
The slight, moderate and severe head motion patterns of a typical vol-
unteer are shown in figure . for all DoF. The increase in the magnitude
of the motion from slight to moderate, and from moderate to severe mo-
tion can be readily observed in the figure. Table  gives the mean am-
plitude of the motion in each DoF and motion type that was simulated at
pitch .. The mean amplitude increased in each degree of freedom with
the amount of motion the subject was asked to execute, and there was
a large increase in amplitude in the transition from moderate to severe
motion. The standard deviation of the amplitude increased in a similar
fashion. The corresponding mean motion indices shown at right in Table
 followed a similar pattern.
A similar increase in maximum motion amplitude (computed from
each simulation as overall max - min in each DoF ) can also be seen in
figure ..
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Figure .: Measured ‘no’ motion data in two selected DoF of the ten volunteers
(superimposed dashed lines). Solid lines are absolute means with 
s.d. error bars. Zero-lines are shown in purple. Typical time seg-
ments (TS) used in the simulations are also shown as TS,  and ,
for the three different pitch values. Six DoF pose data in isocentre
coordinates for all volunteers and motion types are supplied as sup-
plementary data.

. results
0 2 4 6 8 10 12
Time (s)
-4
-2
0
2
4
R
o
ta
tio
n
 (
˚)
Rx
Ry
Rz
0 2 4 6 8 10 12
Time (s)
-4
-2
0
2
4
T
ra
n
sl
a
tio
n
 (
m
m
)
Tx
Ty
Tz
(a) Slight motion
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(b) Moderate motion
0 2 4 6 8 10 12
Time (s)
-30
-20
-10
0
10
20
30
R
o
ta
tio
n
 (
˚)
Rx
Ry
Rz
0 2 4 6 8 10 12
Time (s)
-100
-50
0
50
100
T
ra
n
sl
a
tio
n
 (
m
m
)
Tx
Ty
Tz
(c) Severe motion
Figure .: Motion of a typical volunteer (Subject , TS, pitch .). Different
scaling has been used for each motion type.
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Figure .: Maximum amplitude of motion in each DoF for each motion type.
Bars represent overall maxima and minima (i.e. The minimum of the
bar indicates the smallest maximum motion over all volunteers). The
lower and upper bounds of the boxes represent the first and third
quartiles, respectively, and the black bar in each box is the median.
.. Simulation accuracy
Figure . presents a comparison of images obtained in the real and simu-
lated CT scans, with and without motion of the phantom. The upper two
rows show images obtained without motion of the phantom, and with
no motion correction applied. Good correspondence was seen between
transaxial, coronal, sagittal and projection images, created by forward
projection using a parallel beam projector, and there were no apparent
artefacts. The mean correlation coefficient over all transaxial slices cov-
ering the entire brain region (CC) was .. The third and fourth rows
show the motion corrected images obtained by applying motion correc-
tion to real and simulated CT scans, respectively. Both were affected by
the same motion. There is a close correspondence between these images
in terms of the location and severity of visible artefacts, with CC of ..
This indicates that our simulation of the Definition AS scanner was ac-
curate, and that the simulation software accurately predicts the location
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and severity of data-insufficiency artefacts in the motion-corrected image
for any given motion of the object.
(a) Stationary (Real CT) (b) Stationary (Simulated CT)
(c) Motion corrected (Real CT) (d) Motion corrected (Simulated CT)
Figure .: Stationary (reference) and motion-corrected images for real and sim-
ulated CT scans. Each panel shows, from left to right, transaxial,
coronal, and sagittal slices and a projection image. [WL=−HU,
WW=+HU]
.. Effect of motion correction in simulated CT scans
Figure . shows motion-correction results for simulated CT scans af-
fected by the motion of a typical volunteer (subject , TS). Parts (a)
and (b) of the figure show the simulated object and the reconstruction of
a motion-free simulation of the object, respectively. Parts (c), (d) and (e)
show simulation results with this subject’s motion and pitch values of .,
. and ., respectively. Slices reconstructed from a simulated motion-
affected scan, with and without motion correction, are shown for each
motion type. At all pitch values it can be seen that the motion artefacts
in the uncorrected images become progressively worse as the magnitude
of the motion increases. In all cases motion correction appeared to ef-
fectively remove motion artefacts and restore images that closely resem-
bled the MF reconstruction, without residual artefacts. However figure
.(f) shows another typical simulation of severe motion (subject , TS)
in which residual artefacts (indicated by the arrow) were observed with
pitch ..

. results
(a) Object (b) Motion-free (MF) reconstruction
0
N
o 
m
ot
io
n
Sl
ig
ht
M
od
er
at
e
Se
ve
re
Uncorrected (UC) Motion corrected (MC)
511
(c) Subject  (TS), Pitch = .
0
N
o 
m
ot
io
n
Sl
ig
ht
M
od
er
at
e
Se
ve
re
Uncorrected (UC) Motion corrected (MC)
511
(d) Subject  (TS), Pitch = .
0
N
o 
m
ot
io
n
Sl
ig
ht
M
od
er
at
e
Se
ve
re
Uncorrected (UC) Motion corrected (MC)
511
(e) Subject  (TS), Pitch = .
0
N
o 
m
ot
io
n
Sl
ig
ht
M
od
er
at
e
Se
ve
re
Uncorrected (UC) Motion corrected (MC)
511
(f) Subject  (TS): Pitch = .
Figure .: (a) Orthogonal slices from the phantom used in the simulated CT
scans. (b) a reconstruction of a simulation with no motion of the
phantom. (c, d, e) comparison of UC and MC images at  different
pitch values with the same motion. (f) a similar comparison with
different motion. [WL=+HU, WW=+HU]. The results of all
other simulations in similar format are provided in Appendix A.
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... Quantitative image analysis
The mean Pearson correlation coefficient between corresponding MC and
MF slices (CCc) was high for all motion types and pitch values, as shown
in figure .. All the simulations with ‘no’ and slight motion, and the
bulk of simulations with moderate motion, resulted in a CCc value very
close to ., suggesting near-perfect motion correction at all pitch values.
Motion correction was less accurate for severe motion, although CCc was
always above ∼., and the deficit can be attributed to the data insuf-
ficiency rather than a deficiency in the motion correction method itself.
The lowest value of CCc observed in any of the  simulations resulted
from a simulation of severe volunteer motion acquired with a pitch of ..
Median values of CCc represented by horizontal black bars in figure .
suggested that motion correction was generally more accurate at lower
pitch values.
Table  shows the mean improvement factors calculated for each met-
ric, motion type and pitch value. For ‘no’ motion, FRMSE suggested an
improvement in reconstruction accuracy with motion correction, but the
other two metrics indicated negligible change. With slight, moderate and
severe motion, all metrics showed an improvement in reconstruction ac-
curacy. These observations were consistent with visual examination of
images such as those shown in figure . where no clear differences be-
tween UC and MC images could be observed visually in ‘no’ motion sim-
ulations, but could be readily seen in all simulations of slight, moderate
and severe motion. Differences in mean improvement factors at differing
pitch values were found not to be statistically significant using a Kruskal-
Wallis test, except for FRMSE with severe motion, in which the null hy-
pothesis that the means were not statistically different was rejected (p <
.). The data in Table  are also plotted in figure .. The mean
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Table : Mean improvement in metric value after motion correction
No motion (n=) Slight motion (n=) Moderate motion (n=) Severe motion (n=)
Pitch FRMSE FCC FMSSIM FRMSE FCC FMSSIM FRMSE FCC FMSSIM FRMSE FCC FMSSIM
. . . . . . . . . . . . .
. . . . . . . . . . . . .
. . . . . . . . . . . . .
improvement factors increased with the amount of motion, which can
be attributed to increasing distortion in the UC images combined with
relatively stable performance of the motion correction algorithm.
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Figure .: Mean slice-to-slice Pearson correlation coefficient between MC and
MF images for all motion types and pitch values.
... Visual examination
Table  summarizes the results of visually examining the MC images
for residual artefacts. For ‘no’ motion and slight motion, no residual arte-
facts were observed in any of the  simulations. For moderate mo-
tion residual artefacts were observed in  of the  simulations, both per-
formed with motion from the same subject and time segment. In these
two simulations which were performed with pitch values of . and .,
the artefacts were observed in  and  slices, i.e. .% and .% of
slices, respectively. In the case of severe motion, residual artefacts were
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Figure .: Mean improvement factors with  s.d. error bars for RMSE, CC and
MSSIM for pitch values of ., . and ..
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Table : Number of cases (slices) with visually-detected residual artefacts after
motion correction.
Pitch No motion Slight Moderate Severe
. 0 0 0  ()
. 0 0  ()  ()
. 0 0  ()  ()
seen in  of the  simulations, and covered on average  (i.e. .%
of) slices over all simulations. No artefacts were observed in the remain-
ing slices. The number of slices containing residual artefacts tended to
increase with increasing pitch, even though less motion was simulated
due to the shortening duration of the scan as pitch was increased. In
general, when residual artefacts were visible in the reconstruction after
motion correction, they were limited in their extent and other parts of
the reconstructed volume appeared to be free of artefacts. For motion of
the type considered here, this suggests that data insufficiency may have
a local rather than global effect on reconstruction accuracy.
.. Predicting data insufficiency
... Approach based on motion-corrected orbit
From the  simulations with visually identified residual artefacts we se-
lected one moderate motion time segment for which residual artefacts
were observed at pitch values of . and ., and one severe motion time
segment for which an artefact was seen at all  pitch values, and gener-
ated Tuy maps from these two time segments for all pitch values. The
Tuy maps were then compared visually with the corresponding motion-
corrected images (figures . and .). Regions with reduced sampling
(indicated by high Tuy values) were shown to correspond to regions af-
fected by residual artefacts in the motion corrected images. In figure .
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the crosshairs are centred on a region of increased local Tuy value, and it
can be seen in the corresponding orthogonal slices of the MC image that
residual artefacts occur in the same region. Interestingly, at pitch .,
this revealed a subtle artefact in the neck muscle that was not detected
during visual examination. It was also observed that the axial extent of
the region of data insufficiency increased with increasing pitch, probably
due to the motion that caused the insufficiency affecting more slices when
the speed of bed motion was increased. In figure ., areas of increased
Tuy value at pitch values of . and . corresponded to artefacts in the
region of the buccal cavity that had been detected during visual exami-
nation. Again, the axial extent of the area of reduced sampling increased
with increasing pitch. The corresponding region in the Tuy map for pitch
. did not suggest data insufficiency in that region, but a new region of
reduced sampling appeared near the top of the head. This was associated
with motion that was not present in the shorter scans performed at pitch
. and ..
... Approach based on calculated metrics
Figure . shows the distribution of minCCc, the lowest correlation coef-
ficient in any slice for a given simulation calculated from corresponding
MC and MF slices, for all  simulations, subdivided into two categories,
depending on whether or not a residual artefact was observed in the MC
image during visual examination. In all of the  simulations in which
no residual artefacts were observed, minCCc was greater than .. In
the majority ( of ) of the remaining simulations in which residual
artefacts were observed, minCCc was < .. Assuming that the sub-
jective visual examination represented truth, and using minCCc > .
as a predictor for the presence of a residual artefact, this would have re-
sulted in eight of the  simulations (.%) being wrongly classified as
artefact-free (see overlap region in figure .).
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Figure .: Orthogonal motion-corrected slice images (upper row in each
panel) and corresponding Tuy map (lower row each panel) for the
only moderate motion time segment that produced visible residual
artefacts (Subject , TS). A video of the volunteer motion is pro-
vided as supplementary data.
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Figure .: Orthogonal motion-corrected slice images (upper row in each
panel) and corresponding Tuy map (lower row each panel) for a
typical severe motion time segment (Subject , TS). A video of the
volunteer motion is provided as supplementary data.
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Figure .: minCCc values for simulations classified by visual examination as
free of residual artefacts (blue symbols) and containing residual
artefacts (red symbols).
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.. Simulations of ‘no’ motion
Motion artefacts were readily observable in the UC reconstructions of all
slight, moderate and severe motion simulations. However in simulations
of ‘no’ motion, artefacts in UC images were only observed in  of the
 simulations. Two of these were performed using the same time seg-
ment and pitch values of . and .. The third, performed at pitch . is
shown in figure .. The motion simulated, shown in figure .(a), was
very small, with all rotations < ± .◦, and all translations < ± .mm,
except for a transient excursion of ∼ .mm in the z direction midway
through the scan. This translation coincided with similarly brief rota-
tions of up to ∼ .◦ about the x- and y-axes. Without the aid of motion
tracking such small movements would not normally be noticed in the
clinical setting.
Figure .(b) shows that even this very slight motion can cause a
demonstrable loss of accuracy. A plot of CCu versus slice number (blue
curve) shows that reconstruction accuracy was degraded in about  slices
without motion correction, peaking at the mid-slice which was acquired
at about the same time as excursions were observed in figure .(a).
With motion correction, reconstruction accuracy was almost fully restored
(red curve), with CCc ≈ . in all slices.
The corresponding degradation and improvement in reconstruction ac-
curacy can be seen in the images of figure .(c). Comparing the UC
images (upper row) with the MF images (lower row), motion artefacts
are readily seen in the mid-axial slices of the UC reconstruction. How-
ever these artefacts are absent after motion correction (middle row). The
crosshairs on these images are linked in the  planes.
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Figure .: A ‘no’ motion simulation in which slight motion degraded the ac-
curacy of the reconstructed image, and motion correction recov-
ered an accurate image (Subject , TS). (a) simulated motion, (b)
slice-by-slice correlation coefficient before (blue) and after (red) mo-
tion correction, (c) UC, MC, and MF reconstructions. [WL=+HU,
WW=+HU]. A video of the motion is provided as supplemen-
tary data.
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.. Effect of increasing the number of iterations
Figure . show the effect of increasing the number of iterations on the
motion-corrected image accuracy. CCs calculated over  consecutive
corresponding MF and MC transaxial slices for different numbers of it-
erations are shown in figure .(a), demonstrating a clear reduction in
CC in slices -, all of which were affected by visible residual artefacts.
As seen in the figure, the CC in all these slices improved progressively as
the number of iterations was increased. Increasing the number of itera-
tions had no effect on the CC values in other slices, in which no residual
artefacts were observed.
An increase in the minCC value (CC of slice ) as a function of the
number of iterations is shown in figure .(b). There is a smooth and
continuous increase in minCC as the number of iterations increases. MinCC
rises rapidly initially with iteration number, thereafter appearing to ap-
proach an asymptote at a minCC of '.. Images of slice , showing
the residual artefacts at different iteration numbers are shown in figure
.(c). The parts of these images indicated by arrows appear to improve
in accuracy as the number of iterations increases.
. discussion
We have shown in this simulation study that effective motion correction
without the introduction of data-insufficiency artefacts is feasible for a
wide range of human head movements likely to occur during clinical he-
lical CT scanning. In the  simulations performed with moderate mo-
tion or less, motion correction produced reconstructions that were im-
perceptibly different from the MF reconstruction in virtually all cases.
Only  of the simulations (.%) exhibited residual data-insufficiency
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Figure .: (a) CC between corresponding MC and MF slices as a function of
transaxial slice number and different numbers of iterations; (b) Min-
imum CC as a function of the number of iterations; (c) Motion-
corrected images of slice  with different numbers of iterations.
Top left: reference reconstruction. Other images: , and  iter-
ations. [WL=-HU, WW=+HU]. Arrows indicate regions
with probable data-insufficiency artefacts that appear to improve
at increased iteration number.
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artefacts detectable by eye. The maximum range of motion in this group
would encompass that encountered in the vast majority of clinical scans.
Residual artefacts were much more prevalent in simulations of severe
motion, in which the motion was considerably greater on average, with
mean rotational and translational amplitudes in some DoF of up to .◦
and .mm, respectively. Motion of this magnitude would be rarely
encountered clinically, but it is interesting to note that despite the large
magnitude of motion, about % of these simulations did not have any
visually detected residual artefacts after correction. In the remaining
simulations that did, only .% of slices on average contained visible
residual artefacts. This suggests that clinically useful images can be ob-
tained when patients move extensively during a scan, as might occur for
example when attempting to scan a paediatric patient without general
anaesthesia or sedation. In such settings the method could reduce the
number of instances when a repeat scan is required due to movement of
the patient, and thereby avoid unnecessary repeat doses of radiation.
In simulations the head motion is precisely known, but in clinical prac-
tice the accuracy of motion correction will depend on the accuracy with
which head motion can be estimated. With the optical motion tracking
method, we previously demonstrated accurate motion correction in real
CT scans of a moving physical brain phantom []. In these studies the
reflective disk markers used for motion tracking were rigidly attached
to the phantom. However when the method is applied clinically we will
adopt the same motion tracking methods described here with a tight fit-
ting cap attached to the patient’s head. There will be potential for the
markers to move relative to the head, and introduce errors in the motion
data. In addition, as the simulation did not include beam hardening, the
efficacy of motion correction in practice might deviate somewhat from
what was observed in the simulations.

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Optical motion tracking is also subject to other sources of error. Mea-
surement jitter, errors in the spatial calibration of the tracker and CT
scanner coordinate systems, and synchronisation error impose a finite
limit on the accuracy of motion correction achievable. The true efficacy
in patients will not be known until the method is tested clinically. Re-
cent preliminary work on a data-driven motion estimation method []
is promising, and if shown to be feasible could eliminate the need for
motion tracking provided that the motion is not too extreme. For larger
motion, the tracker could be used to correct most of the motion, while the
data driven approach would then be used to reduce the residual motion,
in which case, the problems of jitter, tracker calibration, cap slippage,
and synchronisation error would be eliminated.
The translational excursions observed in our volunteers while execut-
ing ‘no’ motion were similar in magnitude to values previously reported
by Li et al. () [] who observed absolute excursions < .mm in
 out of  healthy volunteers, and larger movements of up to mm in
the other  volunteers. In a similar study of  patients referred for CT
scans of the head for a variety of clinical indications, Wagner et al. ()
[] observed mean translational and rotational excursions of .mm
and .◦, respectively. It is not unexpected that the motion amplitude
should be greater in patients than in normal healthy volunteers. Motion
amplitude could also be reasonably expected to increase with the dura-
tion of the study and a reduction in the ability of the patient cohort to
remain still. A recent study [] reported the head motion of  con-
secutive patients admitted with suspected acute ischaemic stroke, who
underwent min CT perfusion scans. In this cohort, motion classified
as ‘moderate’ or ‘severe’ by these authors was observed in % of all pa-
tients, with mean Rz and Tz of ◦ and .mm, and maximum ampli-
tudes of .◦ and .mm, respectively. Referring to figure ., motion

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classed as moderate and extreme by these authors would both fit within
our moderate motion range.
The possibility of large head movements resulting in insufficient data
for exact reconstruction appears to be the only limitation on the accuracy
of the motion correction method. Indeed this is not a limitation of the
method but rather a limitation of the data available for reconstruction
when motion of this kind occurs. Although movements of this magnitude
would only be anticipated in particular patient groups prone to such mo-
tion, such as young children imaged without sedation/anaesthesia, and
trauma and dementia patients, it would be useful to have a means to pre-
dict the sufficiency or otherwise of the acquired data in such cases. If the
data were found to be sufficient, the need for a repeat scan and additional
radiation dose could be avoided by applying motion correction. For all
cases in which we computed a Tuy map, regions with elevated Tuy val-
ues corresponded to locations where data-insufficiency artefacts were ob-
served visually. The Tuy map therefore appears to be an accurate means
of predicting the presence, and location, of data-insufficiency artefacts in
the clinical setting. Generating the Tuy map is however highly compute-
intensive and the software would need to be accelerated by an order of
magnitude to make this a practical technique for routine use.
An alternative prediction method examined here was to calculate the
minimum CC between corresponding slices of the MC and MF recon-
structions, on the basis that this statistic would identify the MC slice that
differed most from the corresponding MF slice. By setting a cutoff level
of . for minimum CC we achieved a good separation between sim-
ulations with residual artefacts and those without. In clinical practice
however it will not be possible to calculate CC, as the MF reconstruction
will be unavailable and this method will not be directly implementable.
However one could perform a simulation, similar to those performed in

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this work, using the patient motion and a suitable phantom []. A low
minimum CC value in such a simulation would be suggestive of residual
artefact, and could assist in a decision as to whether a repeat scan is nec-
essary. Although not as time consuming as generating a Tuy map, this
method of prediction would still require considerable computation and
would need to be accelerated for routine clinical use. Fortunately, based
on our results with no, slight and moderate motion, the question of data
sufficiency is unlikely to arise in the majority of clinical CT scans.
We observed that residual artefacts could be mitigated to some degree
by increasing the number of iterations during motion-corrected recon-
struction. However, as might be expected (since increasing the number
of iterations cannot overcome the fundamental problem of insufficient
data) additional iterations did not completely remove these artefacts. Fur-
thermore, additional iterations have the disadvantage of extending recon-
struction time. A previous study by Slambrouck et al. () of metal
artefact correction [], used different projection models in different
parts of the reconstruction volume to alter the convergence of different
parts of the image. Following this approach and using a more accurate
model in affected regions may be worth exploring in future work as a po-
tential means of reducing these artefacts with less computational effort
than an increased number of iterations would impose.
An unexpected finding was that small movements that are normally
undetected in clinical scanning have the potential to cause inaccuracies
and artefacts in the reconstructed images, and that motion correction can
effectively remove these effects. In clinical CT scanning, unless the mo-
tion is large enough to be noticed at the time of scanning, or to produce
obvious motion artefacts, it is normally assumed that the reconstructed
image is an accurate depiction of the anatomy. Our simulations suggest
that it may be possible to improve image accuracy in many cases where

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motion is currently assumed to have been absent or to have had a negli-
gible effect on the image. Whether this could have a clinically significant
impact on the interpretation of such scans can, however, only be estab-
lished in a clinical study.
. conclusions
In this study we have used software that accurately simulates a state-of-
the-art helical CT scanner, and human head motion data derived from
volunteers, to examine the feasibility of correcting for a wide range of
human head movements during helical CT imaging. In all  simu-
lated helical CT scans with ‘no’, slight, moderate and severe head mo-
tion, image accuracy was measurably improved after applying motion
correction. This suggests that if this method was applied to clinical CT
scanning it would provide more accurate images, free of motion and data-
insufficiency artefacts in the majority of scans affected by head motion. It
could enable successful imaging of patients whose images would other-
wise be non-diagnostic with conventional reconstruction methods, thus
avoiding the need for repeat scans and additional radiation doses.
The results also suggest that residual artefacts for which no correction
is available can be expected in some patients exhibiting moderate and
severe motion. However data from the visual analysis of the scans with
residual artefacts suggests that these artefacts will be limited in extent,
and that the number of slices affected will generally increase with in-
creasing pitch. At a pitch value commonly used for head CT scanning,
., residual artefacts were observed in only  of  (.%) and 
of  (.%) of reconstructed slices for moderate and severe motion,
respectively. The remaining slices (.% and .%, respectively) were
free of visible artefacts and highly correlated with corresponding motion-

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free slices. It is therefore possible that motion correction could yield a di-
agnostically useful image even in cases of the most severe motion as sim-
ulated in this study. This could for example enable successful imaging
in the most challenging of clinical situations, such as imaging paediatric
patients without anaesthesia or sedation. In cases where the magnitude
of motion suggests the possibility of data-insufficiency artefacts, the Tuy
map could be used to identify regions susceptible to such artefacts, and
which should be treated with caution diagnostically.
We have also observed that motion correction may be of value in the
many scans performed clinically, in which head motion sufficient to affect
the reconstructed image occurs, but is too small to be noticed at the time
of the scan. It would indeed be interesting to apply motion correction to
a large sample of such scans and perform a thorough evaluation of the
impact of motion correction on clinical interpretation and subsequent
management, but we defer this to a future clinical study.
These preliminary data convincingly demonstrate the potential of this
recently reported method to correct for the motion likely to be encoun-
tered in a range of clinical CT studies. To facilitate incorporation of the
method into routine clinical imaging procedures, we plan in future work
to accelerate our algorithms for motion corrected reconstruction, Tuy
map generation, and data-driven motion estimation, using GPUs. It is
hoped that these methods will benefit patients by making their CT im-
ages more accurate, and improve the safety of CT imaging by eliminat-
ing the need for repeat scans when data acquisition is compromised by
patient head motion.

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This chapter describes a preliminary study on PET/CT motion correction
"Rigid motion correction of PET and CT for PET/CT brain imaging", M
Bickell, J-H Kim, A Rezaei, J Nuyts and R Fulton, that was presented
at the IEEE Nuclear Science Symposium and Medical Imaging Conference
(/Oct - /Nov/), San Diego, USA  (paper no. ).

. introduction
. introduction
As in CT, patient head motion causes image artefacts in PET brain scans,
which degrade the image and may prevent accurate diagnosis. Due to
the relatively lengthy scan duration ranging from -min(for a typical
clinical FDG brain scan) to more than min for some research studies,
patient movement during the PET scan is more likely than in CT. Seda-
tion or anaesthesia is often required for paediatric patients who are prone
to motion, although, as pointed out previously, they are associated with
some undesirable side-effects and are demanding of resources.
All human PET scanners are now manufactured as hybrid imaging sys-
tems, which incorporate CT or MRI. CT provides anatomical information
for better localisation of lesions seen on PET and it is also used for at-
tenuation correction of the PET data. Any motion during between the
PET and CT scans could cause misalignment of the PET and CT images,
leading to artefacts in the PET image when attenuation correction is ap-
plied. In addition, any inaccuracy in CT reconstruction as a result of
motion will propagate to the PET image, reducing the quantitative ac-
curacy. Therefore, it is important to be able to compensate for patient
motion in both modalities, PET and CT.
Several effective motion compensation methods have been reported for
brain PET imaging [, , , , ], which utilise an optical motion
tracking system to obtain information about head motion during the scan.
Since PET/CT scanners incorporate standard clinical CT scanners, the
CT motion correction method described in the previous chapters, can be
directly applied to PET/CT, making motion correction in both modalities
feasible.

. methods
This chapter presents first results of the application of motion correc-
tion to both the CT and PET phases of a PET/CT scan.
. methods
A PET/CT scan of a Hoffman brain phantom was acquired on a Siemens
mCT PET/CT scanner (Siemens Medical Solutions Inc., Knoxville, TN,
USA) in the Department of Nuclear Medicine and Ultrasound at West-
mead Hospital in Sydney. Six Optitrack Flex  cameras (NaturalPoint
Inc. Corvaliis, OR, USA) were used to track the motion of the phantom
as described in Chapter .
The phantom was filled with water containing MBq of 18F-FDG.
Cross-calibration procedures [] were performed using the IR method
to determine the transformations between the tracking system and the
PET, and CT coordinate systems, separately.
A CT scan of the stationary phantom was performed using a standard
clinical PET/CT brain scanning protocol with the CT scanning parame-
ters as follows:  kVp; collimation of ×.mm; a pitch of .; and a
scan time of . s. At the completion of the CT scan, the bed was moved
to the PET FOV, and PET data were acquired from the stationary phan-
tom in -bit listmode format for min. The stationary PET/CT scan
served as a reference.
The PET/CT scan of the phantom was then repeated with motion dur-
ing PET and CT acquisitions performed with the same parameters as be-
fore. Rolling motion was applied to the phantom during the CT scan in
the same way as described in Chapter  while the tracking system was
acquiring the data at Hz. During the subsequent listmode acquisition
of the PET scan, the phantom was moved manually throughout the scan

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with a tracker sampling rate of Hz. Gate marks were inserted into list-
mode stream to indicate the time of each tracker pose measurement. To
obtain equivalent counts to the stationary PET scan, the PET acquisition
was performed for min.
The CT data were reconstructed with MLTR with and without motion
correction [] while the PET data were reconstructed with and without
motion correction using a listmode MLEM algorithm []. Both motion-
corrected scans were reconstructed in the same reference pose, which
allowed the motion-corrected CT to be used for attenuation correction
during motion-corrected reconstruction of the PET data.
Three PET/CT reconstructions were quantitatively compared to evalu-
ate the accuracy of motion-corrected PET/CT scans: (i) motion-free (MF)
reference PET/CT scans in which the phantom was stationary during
both scans; (ii) motion-corrected (MC) PET with attenuation correction
using the MF CT reconstruction; and (iii) MC PET with attenuation cor-
rection using the MC CT.
. results
Figure . shows the six DoF motion of the phantom during the PET/CT
data acquisitions, relative to the position of the phantom at the start the
respective scan. In both scans, substantial motion was applied to the
phantom with rotations and translations of up to -◦ and mm dur-
ing CT, and up to ◦ and mm in PET, respectively.
Reconstructed PET/CT images are shown in Fig. .. A significant
reduction in motion artefacts is evident in both PET and CT images with
motion correction.

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Figure .: Six DoF phantom motion traces during (a) CT and (b) PET acquisi-
tions.

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Reference Motion−corrected Uncorrected
(a) CT reconstruction
Motion−correctedReference Uncorrected
(b) PET reconstruction
Figure .: Reconstructed (a) CT and (b) PET images, motion-free reference
(left); motion-corrected (centre); and motion-uncorrected (right).
Display windows are [WW=+ HU, WL= HU] for reference and
motion-corrected CT images, and [WW=- HU, WL=HU] for
uncorrected CT.

. discussions & conclusion
Figure .(a) shows the results of performing PET reconstruction with
different attenuation correction maps: images in the top row are motion-
free reference PET/CT scans acquired from the MF PET using the MF
CT image as an attenuation map; in the middle row is the MC PET with
the MF CT used for attenuation correction; and the bottom row shows
the MC PET with the MC CT used as the attenuation map. Only minor
discrepancies were observed in these three reconstructions.
Profiles through the white line shown in the transaxial slice of the ref-
erence PET image are shown in Fig. .(b). It can be seen that using
the MC CT as the attenuation map (black solid line) yielded very similar
profile to that obtained using the MF reference CT attenuation map (red
line) suggesting accurate motion-correction of the CT scan. There was
a good agreement between the reference profiles (black dotted line) and
the profiles obtained from MC PET and CT scans.
. discussions & conclusion
These experiments show for the first time the feasibility of motion-correcting
both the CT and PET images in PET/CT scans of the head. The use of the
optical tracking method described in Chapter  calibrated both CT and
PET coordinate systems allowed the motion in both PET and CT scans
to be corrected to a common reference pose aligning the PET/CT images
automatically without requiring a D registration.
When motion corrected CT data were used for attenuation correction
of the acquired PET data, profile comparison showed that similar results
were obtained whether the motion-corrected CT attenuation map or the
motion-free CT attenuation map was used for attenuation correction.

. discussions & conclusion
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Figure .: (a) Orthogonal slices of the PET reconstructions corrected with dif-
ferent attenuation maps; and (b) Profiles along the line shown on the
transaxial slice of the MF PET image.

. discussions & conclusion
This is the first demonstration of simultaneous motion correction in
both PET and CT scans. This method can be used to correct for both
inter- and intra-modality motion during neurological PET/CT scans. The
method was able to provide motion-artefact free images where rigid mo-
tion occurred in both PET and CT scans without misalignment between
PET and CT images.

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Summary and conclusions followed by some aspects for further work are
provided in this chapter.

. summary
. summary
The aims of this thesis were to develop effective methods for the estima-
tion and correction of general six degree-of-freedom rigid motion in he-
lical CT, and to validate these methods in simulations and in real helical
CT scans. Such methods would enable the reconstruction of accurate CT
images for clinical medical imaging as well as for industrial applications
in the presence of object motion.
In medical imaging, the potential for rigid motion artefacts is a well-
recognised problem whenever the head is scanned with CT, in spite of
improvements to reduce scanning time, and especially for paediatric pa-
tients [] and in brain perfusion CT scans []. However, it has been
shown in previous studies that attempting to restrict head motion with
restraining devices cannot completely eliminate motion during CT exam-
inations [].
Several retrospective motion compensation methods have been previ-
ously published. Some only consider D in-plane motion [, , ,
, , ], while others are only intended for cone-beam CT [, ,
, ]. In addition, none of these methods have been demonstrated in
real helical CT scans.
As a first step towards achieving these goals, a novel image-registration
based method of accurately estimating rigid motion in isocentre coordi-
nates during helical CT was developed using an optical motion tracking
system, as described in Chapter . It requires a calibration matrix to con-
vert pose estimates in tracker coordinates to isocentre coordinates. Pre-
vious studies in PET [, , ] and SPECT [, ] used a method to
calibrate the tracker and scanner coordinate systems based on a closed-

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form least squares method [], however, no proven method existed for
helical CT.
Adaptation of these earlier calibration methods to helical CT was com-
plicated by the fact that the vertical origin of the image coordinate system
varies depending on the scanning volume defined on the scout scan, and
that the patient bed is in continuous motion during the scan. Methods to
overcome these difficulties were devised, and in the process, an entirely
new method of calibration based on D image registration (referred to as
IR-based method) was developed and validated. This method was shown
to provide more accurate calibration and was used in the subsequent CT
experiments. It was also applied successfully to calibrating an optical
tracking system with a PET scanner coordinate system (Chapter ), show-
ing that it could also be utilised to determine the transformation matrix
for PET motion correction.
Two different optical tracking systems (Polaris Spectra and Optitrack)
were used in experiments demonstrating that the tracking methods de-
veloped in this thesis are not limited to any particular tracking system.
Chapter  describes a method of retrospectively compensating for ar-
bitrary rigid motion in helical CT and its validation in real CT scans of a
moving brain phantom on a -row Siemens Sensation  scanner. The
basic principle of the method is analogous to a head motion correction
method previously described for SPECT [], which restores projection
consistency by spatially transforming the source and detector in response
to the object motion. The object motion was obtained using the opti-
cal tracking methods described in Chapter . D motion-compensated
images were reconstructed from the consistent projections of a virtual
scanning trajectory using a fully D implementation of the maximum-
likelihood transmission reconstruction algorithm.

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Various factors that affect the accuracy of the motion-corrected im-
ages were carefully investigated in an attempt to optimise the motion-
correction. These factors include (i) tracker sampling rate; (ii) the ap-
plication of linear interpolation and smoothing of the pose estimates to
counteract measurement jitter; and (iii) the accuracy of synchronisation
between the tracker data and CT projection acquisition. The optimised
motion-corrected images corresponded remarkably closely to stationary
reference images with correlation and structural similarity coefficients
both above ..
Although the correction method was shown to be effective at compen-
sating for the rapid, oscillatory six DoF motion of a phantom, residual
artefacts were observed in the motion-corrected images in some scans
performed at pitch of ≥ .. These residual artefacts were attributed to
insufficient data resulting from combined effect of the phantom and bed
motion after investigating the density of sampling and local data suffi-
ciency at each voxel.
The implementation of the motion estimation and correction method
on a need scanner model (Siemens Definition AS) with -detector rows,
was also described. Similar experiments with an oscillatory rolling phan-
tom motion were carried out on this scanner. Motion-corrected images
were achieved with accuracy similar to those acquired on the Sensation
. This suggests that the method is not limited to any particular CT
scanner, and can be readily adapted to any helical CT system provided
that the raw projection data are available. Data-insufficiency artefacts
were observed in some motion-corrected images of a rolling D brain
phantom on both scanners at high pitch (≥ 1.0).
Thus, it was of interest to thoroughly assess the likelihood of similar
data-insufficiency artefacts for a range of typical human head motion as

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a prelude to clinical evaluation of the method. This question was ad-
dressed in Chapter , where a variety of motion patterns (no, slight, mod-
erate and severe) were measured from  healthy volunteers and used
in simulations to generate a series of motion-affected helical CT scans.
A motion-free reference scan was generated without any motion. The
motion-affected scans were reconstructed with and without motion cor-
rection and the reference scan was reconstructed without motion correc-
tion. The accuracy of the motion-corrected images was assessed quali-
tatively by visual comparison with the motion-free image, and quanti-
tatively using three metrics root-mean square error, Pearson correlation
coefficient and mean structural similarity image measure.
The results revealed that the motion correction method yielded images
free of visible residual artefacts for the vast majority (> %) of the mo-
tion patterns simulated that were within the range of motion previously
reported in clinical CT imaging [, , ]. For the severe motion cases
(up to .◦ and .mm), residual artefacts were visually observed in
about % of cases. However, these residual artefacts were generally lim-
ited in their extent, as only .% of the reconstructed slices on aver-
age contained visible residual artefacts. This suggests that many motion-
corrected scans may be still clinically valuable even if affected by resid-
ual artefacts. In addition, it was shown that the accuracy of the motion-
corrected images with residual artefacts could be improved by increasing
the number of iterations. However, a thorough evaluation of the clinical
impact of motion correction on clinical interpretation of CT scans and
subsequent patient management is still required.
Although such severe motion has not been documented clinically, it
may still be possible for some patients, e.g. young patients without seda-
tion/anaesthesia, to execute such motion. As potential methods to pre-
dict the location and severity of data-insufficiency artefacts in such cases,

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the local Tuy map and minimum slice-by-slice CC values were investi-
gated. The local Tuy map was found to be a useful and accurate means
of predicting the possibility of data-insufficiency artefacts on a local ba-
sis, however, it is computationally highly expensive, and therefore needs
to be accelerated to be suitable for routine use. A cutoff level of .
for a minimum CC value gave good separation between simulations with
residual artefacts and those without. However, this method is not directly
applicable in practice as there is no reference motion-free reference scan
available.
An unexpected finding from this study was that CT motion-correction
improved image accuracy not only for large, noticeable movements, but
also for subtle motion that would normally be missed at the time of scan-
ning. Whether this could have a clinically significant impact requires
further assessment in a clinical study.
An important aspect of the proposed motion-correction method is that
in principle there should be no limitations in applying this method to
other CT configurations such as CBCT and industrial CT scanners. In
addition, as shown in the Chapter , the method can be used in hybrid
scanning modalities, such as PET/CT, together with existing PET motion
correction methods, enabling an accurate CT-based attenuation correc-
tion map without a misalignment of PET and CT images, even in the
presence of patient motion in both modalities.
In summary, the main contributions of this thesis are:
. Development and validation of an effective and practical motion
tracking method in helical CT;

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. Development of a retrospective motion compensation method for
generalised rigid object motion in helical CT, and the first practical
demonstration of this method;
. Methods for improving the accuracy of motion estimates applied
during motion-correction;
. Insights into the phenomenon of data insufficiency caused by object
motion in helical CT, and methods to predict the occurrence and
location of residual data insufficiency artefacts;
. Evaluation of the method in a wide range of realistic human head
motion patterns including an analysis of the incidence of the resid-
ual artefacts for head motion of various severities.
. conclusions
In X-ray helical CT, head motion correction appears to have received less
attention than in other imaging modalities since scanning with helical
CT is much faster, lasting on the order of a few seconds for a typical head
and neck examination. However, a retrospective motion compensation
method for helical CT would be of major clinical benefit because it has
been shown that CT images still suffer from patient motion artefacts even
with fast state-of-the-art CT scanners [, ].
Prior to the commencement of this project, there was no method with
the demonstrated ability to correct for general rigid motion in helical X-
ray CT. This thesis provides the first demonstration of this feasibility.
The motion compensation method relies on accurate estimates of ob-
ject motion during the scan in CT isocentre coordinates, which can be
obtained using an optical motion tracking system as demonstrated.

. future work
Successful motion correction was achieved for a range of rigid mo-
tion types including realistic human head motion patterns acquired from
healthy volunteers. This demonstrated the potential of this method to
correct for the motion likely to be encountered in the vast majority of
clinical CT examinations, to reduce radiation doses to patients by remov-
ing the need for repeat scans, and potentially to improve the accuracy of
the image when patient motion is subtle and unnoticeable at the time of
scanning.
. future work
There is considerable scope for further work on CT motion correction.
The most important and immediate next step would be to apply the
method in a clinical setting. Based on the results provided in this the-
sis, the motion correction method should provide images of improved
diagnostic quality whenever rigid motion artefacts arise in conventional
helical CT imaging. However, proof of this can only be obtained in a
future clinical trial.
As claimed in this thesis, the method could be applied to both stand-
alone helical CT scans and the CT component of hybrid imaging systems
such as PET/CT and SPECT/CT. The preliminary results presented here
demonstrate the feasibility of performing CT motion correction in con-
junction with existing PET motion correction methods on hybrid imaging
systems. There is therefore also scope to assess on the value of CT motion
correction in hybrid imaging. For these applications less strict quality
measures may apply to the actual accuracy of the motion corrected CT
image, as it is standard practice to degrade the spatial resolution of the
CT image to match that of the PET or SPECT image prior to calculating
attenuation correction factors.

. future work
In addition, the method appears to be sufficiently general to also be ap-
plied to other CT scanning geometries including slow-rotating CBCT or
industrial CT. This could be explored in future work. In the simulations
described in Chapter , rigid motion was ascribed to both the head and
the neck. In practice, the neck will not move rigidly with the head and
will not be accurately reconstructed by the motion corrected procedure.
Some technical aspects of the method could be further improved, and
these are listed below:
.. Improving the accuracy of motion estimates
As shown previously, the accuracy of the motion-corrected image heavily
depends on the accuracy of the motion estimates. Sources of errors in
the motion data applied during motion correction include measurement
jitter, errors in the cross-calibration matrix, synchronisation error, and in
the clinical setting, non-rigid marker attachment to the head.
Future work should therefore also address alternative data-driven mo-
tion estimation methods that are immune to these effects. Recently, the
feasibility of data-driven motion estimation in helical CT scans has been
demonstrated by Sun et al. () []. This method could eliminate
the need for motion tracking provided that the motion is not too extreme.
For larger motion, a hybrid approach could be used where the tracker-
derived motion estimates are refined using a data-driven method.
.. Further improving the current motion-correction
The results of a preliminary study suggested that the accuracy of motion-
corrected images affected by data-insufficiency artefacts could be improved
by increasing the number of iterations. It would be interesting to ex-
plore this further, and to also investigate whether the approach []

. future work
mentioned in Chapter , whereby a different projection model is applied
to parts of the image affected by metal artefacts to control the local con-
vergence rate, is of practical use for residual data-insufficiency artefacts.
The current implementation of the motion corrected reconstruction soft-
ware does not model scatter and beam hardening effects, and some im-
provement in reconstructed image quality may be obtained by including
these effects in future.

Part IV
A P P E N D I X
A
S U P P L E M E N TA RY DATA
PREAMBLE
All simulation results (n = 354) in a similar format as in Fig. . is pre-
sented here.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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Figure A.: Simulation results for subjects  to . (TS, Pitch = .). Red arrows
(if present) indicate locations of residual artefacts detected during
visual inspection.
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