We study n × n completely positive matrices M on the boundary of the completely positive cone, namely those orthogonal to a copositive matrix S which generates a quadratic form with finitely many zeroes in the standard simplex. Constructing particular instances of S, we are able to construct counterexamples to the famous Drew-Johnson-Loewy conjecture (1994) for matrices of order seven through eleven.
Introduction
In this article we consider completely positive matrices M and their cprank. An n × n matrix M is said to be completely positive if there exists a nonnegative (not necessarily square) matrix V such that M = VV . Typically, a completely positive matrix M may have many such factorizations, and the cp-rank of M, cpr M, is the minimum number of columns in such a nonnegative factor V (for completeness, we define cpr M = 0 if M is a square zero matrix and cpr M = ∞ if M is not completely positive). Completely positive matrices form a cone dual to the cone of copositive matrices. An n × n matrix S is said to be copositive if x Sx ≥ 0 for every nonnegative vector x ∈ R n + . Both cones are central in the rapidly evolving field of copositive optimization which links discrete and continuous optimization, and has numerous real-world applications.
For recent surveys and structured bibliographies, we refer to [5, 6, 8, 12] , and for a fundamental text book to [2] .
Determining the maximum possible cp-rank of n × n completely positive matrices, p n := max {cpr M : M is a completely positive n × n matrix} ,
is still an open problem for general n. It is known [2, Theorem 3.3 ] that p n = n if n ≤ 4, whereas this equality does no longer hold for n ≥ 5. Let d n := − 4. For n ≥ 5, it is known that [16] d n ≤ p n ≤ s n ,
and that d n = p n in case n = 5 [17] . It is still unknown whether d 6 = p 6 although the bracket (1) was reduced in the recent paper [16] where also the upper bound p n ≤ s n was established for the first time.
The famous Drew-Johnson-Loewy (DJL) conjecture [11] is by now twenty years old. It states that d n = p n is true for all n ≥ 5, and some evidence in support of the DJL conjecture is found in [1, 10, 11, 15] , see also [2, Section 3.3] .
However, we will show in this paper that the DJL conjecture does not hold for n ∈ {7, 8, 9, 10, 11} by constructing examples which establish p n > d n .
The paper is organized as follows: In Section 2 we look at copositive matrices S which allow for finitely many (but many) zeroes q i of the quadratic form x Sx over the standard simplex. Such matrices S lie on the boundary of the copositive cone, and elementary conic duality therefore tells us that there are nontrivial completely positive matrices M such that M ⊥ S in the Frobenius inner product sense, and we will study the cp-rank of these M. Section 3 deals with a particular construction of above mentioned copositive matrices S (they will be cyclically symmetric) in a way that many q i can coexist, and in Section 4 we present the second main result -counterexamples to the DJL conjecture for 7 ≤ n ≤ 11.
Let us mention here that such a counterexample for n = 7 with cp-rank 14 was announced in 2002, according to [2, p.177 ]. The matrix there (which never got public) should have rank 5; by contrast, our matrix M in Example 1 will have full rank 7, but also cpr M = 14 by mere coincidence.
Some notation and terminology: we abbreviate [r : s] = {r, r + 1, . . . , s} for integers r ≤ s, and by |S| the number of elements of a finite set S. For a function
The nonnegative orthant is denoted by R n + . For a vector x ∈ R n + , the index set
is the support of x. Let e i be the ith column vector of the n × n identity matrix I n and e = n i=1 e i . The zero vector and the zero matrix (of appropriate sizes) are denoted by o and O, respectively, and ∆ = {x ∈ R n + : e x = 1} stands for the standard simplex. The vector space of real symmetric n × n matrices is denoted by S n , and the Frobenius inner product of two matrices
We will refer to this sum as a "cp decomposition" of M, if V has no negative entries. Given a square matrix S, we will, by slight abuse of language, use the phrase "zero(es) of S" as an abbreviation of "zero(es) of the quadratic form x Sx over x ∈ ∆"; this terminology differs slightly from that in [14] .
By C n * we denote the cone of completely positive matrices,
Both, C n * and its dual, the cone of copositive matrices
are pointed closed convex cones with nonempty interior. The copositive cone C n and, in particular, its extremal rays, are important as any matrix on the boundary ∂C n * of C n * is orthogonal to an extremal ray of C n . So, studies of the extremal rays of C n like in [9, 13, 14] lead to conclusions on all matrices on ∂C n * , which allow for inference on upper bounds on p n . This was an essential ingredient of the arguments in [16, 17] . Here we employ a somewhat reverse approach: we start from (appropriate) matrices S ∈ ∂C n and construct M ∈ ∂C n * where we can calculate the cp-rank cpr M, improving upon lower bounds on p n . Eventually, this will lead to examples refuting the DJL conjecture.
Iterative reduction of the cp-rank
Consider a copositive matrix S ∈ ∂C n and assume that {q 1 , . . . , q m } are all the zeroes of S. Since S ∈ ∂C n , there is a matrix M ∈ C n * \ {O} such that M, S = 0, e.g., any matrix of the form
for some y ∈ R m + \ {o}. The next result shows the converse of this statement, so that the set of possible cp decompositions of matrices orthogonal to S is quite restricted:
Lemma 2.1. Let Q = x ∈ ∆ : x Sx = 0 be all the zeroes of S ∈ ∂C n . Then any matrix M ∈ C n * orthogonal to S must be of the form
and as S is copositive, every term in above sum must be zero. So all q i := 1 e vi v i ∈ Q, and the result (2) follows with
Although we have restricted the possible cp decompositions by above observation, there still could be infinitely many, but they can be obtained in a linear way. To be more precise, suppose that Q = {q 1 , . . . , q m }, fix any y ∈ R m + such that (2) holds, and consider
A particular case is obtained if X y = {y}, because then cpr M = |I(y)| is immediate from Lemma 2.1. However, this may not always be the case, but the next theorem will show how to fix some variables x k of points x ∈ X y to y k , with some consequences for the construction of matrices of high cp-rank. To apply that theorem in more general situations, we need some further notation. First define for Q ⊆ ∆ the set Q :=: q ∈ Q ⊂ S n and by cone Q := R + conv Q the convex conic hull of Q; moreover, for finite P ⊂ ∆, we denote by
Finally, we abbreviate the set of completely positive matrices whose cp decompositions can only use multiples of vectors from Q by
So Lemma 2.1 would read: If Q is the set of all zeroes of S ∈ C n , then any M ∈ C n * with M, S = 0 satisfies M ∈ E(Q).
and assume M ∈ E(Q). Suppose that there is q ∈ Q such that for two different indices r, s, we have
Then (a) x q = e r Mes (e r q)(e s q) = y q holds for all x ∈ X y ,
Proof. Condition (4) implies (e r q)(e s q) > 0 and further that x k (e r q)(e s q) = e r Me s for all x ∈ X y .
is fixed, which proves (a). Now define y q = 0 and y q = y q for q ∈ Q \ {q}, and observe M = f ∈Q y f f f ∈ E(Q). Assertion (a), applied to y, tells us x q = y q = 0 for all x ∈ X y , therefore (b) holds. By (a), any minimal cp decomposition of M is of the form M = y+ M, which implies (c).
2
If the hypotheses of Theorem 2.1 including condition (4) are satisfied for
Now, if we want to apply Theorem 2.1 iteratively, then we may replace Q with Q so that condition (4) may be satisfied more easily for some q ∈ Q.
So if we arrange the supports of (many) q's such that condition (4), or a similar one, continues to hold during the iterations, we can construct M with high cpr M, as long as y q > 0 continues to hold, too. This will be done in the next section.
Zeroes of cyclically symmetric matrices
We will employ symmetry transformations of the coordinates given by cyclic permutation, denoting by a ⊕ b and a b the result of addition and subtraction modulo n. To keep in line with previous and standard notation, we consider the
To be more precise, let P i be the square n×n permutation matrix which effects
for all integers i (recall P −3 is the inverse matrix of PPP), P i = P n−i = P
−1 i
and P n = I n . A circulant matrix S = C(a) based on a vector a ∈ R n (as its last column rather than the first) is given by
If S = C(a) ∈ S n , i.e., if C(a) is symmetric, it is called cyclically symmetric.
then S = C(a) is cyclically symmetric.
Proof. The first relation is evident. To show the remaining assertion, assume (5) and let e j Se i = e j P n−i a = a k with k ⊕ i = j while e i Se j = a with
and therefore a k = a . Hence C(a) ∈ S n . 2
Copositive cyclically symmetric matrices S = C(a) ∈ ∂C n can have many zeroes (which then are global minimizers of the quadratic form x Sx over ∆;
for local minimizers this has already been observed earlier, see [7] and references therein). To facilitate the argument, let us denote by R ∈ S n the reflection matrix which transforms every x ∈ R n into its mirror image Rx :
Note that R = R ∈ S n .
In the sequel, it will be convenient to denote, for any q ∈ R n + , the set D q of differences and the set U q of unique differences of the elements of I(q): Lemma 3.2. Let S = C(a) ∈ S n be a cyclically symmetric matrix.
(a) We have RSR = S. Further, fixing q ∈ R n + , for any shift q = P i q, and for its mirror image q = Rq, we have
(b) For any zero q of S there are actually up to 2n zeroes: the shifts P i q for i ∈ [1 : n] and their mirror images, if they are all different.
(c) The supports of zeroes are shifted cyclically, I(P i q) = {j i : j ∈ I(q)}.
However, the relative differences within the support of course remain: if {r, s} ⊆ I(q), then r s = r s if r = r ⊕ i and s = s ⊕ i. 
The assertions about the supports are evident.
n]} and define
Proof. Let {r, s} ⊆ I(q) satisfy d = r s. By the assumptions it is clear that {r, s} ⊆ I(q ) can never hold for any q ∈ Q 2 . So consider instead
. We argue by contradiction: if {r, s} ⊆ I(f ), then {r ⊕ i, s ⊕ i} ⊆ I(q) but differs from the pair {r, s} (note that r = s ⊕ i and
Obviously the difference would be the same, namely d, which by assumption is absurd. So condition (4) holds for Q and q. Since U f = U q for all f ∈ Q 1 , by Lemma 3.2 (d), we similarly obtain that condition (4) holds for Q and f ∈ Q 1 \ {q}. Finally we obtain (a), (b) and (c) by iterating the reduction step of Theorem 2.1 in total |Q 1 | times. 
Then every (2n − 1)-element subset of F is linearly independent, moreover F itself (as a subset of the vector space S n ) has rank 2n − 1.
Proof. We first observe that our assumptions on Q imply |F| = 2n. Moreover,
The last equality can be established in the following way. Note that A := f ∈Q f f can be rewritten as C(a) with a i = q P i q, because
q i q i⊕r s = q P r s q depends on (r, s) only via r s. Symmetry of A = C(a) follows from Lemma 3.1 because condition (5) is satisfied due to
Equality (7) is now established by Lemma 3.2(a). Hence the rank of F can be at most 2n − 1. Let q i := P i q for i ∈ [1 : n]. Then {r i, s i} ⊆ I(q i ).
Further define q i := Rq i = RP i q = P n−i Rq and note that e a q b = q a⊕b as well as e a q b = q 1⊕b a for all a, b ∈ [1 : n]. Next consider the equation
Multiplying with e r j from the left and with e s j from the right, we obtain
By the assumptions on U q we see that the only terms contributing to the sum are achieved by choosing i = j in the first term and i = r ⊕ s j 1 in the second term. This results in
Similarly multiply with e ρ j from the left and with e σ j from the right, yielding
From these equations we conclude that x j = x j⊕ρ⊕σ r s = x j⊕(ρ+σ−r−s) for all j ∈ [1 : n]. Fixing x 1 = ξ, and employing coprimality of ρ + σ − r − s and n, we see that our system (9) of 2n equations has the unique solution
So there is a one parameter family of solutions parameterized by ξ,
showing that if any of the coefficients in (8) is zero, all others also must be zero, so indeed every (2n − 1)-element subset of F has to be linearly independent, as asserted. 
Counterexamples to the Drew-Johnson-Loewy conjecture
For the examples to follow, we selected matrices S with integer entries, where we could determine all minimizers of the quadratic form x Sx by exact arithmetic, solving the first-order conditions and checking the values for nonnegativity with the help of (6), cf. also [3, 4] . To be more precise, we first checked 
where S I denotes the principal submatrix of S on I × I. Since all constraints of the optimization problem min q∈∆ q Sq are linear, any local minimizer of q Sq over ∆ must solve (10) for some I, putting x = [q i ] i∈I and m = mx e = x S I x = q Sq. Now suppose e x = e y = 1 and S I x = me and S I y = te. Then
so that the value m = x S I x =: m I at any solution (m, x) ∈ R × R |I| to (10) is uniquely determined by I. We solved (10) by exact arithmetic for all I. If there is a unique solution (m I , x I ), we discarded I where x I / ∈ R |I| + . For the remaining I, we confirmed that m I ≥ 0 if (10) has a solution at all. This established copositivity of S. The next step is to determine all zeroes of S, i.e., all solutions (0, x) to (10) with x ∈ R |I| + . While there could be multiple solutions to (10) for m I > 0, this is ruled out in case m I = 0 for the matrices S considered below. Indeed, consider again two solutions (0, x) and (0, y) to (10) . Then S I (x−y) = o and x−y ∈ ker S I ∩e ⊥ , so that the condition ker S I ∩e ⊥ = {o} rules out multiple solutions to (10); this is in fact true for any value of m I , due to (11) . Now [4,
Lemma 1] shows that ker S I ∩ e ⊥ = {o} holds if ee − S I is nonsingular, which we confirmed (again by exact arithmetic) for all I which admit a solution (0, x)
to (10) with x ∈ R |I| + . Note that if (0, x) solves (10), then (ee − S I )x = e and e x = 1 implies e (ee − S I ) −1 e = 1. So we considered the unique solution
+ . Finally, we filled the entries with indices in [1 : n] \ I by zeros to get a vector which we call q I ∈ R n and collected these as the set of all zeroes of S. In this way the assumptions of the previous sections were The difference sets of I(u) = {1, 2, 5} and I(v) = {1, 2, 3} are
We note that d = 2 ∈ U v \ D u , so we may apply Theorem 3.1 with Q = {q 1 , . . . , q 14 }, q = v and Q 1 = {q 8 , . . . , q 14 }, to conclude that in any cp de-
where Q = {q 1 , . . . , q 7 }. Therefore d = 1 ∈ U u allows us to invoke Theorem 3.1 with M = M, Q = Q and q = u. We conclude that x k = 1 also for k ∈ [1 : 7] , that M has a unique minimal cp decomposition, and that cpr M = 14. Another matrix of this sort, having small integer entries, is 
Note that both, above matrix and M, have no zero entries and full rank. 
The set of zeroes of S is {q i : i ∈ [1 : 27]} and
The difference sets of I(u) = {1, 2, 5}, I(v) = {1, 2, 7} and I(w) = {1, 2, 3} are 
Note that neither of these matrices of cp-rank 26 are cyclically symmetric, they have no zero entries and full rank. Again, by adjusting weights, we came up with a matrix with small integer entries: 
Note that M 8 is, again, not cyclically symmetric, and that it has full rank. 
