Abstract: This Chapter will detail a free image analysis development environment for machine vision engineers. The environment provides high-level access to a wide range of image manipulation, processing and analysis algorithms (over 300 to date) through a well-defined and easy to use graphical interface. Users can extend the core library using the developer's interface, a plug-in, which features, automatic source code generation, compilation with full error feedback and dynamic algorithm updates. The Chapter will also discuss key issues associated with the environment and outline the advantages in adopting such a system for machine vision application development.
Introduction
For many novices to the world of machine vision, the development of automated vision solutions may seem a relatively easy task, as it only requires a computer to understand basic elements such as shape, colour and texture? Of course this is not the case. Extracting useful information from images is a difficult task and as such requires a flexible machine vision application development environment. The design of machine vision systems requires a broad spectrum of techniques and disciplines. These include electronic engineering (hardware and software design), engineering mathematics, physics (optics and lighting), mechanical engineering (since industrial vision systems deal with a mainly mechanical world) as well as the system engineering aspects of developing reliable industrial systems. In this chapter will focus on one aspect of the machine vision design cycle, namely the algorithm development environment (refereed to as NeatVision (1)). It aims to provide novice and experienced machine vision engineer's with access to a multi-platform (realised through the use of Java) visual programming development system. Java is an interpreted programming language and as such applications written in Java are not executed directly on the host computer, instead these applications are interpreted by the Java Virtual Machine. As a results Java programs generally run slower than native compiled programs written in languages such as C or C++. This performance issue is constantly being addressed by Sun Microsystems. Just-in-time compliers significantly improved the performance of Java applications by removing the need to reinterpret already executed code. Sun further improved the performance of Java by introducing HotSpot technology. This technology enhances application performance by optimising garbage collection and improving memory management. With the recent release of the Java 2 Platform Standard Edition 1.5.0 the performance of Java is approaching that of native programming languages.
The NeatVision environment provides an intuitive interface which is achieved using a drag and drop block diagram approach. Each image processing operation is represented by a graphical block with inputs and outputs that can be interconnected, edited and deleted as required. NeatVision (Version 2.1) is available free of charge and can be downloaded directly via the Internet 2 .
$.1.1 Standard Installation
The requirements for the standard NeatVision installation are:
• JRE 1.4.X -The J2SE Java Runtime Environment (JRE) allows end-users to run Java applications. (e.g. j2re-1_4_2_09-windows-i586-p.exe) • JAI 1.X -Java Advanced Imaging (JAI) API. (e.g. jai-1_1_X-lib-windows-i586-jre.exe) • NeatVision Standard Edition (neatvision.jar). NeatVision is distributed as a ".jar" file.
The contents of this file should not be extracted; any attempt to do this will cause NeatVision to cease functioning.
Please insure that the JAI is placed in the same path as the JRE. This only becomes an issue if you have multiple versions of Java on your machine (the default is that JAI will place itself in the most recent version of the Java). Assuming the JRE has been installed in C:\Program Files\Java\j2re1.4.2_09 and the NeatVision jar file is in D:\NV, then the following single line command 3 will enable NeatVision to run from D:\NV.
"C:\Program Files\Java\j2re1.4.2_09\bin\java.exe" -classpath D:\NV\neatvision.jar NeatVision
$.2 NeatVision: An Interactive Development Environment
NeatVision is just one example of a visual programming development environment for machine vision (2) , other notable examples include commercial programmes such as Khoros (3) and WiT (4) . Visual programming involves defining variables, specifying operations, which are to be performed on these variables and their derivatives in order to perform a specific task. This is achieved by creating a structured flow of data using branching, looping and conditional processing. Traditionally computer programs have been written using textual programming languages. These programs can process data in a complex fashion; unfortunately the data paths and the overall structure of the program cannot be easily identified from the textual description. This can make it very difficult to appreciate the relationship between the source code and the functionality, which it represents. Although the programmer specifies the data flow in a visual program, the order in which the components execute is defined by the availability of data. Conditional processing concepts are supported in the visual domain by using dedicated flow control components. The main disadvantages of existing visual programming environments includes their cost, lack of cross platform support and the fact that they tend to be focused on image processing rather than image analysis applications (the latter must be considered a key element of any practical machine vision application).
Text based programming languages such as MATLAB (5) can be a powerful alternative to visual programming. In addition to the disadvantages outlined with respect to the visual programming languages, text based approaches require the user to have a higher level of programming skills when compared to visual programming environments. Text based interactive environments are generally more suitable to experienced users, in fact experienced users can become frustrated by the visual programming environment as complex programmes can take longer to develop (Note: we have recently developed a MATLAB compatible VSG Image Processing & Analysis Toolbox toolbox (12) that replicates NeatVisions functionality to allow MATLAB users build machine vision solutions). Hence our aim is to produce a suitable environment for those new to machine vision while retaining the flexibility of program design for the more experienced users. Based on our review of exiting text and visual programming based machine vision development environments, the key criteria necessary are outlined below:
• Multi-platform: The development environment must be able to run on a wide range of computer platforms.
• Focused on machine vision engineering: The environment should contain a wide range of image processing and analysis techniques necessary to implement practical machine vision engineering applications.
• Easy to use: It should allow users to concentrate on the design of machine vision solutions, as opposed to emphasizing the programming task.
• Upgradeable: The environment must contain a mechanism to allow users to develop custom vision modules.
A visual program can be created by defining input data using the input components, then implementing the desired algorithm using the processing and flow control components. The data flow is specified by creating interconnections between the components. The program can be completed by adding output components to view the data resulting from the algorithm execution. Details on the design of the NeatVision development environment appear elsewhere (6).
$.3 NeatVision's Graphical User Interface (GUI)
The NeatVision GUI (Figure $.1) consists primarily of a workspace where the processing blocks reside. The processing blocks represent the functionality available to the user. Support is provided for the positioning of blocks around the workspace, the creation and registration of interconnections between blocks. The lines connecting each block represent the path of the data through the system. Some of the blocks can generate child windows, which can be used for viewing outputs, setting parameters or selecting areas of interest from an image. If each block is thought of as a function, then the application can be thought of as a visual programming language. The inputs to each block correspond to the arguments of a function and the outputs from a block correspond to the return values. The advantage of this approach is that a block can return more than one value without the added complexity of using C-style pointers. In addition, the path of data through a visual program can be dictated using special flow control components. A visual program can range in complexity from three components upwards and is limited only by the availability of free memory. As each block is processed it is highlighted (in green) to illustrate that it is active. This allows users to see the relevant speeds of parallel data streams within a visual program. This can help identify potential processing bottlenecks within the workspace allowing for a more efficient balanced design. The colour coding of the blocks data connection type and its status also aids in the design process. To aid user operation each data connection has two colour coded properties, namely the block data type and connection status. NeatVision currently supports eight data types, i.e. Image (red), Integer / Array data (green), Double precision Floating point data (blue), Boolean data (orange), String data (pink), Fourier data (light blue), Coordinate data (purple) and Undefined data (black). The other connection property relates to its status. There are three main states for a connection, connected (green), disconnected (red) and disconnected but using default value (orange).
This approach provides a fast and simple alternative to conventional text based programming, while still providing much of the power and flexibility. The visual workspace can be compiled and executed as with a conventional programming language. Errors and warnings are generated depending on the situation. There is currently support for 15 input graphics file formats and 13 output formats. Some of the main formats are listed below (R indicates a read-only file format and RW indicates a read/write file format).
• BMP (RW) Microsoft Windows Bitmap.
• BYT (RW) Raw image data, grey scale only with a maximum pixel depth of 8 bits.
• FPX (R) Kodak FlashPix is a multiple-resolution, tiled image file format based on JPEG compression.
• GIF (R) Graphics Interchange Format (GIF), is a bitmap file format which utilises Lemple-Zev-Welch (LZW) compression.
• JPEG (JPG) (RW) Joint Photographic Experts Group (JPEG) file interchange format is a bitmap file utilising JPEG compression.
• PCX (RW) PC Paintbrush (PCX), a bitmap file using either no compression or Run Length Encoding (RLE).
• PNG (RW) PNG is a lossless data compression method for images.
• PBM (RW) Portable BitMap. The portable bitmap format is a lowest common denominator monochrome file format.
• PGM (RW) Portable Greymap Utilities. This is a non-compressed bitmap format, hence allowing image data to be left intact.
• PPM (RW) Portable PixelMap. The portable pixelmap format is a lowest common denominator colour image file format.
• RAS (RW) Sun Raster Image (RAS), a bitmap file format using either no compression or RLE.
• RAW (RW) Raw image data. This is similar to the BYT format described earlier except in this case colour image data is also supported.
• TIFF (TIF) (RW) Tagged Image File Format is a bitmapped file format using a wide range of compression techniques.
System parameters can be adjusted and the system may be reset and executed again until the desired response is obtained. At any stage blocks may be added or removed from the system. NeatVision also contains a built in web browser to allow easy access to online notes and support tools.
$.4 Design Details
NeatVision is designed to work at two levels. The user level allows the design of imaging solutions within the visual programming environment using NeatVisions core set of functions. NeatVision (Version 2.1) contains 300 image manipulation, processing and analysis functions, ranging from pixel manipulation to colour image analysis to data visualisation. To aid novice users, a full introductory tutorial and some sample programmes can be found on the NeatVision website. A brief description of the main system 4 components (7) is given below; see Appendix I for additional details:
• 
$.5 Developers Environment
NeatVision was originally designed so that it could be easily extended by building on previously developed algorithms. This feature has been finalised with the release of version 2.1 of the NeatVision visual programming environment. This allows users to:
• Develop new NeatVision components that can ultimately be reused by other NeatVision developers • Reuse the core NeatVision components in new user defined components
• Submit your component or library of components to wider NeatVision community. The user is then queried as to whether they would like to create a NeatVision Component, a Java Class or a Java Interface (Note: a NeatVision Component is just a special type of Java class). A filename for the class or interface must be specified at this point. If a Java Interface or standard Java class is specified at then a text editor window is displayed with the relevant skeleton source code. The developer may edit and compile this code as desired. If a NeatVision component is specified then a component development wizard is launched.
The wizard allows the developer to specify the visual appearance of the component including width and height in pixels, component name and number of inputs and outputs. The wizard also allows the developer to specify the data type and data description associated with each of the inputs and outputs. Once all of the required information has been entered the developer need only press the 'Create' button to generate to skeleton source code for the desired NeatVision component. The developer can then edit the skeleton source code (Example $.1) as required in order to implement the desired component functionality. At any stage the source code for the component can be compiled. This is achieved by selecting the relevant compile option from the 'Project' menu. Selecting the compile option launches the Java compiler distributed with the JDK and any errors in the specified file(s) are subsequently listed in the message window at the bottom of the main NeatVision window. For each error a description, filename and line number are provided. The user need only click on an error message to highlight the relevant error in the source code. Once all errors have been corrected the message 'compilation succeeded' is printed in the status bar. Following successful compilation the block is available for use and can be included in a workspace like any core NeatVision component.
The NeatVision developers interface extends and complements the visual programming interface by allowing users to develop custom components that can encapsulate the functionality of core NeatVision components, thus extending the already vast NeatVision library of components. 
$.5.1 Developing for Reuse
As mentioned previously, the skeleton code for a new NeatVision component is generated using the component development wizard (see Example $.1). In previous versions of NeatVision the entry point for a component was the main() method and the programmer was responsible for interfacing directly with component inputs and outputs to read and write the associated data values. In NeatVision 2.1 the main() method is replaced by the create() method. This revised approach makes the development of new NeatVision components more straightforward and facilitates component reuse. The programmer is no longer required to interface directly with the component inputs and outputs. Instead, when a component becomes active, NeatVision automatically reads the data values at the inputs to a component and passes the associated data to the create() method in the form of a populated DataBlock object. Each entry in the DataBlock object corresponds to the data at the input with the corresponding index (0, 1, 2, etc. 0 being the topmost input). After the input data has been processed the results must be stored in a new DataBlock object which is returned from the create() method upon completion 6 . Each entry in the returned DataBlock object is then passed to the output with the corresponding index (0, 1, 2, etc. 0 being the topmost output).
$.5.1.1 The DataBlock class
The DataBlock class is used to represent the input and output data values associated with a particular NeatVision component. The data associated with a DataBlock object is represented as an array of objects. This means that the DataBlock class is future proof and will deal with any type of data that may be supported either by the core NeatVision components or any custom components developed by NeatVision users. The specification for the DataBlock can be found in the NeatVision Developers guide (11).
$.5.2 How to Reuse
The functionality provided by any of the core NeatVision classes can be called from within custom user defined classes that are developed using the NeatVision developers plug-in. This is achieved by calling the static create() method of the NeatVision class.
Object NeatVision.create(String class, DataBlock args)
The parameters of the create() method are a String object and DataBlock object. The String object represents the class name of the desired component and the DataBlock object represents the parameters that will be passed to an off-screen instantiation of the desired component. The DataBlock argument must have the same number of entries as the number of inputs connected to the desired component and each entry must represent the data required by the associated input (0, 1, 2, etc.). The create() method then returns a new DataBlock object that represents the outputs that were generated after the requested component processed the specified inputs. The create() method can also handle up to four arguments that are not encapsulated within a DataBlock object, for example:
Object NeatVision.create(String class, Object arg0)
• Call the create method of the single input component with name 'class'.
Object NeatVision.create(String class, Object arg0, Object arg1)
• Call the create method of the dual input component with the name 'class'.
All arguments must be represented as objects when using this approach. This means that any primitives must be wrapped before being passed to the create() method. Take the integer arguments for the dual threshold operation as an example:
There are special wrapper classes available for converting all primitive types (boolean, byte, short, int, long, double and float) into objects (Boolean, Byte, Short, Integer, Long, Double and Float). Objects of these classes can be constructed by simply passing the relevant primitive to the constructor of the relevant class (see int to Integer example above). The static create() method of the NeatVision class routes the specified DataBlock object to the create() method of the specified class and returns the resulting output DataBlock object.
Example $.2 illustrates a simple example of reuse. This involves calling the Not operation from inside a custom user defined class. Example $.3 illustrates the development of the TestDev class. This sample program removes boundary regions prior to K-Means clustering. The Canny edge detector is then applied to the original image and keeping only closed structures we find the approximate perimeter of the strong edges. The KMeans and the closed structure overlay images along with the approximate perimeter values are the final block outputs.
Example $.1: The skeleton code for a double input/single output component. Note that the entry point is the create() method. This is called whenever the block receives a full complement of input data.
Example $.2:
A simple example of reuse, calling the Not operation from inside a custom user defined class.
$.6 Sample Applications
NeatVision provides an image analysis software development environment that can work at several levels. For example, at a relatively low level individual pixels can be manipulated. Alternatively, NeatVisions built in functionality can be used to generate solutions to complex machine vision problems. 
$.7 Application Development Case Study
In this section we will outline the application of NeatVision to a typical machine vision application, namely the characterization of surface mount components. We aim to develop a robust NeatVision program capable of:
• Automatically counting all components fully within the field of view in the image illustrated in Figure $ .7 (i.e. all elements touching the image boundaries must be removed prior to image analysis).
• Isolate, and highlight, the largest component within the image.
• Find the approximate area of the largest component within the image
The system must be robust, and with this in mind it should be capable of automatically determining threshold values from the image data. 
$.8 Conclusions
NeatVision was designed to allow novice and experienced users to focus on the machine vision design task rather than concerns about the subtlety of a given programming language. It allows machine vision engineers to implement their ideas in a dynamic and straightforward manner. NeatVision standard and developers versions are freely available via the Internet and are capable of running on a wide range of computer platforms (e.g. Windows, Solaris, Linux).
APPENDIX I: Users Summary
Vision Systems Laboratory, Centre for Image Processing and Analysis (CIPA) Dublin City University info@neatvision.com
The following list summarises some of the main NeatVision methods users may wish to interface too. Many of these are fairly self-explanatory, but if the method you require is not listed or does not have enough information to enable you to use it drop us an email at tech@neatvision.com with 'NeatVision Methods' in the subject line. Additional help can be found in the input/output tags for each block in the NeatVision visual programming interface. Also refer to P.F. Whelan TripleThreshold This operation produces an LUT in which all pixels below the user specified lower level appear black, all pixels between the user specified lower level and the user specified upper level inclusively appear grey and all pixels above the user specified upper level appear white. 
