In this paper, we establish a small time large deviation principles for the quasilinear parabolic stochastic partial differential equations with multiplicative noise, which are neither monotone nor locally monotone.
Introduction
In this paper, we are interested in the small time asymptotics of quasilinear parabolic partial differential equations, which can be written as Where W(t), t ≥ 0 is a cylindrical Brownian motion, A(·), B(·) are appropriate coefficients specified later. The solution of (1.1) is denoted by u = u(x, t). The precise description of the problem will be presented in the next section. The quasilinear parabolic partial differential equations can model the phenomenon of convectiondiffusion of the ideal fluids and therefore arise in a wide variety of important applications, including for instance two or three phase flows in porus media or sedimentation-consolidation processes (see, e.g. [14] and the references therein ). The addition of a stochastic noise to this physical model is fully natural as it represents external random perturbations or a lack of knowledge of certain physical parameters.
There are several recent works about the existence and uniqueness of pathwise weak solution of the above equation, i.e. strong in the probabilistic sense and weak in the PDE sense. We mention two of them which are relevant to our work. Debussche et al. [8] obtained the existence and uniqueness of the Cauchy problem for quasilinear degenerate parabolic stochastic partial differential equations by a Yamada-Watanabe type argument and kinetic formulation. For the nondegenerate case, Hofmanová and Zhang [16] put forward a direct (and therefore much simpler) approach to establish the global well-posedness of the pathwise solution. Based on the results of [16] , Dong et al. [12] established the Freidlin-Wentzell's type large deviation principles for the strong solution of the quasilinear nondegenerate parabolic stochastic partial differential equations.
The purpose of this paper is to establish the small time asymptotics for the quasilinear nondegenerate parabolic stochastic partial differential equations, which describes the behavior of the solution at a very small time. Specifically, we focus on the limiting behavior of the solution of the quasilinear parabolic stochastic partial differential equations in a time interval [0, t] as t goes to zero. An important motivation to consider such problem comes from Varadhan identity lim t→0 2t log P u(0) ∈ B, u(t) ∈ C = −d 2 (B, C),
where u is the strong solution of the quasilinear parabolic stochastic partial differential equations and d is an appropriate Riemann distance associated with the diffusion generated by u. It's worth mentioning that the mathematical study of the small time asymptotics for finite dimensional processes was initiated by Varadhan [17] . For the infinite dimensional diffusion processes, several works studied them, for example, [1, 2, 13, 15, 19] and the references therein.
Up to now, there are some results of the small time asymptotics for infinite dimensional stochastic partial differential equations. For example, Xu and Zhang [18] established the small time asymptotics of 2D Navier-Stokes equations in the state space C([0, T ], H). Dong and Zhang [11] proved the small time asymptotics of 3D stochastic primitive equations in the state space C([0, T ], H 1 ). In this article, we are interested in the small time asymptotics of the quasilinear parabolic stochastic partial differential equations. The key step is to prove the solution u ε (t) = u(εt) of (1.1) is exponentially equivalent to the law of the solution of v ε (t) = f + √ ε t 0 σ(εs, v ε (s))dW(s).
The exponential equivalence will be achieved through several approximations. The hard part is to deal with the nonlinear term div(A(u)∇u) of (1.1) because it is neither monotone nor locally monotone. To overcome this difficulty, we adopt the method from [16] to introduce the heat kernel {P r } r>0 to smooth the operator A. Meanwhile, in order to obtain some higher Sobolev norm estimates of u ε (t), we impose a stronger condition on the initial value f . Thereby, under the stronger condition on f , we establish the exponential equivalence by making use of properties of {P r } r>0 and higher regularity of u ε (t). In the rest part, by using suitable approximation and analytical techniques, we succeed to remove the stronger condition on f . This paper is organized as follows. The mathematical formulation of quasilinear parabolic stochastic partial differential equations is in Section 2. In Section 3, we introduce the small time asymptotics and state our main result. In Section 4, we prove the exponential equivalence under a stronger condition on the initial value f . In Section 5, we relax the condition on the initial value f .
Framework
We work on a finite-time interval [0, 1] and consider periodic boundary conditions, that is, x ∈ T d where T d = [0, 1] d denotes the d−dimensional torus. Let L(K 1 , K 2 ) (resp. L 2 (K 1 , K 2 )) be the space of bounded (resp. Hilbert-Schmidt) linear operators from a Hilbert space K 1 to another Hilbert space K 2 , whose norm is denoted by · L(K 1 ,K 2 ) (resp. · L 2 (K 1 ,K 2 ) ). We will follow closely the framework of [16] . In the following, we emphasize that the domain of all functional spaces is T d , for simplicity, we omit it. C 1 stands for the space of continuously differentiable functions having bounded first order derivative. C 1 lip be the Lipschitz functions in C 1 . For r ∈ [1, ∞], L r are the usual Lebesgue spaces and · L r represents the corresponding norm. In particular, when p = 2, we write H for L 2 (T d ). Moreover, we denote by (·, ·) and · H the inner product and the norm of L 2 (T d ). In order to measure higher regularity of functions (in the space variable) we make use of the Bessel potential spaces H a,r (T d ), a ∈ R and r ∈ (1, ∞). Throughout the paper we will mostly work with the L 2 −scale and so we will write H a for H a,2 (T d ). For all a ≥ 0, let H a be the usual Sobolev space of order a with the norm
Here, α is a multi-index, that is,
H −a stands for the topological dual of H a . Denote by ·, · the duality between H 1 and H −1 . Moreover, for u, v ∈ H 1 , define ((u, v)) := (Du, Dv). By Poincáre inequality, we know that ((u, u)) = Du 2 H u 2 H 1 . Now, we introduce the following hypotheses.
Hypothesis H1
The flux function B, the diffusion matrix A, and the noise in (1.1) satisfy:
separable Hilbert space (with inner product ·, · U and norm | · | U ), (ē k ) k≥1 is an orthonormal basis of U and σ k (t, ·) : R → R are real-valued functions. In particular, assume that σ satisfies the usual linear growth and Lipschitz condition
Let (Ω, F , F t , P) be a stochastic basis with a complete, right-continuous filtration with expectation E. The driving process W(t) is a U−cylindrical Wiener process defined on this stochastic basis whose paths belong to C([0, T ], Y), where Y is another Hilbert space such that the embedding U ⊂ Y is Hilbert-Schmidt.
W admits the following decomposition W(t) = ∞ k=1 β k (t)ē k , (β k ) k≥1 is a sequence of independent realvalued Brownian motions. Remark 1. The above (iii) implies that σ maps H into L 2 (U, H). Indeed, by (2.2),
Thus, for a given predictable process u ∈ L 2 (Ω, L 2 ([0, T ], H)), the stochastic integral t → t 0 σ(s, u(s))dW(s) is a well-defined H−valued square integrable martingale. Moreover, (2.2) implies that
Thus, (2.2) can be replaced by
Now, we recall the definition of a solution to (1.1) from [16] .
(ii) for any φ ∈ C ∞ (T d ), t > 0, the following holds almost surely
With the help of the global well-posedness results in [16] and a suitable approximation of initial values by smooth functions in [8] , we have 
A priori estimates
In order to prove the small asymptotics of the solution to (1.1), we need to make some higher Sobolev norm estimates of u. 
6)
and
Proof. Applying Itô formula to u(t) 2 H , we get
Then, it yields that
Employing Itô formula again to u(t) 
By Hypothesis H1 and Young's inequality, we get
Utilizing Hypothesis H1, it follows that
Moreover, by (2.3), it yields that
Collecting all the above estimates, we get
Hence, we conclude that
Applying the Burkholder-Davis-Gundy inequality, we deduce that
Applying Gronwall inequality, we get
For the special case p = 2, we have
Then, it gives that
(3.10)
By the Burkholder-Davis-Gundy inequality, we reach
Putting (3.11) into (3.10), we obtain
By (3.6), we get
hence, we complete the proof of (3.7).
Small time asymptotics and the statement of our main result
Let ε > 0, by the scaling property of the Brownian motion, it is easy to see that u(εt) coincides in law with the solution of the following equation:
is absolutely continuous and such that
To establish the small time asymptotics of the quasilinear SPDE (1.1), we need some additional conditions on the diffusion coefficient σ.
and for u 1 , u 2 ∈ H 1 ,
Now, we recall some notations and a condition on the diffusion coefficient σ from [16] . Denote by ζ(K, X) the space of the ζ−radonifying operators from a separable Hilbert space K to a 2−smooth Banach space X ( with the norm · X ). We recall that Ψ ∈ ζ(K, X) if the series k≥0 ζ k Ψ(e k ) converges in L 2 (Ω, X), for any sequence (ζ k ) k≥0 of independent Gaussian real-valued random variables on a probability space (Ω,F ,P) and any orthonormal basis (e k ) k≥0 of K. Then, this space is endowed with the norm
The space ζ(K, X) does not depend on (ζ k ) k≥1 , nor on (ζ k ) k≥1 and is a Banach space.
Recall that the Bessel potential spaces H a,b with a ≥ 0 and b ∈ [2, ∞) belong to the class of 2−smooth Banach spaces and hence they are well suited for the stochastic Itô integration (see [4] , [5] for the precise construction of the stochastic integral). With this notation in hand, we state our last assumption upon the coefficient σ to ensure the existence of the stochastic integral in (1.1) as an H a,b -valued process.
Hypothesis H3
For a < 2, b ∈ [2, ∞) and any t ∈ [0, 1],
Detailed discussion of this condition can be found in [9, 16] .
The main result of this article reads as follows.
, under Hypotheses H1-H3, µ ε f satisfies a large deviation principle with the rate function I(·) defined by (4.13), that is,
and ϑ ε f be the law of v ε f (·) on C([0, 1], H). By [6] , we know that ϑ ε f satisfies a large deviation principle with the rate function I(·). Based on Theorem 4.2.13 in [10] , it suffices to show that two families of the probability measures µ ε f and ϑ ε f are exponentially equivalent, that is, for any δ > 0,
In the following, we will divide the proof of (4.18) into two steps. Firstly, we prove (4.18) holds under a stronger condition on the initial value f in Section 5 (see Proposition 5.2). Secondly, we succeed to verify (4.18) holds without the stronger condition in Section 6 (see Proposition 6.1).
From now on, for the sake of simplicity, we denote that u ε = u ε f and v ε = v ε f when the initial value is not emphasized.
A priori estimates
In order to prove (4.18), a priori estimates of u ε and v ε are necessary. Define
The following result is an estimation of the probability that the solution of (4.12) leaves an energy ball.
Proof. Applying Itô formula, we get
By integration by parts, the Lipschitz property of B, the Cauchy-Schwarz inequality and Young's inequality, we get
where ̺ is the positive constant appeared in Hypothesis H1. By integration by parts and (ii) of Hypothesis H1,
With the help of (2.3), it follows that
Collecting all the above estimates, we deduce that
Hence, for p ≥ 2, we have
To estimate the stochastic integral term in (4.20), we will use the following remarkable result from [3] and [7] that there exists a universal constant C such that, for any p ≥ 2 and for any continuous martingale
where M * t = sup s∈[0,t] |M s |. Using (4.21), we get Applying Gronwall inequality to (4.24), it yields
Taking p = 1 ε in (4.25) and using Chebyshev inequality, it follows that
Letting M → ∞ on both side of the above inequality, we obtain the desired result.
Since
Let u ε n be the solution of (4.12) with the initial value f n . From the proof process of Lemma 4.1, it is easily to deduce that
Let v ε n be the solution of (4.17) with the initial value f n . We have the following result. Under Hypotheses H1 and H2, for any n ∈ Z + , we have
By Hypothesis H2 and (4.21), we deduce that
By Gronwall inequality, we get
The rest of the proof is the same as Lemma 4.1, we omit it.
Remark 2. To obtain the estimation of v ε n (t) 2 H 1 , the Hypothesis H2 is necessary, since there is no Stokes operator in (4.17).
Proof of (4.18) under a stronger condition
As stated in Theorem 4.1, we firstly prove (4.18) holds under a stronger conditions on the initial value f . The proof of (4.18) is quite involved, because the coefficients of (4.12) are neither monotone nor locally monotone. Inspired by [16] , we introduce the heat kernel to smooth the operator A.
Let P r , r > 0 denote the semigroup on H generated by the Laplacian on T d . Recall that
where P r (x, z) stands for the heat kernel, x, z ∈ T d . Referring to (4.3) in [16] , the following property
where P r (A(u))(x) = (P r (A i j (u))(x)) d i, j=1 .
Note that there exists a constant C, independent of r, such that
Employing the operator P r , the equation (4.12) is changed to be 
Now, we devote to giving the proof of (4.18) under a stronger condition on the initial value f . We split it into several lemmas. Firstly, we aim to prove the following result. Let u r,ε n be the solution of (5.31) with the initial value f replaced by f n . We claim that By integration by parts, Hypothesis H1, (5.28) and Young's inequality, it follows that u r,ε (s) − u r,ε n (s), div(A r (u r,ε (s))∇u r,ε (s) − A r (u r,ε n (s))∇u r,ε n (s)) = − ∇(u r,ε (s) − u r,ε n (s)), A r (u r,ε (s))∇u r,ε (s) − A r (u r,ε n (s))∇u r,ε n (s) = − ∇(u r,ε (s) − u r,ε n (s)), A r (u r,ε n (s))∇(u r,ε (s) − u r,ε n (s)) − ∇(u r,ε (s) − u r,ε n (s)), (A r (u r,ε (s)) − A r (u r,ε n (s)))∇u r,ε (s) ≤ −̺ u r,ε (s) − u r,ε n (s) 2 
With the help of (4.21), we get Applying Gronwall inequality, we get Fix M, and taking p = 2 ε to get sup 0<ε≤1 ε log P sup
By Lemma 5.1, for any R > 0, there exists a constant M such that for any ε ∈ (0, 1] and r > 0, the following inequality holds,
For such a M, by (5.35) and (5.43), there exists a positive integer N, such that for any n ≥ N,
Putting (5.44) and (5.45) together, one sees that there exists a positive integer N, such that for any n ≥ N, ε ∈ (0, 1] and r > 0,
Since R is arbitrary, the lemma follows.
Using similar argument as Lemma 3.4 in [18] , we have the following result for the difference v ε (·) − v ε n (·), where v ε n is the solution of (4.17) with the initial value f n . Then we have
Applying Itô formula to u r,ε
By integration by parts, Hypothesis H1 and Young's inequality, we get (1 + u r,ε n (s) 2 H )ds.
By integration by parts, Hypothesis H1, (5.28) and Young's inequality, it follows that
Collecting all the previous estimates, we deduce that
Using Gronwall's inequality, we get
Thus, for any R > 0, there exists a ε 0 such that for any ε satisfying 0 < ε ≤ ε 0 ,
Putting (5.50)-(5.52) together, we see that there exists a constant ε 0 such that for any ε ∈ (0, ε 0 ], r > 0 and n ≥ 1,
Since R is arbitrary, the proof is completed.
Under Hypotheses H1 and H3, we have that for any δ > 0,
Proof. From (4.12) and (5.31), we deduce that
Applying Itô formula to u ε (t) − u r,ε (t) 2 H , one obtains that 
By integration by parts, Hypothesis H1 and Young's inequality, we have
By integration by parts, we deduce that
For L 2,1 (t), by Young's inequality, we reach that
Utilizing the contraction property of the semigroup P r , Cauchy-Schwarz inequality and Young's inequality, we get
Combing (5.54)-(5.56), it follows that
Moreover, by Hypothesis H1, we obtain
Combing all the previous estimates, we deduce that
By using Gronwall inequality, we get
Using the similar arguments as (4.22), we deduce that
Applying Gronwall inequality, we obtain
Let p = 2 ε in (5.57) to obtain We complete the proof. Now, we can conclude the following result. 
From Lemma 5.4, for such r 0 and N 0 , there exists ε 0 such that for any ε ∈ (0, ε 0 ],
Thus, combing all the previous estimates and by (5. 62), we have that for any ε ∈ (0, ε 0 ],
Since R is arbitrary, we conclude that
which implies (4.18) holds.
6 Proof of (4.18) without the stronger condition
In this part, we devote to relaxing the condition imposed on the initial value f . It reads as follows. Before giving the proof of Proposition 6.1, we firstly establish a lemma.
For any initial value f ∈ L p (T d ) for all p ∈ [1, ∞), we denote by u ε the solution of (4.12) with respect to the initial value f and diffusion coefficient σ satisfying Hypotheses H1-H3. Proof. The proof is based on a suitable approximation of L 1 norm. Let 1 > a 1 > a 2 > · · · > a m > · · · > 0 be a fixed sequence of decreasing positive numbers such that Taking into account (6.63) and (6.65), it follows that
Letting m → ∞, utilizing dominated convergence theorem and by (6.69), we deduce that for any 0 < ε ≤ 1,
Thus, we obtain the desired result. Now, we are in a position to give the proof of Proposition 6.1. Proof of Proposition 6.1.
With the help of Lemma 6.1, by (6.63)-(6.66) and utilizing Vitali's convergence theorem, we deduce that Finally, with the help of (6.83), (6.85) and (6.86), we complete the proof.
