We consider the weakly coupled φ 4 theory on Z 4 , in a weak magnetic field h, and at the chemical potential νc for which the theory is critical if h = 0. We prove that, as h ց 0, the magnetization of the model behaves as (h log h −1 ) 1 3 , and so exhibits a logarithmic correction to mean field scaling behavior. This result is well known to physicists, but had never been proven rigorously. Our proof uses the classic construction of the critical theory by Gawedzki and Kupiainen [GK85], and a cluster expansion with large blocks.
Introduction
In this paper, we study the magnetization of the weakly coupled φ 4 theory in dimension 4, which is defined by m(h) = lim For g 0 > 0 small, if the limit is taken over large tori Λ 0 = Z 4 /L N Z 4 with L ∈ N fixed large, N → ∞, and with ∆ the Laplacian with periodic boundary conditions, the measure of the above integral was first analyzed at h = 0 in the famous papers [GK85, FMRS87] . It was proven there that there is a value ν c = ν c (g 0 ) < 0 of the chemical potential for which the model is critical, that is, displays long range correlations. The core of their proof is a rigorous implementation of the renormalization group (RG), and uses the asymptotic freedom of the RG flow. It is of special interest in physics to understand the behavior of thermodynamic quantities as such critical points are approached. In dimensions d > 4, it can be proven that this behavior follows the predictions of mean field theory, see e.g. [Aiz82, FFS13] . In d = 4, when approaching the critical point from the high temperature phase, because of asymptotic freedom, one expects logarithmic corrections to the mean field behavior, but proofs are much harder than in d > 4. For the magnetization, with ν c as constructed in [GK85, FMRS87] , physicists have conjectured m(h) ∼ 3h log h as opposed to the mean field prediction m(h) ∼ h 1 3 . For the magnetic susceptibility and the correlation length, a proof 1 of logarithmic corrections was first given in [Har87] , [HT87] . They study the off-critical flow first by comparison with the critical construction of [GK85] , until the two flows differ sufficiently to view the effective model as the perturbation of a massive Gaussian model. They then adapt the arguments of [GK85] to massive RG flows to finish the construction. More recently, this result was extended to the multi-component φ 4 model [BBS14] and to the weakly self avoiding random walk [BBS15] . All the results discussed above concern models that are symmetric under φ → −φ, while the introduction of the magnetic field h in (1.1) breaks this symmetry. From the RG point of view, the broken symmetry introduces two additional relevant coupling constants whose flow would have to be controlled, and even though the analysis could certainly proceed along the same general lines as in the symmetric case, this adds an additional layer of technical complexity to an already complicated argument, and it is probably for this reason that logarithmic corrections to the magnetization, despite featuring prominently in physics textbook discussions of phase transitions, have never been proven mathematically. The only rigorous result on this question, the bound c h 1 3 ≤ m(h) ≤ C h 1 3 log h −1 , was established in [AF86] for the four dimensional Ising model without using the RG. In this paper, we will show that (1.2) can be obtained without running into the technical difficulties just mentioned. Indeed, we will argue that the critical construction of [GK85] is already powerful enough to generate an effective representation for m(h) that can be analyzed without any RG flow, but rather by a single cluster expansion with large blocks. This cluster expansion has a slightly different stability analysis than, and features certain scaling arguments similar to, a single RG step (in which a cluster expansion with unit size blocks is involved). We will prove the following theorem Theorem 1.1. Choose any δ > 0 small, and consider m(h) as in (1.1), with the limit taken over tori Λ 0 = Z 4 /L N Z 4 , L ∈ N odd fixed large, N → ∞, with ∆ the Laplacian
Let g 0 > 0 be small enough, depending on δ, and set ν c equal to the critical chemical potential constructed in [GK85] . Then, if h > 0 is small enough (depending on g 0 ), m(h) = 3h log h 1 Earlier rigorous results that indicate logarithmic corrections were obtained by more elegant methods in [AG83] where |E(h)| ≤ δ. Remark 1.2. Ideally, one would like to prove E(h) = o(1) as h ց 0. As we shall see, this would follow immediately from our argument if the results of [GK85] were formulated in a slightly stronger form. In fact, it is believable that a small improvement on [GK85] would give E(h) = O(1/ log log h −1 ), see Remark 6.3. Since our focus is on showing how the critical construction of [GK85] can be used as a black box to study critical exponents, we will not pursue any modifications of their argument, however. ⋄ Remark 1.3. The construction of [GK85] is particularly well suited to be used as the input of a single cluster expansion. While the more recent implementation of the renormalization group by Brydges and collaborators ([BY90, BDH95, BS15, AKM16]) has been developed in more detail and also been applied to critical phenomena of other interesting models (such as long range models below the critical dimension [BMS03, Sla18, LSW17] , or the dipole gas [DH00, Fal13] ), and while this method shares the intuitive inductive nature of the [GK85] argument and uses similar expansions, there are obstacles to using it as the basis of the current paper. In particular, the behavior of effective interactions at large fields is not tracked as precisely as in [GK85] , and currently our method relies on such precise large field bounds.
⋄
The plan of the paper is as follows. In section 2, we recall all results of [GK85] which will be used as an input for our argument, in particular, the effective representation for m(h) that follows from their argument. A rather detailed heuristic derivation of (1.4) based on this representation is given in section 3, which is the conceptual core of this paper, and serves as a guide for the following sections. In section 4, we set up a cluster expansion for the effective representation. Estimates on the expansion are proven in section 5, and they are used in section 6 to derive Theorem 1.1. Some technical lemmas are deferred to the appendix. Remark 1.4. Smallness conditions. This paper contains a number of conditions on various small and large parameters. These conditions will be emphasized by boldface equation numbers. We will implicitly assume any such condition in all arguments that follow after they have been stated. Clearly, it is important that all conditions can be met by choosing the basic parameters of the model. In the present remark, we give a summary on the order in which parameters are chosen, and the reader is invited to refer to it whenever necessary. The basic small parameter in Theorem 1.1 is δ > 0. There is also a condition L ≥ L 0 , with some absolute constant L 0 , for which the [GK85] construction works. We shall fix these two parameters first, and conditions on all other parameters will depend on them. Our proof will be based on a cluster expansion, involving a scale parameter L, and relies on the polymer gas representation of [GK85] , with scale parameter ℓ. The basic quantity that has to be chosen large enough, depending on δ, will be L ℓ . Depending on L ℓ , ℓ itself has to be chosen large enough. (In other words, x = L ℓ is chosen large depending on δ, ℓ is chosen large depending on x, and we then set L = x · ℓ).
After these choices have been made, there will be conditions c 1 ≥ c 1 (ℓ) and c 2 ≥ c 2 (c 1 ) on two constants in technical bounds, and finally conditions 0 < g 0 < g 0 (c 2 ) and 0 < h < h(g 0 ) on the coupling constant and the magnetic field. Depending on h and L, we will define a carefully chosen "magnetization scale" n, which is the scale at which we terminate the critical flow of [GK85] and perform our cluster expansion. We will also choose a (large) radius r of analyticity in the field ψ and a (small) radius ǫ of analyticity in ε, that arise in the bounds we prove on the cluster expansion.
Thermodynamic limit. Since the thermodynamic limit N → ∞ in (1.1) is performed before we consider h → 0, we will always work with N ≥ N (h) that is much larger than the magnetization scale (plus the scale of the cluster expansion). Our analysis will be uniform in N , as long as N ≥ N (h). The limit N → ∞ will be discussed only shortly at the end of section 6. From now until then, we shall regard N ≥ N (h) as fixed. The derivative ∂ ε in (1.1) is performed and evaluated at ε = 0 before the limit N → ∞. We could therefore always think of ε as being as small as we like, even depending on N , although we shall often be interested in analyticity properties of certain functions of ε, in which case we consider any |ε| ≤ ǫ, with ǫ the radius of analyticity mentioned above, which is chosen independent of N .
Notation. We shall later make use of the following two notations: First, we write a ≪ b to mean that b a can be made as big as we want, as long as the basic parameter L ℓ is chosen large enough. For example, ℓ ≫ 1. Second, for some given number a ∈ R, we shall write a to denote any number b such that | b a − 1| ≪ 1 (in other words, b equals a up to lower order corrections). For example, e g0 = 1 . We shall also use the notation n = {1, . . . , n} if n ∈ N.
Fonts. We warn the reader to carefully take note of different fonts used in equations, such as serif (x, A) versus sans serif (x, A), or greek (Λ, φ) versus upgreek (Λ, φ).
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The results of [GK85]
The main technical result of [GK85] concerns the effective action, defined by
Figure 1: Fine dots: The elements ξ ∈ Λ 0 . Large dots: The elements x ∈ Λ. Square: The block x centered at a large dot x. (L n = 9).
Here, φ : Z 4 /L N −n Z 4 =: Λ → R is called the block spin field, and
is the block spin operator. In its definition, we have associated to any point in Λ a cube
, where L n x is the equivalence class in Λ 0 of L n times any of the representatives of x in Z 4 , and are the equivalence
Note that the cubes x , x ∈ Λ are a partition of Λ 0 . We shall from now on view Λ as embedded in Λ 0 in this way, and write X = ∪ x∈X x for X ⊂ Λ. The integer n = 0, . . . , N is called the scale of the effective action. We shall need the effective action only at a specific scale that is chosen carefully, depending on the magnetic field h. Indeed, calling the expression in the square brackets of (1.1) M (h), it follows from (2.1) and (2.2) that
for any n. We shall choose n such that the effective magnetic field
is not too small, see later for precise conditions. We now explain some features of the representation of Z(φ) that is proven in [GK85] . Their argument implies bounds on the objects that are used in this representation, and these are stated in Theorem 2.1 below. Only the results summarized there will be used in the remaining sections. For more details, the reader is referred to the original paper. The measure x∈Λ δ φ x − (Cψ) x ξ∈Λ0 dψ ξ appearing in (2.1) is over a hyperplane of dimension |Λ 0 | − |Λ|, and in [GK85] , this plane is parametrized as ψ = Aφ + ψ ′ , where Aφ is a "background field" generated by the block spin field φ, and ψ ′ are fluctuating degrees of freedom that live in a linear space of dimension |Λ 0 | − |Λ|. The background field can be chosen completely explicitly in [GK85] , and is simply the minimizer of ξ∈Λ0 ψ ξ (−∆ψ) ξ with prescribed block averages φ. Thus, the background field is linear in φ, and it can be shown that the kernel A ξ,x is translation invariant (more precisely, A ξ+L n y,x+y = A ξ,x for all y), and satisfies the bound
and the important properties
The constant c A depends only on L.
The fluctuation field is treated by integrating out fluctuations on increasing length scales successively. The result may be written as a product of a Gaussian part, which has a natural expression directly in terms of the block spin field, and a non Gaussian part that is more naturally expressed in terms of the background field:
The quadratic formḠ −1 is a sum of three types of terms: First, a kernel obtained by explicit block spin transformations of the lattice Laplacian, times a "wave function renormalization constant" z (which is close to 1); second, a mass renormalization counterterm, parametrized by a constant ν, called the "chemical potential" (which is small and negative); and third, by contributions labeled "quadratic irrelevant" in the RG terminology. We will only need few details about these terms, which can be phrased in terms of the Fourier representation ofḠ −1 . Indeed,Ḡ −1 is translation invariant, and we may write it using the standard discrete Fourier transformḠ
We then have thatμ(p) ≈ z p 2 + ν as p → 0, and thatμ(p) is positive and bounded away from zero for p sufficiently far away from 0. The constants ν and z, as well as the "RG irrelevant quadratic" contributions toḠ −1 are constructed via a series of cluster expansions. See Theorem 2.1 for bounds on these numbers and objects. The non Gaussian part Z ≥4 (ψ) is also constructed via a series of cluster expansions. A representation that naturally emerges from such expansions is that of Z ≥4 (ψ) as a "polymer gas with large field sets". For this, let D ⊂ Λ be a "paved set", i.e. a union of cubes Here ℓ is a power of L (it can be chosen as large as we like if g 0 is small enough). D will serve as the set where the fields ψ are allowed to become large, see below for precise definitions. For each fixed D, Z ≥4 (ψ) enjoys a "polymer gas representation with large field set D". To define this notion, write
for the set of (unordered) partitions of X ⊂ Λ, of any length, into paved sets as above. In the following, we shall only encounter paved subsets of Λ, but will usually not emphasize this fact (for example, we will sloppily write X⊂Λ for the sum over paved subsets of Λ). For a fixed paved set D ⊂ Λ, we also write
where X = {∆ ∈ C, d(∆, X) ≤ 1} (by convention, ∅ = ∅). Then, a polymer gas with large field set D takes the general form
The functions g D (X; ψ| X ) are referred to as "activities". Expressions of this type are amenable to cluster and Mayer expansion arguments. The effective action Z ≥4 (ψ) constructed in [GK85] satisfies, for any fixed D, the following polymer gas representation with large field set D:
Here g is an "effective coupling constant" (which is small and positive), and the activities g D (X; ψ| X ) satisfy certain bounds, see Theorem 2.1 for details. We also used the notation
ξ∈Z for Z ⊂ Λ 0 . The above equality holds if ψ ∈ D(D, Λ) belongs to the set of fields small outside D. This set is defined as follows:
14)
where the set of small fields is (for X ⊂ Λ)
and D(φ) is the large field set defined by φ ∈ R Λ , namely the smallest paved D ⊂ Λ such that
The above definitions depend on constants c K = c K (L) and c 2 which are discussed in Theorem 2.1 below. Note that, by (2.16), the field ψ ξ = (Aφ) ξ is not allowed to become bigger than c 2 g
in the complement of the large field set D. In particular, the first factor in (2.13) is always bounded below by e The decay of Z ≥4 (ψ) for larger fields is not quartic, and is encoded in bounds on g D (X; ψ| X ).
Roughly speaking, g D (X; ψ| X ) decays as e
ξ at large fields, where c 1 is big (depending on ℓ), but small compared to c 2 , and we wrote |X| ℓ = number of blocks ∆ ⊂ X.
(2.17)
In addition to this decay, g D (X; ψ| X ) is small whenever X contains many blocks ∆, or if these blocks are far apart. Both can be expressed by saying that g D (X; ψ| X ) decays as e −cgL(X) , where c g depends only on L, and L(X) = length of shortest tree on the centers of ∆ ⊂ X. If
We can now state the result of [GK85] :
, and any choice of c 1 ≥ c 1 (ℓ), c 2 ≥ c 2 (c 1 ), if g 0 is small enough depending on these choices, the following holds: There exists a ν c = ν c (g 0 ) such that, for all n = 0, . . . , N , the effective action Z(φ) of (2.1) can be decomposed as in (2.8). Furthermore, 1. The quadratic formḠ −1 in that decomposition is defined via its Fourier transformμ(p) as in (2.9), andμ(p) is the restriction to Λ ⋆ of an entire periodic function on R 4 /2πZ 4 , and there exist constants c µ , c 
Here, z and ν are the effective wave function renormalization and chemical potential.
2. The function Z ≥4 (ψ) in the decomposition enjoys the representations (2.13), with g the effective coupling constant, and with activities satisfying the bounds
Further, if X = ∆ ∈ C is a cube, and D ∩ X = ∅, we have
3. The effective coupling constant, the effective chemical potential, and the wave function renormalization satisfy
The constants depend only on L.
Remark 2.2. The results of [GK85] are actually more detailed than what is stated in Theorem 2.1, since an inductive proof of Theorem 2.1 would probably not be possible without such details. We have given a condensed account and streamlined the notation to what we need for our current purposes. In particular:
1. Detailed momentum space formulas and bounds are available for the relevant, marginal, and for the irrelevant contributions to the quadratic part of the effective action. While they have to be treated separately in the inductive proof of [GK85] , we have here collected them into the single quadratic form (φ,Ḡ −1 φ). It is straightforward to deduce from [GK85] the properties ofμ(p) stated in Theorem 2.1, i.e. positivity for large enough momenta, and that the low momentum behavior is described by the relevant and marginal terms, up to irrelevant errors.
2. The set P D (X) of partitions over which we sum in the representation (2.13) is slightly different in [GK85] than here. Note that in our definition, a polymer X m has to contain all neighboring cubes of any cube ∆ ⊂ X m ∩ D; equivalently, X m ∩ D has to be a union of connected components of D, and X m must also contain all neighboring cubes of these connected components. By way of contrast, [GK85] only require that X m ∩ D is a union of connected components of D. Every partition in the [GK85] sense defines a partition in our sense (simply merge neighboring polymers if they touch the same connected component of D), and so their representation of Z ≥4 may be resummed to give our representation. It is easy to see that the resummed activities satisfy the same bounds as in [GK85] , modulo a change in the constants.
3. In [GK85] , a distinction is made for g D (X; ψ) (which is called g nD X (ψ) there) between the cases D ∩ X = ∅ (the small field activities) and D ∩ X = ∅ (the large field activities).
More details are needed for the small field case than what we discuss here, in particular, it is necessary for the terms contributing to g D (X; ψ) to be irrelevant in the RG sense. We will only need the bounds (2.21), (2.22), which are easy consequences of the detailed properties stated in [GK85] .
4. The domain K(X) of complex valued small fields, and therefore also D(D, X), can actually be chosen larger than is done in (2.15). In fact, in [GK85] , K(X) is defined in terms of bounds on the field ψ that are satisfied by any field of the form A(φ + φ ′ )| X , with φ, φ ′ as in (2.15), by way of the bound (2.5) on the kernel A and similar bounds on its discrete derivatives. In our argument, we will only ever encounter fields of the form A(φ + φ ′ )| X , and such details are not important for us.
⋄
Remark 2.3. It is also proven in [GK85] that the kernelsḠ −1 and A are the periodizations (with period L N ) of infinite volume kernels (N = ∞) satisfying the same bounds, and that, upon identifying the lattices Λ for different values of N in the natural way, the activitiesḡ(X) (for finite X) converge to limiting quantities, as N → ∞. The limiting quantities satisfy the same bounds, with large and small field domains defined in the same way as above, except that φ in (2.14) and (2.15) is required to have finite support. We will need this fact to prove convergence of the thermodynamic limit in (1.1).

Heuristic derivation of the logarithmic correction
We now give a heuristic derivation of (1.4). First, note that Theorem 2.1 suggests that
Indeed, the factor e −cgL(X) in the bound (2.21) is small (exponentially in ℓ) whenever X consists of more than one block ∆, so that g D (X; ψ) ≈ δ |X| ℓ ,1 should hold by (2.22), at least in the small field region where
it follows from these considerations that (3.1) should be accurate for all fields in the small field region (3.2). For the magnetization (2.3), using that x∈Λ φ x = ξ∈Λ0 (Aφ) ξ by (2.7), we conclude,
3.1 Shifting the field. We would like to view the above integral as approximately Gaussian, and for that reason need to center it around the maximum of the argument of the exponential, at ε = 0. Even though the Hessian of that argument is not negative definite (recall (2.20) and ν < 0), it turns out to be sufficient to look for the maximizer among constant fields φ x ≡φ. Since Aφ =φ by (2.6),φ has to minimizē
With this choice ofφ, upon translating fields in (3.4), we have
where
Note that (3.6) is only accurate 2 if the translation approximately preserves the small field region, that is, if
On the other hand, sinceḠ −1 ≥ ν = − const g, G −1 will be positive definite (see the Appendix for a proof), and could thus serve as the covariance of a Gaussian measure, as soon as |φ| ≫ 1, (3.10) since this implies 3gφ 2 ≫ |ν|. As can be seen from (3.5), the above conditions onφ can be achieved by choosing an appropriately large n, depending on h. Indeed if g is large, we conclude from (3.5) thatφ
and so, using (2.23) and n ≫ g
is essentially equivalent to
where x ′ , x ′′ ≫ 1 can be chosen independently of h. Note that we then have
and so the first term in (3.6) looks exactly like what we want, i.e. like (1.4). 3.2 Perturbation theory for the remainder. To complete the heuristics, we need to argue that the second term in (3.6) is actually smaller than the first, for some choice of n in the region (3.12). We shall attempt to do so by regarding it as a perturbation of a Gaussian measure. After diagonalizing the quadratic form (φ,
with µ the standard Gaussian measure on R Λ and
A rather rigorous way to get an understanding of (3.14), which contains in particular second order perturbation theory and gives the opportunity to discuss some essential stability aspects of that integral, is to study the following quantities, and their derivatives at ε = 0:
Here, for some large, fixed L ∈ ℓ · N, Λ = LZ 4 /L N −n Z 4 , which we regard as a subset of Λ, and x ⊂ Λ (resp.
are integrals of a fixed dimension, as opposed to the integral in M ′ (h), whose dimension grows in the thermodynamic limit. Note also that B( x , y ) is one of two identical terms that appear when expressing
using the Taylor formula. Quantities like B( x ) and B( x , y ) appear in versions (see, e.g., [Loh15] ) of a cluster expansion for M ′ (h), using blocks of size L 4 , and one expects
(for any x, by translation invariance).
Block spin variables.
To analyze B( x ) and B( x , y ), we will need to use a version of block spin coordinates local to each of the blocks x , y , and we describe these variables first.
We enumerate the L 4 points in each block x arbitrarily, so that x = {x x,1 , . . . , x x,L 4 }. Block spin coordinates are then defined bẏ
We shall always think of φ andφ as functions of each other, even if this is not obvious from the notation. We make the following observations:
In particular, if we define
we have that
is bounded uniformly in L 4 , as long as α < 1 2 . 2. We note that
3. We have
3.4 Activity on a single block. We now analyze B( x ). It will turn out to be sufficient to use crude bounds on zeroth order perturbation theory, that is, on
We would like to use a quadratic lower bound on V ε (x) to estimate the remainder integral by a Gaussian-type one, which would be easy to evaluate. There is, of course, a two parameter family of quadratic lower bounds on V ε (x), but here we will base our analysis on
which holds whenever x ∈ R and ǫ ≪ gφ 2 r , r ≪φ (3.31) (We remind the reader of the notation described in Remark 1.4). The proof of (3.30) basic. Next, we need to understand whether the bound
is, at all, integrable with respect to the standard Gaussian. For this, note that, by the Schur bound on the spectral radius, for any two sets X, X ′ ⊂ Λ and any φ with support in X ′ ,
In the Appendix, we will prove 1. The bound
This is an immediate consequence of the pointwise boundedness of Γ and the exponential decay of A (see (2.5)), but it does not rely on the decay of Γ and is therefore not uniform in |X|, |X ′ |.
The somewhat subtle bound
which holds under the condition
This bound relies on the momentum space regularity of Γ (see (2.20)), and thus uses the decay of Γ. Indeed, (3gφ 2 ) −1 is essentially the zero momentum value of AΓ(AΓ) 
for some numerical constant, and whenever |ε| ≤ ǫ. This bound says that B( x ) ≈ 1 (i.e. zeroth order perturbation theory) is accurate for block sizes that are small enough so that, in addition to (3.38),
and
3.5 Activity on two blocks. We now proceed to bound B( x , y ). Inserting (3.25) into (3.17), and performing the derivative using the Cauchy formula and (3.24), we get
Clearly, A ≤ const, with a constant depending only on L. We have
and we set r ξ = 0 if ξ ∈ ⊡ y . Using again the Gaussian bound (3.30), the Schur bound (3.33), and AΓ
for any s ∈ [0, 1] and r ∞ ≤ r. We could use (3.35) to conclude that this gives an integrable bound for the integrand in (3.42), but this would require a condition on L that is 4 times stronger than the condition (3.38) for the single block integral. Instead, we shall take the opportunity to use a bound that is uniform in the number of blocks, and thus will also work for any term in the cluster expansion. Indeed, by (3.36),
We make the important observation
and conclude from it that
which holds under the conditions (3.31), (3.37) and (3.40).
3.6 Heuristics for the remainder. The bounds derived in the previous two paragraphs can now be used to discuss heuristics for the remainder term M ′ (h) of the magnetization, see (3.14). One expects M ′ (h) to be approximately given by (3.18), and we now bound the two terms on the right hand side of this equation, and compare the bounds with the leading contribution to M (h), namely L −nφ . For the first, by the bound on the activity on a single block, and analyticity in ε,
For the second term, we first bound
We have
with an L dependent constant and (we give a symmetric definition for later use)
We will prove in the Appendix that, under the condition (3.37),
We shall now impose the condition
We shall later see that this condition implies convergence of the cluster expansion. It is crucial to note that it works in the opposite way to all conditions previously imposed, most prominently (3.40), which required L and r to be not too large. We will shortly check that all conditions can actually be satisfied. Assuming that this is the case, by analyticity in ε, we get the bound
We conclude
and this will be smaller than the leading contribution L −nφ if
Again, this condition works in the opposite direction as the ones of the previous paragraphs, most prominently (3.40).
3.7 Choice of parameters. We now show that the various conditions we needed to derive the previous bounds are consistent. We start by discussing (3.57) and the second conditions in (3.31) and (3.40). All three of them can be satisfied by choosing
which is possible whenever
This important conclusion has to be contrasted with (3.9): While the latter demands that the "magnetization scale" n at which we stop the symmetric flow of [GK85] be small enough so that the minimizerφ of the effective potential still belongs to the small field region, the former demands that the minimizer should be a large field (though not quite as large as c 2 g
) at the scale n + log L L of the cluster expansion. The conditions (3.37), (3.38) and the second condition in (3.41) all restrict the size of L to be not too large. Indeed, the latter is the strongest and is equivalent to
Together with (3.62), they therefore give a lower bound on allowed choices for n, which complements the upper bound that follows from (3.9). More precisely, (3.62) and (3.63) can be satisfied by choosing 
(with x ′ , x ′′ ≫ 1) on the magnetization scale, and any choice of n, L and r compatible with (3.66), (3.64) and (3.61) will allow for the heuristics to be made rigorous. Finally, the bound on the remainder term M ′ (h) for the magnetization depends on the choice of the analyticity radius ǫ. This choice is restricted by the first conditions of (3.31), (3.40) and (3.41), and by (3.60). All these are satisfied if
} holds for any choice of n, L, r made as above. Optimal choices of the parameters ǫ, r, L and n allowed by the above discussion (namely, ǫ as big as possible, r as small as possible, L ∼ (gφ 2 )
with a constant that only depends on the constants implied in the ≪ symbols of the bounds (3.61), (3.64), (3.66) and (3.67). The bound (3.68) isolates the leading contribution to the magnetization and, together with (3.11) and (3.13), concludes our heuristics.
In the rigorous argument of sections 4 and 5, there will be an additional constraint on L that is much stronger than the upper bound of (3.64), and keeps us from optimizing parameters as just explained. Instead of the factor const g 1 16 , we will only be able to achieve a constant δ that can be chosen as small as we like, as long as g and h are small enough. This implies Theorem 1.1. Note that any factor const g δ with δ > 0 would imply stronger asymptotics of the kind discussed in Remark 1.2.
The cluster expansion for the magnetization
We now turn to a rigorous analysis of (2.3), using the representation of Theorem 2.1. We notice that (2.3), (2.8), a translation by the constant fieldφ, and a scaling of the translated field, like in section 3, imply
4.1 A polymer system representation Our first step towards an analysis of M ′ (h) is to write Z of (4.2) as the integral of a polymer system, with polymers of scale ℓ, using the representations for Z ≥4 of (2.13). This is done in the Proposition below. In its statement, we use the following objects: We define
We shall also sometimes write A(φ, φ ′ ) := (Aφ, Aφ ′ ). Whenever ψ is specified, we will refer to its two components by ψ, ψ ′ (instead of something like ψ 1 , ψ 2 ), and write
Here,
Note that Ψ(X, φ) depends only on φ x for x ∈ X. It is clear that
Proposition 4.1. We have
depends only on ψ ξ , φ x for ξ ∈ X , x ∈ X. g(X, ψ; φ) is smooth in ψ and analytic in ψ ′ if ψ ∈ Ψ(X, φ), and in this domain we have ∂ ψ ξ g(X, ψ; φ) = ∂ ψ ′ ξ g(X, ψ; φ) and similarly for higher derivatives.
Proof. We need to show that, with g(X; ψ; φ) defined as in (4.11), we have
for any fixed φ. Since
this is equivalent to
, and therefore R(φ| Xm ) = R(φ| Xm ) ∩ X m = D ∩ X m , and δ 2 (φ, {X m } n 1 ) = 1 on the support of δ 1 . By the analytic continuation property of g D (see (2.19)), which is applicable by (4.8), we conclude that the right hand side of (4.14) equals
by (2.13), as was to be shown.
Remark 4.2. While g(X; ψ; φ) is defined for all ψ ∈ Ψ(X), it is set equal to a trivial zero unless (ψ + ψ ′ )| X +φ ∈ D(R(φ| X ), X). In (4.10), as well as in various quantities appearing in the cluster expansion of Proposition 4.3 below, expressions like g(X; (AΓφ| X , 0); φ| X ) appear, and one might wonder whether these are ever evaluated to such trivial values of g(X; ψ; φ). It is a somewhat subtle point that, while checking whether AΓφ| X +φ ∈ D(R(φ| X ), X) requires the knowledge of φ x also for x ∈ X c , for products over a partition such as in (4.10), it is sufficient for each factor g(X m ; ψ; φ) to check a local condition such as X ⊃ R(φ| X ). According to (4.8), this will ensure that g(X; ψ; φ) will never be evaluated trivially as long as it appears in such a product over a partition. Philosophically speaking, this is similar as in a social contract where nobody needs to defend themselves against others because everybody agreed to restrain their own violent tendencies: As long as every activity g(X; (AΓφ| X , 0); φ| X ) checks the local condition that any point x ∈ X at which φ x is large is, in fact, contained deep inside X (namely, X ⊃ R(φ| X )), none of these factors needs to check the size of φ x for x ∈ X (a non-local condition), since if φ x was large at a point close to X, X would have to overlap with the polymer containing this point, which is a contradiction. This ensures that polymer system representations with large field conditions, such as (2.13), still "factorize", i.e. can be written as polymer systems with large field conditions checked locally. ⋄ 4.2 Cluster and Mayer expansion for Z Our next step is to use a cluster expansion that writes Z of (4.10) as a polymer system with blocks of size L 4 , and to compute the logarithm of this polymer system via the Mayer expansion, if the expansion converges. More precisely, defining the set of partitions (polymers) of X ⊂ Λ as
we have the following Proposition. with the localized activities
(s m ) x = min{s e , e ∈ the T path from m to m ′ , where x ∈ X m ′ } (4.23) and the reblocked activities
g(X; ψ; φ) depends only on ψ ξ , φ x for ξ ∈ ⊡ X , x ∈ X , and satisfies ∂ ψ ξ g(X; ψ; φ) = ∂ ψ ′ ξ g(X; ψ; φ) and similarly for higher derivatives, whenever ψ ∈ Ψ( X , φ). Furthermore, we have
whenever ℜA({x}) > 0 for all x and the series converges absolutely. Here, the Ursell function
In the Proposition, we used the notion of a d-tree, which is a directed graph that becomes a tree when the orientation of the edges are disregarded. In other words, it is a tree together with an orientation of each edge.
Proof. The identity
follows immediately by decomposing the connectedness graph G( ({X m } n 1 )) of all terms on the left hand side into connected components. The claim that derivatives of g(X; ψ; φ) w.r.t. ψ equal those w.r.t. ψ ′ as long as ψ ∈ Ψ( X , φ) is inherited from the same property of g (see also Remark 4.2 for why this holds on all of Ψ( X , φ)). Even though g(X; ψ; φ) depends only on ψ ξ for ξ ∈ ⊡ X and φ x for x ∈ X , g(X; (AΓφ, ψ ′ ); φ) depends on all the φ x , and we localize this dependence using the BKAR interpolation formula [AR95] . For any fixed partition {X m } n 1 ∈ P(Λ), we have, by the BKAR formula (4.32)
By the chain rule, and noting, as in Remark 4.2, that we are allowed to use the property that derivatives of g w.r.t. ψ equal those w.r.t. ψ ′ , we get
(4.33)
Inserting, and factoring the sum over forests into a product of sums over trees, we deduce
Since the measure dµ(φ) is a product measure and the activities A(X; φ| X ) are localized, this immediately implies the cluster expansion (4.19). The Mayer expansion (4.26) follows from (4.19) by a standard argument similar to the above. See, e.g., [Sal99].
All activities are also functions of ε, but we will usually not display this dependence explicitly.
Bounds on the cluster expansion
In this section, we prove bounds on the cluster expansion described in Proposition 4.3. The activity A(X) is built by an integration, a localization, and a reblocking step, and we will establish a bound for each of these steps, using appropriate norms for the intermediate activities A(X; φ) and g(X; ψ; φ). We now first define the norms we need. We set
(2 e N ) |X|−1 sup
(2 e)
N and all parameters are still the same as in section 3, and we used
Also, we will separately need to study the activity A({x}) on a single point, which is just a complex number and the rigorous analog of the single point activity B( x ) of section 3.4. The choice of our norms is justified by the fact that, as we shall show, each of them can be controlled naturally in terms of the next one, and that the Mayer expansion satisfies the following well known bound, in terms of A :
Proposition 5.1. Let log Z be defined in terms of A(X) as in (4.26). Suppose that ℜA({x}) > 1 2 , and that A < min x |A({x})| in the norm defined above. Then, we have the bound
(5.9)
We include a proof of this standard result for the convenience of the reader.
Proof. It is a well-known property of the Ursell function that 
Consider the case n ≥ 2. Regard 1 as the root of T . We now describe a procedure that bounds Z(T ) by a product of identical quantities, each associated to a tree rooted at one of the neighbors of 1, and obtained by deleting the edges incident to 1. Deleting a root m will produce a factor 
we bound
with Z(T c ) defined just like Z(T ), but for the smaller tree T c , rooted at m c . We may thus proceed to remove roots inductively. Since the coordination number of m c in T c is one smaller than the coordination number in T , we produce in this way factors like (5.14), but without the factor 
and thus get choices for such coordination numbers. Thus
The bound on the n = 1 term is trivial. This implies the proposition.
5.1 Bound on the integration step. We start our analysis of the cluster expansion by bounding the integration step, which is extremely simple. Proof. This follows immediately from
5.2 Bound on the localization step. We now prove a bound on the localization step. As in (3.53) for the case of two blocks, the factors of Γ in (4.22) (and connectedness of trees) will be used to control the diameter of polymers, and as in (3.42), the derivatives in (4.22) will be used to control the number of blocks in each polymer. The derivatives will again be estimated using the Cauchy formula, but for large numbers of blocks, factorials will be produced, and we shall need the following combinatorial tool to control these factorials:
T m is the degree of m in T (i.e. number of adjacent edges of either orientation). The above bound follows from the same argument as the one after (5.20), and is well known.
Proposition 5.3. Let A be defined in terms of g as in (4.21). Then, we have the bound
where A is as in (3.44), Γ as in (3.54), and c loc depends only on L.
Proof. We order the sums in (4.21) as
Here, we have changed to use ordered partitions of X ⊂ Λ of length n (there are n! of them for each unordered one), the set of which we denote by P n (X). Our goal is to show that
for any n ≥ 2 and s as in (4.23), and that, for n = 1 and T = ∅ (the only tree on one vertex),
We can then invoke (5.23) to get the conclusion. We first prove (5.28). Since 
We will prove below that
where Γ x,y is as in (3.54) and
and we defined the factorials of incoming and outgoing local coordination numbers as
We then use the following Lemma, which is also proven below.
Lemma 5.4. Let n ≥ 1 and T be a d-tree on n. Let γ x,y and d x,y , x, y ∈ Λ, be nonnegative, and define d(x, X) = max y∈X d x,y . For numbers g(X), X ⊂ Λ, set Proof of (5.32). Let us denote the left hand side of (5.32) by S. We have 
To bound Φ, note that For g m , we use the Cauchy formula to bound
By (3.24), the field η satisfies |η x | ≤ 2r A −1 e c A 2 d( x, X ) for all x ∈ x and all x ∈ Λ, and thus Aη ∈ K r ( X ). Using these bounds with
The result now follows from AΓ(s m · φ)| ⊡ X ∈ Ψ( X , φ) (unless S = m g m = 0, as explained in Remark 4.2) and
which is proven in the same way as (3.48).
Proof of Lemma 5.4. Let S denote the left hand side of (5.37). By symmetry,
Regard 1 as the root of (the undirected version of) T . We now describe a procedure, similar to the one of the proof of Proposition 5.1, that bounds S by a product of almost identical quantities, each associated to a tree rooted at one of the neighbors of 1, and obtained by deleting the edges incident to 1. Deleting an edge produces a factor of γ · d , while deleting a root produces the factor d m c ) as N c (resp. N c ) . They form a partition of {2, . . . , n}. With these definitions, we have
and the factorials are given by
(The other factorials in S((X m ) m∈ Nc ; y c ), S((X m ) m∈ Nc ; x c ) have the same definitions as before, but restricted to the respective subtrees). We will show below that, for d ≥ 1,
We neglect the disjointness condition between sets X m in different connected components, and
and an identical definition for S N c . S Nc and S N c are very similar to the right hand side of (5.49), without the factor of n, and for smaller trees (i.e. the subtrees that arise from deleting the edges incident to 1), except that the factorial factors associated to the root m c or m c have changed, according to (5.54) or (5.55). But this change just compensates the fact that coordination number of the root in the subtree is one less than the coordination number in T itself (since the edge (1, m c ) or ( m c , 1) has been deleted). We can thus continue inductively to bound S Nc and S N c in the same way as above. Each edge deleted generates a factor of Proof of (5.56) and (5.57). (5.57) is a consequence of (5.56), and so we only prove the latter. We call its left hand side S and order the sum according to coinciding points x c :
as claimed.
Bound on the reblocking step.
We now analyze the reblocking step. We have the following Proposition:
Proposition 5.5. Let g be defined in terms of g as in (4.24). Then, if
we have the bounds
Proof. We prove only (5.64), as (5.63) is much simpler (see also Proposition 5.6 below). Any partition appearing (4.24) can be thought to consist of a collection of sets (X m ) with |X m | ℓ > 1 such that G( ((X m ))) is connected, and a number of blocks ∆ ∈ C that fill up ∪X m to become a set of the form X . Therefore, changing to ordered partitions and defining
where (X) = smallest set X with X ⊂ X , we have
with K = 2 e 3 N and
We used here that g(X m ; ψ; φ) = 0 implies ψ| Xm ∈ Ψ(X m , φ) for all m (see Remark 4.2), and that φ X ≥ φ X (see (3.21), (3.22) and (5.8)). Overcounting the filling cubes using the inclusion C((X m ) n 1 ) ⊂ ∪ m C(X m ), and discarding disjointness constraints and the explicit factor K −1 , may thus bound
This is essentially of the same form as (5.12) in the proof of the bound on the Mayer expansion, and we proceed as in that proof. We regard 1 as the root of T , denote its neighbors by
, which we regard as the roots of the subtrees T 1 , . . . , T d obtained by deleting edges incident to 1. Bounding
we get
with g(T c ) defined just like g(T ), but for the smaller tree T c , rooted at m c , and with an extra factor | (X mc )| −1 . Note that
by (5.62). Repeating the process and using a bound like (5.23), we get the claim of the Proposition.
5.4 Bound on the activity at a single point. Finally, we derive a bound on the activity A({x}) at a single point. By Proposition 4.3, it is given by
While the proofs of the previous Propositions in principle provide upper bounds on this quantity, we will need a more precise analysis which is suitable to also study log A({x}) and A({x}) −1 , as needed in the Mayer expansion. We will achieve this by showing that A({x}) is close to the quantity B( x ), as was assumed in the heuristics.
Proposition 5.6. Let A({x}) be defined in terms of g as in (5.73). Then, we have the bound
Note that g also tests the size ofg on a single block, as opposed to g . Indeed, subtracting δ |X| ℓ =1 e − Vε from g corresponds to "first order perturbation theory", and while g is not small on a single block,g will be.
Proof. Since
for X any paved set, we have
(X m ; ψ; φ) (5.78) and thus
(5.79)
We bound
Similarly to the argument in section (3.4), under the condition (3.38), we have
for all X ⊂ x , and so, with B n the number of partitions of a set of size n,
since B n ≤ n!. This proves the Proposition.
Proof of the main theorem
In the previous section, we established abstract bounds on the cluster expansion. For them to be useful for our goal, we need to estimate the output of [GK85] in the norms in which these bounds are formulated. We will see that, if all parameters are chosen appropriately, we can prove estimates that imply Theorem 1.1 via the machinery of section 5.
6.1 The result of [GK85] as an input for the cluster expansion. We now prove bounds on g of (5.5), g ∆ of (5.6), and g of (5.76), with g defined in terms of the output of [GK85] as in (4.11).
We start with the following Lemma, which is the essential estimate we need:
Lemma 6.1. Let g be defined as in (4.11), where g D is as in Theorem 2.1. Define Remember that ℓ will be chosen large enough, depending on L ℓ , and so we may regard L as a fixed constant in this proof. We have
where V ε (x) is as in (3.8) and
Note that we have chosen the weight e − gφ 2 ψ 2 L 2 ( X ) in the norms so as to exactly compensate the basic stability bound (3.30) on V ε :
for any ψ, ψ ′ of the above form. For such fields, by (2.21) and (3.9), (6.4), (6.5), (6.6), we also have
with C ≪ √ c 1 . To compensate for the factor c 1 |R| ℓ , note that, by a simple modification of (10.48) in [GK85] , under the assumption (3.9), we have
for any φ with D(2φ +φ) = R, with a constant that depends only on ℓ. Therefore, if R = D(2Γ(φ| X ) +φ),
We have the following, less subtle version of (3.36) (see the Appendix): Under the assumption (3.37),
with a constant that depends only on L. Therefore, by (6.7),
Since we assumed c 2 ≥ c 2 (c 1 ), the first assertion of the Lemma follows immediately. We now turn to the bound oñ
In the supremum over φ ∈ R Λ , we need to distinguish the cases R(φ| ∆ ) = ∅ and R(φ| ∆ ) = ∅. In the latter case, we have g(∆; ψ; φ) = 0 (since R(φ) ⊂ ∆ cannot hold), and so we need to show that
This is follows in the same was as (6.2). In the former case, if R(φ| ∆ ) = ∅, and ψ ∈ Ψ(∆, φ), we haveg
Therefore, using (2.22) and the basic stability bound (3.30) as before, Note that the norms g , g ∆ and g can be expressed in terms of g(X) of the Lemma as follows
(2 e) |X| ℓ −1 g(X) (6.21)
We now use the Lemma to derive bounds on the norms of g andg.
Proposition 6.2. Assume (3.31), (3.9) and (3.40). Then Proof. The bound on g ∆ follows immediately from (3.40) and Lemma 6.1. For the second bound, using that L(X) ≥ ℓ (|X| ℓ − 1) we get This proves the Lemma.
6.2 The choice of parameters. The construction of log Z in Proposition 4.3, and the norms used in section 5 to control it, depend on parameters L as well as ǫ and r. We shall now describe the conditions on these parameters that are needed to ensure that the construction produces an error M ′ (h) (cf. (4.2)) to the magnetization that is smaller than the main term L −nφ . We will then make a choice for the parameters which satisfies all conditions, as long as the scale ℓ of the cluster expansion of Theorem 2.1 is large enough, and the magnetization scale n at which we apply Theorem 2.1 is chosen appropriately. (Obviously the initial coupling constant g 0 also has to be small enough for Theorem 2.1 to hold). Increasing L, ℓ improves the size of the error M ′ (h) (at the expense of stronger smallness conditions on g 0 , h), and we shall put all pieces together in the proof of Theorem 1.1 and show that the relative error can be made smaller than any δ > 0. The bound (5.9) on the Mayer expansion, together with the Cauchy formula, imply that
and ǫ ≫ (L 4φ ) −1 , which is the same condition as (3.60). These bounds could be established by our machinery if 1. All assumptions that were used in the proofs of the Propositions of section 5 hold. More precisely, we assumed (3.37) in the proof of Proposition 5.3 (which contributes to the bound on A), and (3.38) in the proof of Proposition 5.6 (which contributes to the bound on |A({x}) − 1|).
2. All assumptions that were used in the proof of Proposition 6.2 hold. More precisely, we assumed the basic small field condition (3.9) forφ, the basic stability condition (3.31), and the conditions (3.40), (3.57).
3. The series (5.9), (5.24), (5.64), (6.26) that are the output of these Propositions are bounded uniformly in the volume. These estimates contribute to our final bound on A . More precisely, (a) Whenever ℓ is large enough, (6.26) proves that g is small, depending on ℓ.
4 g , and that g is order 1. There is an important difference 5 between the discussion above and the analogous discussion for the conditions on parameters in the heuristic section 3.7. Namely, by points 3(a) and 3(b), and also by point 4(a), ℓ has to be chosen large, depending on L ℓ , and since the smallness condition on g in Theorem 2.1 depends on ℓ, in particular, L cannot be chosen g dependent (in contrast to (3.64) ). This puts stronger limits the possible choices of ǫ, r and the magnetization scale n than what was discussed in section 3.7. Most prominently, the conditionsφ ≪ g − 1 4 ≪ Lφ (see (3.9) and (3.62)) now restrict our choice of the magnetization scale to
which is to be compared to (3.66).
Despite the limited freedom to choose the parameters, there is sufficient flexibility to obtain a bound on M ′ (h) that is smaller than any δ > 0 relative to the leading contribution L −nφ to the magnetization. We shall show in the next paragraph that, for given δ, the following choice proves Theorem 1.1:
Note that, with our choice of n,φ ≤ const δ g
, with a constant that depends only on L. It is easy to check the above choices fulfill all conditions listed in points 1 − 4 above, if δ is small enough, and g 0 and h are small enough depending on δ.
Remark 6.3. The parameter ℓ is used in Theorem 2.1 to encode the smallness of activitiesḡ(X) on large polymers X (which essentially comes from perturbative arguments), as well as the size of the small field region (2.15), via the constant c 2 = c 2 (ℓ). In Balaban's approach to the renormalization group (see, e.g. [Bal83, Dim13, BFKT10] ), it is, in fact, shown that activities decay as g ǫ|X| , and analyticity can be controlled in small field regions of the size g − 1 4 −ǫ , for some small ǫ (say, ǫ = 1 100 ). That is, it may be conjectured that the arguments of this paper also hold for a choice ℓ = g −ǫ , if ǫ is small enough (but independent of the initial coupling g 0 ). If this was the case, we could also choose δ = g ǫ , and Theorem 1.1 would, in fact, isolate exactly the leading term in the critical asymptotics of the magnetization (cf. Remark 1.2). Unfortunately (or, in the grand scheme of things, perhaps fortunately), the critical point of φ 4 4 has not been constructed by Balaban's method. We therefore restrict ourselves to finding the leading critical behavior of m(h) only within an arbitrarily small error δ. ⋄ 5 Another relevant difference is that, by 3(c), the size of A does not only depend on (L 2 r g 1 2φ) −1 (which we were able to make g dependent in the heuristics), but also on ℓ, which is independent of g.
6.3 Proof of the main theorem. Fix L, assume that δ > 0 is small, that ℓ is chosen as in (6.35), and that g 0 is small, depending on ℓ, so that the conditions of Theorem 2.1 are satisfied. For any small enough h > 0, define n as in (6.35), and apply Theorem 2.1 at this scale. It is easy to see, using (2.23), that the minimizerφ of (3.5) is unique, and that it satisfies φ ≤ const δ g 
, where log Z is given by the Mayer expansion (4.26), as long as this expansion converges. We will presently check that, indeed, the Mayer expansion for log Z(ε) converges for all |ε| ≤ ǫ, with ǫ as in (6.35), and that | log Z(ε)| ≤ 
, and thus
by (3.13), we conclude , and g , g ≤ o(1) (we write o(1) to mean "as small as we like, if δ > 0 is small enough"). Therefore, Propositions 5.6 and 5.5 are applicable, and, by (6.35), we get
By the first bound, and (3.39), we get |A({x}) − 1| = o(1), and therefore also log A({x}) = o(1), |A({x})| −1 = 1 + o(1). By the other two bounds, Proposition 5.3 is applicable, and we get, by (6.35)
(6.39) By Proposition 5.22, also A ≤ o(1). Thus, Proposition 5.1 can be applied, and the Mayer expansion converges and | log Z| ≤ |Λ| · o(1). All this holds uniformly in |ε| ≤ ǫ. As soon as δ > 0 is small enough, we conclude the claim | log Z| ≤ 1 2 |Λ| and with it (6.37). To finish the proof of the Theorem, we need to show that (6.37) carries over to the thermodynamic limit. We give a sketch of the argument, similar to the sketch discussed in section 12 of [GK85] . Indeed, the discussion given there implies that: The coupling constants g, ν, z of (2.23) have an infinite volume limit; The kernelsḠ, A are the periodizations of infinite volume kernels satisfying the same estimates; and the activities g D converge in the following sense. Identify Λ 0 with a block of size L 4N in Z 4 , so that sets with different values of N are nested consistently. For finite sets X, D ⊂ Z 4 , define the domains K(X), D(D, X) as before, but with fields φ ∈ C Z 4 (resp. R Z 4 ) with finite support, and with the infinite volume kernel A instead of the periodized one. For fixed, finite X ⊂ Z 4 , if N is large enough so that X can be identified with a subset of Λ 0 , these domains are included in the finite volume domains (modulo a change of constants that becomes negligible as N → ∞), and thus the activities g D (X) define analytic functions on these domains. [GK85] argue inductively that these analytic functions converge almost uniformly as N → ∞. Our activities A(X) can be expressed in terms of g D (X), D ⊂ X ⊂ X , through finite sums and derivatives, and therefore, they, too, define analytic functions on the infinite volume domains which converge almost uniformly. By dominated convergence, therefore also the numbers A(X) converge in the thermodynamic limit, for any finite X. Since the Mayer expansion converges absolutely, uniformly in N , M ′ (h) = M ′ (h, N ) converges as N → ∞. Since the minimizerφ defined in (3.5) obviously also converges when g, ν do (and n is independent of N ), the finite volume magnetization M (h) = M (h, N ) converges, and the limit m(h) satisfies the bound (1.4). This proves the Theorem.
A Estimates for the covariance
In this Appendix, we prove the bounds (3.35), (3.36), (3.55), and (6.15). The operators appearing in these bound implicitly depend on the volume L 4N , but, as noted in Remark 2.3, they are simply the periodizations of the N = ∞ operators. It is easy to see that the finite N inequalities (3.35), (3.36), (3.55) are a consequence of the same inequalities at N = ∞, whenever N is large enough (possibly depending on h). We will thus focus our attention on the case N = ∞ (which has the slight advantage that we can use the usual Fourier transform, as opposed to the discrete one). Our bounds are based on the following Lemma, in which we abbreviate m 2 = 3gφ 2 + ν, where ν is as in Theorem 2.1. Note that, since we assume 1 ≪φ ≪ g and thus |Γ ′ j (q)| ≤ const, for a j independent constant. Also, all derivatives ofΓ ′ j are bounded by j independent constants. If j = J, since e 2J m 2 = O(1), this even holds for |q| 2 ≤ e. It is standard to conclude from these properties ofΓ claim (i) of the Lemma. Indeed, let χ j , j = 0, . . . , J, be a smooth partition of unity on {|p| ∞ ≤ π} such that supp χ j ⊂ {e −j−1 ≤ |p| 2 ≤ e −j+1 } for j < J and supp χ J ⊂ {|p| 2 ≤ e −J+1 }, and such that χ ′ j (q) := χ j (e j p) and all its derivatives are bounded by j independent constants. Defining 12 m log m −1 ≪ 1, which is (3.37). Finally, (3.36) is a sharper version of (6.15), and so we will only prove the former. Set for all X, X ′ ⊂ Λ. In the same way as before, it is easy to see that .19) and so (3.36) will follow if we can prove AΓ 
