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Abstract
We propose a robust and efficient way of controlling the optical spectra of two-
dimensional materials and van der Waals heterostructures by quantum cavity embed-
ding. The cavity light-matter coupling leads to the formation of exciton-polaritons,
a superposition of photons and excitons. Our first principles study demonstrates a
reordering and mixing of bright and dark excitons spectral features and in the case of
a type II van-der-Waals heterostructure an inversion of intra and interlayer excitonic
resonances. We further show that the cavity light-matter coupling strongly depends on
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the dielectric environment and can be controlled by encapsulating the active 2D crystal
in another dielectric material. Our theoretical calculations are based on a newly de-
veloped non-perturbative many-body framework to solve the coupled electron-photon
Schro¨dinger equation in a quantum-electrodynamical extension of the Bethe-Salpeter
approach. This approach enables the ab-initio simulations of exciton-polariton states
and their dispersion from weak to strong cavity light-matter coupling regimes. Our
method is then extended to treat van der Waals heterostructures and encapsulated
2D materials using a simplified Mott-Wannier description of the excitons that can be
applied to very large systems beyond reach for fully ab-initio approaches.
Keywords: Exciton-polaritons, Quantum Cavity, QED, Transition Metal Dichalcogenides,
Bethe-Salpeter equation, First-principles.
Introduction Excitons dominate the optical properties of two-dimensional semiconduc-
tors. Single layers of Transition Metal Dichalcogenides (TMDs) have been under intense
investigation for their excitonic properties.1–3 Their weak electronic screening,4,5 a conse-
quence of the reduced dimensionality, leads to the formation of strongly bound bright and
dark excitons which play a fundamental role in a large variety of optoelectronic, spintronic
and valleytronic properties.6 Furthermore, single layers of TMDs can be stacked in mul-
tilayer heterostructures allowing for device engineering with a high degree of freedom.7–9
Among other designs, bilayers of TMDs with a type II band alignment enables the creation
of interlayer excitons, bound electron-hole pairs where the charges are physically confined in
two different layers, which show a great potential in photovoltaic applications10,11
Due to their strong coupling to electromagnetic radiation, TMD excitons represent ideal
candidates to study strong light-matter coupling in optical cavities.12–16 In an optical res-
onator, excitons interact with the quanta of light, generated by the spatial confinement of the
cavity, resulting in the formation of new hybrid states with partial matter and partial light
character, the exciton-polaritons .17–19 These states are inherently different from the bare
excitonic states in the material and therefore a variety of novel phenomena can be expected.
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Envisioned examples comprise new topological phases,20 light-induced superconductivity,21
exciton-polariton condensates22 and superradiance from exciton insulators.23
Here, we present a first-principles theoretical framework, referred to as
quantum-electrodynamical Bethe-Salpeter Equation (QED-BSE), designed to describe the
coupling of excitonic states in solid state materials embedded in a quantum optical cav-
ity. Our approach goes beyond a simple model Hamiltonian description of exciton polariton
by providing a quantitative description of exciton-polariton directly comparable to the ex-
periments. The method requires the exact diagonalization of the exciton-photon equation
obtained by extending the widely used many-body Bethe-Salpeter (BSE) formalism24–27 to
QED, under the approximation that the electron-electron interaction is not affected by the
photon dressing. This method represents an alternative to the recently proposed quantum-
electrodynamical density functional theory,17–19,28–33 the latter describing the cavity medi-
ated electron-photon interaction through effective exchange-correlation functionals of the
electron and photon densities and currents. Our current method can be used as a starting
point to determine such functionals as done in the past for describing the many-body exci-
tonic properties within time-dependent (current) density functional theory.27 In this work we
demonstrate that by embedding a two-dimensional crystal in a cavity as sketched in Fig. 1,
excitonic optical activity and energetic ordering can be controlled through cavity size, light-
matter coupling strength and encapsulation in a dielectric material. While the reordering of
excitonic resonances has been qualitatively demonstrated in the case of molecular systems
by means of model hamiltonians consisting of coupled oscillators for the photonic and exci-
tonic fields,34,35 here we aim to quantitatively demonstrate similar effects in the context of
extended system.
Within dipolar selection rules there are bright excitons (BE), i.e. accessible as direct tran-
sition from the groundstate upon photon absorption, and dark excitons (DE) which are
instead not accessible in linear optical spectroscopy.36 The difficulty to access DE with stan-
dard optical spectroscopy poses a challenge for their detection and recent experimental and
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theoretical works have proposed sophisticated techniques to access them in TMDs.37,38 Here
we address and control the activity of symmetry-forbidden DE through the coupling of the
TMD crystal with a quantum cavity which allows direct transitions from the groundstate.
More complex types of excitons can be obtained if different monolayers of TMDs with a
type II band alignment are stacked together in a van der Waals heterostructure (vdWH).39
In particular these type II heterostructures can host excitons where the electron and the
hole are localized in different layers, interlayer excitons, in addition to excitons localized
on a single layer, the intralayer ones. Here we show how the coupling to an optical cavity
can be used to tune the order of the spectral resonances of the different types of excitons,
providing a further knob for the design of optical devices based on vdWHs. We also show
that the ab initio QED-BSE results can be described by an alternative approach based on
the Mott-Wannier model, which we refer to as MW-QED, represents a computationally in-
expensive method able to simplify the QED-BSE approach by simplifying the description
of excitons.40–42 The MW-QED accurately reproduces the results of the QED-BSE opening
the way to the modeling of more complex systems, such as 2D heterostructures, Moire´ pat-
terned twisted bilayer systems and others, in optical cavities. Finally we use the MW-QED
to characterize the effect produced by a dielectric on the polaritonic spectrum of a single
layer of TMD.
Theoretical Framework The electronic structure of a strongly coupled light-matter sys-
tem in a cavity requires a non-perturbative treatment of the electron-photon interaction.
Fundamentally, light-matter coupling is described by quantum-electrodynamics where the
many-body electron and photon state is described by a combined Hamiltonian. Specializing
this Hamiltonian to the case of a a single cavity mode of frequency Ω and long-wavelength
(dipolar) electron-photon coupling we obtain the first-principles Hamiltonian for perfect loss-
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Figure 1: Schematic representation of an encapsulated monolayer TMD in an optical res-
onator (cavity) including the dielectric media that sustain the 2D material.
less cavity in velocity gauge:
HˆQED = Hˆel + Ωaˆ
†aˆ+Nel
A20
2
(aˆ† + aˆ)2 + A0
∑
ijk
(
〈φik|eˆ · pˆ|φjk〉dˆ†ikdˆjkaˆ† + h.c.
)
, (1)
where a† and a are the photon creation and annihilation operators respectively, Hˆel the
many-body electronic Hamiltonian, dˆ†ik, dˆjk the electronic creation and annihilation opera-
tors (with i, j band indices and k wavevectors in the first Brillouin zone), pˆ the single particle
momentum operator, Nel the number of electrons, eˆ the polarization of the photon and A0 is
the vector potential amplitude. Since the coupling of photons to the electronic structure oc-
curs via the creation/annihilation of neutral electron-hole pairs, it is natural to approximate
the eigenstates of the many-body electronic Hamiltonian by its excitonic eigenstates, i.e.
Hˆel|Ψexcn 〉 ' excn |Ψexcn 〉. Within this assumption we can accurately describe a regime where
the concentration of excitons is low enough to neglect exciton-exciton interaction, which is
the case for non-pumped cavities. Under the approximation that the electron-hole Coulomb
interaction that binds the exciton is not affected by the photons in the cavity, i.e. the
screened Coulomb interaction is not dressed by the cavity photons, the QED Hamiltonian
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can be expanded in the excitonic basis as follows:
〈Ψexcn |HˆQED|Ψexcm 〉 =
[
excn + Ωaˆ
†aˆ+Nel
A20
2
(aˆ† + aˆ)2
]
δnm + A0
(Mexcnmaˆ† +Mexc∗mn aˆ) , (2)
where Mexcnm =
∑
ijk〈φik|eˆ · pˆ|φjk〉〈Ψexcn |dˆ†ikdˆjk|Ψexcm 〉 are excitonic matrix elements of the bi-
linear dipole electron-photon coupling and φik are single particle Bloch functions. In this
framework the excitonic states can be expressed as a linear combination of singly excited
electronic determinants, where the coefficients of the linear combination are given by the
solution of the BSE,25–27 |Ψexcn 〉 =
∑
cvkA
n
cvkdˆ
†
ckdˆvk|Ψ0〉 with Ancvk the BSE coefficients, or
envelope functions and c and v indices running over conduction and valence bands respec-
tively. The electronic groundstate |Ψ0〉 instead is assumed to be a single determinant of only
valence states and we define |Ψexcn=0〉 = |Ψ0〉.
In this work we consider the non-dispersive (momentum independent) excitonic states lo-
calized around the K-points of the Brillouin zone of the TMD, which are the most relevant for
the optoelectronic properties of TMDs. These excitonic states occur in two spin-orthogonal
non-hydrogenic series, each of which is accurately described by a spin-independent two-band
BSE, where only a single valence and a single conduction band are taken into account.42 With
this simplification the matrix elements appearing in Eq. (2) have one of the two following
structures:
Mexc0n =
∑
k
Ank〈φvk|eˆ · pˆ|φck〉 (3)
Mexcnm = Nel
∑
k
Am∗k A
n
k [〈φck|eˆ · pˆ|φck〉 − 〈φvk|eˆ · pˆ|φvk〉] (4)
The matrix elements in Eq. (3) are those that dictate the dark/bright nature of the excitonic
states. Those in Eq. (4), instead, are mixing the character of the excitonic states so that
bright to dark or dark to bright transitions can occur.
Below we show first principles results for MoS2 obtained by first solving the BSE with
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the GPAW code43,44 (see supplementary material for calculation details) and subsequently
diagonalizing the QED Hamiltonian of Eq. (2) in a mixed exciton-photon product state basis
|Ψexcn 〉 ⊗ |γ〉, where |γ〉 are the eigenfunctions of the photonic harmonic oscillator. We then
extract energies (EpolI (Ω)) and corresponding eigenfunctions (|ΨpolI (Ω)〉 =
∑
nγ C
I
nγ|Ψexcn 〉 ⊗
|γ〉) for the exciton-polariton eigenstates. As for the photonic part, we consider the first non-
zero photon mode (Ω = pic/L⊥) with out-of-plane wavevector and in-plane electric field which
is able to couple to the MoS2 in-plane excitonic dipole. For our quasi-2D cavity configuration
the vector potential amplitude A0 is frequency independent, unlike in the 3D case, indeed
A0 = 1/
√
SL⊥Ω = 1/
√
2picS, where S is the in-plane area of the cavity. Furthermore we
stress that the single mode approximation is valid for polaritons with energies lower than
the energy of the second photon mode (Ω = 2pic/L⊥). In the supplementary material we
show that including higher energy modes does not change the conclusions discussed below.
We note that diagonalization of Eq. (2) is equivalent to solving a CI-singles in the presence
of a photon mode. In particular, excited states of the material are expressed as linear
combinations of singly excited determinants starting from the ground state and subsequently
coupled, through the diagonalization, to the photonic degrees of freedom.
Results In order to visualize the experimentally measurable exciton-polariton dispersion,
we calculate the matter component of the full optical response χ(ω,Ω) applying linear re-
sponse theory on the polaritonic states:19,33
χ(ω,Ω) =
∑
I
Mpol0IMpolI0
ω − EpolI (Ω) + Epol0 (Ω) + iη
(5)
where MpolIJ = 〈ΨpolI |pˆ|ΨpolJ 〉 =
∑
nmγ C
I∗
nγC
J
mγMexcnm and iη is a small artificial imaginary
broadening. Such a quantity represents the independent particle polarizability of the polari-
ton to a weak external field coupling with the matter component. An equivalent quantity
can be also formulated to investigate the photonic counterpart of the polariton. Comparison
between the matter and photon spectral functions is presented in Fig. S5 of the Supporting
7
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Figure 2: Exciton-polariton spectra of MoS2 in a quantum cavity as a function of cavity mode
frequency Ω and for three different coupling strength A˜0 in a.u.. (a) For no coupling to the
cavity mode the optical spectrum displays a series of spin-orbit split A and B excitons where
only excitons with s symmetry appear, i.e. are bright. DE are reported in red segments. (b)
For a weaker coupling, excitons hybridize with the cavity photon to form exciton polaritons
resulting in Rabi splitting of the bright exciton lines. (c) For the stronger coupling value,
the Rabi splitting becomes more pronounced and additional polariton features appear where
bright polariton branches cross dark exciton states. The broadening parameter used for all
plots is η = 1.4 meV.
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Information.
The formation of exciton-polaritons results in a richer optical response as compared to
the bare excitonic response. In Fig. 2 we show the cavity polariton spectrum of MoS2 as a
function of mode energy and for different coupling strength A˜0 = A0/Nel. Here the coupling
strength arises from a microscopical definition while in practice it can be controlled by the
cavity geometry and manufacturing parameters.45
Without any electron-photon coupling (A˜0 = 0), the spectrum features only the bare
BEs as shown in Fig. 2(a), characterized by the common spin-orbit split A and B exciton
series (see supplementary material).46 Bound excitons in TMDs have atom like spherical
symmetries, following the usual pattern of s, p, d angular momentum quantum numbers and
consequently are subject to atomic like selection rules.37 Only excitons with s-type symmetry
are accessible from the ground state through direct absorption of photons. The p and d-
type excitons instead can be classified as DEs and are indicated with lines in Fig. 2(a) for
reference.
In the weaker coupling regime (c.f. Fig. 2(b)) the formation of an exciton-polariton is
accompanied by the characteristic appearance of avoided crossing in the energy dispersion,
which results from the hybridization between the linear dispersing photon branch and the
non-dispersive exciton branches. For a given cavity frequency within the hybridisation region,
this is detectable as a splitting of the exciton peak into two separate peaks – the Rabi
splitting. The formation of lower and upper polariton branches results in a reordering of the
energy of bright and dark excitonic resonances which can be of technological relevance for
stabilizing long-lived dark excitonic states.
For the stronger coupling (c.f. Fig. 2(c)), the interaction between the cavity photon
and the DE results in the appearance of new spectral features marked by circles in the
figure. Specifically, we can identify additional splittings (I)/interruptions (II) signature of
a cavity induced optical modulation. It is important to mention that the mixing between
bright and dark excitons discussed here is possible only for DE forbidden by symmetry of the
9
wave function.37 Different kind of dark excitons like the ones originating from spin-selection
rules or beyond dipole selection rules are not discussed in this work.47 In this stronger
coupling regime (A˜0 = 0.08) we performed calculations also for different TMDs (MoSe2,
WS2 and WSe2, see supplementary material) observing qualitatively equivalent features.
It is worth noting that for the most bound exciton of WS2 we obtain a Rabi splitting of
≈ 22 meV in line with experimental values measured by Flatten et al. (≈ 20− 70 meV).12
While it is hard to asses the exact coupling conditions under which the experiment has been
performed, this comparison shows that the coupling values used here are on the lower end of
the experimentally accessible values. The coupling values used in the results are also in line
with the typical sizes of the cavity used in the experiments, which are in the µm-nm range.
In particular, using the A˜0 definition presented above, a coupling value of ≈ 0.08 a.u. and
an electron density of 0.114 el/A˚2, like in the case of MoS2, corresponds to a cavity area of
of about 0.25µm2.
Further insight into the structure of these dark polaritons is provided by the analysis
shown in Fig. 3. The panels quantify the contribution of the different excitonic states to the
optically active polariton states at specific cavity energy along the dispersion branches shown
in Fig. 2. The decomposition of the polariton in Fig. 3(a), which is a zoom-in of the circle
(I) in Fig. 2(c), shows that it is predominantly the 3d DE that is creating the polaritonic
eigenstate. However, it is only because of the photon mediated coupling to the 2s BE that
the 3d DE acquires a finite optical cross section. More specifically the coupling between
the two states happens within the γ = 0 photon sector meaning that there is not an actual
absorption or emission of photons in the mixing process but rather both an absorption and
subsequent emission (or vice versa) to and from a virtual p-like state in the γ = 1 photon
sector. Due to the hydrogenic-like selection rules, there is no possible excitation/relaxation
path between a bright s-like state and dark p-like, i.e. ”d”-like states cannot function as
virtual states, one do not get a finite oscillator strength. As demonstrated by the insets in
Fig. 3(a) both the lower and upper branch of the DE polariton have a similar composition.
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While Fig. 3(a) illustrates how the cavity coupling reveals hidden (dark) states of a
material, we observe another peculiarity in the polariton dispersion in Fig. 3(b), which
corresponds to the circle (II) in Fig. 2(c). Through the cavity we can induce a quench of the
optical activity within the polariton branch connecting two BEs, i.e. the spectral response
vanishes completely between two consecutive BE lines. In this case, such a dimming of the
polariton branch is not originating from the contribution of DE states, but instead is the
result of an interesting destructive interference between the optical transition amplitudes
from the exciton lines connected by the photon branch. The destructive interference is
demonstrated in the inset of Fig. 3(b) which reports the real and imaginary part of the
transition amplitude from the groundstate to the 1s A and 1s B excitonic states, the states
that make up most of the polariton state.
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Figure 3: (a) Enlarged view of the dark exciton for the region highlighted in Fig. 2 by
I. The insets show the composition of the polariton eigenstates (see text) for points on
the lower and upper branch. The compositions are taken as the expansion coefficients of
the polaritonic eigenstates in exciton-photon product state basis |Ψexcn 〉 ⊗ |γ〉. The involved
excitonic states are categorized in boxes according to the photon sectors they are associated,
i.e. |n〉 = |0〉, |1〉. (b) Enlarged view of a point where the polariton vanished exactly between
two consecutive bright exciton lines, highlighted in Fig. 2 by II. The inset shows the real and
imaginary parts of the matrix elements contributing to this feature (see text).
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The QED-BSE method illustrated above requires considerable computational effort and it
is therefore limited to few layers of lattice matched (commensurate) TMDs. The polaritonic
physics can be well reproduced by replacing the BSE part in the QED-BSE with the Mott-
Wannier (MW) equation, hence considerably reducing the computational cost and more
importantly giving access to exciton-polariton physics in more complex materials such as
encapsulated 2D crystals and van-der-Waals heterostructures. In this approach the bound
excitons are described by an hydrogen like Schro¨dinger equation that provides the exciton
envelope functions and hence allows the evaluation of the exciton-dipole matrix elements
Mexcmn of the QED-BSE approach as explained in the supporting information.
We apply the MW-QED to calculate the optical response of a vdWH consisting of MoS2
and WS2 bilayer. MoS2 and WS2 form a type-II heterostructure where the band edges of the
two materials are aligned in a staggered fashion and which can host interlayer excitons along
with intralayer ones in each of the two layers.39,48 For this particular bilayer choice, because
of quasi-commensurability of the lattice of MoS2 and WS2, the QED-BSE has been used
to further confirm the validity of the QED-MW presented in the following. However, for
more general non-commensurate vdWHs the only feasible approach for simulating exciton-
polariton properties is the QED-MW one. The cavity frequency dependent optical response
of such a structure for the most highly bound 1s intra- and inter-layer excitons is reported
in Fig. 4. Including higher lying excitons does not affect the results presented here since the
corresponding spectral features would appear in a higher energy window. The use of norm-
conserving PAW-setups are needed to obtain the correct energy level alignment. Details
on the method used to calculate the uncoupled excitonic resonances are discussed in the
supplementary. Fig. 4(a) shows the optical spectrum of the vdWH without coupling with the
cavity mode. Here, as indicated by the cartoons, the lower energy non-dispersive spectral
line represents the optical transitions to the interlayer exciton whereas the higher energy
ones are the transition to the intralayer excitons. The oscillator strength of the former is
two order of magnitude lower than the one of the intralayer excitons, a direct consequence
12
Figure 4: Exciton-polariton spectra of the MoS2-WS2 bilayer type-II vdWH as a function
of cavity mode frequency Ω and for three different coupling strength A˜0 in a.u.. Only the
lowest bound inter- and intra-layer excitons are considered. Panel (a): Without coupling to
the cavity mode the optical spectrum consists of non-dispersive optical spectral lines with
interlayer exciton lying at lower transition energy than the intralayer exciton ones. Panel (b):
For the weaker coupling both intra and inter-layer exciton lines undergo a Rabi splitting,
however, due to the lower coupling with the cavity mode, the splitting for the interlayer
excitons is much smaller (barely noticeable in the figure) than for the intra-layer ones. Panel
(c): For the stronger coupling value the Rabi splitting for the interlayer excitons becomes
sizable and the overall spectrum is drastically different from the uncoupled one. We stress
that through the cavity mode we are able to invert the order of the intra- and inter-layer
spectral lines. The broadening parameter used for the plots is η = 1.4 meV.
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of the spatial separation of the bound electron-hole pair, justifying the weaker brightness
observed in the spectrum. In Fig. 4 the coupling with the cavity mode is switched on and
the typical polaritonic branches appear with a sizable Rabi splitting for the intralayer and
barely noticeable one for the interlayer one. The difference in Rabi splitting is, once again, a
consequence of the weak interlayer exciton-light coupling. Similarly to the case of monolayer
MoS2 shown in Fig. 3(b) the interference between the transition to the two intralayer excitons
results in a vanishing polariton branch. In the calculations, such an interference arises
from the fact that the exciton wavefunctions of the two intralayer excitons appear with the
same phase. While it is unsure whether this can be directly realized in experiment because
any possible mechanism of dephasing would destroy the effect, one could potentially realize
this by using external lasers to fix the relative phase of the different intralayer excitons.
Finally, in the stronger coupling regime, shown in Fig. 4(c), the optical response is drastically
modified and even the Rabi splitting of the interlayer exciton line is now appreciable. More
interestingly, a similar analysis of the polaritonic wavefunctions as the one discussed for
Fig. 3(c) shows that the energetic ordering of the transitions to intra and interlayer excitons
is modified, as indicated in the panel. In particular the lower polariton branch at transition
energies lower than the interlayer exciton resonance has now a non-negligible intralayer
exciton composition. We stress that the reordering of the excitonic resonances is possible
because of the different light-exciton coupling strength for the different types of excitons.
From a practical point of view, the relative light-matter coupling strength for inter and
intra-layer excitons can be controlled by (i) bulding active vdW-bilayers out of monolayers
with different thicknesses and dielectric properties and (ii) choosing a different embedding
material to change the dielectric environment of the cavity. For example a higher coupling
strength for the interlayer excitons can be achieved in a vdW-bilayer made of crystals with
a lower thickness and lower dielectric screening, whereas a lower coupling strength can be
obtained choosing an embedding material with a higher dielectric function. This calculations
show the potential of cavity engineering for the optical design of functional devices where
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either intra-layer or inter-layer excitons can be excited on demand.
The MW-QED also provides a computationally inexpensive way of assessing the effect
of embedding an active 2D materials in a bulk dielectric42 (as sketched in Fig. 1). The
effect of the dielectric environment is accounted for in the MW description through its bulk
dielectric constant κ, c.f. refs. 42,49 and supplementary material for a detailed description
of the method. The effect of environmental screening is threefold: (i) extra-screening of
the electron-hole Coulomb interaction, (ii) renormalized photon dispersion (ω = ωc/
√
(κ))
which now propagates in dielectric medium and (iii) by renormalizing the effective vector
potential amplitude of the cavity A¯0(κ) = A˜0/κ.
40
In Fig. 5(a) we show the polariton dispersion of MoS2 for fixed coupling strength A˜0 and
for various values of dielectric constants for the substrate material κ. The most striking
feature is the change in the slope of the photon line due to the propagation in the cavity di-
electric. This shifts the position of the polariton resonances. Furthermore, due to the change
of the screened Coulomb interaction, the higher lying excitons are squeezed in energy towards
the first excitonic state (cf. supplementary material). Fig. 5(c) shows the dependence of the
Rabi-splitting of the first three BEs (1s, 2s, 3s of the A series) as a function of the dielectric
constant of the encapsulating material. We compare the splitting of the calculated dispersion
with the Rabi splitting of the corresponding Jaynes-Cummings model where only two levels
at a time (the groundstate and one of the excitons) are taken into account. Notably, only for
small dielectric constants there are deviations from Jaynes-Cummings splitting indicating
that for larger effective couplings A¯0 the two level approximation breaks down.
Conclusion The QED-BSE formalism we presented here is a first principles approach to
the properties of polaritons in optical cavities. We demostrate how it gives rise to complex
polaritons dispersions, where hybridizations of polaritons manifest in features originating
from DE. We also show how polaritonic interference could result in transparency and could
be possibly achieved through laser control. We illustrate how the Mott-Wannier model for
15
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Figure 5: Polariton dispersion of MoS2 for different values of dielectric constant κ of the
substrate (a-c), calculated with the MW model and with A˜0 = 0.05 a.u.. Dependence of the
Rabi splitting of the 1s A, 2s A and 3s A states on the dielectric constant (d). Solid lines
with circles are the Rabi splitting calculated with the MW model, dashed lines are calculated
from the Jaynes-Cummings model as ΩRabi = 2A0Mexc0n .
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bound excitons can be used to obtain the relevant dipole matrix elements that enter the
QED equations and thus provide a readily applicable method to compute such polariton
properties. This method can be extended to account for the dielectric screening of materials
inside the cavity which gives access to a large variety of van-der-Waals layered systems. In
particular in the case of a type II vdWH, we demonstrate the possibility of engineering cavity-
matter coupling and change the relative energy ordering of intra- and inter-layer excitons.
The QED-BSE and MW model presented here are the first ab-initio methods aimed at the
design, understanding and control of the optoelectronic properties of materials embedded in
quantum cavities.
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QED-BSE Computational Details
All of the ab-initio calculations for the electronic problem in this work are performed with
the GPAW code.1,2 The single particle energies and wavefunctions, together with the mo-
mentum matrix elements 〈φik|eˆ · pˆ|φjk〉 are calculated within density functional theory with
the LDA exchange correlation functional on a plane-wave basis. The LDA calculations for
the monolayers TMDs were performed using a plane wave basis set with a cut off energy of
500 eV and 60× 60 k-point grids.
1
We calculate the excitonic wavefunctions used in the QED Hamiltonian by solving the
BSE considering only electron-hole pairs formed between the top valence and bottom conduc-
tion band. We take a cut-off energy of 150 eV for the evaluation of the screened interaction,
which is calculated within the RPA on LDA energies and wavefunctions. A scissor operator
based on the G0W0 calculations is applied for a better description of the electronic gap, see
Tab. S1 for specific values. Spin-orbit effects are included post BSE solution by including
two equivalent spin-orthogonal (A and B) excitonic series. Spin-orbit splitting values are
reported in Tab. S1. The Brillouin zone sampling for BSE and G0W0 calculations is done
on a 60× 60 k-point-mesh.
Table S1: GW band gap and SOC splittings for different TMDs. All values are extracted
from the C2DB two-dimensional materials database3
TMD GW gap (eV) SOC split (eV)
MoS2 2.53 0.15
MoSe2 2.14 0.17
WS2 2.60 0.37
WSe2 2.21 0.40
Finally, in the QED Hamiltonian 18 excitonic states (up to the 3s), a single photon mode
with photon number states up to γ = 3 are included. These values have been chosen as
result of convergence tests on the matter polarizability spectra in the energy region and A˜0
values investigated here. Convergence with respect to the number of modes is discussed in
more details in the following section. Exciton-polariton dispersions for MoS2, WS2, MoSe2
and WSe2 are shown in Fig. S1
QED-BSE Multi-mode Calculations
To avoid unnecessary complications, in the main text we only treated a single cavity mode.
Eq. (1) of the main text can be directly generalized to the case of multiple modes, in formulas:
2
 1.5
 2.2
MoSe2
 1.8
 2.6
MoS2
 1.6
 2.6
1.2 2.8
WSe2
 1.8
 3
1.2 2.8
WS2
(a) (b)
(c) (d)
10
Figure S1: Exciton polariton dispersion of different TMDs with a coupling constant of
A˜0=0.08 a.u..
HˆQED =Hˆel +
∑
qσ
Ωqaˆ
†
qσaˆqσ+
Nel
2
∑
qσ
A20qσ
∣∣(u∗qσaˆ†qσ + uqσaˆqσ)∣∣2 +
∑
qσ
A0qσ
∑
ijkk′
(
〈φik|u∗qσpˆσ|φjk′〉dˆ†ikdˆjk′ aˆ†qσ + h.c.
)
,
(1)
3
where q is the photon momentum, σ the x, y, z index and uqσ the photon polarization vectors.
In a quasi-2D cavity the latter are given by:
uqx =uqy = e
iq‖·r‖i sin (q⊥z),
uqz = e
iq‖·r‖ cos (q⊥z).
(2)
In our work the relevant quantization dimension is the out-of-plane one and we only con-
sider photon modes for which q‖ = 0. We then assume that the active 2D crystal has an
infinitesimal thickness and it is placed at the center of the cavity, namely z = L⊥/2. Given
the isotropy of TMDs monolayers, we can choose the in plane polarization to be in the y-
direction, without any loss of generality. In such a setting and because 2D excitons can only
couple to in-plane electric fields we consider only polarization of the kind uqy = i sin (q⊥L⊥/2)
and of these only the odd modes are non-zero, i.e. q⊥ = piαL⊥ with α = 1, 3, 5, .... With the re-
striction of the modes just described, the long wavelenght approximation can be still applied
and we can simplify the Hamiltonian in Eq. 1 as:
HˆQED =Hˆel +
∑
α
Ωαaˆ
†
αaˆα +
Nel
2
∑
α
A20α
∣∣(aˆ†α + aˆα)∣∣2 +∑
α
A0α
∑
ijk
(
〈φik|eˆ · pˆ|φjk〉dˆ†ikdˆjkaˆ†α + h.c.
)
,
(3)
with Ωα = αpic/L⊥ and A0α = 1/
√
2picS
√
α.
Following the procedure we used for the single mode case, we project the Hamiltonian
above onto the product state basis |Ψexcn 〉 ⊗ |γα=1〉 ⊗ |γα=3〉 ⊗ · · · , where |γα〉 are the eigen-
functions of the photonic harmonic oscillator associated with the different modes. The
Hamiltonian can be then diagonalized and the resulting polaritonic states and energy can
be used for calculating the optical response as in Eq. (5) of the main text. Calculations
for MoS2 with up to α = 9 are reported in Fig. S2. Within the Ω range considered in the
main text the multi-mode calculation is in quantitative agreement with the single-mode one.
However including more modes allows us to explore smaller values of Ω, where polaritonic
4
effects due to the higher modes take place.
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Figure S2: Exciton-polariton spectra of MoS2 in a cavity as a function of cavity mode
frequency Ω obtained with a multi-mode model with α = 9 modes and a coupling strength
of A˜0 = 0.08 a.u..
Photon response
Equivalently to eq. 5 in the main text, a response function for photons can be also formulated:
χphot(ω,Ω) =
∑
I
(M˜polI0 )∗M˜polI0
ω − EpolI (Ω) + Epol0 (Ω) + iη
. (4)
In this case, the matrix elements are defined as M˜polIJ = 〈ΨpolI |aˆ†|ΨpolJ 〉 =
∑
nγθ C
I∗
nγC
J
mθMphotγθ
where Mphotγθ = 〈γ|aˆ†|θ〉. Such a quantity represents the photonic counterpart of the matter
polarizability and it is of relevance for experiments where the photons are probed. The com-
parison between the matter and photon polarizabilities of MoS2 for the stronger coupling
values is presented in Fig. S3. The two response functions provide complementary informa-
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Figure S3: Comparison between (a) matter and (b) photon polarizabilitues for MoS2 for a
coupling value A˜0 = 0.08 a.u..
tion on the polaritonic response, with the photonic response function showing a feature-rich
matter-dressing of the bare photon line.
MW Method and Computational Details
In the MW model, the exciton is treated as a hydrogen atom, where the electron and the
hole interact via a screened Coulomb interaction, described by the Schro¨dinger equation4
[
−∇
2
2µ
−W (r)
]
F n(r) = Enb,excF
n(r). (5)
with µ the exciton effective mass and the screened Coulomb interaction
W (r) =
1
4α
[H0(x)−N0(x)]x=r/2piα , (6)
6
where H0 and N0 are the Struve and Neumann functions and α is the crystal polarizability.
By solving Eq. (5), we obtain exciton binding energies (Enb,exc = Egap −Enexc) and real space
excitonic functions F n(r). Within the MW model, the latter represent the Fourier transforms
of the envelope functions Ank, i.e.
F n(r) =
1
Nk
∑
k
Anke
ik·r. (7)
We stress that the coefficients Ank used in this section are the MW approximation to those
defined above for BSE. An extensive discussion on the MW approach, the related computa-
tional advantages and how it can be derived as an approximation of the BSE can be found
in Ref.4
Borrowing the assumptions of the MW model, in particular that the excitons are ex-
tremely localized at certain points in the Brillouin zone, the K-points for TMDs, we assume
that the valence-conduction momentum matrix element is constant, and simplify Eq. (3) of
the main text to:
Mexc0n = 〈φvK|eˆ · pˆ|φcK〉F n(r = 0). (8)
This shows that whether an exciton is bright or dark, is determined by the value of its
real space wavefunction at the origin. This explains why only s-like excitons are bright.
Simplifications can also be done for Eq. (4) of the main text by noting that, for parabolic
conduction and valence bands, 〈φc/vk|eˆ · pˆ|φc/vk〉 = ±k/me/h giving
Mexcmn =
[
1
mh
+
1
me
]∑
k
Am∗k A
n
k eˆ · k. (9)
The sum in the RHS can be expressed as the expectation value of the dipole operator,∑
kA
m∗
k A
n
k eˆ · k ∝ (Emb,exc − Enb,exc)
´
drFm∗(r)eˆ · rF n(r), which yields the typical hydrogen
like selection rules ∆l = ±1, with l the angular momentum quantum number.
For the calculations on the MoS2 polaritons we used an excitonic effective mass of 0.27
7
a.u. which is calculated from the G0W0 band structure. The Keldysh screened electron-
hole interaction is calculated with a polarizability α = 13.5a.u.. A comparison of exciton
binding energies obtained with the MW model and from the solution of the BSE is shown in
Fig. S4. With the MW we are then able to calculate all the excitonic quantities required in
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Figure S4: Comparison of excitons energies calculated using BSE and the Mott-Wannier
(MW) model.
Eq. (2) of the main text and the same diagonalization procedure adopted in the QED-BSE
can be performed to get the polaritonic states. Fig. S5 shows a side-by-side comparison of
the polariton dispersion of MoS2 obtained with the full QED-BSE approach and the QED-
MW model. Small differences are apparent, that can be traced back to minor shifts in the
exciton eigenvalues within the MW model, cf. Fig. S4 and differences in the momentum
matrix elements. For a more detailed comparison, in Tab. S2 we reported values of the Rabi
splittings and intensities of the response function for the ”1s” A and ”2s” A excitons within
the QED-MW and QED-BSE methods.
We stress again that in the QED-MW, the exciton-polariton dispersion is now obtained at
a much lower computational cost than for the QED-BSE case and at the same time a better
8
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Figure S5: Comparison of QED-BSE and QED-MW for MoS2 and with a coupling strength
of A˜0 = 0.05 a.u.
Table S2: QED-MW and QED-BSE comparison of Rabi splittings and response intensities for
the 1s and 2s A excitons in MoS2. The Rabi splitting are evaluated at the listed frequency Ω
and the intensities are reported for the lower (LP) and upper (UP) polaritons with compatible
arb.units.
Excitation Ω (eV) Rabi Splitting (eV) χLP (arb.units) χUP (arb.units)
BSE
1s A 2.00 0.084 21.33 1.19
2s A 2.16 0.041 0.75 7.45
MW
1s A 1.95 0.106 31.39 2.94
2s A 2.17 0.043 0.55 9.58
intuition on the photon mediated mixing of excitons can be built in terms of hydrogenic-like
selection rules, according to Eqs. (5)-(9).
In the main text we used the MW model to access excitons in more complex materi-
als, without increase in computational cost. In particular we studied the exciton-polariton
dispersion in an MoS2 monolayer encapsulated in semi-infinite dielectric with a dielectric
constant κ . For this particular stacking of materials, one can readily extend the QED-MW
9
for monolayers by including the effect of dielectric screening of the encapsulating material
at three different levels: (i) the screened electron-hole Coulomb interaction is modified to5
W (r, κ) =
1
4α
[H0(κx)−N0(κx)]x=r/2piα (10)
(ii) the bare photon dispersion in the dielectric medium changes to ω = ωc/
√
(κ) and (iii) the
effective vector potential amplitude becomes A0 → A0/κ.6 The extra electronic screening due
to the dielectric not only modifies the exciton binding energies but it also renormalizes the
electronic gap. To estimate the electronic band gap variation as a function of κ, we take the
standard assumption7 that the change in the binding energy of the 1s exciton compensates
the renormalization of the band gap, hence the condition E1sexc(κ) = E
1s
exc(κ = 0) must hold.
The results are shown in the main text in Fig. 4.
Interlayer Excitons: Computational Details
In order to achieve an accurate first-principles description of the excitonic resonances in the
MoS2-WS2 vdWH, we used the MW exciton model combined with the quantum electro-
static heterostructure (QEH) method in ref.8 This method allows to account for dielectric
screening effects on exciton binding energies and electronic band edges from ab-initio without
restriction on lattice parameter matching between the two layers. We followed exactly the
procedure used in ref.,9 which for the sake of simplicity is summarized in the following. We
first calculate GW band edges for each isolated monolayer and we then use the QEH-GW
to include the effect of the dielectric screening induced by the adjacent layer and correct
the electronic band edges position and band gap. In order to get the correct type II band
alignment when compared to experiments,10 norm-conserving PAW-setups are required.11
We find a gap renormalization of ∼ 0.132 eV for MoS2 and ∼ 0.137 eV for WS2. Within the
QEH we are then also able to calculate the screened interaction appearing in the MW model
and calculate both interlayer and intralayer exciton binding energies. We find an interlayer
10
exciton binding energy of 0.28 eV and intralayer binding energy of 0.42 eV and 0.38 eV for
MoS2 and WS2 respectively.
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