In this paper, the spreading speeds of N -season spatially periodic integro-difference models are investigated. The variational formula of the spreading speeds is given via the principal eigenvalues of the respective positive linear operators. The effects of the spatial and temporal distribution of the intrinsic growth rates on the spreading speeds are considered.
The works of the spreading speeds of different evolution systems in the periodic habitats can be found in [1, 2, 5, 6, 12, 14, 18, 25, 26, 27, 29, 31, 32] and references therein. Specially, for the integro-difference models with non-monotone recruitment functions, [31, 12] used the similar idea to [28] in the spatially homogeneous habitat to prove the existence of the spreading speeds in the spatially periodic habitat.
In ecology, the models may not be only spatially heterogenous but also temporally heterogenous. Particularly, the species may have different diffusion patterns, different migration rates and different recruitment functions with respect to different seasons. Hence, it is natural to consider the effects of the seasons on the propagation of the species.
In this paper, we first assume that the recruitment function is the Ricker function with the form
which is modified by [14] from the Ricker equation in [22] . Here r i (x) is the intrinsic growth rate at location x in the i-th season and v in the exponent represents the effect of intraspecific competition on the reproduction rate. In Theorem 2.2, we show the existence of the spreading speed of (1) and give the variational formula under the hypotheses (H0)-(H6) for any i = 1, 2, · · · , N . We also extend this result to the case of general recruitment function R i (v, x) in Theorem 2.4 by adding some mild hypotheses. In Theorems 2.2 and 2.4, the hypotheses on the continuity of the kernel K i are needed for any i = 1, 2, · · · , N . Biologically, such hypotheses mean that the migration of the species is continuous in every season. Then a natural question is: Does the spreading speed exist if the migration of the species is not continuous, but by jumps? In fact, the general migration process can be described by the general integral kernel in mathematics, that is, the kernel is a generalized function. We show in Theorem 2.5 that the spreading speed still exists if for any i = 1, 2, · · · , N , the kernel K i is a generalized function and at least one of them has the continuity (see Theorem 2.5 for the details). We would like to point out that though the existence of the spreading speed in the multi-season case is proved in this paper, our method is almost the same as that in the 1-season case in [31] . After the theory of the spreading speed of (1) is established, we focus on the effects of the distribution of intrinsic growth rates on the spreading speeds by considering R i (v, x) = ve ri(x)−v , r i > 0, and K i (x, y) = K i (x − y) for any i = 1, 2, · · · , N . Since we had characterized the spreading speed by a variational formula according to the principal eigenvalues of the respective linearized operators, we simplify our original problem by considering the effects of the distribution of intrinsic growth rates on the principal eigenvalues. Note that similar problems were considered for many other models in [2, 3, 4, 7, 8, 9, 10, 16, 19, 20, 21, 23, 24, 27, 33] .
Firstly, we show the convexity of the principal eigenvalues on the intrinsic growth rates r = (r 1 , r 2 , · · · , r N ) in Theorem 3.1. Such kind of results was proved for many models, see [3, 7, 20, 21, 24, 27] .
Then we investigate the effects of the temporal heterogeneity on the spreading speeds. We show that the temporal heterogeneity does not affect the propagation of the species in the space-homogenous environment in Theorem 3.3, while it can speed up the propagation in the space-heterogenous environment in Theorem 3.5.
Finally, we investigate the influences of the spatial heterogeneity on the spreading speeds. We consider the minimum and maximum of the spreading speeds under the constraint (−L/2,L/2] r(x)dx = aL for a given positive constant vector a. We show that the minimum of the spreading speeds can be attained at r ≡ a in Theorem 3.8. However, the problem of maximizing the spreading speeds is much more complicated. Some theoretic results and numerical examples will be given to illustrate this.
The rest of the paper is organized as follows. In Section 2, we first give the hypotheses and state the main results about the existence of spreading speeds, i.e., Theorems 2.2, Theorems 2.4 and Theorems 2.5. Then we list some lemmas related to those theorems. In Section 3, we investigate the effects of the distribution of intrinsic growth rates on the spreading speeds. In the Appendix, we give the proof of the lemmas and theorems stated in the previous two sections. 2 . Spreading speed and its variational formula. In this section, we show the existence of spreading speed of the recursion (1) and give its variational formula. First we state some notations and assumptions. Let H be the real line R, or the lattice Z, and C := C(H) denote the continuous functions on H. For any u, v ∈ C, we write u ≥ v provided u(x) ≥ v(x) for all x ∈ H; u > v provided u ≥ v but u ≡ v; and u v provided u(x) > v(x) for all x ∈ H. We say u ∈ C is positive provided u 0. For any fixed L ∈ H, L > 0, set
where φ is a positive function in C L . Let i be an integer with 1 ≤ i ≤ N . We suppose that Q i is a mapping on C with the form (2) and Q = Q N • · · · • Q 2 • Q 1 . We also suppose that the function R i (v, x) has the right partial derivative
To investigate the spreading speed of the recursion (1), we need some hypotheses on Q. We first introduce the following hypotheses (H0)-(H6) which can guarantee the existence of the spreading speed (see Theorem 2.2), but they are quite strong. Then after establishing Theorem 2.2, we will weaken these hypotheses and extend the conclusion to more general cases.
In the following hypotheses (H0)-(H4), we always suppose that i is an integer with 1 ≤ i ≤ N .
(H0) The recruitment function is the Ricker function defined in (3), and then m i (x) = e ri(x) , ∀ x ∈ H.
(H1) The intrinsic growth rate r i (x) has the following properties:
(a). r i (x) is L-periodic, that is
That is, for every x 0 and every ≥ 0, there is a number δ( ,
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(H2) The dispersal kernel K i (x, y) has the following properties: (a). For each fixed x, K i (x, y) is a nonnegative generalized function with finite integral, that is
is lower semicontinuous. That is, for every (x 0 , y 0 ) and every ≥ 0, there is a number δ( , x 0 , y 0 ) such that
There are one positive number µ * + and one negative number µ * − such that for any fixed µ ∈ (µ * − , µ * + ), the following integral is well defined for any x ∈ R:
uniformly for x ∈ H. (H5) There are an integer J and a positive integer G with the following properties:
For every a with |a| ≤ L/2, and for every b with |b − (2J + 1)L/2| ≤ L, there is a N G+1-tuple of numbers x 1 , x 2 , · · · , x N G+1 such that x 1 = a, x N G+1 = b, and
for j = 1, 2, · · · , G. (H6) There is a continuous positive L-periodic function ζ and a number η > 1 such that
Remark 1.
1. The semicontinuity assumption in (H1) and (H2) is to make the model (1) contain the case in which the habitats consist of uniform patches with jumps across their boundaries. 2. If H = Z, those semicontinuity assumptions and the L 1 -continuity assumption in (H4) are obviously satisfied. 3. (H5) makes sense only if (H2)(c) holds. 4. Roughly, in the proof of the existence of the spreading speed, (H2) and (H5) are used to guarantee the strong positivity of the linearized operator DQ(0); (H4) is used to prove the compactness of Q and DQ(0); The integral operator in the left-hand side of the inequality in (H6) is just the linearized operator DQ(0). In the following, we will show that (H0)-(H5) guarantee that DQ(0) is a compact positive operator and then has the principal eigenvalue. (H6) implies that this principal eigenvalue is larger than one, and then the fixed point 0 of Q is unstable with respect to periodic perturbations. Moreover, our hypotheses (H0)-(H6) are mostly the same as Hypotheses 2.1 in [31] for the 1-season case with Ricker function (3). To facilitate comparison, we list all hypotheses (H0)-(H6) together.
In order to find a formula for the spreading speed, we first define a linear operator.
with
∀ ω ∈ C L , µ ∈ (µ * − , µ * + ). By the above assumptions, we can prove that for any
. Noting that the functions K i and r i are L-periodic,
with ω ∈ C L , x ∈ H. As the discussion in [31] , let
which is L-periodic in both of its variables. Then by writing
for any ω ∈ C L , we have Lemma 2.1. Suppose that (H0)-(H4) are satisfied for any i = 1, · · · , N, and that (H5) is also satisfied. Then M µ is a linear compact operator on C L , and (M µ ) G is strongly positive with G the positive integer in (H5).
Applying the Krein-Rutman Theorem, we know that the eigenvalue problem (6) has a simple positive principal eigenvalue λ(µ) with a positive eigenfunction ζ µ ∈ C L . Moreover, λ(µ) can be characterized as
Let
and
We shall apply the above two formulas to obtain the spreading speed of the recursion (1). The following result extends Theorem 2.1 of [31] to the N -season cases.
Theorem 2.2. Suppose that (H0)-(H4) are satisfied for any i = 1, · · · , N, and (H5), (H6) are also satisfied. Then there is a positive continuous L-periodic function α(x), such that if u 0 ∈ C , then the solution u n of the recursion (1) has the following properties: (i) If u 0 ∈ C α , then u n ∈ C α for all n.
(ii) If u 0 ∈ C α and u 0 (x) = 0 for |x| is sufficiently large, then
Here we call c * (−1) the backward spreading speed and c * (1) the forward spreading speed. It is obvious that if
then c * (−1) = c * (1). In fact, in the 1-season case of H = Z, it was proved in Lemma 2.3 of [12] that c * (−1) = c * (1) always holds if only
holds. In the 1-season case of H = R, using the same idea, we can prove the following result: But it is still an open problem whether this conclusion is true in general N -season cases.
Remark 2. Theorem 2.3 shows an interesting conclusion that even if the diffusion kernel and the intrinsic growth rate are not reflectively invariant, the backward and forward spreading speeds are the same. Such kind of conclusions were first showed by [16] and [18] for the reaction-diffusion equations in the spatially periodic habitat and then by [27] for the nonlocal diffusion equations in the spatially periodic habitat.
In the case of the general recruitment function R i (v, x), if we add the following hypotheses (H0)',(H1)' and (H7), then we can also obtain the existence of the spreading speed. Notice that here (H0)',(H1)' and (H7) are just Hypotheses 2.1 i, iii and v in [31] . In the following hypotheses, we always use i to denote an integer with 1 ≤ i ≤ N : (H0)' There is a positive continuous L-periodic functionα such that
is continuous in v, uniformly in v and x; and R i (v, x) is lower semicontinuous in x, uniformly in v. (H7) m i (x) has the following properties:
(a). m i (x) is nonnegative, L-periodic, bounded, and lower semicontinuous.
(c). For every positive number δ, there is a positive δ such that
Theorem 2.4. Suppose that (H0)', (H1)', (H2)-(H4) and (H7) are satisfied for any i = 1, · · · , N and that (H5), (H6) are also satisfied. Then there is a positive continuous L-periodic function α(x), such that if u 0 ∈ C, then the statements of Theorem 2.2 are valid.
Next we investigate whether the asymptotic behavior still exists if the dispersal kernel is only a generalized function satisfying (a) (b) of (H2) and (H3). In this case, we can also define M µ , M i,µ as (4) and (5) with µ ∈ (µ * − , µ * + ). In order to obtain the existence of the spreading spread, we need to modify (H5) and add another hypothesis. We assume that (H5)' There are an integer J and a positive integer G with the following properties:
For every a with |a| ≤ L/2, and for every b with |b − (2J
Theorem 2.5. Suppose that (H2), (H3), (H4) are satisfied for i = N , that (a),(b) of (H2), (H3), (H8) are satisfied for i = 1, · · · , N − 1, and that (H0), (H1), (H5)', (H6) are also satisfied. Then there is a positive continuous L-periodic function α(x), such that if u 0 ∈ C, then the statements of Theorem 2.2 still hold. This result means that the spreading speed exists even if the migration of the species is not continuous in some seasons (not all). For example, K i (x, y) = δ(x − y − a) with a a constant in H, which means that there is only jumps in the diffusion process of the i-th season. It is not clear whether this result still holds in the case that the migration is not continuous in all seasons. We will give an affirmative answer in our future work under the assumption that the principal eigenvalue of the linear bounded operator M µ in (4) exists.
Finally, we present the main idea of proving the existence of the spreading speeds. Without considering the seasonal influences on the spreading speed, Weinberger et al. [31] obtained their results in the continuous spatially periodic habitat in virtue of bounding the recruitment function above and below by nondecreasing functions with the same derivative at zero. We shall show that this method can be easily extended to the recursion (1). Since on one hand, the proof is similar to that of Jin and Zhao [12] and Weinberger et al. [31] , but on the other hand, there are more details needed to be checked, we only list all lemmas we need below and left the proofs of them in the Appendix.
In the following, we assume that (H0)-(H4) are satisfied for any i = 1, · · · , N, and (H5), (H6) are satisfied. Let B be a constant sufficiently large. Since the function f (u) = ue −u , u ≥ 0 gets its maximum at u = 1, it follows that for any
Define the nondecreasing functions
and the order-preserving operators
Then we consider the order-preserving operator
For any u ∈ C B , we have
It is easy to check that M 0 is the derivative of the operators Q and Q + at u ≡ 0,
, for any u ∈ C B . Moreover, the following lemma holds.
Due to the special form of the Ricker function defined in (3), the operator Q i is subhomogeneous. In addition, we have
The next lemma asserts that the recursion
exits a unique positive continuous L-periodic equilibrium in C B .
Lemma 2.8. There is a unique positive continuous L-periodic solution, which we call α(x), of the equilibrium equation
Moveover, if the sequence u + n is a solution of the recursion (12) , and if u + 0 ∈ C L and 0 < u + 0 ≤ B, then u + n (x) converges to α(x) uniformly. Next we define the nondecreasing functions
Consider the order-preserving operators
For any u ∈ C α , we have
The following three lemmas are analogous to Lemma 2.6-2.8 respectively.
There is a unique positive continuous L-periodic solution, which we call β(x), of the equilibrium equation Q − [u] = u with the following property: If the sequence u − n is a solution of the recursion
uniformly. In order to use the theory of spreading speeds for the monotone operators in periodic habitat, we verify that the order-preserving operators Q + and Q − satisfy Hypotheses 2.1 i-vi in [29] .
Lemma 2.12. Let π 0 = 0, π 1 = α, M = C α , then the operator Q + in (11) has the following properties: Similarly, the operator Q − defined in (14) satisfies (A1)-(A6) with π 0 = 0, π 1 = β, and M = C β .
3. The dependency of c * with respect to r. In this section, we study the dependency of the spreading speeds with respect to the distribution of the intrinsic growth rates. Assume that the recruitment function is the Ricker function in (3), and the dispersal kernels only depend on relative distance as illustrated in [13] ,
. This assumption implies that the diffusion is somehow homogeneous in the sense that dispersal properties are the same at each point in space.
Let r = (r 1 , r 2 , · · · , r N ) be any positive vector function on H with each r i satisfying (H1), then define the temporal averager and the spatial averager
Let a = (a 1 , a 2 , · · · , a N ) be any positive constant vector on H, and set
Throughout this section, suppose that (H0)-(H4) are satisfied for any r i , K i , i = 1, 2, · · · , N and (H5), (H6) are satisfied. Thus Theorem 2.2 guarantees the existence of the spreading speed c * . In view of the variational formulas (8) and (9), we can focus our attention on the effects of the distribution of r on the principle eigenvalue λ(µ). Here we rewrite M µ as M µ,r , λ(µ) as λ(µ, r), and c * (ξ) as c * (ξ, r) with ξ = ±1.
We first show the convexity of the principal eigenvalue λ(µ, r) on r and µ.
Theorem 3.1. For any τ ∈ [0, 1], any vector functions r 1 , r 2 with each of their elements satisfying (H1) and any
andM (2) and M i,µ defined in (5) . Under the assumption (H0)-(H6), the principal eigenvalueλ(µ) ofM µ exists and its associated eigenfunction is positive. Then the existence of the spreading speed of the recursion (17) is similar to that of the recursion (1) in Theorem 2.2. Letc * (−1) andc * (1) denote the backward spreading speed and the forward spreading speed of model (17) respectively. Proposition 3.2. Suppose that (H0)-(H4) are satisfied for any i = 1, · · · , N, and (H5), (H6) are also satisfied. Theñ
This proposition shows that when the species invades a new environment with N seasons appearing alternately, which season the species goes through first does not influence the spreading speed finally. 
And hence, c * (ξ,â) = c * (ξ, a), ξ = ±1.
This result shows that the spreading speed only depends on the time-average value of the intrinsic growth rate r in the space-homogeneous environment, which means the temporal heterogeneity on r does not affect the invasion possibility in this case, even if the dispersal kernels are distinct in different seasons. Theorem 3.4. For any positive constant vector a = (a 1 , a 2 , · · · , a N ) and any function r ≥ 0 satisfying (H1), let r = (a 1 + r, a 2 + r, · · · , a N + r), then
This result shows that in the space-heterogenous environment, if the effects of the heterogeneity on the intrinsic growth rates are the same in all seasons, then the seasonal variation does not affect the spreading speed.
For any positive vector function r = (r 1 , r 2 , · · · , r N ) with each r i satisfying (H1), we have
This result means that if the species has a common dispersal kernel in each season, then the seasonal variation can enhance the possibility of a survival in the spaceheterogenous environment. In Example 1, we will show that the strictly inequality in (19) can be attained, and c * (ξ,ř) may not be the maximum of the spreading speeds withř = N i=1 r i , 0, · · · , 0 , under the constraint that N i=1 r i is given.
3.2.
Effect of the spatial variation. We now study the influence of the spatial variation of the intrinsic growth rates on the spreading speeds. First of all, we investigate the asymptotic behavior when r goes to infinity in the space-homogeneous environment. For any i = 1, 2, · · · , N , if the dispersal kernel K i vanishes outside a bounded interval, set
with supp K i the support of K i on H. Otherwise, due to the semicontinuity assumption of K i in (H2), we can set
Next we show that the principle eigenvalue λ(µ, r) is spatial translation invariant. 
This theorem solves the problem of minimizing c * (ξ, r) under the constraint r ∈ Γ(a). It indicates that the spatial heterogeneity can speed up the propagation. Similar result was proved in [3, 20, 21] for some reaction-diffusion equations and in [10] for some lattice systems and nonlocal equations. We will show that strictly inequality in (21) can be attained in Example 1.
In the case of H = Z and N = 1, we apply the convexity of the principal eigenvalue λ(µ, r) with respect to r to maximize c * (ξ, r) under the constraint r ∈ Γ(a) with a = (a) and a a fixed positive constant. For any j = 1, 2, · · · , N , set r j = (r j ) with r j (k) = aL, k = mL + j, m ∈ Z 0, otherwise.
We will show that r j maximizes the spreading speeds in the following theorem: 
This theorem shows that the maximal spreading speed is reached when the spatial resources are concentrated in one place. In Example 2, we will show that strictly inequality in (22) can be attained. 1. Liang et al. [16] considered the reaction-diffusion equation
with b(x) a nonnegative generalized function on R periodic in x in the sense that
for any η ∈ C(R) with compact support. There they used the method of convolution to prove that the maximum of the spreading speeds is attained by periodically arrayed Dirac's function h(x) = aL k∈Z δ(x + kL) under the constraint (0,L] b(x)dx = aL with a a fixed positive constant. We remark here that the method of convexity of the principal eigenvalue can be used to reprove their conclusion. In fact, for any nonnegative L-periodic generalized
in the weak sense, see Definition 2.12 in [16] . In their paper, the existence and the continuous dependence on b in the sense of distribution ofλ(µ, b) are proved. Moreover, similar to Theorem 3.1, we can prove the convexity ofλ(µ, b) on b. Then
Since the spreading speed of system (23) can be characterized byc
2. Similar conclusion can be extended to the periodic lattice equation
where d = {d j } j∈Z , r = {r j } j∈Z satisfy d j+L = d j , r j+L = r j , and r j > 0 for any j ∈ Z. As the discussion in [18] , for µ ∈ R, we define the L × L matrix
, j = 1, · · · , L, a µ;j,j+1 = d j+1 e −µ , j = 1, · · · , L − 1, a µ;j+1,j = d j+1 e µ , j = 1, · · · , L − 1, a µ;1,L = d 1 e µ , a µ;L,1 = d 1 e −µ , a µ;i,j = 0, |i − j| ≥ 2, (i, j) ∈ {(1, L), (L, 1)}, and let D := [d i,j ] be the diagonal L × L matrix with d j,j = r j for all j = 1, · · · , L. Then the Perron-Frobenius theorem guarantees the existence of the largest real eigenvalueλ(µ, r) of A µ + D. Moreover, the spreading speed of this lattice system can be characterized byĉ * (r) = min µ>0 {(1/µ)λ(µ, r)}. Similar to Lemma 2.1 in [7] , we can prove that the function (µ, r) →λ(µ, r) is convex. Hence, under the constraint 
It is easy to check that (H0)-(H6) are satisfied with the intrinsic growth rate b n , n ∈ N, so Theorem 2.2 guarantees the existence of c * (ξ, b n ) for each n, ξ = ±1. However, for this integro-difference model, we have not got the result similar to that of the reaction-diffusion equation (23) , that is, the maximum of the spreading speeds is attained by aL k∈Z δ(x + kL). The problem is that we even do not know whether the sets {c * (ξ, r), r ∈ Γ(a)}, ξ = ±1 are bounded for any fixed a. In fact, for any fixed dispersal kernel K and µ ∈ (µ * − , µ * + ), we can prove that lim n→∞ λ(µ, b n ) = ∞, but we still do not know whether the limit of c * (ξ, b n ) is infinite. Here we conjecture that 
Some examples.
We first present an example with specific intrinsic growth rate and dispersal kernel to show that strict inequalities in (19) and (21) can be attained.
Example 1. We consider a two-season model in the discrete periodic habitat, where the individuals can only migrate to their neighboring locations. That is H = Z, N = 2, and
For the sake of simplicity, we assume L = 2. Let r = (r 1 , r 2 ), with r 1 (k) = 0, k is even 2, k is odd, and r 2 (k) = 4, k is even 0, k is odd.
In this case, Q i in (2) has the following form It is easy to check that K, r,r,r andř satisfy (H0)-(H6) with µ * + = +∞ and µ * − = −∞. Due to the specific dispersal kernel K, we can prove that λ(µ, r) = λ(−µ, r) for any µ > 0, which implies c * (1, r) = c * (−1, r). By simple calculation, Φ r (µ) := (1/µ) ln λ(µ, r) gets the minimum at finite value µ > 0. The same arguments are true forr,r andř. Moreover, we have λ(µ,r) < λ(µ,r) < λ(µ,ř) < λ(µ, r), ∀ µ > 0. And hence c * (ξ,r) < c * (ξ,r) < c * (ξ,ř) < c * (ξ, r), ξ = ±1. We leave the details to Section 4.
Next we give an example to show that the strictly inequality in (22) can be attained. Obviously, K, r,r, and r 1 satisfy (H0)-(H6) with µ * + = +∞ and µ * − = −∞. As the discussion in Example 1, one can compute that λ(µ,r) < λ(µ, r) < λ(µ, r 1 ), ∀ µ > 0. Hence, c * (ξ,r) < c * (ξ, r) < c * (ξ, r 1 ), ξ = ±1. Moreover, c * (1,r) = c * (−1,r), c * (1, r) = c * (−1, r) and c * (1, r 1 ) = c * (−1, r 1 ).
In the case of H = Z and N = 2, the problem of maximizing the spreading speeds under the constraint (−L/2,L/2] r(x)dx = aL with a = (a 1 , a 2 ) fixed is more complicated. Let r = (r 1 , r 2 ) ∈ Γ(a) and for any j = 1, 2, · · · , L, set
By the convexity of the principal eigenvalue λ(µ, r) on r again, we can prove that
In addition, if the dispersal kernels satisfy
Here we give two numerical examples to show that similar result to Theorem 3.9 may exist. Choosing µ * + = 1, µ * − = −1, and any positive vector function r = (r 1 , r 2 ) ∈ Γ(a) with r 1 , r 2 satisfying (H1), one can verify that (H0)-(H6) are satisfied. Similar to Example 1, it is easy to prove that if L = 2, then λ(µ, r 1,1 ) ≥ λ(µ, r 1,2 ), ∀ µ ∈ (µ * − , µ * + ) where r 1,1 and r 1,2 is defined in (25) . By (26) , c * (ξ, r 1,1 ) is the maximum of the spreading speeds, ξ = ±1. In the case of L > 2, numerical computation shows that this result is still true.
Choose L = 4, a = (2, 4). We observe that for any µ ∈ (0, µ * + ), λ(µ, r 1,j ) = λ(−µ, r 1,j ), j = 1, 2, 3, 4, and λ(µ, r 1,1 ) > λ(µ, r 1,2 ) = λ(µ, r 1,4 ) > λ(µ, r 1,3 ). Hence, c * (1, r 1,j ) = c * (−1, r 1,j ), j = 1, 2, 3, 4, and c * (ξ, r 1,1 ) > c * (ξ, r 1,2 ) = c * (ξ, r 1,4 ) > c * (ξ, r 1,3 ), ξ = ±1. Moreover, r 1,1 r 1,2 r 1,3 c * 7.337913 6.780952 6.671501
So c * (ξ, r) gets its maximum at r = r 1,1 under the constraint r ∈ Γ ((2, 4) ), ξ = ±1. Choosing µ * + = +∞, µ * − = −∞, and any positive vector function r = (r 1 , r 2 ) with r 1 , r 2 satisfying (H1), one can verify that (H0)-(H6) are satisfied. It is also easy to prove that if L = 2, then λ(µ, r 1,1 ) ≤ λ(µ, r 1,2 ), for any µ ∈ (−∞, ∞) where r 1,1 and r 1,2 is defined in (25) . Thus c * (ξ, r 1,2 ) is the maximum of the spreading speeds, ξ = ±1. In the case of L > 2, by the numerical computation, we observe that at some value µ, λ(µ, r 1,1 ) ≥ λ(µ, r 1,2 ). However, at the minimum point µ 0 of the function λ(µ, r 1,2 ), λ(µ 0 , r 1,1 ) ≤ λ(µ 0 , r 1,2 ). By the variational formulas (8), (9) , and the inequality (26), we can still get that c * (r 1,2 ) is the maximum of the spreading speeds.
Choose L = 7, a = (2, 4) . We observe that for any µ ∈ (0, +∞), λ(µ, r 1,j ) = λ(−µ, r 1,j ), j = 1, · · · , 7, and λ(µ 0 , r 1,2 ) = λ(µ 0 , r 1,7 ) > λ(µ 0 , r 1,4 ) = λ(µ 0 , r 1,5 ) > λ(µ 0 , r 1,1 ) > λ(µ 0 , r 1,3 ) = λ(µ 0 , r 1,6 ) with µ 0 = 2.107 the minimum point of the function Φ r 1,2 (µ) = (1/µ) ln λ(µ, r 1,2 ). Hence, c * (1, r 1,j ) = c * (−1, r 1,j ), j = 1, · · · , 7. Moreover, c * (ξ, r 1,2 ) = c * (ξ, r 1,7 ) > c * (ξ, r 1,1 ) > c * (ξ, r 1,4 ) = c * (ξ, r 1,5 ) > c * (ξ, r 1,3 ) = c * (ξ, r 1,6 ), ξ = ±1, and r 1,1 r 1,2 r 1,3 r 1,4 c * 1.430606 1.493106 1.372775 1.407403
So c * (ξ, r) gets its maximum at r = r 1,2 under the constraint r ∈ Γ ((2, 4) ), ξ = ±1.
4.
Appendix: Proof of the lemmas and theorems. The proof of the existence of the spreading speeds related to the recursion (1) is quite similar to that related to the 1-season case in [31] . Here we check the details. To make it simple, we only prove the results in the previous two sections in the case of N = 2. The same arguments can be used to the case of N > 2.
Proof of Lemma 2.1. It is obvious that M µ is linear. Because of (H3), for any ε > 0, µ ∈ (µ * − , µ * + ), x ∈ R, there is a C = C(ε, µ, x) large enough such that 
Then for any u ∈ C L , 0 ≤ u ≤ 1, by virtue of (H4), there exists h = h(ε, µ, x) small enough such that The hypothesis (H5) implies that (M µ ) G is strongly positive, that is, for any ω ∈ C with ω > 0, (M µ [ω]) G 0. By Lemma 3.1 in [17] , we see that the spectral radius ρ is a simple eigenvalue of M µ having a positive eigenfunction ζ µ , and the modulus of any other eigenvalue is less than ρ. Moreover, any nonnegative eigenfunction of M µ is a positive multiplicity of ζ µ .
Proof of Lemma 2.6. For any σ > 0, there is a 1 whenever 0 ≤ u ≤ + σ . Hence, we finish the proof. Proof of Lemma 2.7. As in [31] , we first observe that for any two nonnegative numbers v 1 < v 2 ,
where the first inner maximum is
Thus (28) 
/v is also strictly decreasing in v ≥ 0. Then for any ρ ∈ (0, 1), x ∈ H, we have for all ρ ∈ (0, 1) and v ∈ C B , u 0.
Proof of Lemma 2.8. As argued in the proof of Lemma 2.1 in [31] , we choose a σ > 0 so small that (1 − σ)η > 1, where η is the constant in (H6). By Lemma 2.6, for any > 0 so small that ζ < + σ with ζ the function in (H6), we have
For the above > 0, we define the the sequence {p + n } n∈N of L-periodic continuous positive functions by means of the recursion
Since Q + is order-preserving, it follows that the sequence {p + n } n∈N is nondecreasing in n and bounded by B. By virtue of (H4), {p + n } n∈N is equicontinuous. It implies that {p + n } n∈N has a subsequence {p + n k } k∈N which converges to some function α(x) uniformly on every bounded subset of H. Moreover, {p + n } n∈N itself converges to α(x) uniformly for all x ∈ H. It is obvious that α(x) is positive continuous and L-periodic. By the continuity of Q + , which will be verified in Lemma 2.12, we know that {Q + [p + n ]} n∈N converges to Q + [α] uniformly. So α is a equilibrium of Q + [u] = u. Similar proof of Lemma 2.1 in [31] implies that the limit function α is independent of the choice of and if u + 0 is any positive continuous L-periodic function with u + 0 ≤ α, then u + n (x) converges to α(x) uniformly. So α is the smallest positive continuous L-periodic equilibrium of (13).
Next we prove α is the unique positive L-periodic equilibrium of (13) in C B . For the sake of contradiction, suppose that there is another positive continuous L-periodic equilibrium α 1 , and α ≡ α 1 . By the above argument, α 1 is never below α, that is there is at least one point y ∈ H, such that α 1 (y) > α(y). We define g(x) := α(x)/α 1 (x), which is a positive continuous L-periodic function. Assume that g(x) gets its minimum at x 0 , then 0 < g(x 0 ) < 1. The strictly subhomogenous property of Q + in Lemma 2.7 implies that
which contradicts g(x 0 )α 1 (x 0 ) = α(x 0 ). So the uniqueness of α is proved. Finally we prove the last part of this lemma. If u + 0 ∈ C L , 0 < u + 0 ≤ B, and u + n is the solution of the recursion (12), then u + G 0 by (H5). Thus we can choose a ε so small that 0 < ε ζ ≤ u + G ≤ B, where ζ is the function in (H6). Letû + n ,ǔ + n satisfy the recursion (12) withû + 0 = ε ζ andǔ + 0 ≡ B respectively, then we havê
We see from the uniqueness of α that {û + n } n∈N nondecreases in n and converges to α uniformly, while {ǔ + n } n∈N nonincreases in n and converges to α uniformly. Taking limit as n goes to infinity in (29) shows that u + n (x) converges to α(x) uniformly. Hence, we end the proof.
Proof of Lemma 2.9. For any σ > 0, there is a 1 σ > 0, such that
Indeed, for the above σ > 0, there exists a 2 σ > 0, such that ue −u ≥
for all x ∈ H, whenever 0 ≤ u ≤ − σ , where the first inequality is obtained by (30) . Thus the proof is completed.
Proof of Lemma 2.10. The proof is similar to that of Lemma 2.7. We only need to verify R − 1 (v, x)/v and R − 2 (v, x)/v are strictly decreasing in v ≥ 0. For any two nonnegative numbers v 1 < v 2 ,
where the second inner minimum is
/v is also strictly decreasing in v ≥ 0. The arguments for R − 2 (v, x)/v are the same. Proof of Lemma 2.11. The proof is similar to that of Lemma 2.8, so we omit it.
Proof of Lemma 2.12. We only verify that the operator Q + satisfies (A1)-(A6), and the case for Q − is similar. (A1) and (A2) are obvious. It remains to verity (A3)-(A6). Clearly, for any a ∈ L and u ∈ C α , we have To verify (A5), let {u m } m∈N ∈ C α with u m converging to u ∈ C α uniformly on every bounded subset of H. Because f (v) = ve −v is uniformly continuous on v ∈ [0, +∞), then for every ε > 0, there exists a positive integer N , such that for any m > N ,
< ε for y in any given bounded subset of H. Thus by (27) and (32), for any m > N , we have
for any y in any given bounded subset of H, with C 1 = max x∈H +∞ −∞ K 1 (y, z)e r1(z) dz and C 2 = max x∈H α(x). This implies that Q + 1 [u m ] converges to Q + 1 [u] locally uniformly on H. Applying the same arguments to Q + 2 , we get that Q + [u m ] converges to Q + [u] locally uniformly on H. Thus, (A5) is verified.
Proof of Theorem 2.2. Because Q + is order-preserving, we see that if u n is the recursion of (1), u + n is the recursion of (12), and if 0 ≤ u 0 ≤ α, u + 0 = u 0 , we have
for all n. This gives Statement(i). For Statement(ii), we first show that c * is the spreading speed of the recursion (12) with u + 0 = u 0 . In view of Lemma 2.12, it suffices to verify the conditions in Corollary 2.1 in [29] . We know that M 0 is the derivative of the operator Q + at 0 and if u 0 ∈ C φ1 , u 0 ≡ 0, L-periodic, and u n satisfies the recursion u n+1 = Q + [M0, φ1] [u n ], then by similar arguments to the last part of the proof in Lemma 2.8, u n (x) converges to φ 1 (x) uniformly on x ∈ H. Thus (A4) is verified. To verify (A5), let {u m } m∈N ∈ C φ1 with u m converging to u ∈ C φ1 uniformly on every bounded subset of H, then we have 
Thus Corollary 2.1 of [29] shows that the spreading speed c * of the recursion (12) with u + 0 = u 0 is given by the formulas (8) and (9) when c 1 > c * (−1) and c 2 > c * (1). Then Statement(ii) is obvious by (33) . For Statement (iii), we see from the monotonicity of the operator Q − that if u − n is the solution of the recursion (15) with u − 0 (x) = min{u 0 (x), β(x)}, then we have u n ≥ u − n ≥ 0, ∀ n ∈ N.
In a similar way, we can prove that the recursion (15) again has the spreading speed c * given by the formulas (8) and (9) . Then Theorem 2.3 of [29] implies that for any s > 0, there is some R s > 0 such that if u − 0 > s in an interval of length R s , then we have lim
when 0 < c 1 < c * (−1) and 0 < c 2 < c * (1). Because Lemma 2.10 shows that Q − is subhomogeneous, by similar arguments to Corollary 3.1 of [18] , R s can be chosen independent of s, that is, if u − 0 is positive in an interval with length R given, then (36) exists. Next we remove this condition about u − 0 by u 0 m 1 ≡ 0. In fact, because of the L-periodicity of the operator Q − , without loss of generality we may assume that there is some a ∈ [−L/2, L/2] such that u 0 (a)m 1 (a) = 0, and then u − 0 (a)m 1 (a) = 0. By (H5) and the semicontinuity of K i , r i , u − G is positive on the interval |x − (2J + 1)L/2| ≤ L which is two adjacent intervals of length L centered on a half-integer multiple of L. Applying (H5) again to the two intervals, we see that u − 2G is positive on the union of an interval of length 2L and its translate by L, which is an interval of length 3L. Thus by induction, u − mG is positive on an interval of length (m + 1)L. Now we can choose a m 0 so large that m 0 L ≥ R. For any 0 < c 1 <c 1 < c * (−1) and 0 < c 2 <c 2 < c * (1), since [n + m 0 G]c 1 < nc 1 and [n + m 0 G]c 2 < nc 2 for sufficiently large n, it follows that
where the last equation is from (36) by regarding u − m0G as the initial population density function. This together with (35) implies Statement(iii).
Proof of Theorem 2.3. It is obvious that µ * − = µ * + under the assumption (10). Let ζ 1 and ζ 2 be the positive eigenfunctions associated with the principle eigenvalues λ(µ) and λ(−µ), respectively. Then on one hand, Since the integral (−L/2,L/2] ζ 2 (x)ζ 1 (x)m(x)dx is positive, it follows that λ(µ) = λ(−µ), for any µ ∈ (0, µ * + ). Thus by the variational formulas (8) and (9), we see that c * (1) = c * (−1).
Proof of Theorem 2.4. Replacing e ri(x) by m i (x), the proof of this theorem is analogous to that of Theorem 2.2, and we use the notations and definitions there to go on this proof. Define Q + , Q − as (11) and (14) respectively. Because of (H0)', it is easy to see that 0 ≤ Q − [u] ≤ Q + [u] ≤α, ∀ 0 ≤ u ≤α. By virtue of (H7), Lemma 2.6 and Lemma 2.9 still exist. In fact, for every σ > 0, let whenever 0 ≤ u ≤ σ . Note that we do not know whether R i (v, x)/v is strictly decreasing in v ≥ 0. The uniqueness of the positive continuous L-periodic equilibriums α, β of the recursions (13) and (15) does not hold any more. However, the operator Q + still satisfies (A4) in Lemma 2.12 with π 0 = 0, π 1 = α, and Q − satisfies (A4) with π 0 = 0, π 1 = β. Thus Lemma 2.12 still holds for general recruitment function R i (v, x), which yields (i),(ii) of Theorem 2.2 and (36) in this case.
To prove Statement (iii) without the subhomogeneity of Q − , we need to define an order-preserving operator where u − n is the solution of (15) with u − 0 = u 0 . Hence, we finish the proof.
Proof of Theorem 2.5. The proof is almost identical to that of Theorem 2.2. First, we verify that Lemma 2.1 is true in the case that K 1 is a generalized function. For every u ∈ C L , by (H8), it is easy to see that M 1,µ [u](x) is a linear operator from C L to C L . Because of the boundedness of +∞ −∞ K 1 (x, y)e µ(x−y) dy in x ∈ H, the operator M 1,µ is continuous. Moreover, as proved in Lemma 2.1, M 2,µ is a linear compact operator from C L to C L . Thus M µ is a linear compact operator defined on C L , and (M µ ) G is strongly positive under the assumption of (H5)'. By (H8) again, the operators Q 1 , Q + 1 , Q − 1 are all continuous from C L to C L . Since K 2 satisfies (H4), the order-preserving operators Q + , Q − are compact in the sense of (A6), so they also satisfy Lemma 2.12. In addition, due to (H5)', the semicontinuity of K i used in proof of Theorem 2.2 (iii) can be removed. Hence, the statements of Theorem 2.2 are valid. Because of Proposition 3.7, λ(µ, r 1 ) = λ(µ, r 2 ) = · · · = λ(µ, r L ). So the proof is completed.
