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Abstract
We investigate disordered phases realized in one-dimensional quantum spin systems. We
revisit an effective field theory proposed by Schulz [Phys. Rev. B 34, 6372 (1986)], which
encapsulates several essential properties in low energy, from the point of view of symmetry.
Although this effective theory was originally derived by perturbation theory, we find that it
is fully consistent with the symmetry of the Hamiltonian and thus uniquely identified in the
non-perturbative sense. This theory explains many possible phase transitions known to occur
among valence-bond-solid phases, which are typical disordered phases in one-dimensional spin
systems. Furthermore, this theory indicates that the phase transitions only occur under one of
four symmetries: time reversal, bond-centered inversion, dihedral group of spin rotations, and
site-centered inversion combined with a spin rotation. Surprisingly, the first three symmetries
are consistent with those protecting the Haldane phase in spin-1 chains, which have already
been found by a completely different approach using the matrix-product state (MPS). On
the other hand, the last one is not known so far. To understand it, we explicitly construct
a microscopic model that has two distinct disordered phases protected by the combined
inversion symmetry. We examine this model and confirm the existence of those disordered
phases by perturbation theory and numerical simulations. For completeness, we further give
a more rigorous proof of their existence, based on the non-translation-invariant MPS. We also
propose an extension of the Lieb-Schultz-Mattis theorem for the absence of a unique gapped
ground state in half-odd-integer spin systems with site-centered inversion symmetry.
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Chapter 1
Introduction
The Landau theory exhaustively classifies all possible symmetry-breaking phases in classical
and quantum systems. In this framework, distinct phases are fully characterized by local order
parameters. It also tells us that all disordered states, which do not break any symmetry of the
corresponding Hamiltonian, are classified into a single phase. However, recent understanding
on topological phases, which cannot be characterized by any local quantity, signals that the
Landau theory fails to completely classify quantum phases. Even among disordered phases,
phase transitions are known to occur in quantum systems.
A perfect scheme classifying all the quantum phases beyond the Landau theory has not
been known yet. However, a very general scheme based on the local unitary transformation
(LUT) has been proposed for the classification of gapped quantum phases [1–3]. In this
scheme, two gapped ground states of local Hamiltonians belong to the same phase if and
only if they can be transformed each other by an LUT. Equivalently, two gapped ground
states belong to the same phase if and only if the one is adiabatically connected to the other
by a continuous change of the parameters in the Hamiltonian. Therefore, there must be a
gap closing between different gapped quantum phases. From the point of view of many-body
entanglement, which is a key ingredient to understand the topological phases, LUTs can only
change short-range entanglement (SRE). Thus a ground state with long-range entanglement,
such as fractional quantum Hall states, cannot be connected to a direct-product state by
LUTs, as it contains long-range entanglement. On the other hand, any SRE state can be
transformed into a single direct-product state by an LUT, and thus all SRE states belong to
the same phase.
However, if we impose symmetries on the Hamiltonian, a rich variety of SRE phases
appears. In this case, a certain SRE state cannot be connected to another SRE state by LUTs
that respect the symmetry imposed to the Hamiltonian. These states belong to the class of
either the symmetry-breaking phase or the symmetry-protected topological (SPT) phase [4].
States in the class of the SPT phase do not break any symmetry of the Hamiltonian, but they
are still distinct from each other. The SPT phase now becomes a new frontier in condensed
matter physics.
A notable example of SPT phases is the Haldane phase in the spin-1 Heisenberg chain
[5,6]. Its properties are qualitatively understood in terms of the Aﬄeck-Kennedy-Lieb-Tasaki
(AKLT) state [7, 8]. Although there is no local order parameter due to the absence of sym-
metry breaking, the spin-1 Haldane phase has a nonlocal (string) order parameter associated
with the hidden Z2×Z2 symmetry breaking [9–11]. Furthermore, spin-1/2 gapless excitations
appear at the ends of an open chain [12]. These features are actually traced back to an en-
tangled nature of the state. Indeed, the spin-1 Haldane phase is composed of entangled pairs
1
2(spin singlets), which cannot be resolved as long as we keep one of three symmetries [13]: time
reversal, bond-centered inversion, and dihedral group of pi rotations around two orthogonal
spin axes. These entangled pairs are directly observed by examining two-fold degeneracy of
the entanglement spectrum [13].
The general notion of the SPT phase was first proposed in 2009 [4]. Following that,
many systematic results on SPT phases in one dimension, such as classification of 1D SPT
phases, have been obtained primarily based on the matrix-product state (MPS) representation
[13–16]. The MPS representation gives a faithful description of general gapped ground states
in one dimension and is thus a powerful tool to classify 1D SPT phases. However, it should be
recalled that many properties of the Haldane phase had been known earlier, even before the
notion of the SPT phase was established. In particular, a field-theoretical approach based
on Abelian bosonization successfully describes many universal features of a wide range of
quantum many-body systems in one dimension.
A notable application of the bosonization approach on the Haldane phase was done by
Schulz in 1986 [17]. He showed that the Haldane phase is separated from another disordered
phase, the so-called large-D phase, by a phase transition. However, at that time, it was not
clearly recognized that the Haldane phase is an SPT phase. A main purpose of this thesis is
to revisit his approach from the modern point of view, in order to elucidate the mechanism of
symmetry protection in the framework of bosonization. As a result, we find that his effective
field theory perfectly captures all the three symmetries protecting the Haldane phase, which
are mentioned above.
This effective field theory provides us with a different point of view on the Haldane phase;
so far the symmetry-protected nature of the Haldane phase is characterized by its nontrivial
entanglement structure, while we focus on whether the Haldane phase is separated from
another disordered phase by a gap closing. In this regard, our approach is rather close to
the original spirit of the classification of SPT phases—based on the LUT. From this point,
we also find that the Haldane phase is still protected by site-centered inversion symmetry
combined with a pi spin rotation, even in the absence of the above three symmetries. Indeed,
the Haldane phase loses its entangled nature in this case, but it is still separated from the
large-D phase under this symmetry.
We further argue that the effective field theory describes various phase transition between
valence-bond-solid (VBS) phases realized in 1D spin systems. Such VBS phases include the
spin-S Haldane phases in spin-S chains, the rung-singlet phase in spin ladders, and the dimer
phases in dimerized spin chains and ladders. Based on perturbation theory in the parameters
of microscopic models, the effective field theory provides which phase is separated from or
connected to the other phase, as the odd-S Haldane phase is separated from the large-D
phase while the even-S Haldane phase is not [18]. It tells us that the distinction among VBS
phases is also protected by one of four symmetries: time reversal, bond-centered inversion,
dihedral group of spin rotations, and site-centered inversion combined with a spin rotation.
Our study based on the effective field theory also feeds back importance of the inversion
symmetry to the MPS approach. We show that the use of non-translation-invariant MPSs,
in spite of the subtlety on their pureness as a physical requirement, leads to the same con-
sequence as that predicted by the effective field theory. It indicates the existence of distinct
trivial phases, in the sense that they can be transformed into direct-product states by LUTs,
under the only site-centered inversion symmetry. We further support this fact by numer-
ical simulations in an explicit 1D model. The MPS approach also confirms an extension
of the Lieb-Schultz-Mattis theorem [19, 20], which states that half-odd-integer spin systems
with site-centered inversion symmetry and either dihedral group or time reversal symmetries
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cannot have a unique gapped ground state.
Organization of this thesis
In Chapter 2, we summarize three basic facts underlying this thesis. We first review the fail-
ure of the Landau symmetry-breaking theory on quantum systems and introduce a concept
of the local unitary transformation for the classification of gapped quantum phases. After
an intuitive argument based on many-body entanglement, we reach a definition of the SPT
phase. Second, we give a short historical review on 1D quantum spin systems. In particular,
we explain their field-theoretical descriptions using the non-linear sigma model and the phys-
ical properties of the Haldane phase from the VBS picture. Third, we give a short course
on the MPS formalism. Starting from the definition of the MPS, we explain its pureness
and symmetry on translation-invariant MPSs as physical requirements. Then we review the
classification of 1D SPT phases and its application to the Aﬄeck-Kennedy-Lieb-Tasaki state.
In Chapter 3, we revisit the field-theoretical description of spin ladder systems by Abelian
bosonization, following Schulz [17]. We derive an effective Hamiltonian only with a single
bosonic field, which captures essential low-energy properties of 1D spin systems. However,
we not only follow his derivation based on perturbation theory but also provide a non-
perturbative argument focusing on the compactification of a bosonic field and symmetries.
We also mention an extension of the Lieb-Schultz-Mattis theorem for 1D spin systems with
the site-centered inversion symmetry.
In Chapter 4, we clarify a physical meaning of the effective field theory on various 1D spin
systems. Starting from a review on the two-leg ladder that has been extensively studied, we
further consider spin-S XXZ chains, N -leg spin-1/2 ladders, and dimerized spin ladders. All
these examples point out that the effective field theory faithfully describes phase transitions
between VBS phases, which have already been known by several numerical studies.
Chapter 5 is the highlight of this thesis. Based on the effective field theory, we show that
the phase transition between different VBS phases is protected by one of four symmetries:
time reversal, bond-centered inversion, dihedral group of spin rotations, and site-centered
inversion combined with a spin rotation. While the first three are already known, we do not
know what the last one indicates. To investigate its consequence, we propose a microscopic
model which breaks the first three symmetries but preserves the last one, that is, a spin-1
chain with a staggered magnetic field. By a simple perturbative argument and numerical
simulations, we find that the site-centered inversion symmetry combined with a spin rotation
preserves the distinction between two trivial phases. We further confirm this fact by the
MPS formalism without assuming translational invariance. We also give a proof of the Lieb-
Schultz-Mattis theorem under the site-centered inversion symmetry.
We finish this thesis by summarizing our results in Chapter 6. Some future prospects are
also mentioned.
4
Chapter 2
Preliminaries
In this chapter, we summarize several basic facts used in this thesis. In Sec. 2.1, we explain an
idea to classify quantum phases. We start from a review on the Landau theory for classical
and quantum systems. Then we introduce the concepts of gapped quantum phases and
the local unitary transformation. Combined with the notion of many-body entanglement,
these ingredients naturally lead us to the idea of the symmetry-protected topological phase.
Section 2.2 is devoted to a historical review on one-dimensional (1D) spin systems. Essential
physical properties of spin chains and spin ladders are explained here. The latter part of this
section is spent to introduce the notion of the valence-bond-solid state, which can be realized
as unique gapped ground states of certain Hamiltonians of 1D spin systems. In Sec. 2.3, we
define the matrix-product state (MPS) for 1D gapped states with translational invariance.
Many important facts on 1D SPT phases are understood through the MPS formalism. The
basic knowledge on the MPS results will be helpful to read Sec. 5.3.
2.1 Classification of quantum phases
A state of matter belongs to a phase that is a region in the parameter space spanned by
temperature, interactions, external fields, and so on. Every state belonging to the same
phase shares the same physical properties. When a system passes from one phase to another,
it undergoes a phase transition at which macroscopic quantities, such as specific heat or
susceptibility, exhibit some singular behavior. One of main goals in condensed matter physics
is to classify all the phases and phase transitions, based on some general principle.
In the following, we review the Landau symmetry-breaking theory and its failure on
quantum phases (see for example, Section I of Ref. [2]). Introducing the notion of gapped
quantum phases, we explain an idea to classify them from the point of view of the many-body
entanglement. In the end, the concept of the symmetry-protected topological phase, which is
the most important object in this thesis, is clarified
2.1.1 Symmetry-breaking phases
Many phases known in condensed matter physics, such as ferromagnet, superfluid, and su-
perconductor, are associated with spontaneous symmetry breaking. These phases can be
understood (at least qualitatively) in terms of mean-field theory and have some classical ana-
logue. In the following, we first review the case of a classical system and then move to a
quantum system. In both cases, a distinction between different symmetry-breaking phases is
well described by the Landau theory (see for example [21]).
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Classical system
As an example, we consider a classical Heisenberg ferromagnet given by the Hamiltonian,
H = −
∑
〈ij〉
~Si · ~Sj , (2.1)
where ~Si ≡ (Sxi , Syi , Szi ) and 〈ij〉 represents a pair of nearest-neighboring sites on a d-
dimensional hypercubic lattice. In high temperature, each spin behaves randomly due to
the thermal fluctuation, and the system is in a disordered (or paramagnetic) phase. In this
phase, a correlation function decays exponentially in a large distance as
〈Szi Szj 〉 ∝ e−|i−j|/ξ, 〈· · · 〉 =
∑
{~Si}(· · · )e−βH∑
{~Si} e
−βH (2.2)
where the sum runs over all possible spin configurations {~Si} and β is the inverse temperature
β = 1/T (we set the Boltzmann constant to unity, kB = 1). ξ determines a characteristic
length scale depending on the microscopic model, over which spins are correlated, and is
called the correlation length. In the hight-temperature limit T → ∞, the correlation length
goes zero, ξ → 0.
In the zero temperature, spins are all aligned in a parallel way, and the system is in
an ordered (ferromagnetic) phase. In the ordered phase, the O(3) spin-rotational symmetry
is spontaneously broken, so that the expectation value of a local spin moment, say 〈Szi 〉,
takes a finite value and works as an order parameter. 1 In d ≤ 2, this ordered phase only
exists in the zero temperature because of the Mermin-Wagner theorem, which forbids any
continuous symmetry breaking in a finite temperature. On the other hand, it can extend to
finite temperatures T in d > 2. Below the critical temperature T < Tc, the system is in the
ferromagnetic phase and there exists a long-range order detected by a correlation function,
lim
|i−j|→∞
〈Szi Szj 〉 = 〈Szi 〉2. (2.3)
On the other hand, a connected correlation function decays exponentially as
〈(Szi − 〈Szi 〉)(Szj − 〈Szj 〉)〉 ∝ e−|i−j|/ξ
′
, (2.4)
with some correlation length ξ′.
At the critical temperature T = Tc, the system undergoes a phase transition at which the
correlation function behaves as
〈Szi Szj 〉 ∝
1
|i− j|d−2+η , (2.5)
where η is a universal quantity called as the critical exponent. At this point, the correlation
length diverges, ξ →∞. Thus, the paramagnetic and ferromagnetic phases are separated by
the phase transition in the classical Heisenberg ferromagnet.
1More precisely, for a quantity to work as a proper order parameter detecting spontaneous symmetry
breaking, we need to proceed as follows. We choose a local quantity Oi as an order parameter when Oi is
non-invariant under a symmetry operation g that is supposed to be spontaneously broken: gOig−1 6= Oi.
Here “local” means that a region in which Oi is defined does not extend as the system size is increased. Then
we add a small conjugate field hOOi to the Hamiltonian. On calculating the expectation value of Oi with
respect to H+hO
∑
iOi as in Eq. (2.2), we first take the thermodynamic limit V →∞ (V is the volume of the
system) and then turn off the conjugate field hO → 0. If the system spontaneously breaks the symmetry, we
will obtain a finite value of 〈Oi〉 in this procedure. We also require the same procedure in quantum systems,
while Oi are read off as a local operator and the expectation value is taken with respect to the ground state
of H + hO
∑
iOi.
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Quantum system
In the quantum-mechanical case, we consider the transverse Ising model on a d-dimensional
hypercubic lattice,
H = −
∑
〈ij〉
szi s
z
j − h
∑
i
sxi , (2.6)
where sα, α = x, y, z is a spin-1/2 operator obeying the SU(2) algebra, [sα, sβ] = iαβγsγ . At
the zero temperature, the low-energy physics is governed by the ground state of the Hamilto-
nian, |Φ0〉, which satisfies H|Φ0〉 = E0|Φ0〉 with the lowest energy eigenvalue E0. In this case,
we can consider quantum phases in a space spanned by parameters of the Hamiltonian. A
phase transition driven by a change of the parameters is called the quantum phase transition.
As in the classical case, spontaneous symmetry breaking is a guiding principle to classify the
ground state into some quantum phase.
For h 1, the ground state |Φ0〉 is in a paramagnetic phase where spins are all polarized
along the magnetic field. In this phase, the ground state is unique and has a finite excitation
gap below the first-excited state. Then, a correlation function decays exponentially:
〈szi szj 〉 ∝ e−|i−j|/ξ, 〈· · · 〉 = 〈Φ0| · · · |Φ0〉. (2.7)
For h 1, spins are aligned in the z direction. In this case, the ground state is two-fold
degenerate in the thermodynamic limit, due to spontaneous breaking of the spin reversal
symmetry szi → −szi . As in the classical ferromagnet, we can detect this symmetry breaking
by the long-range order in a correlation function 〈szi szj 〉 or the finite expectation value of
an order parameter 〈szi 〉. If the ground state is in a cat state, which is a superposition
of degenerate ground states belonging to different superselection sectors, such as |Φ˜0〉 =
(|↑↑↑↑ · · · 〉±|↓↓↓↓ · · · 〉)/√2, the order parameter 〈szi 〉 vanishes but the connected correlation
function 〈(szi − 〈szi 〉)(szj − 〈szj 〉)〉 remains finite.
In this example, at d = 1, the model can be mapped onto a two-dimensional Ising model
and the exact solution exists [22]. There is a continuous phase transition between the ferro-
magnetic and disordered phases, at a critical point h = 1/2. At this point, a finite excitation
gap above the ground state vanishes. This is a simplest example of the quantum phase
transition.
Landau theory
Given a Hamiltonian, there naturally exist some symmetries, such as spin rotation, time
reversal, lattice translation, reflection, inversion, particle conservation (gauge symmetry),
and so on. Regardless of whether we consider classical or quantum systems, states with
spontaneous symmetry breaking are all classified by the Landau theory. Indeed, the states
with different symmetries belong to different phases. As seen in the previous examples, a
symmetry-breaking state is detected by an appropriate order parameter. Since the symme-
try forms a group, with the help of group theory, we can in principle classify all possible
subgroups of the full symmetry group and construct a full set of order parameters, each of
which is only invariant under the symmetry operation associated with such a subgroup. By
examining which order parameter takes a finite expectation value, we can identify the pattern
of symmetry breaking and classify the states with different symmetries into different phases.
By the use of these order parameters, we can draw the complete phase diagram for classical
systems. Indeed, all the classical phases are classified by the Landau theory. In an example
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Figure 2.1: Conceptual phase diagrams for (a) classical and (b) quantum spin systems. In
the classical phase diagram, the parameter space is spanned by temperature T and a pa-
rameter g1 of the Hamiltonian. There only exist one symmetric phase (paramagnet) and
other symmetry-breaking phases (ferromagnet and antiferromagnet). In the quantum phase
diagram, the parameter space is spanned by two parameters g1 and g2 of the Hamiltonian.
In addition to the phases that also appear in the classical case, there is also another kind
of the paramagnets, namely a symmetry-protected topological phase with a Z2 symmetry.
Even among phases sharing the same symmetry breaking, there could be more phases. An
example is the chiral spin liquid, a lattice realization of the fractional quantum Hall state,
which can be accompanied by spontaneously breaking of time reversal symmetry.
of Fig. 2.1 (a), a ferromagnetic phase breaks a spin-reversal symmetry and is detected by a
local magnetization 〈szi,j〉. [We consider a square lattice whose coordinates are specified by
integers (i, j).] An antiferromagnetic phase breaks not only the spin-reversal symmetry but
also a lattice symmetry and is detected by a staggered magnetization 〈(−1)i+jszi,j〉. If no
order parameter takes a finite value, we will find a paramagnetic phase.
Can we classify all the quantum phases by the Landau theory based on the symmetry
breaking? While this was believed so, recent understanding on the quantum phases clearly
answers no. A prominent exception is the fractional quantum Hall states. They have some
characteristic feature that cannot be captured by any local operator; it is often called topo-
logical order. Recently, a different notion of topological order only meaningful under the
symmetry, symmetry-protected topological order, has also been proposed. This is a main
target in this thesis. An example of quantum phase diagrams is drawn in Fig. 2.1 on a space
spanned by two parameters of the Hamiltonian.
2.1.2 Beyond Landau theory: Entanglement point of view
Quantum systems can have richer phase structures than classical systems. Even if we focus
on the quantum “paramagnets,” in which no symmetry breaking occurs, there are infinitely
many possible quantum phases. One will naturally ask how to characterize different quantum
phases. However, at the present stage, there is no clue for the general case. Nevertheless, if
we only focus on gapped quantum phases, we can characterize different quantum phases.
Let us consider the ground state |Φ(g)〉 of a local Hamiltonian H(g), which is written
as a sum of local operators depending on a parameter g, H(g) =
∑
iOi(g). The ground
state |Φ(g)〉 could have finite degeneracy. We suppose that it has a uniform gap, that is, an
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Figure 2.2: Two types of gap closing between two gapped quantum phases. (a) Continuous
phase transition: two levels corresponding to the ground states are merged into the gapless
continuum at the transition point. (b) First-order phase transition: two levels cross each
other at the transition point.
energy gap below the first excited state, which is independent of the system size. Thus, for
a sufficiently large system, the gap becomes a constant of order of unity. Then we consider
two gapped states |Φ(0)〉 and |Φ(1)〉 as the ground states of respective Hamiltonians H(0)
and H(1). They belong to the same phase, if and only if there exists a finite-time evolution
operator satisfying [2]
|Φ(0)〉 = U |Φ(1)〉 , U = T
[
e−i
∫ 1
0 dg˜H˜(g˜)
]
, (2.8)
where T is a “time-ordering” operator. H˜(g˜) is also a sum of local operators but can be
different from H(g). U is called the local unitary transformation (LUT) [2]. Roughly speak-
ing, if we can find a finite continuous path connecting two gapped states without gap closing,
they belong to the same phase. Conversely, between two gapped phases belonging to different
phases, there must be a gap closing or an infinite-time evolution connecting them. Here the
“gap closing” can mean either a gapless critical point corresponding to a continuous phase
transition, or a first-order transition caused by a level crossing. This is depicted in Fig. 2.2.
Topologically ordered phases and long-range entanglement
Here we focus on gapped quantum phases in two dimensions. A notion of topological order [23]
was originally introduced to represent the ground-state degeneracy of the chiral spin liquid,
which is a lattice generalization of the fractional quantum Hall state, on torus or nontrivial
closed manifolds. The origin of the ground-state degeneracy is emergent excitations, called
the fractionalized quasiparticles. These quasiparticles obey a nontrivial particle statistics of
neither boson nor fermion, generally referred to braiding statistics. Since a braiding statistics
is characterized by a set of discrete parameters,2 two states with fractionalized quasiparticles
with different statistics cannot be adiabatically connected.
The ground-state degeneracy on torus basically counts the number of different fraction-
alized quasiparticles. However, a practical computation of the ground-state degeneracy is
difficult. Instead, we can use the entanglement entropy that also captures the same infor-
mation but is relatively easy to calculate. Given the ground state |ψ〉, let us consider a
bipartition of the system into subsystems A and B. We define the reduced density matrix of
2This property is known as Ocneanu rigidity.
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the subsystem A as
ρA = TrB |ψ〉 〈ψ| , (2.9)
which is obtained by tracing out the degrees of freedom in the subsystem B from the density
matrix of the whole system |ψ〉 〈ψ|. Then, the von Neumann entanglement entropy is defined
by
S = −TrA [ρA log ρA] . (2.10)
In topologically ordered phases, such as the fractional quantum Hall state, the entanglement
entropy takes the form [24,25],
S = αL− logD, (2.11)
where L is the length of the boundary between the subsystems, α is a nonuniversal constant,
and D2 is the ground-state degeneracy on torus. The first term comes from the short-range
entanglement only living near the boundary. On the other hand, the last term encapsulates
a nonlocal information, the so-called long-range entanglement.
The LUT defined in Eq. (2.8) is composed of local operators. It will manipulate the short-
range entanglement but will not change the long-range entanglement. If we consider states
that do not contain the long-range entanglement, by using U , we can completely remove the
short-range entanglement and every state will reach to a single direct-product state. This
class of the state is called the short-range entanglement (SRE) state, and every SRE state
belongs to a single SRE phase, since they can be connected to a direct-product state by U .
Otherwise, the state belongs to some long-range entanglement (LRE) phase [see Fig. 2.3 (a)].3
Short-range entangled phases
The SRE phase seems much boring because there is only one phase. However, this situation
is drastically changed when we impose the symmetry on the Hamiltonian. In this case, there
are multiple SRE phases, which cannot be connected each other by any LUT respecting the
imposed symmetry. One class of SRE phases is the symmetry-breaking phase, which we
reviewed in the previous section. Another class is the symmetry-protected topological phase4
[4], which has no symmetry breaking. States belonging to different symmetry-protected
topological phases preserve the full symmetry of the Hamiltonian but cannot be connected
each other.
3The term “LRE phase” is defined in this negative way. States belonging to the LRE phase cannot be
transformed into a direct-product state by any LUT. It naturally includes states characterized by the ground-
state degeneracy on torus, such as fractional quantum Hall states, toric code states, and string-net condensate
states. All these states also have fractionalized quasiparticles obeying braiding statistics. On the other
hand, states that have neither fractionalized quasiparticles nor ground-state degeneracy, such as the integer
quantum Hall state and its bosonic analogue (Kitaev E8 state), also belong to the LRE phase in the above
sense [26, 27]. These phases are said to have an invertible topological order. Moreover, three-dimensional
self-correcting quantum code states are also considered to belong to the other kind of LRE phases. The notion
of topological order is still under development. It could be changed if some other “strange” phase is found.
4The symmetry-protected topological phase is also called the symmetry-protected trivial phase, in the
sense that it can be transformed into a direct-product state by an LUT. This terminology is often used by one
of its inventors.
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Figure 2.3: Schematic pictures of LRE and SRE states. (a) A LRE state is filled with objects
like closed strings. Its excitation is an open string that has fractionalized quasiparticles at
its ends. SRE states are transformed into a direct-product state of (b) site local states,
(c) entangled pairs where two spins are connected by a blue solid line, and (d) entangled
plaquettes where four spins are connected by a blue square. The symmetry acts on each
square enclosing one or four spins.
2.1.3 Symmetry-protected topological phases
Let us summarize the definition of the symmetry-protected topological (SPT) phase.
The SPT phase is a class of gapped quantum phases that have no symmetry break-
ing. States belonging to different SPT phases cannot be connected each other by
any LUT respecting the symmetry. But they can be transformed into a single
direct-product state by an LUT that does not respect the symmetry.
This also says that the SPT phase has a unique ground state. There are many systematic
studies on the SPT phase [14–16,28–33]. For the 1D case, we summarize the known classifi-
cation of SPT phases in Sec. 2.3.3. Although the definition of the SPT phase is exhausted in
the above one, here we try to provide one way to think what is the SPT phase.
Intuitive picture
The idea of the renormalization group is still useful on the understanding of gapped quantum
phases. States belonging to the same phase flow to the same fixed point, while states belonging
to different phases flow to different fixed points. What is the fixed point of a gapped quantum
state? The existence of a finite gap immediately indicates a finite or zero correlation length
[34], which gives a certain length scale to the system. But any fixed point must be invariant
under the scale transformation, so that the correlation length should be zero. Since we are
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considering the short-range entanglement phase, the zero correlation length is only achieved
in direct-product states.
Even if we impose some symmetry on the Hamiltonian and consider states belonging
to the SPT phase, their fixed points must be some direct-product states. A simple way to
achieve such state is to form a direct product of states on each site, as in Fig. 2.3 (b). We can
also consider another direct-product state composed of entangled pairs, such as spin singlets
[Fig. 2.3 (c)]. But we can always resolve these entangled pairs by applying a proper LUT.
However, if we impose some symmetry among these entangled pairs, there is the case that
we cannot remove the entanglement of the pair by any symmetric LUT. This becomes an
SPT phase different from the simple direct-product state. We can further consider a direct-
product state formed by extended objects, such as entangled plaquettes [see Fig. 2.3 (d)],
and achieve another SPT phase if those plaquettes cannot be resolved under any symmetric
LUT.
Edge states and entanglement spectrum
As we can expect, if we consider the system with a boundary, these nontrivial SPT phases
could reveal unpaired objects at the boundary. This is an intuitive explanation of the existence
of edge states in several SPT phases. In one dimension, the Haldane phase in spin-1 chains
is of this type; it has gapless spin-1/2 edge states (see Sec. 2.2.3). The Haldane phase is in
fact protected by time reversal, spin rotation, and bond-centered inversion symmetries [13].
As long as one of these symmetries exists, we cannot resolve entangled pairs of spin-1/2’s,
namely spin singlets. In two dimensions, there are also SPT phases that support edge states:
the quantum spin Hall state [35, 36], Z2 SPT phase [37, 38], and bosonic integer quantum
Hall state protected by a U(1) symmetry [28, 39–41]. In three dimensions, the topological
insulator protected by time reversal symmetry also supports a gapless Dirac fermion on its
surface [42,43].
These nontrivial entanglement structures are not captured by the entanglement entropy
(2.10); it only detects the signature of the long-range entanglement, and the term proportional
to the length of the boundary does not serve as a universal probe. However, entries of
the reduced density matrix itself may capture the formation of the short-range entangled
objects. In fact, the entanglement spectrum [44] [defined in Eq. (2.77)], which is the eigenvalue
spectrum of the reduced density matrix, captures these entanglement structure as a nontrivial
degeneracy or a gapless dispersion relation [13,45–48].
We want to stress that, although the presence of edge states and/or a nontrivial structure
in the entanglement spectrum are clear signatures for some kinds of SPT phases, these are
not a defining property of all the SPT phases. There still exist SPT phases that cannot be
characterized by their nontrivial entanglement structure. Let us consider an SPT phase in
zero dimension, that is just a few-body problem. We can still define the phases according
to the presence or absence of a gap closing between two states. First, states belonging to
an SPT phase must form a 1D representation of the imposed symmetry; otherwise multi-
dimensional representations lead to some symmetry breaking. Second, there should be a
level crossing between states forming different 1D representations, since they are orthogonal
each other. Thus different SPT phases in zero dimension are distinguished by different 1D
representations of the symmetry. Even in higher dimension, there are the cases where different
SPT phases are characterized by different 1D representations in the presence of certain lattice
symmetries [14] (see also Refs. [49,50]). In such cases, there are distinct SPT phases in which
the short-range entanglement is completely removable by an LUT. This becomes one of main
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issues in Chapter 5.
2.2 One-dimensional spin systems
In one dimension, the allowed structure of many-body entanglement is quite limited. It has
been proven that there is no long-range entanglement in one dimension [14]. However, besides
symmetry-breaking phases, we can still have SPT phases under the symmetry.
In this thesis, we will focus on one-dimensional SPT phases. A prototypical example of the
SPT phase is the Haldane phase realized in spin-1 chains and its generalization, the valence-
bond-solid phases. We here briefly review the physics in one-dimensional spin systems. In
particular, we explain the Haldane’s conjecture on 1D antiferromagnets and physical proper-
ties of the Haldane phase and its representative, the Aﬄeck-Kennedy-Lieb-Tasaki state.
2.2.1 Spin chain
We first consider the Heisenberg chain with an antiferromagnetic exchange coupling (J > 0),
H = J
∑
i
~Si · ~Si+1. (2.12)
As opposed to higher-dimensional cases where some magnetic order appears, in 1D, antiferro-
magnetic long-range order is forbidden by the Mermin-Wagner theorem. In fact, the S = 1/2
case is exactly solved by the Bethe ansatz, and its ground state is known to be gapless and
critical. If we introduce an uniaxial anisotropy as
H = J
∑
i
[
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1
]
, (2.13)
the model is called the XXZ chain. This model is again solved by the Bethe ansatz for
S = 1/2. For ∆ ≤ −1, spins are aligned along the z axis in the parallel way and lead
to the ferromagnetic long-range order with Z2 symmetry breaking. For ∆ > 1, spins are
aligned in the antiparallel way and lead to the antiferromagnetic long-range order with Z2
symmetry breaking. For −1 < ∆ ≤ 1, including the Heisenberg point, this model is in a
critical phase. Its low-energy effective theory is described by a massless free boson or the
Tomonaga-Luttinger model,
H =
v
2pi
∫
dx
[
K(∂xθ)
2 +
1
K
(∂xφ)
2
]
, (2.14)
where φ(x) and θ(x) are dual bosonic fields, and v and K are the velocity and stiffness
depending on J and ∆. This relationship enables us to describe the low-energy effective
theory of many one-dimensional spin systems in terms of bosonic fields. Such an approach
is called Abelian bosonization and extensively used in this thesis. A derivation of Eq. (2.14)
from the Heisenberg model (2.12) will be reviewed in Appendix 3.A.
For S > 1/2, no exact solution is known for Eq. (2.12). However, in 1982, Haldane
conjectured that the ground state of the antiferromagnetic Heisenberg model is in a gapless
critical phase for half-odd-integer S while in a gapped disordered phase for integer S [5, 6].
He used the nonlinear sigma model with a topological term, whose Euclidean action is given
by (we refer to Ref. [51])
S =
∫
d2x
[
1
2g
(
1
v
(∂0 ~m)
2 + v(∂1 ~m)
2
)
+ i
θ
8pi
ij ~m · (∂i ~m× ∂j ~m)
]
, (2.15)
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where ~m(~x) is a three-component vector field and
g =
2
S
, v = 2a0JS, θ = 2piS. (2.16)
The nonlinearity comes from that the vector field ~m(~x) is constrained to take its value on
two-sphere S2 such that ~m
2(~x) = 1. The last term in Eq. (2.15) is called the topological
term, and it takes integral values,
W =
1
8pi
∫
d2x ij ~m · (∂i ~m× ∂j ~m) ∈ Z. (2.17)
W classifies a smooth configuration ~m(x), which is a mapping from the two-dimensional
Euclidean space-time S2 to the target space S2, according to the homotopy group pi2(S2) =
Z. This topological terms contributes to the partition function as a phase factor factor
ei2piSW = (−1)2SW .
If S is integer, this factor is just unity and the resulting action is the usual nonlinear
sigma model. Under the renormalization group, g goes to the strong-coupling limit, g →∞.
Consequently, ~m(~x) strongly fluctuates and acquires a mass, so that the Heisenberg chain
with integer S has a disordered ground state with a finite excitation gap. On the other hand,
if S is half-odd-integer, the phase factor cannot be neglected. Yet g also goes to the strong-
coupling limit, we cannot forget the effect of S due to the topological term. From g = 2/S,
the low-energy physics of Eq. (2.15) will be governed by that for S = 1/2. According to the
result of the Bethe ansatz for S = 1/2, we expect that the ground state of the Heisenberg
chain with half-odd-integer S is gapless and critical.
After the Haldane’s conjecture, several numerical studies confirmed the existence of a
finite gap [52–55]. Some of studies also investigated a related model [53, 54, 56], the XXZ
chain with an on-site uniaxial anisotropy,
H =
∑
i
[
J(Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1) +D(S
z
i )
2
]
. (2.18)
This model has an obvious disordered phase in the limit D → ∞, which is connected to a
direct-product state |0000 · · · 〉. However, this phase (large-D phase) seemed to be separated
from the other disordered phase (Haldane phase) around the Heisenberg point, predicted by
Haldane (see Fig. 2.4). The physical picture of the ground state for the S = 1 Heisenberg
model had not been clear yet. This point was first addressed by Aﬄeck, Kennedy, Lieb, and
Tasaki, as we will see in Sec. 2.2.3.
2.2.2 Spin ladder
In 1986, Schulz considered a one-dimensional model [17], which would share the same low-
energy properties with those of Eq. (2.18), namely
H =
∑
i
J 2S∑
j=1
(sxi,js
x
i+1,j + s
y
i,js
y
i+1,j + ∆s
z
i,js
z
i+1,j)
+J
2S∑
j=1
∑
j′ 6=j
(
sxi,js
x
i+1,j′ + s
y
i,js
y
i+1,j′ + ∆s
z
i,js
z
i+1,j′
)
+D
2S∑
j=1
∑
j′ 6=j
szi,js
z
i,j′
 , (2.19)
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Figure 2.4: Phase diagrams of Eq. (2.18) for (left panel) S = 1 [57] and (right panel) S = 2
[58]. In the right panel, Jz corresponds to ∆. For S = 1, the Haldane (H) and large-D (LD)
phase are separated by a continuous phase transition, but for S = 2, they can be connected
without gap closing.
where ~si,j is the spin-1/2 operator. This is obtained by replacing ~Si →
∑2S
j=1 ~si,j in Eq. (2.18).
He regarded this model as a 2S-leg ladder and applied Abelian bosonization technique. Then
he proposed an effective sine-Gordon Hamiltonian (see Chapter 3),
H =
v
2pi
∫
dx
[
K(∂xθ)
2 +
1
K
(∂xφ)
2
]
+ geff
∫
dx cos(µ
√
4Sφ), (2.20)
where µ = 1 for integer S while µ = 2 for half-odd-integer S. He reached a similar conclusion
to that by Haldane, namely the ground state of this model can be disordered for integer S
while not for half-odd-integer S. He also predicted a phase transition between the Haldane
and large-D phases for integer S. Although this would turn out to be not true for even
S (see Fig. 2.4), his effective theory itself is very suggestive. A large part of this thesis is
spent to show the usefulness of this effective theory on the phase transitions between various
disordered phases (Chapter 4) and their symmetry-protected feature (Sec. 5.1).
We can also consider a more conventional ladder system given by
H =
∑
i
N−1∑
j=1
[
J ~Si,j · ~Si+1,j + J⊥~Si,j · ~Si,j+1
]
. (2.21)
For J > 0 and J⊥ > 0, as in the case of Eq. (2.12), this can be mapped on to the nonlinear
sigma model (2.15) with θ = 2piSN [59, 60]. Thus, for integer S, the ground state is always
disordered. This can be naively understand that integer spins can form a singlet on each
rung. On the other hand, for half-odd-integer S, the ground state is disordered for even N
while gapless for odd N . This will follow that only an even number of half-odd-integer spins
can form a singlet. This model is also treated by the Schulz’s effective field theory (2.20) by
decomposition of the spin-S into spin-1/2’s.
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Figure 2.5: VBS states for (a) S = 1, (b) S = 2, and (c) S = 3. Each black filled circle
and red solid line represent the spin-1/2 and the singlet pair, respectively. The black circle
enclosing spins means a symmetrization to the largest total-spin sector.
2.2.3 VBS phase
In 1987, Aﬄeck, Kennedy, Lieb, and Tasaki (AKLT) proposed a toy model [7, 8], known as
the AKLT model,
H =
∑
i
[
~Si · ~Si+1 + 1
3
(~Si · ~Si+1)2
]
, (2.22)
to explain the nature of the disordered ground state for the S = 1 Heisenberg model. This
model can be rewritten as a sum of projection operators PS=2j,j+1, which project two neighboring
spins onto the S = 2 sector. Thus if we can form a state in which each neighboring spins
have the total spin S = 0 or 1, it becomes the exact ground state. Such a ground state is
constructed as follows. First, we decompose a spin-1 into two spin-1/2’s. Then we form a
singlet between two spin-1/2’s on neighboring sites. Finally, we symmetrize two spin-1/2’s
on each site back to a single spin-1. A state constructed in this way [see Fig. 2.5 (a)], called
the valence-bond-solid (VBS) state or AKLT state, has the total spin S = 0 or 1 on each
neighboring spins and thus becomes a ground state of Eq. (2.22). This state is unique and
gapped, and any correlation function decays exponentially. Thus, it fully satisfies the desired
ground-state properties for the S = 1 Heisenberg chain, predicted by Haldane.
The AKLT state has some exotic properties, which are also shared in the Haldane phase.
One is the appearance of spin-1/2 edge states on an open chain, which causes four-fold
degeneracy of the ground state [12]. The other is the existence of hidden Z2 × Z2 symmetry
breaking and associated string order parameters [9–11]. Specifically, by a nonlocal unitary
transformation [61],
V =
∏
j<k
exp
(
ipiSzjS
z
k
)
, (2.23)
the Hamiltonian (2.18) under the open boundary condition is transformed into
V HV −1 =
∑
i
[
J
(
Sxi e
ipiSxi+1Sxi+1 + S
y
i e
ipi(Szi +S
x
i+1)Syi+1 + ∆S
z
i e
ipiSzi+1Szi+1
)
+D(Szi )
2
]
,
(2.24)
This Hamiltonian is still local and has a D2 = Z2 × Z2 symmetry corresponding to pi rota-
tions around two orthogonal spin axes. Thus we expect D2 symmetry breaking around the
Heisenberg point (∆ = 1 and D = 0), which leads to four-fold degenerate ground state. This
degeneracy is consistent with that caused by the edge states. Correspondingly, the string
order parameters [9],
Oα = lim
|j−k|→∞
〈
Sαj exp
ipi k−1∑
l=j
Sαl
Sαk
〉
, α = z, x, (2.25)
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Figure 2.6: Examples of singlet configurations forming a VBS state on the four-leg ladder.
These configurations can be transformed each other by a local flip of he singlets.
take a finite expectation values in the Haldane phase. They become just usual ferromagnetic
order parameters after the transformation (2.23).
These remarkable features, that is the edge states and the string order parameters, do
not appear in the large-D phase realized in Eq. (2.18), which is also disordered. One might
think that the hidden D2 symmetry breaking perfectly describes the distinction between the
Haldane and large-D phases in the conventional framework of the Landau theory. If this is
true, applying a magnetic field, say hSzi , must wash out the distinction, since it adds the D2
symmetry-breaking nonlocal term to Eq. (2.24). Then, one could find a way to connect the
two phases without gap closing. In fact, this naive thought is not quite correct. We cannot
eliminate the phase transition between them as long as certain symmetries are preserved.
To reach this fact, we had to wait the foundation of a concept of the symmetry-protected
topological phase in 2009 [4]. The Haldane phase is protected by not only the D2 symmetry
but also time reversal and bond-centered inversion symmetries [13]. We will review this
fact based on the matrix-product state formalism in Sec. 2.3.4. We further claim that the
Haldane phase is also protected by site-centered inversion symmetry combined with a pi-
rotation around the z axis, in the sense that it is still separated from the large-D phase. This
is a main issue in Chapter 5.
The idea of the VBS state is also applied to higher-S cases. Even for these cases, we can
still construct VBS states as follows. We first decompose a spin-S into 2S spin-1/2’s, then
form singlets between neighboring sites, and finally project 2S spin-1/2’s on each site onto
the fully symmetric sector. The ground state of the Heisenberg model (2.12) for S > 1 is also
understood in this way [see Fig. 2.5 (a) and (b)]. However, for half-odd-integer S, we have
no way to construct the VBS states without translational symmetry breaking. If we wish to
obtain a unique VBS state in this case, we have to initially break translational invariance in
the Hamiltonian.
We can also construct unique gapped states in a similar way for spin-1/2 ladder systems.
We distribute short-range singlet pairs on the whole system and superpose them such that
the resulting state does not break the lattice symmetry, as in a manner of the short-range
resonating valence-bond state [62, 63]. We further require that the constituent states can
transform each other by a local flip of the singlets (see Fig. 2.6). Throughout this thesis,
we also call the state formed by the singlet coverings in this way as the VBS state. We say
that a state belongs to the VBS phase if and only if the state can be smoothly connected
to a VBS state. We discuss that the distinction between various VBS phases is faithfully
captured by the effective field theory (2.20) in Chapter 4. Within this theory, it turns out
that such distinction is also protected by the set of symmetries, as in the S = 1 Haldane
phase (Sec. 5.1).
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2.3 Matrix-product state and SPT phase
The matrix-product state 5 (MPS) [64–66] gives a faithful description of the gapped ground
state of one-dimensional quantum systems. We here review its definition and several physical
requirements. It is used to prove the existence of the symmetry-protected topological phases
in one dimension. Its application to the AKLT state is also reviewed. Basic facts discussed
here will be required when we deal with the non-translational-invariant MPS in Sec. 5.3.
2.3.1 Definition of matrix-product state
We consider a quantum state |ψ〉 defined on a one-dimensional lattice with L sites each of
which is associated with the d-dimensional Hilbert space. We impose the periodic boundary
condition on the lattice. The state |ψ〉 is written in terms of the MPS as
|ψ〉 =
∑
{mn}
Tr
[
A[1]m1A
[2]
m2 · · ·A[L]mL
]
|m1m2 · · ·mL〉 , (2.26)
where the sum is taken over all possible configurations of {m1,m2, · · · ,mL} with mn =
1, · · · , d, and A[n]mn is a χn−1/2 × χn+1/2 matrix. χa is called as the bond dimension. Without
loss of generality, the MPS (2.26) is also described in the form proposed by Vidal [67],
|ψ〉 =
∑
{mn}
Tr
[
Γ[1]m1Λ
[1+1/2]Γ[2]m2Λ
[2+1/2] · · ·Γ[L]mLΛ[L+1/2]
]
|m1m2 · · ·mL〉 , (2.27)
where Λ[a] is a χa × χa positive diagonal matrix and Γ[n]mn is a χn−1/2 × χn+1/2 matrix. This
representation is certainly convenient to see its entanglement structure. In the following, for
simplicity, we assume translational invariance of the system. It is proven that there exists a
translation-invariant MPS with a site-independent matrices Γ
[n]
mn ≡ Γmn and Λ[a] ≡ Λ [68],
|ψ〉 =
∑
{mn}
Tr [Γm1ΛΓm2Λ · · ·ΓmLΛ] |m1m2 · · ·mL〉 . (2.28)
Thus χa ≡ χ and Γmn becomes a square matrix. If we consider the system only with
inversion symmetry, it is essential to consider the non-translation-invariant MPS. But this is
more technical and separately discussed in Sec. 5.3.
For a given state |ψ〉, there are several different ways (the gauge degrees of freedom) to
write down the MPS. Assuming that |ψ〉 is normalized, this freedom is uniquely fixed by
imposing the canonical condition [67, 68],∑
m
ΓmΛ
2Γ†m =
∑
m
Γ†mΛ
2Γm = Iχ (2.29)
where Iχ is the χ-dimensional identity matrix. This condition is interpreted as that the
transfer matrix,
Rαα′;ββ′ =
∑
m
Γm,αβΓ
∗
m,α′β′ΛβΛβ′ , (2.30)
5The “matrix-product state” is also called as the “finitely correlated state” in the literature, as first intro-
duced in Ref. [64].
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has a right eigenvector δββ′ with the eigenvalue 1 [69]. Similarly, another transfer matrix,
Lαα′;ββ′ =
∑
m
Γ∗mα′β′Γm,αβΛαΛα′ , (2.31)
has a left eigenvector δαα′ with the eigenvalue 1.
We also require the condition of a pure MPS, that is, the eigenvalue 1 is the largest one
of the left/right transfer matrix and is nondegenerate [67,68]. This condition guarantees that
the state |ψ〉 is the unique ground state of the corresponding Hamiltonian, and any connected
correlation function decays exponentially with a finite correlation length. The latter can be
seen as follows. Let us introduce two local operators P and Q and consider a connected
correlation function 〈P (0)Q(r)〉−〈P (0)〉 〈Q(r)〉. As in the usual transfer-matrix method, the
correlation function is written as
〈P (0)Q(r)〉 − 〈P (0)〉 〈Q(r)〉 = Tr
[
RPR
rRQR
L−r−2]
Tr [RL]
− Tr
[
RPR
L−1]
Tr [RL]
Tr
[
RQR
L−1]
Tr [RL]
, (2.32)
where
(RP )αα′;ββ′ =
∑
m,m′
Γm,αβPmm′Γ
∗
m′,α′β′ΛβΛβ′ , (2.33)
(RQ)αα′;ββ′ =
∑
m,m′
Γm,αβQmm′Γ
∗
m′,α′β′ΛβΛβ′ . (2.34)
We expand the transfer matrix R as
R =
χ2∑
j=1
λj |rj〉 〈lj | (2.35)
where λj ’s are the eigenvalues of R in non-increasing order, and |rj〉 and 〈lj | are the corre-
sponding right and left eigenvectors, respectively. Then, we obtain
〈P (0)Q(r)〉 − 〈P (0)〉 〈Q(r)〉
=
Tr
[
RP
(∑
j λ
r
j |rj〉 〈lj |
)
RQ
(∑
j λ
L−r−2
j |rj〉 〈lj |
)]
Tr
[∑
j λ
L
j |rj〉 〈lj |
]
−
Tr
[
RP
(∑
j λ
L−1
j |rj〉 〈lj |
)]
Tr
[∑
j λ
L
j |rj〉 〈lj |
] Tr
[
RQ
(∑
j λ
L−1
j |rj〉 〈lj |
)]
Tr
[∑
j λ
L
j |rj〉 〈lj |
] (2.36)
If λ1 = 1 and λj < 1 for all 2 ≤ j ≤ χ2, for a large system size L, this becomes
〈P (0)Q(r)〉 − 〈P (0)〉 〈Q(r)〉 ≈ 〈l1|RP
∑
j
λrj |rj〉 〈lj |
RQ|r1〉 − 〈l1|RP |r1〉〈l1|RQ|r1〉.
(2.37)
For a large distance r, this can be evaluated as
〈P (0)Q(r)〉 − 〈P (0)〉 〈Q(r)〉 ≈ λr2〈l1|RP |r2〉〈l2|RQ|r1〉+O(λr3). (2.38)
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Thus the correlation function decays exponentially with a finite correlation length,
ξ = − 1
log λ2
. (2.39)
On the other hand, if the largest eigenvalue of R is q-fold degenerate, that is, λ1 = · · · =
λq = 1 and λj < 1 for q < j ≤ χ2, Eq. (2.36) becomes
〈P (0)Q(r)〉 − 〈P (0)〉 〈Q(r)〉
≈
q∑
j,k=1
(
1
q
〈lj |RP |rk〉〈lk|RQ|rj〉 − 1
q2
〈lj |RP |rj〉〈lk|RQ|rk〉
)
+O(λrq+1). (2.40)
Therefore, nonvanishing contributions independent of r remain and the correlation length
diverges. This indicates that the ground state is in a “cat state” and has some long-range
order associated with spontaneous symmetry breaking. To avoid this, in the following, we
assume pureness of the MPS, i.e. nondegeneracy of the largest eigenvalue of R and similarly
of L.
2.3.2 Symmetries on MPS
To investigate the symmetry-protected topological phases, we need to implement symmetry
on the MPS. We here consider the three types of symmetries: on-site global symmetry,
inversion symmetry, and time reversal symmetry.
On-site symmetry
The quantum Ising model (2.6) has a Z2 symmetry generated by
∏
i σ
x
i , and the AKLT
model (2.22) has an SO(3) symmetry corresponding to spin rotations. Such on-site global
symmetries are generated by
G(g) ≡ u[1](g)⊗ u[2](g)⊗ · · · ⊗ u[L](g), (2.41)
where u[n](g) is a unitary representation of a symmetry group G for a group element g ∈ G
on site n. We consider a state |ψ〉 that transforms under this symmetry as
G(g) |ψ〉 = eiθL(g) |ψ〉 , (2.42)
where eiθL(g) is a 1D representation of G.
We want to know the transformations of the matrices in Eq. (2.28) when the symmetry
(2.41) is applied on |ψ〉. From Refs. [13, 70], the transformation of the matrix Γ is given by∑
m′
umm′(g)Γm′ = e
iθ(g)U †(g)ΓmU(g), (2.43)
where eiθ(g) is a 1D representation of G and U(g) is a unitary operator acting on the χ-
dimensional virtual space. U(g) satisfies [Λ, U(g)] = 0. In fact, U(g) is generally a projective
representation of G [13, 14] satisfying the multiplication rule,
U(g1)U(g2) = e
iρ(g1,g2)U(g1g2), (2.44)
where g1, g2 ∈ G and eiρ(g1,g2) is a phase factor called the factor system. If ρ(g1, g2) = 0,
Eq. (2.44) means U(g) forms a linear representation, such as the integer-spin representation of
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SO(3). On the other hand, the half-odd-integer-spin representation of SO(3) gives a nontrivial
phase, ρ(g1, g2) 6= 0.
Following Ref. [13], let us see the case of the Z2 × Z2 symmetry, which is a subgroup
of SO(3). The Z2 × Z2 symmetry is formed by spin rotations by pi around two orthogonal
axes, say Rx = eipiSx and Rz = eipiSz . A combined operation, RxRz or RzRx, gives the
rotation around the y axis, Ry = eipiSy . We assume that the Z2×Z2 symmetry takes a linear
representation on the physical Hilbert space as in integer-spin systems. Acting Rx on the
matrix Γ, we obtain ∑
m′
(Rx)mm′Γm = eiθ(Rx)U †(Rx)ΓmU(Rx). (2.45)
Using this relation twice, we have
Γm = e
2iθ(Rx)(U †(Rx))2Γm(U(Rx))2. (2.46)
Substituting this into the canonical condition (2.29),∑
m
Γ†mΛ(U(Rx))2ΛΓm = e2iθ(Rx)(U(Rx))2. (2.47)
Thus we find e2iθ(Rx) = 1 and (U(Rx))2 = eiφ(Rx)I with some phase φ(Rx). The latter phase
can be absorbed in a redefinition of the unitary matrix, U(Rx) → eiφ(Rx)/2U(Rx) and thus
has no effect on the MPS. Similarly for Rz, we obtain e2iθ(Rz) = 1 and U(Rz) = eiφ(Rz)I, and
again φ(Rz) affects nothing. However, if we consider a combination of the two operations Rx
and Rz, the situation will be changed. Applying first Rz and then Rx on Γ, we obtain∑
m′
(RxRz)mm′Γm′ = ei(θ(Rz)+θ(Rx))U †(Rz)U †(Rx)ΓmU(Rx)U(Rz). (2.48)
Conversely, applying first Rx and then Rz, we obtain∑
m′
(RzRx)mm′Γm′ = ei(θ(Rx)+θ(Rz))U †(Rx)U †(Rz)ΓmU(Rz)U(Rx). (2.49)
Since RxRz = RzRx, equating the left-hand sides of Eqs. (2.48) and (2.49), we have
Γm = U(Rx)U(Rz)U †(Rx)U †(Rz)ΓmU(Rz)U(Rx)U †(Rz)U †(Rx). (2.50)
Substituting this into the canonical condition (2.29), we find∑
m
Γ†mΛU(Rz)U(Rx)U †(Rz)U †(Rx)ΛΓm = U(Rz)U(Rx)U †(Rz)U †(Rx). (2.51)
This indicates that
U(Rz)U(Rx) = eiφxzU(Rx)U(Rz). (2.52)
The phase φxz cannot be absorbed into the redefinitions of U(Rx) and U(Rz). Since we can
fix (U(Rx))2 = I, we obtain e2iφxz = 1, i.e. φxz = 0, pi. We expect that different states are
classified by θ(Rx) and θ(Rz), both of which take the values 0 or pi, and φxz = 0, pi. The
former two phases are associated with four 1D representations of the Z2×Z2 symmetry, while
the last one corresponds to two projective representations.
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Inversion symmetry
An inversion symmetry operation n → −n acts on the matrix Γ as transposition with some
unitary [13,14] (see also Ref. [71]):∑
m′
umm′(I)ΓTm′ = eiθ(I)U †(I)ΓmU(I). (2.53)
Here eiθ(I) is a 1D representation of I, namely ±1, and U(I) is a projective representation.
To see this, applying (2.53) twice, we obtain
Γm = e
2iθ(I)UT (I)U †(I)ΓmU(I)U∗(I). (2.54)
Substituting this into the canonical condition (2.29), we have∑
m
Γ†mΛU(I)U∗(I)ΛΓm = e2iθ(I)U(I)U∗(I). (2.55)
Thus, we find e2iθ(I) = 1 and
U(I)U∗(I) = eiρ(I)I. (2.56)
These relations lead to θ(I) = 0, pi and ρ(I) = 0, pi. Equation (2.56) is corresponding to
the multiplication rule (2.44) for group elements involving an odd number of transposition
or complex conjugation (see Appendix B of Ref. [29]). Therefore, ρ(I) is associated with the
projective representations of I.
Time reversal symmetry
Here, we assume that time reversal symmetry satisfies T 2 = 1 as it acts on integer spin. It
acts on the matrix Γ as complex conjugation with some unitary [13,14],∑
m′
umm′(T )Γ∗m′ = eiθ(T )U †(T )ΓmU(T ). (2.57)
Again, eiθ(T ) is a 1D representation and U(T ) is a projective representation that satisfies the
multiplication rule of the form (2.56). However, θ(T ) does not provide any information in
this case. Using the relation (2.57) twice, we have
Γm = U
T (T )U †(T )ΓmU(T )U∗(T ). (2.58)
Thus the phase θ(T ) is canceled. Substituting this into the canonical condition (2.29), we
obtain ∑
m
Γ†mΛU(T )U∗(T )ΛΓm = U(T )U∗(T ). (2.59)
Thus, this gives
U(T )U∗(T ) = eiρ(T )I, (2.60)
and then ρ(T ) = 0, pi.
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2.3.3 General result on 1D SPT phase
As seen in above, the projective representation of an on-site symmetry is associated with
the phase ρ(g1, g2) from Eq. (2.44). For the inversion and time reversal symmetries, their
projective representations are also related to ρ(I) and ρ(T ) through Eqs. (2.56) and (2.60).
Since the change of ρ between different projective representations is discontinuous, we cannot
change ρ by a continuous deformation of the matrix Γ. Thus we have to violate the pureness
condition when ρ is changed, which leads to a phase transition with a divergent correlation
length. As long as the MPS representation is valid, even for a finite system, there must be
a gap closing along any path interpolating two gapped states with different projective repre-
sentations [3]. Thus, two states with different projective representations belong to different
quantum phases. A similar discussion also holds for the 1D representation θ.
We so far assumed translational invariance. We here summarize known results [13, 14]
for the bosonic 1D SPT phase on both translational-invariant and non-translational-invariant
systems. For a non-translation-invariant system with
• an on-site symmetry G, distinct SPT phases are classified by different projective rep-
resentations of G.
• time reversal symmetry T , there are two distinct phases characterized by ρ(T ) = 0, pi.
For a translational-invariant system with
• an on-site symmetry G with a linear representation, distinct SPT phase are classified
by different projective representations and different 1D representations of G.
• an on-site symmetry G with a projective representation, there is no SPT phase; the
ground state is gapless or degenerate.
• time reversal symmetry with T 2 = 1, there are two SPT phases characterized by ρ(T ) =
0, pi.
• time reversal symmetry with T 2 = −1, there is no SPT phase; the ground state is
gapless or degenerate.
• inversion symmetry I, there are four SPT phases characterized by θ(I) = 0, pi and
ρ(I) = 0, pi.
The reason why the translation-invariant system with either an on-site symmetry G with a
projective representation or time reversal symmetry with T 2 = −1 cannot have a unique
gapped ground state is explained later in Sec. 5.3.5. This is like the Lieb-Schultz-Mattis the-
orem [19, 20] from the point of view of symmetries. For non-translational-invariant systems,
such a difference between the projective and linear representations of G does not appear,
since we can always group several sites into a supersite such that a projective representation
of G takes a linear representation on each supersite. Similarly, we can group two sites into
a supersite such that time reversal symmetry satisfies T 2 = 1 on each supersite. An SPT
phase with a nontrivial projective representation of G or ρ = pi must form entangled pairs,
which appear as stable edge states and/or degeneracy in the entanglement spectrum.
For translational invariant systems, different 1D representations of G also give distinct
SPT phases. If we consider the case in which a projective representation of G is trivial (linear
representation), different 1D representations correspond to distinct trivial phases in the sense
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that they can be smoothly connected to direct-product states. A simple example is given
by [14]
H =
∑
i
[
σxi−1σ
y
i σ
z
i+1 − hσzi
]
. (2.61)
This model has a Z2 spin reversal symmetry generated by σ
z, which has two 1D representa-
tions ±1. Accordingly, one state |↑↑↑↑ · · · 〉 realized in h→∞ and the other state |↓↓↓↓ · · · 〉
realized in h → −∞ belong to different SPT phases. There is obviously neither an edge
state nor a particular entanglement structure in both phases. In the case of a U(1) symme-
try, states with different particle numbers on each site belong to distinct SPT phases. The
fact that different 1D representations give distinct phases seems somewhat trivial. If there
is no translational invariance, we can glue several sites into a supersite such that any 1D
representation takes 1 on each supersite. Thus the 1D representation loses its role.
If the system has both translational invariance and inversion symmetry, we have four SPT
phases. But in this case, there is no distinction between the bond-centered and site-centered
inversions. In principle, we can consider the non-translation-invariant system with either of
the two inversion symmetries. We will carefully discuss this point in Sec. 5.3.
2.3.4 AKLT state as an SPT phase
Following Ref. [13], we review that the AKLT state takes nontrivial projective representations
for the T , Ib, and D2 (Z2×Z2) symmetries. To represent the AKLT state in the MPS form,
it is convenient to introduce the time-reversal-invariant basis,
|x〉 = 1√
2
(|+〉 − |−〉), |y〉 = i√
2
(|+〉+ |−〉), |z〉 = |0〉 . (2.62)
In this basis, the matrices Γa (a = x, y, z) and Λ are given by 2× 2 matrices,
Γa = σa, Λ =
1√
2
I2, (2.63)
where σa is the Pauli matrices and I is the 2× 2 identity matrix. We also note that the spin
operators and the generators of pi rotations, Ra = eipiSa , are written as
Sx =
 0 0 00 0 −i
0 i 0
 , Sy =
 0 0 i0 0 0
−i 0 0
 , Sz =
 0 −i 0i 0 0
0 0 0
 , (2.64)
and
Rx =
 1 0 00 −1 0
0 0 −1
 , Ry =
 −1 0 00 1 0
0 0 −1
 , Rz =
 −1 0 00 −1 0
0 0 1
 . (2.65)
First we consider the dihedral symmetry D2 formed by two spin rotations, say Rx and
Rz. Under Rx, the matrix Γ transforms as
Γx → σx, Γy → −σy, Γz → −σz. (2.66)
Bring these together in a single expression, we find
Γa →
∑
a′
(Rx)aa′Γa′ = σxΓaσx. (2.67)
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Similarly, under Rz, we have
Γa →
∑
a′
(Rz)aa′Γa′ = σzΓaσz. (2.68)
Compared with Eq. (2.52), we can read U(Rx) = σx and U(Rz) = σz. Since the Pauli
matrices anticommute each other, we find
U(Rx)U(Rz) = −U(Rz)U(Rx). (2.69)
Thus, φxz = pi and U(Ra) forms a projective representation (half-odd-integer-spin represen-
tation).
Next, we consider the inversion symmetry. Since the AKLT state is translational invariant,
it has both site-centered and bond-centered inversion symmetries. In both cases, the matrix
Γ is transformed under the inversion symmetry as Γ→ ΓT , and for the AKLT state, we find
Γx → σx, Γy → −σy, Γz → σz. (2.70)
These are rewritten as
Γa → ΓTa = −σyΓaσy. (2.71)
Compared with Eq. (2.53), we can read θ(I) = pi and U(I) = σy. From Eq. (2.56), U(I)
forms a projective representation,
U(I)U∗(I) = −I2, (2.72)
and thus φ(I) = pi. As seen from a careful study on the non-translation-invariant MPS in
Sec. 5.3.2, the phase φ(I) is actually associated with the bond-centered inversion Ib, while
θ(I) + φ(I) is associated with the site-centered inversion Is.
Finally we consider time reversal symmetry T . In the Sz basis, a time reversal operation
is given by RyK where K is complex conjugation. However, in the time-reversal-invariant
basis, the time reversal operation is given by T = −K. Thus, the matrix Γ transforms as
Γ→ −Γ∗. Then we find
Γx → −σx, Γy → σy, Γz → −σz. (2.73)
They can be brought together into
Γa → −Γ∗a = σyΓaσy. (2.74)
Since U(T ) = σy, compared with Eq. (2.60), we find that φ(T ) = pi and U(T ) forms a
projective representation as it acts on half-odd-integer spin.
All the three symmetries, D2, Ib, and T , form nontrivial projective representations on
the virtual space living on the bond. As pointed out in Ref. [13], since U(g) commutes with
Λ, all the eigenvalues of Λ must have at least two-fold degeneracy in the Haldane phase,
in the presence of one of these symmetries. In fact, the element of Λ is directly related
to the entanglement spectrum [44]. The entanglement spectrum is the eigenvalue of the
entanglement Hamiltonian HA defined from the reduced density matrix (2.9) as
ρA ≡ e−HA . (2.75)
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We denote the eigenvalue spectrum of HA as {ξα}. On the other hand, the elements of the
matrix Λ, {λα}, appear in the Schimdt decomposition of |ψ〉,
|ψ〉 =
∑
α
λα |αA〉 |αB〉 , (2.76)
where |αA〉 and |αB〉 are orthogonal basis vectors of the subsystems A and B, respectively.
Since {λ2α} is the eigenvalue of the reduced density matrix ρA in the subsystem A, it is related
to the entanglement spectrum by
ξα = −2 log λα. (2.77)
Chapter 3
Bosonization and effective field
theory
In this chapter, we derive an effective field theory for various spin ladder models, based on
the Abelian bosonization approach. In Sec. 3.1, we introduce a general spin-1/2 ladder model
with N legs, considered in this thesis. In Sec. 3.2, following the argument by Schulz [17], we
bosonize the ladder model and deduce an effective Hamiltonian only with a single bosonic
field. Although the derivation of the effective Hamiltonian was originally based on pertur-
bation theory, in Sec. 3.3, we reconsider it from the consistency with the compactification
of the bosonic field and the symmetry of the microscopic Hamiltonian. These conditions in
fact uniquely determine the allowed form of the effective Hamiltonian beyond the perturba-
tive regime. In Sec. 3.4, we predict an extension of the Lieb-Schulz-Mattis theorem, which is
not only applied to translational-invariant systems but also site-centered-inversion-symmetric
systems.
A short course to the Abelian bosonization method is given in Appendix 3.A. Appendix 3.B
supplements the perturbative derivation of the effective Hamiltonian, which will be also im-
portant in Chapter 4.
3.1 Model
In this section, we introduce a general form of the spin ladder Hamiltonian for a unified
description of various one-dimensional spin systems. Several limiting cases are also shown.
3.1.1 General form
In this study, we consider the Hamiltonian given by
H = H‖ +H⊥ +H ′. (3.1)
The first term represents N decoupled spin-1/2 chains,
H‖ = J
∑
i
N∑
j=1
(
sxi,js
x
i+1,j + s
y
i,js
y
i+1,j + ∆s
z
i,js
z
i+1,j
)
, (3.2)
where ~si,j is a spin-1/2 operator on the rung i and leg j. J is an intrachain exchange coupling
and supposed to be positive (antiferromagnetic) throughout this thesis. ∆ controls a uniaxial
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anisotropy of the exchange coupling. As interchain couplings, we consider the quadratic forms
in spin operators,
H⊥ =
∑
i
∑
α
N∑
j=1
∑
j′ 6=j
[
Jxy⊥,(α,j,j′)
(
sxi,js
x
i+α,j′ + s
y
i,js
y
i+α,j′
)
+ Jz⊥,(α,j,j′)s
z
i,js
z
i+α,j′
]
. (3.3)
α is taken to be a small integer such that the couplings are short-ranged. Jxy⊥,(α,j,j′) and
Jz⊥,(α,j,j′) can be either positive or negative, i.e. antiferromagnetic or ferromagnetic. We
have implicitly assumed that the spin ladder Hamiltonian H‖+H⊥ is invariant under several
symmetry operations, that is,
• one-site translation: ~si,j → ~si+1,j ,
• reflection (or inversion since we are in one dimension): ~si,j → ~s−i,j ,
• time reversal: ~si,j → −~si,j ,
• rotation about z axis by an arbitrary angle: s±i,j → e±iβs±i,j , β ∈ [0, 2pi],
• rotation about x axis by pi: sy,zi,j → −sy,zi,j .
These symmetries can be fully or partially broken by a perturbation H ′ in Eq. (3.1). On the
other hand, we do not assume any point-group symmetry associated with a permutation of
the chains, which has less important roles in this study.
Our strategy in this thesis is as follows: (i) we first deduce an effective Hamiltonian
description of gapped disordered phases realized in the ladder Hamiltonian H‖ + H⊥, and
then (ii) examine the stability of phase transitions between those phases when a symmetry-
breaking perturbation H ′ is added. For a moment, we suppose H ′ = 0.
3.1.2 Examples of spin ladder
We here show examples of simple limiting cases of the general spin ladder model (3.1) and
briefly summarize their ground-state properties. The simplest case is given by choosing α = 0
and j′ = j + 1. This provides a conventional spin ladder, which is a portion of the square
lattice, only with perpendicular interchain couplings,
H⊥ =
∑
i
N∑
j=1
[
Jxy⊥
(
sxi,js
x
i,j+1 + s
y
i,js
y
i,j+1
)
+ Jz⊥s
z
i,js
z
i,j+1
]
. (3.4)
Depending on the boundary condition along the rung, we refer to this model as the spin tube
if the periodic boundary condition ~si,N+1 ≡ ~si,1 is imposed, while as the open spin ladder if
the open one ~si,N+1 ≡ 0 is imposed. These models are depicted in Fig. 3.1 (a) and (b) for
N = 4.
The N = 2 case has been extensively studies [72–83]. There are also several systematic
studies on the N -leg spin ladders and tubes [59, 60, 63, 84–90]. If the interchain couplings
are ferromagnetic, the ground-state property is essentially the same as that of the spin-N/2
XXZ chain. In particular, at the SU(2) symmetric point ∆ = 1 and Jxy⊥ = J
z
⊥, we have the
spin-N/2 Haldane phase for even N while a gapless critical phase for odd N . If the interchain
couplings are antiferromagnetic, for even N , the ground state is in a rung-singlet phase, which
is adiabatically connected to a direct product of singlet states formed on each rung, and thus
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Figure 3.1: Various spin ladders considered in this thesis for N = 4. (a) Spin tube and (b)
open spin ladder with perpendicular interchain couplings. (c) Decomposing a spin-2 into
four spin-1/2’s, a spin-2 chain can be mapped onto a four-leg spin-1/2 ladder with diagonal
interchain couplings.
disordered with a finite excitation gap. For odd N , a dependence on the boundary condition
appears: an open spin ladder has a gapless ground state, while a spin tube can have a gapped
ground state with spontaneous breaking of translational invariance. These results imply that,
unless the system has geometrical frustration such as the spin tube with odd N , qualitative
properties of the ground state are well understood in the strong-coupling limit Jxy⊥ , J
z
⊥  J .
Another interesting example is a ladder mapping of the antiferromagnetic spin-S XXZ
chain [17,56,91–98]. The corresponding ladder model is obtained by setting α = 1 in Eq. (3.3),
H⊥ =
∑
i
2S∑
j=1
∑
j′ 6=j
[
Jxy×
(
sxi,js
x
i+1,j′ + s
y
i,js
y
i+1,j′
)
+ Jz×s
z
i,js
z
i+1,j′
]
, (3.5)
where the number of legs is N = 2S. The relation with the XXZ chain can be seen as follows.
The Hamiltonian of the spin-S XXZ chain is given by
HXXZ = J
∑
i
(Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1), (3.6)
where ~S is a spin-S operator on the site i. If we decompose a spin-S into 2S spin-1/2’s as
~Si =
2S∑
j=1
~si,j , (3.7)
we can express the chain Hamiltonian (3.6) as a sort of spin ladders with diagonal coupling,
HXXZ = H‖ +
∑
i
2S∑
j=1
∑
j 6=j′
[
J
(
sxi,js
x
i+1,j′ + s
y
i,js
y
i+1,j′
)
+ J∆szi,js
z
i+1,j′
]
. (3.8)
Equation (3.5) is identified as the second term in Eq. (3.8) by setting Jxy× = J and Jz× = J∆.
If the composite spins on each rung (3.7) are perfectly projected onto the fully symmetric
sector with total spin S, we will recover the physics of the single spin-S XXZ chain (3.6).
Nevertheless, low-energy properties of the XXZ chain are qualitatively captured by Eq. (3.5),
even if we choose smaller couplings |Jxy× |, |Jz×| < J with Jz×/Jxy× = ∆ [17,56,91–98].
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We can also introduce an on-site uniaxial anisotropy in the XXZ chain (3.6), which is
expressed as additional perpendicular couplings through the ladder mapping,
Dz
∑
i
(Szi )
2 = 2Dz
∑
i
2S∑
j=1
∑
j′ 6=j
szi,js
z
i,j′ +
S
2
. (3.9)
For integer S and Dz  J , this term aligns every site in the Sz = 0 state. A phase smoothly
connected to a direct product of the Sz = 0 states is called the “large-D” phase and has a
finite excitation gap. A phase diagram of the spin-S XXZ chain with the on-site uniaxial
anisotropy has been investigated through the ladder mapping in Ref. [17].
3.2 Bosonization and effective Hamiltonian
In this section, we apply the standard Abelian bosonization approach [99–101] to the spin
ladder Hamiltonian (3.1) with H ′ = 0. We here follow the perturbative derivation first
discussed by Schulz [17] to reproduce an effective low-energy theory only with a single bosonic
field.
3.2.1 Bosonization
For the easy-plane anisotropic regime −1 < ∆ ≤ 1, the decoupled chain part (3.2) consists
of N critical spin-1/2 chains. In the continuum limit, each spin-1/2 chain is described by a
massless free boson. Thus, H‖ is written as
H‖ ≈
v
2pi
∫
dx
N∑
j=1
[
K(∂xθj)
2 +
1
K
(∂xφj)
2
]
, (3.10)
where we have introduced dual fields with respect to each chain, satisfying the commutation
relation,
[φj(x), θj′(x
′)] = − ipi
2
δjj′ [sgn(x− x′) + 1], (3.11)
v and K are the spin velocity and the Luttinger parameter determined by Bethe ansatz,
v =
piJa0
√
1−∆2
2 cos−1 ∆
, K =
pi
pi − cos−1 ∆ , (3.12)
and x = ia0 with the lattice spacing a0. In Eq. (3.10), we have neglected a marginally
irrelevant term appearing at ∆ = 1 since it does not affect the following qualitative discussion.
1 Spin operators are expressed in terms of the bosonic fields as
szi,j ≈
a0
pi
√
2
∂xφj − (−1)ia1 sin(
√
2φj),
s+i,j ≈ ei
√
2θj
[
b0(−1)i + b1 sin(
√
2φj)
]
,
(3.14)
1In the continuum limit, a single Heisenberg chain is given by
H ≈ v
2pi
∫
dx
[
K(∂xθj)
2 +
1
K
(∂xφj)
2
]
+
vλ
a20
∫
dx cos(
√
8φ), (3.13)
with v = piJa0/2 and K = 1 (see Appendix 3.A). The last term is marginally irrelevant and gives logarithmic
corrections to various finite-size quantities. The coupling constant λ cannot be determined exactly from the
microscopic theory at ∆ = 1 but has been estimated by numerical calculation [102].
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where a1, b0, and b1 are nonuniversal constants, which have been analytically evaluated
[103–106] except for ∆ = 1. A derivation of those bosonization formulas is briefly reviewed
in App. 3.A.
Substituting the above expressions into Eq. (3.3), we obtain
H⊥ ≈
∫
dx
∑
j 6=j′
[
g0,(j,j′)∂xφj∂xφj′ + g1,(j,j′) cos
√
2(φj + φj′) + g2,(j,j′) cos
√
2(φj − φj′)
+g3,(j,j′) cos
√
2(θj − θj′) + g4,(j,j′) cos
√
2(φj + φj′) cos
√
2(θj − θj′)
+g5,(j,j′) cos
√
2(φj − φj′) cos
√
2(θj − θj′)
]
, (3.15)
where coupling constants are given by
g0,(j,j′) =
a0
2pi2
∑
α
Jz⊥,(α,j,j′),
g1,(j,j′) = −
a21
2a0
∑
α
(−1)αJz⊥,(α,j,j′),
g2,(j,j′) =
a21
2a0
∑
α
(−1)αJz⊥,(α,j,j′),
g3,(j,j′) =
b20
a0
∑
α
(−1)αJxy⊥,(α,j,j′),
g4,(j,j′) =
b21
2a0
∑
α
Jxy⊥,(α,j,j′),
g5,(j,j′) = −
b21
2a0
∑
α
Jxy⊥,(α,j,j′).
(3.16)
For brevity, we collectively denote gi,(j,j′) as gi. For instance, when we say that gi is relevant
under renormalization group, it means that all gi,(j,j′) are relevant. If we denote the scaling
dimensions of gi as xi, they are given by
x0 = 2, x1 = x2 = K, x3 =
1
K
, x4 = x5 = K +
1
K
. (3.17)
In general, the bosonized expression (3.15) is only valid for perturbatively small J⊥’s. How-
ever, as in many one-dimensional quantum systems, there is a continuity between the weak-
and strong-coupling limits, so that we can investigate qualitative properties of the system
beyond the perturbative regime.
3.2.2 Effective Hamiltonian
Since our model involves N bosons and they are not decoupled for N > 2 (the N = 2 case
will reviewed in Sec. 4.1), the analysis of the Hamiltonian H⊥+H‖ seems a formidable task.
However, Schulz noticed that low-energy physics of the spin-S chain is faithfully described by
an effective Hamiltonian only with a single boson [17]. It turns out that this effective Hamil-
tonian also neatly describes various interesting properties of one-dimensional spin systems,
such as the Lieb-Schulz-Mattis theorem (Sec. 3.4), phase transitions between VBS phases
(Chapter 4), and the symmetry protection of VBS phases (Chapter 5).
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To this end, we introduce a canonical transformation of the bosonic fields. A “center-of-
mass” field is defined by
Φ0 =
1√
N
N∑
j=1
φj , Θ0 =
1√
N
N∑
j=1
θj , (3.18)
and N − 1 “relative” fields are defined by
Φν =
N∑
j=1
u
(ν)
j φj , Θν =
N∑
j=1
u
(ν)
j θj , ν = 1, · · · , N − 1. (3.19)
If we add one extra dimension u
(ν)
j and set u
(0)
j = 1/
√
N , the coefficients u
(µ)
j , µ = 0, · · · , N
form an N ×N orthogonal matrix that satisfies
N∑
j=1
u
(µ)
j u
(µ′)
j = δµµ′ ,
N∑
µ=1
u
(µ)
j u
(µ)
j′ = δjj′ . (3.20)
Thanks to this orthogonality, commutation relations of those new fields are still independent
with respect to the index µ, namely,
[Φµ(x),Θµ′(x
′)] =
ipi
2
δµµ′ [sgn(x− x′) + 1]. (3.21)
Then, the original chain fields are expressed as
φj =
1√
N
Φ0 +
N−1∑
ν=1
u
(ν)
j Φν , θj =
1√
N
Θ0 +
N−1∑
ν=1
u
(ν)
j Θν . (3.22)
In terms of these new fields, H‖ in Eq. (3.23) is rewritten as
H‖ ≈
v
2pi
∫
dx
[
K(∂xΘ0)
2 +
1
K
(∂xΦ0)
2
]
+
v
2pi
∫
dx
N−1∑
ν=1
[
K(∂xΘν)
2 +
1
K
(∂xΦν)
2
]
. (3.23)
We note that a canonical transformation of the bosonic fields is usually chosen to diagonalize
the marginal interactions g0,(j,j′)∂xφj∂xφj′ and generally not restrictive in the form (3.18)
and (3.19). For that purpose, a particular combination corresponding to the center-of-mass
field Φ0 appears only when the Hamiltonian has an additional symmetry associated with
the permutation of chains, such as the SN symmetry in Eq. (3.5) or the CN symmetry in
Eq. (3.4). However, as we will discuss below, in order to derive the effective Hamiltonian only
with a single bosonic field, it is essential to consider the above set of linear combinations in
Eqs. (3.18) and (3.19). For general Hamiltonians, this choice of linear combinations leaves
some marginal interactions. g5 is also marginal at K = 1. These marginal interactions g0
and g5 have nonzero conformal spins and in fact renormalize the spin velocity and Luttinger
parameter from their initial values, but we assume that which coupling in Eq. (3.16) is most
relevant is not affected by the marginal interactions. In the following discussion, we thus
neglect the effect of the marginal coupling g0 and g5.
As seen from Eq. (3.22), a linear combination of the fields φj − φj′ never involves the
center-of-mass field Φ0. Thus, from Eq. (3.15), the terms with g2 and g3 do not contain Φ0
or Θ0 but would involve all the relative fields Φν or Θν . Our key assumption is to consider
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that g3 is the most relevant coupling constant and reaches the strong-coupling limit faster
than the other gi’s under renormalization group. This assumption is obviously justified when
considering easy-plane anisotropic case with |∆| < 1; since K > 1, we easily find x3 > x1, x2.
At the SU(2) symmetric point ∆ = 1, the three coupling constants have the same scaling
dimension x = 1. Nevertheless, in most cases, the initial coupling of g3 is still largest among
them. For instance, if we take the spin ladder given by Eq. (3.4) with |Jz⊥| ≤ |Jxy⊥ |, the initial
value of g3 is at least twice larger than those of g1 and g2 [see Eq. (3.16)]
2. This is also true
for the spin-S chain (3.6) with −1 < ∆ ≤ 1 through the ladder mapping (3.5). The above
assumption is natural, in the sense that we must suppress any antiferromagnetic long-range
order governed by g1 and g2, to favor gapped disordered ground states like VBS states.
Once g3 goes the strong-coupling limit, all the relative fields Θν are pinned and acquire
masses. Correspondingly, their dual fields Φν strongly fluctuate due to the uncertainty re-
lation (3.21). Thus we can integrate out the relative fields (Φν ,Θν) and derive an effective
Hamiltonian only with the center-of-mass field (Φ0,Θ0). As first shown by Schulz [17], we
obtain the effective Hamiltonian,
Heff =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0), (3.24)
for even N , while
Heff =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ g′eff
∫
dx cos(
√
8NΦ0), (3.25)
for odd N , where v0 andK0 are a renormalized velocity and Luttinger parameter depending on
the actual integration procedure.3 The vertex operator of Φ0 is generated by N/2-th (N -th)
order perturbation theory in g1 for even (odd) N . Even if g1 vanishes by some circumstance,
this vertex operator is also generated by the same mechanism for g4, by replacing cos
√
2(θj−
θj′) with its expectation value 〈cos
√
2(θj − θj′)〉 [97, 98].
In Appendix 3.B, we demonstrate a derivation of the above effective Hamiltonians, based
on the perturbation theory. This effective Hamiltonian has also been obtained directly from
the spin-N/2 Heisenberg chain without using the ladder mapping [107, 108]. A low-energy
effective field theory of the Heisenberg chain is described by a perturbed level-N SU(2) Wess-
Zumino-Witten model [109]. Using a coset structure of conformal field theory SU(2)N =
U(1) × ZN , this theory is also described by a free boson and ZN parafermions. Integrating
out massive ZN parafermions, one reached the same effective theories only with a single boson
as Eqs. (3.24) and (3.25).
In Chapter 4, we show that the effective Hamiltonian (3.24) describes gapped disordered
phases, such as the Haldane phase, when geff is relevant. Moreover, phase transitions between
VBS phases known to occur in several spin models are also described within this effective
Hamiltonian. In the following sections, we consider the effective Hamiltonians (3.24) and
(3.25) from the point of view of the symmetry, apart from details of the corresponding
microscopic Hamiltonian.
2As seen in Appendix 3.A, at ∆ = 1, the SU(2) symmetry of the spin chain forces a constraint on the
nonuniversal coefficients appearing in Eq. (3.14): a1 = b0, b1 = 1/pi.
3In practice, we can perturbatively estimate the renormalized values of v0 and K0 in two steps. We first
solve renormalization group equations for the coupling constants appearing in Eq. (3.15) until g3 grows order
of unity. The resulting value of g0 renormalizes the initial values of v and K for the center-of-mass field in
Eq. (3.13). Second, when integrating out the relative fields, the resulting couplings g1 and g4 also contribute
to v and K at the N/2-th (N -th) order perturbation theory for even (odd) N .
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3.3 Consistency with compactification of field and symmetry
In the effective Hamiltonians (3.24) and (3.25), in fact, the vertex operators of Φ0 are those
compatible with the compactification of the center-of-mass field Φ0 and the symmetries listed
in Sec. 3.1.1, with the lowest scaling dimensions for each parity of N . In this section, we
first elucidate the compactifications of the bosonic fields, which have been implicitly as-
sumed in the previous discussions. We also provide bosonic representations of the symmetry
transformations. These conditions restrict the allowed form of vertex operators beyond the
perturbative argument.
3.3.1 Compactification of field
The free boson Hamiltonian (3.10) itself is invariant under any arbitrary translation of the
bosonic fields. However, upon the identification with a physical operator (fermion, boson, or
spin operator), the Hamiltonian is only invariant under the shifts by compactification radii,
φj ∼ φj + 2pir, θj ∼ θj + 2pir˜. (3.26)
This implies the following identification,
φj ∼ φj + 2pinjr, θj ∼ θj + 2pimj r˜, (3.27)
where nj ,mj ∈ Z. The two radii r and r˜ are not freely chosen and constrained by 4
rr˜ = 1/2. (3.28)
In the present convention, r and r˜ are chosen as
r = r˜ =
1√
2
. (3.29)
One can easily see that the bosonized expression of the spin operator (3.14) is invariant under
the substitution of Eq. (3.27).
After the canonical transformation in Eqs. (3.18) and (3.19), we have identifications for
the new fields,
Φ0 ∼ Φ0 + 2pir√
N
N∑
j=1
nj , Θ0 ∼ Θ0 + 2pir˜√
N
N∑
j=1
mj ,
Φν ∼ Φν + 2pir
N∑
j=1
u
(ν)
j nj , Θν ∼ Θν + 2pir˜
N∑
j=1
u
(ν)
j mj .
(3.30)
However, in Sec. 3.2.2, we supposed that g3 is the most relevant perturbation and the relative
fields Θν are pinned at fixed values corresponding to one of the potential minima. Then the
fluctuations of Θν are strongly suppressed. From Eq. (3.30), this gives a set of constraints
on mj ,
N∑
j=1
u
(ν)
j mj = 0. (3.31)
4This is provided by a left-right (or holomorphic-antiholomorphic) connection of conformal field theory,
associated with a physical system.
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Using the orthogonality of the matrix u
(ν)
j in Eq. (3.20), these N − 1 N -dimensional linear
equations are easily solved as
mj = M0, (3.32)
where M0 is an arbitrary integer. On the other hand, nj is not constrained and thus we can
set
∑
j nj = N0 with a single arbitrary integer N0. Hence, we obtain an identification for the
center-of-mass field,
Φ0 ∼ Φ0 + 2piRN0, Θ0 ∼ Θ0 + 2piR˜M0, (3.33)
where we set
R =
1√
2N
, R˜ =
√
N
2
. (3.34)
These new compactification radii again satisfy RR˜ = 1/2. As a consequence, this compact-
ification forces vertex operators that can be added to the effective Hamiltonian to be in the
form,
V =
∑
p,q∈Z
g(p, q)
∫
dx cos
(
p
√
2NΦ0 + q
√
2
N
Θ0 + α(p, q)
)
, (3.35)
where α(p, q) is a real constant. Here we implicitly assume that the vertex operators are
spatially homogeneous (invariant under a translation x → x + α). This will promise that
the system acquires a finite excitation gap independent of the system size, i.e. stable in the
thermodynamic limit, when a vertex operator is relevant. Scaling dimensions of the couplings
g(p, q) are given by
x(p, q) =
p2NK0
2
+
q2
2NK0
, (3.36)
3.3.2 Symmetry
Further restrictions on the vertex operators come from the symmetry of the ladder Hamil-
tonian H‖ +H⊥. All the symmetry operations considered in this thesis are defined through
individual operations on each spin-1/2 operator, ~si,j → G~si,jG−1, where G is an element of a
symmetry group G, that is, G ∈ G. From the bosonized form of the spin operator (3.14), we
can identify the corresponding symmetry transformation on the bosonic fields. For example,
time reversal operation transforms the spin operator as 5
szi,j → −szi,j ≈ −
a0
pi
√
2
∂xφj + (−1)ia1 sin(
√
2φj),
s+i,j → −s−i,j ≈ −e−i
√
2θj
[
b0(−1)i − b1 sin(
√
2φj)
]
.
(3.37)
5Since φj and θj do not commute each other [see Eq. (3.11)], one should deal with their vertex operators
as matrices. Indeed, Hermite conjugation on the staggered part of s+i,j becomes(
ei
√
2θj(x) sin(
√
2φj(x))
)†
= sin(
√
2φj(x))e
−i√2θj(x) = −e−i
√
2θj(x) sin(
√
2φj(x)).
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Table 3.1: Symmetry transformations on the spin operators and the center-of-mass field
(Φ0,Θ0).
Symmetry operation Symbol
Transformation
Transformation on field (Φ0,Θ0)on spins
Odd-site translation trs ~si,j → ~si+q,j 1
{
Φ0 → Φ0 + pi
√
N/2
Θ0 → Θ0 + pi
√
N/2
Time reversal T ~si,j → −~si,j 2
{
Φ0 → −Φ0
Θ0 → Θ0 + pi
√
N/2
Bond-centered Ib ~si,j → ~s1−i,j
{
Φ0(x)→ −Φ0(−x)
Θ0(x)→ Θ0(−x) + pi
√
N/2inversion
Site-centered Is ~si,j → ~s−i,j
{
Φ0(x)→ −Φ0(−x) + pi
√
N/2
Θ0(x)→ Θ0(−x)inversion
pi rotation Rx
{
sxi,j → sxi,j
sy,zi,j → −sy,zi,j
{
Φ0 → −Φ0
Θ0 → −Θ0around x axis
pi rotation Ry
{
syi,j → syi,j
sx,zi,j → −sx,zi,j
{
Φ0 → −Φ0
Θ0 → −Θ0 + pi
√
N/2around y axis
pi rotation Rz
{
szi,j → szi,j
sx,yi,j → −sx,yi,j
{
Φ0 → Φ0
Θ0 → Θ0 + pi
√
N/2around z axis
1 q is an arbitrary odd integer.
2 With complex conjugation.
One can easily confirm that the transformation on the field φj → −φj and θj → θj + pi/
√
2
in Eq. (3.14) recovers the right-hand side of Eq. (3.37), together with complex conjugation.
Then, substituting this transformation into the definition of the center-of-mass field (3.18),
we obtain Φ0 → −Φ0 and Θ0 → Θ0 + pi
√
N/2. Symmetries of the Hamiltonian (3.1) with
H ′ = 0 and their transformations on the spin operators and the center-of-mass field are listed
in Table 3.1. 6 Symmetry operations on each chain field (φj , θj) are also recovered by setting
N = 1.
We note that some symmetry transformations in Table 3.1 form a set in which a symmetry
operation is related to successive operations of the other two symmetries. One such set is
composed of pi rotations around three spin axes. For example, RxRy = Rz. This means
that the pi rotations around spin axes are elements of a dihedral group D2 = {1,Rx,Ry,Rz}.
Another set is formed by an odd-site translation trs, bond-centered inversions Ib, and site-
centered inversion Is. This can be understood as follows (see also Fig. 3.2): if we impose
both the site-centered inversion symmetry with respect to a site i = 0 and the bond-centered
inversion symmetry with respect to a bond between i = r and r + 1 to a system, those two
inversions automatically enforce the system to be invariant under the (2r+1)-site translation,
6Even-site translation does not affect Eq. (3.14) in the zero magnetic field, up to higher-order derivative
terms.
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Is Ib
2 3i = 0
5-site trs
Figure 3.2: Schematic picture of an infinite chain with the site-centered inversion symmetry
(Is) at i = 0 and bond-centered inversion symmetry (Ib) between i = 2 and 3. Those
inversion symmetries enforce the system to have 5-site translational invariance (trs).
i.e. IsIb = trs (the r dependence does not enter in the transformations on the bosonic field).
As seen from Table 3.1, those transformation properties among the sets of symmetries are
also reflected on the bosonic field, up to ambiguity from its compactification (3.33).
Although only pi rotations around spin axes are shown in Table 3.1, we have assumed
a larger symmetry in the Hamiltonian H‖ + H⊥, that is, a U(1) symmetry under the spin
rotation around z axis by an arbitrary angle γ: s±i,j → e±iγs±i,j . In the bosonic language, this
makes the effective Hamiltonian invariant under the shift Θ0 → Θ0 +γ
√
N/2. Setting γ = pi,
we obtain the transformation law for Rz in Table. 3.1. Thus any vertex operator of Θ0 is
forbidden by the U(1) symmetry, and we have to choose q = 0 in Eq. (3.35).
A symmetry constraint on the vertex operators of Φ0 comes from the symmetries under
Φ0 → −Φ0. This constraint restricts the vertex operators to even functions in Φ0, namely
cos(p
√
2NΦ0), p > 0. Another constraint would arise from odd-site translation invariance
trs or site-centered inversion symmetry Is. These symmetries leave the effective Hamiltonian
invariant under a constant shift of Φ0 by pi
√
N/2. For even N , this shift is just a multiple
of 2piR and can be absorbed in Eq. (3.33). Then cos(p
√
2NΦ0) for any positive integer p
is allowed in the Hamiltonian. On the other hand, the invariance of the Hamiltonian under
this shift is relevant for odd N and only cos(p
√
2NΦ0) with p ≥ 2 is possible. The above
symmetry analysis is consistent with the effective Hamiltonians (3.24) and (3.25) derived
by lowest-order perturbation theory in Sec. 3.B, which only keep vertex operators with the
lowest scaling dimensions, i.e. the lowest values of p. The compatibility of the effective
Hamiltonians with one-site translational invariance has been already pointed out in Ref. [98].
3.4 An extension of the Lieb-Schultz-Mattis theorem
For half-odd-integer antiferromagnetic spin chains with one-site translational invariance and
the U(1) spin-rotational symmetry in the zero magnetic field, the Lieb-Schultz-Mattis theorem
[19, 20] states that the ground state either has a gapless excitation or spontaneously breaks
translational invariance in the thermodynamic limit. This theorem can also be understood
by means of the bosonization approach [110]. If one of vertex operators cos(p
√
2NΦ0 + α)
with p ≥ 2 and some real number α is relevant, the ground state is degenerate and gapped.
This follows that the potential minima,
Φ0 =
n
p
√
2
N
pi − β
p
√
2N
, n ∈ Z, β = α or α+ pi, (3.38)
are identical within the compactification radius 2piR = pi
√
2/N for p = 1 while p-fold degen-
erate for p ≥ 2. On the other hand, if all the vertex operators are irrelevant, the ground state
behaves as a massless free boson and thus is gapless. Therefore, if the effective Hamiltonian
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with translational invariance only allows the vertex operators cos(p
√
2NΦ0 + α) with p ≥ 2,
the ground state only has two possibilities: one is gapless and the other is gapped and de-
generate. This is indeed the case of the effective Hamiltonian (3.25) for half-odd-integer spin
chains, or equivalently (in our approach), odd-N spin-1/2 ladders.
From our bosonization approach, the ground state is either gapless or degenerate, when
the effective Hamiltonian only allows vertex operators with multiple potential minima corre-
sponding to degenerate ground states associated with spontaneous symmetry breaking. For
this condition to be satisfied, the U(1) symmetry is not necessarily required. As a conse-
quence, we find that, for half-odd-integer spin chains or odd-N spin-1/2 ladders, the ground
state is either gapless or degenerate by spontaneous symmetry breaking, when either of the
following two conditions is satisfied:
(i) the system has odd-site translational invariance and either T or D2 symmetry,
(ii) the system has site-centered inversion symmetry and either T or D2 symmetry.
Both of those conditions leave the effective Hamiltonian invariant under
Φ0 → Φ0 + pi
√
N/2,
Θ0 → Θ0 + pi
√
N/2,
(3.39)
so that vertex operators lead to some degenerate ground state. More precisely, for odd-
site translational invariance to give the above transformation property on the field, we must
ensure that there is no magnetization. For example, a finite magnetization in z axis modifies
the transformation on Φ0 and can lead to a unique gapped ground state [110]. The absence
of the magnetization is ensured by the symmetry under either time reversal T or dihedral
group D2.
Although the present discussion based on the effective Hamiltonian is far from a mathe-
matically rigorous proof, the same restriction on the ground state under the condition (i) has
been obtained in terms of the matrix-product state formalism [14] (see also Sec. 2.3.3). Along
with the discussion in Ref. [14], in Sec. 5.3.5, we also prove that the condition (ii) also leads to
a gapless or degenerate ground state. While we do not know the other proof like the original
discussion using a twist operator [20], a related discussion is found in Ref. [111] from the point
of view of a Berry phase associated with a local gauge twist. A similarity between one-site
translational invariance and site-centered inversion symmetry in time-reversal-invariant spin
systems has been indicated.
3.A Review of bosonization
To obtain the bosonized expression of the spin-1/2 XXZ chain,
H = J
∑
i
[
sxi s
x
i+1 + s
y
i s
y
i+1 + ∆s
z
i s
z
i+1
]
, (3.40)
we have mainly two approaches:
1. Using the Jordan-Wigner transformation, we map the spin-1/2 chain onto a spinless
fermion chain with a nearest-neighbor interaction. Taking a continuum limit, the dis-
persion relation is linearized around the Fermi points, and thus we obtain a Dirac
fermion. Then we bosonize the Dirac fermion and take into account the interaction
perturbatively.
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2. We start from the one-dimensional Hubbard model. Taking a continuum limit, we
obtain two Dirac fermions with different spins. We bosonize those Dirac fermions and
consider the on-site repulsive interaction. The interaction opens up an excitation gap
in the charge sector but the spin sector remains free. Integrating out the charge degree
of freedom, we obtain the bosonized expression of the Heisenberg model (∆ = 1).
The first approach is well explained in Refs. [51, 99]. We here adopt the second approach
that allows us to maintain the SU(2) symmetry. We refer to Refs. [79, 109, 112, 113] in the
following argument.
3.A.1 Non-Abelian bosonization of Hubbard model
We consider the Hubbard model,
H = −t
∑
j
∑
α=↑,↓
[
c†j,αcj+1,α + h.c.
]
+ U
∑
j
nj↑nj↓, (3.41)
where c†j,α (cj,α) is a fermion creation (annihilation) operator with spin α on site j, nj,α =
c†j,αcj,α, t is a hopping, and U is a positive (repulsive) on-site interaction. At half-filling
〈nj,α〉 = 1/2 and for any finite value of U , this model is in a Mott-insulating phase and has
a finite charge-excitation gap. If we are interested only in low-energy physics, empty and
doubly-occupied sites are suppressed, so that properties of this model would be essentially
described by the Heisenberg model, which is usually obtained in the limit U/t 1.
Free-fermion
We start from the free-fermion Hamiltonian,
H0 = −t
∑
j
∑
α=↑,↓
[
c†j,αcj+1,α + h.c.
]
. (3.42)
Since only excitations around the Fermi points contribute to the low-energy properties, we can
linearize the free-fermion dispersion relation around two Fermi points ±kF , kF = pi/(2a0) (a0
is the lattice spacing). Taking the continuum limit, the free-fermion Hamiltonian is expressed
by the massless Dirac fermion (the Luttinger model),
H0 ≈ −vF
∫
dx
∑
α=↑,↓
[
ψ†R,α(x)i∂xψR,α(x)− ψ†L,α(x)i∂xψL,α(x)
]
, (3.43)
where the Fermi velocity is given by vF = 2ta0 sin(kFa0) = 2ta0 and x = ja0. Here we
introduced fermionic fields,
cj,α ≈ √a0ψα(x), (3.44)
and they have the right-going (R) and left-going (L) chiral components corresponding to each
Fermi point,
ψα(x) = e
−ikF xψRα(x) + eikF xψLα(x). (3.45)
We then introduce the U(1) and SU(2) current,
Jr(x) = : ψ
†
r,α(x)ψr,α(x) :, ~Jr(x) = : ψ†r,α(x)
~σαβ
2
ψr,β(x) :, r = R,L, (3.46)
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where ~σ stands for the Pauli matrices. These currents respectively correspond to the charge
and spin densities and satisfy the U(1) and SU(2) Kac-Moody algebras (or the current alge-
bras) [114],
[JR(x), JR(x
′)] = − i
pi
∂xδ(x− x′),
[JL(x), JL(x
′)] =
i
pi
∂xδ(x− x′),
(3.47)
and
[J aR(x),J bR(x′)] = iabcJ cR(x)δ(x− x′)−
i
4pi
δab∂xδ(x− x′),
[J aL(x),J bL(x′)] = iabcJ cL(x)δ(x− x′) +
i
4pi
δab∂xδ(x− x′).
(3.48)
A meaning of the “anomalous” commutators ∂xδ(x − x′) is nicely explained in Ref. [51]. In
terms of these current algebras, the Dirac Hamiltonian (3.43) is expressed in the Sugawara
form,
H0 = HU(1) +HSU(2), (3.49)
HU(1) =
pivF
2
∫
dx (: JR(x)JR(x) : + : JL(x)JL(x) :) , (3.50)
HSU(2) =
2pivF
3
∫
dx
(
: ~JR(x) · ~JR(x) : + : ~JL(x) · ~JL(x) :
)
. (3.51)
Bosonic description
The charge part HU(1) is represented as a free bosonic theory,
HU(1) =
vF
2
∫
dx
[
(∂xθc(x))
2 + (∂xφc(x))
2
]
(3.52)
through identifications
JR(x) + JL(x) =
√
2
pi
∂xφc(x), JR(x)− JL(x) = −
√
2
pi
∂xθc(x). (3.53)
The two fields φc(x) and ∂xθc(x) form canonically conjugate variables,
[φc(x), ∂xθc(x
′)] = iδ(x− x′). (3.54)
The spin part HSU(2) represent the level-1 SU(2) Wess-Zumino-Witten model. It is also
expressed by a free bosonic theory,
HSU(2) =
vF
2
∫
dx
[
(∂xφs(x))
2 + (∂xθs(x))
2
]
, (3.55)
through ~Jr(x) · ~Jr(x) = 3J zr (x)J zr (x) and identifications
J zR(x) + J zL(x) =
1√
2pi
∂xφs(x), J zR(x)− J zL(x) = −
1√
2pi
∂xθs(x). (3.56)
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The two fields φs(x) and ∂xθs(x) again satisfy a canonical commutation relation,
[φs(x), ∂xθs(x
′)] = iδ(x− x′). (3.57)
The fermionic fields (3.45) are also related to the bosonic fields through the Mandelstam
formula,
ψR,α(x) =
ηα√
2pia0
e−i
√
pi(φα(x)−θα(x)), ψL,α(x) =
ηα√
2pia0
ei
√
pi(φα(x)+θα(x)). (3.58)
Here we have introduced the Klein factors ηα to ensure the anticommutation relation between
the fermions with different spins, and it satisfies
{ηα, ηα′} = 2δαα′ . (3.59)
Other anticommutation relations of the fermionic fields are supplemented by the commutation
relation of the bosonic fields,[
φα(x), θα′(x
′)
]
=
i
2
δαα′
[
sgn(x− x′) + 1] . (3.60)
The bosonic fields associated with charge and spin in Eqs. (3.53) and (3.56) are given by a
canonical transformation,
φc(x) =
1√
2
(φ↑(x) + φ↓(x)), θc(x) =
1√
2
(θ↑(x) + θ↓(x)),
φs(x) =
1√
2
(φ↑(x)− φ↓(x)), θs(x) = 1√
2
(θ↑(x) + θ↓(x)).
(3.61)
In terms of φs(x) and θs(x), one can represent other components of the SU(2) current as
J ±R (x) =
1
2pia0
e±i
√
2pi(φs(x)−θs(x)), J ±L (x) =
1
2pia0
e∓i
√
2pi(φs(x)+θs(x)). (3.62)
The commutation relations of the SU(2) current algebra (3.48) is equivalent to the fol-
lowing operator product expansions,
J a(z)J b(w) ∼ δ
ab
8pi2(z − w)2 +
∑
c
iabc
J c(w)
2pi(z − w) ,
J¯ a(z¯)J¯ b(w¯) ∼ δ
ab
8pi2(z¯ − w¯)2 +
∑
c
iabc
J¯ c(w¯)
2pi(z¯ − w¯) ,
(3.63)
where we used complex coordinates z = vF τ + ix, z¯ = vF τ − ix 7 and identified as J aR(x) ≡
J a(z), J aL(x) ≡ J¯ a(z¯). Introducing chiral bosons,
φs(z, z¯) = ϕs(z) + ϕ¯s(z¯), θs(z, z¯) = −ϕs(z) + ϕ¯s(z¯), (3.64)
the SU(2) current is reexpressed as
J x(z) = 1
2pia0
cos(
√
8piϕs(z)), J y(z) = 1
2pia0
sin(
√
8piϕs(z)), J z(z) = i√
2pi
∂zϕs(z),
J¯ x(z¯) = 1
2pia0
cos(
√
8piϕ¯s(z¯)), J¯ y(z) = −1
2pia0
sin(
√
8piϕ¯s(z¯)), J¯ z(z¯) = −i√
2pi
∂z¯ϕ¯s(z¯).
(3.65)
7We consider the two-dimensional Euclidean space-time (x0, x1) = (vF τ, x) with the metric gµν = diag(1, 1).
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Using operator product expansions of a free boson,
∂zϕ(z)∂wϕ(w) ∼ − 1
4pi
1
(z − w)2 , (3.66)
∂zϕ(z)e
iαϕ(w) ∼ −iα
4pi
1
z − we
iαϕ(w), (3.67)
eiαϕ(z)e−iαϕ(w) ∼
(
a0
z − w
)α2/(4pi) [
1 + iα(z − w)∂wϕ(w) +O((z − w)2)
]
. (3.68)
one can easily check that the bosonic representation of the SU(2) current (3.65) satisfies the
Kac-Moody algebra (3.63).
Hubbard interaction
Next we consider effects of the Hubbard interaction,
HU = U
∑
j
nj↑nj↓. (3.69)
Taking the continuum limit, we obtain
HU ≈ Ua0
∫
dx ψ†↑(x)ψ↑(x)ψ
†
↓(x)ψ↓(x)
≈ Ua0
∫
dx
[(
ψ†R↑ψR↑ + ψ
†
L↑ψL↑
)(
ψ†R↓ψR↓ + ψ
†
L↓ψL↓
)
+ ψ†R↑ψL↑ψ
†
L↓ψR↑ + ψ
†
L↑ψR↑ψ
†
R↓ψL↓
+ei4kF xψ†R↑ψL↑ψ
†
R↓ψL↓ + e
−i4kF xψ†L↑ψR↑ψ
†
L↓ψR↓
]
. (3.70)
The last term represents an umklapp process and gives a nonvanishing contribution only at
half-filling since kF = pi/(2a0). We have dropped oscillating terms with e
±i2kF x because they
vanish after the integration over the spatial coordinate. In terms of the current operators
and bosonic fields, this expression is rewritten as
HU ≈ Ua0
∫
dx
[
1
4
(JRJR + JLJL) +
1
2
JRJL − 1
3
(
~JR · ~JR + ~JL · ~JL
)
−2 ~JR · ~JL − 2
(2pia0)2
cos(
√
8piφc)
]
. (3.71)
For the charge sector, the forward- and back-scattering terms JRJR + JLJL and JRJL can
be absorbed into Eq. (3.52) and only change the velocity and the Luttinger parameter. The
resulting Hamiltonian is given by
Hcharge =
vc
2
∫
dx
[
Kc(∂xθc(x))
2 +
1
Kc
(∂xφc(x))
2
]
− U
2pi2a0
∫
dx cos(
√
8piφc(x)), (3.72)
where vc andKc are an effective velocity and stiffness (usually called the Luttinger parameter),
vc = vF
(
1 +
Ua0
pivF
)1/2
, Kc =
(
1 +
Ua0
pivF
)−1/2
. (3.73)
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The Luttinger parameter Kc now deviates from its free-fermion value Kc = 1 and changes
the scaling dimension of the last term to 2Kc. Since 2Kc < 2 for U > 0, it is relevant
and generates a Mott-Hubbard gap. Thus φc is pinned at one of potential minima n
√
pi/2
with integer n. For the spin sector, the forward-scattering term ~JR · ~JR + ~JL · ~JL can be
incorporated into Eq. (3.55) and only makes a change of the velocity. Keeping the manifestly
SU(2)-invariant form, we obtain
Hspin =
2pivs
3
∫
dx
(
: ~JR(x) · ~JR(x) : + : ~JL(x) · ~JL(x) :
)
− 2Ua0
∫
dx ~JR(x) · ~JL(x),
(3.74)
where the spin velocity vs is defined by
vs = vF − Ua0
2pi
. (3.75)
Since the back-scattering term ~JR· ~JL is marginally irrelevant, universal properties of Eq. (3.74)
are still described by the level-1 SU(2) Wess-Zumino-Witten model. When the SU(2) sym-
metry is broken, the back-scattering term J xRJ xL +J yRJ yL can be relevant, as we will see later
for the spin-1/2 XXZ model.
Spin operator
Now we turn to derive bosonized expressions of the spin operators. Using fermionic operators,
we can write
~sj = c
†
j,α
~σαβ
2
cj,β. (3.76)
Taking the continuum limit, we find
~sj ≈ a0
[
~JR(x) + ~JL(x) + (−1)j ~N (x)
]
. (3.77)
The uniform parts ~JR,L(x) have been defined in Eq. (3.46), while the staggered part ~N (x) is
defined as
~N (x) = ψ†Rα(x)
~σαβ
2
ψLβ(x) + ψ
†
Lα(x)
~σαβ
2
ψRβ(x). (3.78)
In terms of the bosonic fields, this can be represented as
N z(x) = 1
pia0
cos(
√
2piφc(x)) sin(
√
2piφs(x)), (3.79)
N±(x) = 1
pia0
cos(
√
2piφc(x))e
∓i√2piθs(x). (3.80)
Since φc is pinned, we can replace cos(
√
2piφc(x)) by its expectation value C ≡ 〈cos(
√
2piφc(x))〉.
Therefore, we end up with
szj ≈
a0√
2pi
∂xφs(x) +
C
pi
sin(
√
2piφs(x)),
s±j ≈ e∓i
√
2piθs(x)
[
C
pi
(−1)j − 1
pi
sin(
√
2piφs(x))
]
.
(3.81)
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3.A.2 Bosonization formulas for XXZ chain
When the SU(2) symmetry is reduced to the U(1) symmetry, the back-scattering term in
Eq. (3.74) is split into two parts, J zRJ zL and J xRJ xL + J yRJ yL . Then the Hamiltonian in the
spin sector takes the form,
Hspin =
vs
2
∫
dx
[
Ks(∂xθs(x))
2 +
1
Ks
(∂xφs(x))
2
]
+
vsλ
a20
∫
dx cos(
√
8piφs(x)), (3.82)
where vs and Ks are the velocity and Luttinger parameter for spin and λ is some coupling
constant. This is in fact the low-energy effective Hamiltonian for the spin-1/2 XXZ chain
(3.40). vs and Ks are obtained by comparison with the exact solution by Bethe ansatz as
vs =
piJa0
√
1−∆2
2 cos−1 ∆
, Ks =
pi
pi − cos−1 ∆ . (3.83)
The last term in Eq. (3.74) has the scaling dimension 2Ks. As expected from Eq. (3.74), at
the Heisenberg point ∆ = 1, this term is marginally irrelevant since λ > 0. For −1 < ∆ ≤ 1,
λ is irrelevant and has been analytically evaluated in Ref. [104] as
λ =
4Γ(K)
Γ(1−K)
 Γ
(
1 + 12K−2
)
2
√
pi Γ
(
1 + K2K−2
)
2K−2 . (3.84)
The bosonized expressions of the spin operators take the same form as Eq. (3.81) but with
different coefficients,
szj ≈
a0√
2pi
∂xφs(x) + a1 sin(
√
2piφs(x)),
s±j ≈ e∓i
√
2piθs(x)
[
b0(−1)j − b1 sin(
√
2piφs(x))
]
.
(3.85)
The nonuniversal coefficients a1, b0, and b1 have also been obtained as functions of ∆ [103–
106],
a21 =
4
pi2
 Γ
(
η
2(1−η)
)
2
√
pi Γ
(
1
2(1−η)
)
1/η exp [ ∫ ∞
0
dt
t
(
sinh [(2η − 1)t]
sinh(ηt) cosh [(1− η)t] −
2η − 1
η
e−2t
)]
,
b20 =
1
4(1− η)2
 Γ
(
η
2(1−η)
)
2
√
pi Γ
(
1
2(1−η)
)
η exp [−∫ ∞
0
dt
t
(
sinh(ηt)
sinh(t) cosh [(1− η)t] − ηe
−2t
)]
,
b21 =
2
η(1− η)
 Γ
(
η
2(1−η)
)
2
√
pi Γ
(
1
2(1−η)
)
η+1/η
× exp
[
−
∫ ∞
0
dt
t
(
cosh(2ηt)e−2t − 1
2 sinh(ηt) sinh(t) cosh [(1− η)t] +
1
sinh(ηt)
− η
2 + 1
η
e−2t
)]
,
(3.86)
where η = 1− cos−1 ∆/pi. Bosonization formulas used in Sec. 3.2.1 are obtained by replace-
ments, 8
φs(x)→ 1√
pi
φ(x) +
√
pi
2
, θs(x)→ − 1√
pi
θ(x). (3.87)
8As many papers, as many conventions.
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3.B Perturbative derivation of effective Hamiltonian
In this appendix, based on the perturbation theory, we demonstrate a derivation of the
effective Hamiltonian (3.24) and (3.25). A similar discussion was already given by Schulz [17]
who looked at a correlation function of the center-of-mass field. But here we take a more
direct approach focusing on the action. This appendix also provides an evidence to consider
that a nonuniversal prefactor A of the effective coupling constant geff ∼ A(−g1)N is positive.
Similar discussions will be applied to show the positivity of other nonuniversal prefactors in
the effective couplings appearing in Chapter 4.
In the bosonized expression of H0+H⊥ in Sec. 3.2.1, g3 is supposed to be the most relevant
coupling and then Θν acquire masses. Since the g1 and g4 terms involve the center-of-mass
field Φ0, they would give nontrivial contributions to the effective Hamiltonian by integrating
out the relative fields. In fact, by replacing cos
√
2(θj−θj′) with its expectation value, g4 can
be absorbed into g1 as
g1 → g1 − g4〈cos
√
2(θj − θj′)〉. (3.88)
Thus, in the following discussion, we only consider the perturbation in g1.
We start from the partition function,
Z =
∫
DΦ0DΦ1 · · · DΦN−1e−Sc[Φ0]−Sr[Φν ]−Scr[Φ0,Φν ], (3.89)
where
Sc[Φ0] = v
2piK
∫
d2r
[
1
v2
(∂τΦ0)
2 + (∂xΦ0)
2
]
, (3.90)
Sr[Φν ] = v
2piK
∫
d2r
N−1∑
ν=1
[
1
v2
(∂τΦν)
2 + (∂xΦν)
2
]
+
∫
d2r
∑
j 6=j′
g3,(j,j′) cos
√
2(θj − θj′),
(3.91)
Scr[Φ0,Φν ] =
∫
d2r
∑
j 6=j′
g1,(j,j′) cos
√
2(φj + φj′), (3.92)
and ~r ≡ (τ, x). Since we now assume that g1 is small, the partition function is expanded in
Scr[Φ0,Φν ] as
Z = Zr
∫
DΦ0e−Sc[Φ0]
∞∑
n=0
1
n!
〈(−Scr[Φ0,Φν ])n〉r , (3.93)
where the expectation value 〈· · · 〉r is taken with respect to the ground state of Sr[Φν ]:
〈· · · 〉r =
1
Zr
∫
DΦ1 · · · DΦN−1(· · · )e−Sr[Φν ], (3.94)
Zr =
∫
DΦ1 · · · DΦN−1e−Sr[Φν ]. (3.95)
IfN is even, the first nonvanishing contribution appears at theN/2-th order in Scr[Φ0,Φν ].
This is naively understood as follows. Since cos
√
2(φj + φj′) involves the fluctuating fields
Φν , its M -point correlation functions〈
M∏
m=1
cos
√
2(φjm(~rm) + φj′m(~rm))
〉
r
(3.96)
46 3.B Perturbative derivation of effective Hamiltonian
decay exponentially. Thus, a possible nonvanishing contribution mainly comes from the
correlation function at the same point, ~r1 = ~r2 = · · · = ~rM . To eliminate Φν , we have to sum
up all φj with equal weights. Hence, N/2 is the lowest order in which correlation functions
involving such a combination of φj is allowed. For example, we consider
IN/2 =
〈
N/2∏
n=1
(−g1,(2n−1,2n))
∫
d2rn cos
√
2 (φ2n−1(~rn) + φ2n(~rn))
〉
r
. (3.97)
We can write
IN/2 =
〈
N/2∏
n=1
(
−g1,(2n−1,2n)
2
)∫
d2rn
[
ei
√
2(φ2n−1(~rn)+φ2n(~rn)) + e−i
√
2(φ2n−1(~rn)+φ2n(~rn))
]〉
r
≈
N/2∏
n=1
(
−g1,(2n−1,2n)
2
)∫
d2rn
〈exp
i√2 N/2∑
m=1
(φ2m−1(~rm) + φ2m(~rm))
+ h.c.〉
r
,
(3.98)
where we dropped all the cross terms in the second line. Since the relative fields Φν are not
canceled out in those cross terms, their expectation values vanish after integration over the
coordinate. Using the canonical transformation in Eqs. (3.18) and (3.19), the exponent is
rewritten as
N/2∑
m=1
(φ2m−1(~rm) + φ2m(~rm))
=
2√
N
N/2∑
m=1
Φ0(~rm) +
N/2∑
m=1
N−1∑
ν=1
(
u
(ν)
2m−1 + u
(ν)
2m
)
Φν(~rm)
=
2√
N
N/2∑
m=1
Φ0(~rm) +
N/2−1∑
m=1
N−1∑
ν=1
2m∑
k=1
u
(ν)
k [Φν(~rm)− Φν(~rm+1)] +
N−1∑
ν=1
N∑
k=1
u
(ν)
k Φν(~rN/2).
(3.99)
In the last line, the third term vanishes due to the orthogonality of u
(ν)
k in Eq. (3.20). The
latter two terms do not appear for N = 2 and clearly vanish at the same point ~r1 = · · · = ~rN/2.
Substituting this expression into Eq. (3.98), we see that the second term gives a product of
correlation functions, 〈
N/2−1∏
m=1
ei
√
2Ψm(~rm)e−i
√
2Ψm(~rm+1)
〉
r
, (3.100)
where we defined
Ψm(~r) =
N−1∑
ν=1
2m∑
k=1
u
(ν)
k Φν(~r). (3.101)
Since Ψm are sums of the disordered fields Φν , their correlation functions exponentially decay.
If the masses of Ψm are sufficiently large, the correlation functions rapidly decay and a leading
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contribution to the integral (3.98) would only come from their amplitudes at ~rm ∼ ~rm+1. Thus
we approximate the correlation functions as delta functions and obtain
IN/2 ≈
N/2∏
n=1
(
−g1,(2n−1,2n)
2
)∫
d2rn

×
exp
2i√ 2
N
N/2∑
m=1
Φ0(~rm)
N/2−1∏
m=1
Cmδ(~rm − ~rm+1) + h.c.
 , (3.102)
where the amplitudes Cm are nonuniversal constants and positive by its definition. After
integration over the N/2− 1 coordinate variables, we obtain a vertex operator only with Φ0,
IN/2 ≈
1
2
N/2−1∏
m=1
Cm
N/2∏
n=1
(
−g1,(2n−1,2n)
2
)∫ d2r cos(√2NΦ0(~r)) . (3.103)
Similar contributions arise from any possible pairing of φj . Putting them back onto the action
in Eq. (3.93), we obtain the effective action Seff[Φ0] defined through Z ≈
∫ DΦ0e−Seff[Φ0].
If the couplings among chains do not depend on j, namely g1,(j,j′) ≡ g1, we can write the
effective action as
Seff[Φ0] ≈ v
2piK
∫
d2r
[
1
v2
(∂τΦ0)
2 + (∂xΦ0)
2
]
−A′(−g1)N/2
∫
d2r cos(
√
2NΦ0), (3.104)
where the nonuniversal coefficient A′ is positive since it is solely proportional to a sum of
products of the positive amplitudes, C1C2 · · ·CN/2−1. For N = 2, this is simply read off as
A′ = 1. This positivity of the nonuniversal coefficient is also the key to discuss the phase
transitions between different VBS phases in Chapter 4. Equation (3.104) corresponds to the
effective Hamiltonian for even N in Eq. (3.24),
Heff =
v
2pi
∫
dx
[
K(∂xΘ0)
2 +
1
K
(∂xΦ0)
2
]
+A′(−g1)N/2
∫
dx cos(
√
2NΦ0). (3.105)
For odd N , the first nonvanishing contribution appears at the N -th order. For example,
we consider
IN =
〈
N∏
n=1
(−g1,(n,n+1))
∫
d2rn cos
√
2 (φn(~rn) + φn+1(~rn))
〉
r
, (3.106)
where φN+1 ≡ φ1. Along with the same line as above, we can obtain the effective Hamiltonian
(3.25).
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Chapter 4
Effective Hamiltonian and VBS
phases
In this chapter, we provide the connection between the effective Hamiltonian (3.24) derived
in Sec. 3.2.2,
Heff =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0), (4.1)
and various VBS phases realized in one-dimensional spin systems. In particular, we focus on
that different signs of the coupling constant geff are related to different VBS phases separated
by a quantum phase transition. We first review the case of two-leg spin-1/2 ladders in
Sec. 4.1, where the effective Hamiltonian description of the Haldane and rung-singlet phases
is quite natural, thanks to a decoupling properties of the bosonized Hamiltonian with two
bosonic fields. In the remaining sections, we provide examples of spin chains with integer
spin (Sec. 4.2), spin-1/2 ladder with even legs (Sec. 4.3), and spin ladders with dimerization
(Sec. 4.4). In those models, the effective Hamiltonian description of VBS phases is justified
by simple perturbative arguments.
4.1 Review: Two-leg ladder
As a simplest example, we consider a two-leg spin-1/2 ladder,
H = J
∑
i
∑
j=1,2
(
sxi,js
x
i+1,j + s
y
i,js
y
i+1,j + ∆s
z
i,js
z
i+1,j
)
+
∑
i
[
Jxy⊥
(
sxi,1s
x
i,2 + s
y
i,1s
y
i,2
)
+ Jz⊥s
z
i,1s
z
i,2
]
+
∑
i
[
Jxy×
(
sxi,1s
x
i+1,2 + s
x
i,2s
x
i+1,1 + s
y
i,1s
y
i+1,2 + s
y
i,2s
y
i+1,1
)
+ Jz×
(
szi,1s
z
i+1,2 + s
z
i,2s
z
i+1,1
)]
,
(4.2)
as depicted in Fig. 4.1. For Jxy× = Jz× = 0, the model is a conventional ladder and studied
in Refs. [72–83]. In particular, if ∆ = 1 and Jxy⊥ = J
z
⊥ > 0, the ground state is in the rung-
singlet phase that is unique and has a finite excitation gap. On the other hand, as discussed
in Sec. 3.1.2, if we set
Jxy⊥ = 0, J
z
⊥ = 2Dz, J
xy
× = J, J
z
× = J∆, (4.3)
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J⊥, J⊥zxy
J, Δ
J×, J×zxy
Figure 4.1: Two-leg spin-1/2 ladder given by Eq. (4.2).
(a)
Haldane:
Rung-singlet:
S = 1 Haldane:
Large-D:
(b)
Figure 4.2: Schematic pictures of VBS phases in (a) the two-leg spin-1/2 ladder and (b) the
spin-1 chain. The black dot represents a spin-1/2 and the black circle means the symmetriza-
tion of enclosed spin-1/2’s. Two spin-1/2’s linked by the red solid line form a singlet, while
spin-1/2’s enclosed by the black rectangle are frozen to the Sz = 0 state.
this model corresponds to the S = 1 XXZ chain with uniaxial anisotropy,
H =
∑
i
[
J(Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1) +Dz(S
z
i )
2
]
, (4.4)
through the ladder mapping. The model (4.4) has been extensively studied [9, 17, 53, 54,
56, 57, 91, 92, 115] and there are two VBS phases (see Fig. 2.4). One is the Haldane phase
locating around the Heisenberg point (∆ = 1 and Dz = 0), and the other is the large-D
phase stabilized for sufficient for sufficiently large Dz. The large-D phase is corresponding to
the rung-singlet phase in the two-leg ladder model (4.2). Those VBS phases are illustrated
in Fig. 4.2.
A general principle to distinguish two different VBS phases is to count the number of
singlet bonds Nb under a certain spatial cut. If we choose the cut perpendicular to the ladder
or chain in Fig. 4.2, the rung-singlet or large-D phase has Nb = 0 while the Haldane phase
has Nb = 1. Even if we consider some local move of singlets, this does not affect the parity of
Nb unless unpaired spin-1/2’s are created; in general, the former phase has even Nb while the
latter has odd Nb. This parity of Nb is changed only when a phase transition occurs, so that
the phase transition is necessary between two VBS phases with different parities of Nb. In the
SU(2)-symmetric ladder model (4.2) with ∆ = 1, Jxy⊥ = J
z
⊥, and J
xy
× = Jz×, a direct phase
transition from the Haldane phase to the rung-singlet phase has been observed [116–121].
There is also a transition between the Haldane and large-D phases in the spin-1 XXZ chain
(4.4) [17,53,54,56,91].
4.1.1 Bosonization of two-leg ladder
Here we demonstrate that those phase transitions between VBS phases are faithfully described
by the bosonization approach [17, 72, 73, 77, 117]. Following the procedure in Sec. 3.2.1, the
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Hamiltonian (4.2) is bosonized as
H ≈ v
2pi
∫
dx
∑
j=1,2
[
K(∂xθj)
2 +
1
K
(∂xφj)
2
]
+
∫
dx
[
g0∂xφ1∂xφ2 + g1 cos
√
2(φ1 + φ2) + g2 cos
√
2(φ1 − φ2) + g3 cos
√
2(θ1 − θ2)
+g4 cos
√
2(φ1 + φ2) cos
√
2(θ1 − θ2) + g5 cos
√
2(φ1 − φ2) cos
√
2(θ1 − θ2)
]
, (4.5)
where v and K are given in Eq. (3.12) and the coupling constants are given by
g0 =
a0
2pi2
(Jz⊥ + 2J
z
×), g1 = −
a21
2a0
(Jz⊥ − 2Jz×), g2 =
a21
2a0
(Jz⊥ − 2Jz×),
g3 =
b20
a0
(Jxy⊥ − 2Jxy× ), g4 =
b21
2a0
(Jxy⊥ + 2J
xy
× ), g5 = −
b21
2a0
(Jxy⊥ + 2J
xu
× ).
(4.6)
As seen obviously, this Hamiltonian is simplified by introducing the center-of-mass and rela-
tive fields,
Φ0 =
1√
2
(φ1 + φ2), Θ0 =
1√
2
(θ1 + θ2),
Φ1 =
1√
2
(φ1 − φ2), Θ1 = 1√
2
(θ1 − θ2).
(4.7)
Then the Hamiltonian (4.5) is rewritten as
H ≈ H0 +H1 +H01, (4.8)
H0 =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ g1
∫
dx cos(2Φ0), (4.9)
H1 =
v1
2pi
∫
dx
[
K1(∂xΘ1)
2 +
1
K1
(∂xΦ1)
2
]
+ g2
∫
dx cos(2Φ1) + g3
∫
dx cos(2Θ1), (4.10)
H01 = g4
∫
dx cos(2Φ0) cos(2Θ1). (4.11)
Here the effect of g0 is incorporated in the renormalizations of v and K as
v0 = v
(
1 +
K(Jz⊥ + 2J
z×)a0
2piv
)1/2
, K0 =
(
1 +
K(Jz⊥ + 2J
z×)a0
2piv
)−1/2
,
v1 = v
(
1− K(J
z
⊥ + 2J
z×)a0
2piv
)1/2
, K1 =
(
1− K(J
z
⊥ + 2J
z×)a0
2piv
)−1/2
,
(4.12)
and we dropped the g5 term since it is irrelevant. Unless some fine tuning of the parameters
makes g1 = g2 = g3 = 0, g4 is always less relevant than these three couplings. Thus in
general, we can neglect H01 and regard that the Hamiltonian H0 and H1 are decoupled. H0
is nothing but what we refer to the effective Hamiltonian Heff in the previous chapter.
4.1.2 Symmetry-breaking phases
Although, to describe VBS phases, we need to assume that g1 and g3 are relevant, we first
consider the case when g1 and g2 are relevant. In this case, the ground state breaks some
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Figure 4.3: Phase diagram of the Hamiltonian (4.8) in the g1-g2 plane. Corresponding order
parameters and schematic pictures of the ground state are also shown.
Z2 symmetry and becomes two-fold degenerate. If g1 and g2 reach the strong-coupling limits
under the renormalization group, we can semiclassically evaluate the Hamiltonian (4.8) by
minimizing the potential energies with respect to Φ0 and Φ1. Depending on the signs of g1
and g2, we will find the following four phases (see Fig. 4.3):
(i) g1 < 0 and g2 > 0 — Ising antiferromagnetic phase
In this phase, the potential energies are minimized by setting cos(2Φ0) = 1 and
cos(2Φ1) = −1. Let us choose one of the potential minima Φ1 = pi(p1 + 1/2), p1 ∈ Z.
This fixes the compactification radius of Φ0 defined through Φ0 ∼ Φ0 + 2piR to R = 1,
as discussed in Sec. 3.3.1. Thus we find two independent solutions of cos(2Φ0) = 1
within this radius: Φ0 = 0 or pi mod 2pi. This leads to the two-fold degeneracy of the
ground state. Spontaneous symmetry breaking in the ground state is characterized by
a staggered magnetization,
〈(−1)i(szi,1 − szi,2)〉 ∝ 〈cos Φ0 sin Φ1〉 = ±1, (4.13)
which takes a finite expectation value. This order parameter indicates an antiferromag-
netic order in the z direction.
(ii) g1 > 0 and g2 < 0 — Ising stripe antiferromagnetic phase
The potential energies are minimized by setting cos(2Φ0) = −1 and cos(2Φ1) = 1. Then
we find their solutions, Φ0 = pi(p0 + 1/2) and Φ1 = pip1 with p0, p1 ∈ Z. However, as
discussed above, two of them are independent and correspond to the two-fold degenerate
ground state. The associated order parameter is given by another type of the staggered
magnetization,
〈(−1)i(szi,1 + szi,2)〉 ∝ 〈sin Φ0 cos Φ1〉 = ±1. (4.14)
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This also indicates an antiferromagnetic order in the z direction but with a stripe
pattern along the leg. This phase can realize in the spin-1 XXZ chain (4.4).
(iii) g1 > 0 and g2 > 0 — Staggered dimer phase
The minimization of the potential energies is achieved by setting cos(2Φ0) = −1 and
cos(2Φ1) = −1. The solutions are given by Φ0 = pi(p0 + 1/2) and Φ1 = pi(p1 + 1/2)
with p0, p1 ∈ Z. But two of them, say Φ0 = pi/2 and Φ1 = ±pi/2, are independent. The
corresponding order parameter is the staggered dimerization given by
〈(−1)i(~si,1 · ~si+1,1 − ~si,2 · ~si+1,2)〉 ∝ 〈sin Φ0 sin Φ1〉 = ±1. (4.15)
(See Sec. 4.4 for the dimerization operator in the bosonic language.) This detects the
dimer (singlet) formation on the legs and indicates that one-site translational invariance
is spontaneously broken. Again, the ground state becomes two-fold degenerate.
(iv) g1 < 0 and g2 < 0 — Columnar dimer phase
The potential energies are minimized by choosing cos(2Φ0) = 1 and cos(2Φ1) = 1.
This conditions are solved as Φ0 = pip0 and Φ1 = pip1 with p0, p1 ∈ Z. Similarly,
two independent solutions, say Φ0 = 0 and Φ1 = 0, pi, lead to the two-fold degenerate
ground state. The corresponding order parameter is the columnar dimerization,
〈(−1)i(~si,1 · ~si+1,1 + ~si,2 · ~si+1,2)〉 ∝ 〈cos Φ0 cos Φ1〉 = ±1, (4.16)
which detects the one-site translational symmetry breaking. However, the pattern of
singlets is different from the above case; here two singlets live on the same link.
Thus for the case of the two-leg ladder, the ground state breaks (at least) one-site trans-
lational invariance when both g1 and g2 are relevant. This will also be true for general N -leg
ladders. If all the fields Φ0 and Φν are pinned, it generally implies that the ground state
has some nonzero expectation values of the staggered magnetization and/or dimerization,
since those operators are written as vertex operators of φj that is a linear combination of Φ0
and Φν . Thus one-site translational symmetry is spontaneously broken in the ground state.
However, if g3 is relevant, instead of g2, such vertex operators involve fluctuating fields Φν
and cannot have nonzero expectation values. Therefore the assumption made in Sec. 3.2.2,
that g1 and g3 are relevant, is justified to avoid the spontaneous symmetry breaking.
We note that, in the parameter space of Eq. (4.2), only the second and forth quadrants in
Fig, 4.3 (i.e. the antiferromagnetic phases) are realized. However, we can also reproduce the
dimer phases by careful consideration of an irrelevant term and higher-order perturbations
[120–122] or by inclusion of a four-body interaction (~si,1 · ~si+1,1)(~si,2 · ~si+1,2) [123–125].
4.1.3 VBS phases
Now we consider the case when g1 and g3 are relevant, as discussed in Sec. 3.2.2. In this
phase, the ground state has no symmetry breaking and thus is unique. Again, the ground
state properties can be understood by semiclassical treatments of the vertex operators as
potential energies, that is, the minimization of g1 cos(2Φ0) and g3 cos(2Θ1). Depending on
the signs of g1 and g3, we obtain the following four phases (see Fig. 4.4):
(i) g1 < 0 and g3 > 0 — Rung-singlet phase
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Figure 4.4: Phase diagram of the Hamiltonian (4.8) in the g1-g3 plane. The red solid line
represents a usual singlet bond (|↑↓〉 − |↓↑〉)/√2, while the green one represents a twisted
singlet bond (|↑↓〉+ |↓↑〉)/√2.
The potential energies are minimized by setting cos(2Φ0) = 1 and cos(2Θ1) = −1. Now
the solution, say Φ0 = 0 and Θ1 = pi/2, is unique within the compactification radii.
Since there is no symmetry breaking, any local order parameter cannot characterize
this phase. Instead, we can use a nonlocal (string) order parameter [117],
Oeven = − lim|k−l|→∞(s
z
k,1 + s
z
k+1,2) exp
ipi l−1∑
j=k+1
(szj,1 + s
z
j+1,2)
 (szl,1 + szl+1,2), (4.17)
and a careful derivation shows that [126]
〈Oeven〉 ∝ lim|x−y|→∞〈cos(Φ0(x)) cos(Φ0(y))〉 = 1. (4.18)
This order parameter takes a finite expectation value when the number of singlets Nb
under a perpendicular cut is even [117]. A similar order parameter is also proposed in
Ref. [127].
(ii) g1 > 0 and g3 < 0 — Haldane phase
The potential energies are minimized by setting cos(2Φ0) = −1 and cos(2Θ1) = 1. Here
the solution, say Φ0 = pi/2 and Θ1 = 0, is unique within the compactification radii.
This phase is characterized by another type of string order parameters,
Oodd = − lim|k−l|→∞(s
z
k,1 + s
z
k,2) exp
ipi l−1∑
j=k+1
(szj,1 + s
z
j,2)
 (szl,1 + szl,2), (4.19)
and it is shown that [80,126]
〈Oodd〉 ∝ lim|x−y|→∞〈sin(Φ0(x)) sin(Φ0(y))〉 = 1. (4.20)
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This is a straightforward generalization of the conventional string order parameter in the
spin-1 AKLT phase [9–11] to ladder systems. Thus a nonzero expectation value of Oodd
indicates a VBS phase whose number of singlets Nb under a perpendicular cut is odd.
Furthermore, at the SU(2) symmetric point, it has been shown that a spin-1/2 state
appears at the end of a semi-infinite chain through the Majorana fermion mapping [81].
This edge state is responsive to the uniform magnetic fined in any direction [81],〈
sαi,1 + s
α
i,2
〉 ≈ 2mt
vt
e−2mtx/vt
〈
− i
2
αβγηβηγ
〉
, (4.21)
where mt and vt are the velocity and mass of the triplet excitation and η
α (α = x, y, z)
denotes a Majorana fermion operator. A quadratic operator in the parenthesis of the
left-hand side is in fact a Majorana fermionic representation of the spin-1/2 operator
[128]. This result tells us that the spin-1/2 moment localized at the chain end x = 0
appears in the spatial (uniform) magnetization profile, as known in the spin-1 AKLT
state [12].
(iii) g1 < 0 and g3 < 0 — Rung-singlet* phase
The potential energies are minimized by setting cos(2Φ0) = 1 and cos(2Θ1) = 1. Thus,
the string order parameter Oeven takes a finite expectation value, as in the rung-singlet
phase. However, in this phase, a singlet wave function is not the usual one (|↑↓〉 −
|↓↑〉)/√2 but (|↑↓〉+ |↓↑〉)/√2. If we go back to the original model (4.2), this is easily
understood as follows. The usual rung-singlet phase is obtained by setting Jxy⊥ = J
z
⊥ 
J and Jxy× = Jz× = 0. This phase (the rung-singlet* phase) is obtained by a canonical
transformation only for spins on one leg, sx,yi,2 → −sx,yi,2 . This flips the sign of Jz⊥ and
the singlet wave function on each rung should be interpreted as (|↑↓〉+ |↓↑〉)/√2. The
rung-singlet* phase corresponds to the large-D phase in the spin-1 chain, since the
singlet wave function has S = 1 and Sz = 0.
(iv) g1 > 0 and g3 > 0 — Haldane* phase
The potential energies are minimized by setting cos(2Φ0) = −1 and cos(2Θ1) = −1.
Thus, the string order parameterOodd takes a finite expectation value, as in the Haldane
phase. But from the same reason as above, this phase is obtain by distributing the
singlet (|↑↓〉+ |↓↑〉)/√2 such that the number of singlets Nb under a perpendicular cut
becomes odd. We call this phase as the Haldane* phase. A crucial difference from the
Haldane phase appears in the response of edge states to the magnetic field. Here, the
edge state only responds to the uniform magnetic field along the z axis,〈
szi,1 + s
z
i,2
〉 ≈ 2mt
vt
e−2mtx/vt 〈−iηxηy〉 . (4.22)
But, it also responds to the antiparallel magnetic field along the x and y axes,〈
sαi,1 − sαi,2
〉 ≈ 2mt
vt
e−2mtx/vt
〈
− i
2
αβγηβηγ
〉
, α = x, y. (4.23)
This is nothing but a consequence of the canonical transformation sx,yi,2 → −sx,yi,2 from
the usual Haldane phase.
All the four phases have no symmetry breaking and no ground state degeneracy. Only
ways to characterize those phases are nonzero expectation values of the nonlocal order pa-
rameter or the appearance of the edge states. This originates from the difference in the parity
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of the number of singlets under a cut between the rung-singlet and Haldane phases. In fact,
the distinction between the rung-singlet and Haldane (or the rung-singlet* and Haldane*)
phases is hold only under some symmetries, as we will see in the next chapter. Once those
symmetries are broken, those phases are smoothly connected without any phase transition.
An obvious phase transition at g1 = 0 is owing to those symmetries. We note that, even if
g1 vanishes, g4 can be marginally relevant and lead to the first-order transition [117]. If g4 is
irrelevant at g1 = 0, the phase transition between the two VBS phases becomes a continuous
one.
Finally, we mention whether the rung-singlet and rung-singlet* phases or the Haldane
and Haldane* phases are really distinguished. This is true at least when the Hamiltonian has
a Z2 symmetry corresponding to the interchange of two legs j = 1 and 2.
1 In the bosonic
language, this symmetry operation transforms the relative bosonic field as Φ1 → −Φ1 and
Θ1 → −Θ1. In Eq. (4.8), this Z2 symmetry forbids the sin(2Θ1) term; if this term is allowed,
two potential minima Θ1 = 0 and pi/2 can be smoothly connected. (A similar discussion
based on the bosonization will be given in Chapter 5.) If this additional Z2 symmetry is
absent, the two rung-singlet phases (or the two Haldane phases) are merged. But it does
not affect the distinction between the rung-singlet and Haldane phases. On the effective
Hamiltonian (3.24), this Z2 symmetry does not appear and not affect the phase transition as
geff varies.
4.2 XXZ chain with integer spin
We here consider an XXZ chain with integer spin S and an on-site uniaxial anisotropy,
H =
∑
i
[
J(Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1) +Dz(S
z
i )
2
]
. (4.24)
We already discussed the S = 1 case in the previous section, where the effective Hamiltonian
description by Eq. (3.24) is justified from the decoupling property of the bosonized Hamilto-
nian (4.8). A Gaussian phase transition between the large-D and Haldane phases is naturally
expected in Eq. (4.9) at g1 = 0. This transition has been numerically confirmed by several
studies [53,54,56,57].
For S = 2, the phase diagram of this model has also been studied [17, 58, 129–133]. The
S = 2 Haldane phase exists for ∆ = 1 and Dz = 0 and is schematically understood as a VBS
phase with two singlet bonds between neighboring sites [see Fig. 4.5 (b)]. For Dz  J , the
ground state will be in the large-D phase that is adiabatically connected to a direct product
of the Sz = 0 states. As opposed to the S = 1 case, recent careful numerical simulations
have indicated that there is no phase transition between these phases [58,133,134]. Thus, for
S = 2, the Haldane and large-D phases essentially belong to the same phase (see Fig. 2.4).
1More precisely, as discussed in Ref. [83], the distinction between the rung-singlet and rung-singlet* phases is
protected by the Z2 symmetry associated with the interchange of the legs and one-site translational invariance.
In the language of the group cohomology classification [29], this distinction comes from the fact that the
two phases take different elements of the first-group cohomology H1(Z2, U(1)) = Z2 (or equivalently, one-
dimensional representations of Z2) in a proper unit-cell. This is most easily seen in an extreme situation where
the ground state is just a direct product of singlets on each rung (corresponding to a fixed-point tensor). The
two singlets (|↑↓〉− |↓↑〉)/√2 and (|↑↓〉+ |↓↑〉)/√2 obviously take different one-dimensional representations on
each rung. On the other hand, the distinction between the Haldane and Haldane* phases is protected by the
D2 and Z2 symmetries. This comes from the fact that the two phases are associated with different elements of
the second group cohomology H2(D2×Z2, U(1)) = Z32 (or equivalently, projective representations of D2×Z2).
This is related to representations of the D2 × Z2 symmetry on the edge states.
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Figure 4.5: Phase diagrams of the effective Hamiltonian (3.24) on the geff line. The blue arrow
represents an evolution of the parameters of the XXZ chain (4.24). If this arrow intersects
the dashed line on which geff = 0, the system undergoes a quantum phase transition that is
marked by the green cross. (a) For S = 1, the blue arrow corresponds to the variation of
Dz. For S = 2, there are two scenarios, depending on the choice of parameter paths: (b) the
arrow does not intersect the geff = 0 line, or (c) the arrow intersects the geff = 0 line twice
and undergoes an intermediate phase.
Such a difference between the S = 1 and S = 2 Haldane phases is generally recognized as
the difference between the odd-S and even-S Haldane phases. The simple argument based
on the number of singlets Nb under a cut suggests that the odd-S Haldane phase has odd Nb
while the even-S Haldane phase has even Nb. Since the large-D phase has Nb = 0, we expect
that the odd-S Haldane phase is separated from the large-D phase but the even-S Haldane
phase is not.
Following the instruction in Sec. 3.2.2, this fact can be seen at the level of the effective
Hamiltonian (3.24). Through the ladder mapping, the initial coupling g1 is given by
g1 =
a21
a0
(J∆−Dz). (4.25)
In general, we cannot rely on the decoupling property of the Hamiltonian as seen in the S = 1
case. Thus, we assume that ∆ . 1 so that g3 is most relevant and the relative fields can be
integrated out. Applying S-th order perturbation theory, we obtain the effective Hamiltonian
(3.24) with the coupling constant [17],
geff ∼ −A(Dz − J∆)S , (4.26)
where A is a nonuniversal constant. As demonstrated in Appendix 3.B, it is sensible to
suppose that the prefactor A always takes some positive value.
If the effective coupling geff is relevant, the effective Hamiltonian leads to a unique gapped
ground state without any symmetry breaking. We expect that this gapped ground state
corresponds to the Haldane phase around Dz = 0 while the large-D phase for Dz  J . For
odd S, increasing Dz from zero, the coupling constant geff can change its sign, since the
power of (Dz − J∆) is an odd integer. Thus, the Haldane and large-D phases are naturally
identified as the geff > 0 and geff < 0 regimes, respectively, and there necessarily exists a
Gaussian transition at geff = 0 between those phases. For S = 1, a phase diagram on the
geff line is shown in Fig. 4.5 (a). On the other hand, for even S, the coupling constant geff
never changes its sign by increasing Dz; the Haldane and large-D phases share the same
strong-coupling fixed point geff → −∞ and belong to the same phase. From Eq. (4.26), it
58 4.3 Spin tube with even legs
(a) (b)
0 0
Figure 4.6: Typical configurations of the VBS phases realized in (a) the four-leg tube (4.27)
and (b) the two-coupled spin-1 chains (4.29) by varying J⊥.
appears that there is a gapless point at Dz = J∆, as predicted in Ref. [17]. But a finite geff
is also generated from the coupling g4 ∝ J and will open up a gap [97,98]. For S = 2, this is
schematically explained in Fig. 4.5 (b).
From this observation, we expect that the odd-S Haldane phase has the different sign
of geff from that of the large-D phase. Hence, there must be a Gaussian phase transition
between those phases since we need to pass through the point geff = 0. In contrast, the even-
S Haldane phase and the large-D phase share the same sign of geff. Thus they essentially
belong to the same phase. A similar argument has been done by Nonne et. al. [108] in the
context of 1D multi-component Hubbard models.
We also refer to the existence of the so-called intermediate-D phase [61], which is a
realization of the spin-1 Haldane phase on spin-2 chains with uniaxial anisotropies. This phase
is separated from the spin-2 Haldane and large-D phases [see Fig. 4.5 (c)]. Recent numerical
simulations on the Hamiltonian (4.24) showed that it is absent [133] or restricted in a quite
narrow region on the parameter space [58, 134]. At the level of the effective Hamiltonian,
this subtlety on its existence can be seen from that it requires higher-order perturbations to
change the sign of geff. However, once we introduce a quartic uniaxial anisotropy D4
∑
i(S
z
i )
4,
the intermediate-D phase is stabilized for a broad range of D4 [133,135]. Since D4 contributes
to geff at the first order, it is relatively easy to make the sign of geff positive, corresponding to
the intermediate-D phase. This also provides a strong evidence that the sign of the effective
coupling geff determines how VBS phases are distinguished, even for S > 1.
4.3 Spin tube with even legs
As the second example, we consider an N -leg spin tube with spin-1/2,
H =
∑
i
N∑
j=1
[J~si,j · ~si+1,j + J⊥~si,j · ~si,j+1] . (4.27)
We here consider the even N case. The ground state is in the rung-singlet phase for J⊥ > 0,
which is smoothly connected to the direct product of singlet states formed on each rung,
while in the spin-N/2 Haldane phase for J⊥ < 0. Qualitative properties of both phases can
be understood in the strong-coupling limit J⊥ → ±∞. Schematic picture of these phases are
shown in Fig. 4.6 (a) for N = 4.
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Again, as in the previous example of the XXZ chain, we can see the difference between the
odd-N/2 and even-N/2 Haldane phases in terms of the sign of the effective coupling constant,
geff ∼ −A′(J⊥)N/2, (4.28)
where A′ is a positive nonuniversal constant. For N ∈ 4N−2, the rung-singlet phase takes the
negative sign of geff whereas the Haldane phase takes the opposite sign. This indicates that
the rung-singlet and odd-N/2 Haldane phases belong to the different phases separated by a
quantum phase transition. On the other hand, for N ∈ 4N, the rung-singlet and even-N/2
Haldane phases always share the same sign of geff and thus belong to the same phase.
In this model, to go from the J⊥ < 0 region to the J⊥ > 0 region, we have to pass
through an obvious critical point at J⊥ = 0, corresponding to the N decoupled critical
chains. However, whenever we take some continuous path of parameters, we have to observe
a phase transition between the odd-N/2 Haldane and rung-singlet phases, according to the
change of the sign of geff in the effective Hamiltonian (3.24). As we previously discussed,
such nontrivial phase transitions have been observed for N = 2 by introducing a diagonal
exchange coupling [116–121] or a uniaxial anisotropy [83]. In contrast, we can find some path
that connects the even-N/2 Haldane and rung-singlet phases without gap closing. In the
spin tube (4.27) with N ≥ 4, a direct observation of this adiabatic continuity has not been
reported. Instead, in the two-coupled spin-1 chains,
H = J
∑
i
∑
j=1,2
~Ti,j · ~Ti+1,j + J⊥
∑
i
~Ti,1 · ~Ti,2, (4.29)
(here ~Ti,j is the spin-1 operator), the absence of the phase transition between the spin-2
Haldane and rung-singlet phases [see Fig. 4.6 (b)] has been observed [18, 127, 136]. This is
again explained in terms of the effective Hamiltonian (3.24) through the ladder mapping: the
effective coupling geff does not change its sign since it takes the form geff ∼ −A0J2 − A1J2⊥
with positive constants A0 and A1.
4.4 Dimerized spin ladder
The third example of interest is an open spin ladder with explicit dimerizations. As an
example, we consider the N -leg spin ladder (4.27) with a “columnar” dimerization,
H ′ = δ
∑
i
N∑
j=1
(−1)i~si,j · ~si+1,j . (4.30)
This term breaks both odd-site translational invariance and site-centered inversion symmetry.
This external symmetry breaking does not affect the effective Hamiltonian for even N but
does for odd N . It allows the vertex operator cos(
√
2NΦ0) to be added to the effective
Hamiltonian (3.25). Therefore, we can here deal with both the odd-N and even-N cases in
the same effective Hamiltonian (3.24).
Since the dimerization operator is bosonized as [99,100]
(−1)i~si,j · ~si+1,j ≈ d cos(
√
2φj), (4.31)
where d is a nonuniversal constant [125], Eq. (4.30) is bosonized as
H ′ ≈ dδ
N∑
j=1
∫
dx cos(
√
2φj). (4.32)
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Figure 4.7: Phase diagrams of the effective Hamiltonian (3.24) on the geff line, corresponding
to the open spin ladders with the columnar dimerization (4.30). The blue arrow represents
an evolution of the dimerization parameter δ from −∞ to +∞ Each panel corresponds to (a)
N = 2, J⊥ > 0, (b) N = 2, J⊥ < 0, (c) N = 3, J⊥ > 0, and (d) N = 3, J⊥ < 0.
For N = 2, the dimerization contributes to the effective coupling geff as [137]
geff ∼ −J⊥ −Bδ2, (4.33)
where B is a positive nonuniversal coefficient, according to a similar analysis in Appendix 3.B.
This implies that, for J⊥ > 0, geff always takes negative values, and thus no phase transition
is expected by varying δ. As illustrated in Fig. 4.7 (a), this follows that the parity of the
number of singlets Nb under a cut does not change during the evolution of δ. If we denote
a VBS phase as the (m,n)-VBS phase, which is adiabatically connected to the state with m
singlets on each odd bond and n singlets on each even bond, we obtain the (2, 0)-VBS phase
in the limit δ → −∞ while the (0, 2)-VBS phase in the opposite limit δ →∞. These phases
share the same parities of m and n as the (0, 0)-VBS phase, i.e. the rung-singlet phase. On
the other hand, for J⊥ < 0, we have to pass through the (1, 1)-VBS phase (S = 1 Haldane
phase) between the (2, 0)-VBS and (0, 2)-VBS phases; thus we expect two phase transitions
driven by the strong dimerization [138–140], as depicted in Fig. 4.7 (b).
For N = 3, the effective Hamiltonian takes the form of Eq. (3.24) by the dimerization
and some VBS phases are expected to appear. The vertex operator in Eq. (3.24) is generated
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from perturbations such as
δ3
∫
dx1
∫
dx2
∫
dx3 cos(
√
2φ1(x1)) cos(
√
2φ2(x2)) cos(
√
2φ3(x3)),
J⊥δ
∫
dx1
∫
dx2 cos
√
2(φ1(x1) + φ2(x1)) cos(
√
2φ3(x2)),
and therefore we obtain the effective coupling constant,
geff ∼ B′0J⊥δ +B′1δ3, (4.34)
with positive constants B′0 and B′1. In the limits δ → ±∞, we obtain the (0, 3)-VBS or
(3, 0)-VBS phases. For J⊥ > 0, we have only a single phase transition at δ = 0 between these
phases [see Fig. 4.7 (c)]. For J⊥ < 0, we can have two phase transitions at some finite value
of δ, in addition to the trivial one at δ = 0. These three phase transitions follow that, on the
passage from the (3, 0)-VBS to (0, 3)-VBS phases, the ground state changes the parities of
(m,n) three times, as illustrated in Fig. 4.7 (d). These results are consistent with numerical
calculations [141–143].
We note that the behavior of a VBS phase under some spatial transformation is also
reflected in the effective Hamiltonian (3.24). As expected, phase transitions between two
VBS phases only occur when the parity of the number of singlets under a spatial cut is
changed. Every VBS phase realized on the odd-N ladder changes this parity by odd-site
translation or site-centered inversion. In the effective Hamiltonian (3.24), this boils down to
the change of the sign of geff. By construction, the corresponding symmetry transformations in
Table 3.1 indeed change the sign of geff, since cos(
√
2NΦ0) is odd under those transformations
for odd N . This is not the case for even N ; since the parity does not change under those
transformation, geff is also not affected.
In general, the columnar dimerization (4.30) gives the following leading contributions to
the effective coupling geff:
geff ∼
N/2∑
m=0
BmJ
N/2−m
⊥ δ
2m, (4.35)
for even N , and
geff ∼
(N−1)/2∑
m=0
B′mJ
(N−1)/2−m
⊥ δ
2m+1 (4.36)
for odd N , where Bm and B
′
m are positive nonuniversal constants. For J⊥ < 0, we can find
at most N distinct solutions for geff = 0, although we have to determine the nonuniversal
constants for the precise evaluation. This would coincide with the 2S phase transitions and
the 2S + 1 VBS phases found in the dimerized spin-S chain [61, 109, 144–147]. The above
discussion can also be applied to other shapes of the spin ladder and other configurations of
the dimerization (e.g. staggered dimerization [139]).
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Chapter 5
Symmetry protection of disordered
phases
In Chapter 3, we derived an effective Hamiltonian for a large class of spin ladder models,
which includes the spin-S chains through a ladder mapping. This Hamiltonian captures
various essential properties of the spin ladders. In particular, it describes the phase transitions
between VBS phases, as seen in Chapter 4. However, these phase are disordered and do not
fit into the conventional classification based on the Landau theory.
In this chapter, we address that those phases are in fact protected by certain symmetries,
based on the effective field theory (Sec. 5.1). Those symmetries are time reversal, bond-
centered inversion, dihedral group of spin rotations, and site-centered inversion combined
with a spin rotation. The first three are already known, but the last one is not. In Sec. 5.2,
we propose a microscopic Hamiltonian that exhibits two different disordered phase protected
by the combined inversion symmetry. We confirm that those phases are separated by a phase
transition by perturbation theory and numerical simulations. We further prove the existence
of such phases, based on the matrix-product state formalism without assuming translational
invariance in Sec. 5.3. We also provide a brief review on the self-dual sine-Gordon models in
Appendix. 5.A, which are used in Sec. 5.1.
5.1 Effective Hamiltonian and symmetry protection
Here, we address the consequence of symmetries for the effective Hamiltonian (3.24) and the
distinction among VBS phases. The symmetries under consideration are listed in Table 3.1.
We add some symmetry-breaking perturbation H ′ to the spin ladder model and consider the
full Hamiltonian (3.1). However, H ′ is supposed to be small so that the effective Hamiltonian
description with a single bosonic mode Φ0 is still valid (i.e. g3 is most relevant and the
relative modes can be integrated out).
As discussed in Sec. 3.3, the effective Hamiltonians (3.24) and (3.25) were derived under
the implicit assumption that all the symmetries in Table 3.1 and the U(1) spin-rotational
symmetry exist. The effective Hamiltonian for even N , Eq. (3.24), gives VBS phases when
geff is relevant, as demonstrated in the previous chapter. On the other hand, that for odd
N , Eq. (3.25), only gives some symmetry-breaking ground state when g′eff is relevant (see
Sec. 3.4). To discuss the even-N and odd-N cases in the same ground, we assume that
both odd-site translation invariance trs and site-centered inversion symmetry Is are initially
broken for the odd-N case, for example, by introducing a dimerization as demonstrated in
63
64 5.1 Effective Hamiltonian and symmetry protection
Sec. 4.4.
In the effective Hamiltonian (3.24), two distinct VBS phases are characterized by the
different signs of geff and separated by an obvious phase transition at geff = 0. However, when
some of symmetries are broken by introducing H ′, we can add new relevant vertex operators
to the effective Hamiltonian (3.24), which may spoil the phase transition. In order to see the
effects of symmetries on the distinction between two different VBS phases, we consider the
stability of the phase transition between two gapped disordered phases associated with the
different signs of geff, in the presence of such extra vertex operators. It will turn out that
one of the following symmetries is sufficient to protect the distinction between two gapped
phases with geff > 0 and geff < 0:
• time reversal T ,
• bond-centered inversion Ib,
• dihedral group of spin rotations D2,
• site-centered inversion combined with a spin rotation by pi, Is ×Rz.
The first three are known to protect the Haldane phase and general VBS phases [13], whereas
the last one is not understood to protect the VBS phases and discussed in Sec. 5.2.
5.1.1 With U(1) symmetry
We first consider the case where the U(1) spin-rotational symmetry around z axis is pre-
served. This symmetry forbids any vertex operator of Θ0 and the analysis becomes much
simpler. From Table 3.1, we find that three independent symmetry operations T , Ib, and D2
(since Rz is automatically assumed here, imposing Rx or Ry is to form D2) share the same
transformation,
Φ0 → −Φ0. (5.1)
For even N , site-centered inversion Is also has the same role since the shift pi
√
N/2 can be
absorbed in the compactification radius of Φ0, given in Eq. (3.33). Once all these symmetries
are broken, we can add vertex operators odd in Φ0. Keeping only the most relevant operators,
we obtain
Heff =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0) + g˜
∫
dx sin(
√
2NΦ0).
(5.2)
If geff is relevant, g˜ is also relevant, since they have the same scaling dimension. This Hamil-
tonian can be rewritten as
Heff =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ g′
∫
dx cos(
√
2NΦ0 − γ), (5.3)
where g′ =
√
g2eff + g˜
2 and γ = tan−1(g˜/geff). In the limit geff → +∞ (−∞), the field is
locked into Φ0 = 0 (pi/
√
2N) mod pi
√
2/N . If we vary geff from −∞ to +∞ with fixed g˜, the
presence of the last term in Eq. (5.2) implies that we can continuously connect the two minima
Φ0 = 0 and pi/
√
2N without gap closing. Hence, the two disordered phases associated with
5 Symmetry protection of disordered phases 65
0
GaussianDisorder 1 Disorder 2
Figure 5.1: Phase diagram of the Hamiltonian (5.2). The blue arrow represents a continuous
path of the parameters connecting geff → −∞ and geff → +∞. If g˜ = 0, there has to be a
Gaussian phase transition along such path. This transition can be avoided by considering a
path with a nonvanishing g˜.
geff → ±∞ are smoothly connected. This is schematically explained in Fig. 5.1. One of the
four symmetries, T , Ib, Is, and D2, together with the U(1) symmetry, is therefore required
to protect a Gaussian phase transition between them and distinguish the two phases. This is
a generalization of the discussion by Berg et al. [127], which indicated the importance of the
inversion symmetry to stabilize the spin-1 Haldane phase in the context of a Bose-Hubbard
model. Their result is now extended to specify the location of inversion center and to include
time-reversal and dihedral-group symmetries for general N in the U(1)-symmetric case.
5.1.2 Without U(1) symmetry
Next we do not assume the presence of the U(1) spin-rotational symmetry. Then vertex
operators of Θ0 are generally allowed in the effective Hamiltonian (3.24). We again notice
that T , Ib, and D2 share the same transformation property in Θ0,
Θ0 → Θ0 + pi
√
N
2
, (5.4)
as well as that in Φ0, namely Φ0 → −Φ0. We note that one of the elements of D2 is insufficient
to reproduce these transformation properties. In the presence of one of these symmetries, we
would obtain an effective Hamiltonian,
H =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0) + f
∫
dx cos(
√
8
N
Θ0).
(5.5)
Here we only keep the most relevant vertex operator among cos(q
√
8/NΘ0) with q ≥ 2.
When the spin-rotational symmetry in xy plane is broken, we can also add an additional
vertex sin(
√
8/NΘ0), but it can be absorbed into the last term in Eq. (5.5) by an appropriate
unitary transformation.
Let us assume that cos(
√
2NΦ0) is the only relevant vertex operator in Φ0. Indeed, in
order to make all the higher-order vertices cos(p
√
2NΦ0) with p ≥ 2 irrelevant, we require
that 1/N < K0 < 4/N . In this case, both of the couplings geff and f appearing in Eq. (5.5)
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Figure 5.2: Phase diagrams of the Hamiltonians (5.5) and (5.8). The blue arrow represents a
continuous path of the parameters connecting geff → −∞ and geff → +∞. If f = 0 (f˜ = 0),
there has to be a Gaussian phase transition along such path. (a) A nonvanishing f induces
two Ising phase transitions along the path, and the system undergoes an intermediate phase
with spontaneous Z2-symmetry breaking. (b) The Gaussian phase transition can be avoided
by considering a path with a nonvanishing f˜ .
are relevant. Hence, if we vary geff from −∞ to +∞, we will find three phases: the first one
is dominated by geff < 0, the second one is governed by f around geff = 0, and the third
one is again dominated by geff > 0. Along this continuous path of geff, we will find two
points where the dual fields Φ0 and Θ0 extremely compete each other. At such points, the
two vertex operators would take the same scaling dimension and the same coupling constant
under renormalization group. Such competitions are described by the β2 = 4pi self-dual
sine-Gordon Hamiltonian [148],
Hβ2=4pi =
v0
2
∫
dx
[
(∂xΘ0)
2 + (∂xΦ0)
2
]
+G
∫
dx
[
cos(
√
4piΦ0) + cos(
√
4piΘ0)
]
. (5.6)
It is known that this Hamiltonian describes the Ising phase transition with central charge
c = 1/2 (see Appendix 5.A). This can be seen by refermionizing it in terms of two copies of
the Majorana fermion (see, e.g. Refs. [79, 81]).
Therefore, we conclude that, in the presence of one of the three symmetries T , Ib, and
D2, the disordered phase associated with geff < 0 is separated from another with geff > 0 by
an intermediate phase governed by f , and its two phase boundaries are described by the Ising
criticality [see Fig. 5.2 (a)]. In other words, a Gaussian transition that exists in the presence
of the U(1) symmetry is now split into two Ising transitions. The intermediate phase must
have some spontaneous Z2-symmetry breaking, which is numerically observed in the absence
of the U(1) symmetry [4, 13,83].
If we assume that K0 < 1/N , cos(
√
8/NΘ0) is irrelevant. However, the effective Hamil-
tonian naturally contains cos(
√
8NΦ0) and it becomes relevant. The Hamiltonian including
this term,
H =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0) + g˜2
∫
dx cos(
√
8NΦ0),
(5.7)
is known as the double-frequency sine-Gordon model [149,150], and a similar result actually
occurs along the continuous path of geff from −∞ to +∞; the two disordered phases are again
separated by an intermediate phases whose boundaries correspond to the Ising transitions.
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Finally, we consider the case where only the symmetry associated with Φ0 → −Φ0, such
as Rx, T × Rz, or Is (for even N), is imposed, while we do not impose any symmetry
constraint on Θ0. In this case, possible vertex operators of Θ0 are solely determined by the
compactification radius in Eq. (3.33). Keeping only the most relevant vertex of Θ0, we obtain
an effective Hamiltonian,
H =
v0
2pi
∫
dx
[
K0(∂xΘ0)
2 +
1
K0
(∂xΦ0)
2
]
+ geff
∫
dx cos(
√
2NΦ0) + f˜
∫
dx cos(
√
2
N
Θ0).
(5.8)
Along the same line argued above, when Φ0 maximally competes with Θ0, we here obtain
the β2 = 2pi self-dual sine-Gordon Hamiltonian [148],
Hβ2=2pi =
v0
2
∫
dx
[
(∂xΘ0)
2 + (∂xΦ0)
2
]
+G′
∫
dx
[
cos(
√
2piΦ0) + cos(
√
2piΘ0)
]
, (5.9)
where both of the vertex operators have the same scaling dimension 1/2. Since this Hamil-
tonian is known to be massive (see Appendix 5.A), we have no phase transition between the
regime governed by geff and the other regime governed by f˜ . As a result, two disordered
phases associated with the different signs of geff are no longer distinguished and thus can be
adiabatically connected.
We conclude that two disordered phases associated with the different signs of geff are sep-
arated by some phase transition only when the Hamiltonian is invariant under the symmetry
operation,
Φ0 → −Φ0,
Θ0 → Θ0 + pi
√
N
2
.
(5.10)
Such a symmetry operation includes time reversal T , bond-centered inversion Ib, and dihedral
group of spin rotations D2. These symmetries are fully consistent with those obtained by
the MPS representation and the projective representations of the symmetry groups on the
spin-1 AKLT state [13]. Our result is also applied for any value of spin S, or equivalently,
leg N (although we have required that odd-site translational invariance and site-centered
inversion symmetry are explicitly broken for odd N). The present effective Hamiltonian
approach concludes that there are essentially two different disordered phases protected by
the above three symmetries. This is also compatible with the result of the more general
classification [14, 15], which states that there exist two gapped disordered phases under T
or D2. Although in Refs. [13–15], bond-centered inversion symmetry Ib is always together
with translational invariance, Ib alone would suffice to produce two distinct disordered phases.
Those three symmetries are expected to protect the distinction between different VBS phases.
5.1.3 Site-centered inversion with spin rotation
However, we can still have another symmetry operation that also reproduces Eq. (5.10). It
is a symmetry under the combined operation of site-centered inversion and the pi rotation
around z axis, namely Iz ≡ Is ×Rz, which gives
Φ0(x)→ −Φ0(−x) + pi
√
N
2
,
Θ0(x)→ Θ0(−x) + pi
√
N
2
.
(5.11)
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This leads to the same symmetry operation as Eq. (5.10) for even N , since Θ0 has the
ambiguity of multiples of pi
√
2/N from its compactification. Therefore, under Iz, we also
have two distinct gapped phases associated with the different signs of geff in Eq. (3.24). One
may consider that this is an artifact of our effective Hamiltonian approach. However, a
matrix-product state formulation also confirms the existence of the gapped disordered phase
protected by Iz in Sec. 5.3. Before that, we consider a specific example that exhibits such
phases in the next section. In fact, those phases cannot be interpreted as VBS phases but
some trivial phases, which can be smoothly connected to direct-product states.
For odd N or half-odd-integer S, the above discussion based on the effective Hamiltonian
is not applicable since the combined symmetry Iz forbids cos(
√
2NΦ0). However, this instead
allows sin(
√
2NΦ0). By replacing cos(
√
2NΦ0) by sin(
√
2NΦ0) in the effective Hamiltonian
(3.24), it may be possible to proceed the same discussion as above and to show the existence
of two gapped disordered phase protected by Iz for odd N . For a single S = 1/2 chain, this
corresponds to two phases realized under the staggered magnetic field along the z axis, those
are connected to direct-product states, |↑↓↑↓ · · · 〉 and |↓↑↓↑ · · · 〉.
5.2 Symmetry-protected trivial phase
In this section, we give a concrete microscopic model that gives two disordered phases pro-
tected by Iz, as proposed above. We here show their existence by a simple argument based
on perturbation theory and numerical simulations.
5.2.1 Model
As a model realizing such disordered phases protected by Iz, we introduce an integer-S chain,
H =
∑
i
[
J ~Si · ~Si+1 +
S∑
n=1
Dz2n(S
z
i )
2n − h(−1)iSzi
]
, (5.12)
where Dz2n are on-site uniaxial anisotropies and h is a staggered magnetic field. For S = 1,
this model is simplified as
H =
∑
i
[
J ~Si · ~Si+1 +Dz2(Szi )2 − h(−1)iSzi
]
, (5.13)
which has already been investigated in Refs. [151–153]. The staggered magnetic field breaks
all the symmetries protecting the Haldane phase: T , Ib, and D2. Then the Haldane phase is
now smoothly connected to a direct-product state realized in the limit h→∞,
|N〉 ≡ |−+−+ · · · 〉 , (5.14)
where ± represent the Sz = ±1 states, and thus in a trivial phase. However there still exists
a phase transition between this trivial phase and the large-D phase that is also trivial and
connected to another direct-product state,
|D〉 ≡ |0000 · · · 〉 , (5.15)
where 0 represents the Sz = 0 state. The phase diagrams obtained in Ref. [152] is shown in
Fig. 5.3. Hereafter, we call the trivial phase connected to |N〉 as the “N phase” and that to
|D〉 as the “D phase”.
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Figure 5.3: Phase diagrams of Eq. (5.13) obtained by exact diagonalization in Ref. [152], for
(a) Dz2 = 1 and (b) D
z
2 = 3. λ corresponds to the staggered magnetic field h, and ∆ is an
anisotropic coupling that is set to be unity in our model. The AF phase and large-D phases
correspond to the N and D phases in our terminology. Phase boundaries between the large-D
and AF phases are the Gaussian phase transitions.
From the point of view of the effective Hamiltonian, through the ladder mapping, the
staggered magnetic field is bosonized as
−h
∑
i
(−1)iSzi ≈ a1h
2S∑
j=1
∫
dx sin(
√
2φj). (5.16)
For integer S, this contributes to the effective Hamiltonian (3.24) at the even order and thus
does not generate the sin(
√
2NΦ0) term. According to a similar mechanism to that by the
dimerization in Sec. 4.4, the staggered field also induces several phase transitions.
The model (5.13) will be experimentally realized in the cold atom system on an optical
lattice. The corresponding Hamiltonian is a Bose-Hubbard model with the staggered on-site
potential,
H =
∑
i
[
−t(b†ibi+1 + h.c.) +
U
2
ni(ni − 1) + ∆(−1)ini
]
, (5.17)
where bi is the boson creation operator at site i and ni = b
†
ibi. This model can be achieved
in one-dimensional cold atom systems with two periodic potentials with wave lengths k1 and
k2 = 2k1 [154,155]. If the one-site repulsion U is sufficiently strong, the single site occupation
is strongly suppressed and may be truncated to be ni = 0, 1, 2. Then we can map Eq. (5.17)
onto a spin-1 chain [127, 156]. As numerically shown in Ref. [153], for 〈ni〉 = 1, this model
also exhibits the phase transition between two trivial phases protected by Is and the particle
number conservation. Now the D phase corresponds to a Mott insulator with one particle per
one site for U  ∆, while the N phase to another insulator where two particles alternatively
occupy one site for ∆  U . Those phases are illustrated in Fig. 5.4. The phase transition
will be observed by controlling strengths of the periodic potentials and measuring the particle
distribution, as done in Ref. [157]. Only at the transition, the system behaves as a superfluid.
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(a)
(b)
Figure 5.4: Schematic pictures of two Mott-insulating phases realized in the Bose-Hubbard
model with a double periodic potential (5.17). (a) If the potential with a period k1 is domi-
nant, the system is in the D phase. (b) If the potential with a period k2 = 2k1 is dominant,
the system is in the N phase.
5.2.2 Perturbative expansion
Here, we show a simple way to see the phase transition between the D and N phases by
means of perturbation theory. First we consider the S = 1 model in Eq. (5.13). Now the only
uniaxial anisotropy in this model is Dz2. In the limit of isolated spins J = 0 and for D
z
2 = h,
two states |+〉 and |0〉 are degenerate on each odd site, while |−〉 and |0〉 are degenerate on
each even site. If we regard these states as the two basis states of spin-1/2,
|↑〉 ≡ |+〉 , |↓〉 ≡ |0〉 for even sites,
|↑〉 ≡ |0〉 , |↓〉 ≡ |−〉 for odd sites, (5.18)
we can write down the strong-coupling Hamiltonian up to the first order in J ,
HSC =
∑
i
[
2J
(
sxi s
x
i+1 + s
y
i s
y
i+1
)
+ Jszi s
z
i+1 + (J + h−Dz2) (−1)iszi
]
, (5.19)
where ~si is the spin-1/2 operator. If the last term corresponding to a staggered magnetic
field is absent, this model is nothing but an easy-plane XXZ chain and described by a gapless
Tomonaga-Luttinger liquid. The staggered magnetic field is now a relevant perturbation,
and a finite h immediately opens up an excitation gap. Therefore, we have a Gaussian phase
transition when J = Dz2 − h and Dz2, h  J . Although this result is only applied to the
parameter region close to the isolated spins, this phase transition between trivial phases
continues for an arbitrary value of J , as we will demonstrate later.
We can proceed similar analyses for general integer-S chains where higher-order uniaxial
anisotropies Dz2n are allowed. Starting from the isolated spins and appropriately tuning
Dz2n and h, two states |S − l〉 and |S − l − 1〉 become degenerate on each odd site, while
|−S + l〉 and |−S + l + 1〉 on each even site, where l = 0, · · · , S − 1. Applying first-order
perturbation theory in J to this “spin-1/2” Hilbert space, we can again obtain an easy-plane
XXZ chain with a staggered magnetic field as in the form (5.19). Thus, for Dz2n, h  J , we
can see a Gaussian phase transition between two trivial phases that are smoothly connected
to direct-product states, |S − l,−S + l, · · · 〉 and |S − l − 1,−S + l + 1, · · · 〉, respectively. We
expect that there is a continuity between a state |S − k,−S + k, · · · 〉 with k = 0, · · · , S and
the spin-(S − k) Haldane (or intermediate-D) phase [61], since T , Ib, and D2 are explicitly
broken in the present cases. Nevertheless, there are still S phase transitions between trivial
phases protected by Iz. Their distinction follows that those direct-product states take two
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Figure 5.5: An expected phase diagram for the spin-2 chain (5.12). The horizontal and vertical
axes correspond to the staggered magnetic field h and some function of Dz2n, respectively.
The VBS pictures for three Haldane phases realized at h = 0 are shown in the left, while
those for three trivial phases realized in the presence of h are shown in the right. The arrows
in the VBS pictures represent polarized spin-1/2’s along the staggered magnetic field.
different one-dimensional representations of Rz on each site, as discussed in Sec. 5.3. A
naively expected phase diagram of Eq. (5.12) for S = 2 is shown in Fig. 5.5.
5.2.3 Numerical simulations
We numerically show the existence of the phase transition between the D and N phases. The
bosonization analysis suggests that we can introduce microscopic models with less symmetries
than Eq. (5.13), but with the symmetry under Iz, to maintain the two distinct trivial phases.
To this end, we consider the following Hamiltonian:
H =
∑
i
[
~Si · ~Si+1 +Dz2(Szi )2 − h(−1)iSzi + dx
(
Syi S
z
i+1 − Szi Syi+1
)]
. (5.20)
The new term dx represents the (uniform) Dzyaloshinskii-Moriya (DM) interaction with the
DM vector parallel to the x axis. This term breaks not only the U(1) spin-rotational symmetry
about the z axis, but also both Is andRz as individual symmetries. However, the Hamiltonian
(5.20) with a nonvanishing dx still preserves the symmetry Iz under the composite operation.
We study the Hamiltonian (5.20) using infinite density-matrix renormalization group
(iDMRG) [133, 158, 159]. This method numerically approximates the ground state of an
infinite-size quantum system in the MPS form (2.28) with a finite bond dimension χ. Since
the Hamiltonian (5.20) has two-site translational invariance, we can also assume the two-
site translational invariance on the MPS. Thus, we need to know only two sets of matrices
{ΓA,ΛA} and {ΓB,ΛB} to represent the MPS for the infinite systems size.
The correlation length ξ is easily evaluated from the second largest eigenvalue of the
transfer matrix [see Eq. (2.39)]. It is plotted in Fig. 5.6 as functions of Dz2, for different bond
dimension χ and parameters of the model. A divergent correlation length with increasing χ
indicates a critical point. For h = dx = 0, we observed two sharp peaks in the correlation
length by increasing Dz2. Those are shown in Fig. 5.6 (a). These transitions are already known
(for example, see Ref. [57]); one at Dz2 ∼ −0.3 corresponds to the Ising transition between
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Figure 5.6: Correlation lengths calculated for the spin-1 chain (5.20) with the dimerization
(5.23) are plotted against Dz2. The parameters are varied as (a) h = dx = δ = 0, (b) h = 0.1,
dx = δ = 0, (c) h = dx = 0.1, δ = 0, and (d) h = δ = 0.1, dx = 0. Each color and symbol
denotes the different bond dimensions χ from 50 to 200.
the Ising antiferromagnetic and Haldane phases, and the other at Dz2 ∼ 1 corresponds to the
Gaussian transition between the Haldane and D (large-D) phases.
When introducing the staggered field h = 0.1 but still setting dx = 0, as seen from
Fig. 5.6 (b), we find that the Haldane and Ising antiferromagnetic phases are merged into
the single N phase since all of the three symmetries protecting the Haldane phase are broken.
However, as found in Refs. [152, 153], the transition at Dz2 ∼ 1 still exists. This indicates
that there is a phase transition between two trivial phases corresponding to the N and D
phases. As suggested by the bosonization analysis, this transition should be of the Gaussian
type. This is easily checked by examining the von Neumann entanglement entropy S [see
Eq. (2.10)], 1 which behaves as [133,160]
S =
c
6
log ξ + c1, (5.22)
where c is the central charge and c1 is a nonuniversal constant, for an infinite system with a
large correlation length ξ. The von Neumann entanglement entropy is plotted in Fig. 5.7 (a)
for Dz2 = 1 and several correlation lengths. From this, the central charge is estimated as
c ≈ 1.02 and is compatible with the ideal value at the Gaussian phase transition, c = 1.
To further confirm that this transition is protected by Iz alone, we further introduce
dx in Fig. 5.6 (c). A single transition in Fig. 5.6 (b) is now split into two transitions, but
1Since eigenvalues of the reduced density matrix ρA is nothing but squares of the entries of Λ, {λ2α}, the
von Neumann entanglement entropy is straightforwardly calculated as
S = −TrAρA log ρA = −
χ∑
α=1
λ2α log(λ
2
α). (5.21)
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Figure 5.7: (a) von Neumann entanglement entropy as a function of the correlation length
ξ for Dz2 = 1, h = 0.1, and dx = δ = 0. The solid line is a logarithmic fitting function
S = 0.170 log ξ + 0.792. (b) Staggered magnetization in the x axis as a function of Dz2 for
χ = 200, h = dx = 0.1, and δ = 0. The correlation length (divided by 200) is again shown
for comparison.
the N and D phases are still separated by (two) transitions and thus are distinct. In the
intermediate phase between them, an Ising antiferromagnetic order along the x axis occurs
and thus Iz is spontaneously broken. In Fig. 5.7 (b), we plot the staggered magnetization
Mx ≡ 〈(−1)iSxi 〉 against Dz2. Obviously, it takes a finite value in the intermediated regime
sandwiched between the two transitions. Mx is now meaningful since the Hamiltonian still
preserves the spin reversal symmetry Sxi → −Sxi , besides Iz. These results coincide with
the prediction by the bosonization approach in Sec. 5.1.2, which states that the two trivial
phases are separated by two Ising transition and an intermediate phase with spontaneous
Z2-symmetry breaking.
Finally we introduce an explicit dimerization,
H ′ = δ
∑
i
(−1)i~Si · ~Si+1, (5.23)
with δ 6= 0, and consider H + H ′. This breaks the inversion symmetry Iz without affecting
any other symmetries in the Hamiltonian (5.20), and there will be only one trivial phase. As
shown in Fig. 5.6 (d), we observe that the correlation length remains finite (order of 10) for
all values of Dz2 when dx = 0. In fact, this can also be shown analytically by considering the
limit of δ = 1 with dx = 0. In this limit, the Hamiltonian with dx = 0 is reduced to the sum
of independent two-site Hamiltonians,
Htwo-site = 2~S1 · ~S2 +Dz2[(Sz1)2 + (Sz2)2] + h(Sz1 − Sz2). (5.24)
Again we can obtain the two trivial states |D〉 and |N〉 in the limits Dz2 → ∞ and h → ∞,
respectively. Therefore, the continuity between |D〉 and |N〉 is confirmed by finding a path
on which no level crossing occurs in the lowest energy spectrum between these limits. In
Fig. 5.8, we plot energy spectra of the two-site Hamiltonian. Obviously, the singlet state
at Dz2 = h = 0 is adiabatically connected to both the states |00〉 and |−+〉. We conclude
that, by breaking the site-centered inversion symmetry, the D and N phases are adiabatically
connected and thus no longer distinguished. This fact also rules out a possibility that the
two trivial phases are distinct under the two-site translation invariance and some on-site
symmetry, as indicated in Refs. [14, 15].
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Figure 5.8: Energy spectra of the two-site Hamiltonian (5.24). Dz2 are varied and h = 0 on
the left panel, while hz are varied and D
z
2 = 0 on the right panel.
5.3 MPS formulation
The existence of distinct disordered phases protected by site-centered inversion symmetry
combined with a spin rotation seems plausible as shown by a field-theoretical approach in
Sec. 5.1.3 and numerical simulations in Sec. 5.2.3. In this section, we provide a more rigorous
proof based on the MPS formalism without assuming translational invariance.
5.3.1 Non-translation-invariant MPS and its pureness
In Sec. 2.3, we mainly considered the translation-invariant MPS and reviewed the classifi-
cation of SPT phases. However, in order to only consider the role of the inversion symme-
try, we need to work on the non-translation-invariant MPS. Specifically, if we have one-site
(or generally, odd-site) translational invariance, we cannot distinguish the site-centered and
bond-centered inversion symmetries (see Fig. 3.2). To investigate how the position of the
inversion center affects the classification of SPT phases, it is essential to consider the non-
translational-invariant MPS.
Thus we begin with the general MPS [67,69], without assuming any translational invari-
ance:
|ψ〉 =
∑
{mn}
· · ·Γ[n−1]mn−1Λ[n−
1
2
]Γ[n]mnΛ
[n+ 1
2
]Γ[n+1]mn+1 · · · |· · ·mn−1mnmn+1 · · · 〉 , (5.25)
where Λ[a] is a χa × χa positive diagonal matrix, Γ[n] is a χn−1/2 × χn+1/2 matrix, and mn
represents the physical degrees of freedom on site n. An MPS representation is not unique
for a given state but we can always fix it by the canonical condition [67,68],
Tr[(Λ[a])2] = 1 (5.26)
and ∑
m
Γ[n]m
(
Λ[n+1/2]
)2 (
Γ[n]m
)†
= Iχn−1/2 ,∑
m
(
Γ[n]m
)† (
Λ[n−1/2]
)2
Γ[n]m = Iχn+1/2 ,
(5.27)
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where Iχ is the χ×χ identity matrix. Here we dropped the site index n from mn for brevity.
In Sec. 2.3.1, we interpret these relations in terms of transfer matrices. The transfer matrices
introduced by the MPS correspond to the following completely positive maps [64,68],
E [n]R (X) =
∑
m
Γ[n]m Λ
[n+1/2]XΛ[n+1/2]
(
Γ[n]m
)†
,
E [n]L (Y ) =
∑
m
(
Γ[n]m
)†
Λ[n−1/2]Y Λ[n−1/2]Γ[n]m .
(5.28)
They can be understood as linear mappings between the spaces of χn+1/2 × χn+1/2 and
χn−1/2 × χn−1/2 matrices, with the metric defined by the norm,
|X|2 ≡ Tr
[
X(Λ[a])2X†
]
. (5.29)
Given the metric, we can introduce the singular value decomposition of E [n]R and E [n]L . The
canonical condition (5.27) means that the identity matrices are left/right eigenvectors of E [n]R
and E [n]L belonging to the largest singular value 1, that is,
E [n]R (Iχn+1/2) = Iχn−1/2 ,
E [n]L (Iχn−1/2) = Iχn+1/2 .
(5.30)
Furthermore, we require the MPS to be pure, that is the largest singular value 1 is
nondegenerate. As we saw in Sec. 2.3.1, the pureness of a translation-invariant MPS is
equivalent to the uniqueness of the ground state (or absence of any long-range order). If
a translation-invariant MPS in not pure, that is, the largest singular value of E [n]R or E [n]L
is degenerate, this immediately leads to the presence of some long-range order. In a non-
translation-invariant MPS, the pureness is a sufficient but not a necessary condition for the
uniqueness of the ground state [14]. However, it is still physically reasonable to assume that
the MPS is pure. In the rest of this section, we argue this point.
For the non-translation-invariant MPS, the matrices and correspondingly the completely
positive maps are site-dependent. One can still calculate correlation functions 〈P (0)Q(r)〉 by
the transfer-matrix method as demonstrated in Sec. 2.3.1, but we cannot obtain a complete
set of eigenvectors for all E [n]R at the same time. Nevertheless, the canonical condition (5.30)
ensures that the left eigenvector Iχn+1/2 of E [n]L with the largest singular value 1 is also the
right eigenvector of E [n+1]L with the largest singular value 1. Using this fact successively from
site to site, one can prove that any correlation function decays exponentially if the largest
singular value 1 of E [n]R is nondegenerate, as in the case of the translation-invariant MPS.
There could be other eigenvectors with the singular value 1. Supposing that the largest
singular value 1 is two-fold degenerate, we denote the corresponding left/right eigenvectors
of E [n]L , different from I, as L[a] and R[a]. They satisfy the normalization |L[a]| = |R[a]| = 1
and
E [n]L (R[n−1/2]) = L[n+1/2]. (5.31)
If the left eigenvector of E [n]L , L[n+1/2], matches with the right eigenvector of E [n+1]L , R[n+1/2],
for all n ∈ Z, correlation functions do not decay and imply some long-range order. Precisely, a
finite number of the mismatching in left/right eigenvectors is acceptable to show the presence
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of the long-range order for a sufficiently large r. However, if mismatches between the left
eigenvector L[a] and the right eigenvector R[a], that is |L[a]−R[a]| >  (> 0), occur many times
[∼ O(r)], correlation functions decay exponentially, even though the MPS is not pure. Note
that, “mismatch” only means that L[a] and R[a] are different; it does not necessarliy indicates
L[a] and R[a] are orthogonal. Therefore, the pureness of a non-translation-invariant MPS is
sufficient but not necessary condition for the exponential decays of correlation functions.
Even if a non-translational-invariant MPS is pure, the completely positive map on each
site could have degeneracy in the largest singular value 1. However, if we glue a sufficiently
large but finite number of consecutive sites into a single “supersite”, it becomes difficult
to maintain that the completely positive map on that supersite has the degenerate largest
singular value, in the following sense. Let us introduce the completely positive map on a
supersite consisting of AB by EABL (X) ≡ EAL (EBL (X)). In order to have degeneracy in the
largest singular value of EABL , we have to require that both EAL and EBL have degeneracy
and their corresponding eigenvectors match each other. A similar consideration continues to
larger supersites. Then it turns out that, to maintain degeneracy in the largest singular value
of the completely positive map on the supersite, all constituent sites must have degeneracy
and matching eigenvectors from site to site.
Although it seems harder as we take a larger supersite, in principle, the completely positive
map can still possesses degeneracy for an arbitrary large supersite. However, in that case,
there is a local operator that does not decay at arbitrary distance. In other words, there
must be a ground-state degeneracy in the thermodynamic limit. Since we focus on the SPT
phase, this situation is not of our interest. Thus, as far as we are interested in the unique
gapped ground state, we assume that one can divide the system into finite-size supersites
in which the completely positive map has the nondegenerate largest singular value 1, even
for a non-translation-invariant MPS. Then we can always make the MPS to be pure. In the
following, what we call “site” is taken to be such a supersite.
5.3.2 SPT phase protected by inversion symmetry
We here consider inversion symmetry on a non-translation-invariant MPS. We always take
the inversion center at the origin 0. Thus, in order to represent the site-centered inversion,
the sites are defined on integral points n ∈ Z. Then, the inversion center is at n = 0. On
the other hand, in the case of the bond-centered inversion, the bonds are defined on integral
points n − 1/2 ∈ Z, while the sites are on half-odd-integral point n ∈ Z − 1/2. Now the
inversion center is at n−1/2 = 0. For a while, we do not specify the position of the inversion
center.
Following Refs. [13, 70], if |ψ〉 is invariant under an inversion symmetry I, it satisfies
∑
m′
umm′
(
Γ
[n]
m′
)T
= eiθ
[n](I)
(
U [−n−
1
2
](I)
)†
Γ[−n]m U
[−n+ 1
2
](I), (5.32)
where umm′ is the unitary representation of some Z2 symmetry acting on the physical Hilbert
space of each site, θ[n](I) is a phase, and U [a](I) is a χa×χa unitary matrix commuting with
Λ[a]. The inversion symmetry also implies that
Λ[a] = Λ[−a], (5.33)
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and this yields χa = χ−a. Using the above relation twice, we obtain
Γ[n]m = e
i(θ[n](I)+θ[−n](I))
(
U [−n+1/2](I)
)T (
U [n−1/2](I)
)†
Γ[n]m U
[n+1/2](I)
(
U [−n−1/2](I)
)∗
.
(5.34)
Substituting into the canonical condition (5.27), we have∑
m
(Γ[n]m )
†Λ[n−1/2]U [n−1/2](I)
(
U [−n+1/2](I)
)∗
Λ[n−1/2]Γ[n]m
= ei(θ
[n](I)+θ[−n](I))U [n+1/2](I)
(
U [−n−1/2](I)
)∗
. (5.35)
Using the completely positive map, this implies
E [n]L
(
U [n−1/2](I)
(
U [−n+1/2](I)
)∗)
= ei(θ
[n](I)+θ[−n](I))U [n+1/2](I)
(
U [−n−1/2](I)
)∗
. (5.36)
Introducing
A[a](I) ≡ U [a](I)
(
U [−a](I)
)∗
, (5.37)
this can be rewritten as
E [n]L
(
A[n−1/2](I)
)
= ei(θ
[n](I)+θ[−n](I))A[n+1/2](I). (5.38)
As defined in Eq. (5.29), the matrix A[a](I) has a unit norm:
|A[a](I)|2 = Tr
[
U [a](I)
(
U [−a](I)
)∗ (
Λ[a]
)2 (
U [−a](I)
)T (
U [a](I)
)†]
= 1, (5.39)
since [U [a](I),Λ[a]] = 0 and Λ[a] = Λ[−a].
Thus A[n−1/2](I) [A[n+1/2](I)] is a left (right) eigenvector belonging to the singular value
1 of E [n]L . By the assumption of the pure MPS, A[n±1/2](I) is proportional to the identity
matrix with some phase factor:
A[a](I) = eiφ[a](I)Iχa . (5.40)
This means
U [a](I) = eiφ[a](I)
(
U [−a](I)
)T
. (5.41)
Using this relation twice, we obtain
φ[a](I) + φ[−a](I) = 0 mod 2pi. (5.42)
Substitute Eq. (5.40) back into Eq. (5.38), we obtain
E [n]L
(
Iχn−1/2
)
= ei(θ
[n](I)+θ[−n](I))ei(φ
[n+1/2](I)−φ[n−1/2](I))Iχn+1/2 . (5.43)
Since Iχn±1/2 are the right/left eigenvectors belonging to the largest singular value 1, this
yields
θ[n](I) + θ[−n](I) + φ[n+1/2](I)− φ[n−1/2](I) = 0 mod 2pi. (5.44)
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The implications of these relations depend on the position of the inversion center, namely,
whether we impose the site-centered or bond-centered inversion symmetry. If we choose the
bond-centered inversion I ≡ Ib, the unitary matrix in Eq. (5.32) is u = 1 and the bond index
is integral, a = n − 1/2 ∈ Z. For most values of a, the bond-centered inversion symmetry
gives no constraint on the phases. However, at a = 0, Eq. (5.42) gives
φ[0](Ib) = 0, pi mod 2pi. (5.45)
This implies that U [a](Ib) at the inversion center, U [0](Ib), can form a projective representa-
tion with φ[0](Ib) = pi. If this is the case, U [0](Ib) becomes an antisymmetric matrix obeying,
U [0](Ib) = −
(
U [0](Ib)
)T
. (5.46)
Since this commutes with Λ[0], the entanglement spectrum at the cut a = 0 becomes two-
fold degenerate [13]. This degeneracy cannot be lifted unless the system undergoes a phase
transition. Thus, two gapped phases associated with different φ[a](Ib) are distinct. This is a
more rigorous discussion than that of Ref. [13], since we use the non-translational-invariant
MPS.
Now let us move to the case of the site-centered inversion symmetry I ≡ Is. In this case,
the unitary matrix in Eq. (5.32) is u = 1 and the site index is integral, n ∈ Z. Again, the
constraints on φ[a](Is) and θ[n](Is) are not restrictive for most values of n, but at n = 0,
Eq. (5.44) gives
2θ[0](Is) + φ[+1/2](Is)− φ[−1/2](Is) = 0 mod 2pi. (5.47)
Using Eq. (5.42), we obtain
θ[0](Is) + φ[1/2](Is) = 0, pi mod 2pi. (5.48)
Yet this phase cannot be interpreted as the one related to the projective representation, the
gapped phases associated with different values of θ[0](Is)+φ[1/2](Is) gives distinct phases. As
the following example shows, this phase is rather related to the one-dimensional representation
of Is on a block (with odd sites) respecting that symmetry.
It is straightforward to generalize the above result to the site-centered inversion combined
with a spin rotation about the z axis, I ≡ Iz = Is ×Rz. We just replace the unitary matrix
u by Rz = eipiSz in Eq. (5.32), and the remaining discussion is exactly the same as that
for Is. Thus the phase θ[0](Iz) + φ[1/2](Iz) is quantized to 0 or pi. Let us consider the two
direct-product states, |D〉 and |N〉, realized in the model (5.12) introduced in Sec. 5.2.1. For
a direct-product state, all the matrices Γ[n], Λ[a], and U [a](Iz) are just scalars (1×1 matrices)
and commute with each other. For |D〉, we have
Γ
[n]
0 = 1, Γ
[n]
± = 0, Λ
[a] = 1. (5.49)
We easily find θ[0](Iz) = 0 and φ[1/2](Iz) = 0, and thus θ[0](Iz) +φ[1/2](Iz) = 0. On the other
hand, for |N〉, we have
Γ
[n]
0 = 0, Γ
[n]
± = 1, Λ
[a] = 1. (5.50)
Then we find θ[0](Iz) + φ[1/2](Iz) = pi. This establishes that, under the Iz symmetry, the
two states |D〉 and |N〉 belong to distinct phases, which are always separated by a quantum
phase transition.
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Figure 5.9: Low-lying entanglement spectra as functions of Dz2 for (a) h = dx = δ = 0 and
(b) h = 0.1, dx = δ = 0 in the spin-1 model (5.20). Both data are obtained with χ = 200.
One can also extract θ[0](Iz) + φ[1/2](Iz) from the AKLT state. Under the Iz symmetry,
the matrices Γ[n] given in Sec. 2.3.4 transform as
Γ[n]x → −σx, Γ[n]y → σy, Γ[n]z → σz. (5.51)
These transformations are brought together in a single expression,
Γ[n]m → −σxΓ[n]m σx. (5.52)
From this we can read eiθ
[0](Iz) = −1 and U [a](Iz) = σx. Finally, we obtain θ[0](Iz) = pi
and φ[1/2](Iz) = 0, and thus θ[0](Iz) + φ[1/2](Iz) = pi. Thus, the AKLT state and |D〉 belong
to distinct phases separated by a phase transition under Iz. Under Ix ≡ Is × Rx and
Iy ≡ Is ×Ry, the AKLT state also has θ[0](Ix) = θ[0](Iy) = pi.
As the symmetry Iz is not related to the projective representation formed by U [a](Iz),
the elements of Λ[a], i.e. the entanglement spectrum [see Eq. (2.77)] under a bipartition
does not show any nontrivial degenerate structure. This can be seen from the numerical
simulation on the spin-1 model (5.20). For h = 0 [see Fig. 5.9 (a)], the Haldane phase
(−0.3 . Dz2 . 1) exhibits two-fold degeneracy in the entanglement spectrum since they are
associated with nontrivial projective representations of T , Ib, and D2. On the other hand,
there is no particular feature in the antiferromagnetic phase (Dz2 . −0.3) and the large-D
phase (Dz2 & 1). Once h 6= 0 is turned on [see Fig. 5.9 (b)], the nontrivial degenerate structure
in the entanglement spectrum is completely absent in the whole phase diagram, since there
is no symmetry associated with nontrivial projective representations.
5.3.3 Construction of string order parameter
As in the case of the Haldane phase, no local order parameter distinguishes these trivial
phases. However, using the MPS framework, we can directly derive non-local order param-
eters [161] that are sensitive to the phase factor θ[0](Iz) + φ[1/2](Iz). In particular, we can
define an operator Iz(2p+ 1) that inverts a block of 2p+ 1 consecutive sites and applies Rz
on it. For p much larger than the correlation length, we find that
Os(p) = 〈ψ|Iz(2p+ 1)|ψ〉 ≈ ei(θ[0](Iz)+φ[1/2](Iz))Tr
[
Λ4
]
. (5.53)
Here we have assumed two-site translational invariance for the actual numerical simulation
using iDMRG.
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Figure 5.10: String order parameters Os(p) defined in Eq. (5.53) are calculated for the spin-1
chain (5.20), as functions of Dz2. They are normalized by Tr[Λ
4]. We fix the bond dimension
χ = 50 and vary the length of block from p = 50 to 200. We use the parameters (a) h = 0.1,
dx = δ = 0 and (b) h = dx = 0.1, δ = 0.
In the spin-1 model (5.20), Fig. 5.10 shows that the two different trivial phases are indeed
distinguished by Os(p)/Tr[Λ4]. In the one phase that is smoothly connected to the Haldane
phase or |N〉, Os(p) = −1 since θ[0](Iz) + φ[1/2](Iz) = pi, while in the other phase connected
to |D〉, Os(p) = 1 since θ[0](Iz) + φ[1/2](Iz) = 0. For dx 6= 0, an intermediate phase ap-
pears between those phases, where the symmetry Iz is spontaneously broken. In that phase,
Os(p) = 0 since the overlap between Iz(2p+ 1) |ψ〉 and |ψ〉 goes to zero in the limit p→∞.
In the following, we graphically explain how this string order parameter detects θ[0](Iz)+
φ[1/2](Iz). The matrices Γ and Λ are graphically represented as
(Γm)αβ = , Λα = . (5.54)
In general, the horizontal and vertical lines respectively correspond to the indices of the bond
dimension (α, β) and the physical dimension (m). The state |ψ〉 in the MPS form (5.25) is
represented as
|ψ〉 =
∑
{mn}
(· · ·ΛΓm−1ΛΓm0ΛΓm1Λ · · · ) |· · ·m−1m0m1 · · · 〉
= . (5.55)
Here we prescribe that the connected line represents the summation over its index. Then the
canonical condition (5.27) is denoted as
∑
m
ΓmΛ
2(Γm)
† = Iχ ⇔ = ,
∑
m
(Γm)
†Λ2Γm = Iχ ⇔ = ,
(5.56)
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where the upside-down triangle represents the complex conjugation of the matrix Γ.
Now it is ready to write down the string order parameter (5.53). Applying Iz(2p+ 1) on
|ψ〉 and taking an inner product with 〈ψ|, we obtain
Os(p) = . (5.57)
Using Eq. (5.32), we obtain
Os(p) = . (5.58)
Two-site translational invariance ensures that θ[n](Iz) cancels with θ[−n](Iz) except for n = 0.
For a sufficiently large system, using Eq. (5.56), we can contract the transfer matrices with
the identities from the outer sides. Thus, we have
Os(p) ≈ . (5.59)
For a large block size 2p + 1, we can also contract the transfer matrices with the identities
from the inner sides and then obtain
Os(p) ≈ . (5.60)
Thus we reach
Os(p) ≈ eiθ[0](Iz)Tr
[(
Λ[−p−1/2]
)2
U [p+1/2](Iz)
(
U [−p−1/2](Iz)
)∗ (
Λ[p+1/2]
)2]
= ei(θ
[0](Iz)+φ[p+1/2](Iz))Tr
[
(Λ[p+1/2])4
]
. (5.61)
From two-site translational invariance, for even p, we obtain
Os(p) ≈ ei(θ[0](Iz)+φ[1/2](Iz))Tr
[
(Λ[1/2])4
]
. (5.62)
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5.3.4 Remarks on lattice symmetries and finite systems
As reviewed in Sec. 2.3.4, three symmetries T , D2, and Ib, which protect the Haldane phase,
form the nontrivial projective representations on a virtual space living on each bond. These
projective representations result from the formation of spin singlets (or generally entangled
pairs) in the ground state. For T and D2, the corresponding projective representations
can be seen as the representations on spin-1/2’s constituting the spin singlets. For bond-
centered inversion Ib, the projective representation comes from the odd parity of a singlet
wave function. If we put the AKLT state on a finite periodic chain with an odd number
of sites, the wave function takes the odd parity under Ib since the reflection plane cut one
singlet bond. 2 On the other hand, the product state |D〉 has the even parity. Therefore, if
the ground state of a Hamiltonian H(g) is smoothly connected to the AKLT state for g = 0
while to the product state |D〉 for g = 1, there must be a level crossing in the ground-state
energy between g = 0 and 1 since the two states have different parities (see also Ref. [18]).
This is not the case for the periodic chain with an even number of sites. Since the two states
share the same parity in this case, the two energy levels in general do not cross each other.
A similar discussion can be applied to the case of the combined symmetry Iz. Here let us
put the system on a open chain with an odd number of sites. Under Iz, the product state |D〉
has the even parity while the other product state |N〉 takes the odd parity. Thus we again
expect the level crossing between two ground states connected to these product states. For
an even number of sites, these two states share the same even parity and no level crossing
occurs.
In general, it is not obvious that this level crossings on finite chains continue or are
replaced by continuous phase transitions in the thermodynamic limit. Above analyses based
on the effective field theory and the MPS formalism directly dealt with the infinite system
and indeed showed that these naive expectations are correct. However we can also construct
a counterexample. Even without site-centered inversion Is, the two states |D〉 and |N〉 have
different parities on odd-site chains under only Rz, which is the pi spin rotation around the
z axis. Thus there must be a level crossing between the two states. But the above numerical
analysis showed that the two states are adiabatically connected each other by introducing
the dimerization even if we keep Rz.
As known for symmetry breaking phases, we have to carefully analyze the ground state
in the thermodynamic limit from the knowledge on finite-size systems. For example, the
Majumdar-Ghosh model on an open chain has the four-fold degenerate ground state for odd
sites while five-fold for even sites. Nevertheless, the ground state in the thermodynamic limit
has only two-fold degeneracy, as discussed in Ref. [8]. Roughly speaking, this is because the
recombination of the degenerate ground state can happen in the thermodynamic limit. This
may also apply to the above discussions on the level crossing in finite-size systems but we do
not proceed further discussions in this thesis.
We also note that the bond-centered and site-centered inversion symmetries cannot coexist
on an open chain with a finite number of sites. The former is only allowed for even sites while
the latter is allowed for odd sites. This means that two operations Ib and Is do not close
among themselves; to obtain a closed form, we need to add translation (see also Sec. 3.3.2)
and it conflicts with the open boundary condition on finite chains. To resume the situation
2The open boundary condition creates two free spin-1/2’s at the ends of the chain for the AKLT state.
Since they can form either singlet or triplet, the parity of the wave function can be even or odd. To avoid
this ambiguity, we here consider the periodic boundary condition, which ensures that the two spin-1/2’s form
triplet and the resulting parity becomes odd.
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Figure 5.11: Four SPT phases realized under the two inversion symmetries Ib and Iz. They
are distinguished by two phases (φ[1/2](Ib), θ[0](Iz) + φ[1/2](Iz)). We adopted the representa-
tions of the states in Fig. 5.5.
in which both inversion symmetries exist, we need to consider the infinite chain. This is
also true for any space-group symmetry, which is only meaningful in infinite lattice systems.
Therefore, even if the Hamiltonian for a finite system only possesses one of the two inversion
symmetries Ib or Is, it does not necessarily mean that an SPT phase is only protected by
either of them in the thermodynamic limit, where the full space-group symmetry is recovered.
In our case, the distinction between the Haldane and large-D phases, in the sense that they
are separated by a gap closing, is protected by both Ib and Iz. However they can in principle
take different roles. Indeed, we can have at least 2×2 = 4 distinct SPT phases in the presence
of both Ib and Iz. Those examples on a spin-2 chain are shown in Fig. 5.11.
5.3.5 Lieb-Schultz-Mattis theorem on MPS
We prove a generalization of the Lieb-Schultz-Mattis theorem predicted by the bosonization
approach in Sec. 3.4. It states that the ground state of a half-odd-integer spin system with (i)
translational invariance and either time reversal or Z2 × Z2 symmetries or (ii) site-centered
inversion symmetry and either time reversal or Z2×Z2 symmetry is gapless or degenerate with
spontaneous symmetry breaking. In Ref. [14], Chen, Gu, and Wen argued that a translational-
invariant system with an on-site symmetry with a projective representation has a gapless or
degenerate ground state. This includes the statement (i). Along the same line as they
discussed, we can also prove that a system with site-centered inversion symmetry and an
on-site symmetry with a projective representation has a gapless or degenerate ground state.
This is a stronger statement than (ii). In the following, we refer to Appendix D of Ref. [14].
First, we consider an on-site symmetry G that may form a projective representation on
the physical Hilbert space,
u[n](g1)u
[n](g2) = e
−iρ[n](g1,g2)u[n](g1g2), (5.63)
where g1, g2 ∈ G. Here, we do not assume any lattice symmetry such as translational invari-
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ance or inversion symmetry. Acting u[n](g1g2) on the matrix Γ
[n], we obtain∑
m
u
[n]
mm′(g1g2)Γ
[n]
m′
=
∑
m′,m′′
eiρ
[n](g1,g2)u
[n]
mm′(g1)u
[n]
m′m′′(g2)Γ
[n]
m′′
=
∑
m′
eiρ
[n](g1,g2)u
[n]
mm′(g1)e
iθ[n](g2)
(
U [n−1/2](g2)
)†
Γ
[n]
m′U
[n+1/2](g2)
= eiρ
[n](g1,g2)ei(θ
[n](g1)+θ[n](g2))
(
U [n−1/2](g2)
)† (
U [n−1/2](g1)
)†
Γ[n]m U
[n+1/2](g1)U
[n+1/2](g2).
(5.64)
On the other hand, we also obtain∑
m
u
[n]
mm′(g1g2)Γ
[n]
m′ = e
iθ[n](g1g2)
(
U [n−1/2](g1g2)
)†
Γ[n]m U
[n+1/2](g1g2). (5.65)
Equating the left-hand sides of Eqs. (5.64) and (5.65), we have
eiρ
[n](g1,g2)
(
U [n−1/2](g2)
)† (
U [n−1/2](g1)
)†
Γ[n]m U
[n+1/2](g1)U
[n+1/2](g2)
=
(
U [n−1/2](g1g2)
)†
Γ[n]m U
[n+1/2](g1g2). (5.66)
Since eiθ
[n](g) is a 1D linear representation of G, we used
θ[n](g1g2) = θ
[n](g1) + θ
[n](g2). (5.67)
The substitution of Eq. (5.66) into the canonical condition (5.30) yields
E [n]L
(
U [n−1/2](g1)U [n−1/2](g2)
(
U [n−1/2](g1g2)
)†)
= eiρ
[n](g1,g2)U [n+1/2](g1)U
[n+1/2](g2)
(
U [n+1/2](g1g2)
)†
. (5.68)
As discussed in Sec. 5.3.2, the assumption of the pure MPS implies that
U [n−1/2](g1)U [n−1/2](g2) = eiρ
[n−1/2](g1,g2)U [n−1/2](g1g2), (5.69)
U [n+1/2](g1)U
[n+1/2](g2) = e
iρ[n+1/2](g1,g2)U [n+1/2](g1g2), (5.70)
where ρ[n±1/2](g1, g2) are some phases. These relations are nothing but the multiplication
rule of the projective representation U [n±1/2](g). Each projective representation is related by
ρ[n](g1, g2) = ρ
[n−1/2](g1, g2)− ρ[n+1/2](g1, g2). (5.71)
Let us assume that u[n](g) forms a nontrivial projective representation with ρ[n](g1, g2) 6=
0. If we impose translational invariance on the state |ψ〉, we have
U [n−1/2](g) = U [n+1/2](g), (5.72)
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and correspondingly
ρ[n−1/2](g1, g2) = ρ[n+1/2](g1, g2). (5.73)
This contradicts with ρ[n](g1, g2) 6= 0. Thus a state with translational invariance and an
on-site symmetry with a projective representation cannot be unique and gapped. Similarly,
if there is site-centered inversion symmetry with respect to the site n = 0, we have
U [−n−1/2](g) = U [n+1/2](g). (5.74)
This leads to
ρ[−1/2](g1, g2) = ρ[+1/2](g1, g2), (5.75)
and contradicts with ρ[0](g1, g2) 6= 0. Therefore, a state with site-centered inversion symmetry
and an on-site symmetry with a projective representation cannot be unique and gapped.
Next, we consider time reversal symmetry that satisfies (T [n])2 = α[n](T ) with α[n](T ) =
±1 on the physical Hilbert space of each site. Applying T twice on Γ[n], we obtain
α[n](T )Γ[n]m =
(
U [n−1/2](T )
)T (
U [n−1/2](T )
)†
Γ[n]m U
[n+1/2](T )
(
U [n+1/2](T )
)∗
. (5.76)
Substituting this into the canonical condition (5.30), we have
E [n]L
(
U [n−1/2](T )
(
U [n−1/2](T )
)∗)
= α[n](T )U [n+1/2](T )
(
U [n+1/2](T )
)∗
. (5.77)
From the assumption of the pure MPS, we should have
U [n−1/2](T )
(
U [n−1/2](T )
)∗
= β[n−1/2](T )Iχn−1/2 , (5.78)
U [n+1/2](T )
(
U [n+1/2](T )
)∗
= β[n+1/2](T )Iχn+1/2 , (5.79)
where β[n−1/2](T ) = ±1 and β[n+1/2](T ) = ±1. These relations are the multiplication rule of
the projective representation of time reversal symmetry. They also satisfy
α[n](T ) = β[n−1/2](T )β[n+1/2](T ). (5.80)
Let us suppose α[n](T ) = −1 as time reversal symmetry acts on half-odd-integer spin. As in
the previous case, if the state |ψ〉 is translational invariant, we have
β[n−1/2](T ) = β[n+1/2](T ). (5.81)
This contradicts with α[n](T ) = −1. Also for the state |ψ〉 invariant under site-centered
inversion with respect to n = 0, we have
β[−1/2](T ) = β[+1/2](T ), (5.82)
This contradicts with α[0](T ) = −1. Therefore, a half-odd-integer spin system with time
reversal symmetry cannot have a unique gapped ground state if the systems is translational
invariant or has site-centered inversion symmetry.
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5.A Self-dual sine-Gordon models
In this appendix, following [148], we supplement the physical properties on the self-dual sine-
Gordon model with β2 = 4pi [Eq. (5.6)] and β2 = 2pi [Eq. (5.9)]. For the β2 = 4pi self-dual
sine-Gordon model,
Hβ2=4pi =
v
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
+ g
∫
dx
[
cos(
√
4piφ) + cos(
√
4piθ)
]
, (5.83)
both the vertex operators have the same scaling dimension 1. Since this is the same as
the scaling dimension of a fermionic field, introducing the refermionization formulas [see
Eq. (3.58)],
ξ1 + iξ2√
2
=
1√
2pia0
e−i
√
pi(φ−θ),
ξ¯1 + iξ¯2√
2
=
1√
2pia0
ei
√
pi(φ+θ), (5.84)
one can rewrite the vertex operators as
cos(
√
4piφ) = −ipia0(ξ1ξ¯1 + ξ2ξ¯2),
cos(
√
4piθ) = −ipia0(ξ1ξ¯1 − ξ2ξ¯2),
(5.85)
where ξα (ξ¯α) is a right-moving (left-moving) Majorana fermion. The free part of Eq. (5.83)
is also rewritten by the Majorana fermions, through the relation with a Dirac fermion (3.43),
as
v
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
= − iv
2
∫
dx
2∑
α=1
(ξα∂xξα − ξ¯α∂xξ¯α). (5.86)
Then we find
Hβ2=4pi = −
iv
2
∫
dx
2∑
α=1
(ξα∂xξα − ξ¯α∂xξ¯α)− i2pia0g
∫
dx ξ1ξ¯1. (5.87)
Thus one Majorana fermion is massive while the other is massless. Since the former corre-
sponds to the off-critical two-dimensional Ising model while the latter to the critical Ising
model, the β2 = 4pi self-dual sine-Gordon model represents the Ising critical point with central
charge c = 1/2.
For the β2 = 2pi self-dual sine-Gordon model,
Hβ2=2pi =
v
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
+ g
∫
dx
[
cos(
√
2piφ) + cos(
√
2piθ)
]
, (5.88)
both the vertex operators have the same scaling dimension 1/2. One easiest way to recognize
that this model is massive is to consider the s = 1/2 Heisenberg model with a dimerization
and staggered magnetic field along the x axis,
H =
∑
i
[
J~si · ~si+1 + δ(−1)i~si · ~si+1 + h(−1)isxi
]
. (5.89)
Using the bosonization formulas for the spin operator (3.14) and dimerization operator (4.31),
for δ = h J , we obtain
H =
vs
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
+ b0h
∫
dx
[
cos(
√
2piφ) + cos(
√
2piθ)
]
. (5.90)
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where vs = piJa0/2 and b0 = d at the SU(2) symmetric point. By making a unitary transfor-
mation ei(pi/2)s
y
, sx is transformed into sz and then we find
H =
vs
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
+ b0h
∫
dx
[
cos(
√
2piφ)− sin(
√
2piφ)
]
=
vs
2
∫
dx
[
(∂xθ)
2 + (∂xφ)
2
]
+
√
2b0h
∫
dx cos(
√
2piφ+
pi
4
). (5.91)
Thus one can immediately see that this model is massive.
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Chapter 6
Summary
In this thesis, we considered the phase transition between different disordered phases, realized
in 1D quantum spin systems, from the point of view of symmetry. We refined the field-
theoretical argument based on the Abelian bosonization approach, originally given by Schulz.
Indeed, we clarified the following facts on his effective field theory:
(i) It is consistent with the compactification of the bosonic field and symmetries of the
Hamiltonian and not necessarily relying on perturbation theory.
(ii) It describes the phase transitions between VBS phases realized in various 1D spin
systems.
(iii) Those phase transitions are protected by one of four symmetries: time reversal, bond-
centered inversion, dihedral group of spin rotations, and site-centered inversion com-
bined with a spin rotation.
Regarding (i), we carefully considered the compactification condition on multi-component
bosonic fields and identified the condition for a single bosonic field entering the effective field
theory. We further listed the transformation laws of the bosonic field under the symmetries
relevant in our ladder model. These physical requirements are all consistent with the effective
field theory obtained by perturbation theory. As a bonus, we also proposed an extension of
the Lieb-Schultz-Mattis theorem:
(v) The ground states of half-odd-integer spin systems with (a) translational invariance
and either time reversal or dihedral group symmetries or (b) site-centered inversion
symmetry and either time reversal or dihedral group symmetry are either gapless or
degenerate.
Regarding (ii), we showed that, for the integer-spin-S XXZ chain with an on-site uniaxial
anisotropy, there must be a phase transition between the odd-S Haldane and large-D phases,
while the even-S and large-D phases can be adiabatically connected. Similar conclusion was
also made for the distinction between the Haldane phase and the rung-singlet phase on the
even-N -leg spin-1/2 ladder. For the dimerized ladders systems, we found that the phase
transition between VBS phases occurs when the parity of the number of singlets under a
certain spatial cut is changed. All these results are explained by the presence or absence of the
sign change in the coupling constant of the effective field theory, combined with perturbation
theory.
Regarding (iii), we identified the four symmetries protecting the distinction between VBS
phases on the effective field theory, by considering the interactions allowed by the symmetry
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and using the knowledge on self-dual sine-Gordon models. We also proposed a microscopic
Hamiltonian that has two distinct phases protected by the site-centered inversion symmetry
combined with a spin rotation. We examined this model and confirmed the existence of the
two distinct phases, by perturbation theory and numerical simulations using infinite density-
matrix renormalization group. We further proved their existence by a more rigorous approach
based on the MPS. We clarified the meaning of a pure MPS as a physical requirement in the
absence of translational invariance. By using the pure MPS, we showed the existence of
two distinct trivial phases; they are trivial in the sense that they do not have nontrivial
entanglement structure, yet they are always separated by a quantum phase transition un-
der the site-centered inversion symmetry. The corresponding nonlocal order parameter was
constructed to detect these phases. The statement (iv) under (b) was also proven in this
formalism.
These results indicate that two apparently different approaches, field theory and the MPS
defined on a lattice, give perfectly consistent results on the symmetry-protected nature of the
Haldane phase and general VBS phase. Such an interesting connection between field and
lattice theories may be found for other 1D SPT phases. Although there are no ifs in history,
this also suggest that one could find the SPT phase in even more earlier stage, without
waiting for the revaluation of the MPS. Another interesting remark is the role of point-group
symmetries on the classification of topological phases in higher dimensions. There are not only
inversion but many point-group symmetries such as lattice rotations and reflections. They
may lead to other nontrivial but distinct “trivial” phases (in the above sense), as proposed in
Refs. [49,50], and a consistency condition on the existence of certain topological order [162].
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