Many-body techniques based on the double unitary coupled cluster ansatz (DUCC) can be used to downfold electronic Hamiltonians into low-dimensional active spaces. It can be shown that the resulting dimensionality reduced Hamiltonians are amenable for quantum computing. Recent studies performed for several benchmark systems using quantum phase estimation (QPE) algorithms demonstrated that these formulations can recover a significant portion of ground-state dynamical correlation effects that stem from the electron excitations outside of the active space. These results have also been confirmed in studies of ground-state potential energy surfaces using quantum simulators. In this letter, we study the effectiveness of the DUCC formalism in describing excited states. We also emphasize the role of the QPE formalism and its stochastic nature in discovering/identifying excited states or excited-state processes in situations when the knowledge about the true configurational structure of a sought after excited state is limited or postulated (due to the specific physics driving excited-state processes of interest). In this context, we can view the QPE algorithm as an engine for verifying various hypotheses for excited-state processes and providing statistically meaningful results that correspond to the electronic state(s) with the largest overlap with a postulated configurational structure. We illustrate these ideas on examples of strongly correlated molecular systems, characterized by small energy gaps and high density of quasi-degenerate states around the Fermi level.
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I. INTRODUCTION
There is significant interest in applying quantum computing techniques to describe and simulate chemical systems and processes [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . The approach brings hope to addressing the exponential barriers limiting the applicability of exact diagonalization procedures (or full configuration interaction methods), and also to provide access to complicated multi-configurational electronic states, which often can not be identified or described by vast classes of approximate methods used in routine simulations. Of special interest is the application to strongly correlated molecular systems characterized by small energy gaps between occupied and unoccupied orbitals where multiple electronic states that are defined by complex collective phenomena exist, usually involving higher than single excitations in the corresponding wavefunction expansions.
Even though impressive progress has been achieved in the development of wavefunction-based excited-state approaches such as complete-active-space perturbation theory (CASPT) [18, 19] , multi-reference NEVPT [20, 21] , configuration interaction [22] , equation-of-motion coupled cluster (EOMCC) [23] [24] [25] [26] [27] [28] [29] , multi-reference coupled cluster (MRCC) [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] , and the density matrix renormalization group (DMRG) [48] [49] [50] [51] , problems with the description of complicated states dominated by high-rank excitations still exist. For example, in order to capture these states with EOMCC formalisms one needs to include higher-than-double excitations [52] . For dou- * karol.kowalski@pnnl.gov bly excited states, the "minimum" level of theory to tackle these states is EOMCC with singles, doubles, and triples (EOMCCSDT) [53, 54] although in several cases it may not provide a quantitative level of accuracy [55] . These problems commonly occur even for small molecular systems and it is reasonable to expect that they may intensify for larger systems and strongly correlated systems (transition metal oxides, metal clusters, actinides) with a high density of states located around the Fermi level. Recently, a significant progress in addressing these problems has been achieved by integrating stochastic configuration interaction (CI) Quantum Monte Carlo (QMC) framework [56, 57] with deterministic EOMCC formulations. [58] Another interesting aspect of modeling these complex excited states is the attainability of these states in situations where their initial configurational structure cannot be easily obtained to commence convergent iterative procedures.
Progress in the development of quantum algorithms may provide alternative solutions to these problems. The recent application of variational quantum eigensolvers (VQE) [5, 8, 11, 12, [59] [60] [61] and quantum phase estimation (QPE) [6, [62] [63] [64] [65] [66] [67] [68] [69] to excited states [61, 70] demonstrate that excited states can be effectively simulated on the quantum computers while at the same time bypassing the problems of conventional computing and approximate formulations.
In this paper, we present an excited state extension of recently developed techniques for active-space downfolding of the electronic Hamiltonian based on the double unitary coupled cluster (DUCC) transformation. This is combined with QPE simulations available in the Microsoft Quantum Development Kit (QDK) [70, 71] to illustrate the excited-state version of DUCC formalism on the examples of H 2 at equilibrium and stretched bond lengths and two H 4 models: (1) trapezoidal H 4 , which is a popular benchmark system for studying quasi-degenerate states [72] and (2) a linear H 4 molecule, which was intensively studied in the context of singlet fission processes [73] . For each of these system, we perform QPE simulations to characterize the structure of excited states using DUCC effective Hamiltonians. Moreover, we carry out a number of QPE simulations to investigate the role and effect of different initial guesses which are based on limited knowledge about the excited state of interest.
II. THEORY OF DUCC DOWNFOLDED HAMILTONIANS
In Ref. [74] , we introduced the unitary extension of the sub-system embedding sub-algebra CC approach (SES-CC) [75] which utilizes the double unitary CC expansion
The character of the expansion (1) is similar to the expansion discussed in the single-reference formulation of the active-space coupled cluster formalism, [76, 77] (see also Refs. [78, 79] ) which also utilizes the decomposition of the cluster operator into internal and external parts. In analogy to Ref. [74] , σ int and σ ext are the antiHermitian operators (σ † int = −σ int and σ † ext = −σ ext ) defined by excitations/de-excitations within and outside of active space, respectively. To be more precise, the amplitudes defining the σ ext operator must carry at least one inactive spin-orbital index. Using Ansatz. 1 in Schrödinger's equation, one obtains equations for cluster amplitudes and the corresponding energy
where Q is a projection operator on the space spanned by determinants orthogonal to the reference function |Φ . In these and subsequent equations, we consider the case of the exact limit (σ int and σ ext include all possible excitations). In Ref. [74] , we showed that when σ int contains all possible excitations/de-excitations within the complete active space, the energy of the system Eq. (2) can be obtained by diagonalizing the DUCC effective Hamiltonian
whereH eff(DUCC) ext
andH
In the above eigenvalue problem, the e σint |Φ expansion defines a corresponding eigenvector and P and Q int are projection operators onto the reference function |Φ and excited determinants in the active space orthogonal to |Φ , respectively.
To show this property it is sufficient to introduce the resolution of identity e σint e −σint to the left of theH DUCC ext operator in
where we explicitly used the property of the e σint |Φ expansion 
and the anti-Hermitian character of the σ int matrix, i.e., Tr(σ int ) = 0 (where real character of σ int cluster amplitudes is assumed). Given the non-singular character of the [e σint ] matrix (see also Ref. [74] ), this proves the equivalence of these two representations.
The proof of the above property is not limited to the ground state and can be extended to any electronic state described by Ansatz. 1 and Eqs. (2) and (3) . Assuming that this ansatz can describe excited states, the DUCC effective Hamiltonian formalism can be used in the context of excited-state simulations. We will denote general DUCC solution corresponding to the K-th state as
where the K-th state energy can be obtained from diagonalizing the state-specific effective Hamiltonian
wherē
Similar to the ground-state effective/downfolded Hamiltonians, the operatorsH eff(DUCC) ext (K) are Hermitian and therefore amenable to real-time simulation on a quantum computer. In analogy to the ground-state representation of DUCC, we will assume that
and
where S int (K) and S ext (K) are CC-type cluster operators producing excitations within and outside the active space, respectively, when acting on the reference function |Φ .
If the exact form of the operator 
In this paper, we explore a simple strategy based on the utilization of the excited-state wavefunction in the equation-of-motion CC parametrization
as a reference to extract the relevant information about σ ext (K). In the above equation, the cluster operator T satisfies the CC equations and the excitation operator R K (corresponding to K-th excited state) is obtained through diagonalization of the similarity transformed HamiltonianH = e −T He T . Since Ansatz. 11 represents a normalized state, in order to compare with the corresponding EOMCC expansion in the exact wavefunction limit, one needs to use a normalized form Ψ EOMCC K of Eq. (19)
where
In the simplest approximate variants we use the EOM-CCSD approximations (EOMCC with singles and doubles [24] ) to extract singly-(S ext,1 (K)) and doublyexcited (S ext,2 (K)) components of the S ext (K) operator
where Q ext,1 and Q ext,2 are projections operator on subspaces of singly and doubly excited external excitations, respectively. In Eq. (22) and Eq. (23), we approximate
, which is defined in the following way:
where Q 1 and Q 2 operators are projection operators on spaces of singly and doubly excited configurations, R K,i (i = 0, 1, 2) represent EOMCC excitation operators producing i-tuply excited configurations when acting onto reference functions, and T 1 and T 2 are the singly and doubly excited cluster operators. In our approximation, referred to as the DUCC-ex(K) approach, we use T 1 and T 2 from standard CCSD calculations, and R K,i (i = 0, 1, 2) from standard EOMCCSD diagonalization procedure. Consequently, S ext,1 (K) and S ext,2 (K) take the following form
As in the ground-state case, the DUCC-ex(K) approximation is defined by the length of the commutator expansion and the source of the σ ext (K) amplitudes. Since the EOMCCSD approximation is used to define σ ext (K), one should expect that this scheme to work in cases where EOMCCSD approach delivers reliable results and activespace used in the state-selective DUCC-ex(K) formalism capable to capture main configurations corresponding to K-th state.
III. TRIAL WAVEFUNCTION
As described in Ref. [70] , the distribution of energies for the ground and excited states from the QPE algorithm is determined by the Hamiltonian and a trial wavefunction composed of a superposition of Slater determinants. As abstractly illustrated in Fig. 1 (|Ψ1 and |Ψ2 ) and be orthogonal to others (|Ψ3 ). In this figure, Pi represents the probability of sampling the i-th state in a simulation with the QPE algorithm. |Ψ 2 in Fig. 1 and be orthogonal to others (|Ψ 3 in Fig. 1 . The probability of obtaining an energy estimate for a particular state is proportional to the amount of overlap of the trial wave with that state's corresponding wave function, relative to all other overlaps. Through repeated simulations, one can obtain a distribution of energies for several states at the same time. The stochastic nature of the QPE algorithm is unlike any other current quantum algorithm which only provide energy estimates for a single targeted state. This also opens up opportunities to find and chronicle exotic and novel states that are unobtainable with conventional computing and current approximate formulations.
IV. NUMERICAL TESTS
We performed a series of numerical tests with the QDK simulator [70] ground-state correlation effects and low-lying singlet excited states defined by complicated multi-reference configurational structures: (1) H 2 systems for H-H separation corresponding to the equilibrium (R H−H = 1.4008 a.u.) and a stretched geometry (R H−H = 10 a.u.), (2) H 4 system in the trapezoidal configuration corresponding to geometrical parameter α equal to 0.001 (see Fig. 3(a) ) -for this geometry one can observe a strong quasidegeneracy of low-lying electronic states, and (3) linear form of H 4 used in studies of singlet fission processes (see Fig. 3(b) ). Special attention is paid to singlet doubly excited states which pose a significant challenge to existing many-body methodologies. For systems considered here we employ the cc-pVTZ basis set [80] and we correlate all electrons in all calculations. Since the QDK cannot exploit spatial symmetry, all QPE simulations were performed using C 1 symmetry. For simplicity, we will refer to the D 2h , C 2v , and D 2h irreducible representations of the H 2 , H 4 trapezoidal, and H 4 linear systems, respectively, when reporting full configuration interaction ((FCI) numbers obtained with NWChem [81] (or equivalently, EOMCCSD or EOMCCSDTQ results for the H 2 and H 4 models, respectively).
For H 2 models, we examine the performance of the bare and DUCC-ex transformed Hamiltonians for excited states, which have a significant (A) or partial (PA) amount of leading characteristic excitations in the active space, which contains one occupied and three lowest-lying RHF orbitals. Energies of these states for R H−H = 1.4008 a.u. and R H−H = 10.0 a.u. are shown in Tables I and II, respectively. In Table I (22) and (23)), provides an excellent agreement to the FCI energies with an error less than 1 milliHartree, a substantial improvement over the energy obtained with the bare Hamiltonian. From Table I , one can notice that by using the trial wavefunction
, there is a chance to describe not only target 2 1 A g (which given the state-specific nature of the DUCC-ex approach is the physical solution) but also other states, which have non-zero overlap with the trial wavefunction (in this case 5 1 A g ). For the 3 1 A g and 5 1 A g states, the effect of important out-of-active-space Slater determinants needs to be determined perturbatively and is only approximately captured by the corresponding σ ext (K) operators. Consequently, the DUCC-ex(3 1 A g ) and DUCC-ex(5 1 A g ) results are less accurate compared to the DUCC-ex(2 1 A g ) case. However, the results obtained with the respective DUCC-ex(3 1 A g ) and DUCC-ex(5 1 A g ) Hamiltonians are still better compared to the diagonalization of bare-Hamiltonian. Also, in the simulations for 3 1 A g and
A g all three states are observed when the initial wavefunctions are taken to be the leading excitation for the corresponding state.
Compared to the equilibrium geometry, the H 2 system corresponding to the R H−H = 10.0 a.u. is characterized by a larger number of excited states with a significant overlap with active space. For R H−H = 10.0 a.u. one can identify five excited states of A g symmetry falling into this category. As seen from Table II the low-lying excited states can be efficiently described by the DUCC-ex formalism. For example, the DUCC-ex(2 1 A g ) and DUCCex(3 1 A g ) Hamiltonians provide very accurate estimates of the 2 1 A g and 3 1 A g states, which is quite remarkable given the size of the active space. In both cases, one can observe a significant improvement of the results obtained by the diagonalization of the bare Hamiltonian in the same active space, which provides a good illustration of the efficiency of the DUCC-ex formalism, even in a simple case corresponding to single commutator expansion of the DUCC-ex downfolded Hamiltonian. For higher excited states (5 1 A g , 6 1 A g , 7 1 A g ), the DUCC-ex results are less accurate, but still comparable to the results obtained through the diagonalization of bare Hamiltonian in the active space. This behavior is justified given the complex excitation manifold describing the higher-lying states and ought to be resolved with improved approximations for σ ext (K). Slater determinant. It is also worth mentioning that all states considered here are either purely doubly excited states or states of mixed single-and doublyexcited character, which usually pose a significant challenge for approximate EOMCC formulations. Analogous situations are naturally occurring in strongly correlated systems and the fact that QPE can deal with these challenging problems provides yet another argument in favor of developing quantum algorithms for excited states. Similar behavior can also be seen in the case of the activespace representation of the bare Hamiltonian. Although the DUCC-ex approach is state-specific in its nature, the appearance of other physically interpretable excited states in the spectra of DUCC-ex Hamiltonians should be explored further.
We exploited the state-specific nature of the DUCCex approach in an attempt to describe the lowest-lying fully symmetric 2 1 A 1 and 2 1 A g states (vide infra) of the H 4 system in trapezoidal (α = 0.001) (H 4 (a) system) and linear configuration (H 4 (b) system) shown in Fig. 3 . For both systems, FCI results were obtained by running EOMCCSDTQ calculations using C 2v and D 2h symmetries, respectively. The active space used to construct DUCC effective Hamiltonians in both configurations includes the two occupied orbitals and the five lowest-lying virtual orbitals. While the ground state for H 4 (a) discloses strong quasidegeneracy effects between |Φ and Φ ini. SD: Φ 22 11 ini. SD:
ini. SD: Φ 44 11 ini. SD: Φ bution to the wavefunction. As seen from Table III, we are able to inspect the lowest-lying doubly excited state for both systems with the bare Hamiltonian. It is important to note, that unlike the H 2 systems, one must use an initial guess that contains the Φ 33 22 determinant with some significant weight. Otherwise, only the ground state will be observed. Even though these states can be tracked with the bare Hamiltonians, they come with errors of 73 millihartree for the H 4 (a) system and 38 millihartree for the H 4 (b) system. As shown in Table III , the DUCC-ex(2 1 A 1 ) approach can very efficiently reproduce the FCI 2 1 A 1 energy with relative error less than 10 milliHartree. As in the case of H 2 system using Φ 33 22 as a initial state for quantum simulations one can observe a statistical presence of states which have a non-negligible overlap with this determinant. It is interesting to notice that for the H 4 (b) system, the DUCC-ex results for the 2 1 A g are less accurate and they provide comparable results to the bare Hamiltonian energy. In our opinion, this is associated with the strong multi-configurational character of the corresponding wavefunction, where simple approximations Eqs. (25) and (26) (H4(a) ) or Ag (H4(b) ) symmetry. The classical calculations for H4 have been performed using either the C2v (H4(a) 
V. CONCLUSIONS
In this paper, we discussed the excited-state extension of the DUCC formalism and its amenability for quantum computing. Using simple approximation schemes based on the utilization of the EOMCCSD wavefunction representation and lowest-rank contribution stemming from a single commutator electronic Hamiltonian and external σ ext (K) operator, we were able to demonstrate that the active-space representation of downfolded Hamiltonians can be used to reproduce a large portion of excited-state correlation effects. For H 2 and H 4 (a) models, we observed significant improvements in excited-state energies compared to the diagonalization of bare Hamiltonian in the active space, which was especially true for low-lying states dominated by active-space contributions (usually attributed to singly excited states and low-lying doubly excited states). As expected, for active-space dominated states characterized by higher excitation energies and more complicated configurational structure, the efficiency of a simple approximation schemes discussed here deteriorates, which is indicative of the need for the inclusion of higher-order commutators and more efficient estimates of the σ ext (K) operators. This issue will be explored in future research by coupling DUCC-ex formalism with higher-rank EOMCC formulations. We have also demonstrated that quantum phase estimation can provide an efficient tool for testing various "excited-state" hypothesis for strongly correlated systems, which usually pose a significant challenge for existing many-body formalism due to the need of inclusion of higher rank excitation effects and high density of states in a narrow energy gap, which renders numerical identification of state of interest numerically unfeasible. Instead, using QPE techniques one can define hypothesis or trial state and obtains in the course of calculation statistical footprint of all states that have non-negligible overlap with the hypothesis state. Although this fact is a well-known foundation of quantum computing, it deserves broader exposure. The stochastic character of QPE may be very useful in studies of excited-state processes, especially in strongly correlated or metallic-like system. 
