Abstract-It has become increasingly important for electrical distribution companies to understand the drivers of demand. The maximum demand at any given substation can vary materially on an annual basis which means it is difficult to create a load related investment plan that is robust and stable. Currently, forecasts are based only on historical demand with little understanding about contributions to load profiles. In particular, the unique diversity of customers on any particular substation can affect load profile shape and future forecasts. Domestic and commercial customers can have very different behaviours generally and within these groups there is room for variation due to economic conditions and building types. This paper analyses customer types associated to substations on a distribution network by way of principal component analysis and identification of substations which deviate from the national demand trend. By examining the variance spread of this deviation, data points can be labelled in the principal component space. Groups of substations can then be categorised as having typical or atypical load profiles. This will support the need for further investigation into particular customer types and highlight the key factors of customer categorisation.
I. INTRODUCTION
In order to have a better understanding of trends in substation load profiles, it is necessary to investigate the customer make-up at primary substations at the distribution level. Electric load demand is collected using SCADA (Supervisory Control and Data Acquisition) systems at 30 minute intervals. This data is collected for substations typically on 11kV or 33kV distribution and a maximum demand is calculated based on this data. There are several uncertainties associated to this, one of them being the customer usage behaviour. In particular, there is a distinction between domestic and commercial customers and their contribution to substation demand.
Customer data has been collected by the sponsor Northern Powergrid for their primary substations. The initial categorisation is by postal sector which can then be associated to a primary substation in that area. The two major headings are domestic houses and commercial buildings both of which are further split into subcategories. There are 20 domestic house types and 15 commercial building types for a total of 35 subcategories. This high dimensionality makes it difficult to understand the impact of individual contributions. Thus a combined approach of principal component analysis with input from national demand trend using clustering will be used to determine load profile types worth greater investigation.
This demographic information that specifies the type of customer associated to each substation is usually not readily available so analysis of this type of data is not often seen. There are several studies that perform customer classification based mostly on load patterns without a preliminary demographic study [1] [2] . This investigation aims to determine whether an in-house classification of customers is useful at the distribution level.
National demand data is available from the National Grid on a half hourly scale [3] . This represents the prototypical load profile for the country accounting for national trends in weather and economic conditions. Substations in a distribution network on a local scale are not expected to follow this pattern but deviation from this trend can logically be attributed to the individual customer make-up of the substation. This paper will use a combined approach of principal component analysis and clustering to reduce the dimensionality of the domestic and commercial descriptors and categorise substations based on their loadings. In particular, a principal component biplot will be used to give a visualisation of the customer categorisations and their relationship to each other.
II. RELATED WORK
A detailed customer breakdown on the distribution network is available that would normally not be available in a general study. The need for this type of information stems from the SCADA data being too noisy to offer engineers detailed insight. There is a financial incentive to understand the data such as tariff determination for energy suppliers but also a more general understanding is needed for reliability analysis. In the literature, data mining techniques such as clustering and classification algorithms are popular as in [2] . Prevalent in both [1] and [2] is the concept of obtaining representative sets of load profiles based on customer and meteorological conditions. Work done in [4] presents a framework that also uses a data mining approach but with additional indices for classification based on the time of day. These data mining methods are all able to offer customer categorisation methods for SCADA data with no need for additional information. This study will be unique in the synthesizing of in-house customer classifications with a novel trend identification method.
III. DATA SET DESCRIPTION
There are three main data sets used in this investigation. First is the customer breakdown data commissioned by NPG which associates to each NPG substation, the number of customers in 35 different categories, 20 of which are domestic houses and 15 of which are commercial building types.
The domestic housing types are given a label 1-20 based on five descriptors: fuel, location, size, tenure and age. The fuel descriptor indicates whether or not the house has a mains gas connection or only uses electricity. The location descriptor shows if the house is either in a rural or urban area. The size descriptor shows if the house is large or small where a small house is generally a flat. The tenure descriptor indicates whether the house is social (council) housing or not. The age descriptor of the house is given by pre-selected time periods. New buildings (sparsely populated) are defined as those built within the last year of the data compilation, a recent house is one built post 1980, old houses from 1920-1979 and houses pre-1920 as very old. Second, the half hourly demand data for 513 substations is available from a period of April 2010 -March 2013. Some substations cannot be attributed to the customer database because of missing information so this is reduced to 436 substations in total.
Third, the half hourly demand data is publicly available from the National Grid from April 2010 -March 2013 which represents the prototypical load profile for the country.
IV. THEORY AND METHODS USED A. PCA Overview
The aim of principal component analysis is to analyse multivariate data by way of reducing the dimensionality of the data set. This is done by transforming the original space into a new set of uncorrelated variables in decreasing order of importance. The first principal component (PC) retains most of the variance in the original data set, the second PC retains the second most variance and so on.
The principal component space can also be rotated to help with interpretation. After picking a lower dimensional space from PCA, the space can be rotated so that the loadings fall closer to the principal component axes. In general, the principal component space can be rotated either by an orthogonal transformation or an oblique one [5] . Suppose the original matrix of loadings is given by A m , a 35 × m matrix in this investigation where m is a chosen number of dimensions. For an orthogonal transformation, a rotation matrix T is found such that a new matrix B m = A m T of loadings optimises a simplicity criteria [5] .
Analysing relationships between variables in the original space can be difficult just by examining a covariance matrix and similarly the principal component scores of the transformed data. Therefore it is useful to have a graphical representation of the data being examined. The purpose of the biplot is threefold. One is to plot the PC scores in a 2D (or 3D) space so that relationships between individual substations can be deduced in the new space. Second is to determine where the original variables lie in the new PC space and their relation to each other. Finally, the simultaneous position of both the data point PC scores and original variables represented by vectors can be considered. The direction of the vectors can give an indication of a point having a high or low PC score in that variable.
B. K-Means Clustering Overview
K-means clustering is known as an unsupervised learning algorithm because its objective is not to predict a classification but rather to find patterns in data without labels. After specifying the number of desired clusters, points are chosen at random to be cluster centres. All points are assigned to their closest centre by a distance metric, typically Euclidean distance. Then the means of all points in each cluster are taken and these become the new centres. The algorithm stops when all points are assigned to the same cluster in consecutive rounds [6] .
The initialisation of points chosen as cluster centres can prove to be problematic as they can often result in different clusters. In order to obtain a good solution, the clustering algorithm will be ran 100 times and the solution with the lowest total squared distance between the substation points and the centroids will be chosen [6] . There is evidence to support that when using K-means clustering with the Euclidean distance metric that using the first few principal components yields accurate clusters [7] . In order to determine the number of clusters, the DaviesBouldin (DB) criterion will be used which is a ratio of within cluster and between cluster differences. Suppose S i and S j are dispersion measures which are the average distances between each point in the clusters and their respective centroids. M i,j is the Euclidean distance between the ith and jth clusters. Then the DB indexR is
The best clustering solution has the smallest DB index [8] .
C. Comparing Monthly Growths
In order to compare the monthly growths of the demand with the National Grid demand, all of the substation demands and national demand from April 2010 -March 2013 are normalised. A comparison can be achieved by finding the difference between the monthly changes and then calculating the variance to show the spread of errors. The change in variance from the lowest error substation to the highest is shown in Fig. 1. A decision regarding the choice of variance value where load profiles are said to more closely follow the national trend is nontrivial. The point to be selected as a threshold value needs to select a subset of the data that not only includes outliers but also includes those points which start to become more sparsely spread out. In Section VI, several threshold values are looked at but for now, 0.01 is selected as a threshold value because variance points become more spread out and it leaves out about a quarter of the data as being the furthest away from the national trend.
V. USAGE OF PRINCIPAL COMPONENT ANALYSIS
Principal component analysis was applied to the customer profiles of the 436 substations in the distribution network. A scree plot of the variance explained by the first 10 principal components is given in Fig. 2 . A popular method for determining the number of principal components that should be used is looking at where the scree plot starts to level out. For the purposes of visualising the PC space, the first three PCs are selected and this is also justified by the variance explained in the scree plot. The first three PCs explain about 71% of the variance in the original space.
This data was also plotted in Matlab using the biplot function along with the scores for each of the 436 substations. By convention, the biplot function makes the element with the largest absolute value in each column of the factor loadings matrix a positive value by changing the sign on the entire axes. In this case, PC2 was mirrored. This does not change the meaning of the plot. Also, the scores of the actual substations are scaled down so that they will fit the plot.
In Fig. 3 , it is possible to see a visual representation of the first two principal components (from the 3D space). From here, it is possible to see the correlation between certain categories of customers. In the figure, the customer labels are R for domestic rural housing, U for domestic urban housing, C for commercial customers and N for new domestic buildings. Almost all of the commercial customer classifications are grouped together as well as certain types of domestic customers where the main divide seems to be whether the customer is urban or rural. The scores of the substations themselves seem to be more concentrated towards the left of the plot which suggests there is a greater influence from domestic customers, in particular those in urban environments.
Afterwards, K-means clustering is applied on the three dimensional PC scores and by using the DB criterion, seven clusters are found to be optimal. Fig. 3 shows the clusters in the PC space. Now using a variance of 0.01 as a threshold value, the substations which fall below and above this can be separated on the same PC space as in Fig. 4 . Substations which deviate greatly are in purple and those which do not are in green. By comparing this to the initial K-means clustering of the space, Table I shows the number of substations in each cluster that fall above or below this threshold value. The clear anomaly in this table is the red cluster which is concentrated in the left of the plot. These substations are the ones which most strongly deviate from the commercial variable vectors on the right of the biplot. Another interesting observation is that the substations in the green and blue cluster containing the next highest proportion of substations that deviate from the national trend are still distinct from the red cluster. This suggests that the spread of the urban variables may also be significant. In particular, domestic groups 1, 3 and 5 in the bottom left are all large urban houses built no earlier than 1920 whereas the other urban customers occupy flats or have no mains gas connection. Although this is not enough evidence to dismiss the need for investigating the latter group, it does suggest the former group of customers is worth further investigation.
As an illustration of the power of PCA, Fig. 5 shows the difference between a load profile with a high PC1 score and a load profile with a low PC1 score. The load profile in Case I not only has a higher load demand but is more orderly and levelled. The load profile in Case II is erratic by comparison so it is unsurprising that it would not follow a national trend as closely.
VI. ADJUSTMENT OF THRESHOLD VALUE AND ERROR

METRICS
As the choice of threshold parameter is somewhat subjective, there needs to be an allowance for it to be adjusted by distribution network engineers. Using the cluster analysis, it is also possible to assign error metrics to these groupings. In addition to the threshold, there needs to be allowance for adjustment of the proportion (P) of substations in a cluster that define whether it follows the trend or not. Let the clusters which have a proportion of substations greater or equal to P that do not match the national trend be a prediction of a substation not following the national trend. Then by using a confusion matrix, the engineer can gain an understanding of the accuracy of the cluster groupings dependent on the choice of threshold value.
The confusion matrix shown in Table II where the labels are defined as follows. The true positives (TP) are the substations that are correctly predicted as following the national trend. The true negatives (TN) are the substations that are correctly predicted as not following the trend. A false positive (FP) is a substation predicted as following the trend when it is not and a false negative (FN) is a substation that is predicted to not follow the trend when it does. Therefore the overall accuracy (ACC) is defined as [6] :
In addition, the true positive rate (TPR) in Eq. 3 identifies the ratio of substations that match the trend that are correctly identified. Similarly, the false positive rate (FPR) in Eq. 4 identifies the ratio of substations that do not follow the trend that are correctly identified.
Lastly, a measure called Matthew's correlation coefficient (MCC) in Eq. 5 is used to account for the biases present in the other metrics by using true positives and negatives and false positives and negatives. MCC ranges from 0 to 1 and a higher value denotes better results. It is analogous to Pearson's product moment correlation coefficient as a measure of fit between the predicted and actual cases in the binary confusion matrix [9] .
In Table III , a few different threshold values are recorded and which roughly correspond to a value taken every 50 substations along with their corresponding ACC, TPR, FPR and MCC. Note that "NaN" means the value is undefined. It is evident that in all cases, ACC is a poor measure of how well this method performs, especially in cases where the selected threshold is too high or low. Similarly, TPR and   TABLE III  ERROR METRICS   P=30%  ACC  TPR  FPR  MCC  T = Ultimately, it is left to the judgment of the network engineers as to how much error is acceptable for the national trend to be used as a proxy for a substation trend. Even the best recorded MCC in Table III of 0.305 is still relatively low but it still highlights the most problematic substations. Therefore, depending on the requirements of error acceptance, this methodology can be used to determine which substations follow the national trend or which substations are the most problematic or a combination of both.
VII. CONCLUSION
This paper analyses in-house customer categorisations attributed to substations by way of PCA and clustering. By using PCA, domestic urban, domestic rural and commercial customers can be successfully grouped in the principal component space which follows intuition. By using a biplot, it is possible to achieve a visualisation about the relationship between the PC scores of the substation and the customer variables. Additionally, through the use of clustering and external data, substations with certain PC scores can be identified to be more problematic than others. This provides a basis for looking at the properties of certain customers that deviate the most from the national trend. Of course since this data is unique to the sponsor, it relies on the accurate assessment of customers connected to the distribution network in their respective postal sectors. Therefore this work can be furthered by using more publicly available demographic databases. Furthermore, the shape of load profiles should also be investigated as it pertains to the distinction between customer groups in this investigation.
