Abstract: In this paper, we study an optimal output consensus problem for a multi-agent network with agents in the form of multi-input multi-output minimum-phase dynamics. Optimal output consensus can be taken as an extended version of the existing output consensus problem for higher-order agents with an optimization requirement, where the output variables of agents are driven to achieve a consensus on the optimal solution of a global cost function.
Introduction
Coordination problems of multi-agent systems have drawn much research interests due to the fast development of large-scale systems/networks, and multiple high-order agents have been widely discussed to deal with some practical coordination problems, including consensus and formation in recent years [1, 2, 3, 4] . Particularly, because of the cost or difficulty in the measurement of all the agent states, output consensus for high-order (minimum-phase) agents has been widely studied [5, 6, 7, 8, 9] .
In some practical applications, it might not be enough to achieve only a consensus in multi-agent systems and optimality issues of the consensus point have to be taken into consideration. Recently, distributed optimization has attracted more and more attention with their broad potential applications in multi-agent systems, smart grid and sensor networks [10, 11, 12, 13] . Among them, the case with a sum of convex objective functions has been intensively studied these years. In the problem setup, each agent is assigned with a local cost function and the control objective is to propose distributed control that guarantees a consensus on the optimal solution of the sum of all local cost functions. Many results were obtained based on gradients or subgradients of the local cost functions combined with consensus rules. In addition to many discrete-time algorithms [10, 14, 15, 16] , continuous-time gradient-based optimal consensus algorithms were proposed in different situations, considering that there are many powerful continuous-time methods. For example, in [17] , the authors reduced the distributed optimization problem as an intersection computing problem of convex sets, where each convex set is determined by the local cost function. An alternative continuous-time algorithm was provided with discrete-time communication in [18] to solve and the optimal output consensus problem is formulated in Section 2. Then an embedded optimization control framework is proposed for high-order minimum-phase agents with vector relative degrees in Section 3. Main results are presented and proved in Section 4 along with the given gradient-based control in both state feedback and output feedback cases. Following that, two examples are given to illustrate the effectiveness of the proposed algorithm in Section 5. Finally, concluding remarks are given in Section 6. Notations: Let R n be the n-dimensional Euclidean space. For a vector x, ||x|| denotes its Euclidian norm. 
Preliminaries
In this section, some basic concepts are introduced for convex analysis [30, 31] and graph theory [32] , and then the optimal output consensus problem is formulated.
Convex analysis
A function f (·) : R m → R is said to be convex if, for any 0 ≤ a ≤ 1,
A differentiable function f is convex over R m if
and f is strictly convex over R m if the above inequality is strict whenever ζ 1 = ζ 2 , and f is ω-strongly convex
A vector-valued function f : R m → R m is Lipschitz with constant ϑ > 0, or simply ϑ -Lipschitz, if
Graph theory
A weighted undirected graph is described by G = (N , E , A ) with the node set N = {1, . . ., N} and the edge set E (without self-loops). (i, j) ∈ E denotes an edge between nodes i and j. The weighted adjacency matrix A = [a i j ] ∈ R N×N is defined by a ii = 0 and a i j = a ji > 0 (a i j > 0 if and only if there is an edge between node i and node j). The neighbor set of node i is defined as N i = { j : ( j, i) ∈ E } for i = 1, ... , n. A path in graph G is an alternating sequence i 1 e 1 i 2 e 2 . . .e k−1 i k of nodes i l and edges e m = (i m , i m+1 ) ∈ E for l = 1, 2, . . ., k. If there is a path between any two vertices, then the graph is said to be connected. The Laplacian L = [l i j ] ∈ R N×N of graph G is defined as l ii = ∑ j =i a i j and l i j = −a i j ( j = i), which is thus symmetric. Denote the eigenvalues of Laplacian matrix L associated with a undirected graph G as λ 1 ≤ . . . ≤ λ N . The following lemma is well-known [32] . 
Problem formulation
In this paper, we consider a group of N continuous-time linear agents as follows:
wherex i ∈ R κ , y i ∈ R m andũ i ∈ R m are the state variable, the output variable and the control input, respectively.
Vector relative degree is a well-known concept and widely used in the study of MIMO systems, which is introduced as follows. whereC i is the ith row of matrixC andB j is the jth column ofB.
To clarify our optimal output consensus problem, we focus on a class of systems as follows. Associated with these agents, the communication topology can be described by a weighted undirected graph G = (V , E , A ), where an edge (i, j) ∈ E means that agent i and j can exchange information each other. Furthermore, each agent is endowed with a differentiable local cost function f i : R m → R. The global cost function is defined as the sum of local costs, i.e., f (y) = ∑ N i=1 f i (y). In distributed design, agent i has its own local cost function f i (·), which is only known to itself and cannot be shared globally in the multi-agent network.
The optimal output consensus problem associated with those agents (3) is then formulated as follows. [9, 7] .
Many practical problems can be written in this form, including motion planing and formation control in robotics [35, 36] The following assumptions are often made to solve output consensus and/or distributed optimization problems [7, 18, 19, 37] .
Assumption 2. The graph G is undirected and connected.
Assumption 2 is about the connectivity of graph G , which guarantees that any agent's information can reach any other agents. Assumption 3 implies the uniqueness of the optimal solution to (5) [30] . As usual, we assume there exists a finite optimal solution to (5) (refer to [18, 27] ). To get better convergence performances, we make another assumption as follows. Assumption 4 is stronger than Assumption 3. In fact, strong convexity implies the strict convexity and the Lipschitz condition here facilitates the study of exponential convergence. Both the two assumptions have been widely used in (distributed) optimization problem [37, 18, 23, 19] .
Note that the gradient-based optimization control is basically nonlinear and the general high-order system structure needs an effective design policy to optimize the output variables, which make the optimal output consensus problem much more challenging than most existing optimal consensus designs for the single-integrator and doubleintegrator agents. To tackle these problems, we propose an embedded control framework in the next section.
Embedded Control Scheme
In this section, we introduce an embedded control framework to solve the optimal output consensus problem of high-order MIMO agents in a quite unified way.
Embedded ideas or techniques are becoming ubiquitous in control applications [38] . They provide flexible and reconfigurable structures to design controllers for complicated systems by integration and implementation of some standard but simple control designs. In the following, we first brief the whole idea of our embedded control scheme depicted in Fig. 1 and then present the first two steps of this approach.
This scheme consists of three components: precompensator to deal with vector relative degree for (3), optimal signal generator to solve (5), and reference-tracking controller to force the agent to track the generator. With a precompensator, the original system is transformed to a normal form (10) with homogeneous relative degrees. This simplifies the design and makes us only focus on high-order integrators. To avoid the difficulties resulting from the high-order structure, we introduce an optimal signal generator by considering the same optimization problem for "virtual" single integrators, in order to asymptotically reproduce the optimal solution y * by a signal z i . Then by taking z i as an output reference signal for the high-order agents and embedding this generator in the feedback loop via a tracking controller to be designed in the next section, we solve the optimal output consensus problem of system (3).
Note that the key part for the optimization is the optimal signal generator, embedded in the feedback loop so that the physical system can achieve the optimization after its output follows the optimal signal given by this generator. In this way, we first solve the optimal (output) consensus problem for simple integrators, and then seek to synthesize the controllers for physical complex agents by embedding the optimal signal generator in a welldesigned reference-tracking controller for the system (10) to follow (16) . Detailed designs of the precompensator and optimal signal generator are given in the following two subsections.
Precompensator
Many high-order agents have vector relative degrees with r i = r j when i = j. To make the design simpler, we make a precondition on agents' dynamics to achieve input-output decoupling with the same relative degree in each channel. To be specific, we transform (3) by precompensation techniques [33] to a normal form through decoupling the MIMO agent dynamics and homogenizing the relative degrees.
According to [39, 34] , we can determine a group of basis under Assumption 1 and the associated coordinate transformation as follows:
). Then the system (3) can be written in the following form:
where
Hurwitz (that is, the real parts of its eigenvalues are negative) due to the minimum-phase of system (3).
, and
Therefore,
Without loss of generality, we assume max{r 1 , ..., r m } = n. Then u i is taken as
where u (n−r ι ) iι is the (n − r ι )th derivative of u iι . This implies
Consequently, we can rewrite system (3) in a normal form (10) , where the inputs and outputs are decoupled and with homogeneous relative degrees (n, . . . , n). In this way, we only have to consider agents in an integrator form composed of (10b)-(10c) and get back to linear minimum-phase agents of the form (3) by a combination of (7) and well-designed v i .
Optimal Signal Generator
Clearly, in the optimal output consensus problem, we have two main tasks: output variables of all the agents will go to the common optimal solution; and all the state variables will be bounded. Here we give an embedded technique to "divide" the problem in order to deal with the nontrivial difficulties in the whole design. In other words, we first construct an optimal signal generator to get the optimal consensus for "virtual" single integrators by leveraging the existing distributed optimization ideas and then use the leader-following ideas to achieve the output consensus for high-order agents, where the design for the "virtual" single integrators can be viewed as "embedded" technique.
Here we define an optimal signal generator as follows.
its trajectory is well-defined and satisfies z → y * as t → +∞ where y * solves
where S ∈ R m×n and b ∈ R n .
Obviously, an optimal signal generator is a system that can asymptotically reproduce the optimal solution of (11) (for single integrators), and thus the design of optimal signal generator is independent of available information and high-order plants. Although there may be various candidates, some of them may not lead to an augmented system for which the reference-tracking problem can be solved. Hence, considering system composition or embedded design, we also need to concern the robustness of these generators.
Before constructing a suitable optimal signal generator for (5), we present a useful lemma. 
Lemma 2. Consider a system of the formẋ
= −φ (x) − Sz,ż = S T x + T z (12) where x ∈ R n , z ∈ R l , φ : R n → R n is smooth and satisfies φ (0 n ) = 0 n . Assume T + T T ≤ 0, (S, T ) is observable, and x T φ (x) > 0 if x = 0 n .
Proof. Take a Lyapunov function
According to the LaSalle's invariance principle [40] , every trajectory of this system approaches the largest invariant
Since no trajectory can stay identically in E, other than the trivial solution (0 n , 0 l ) by the strict positiveness of φ (·) and observability of the pair (S, T ). Hence, the whole system is asymptotically stable at (0 n , 0 l ).
When φ (·) is ϑ -Lipschitz, from its smoothness, its Jacobian (12), which is clearly uniformly bounded with respect to t. We then represent the system as
Note
Recalling the uniform boundedness of D(t) and by Lemma 4.8.1 in [41] or following its proofs, we obtain that the pair (C,Ā o (t)) is uniformly completely observable from the observability of (C, A o ). Hence, there exist positive constants δ and k such that
where Φ(·, ·) is the state transition matrix of (14).
The derivative of V then satisfiesV
Integrating it from t to t + δ , we have that, for all t ≥ 0
Based on Theorem 8.5 in [40] , one can conclude the global exponential stability of this system at the origin.
Remark 3. An interesting special case is when T = 0 and S has a full-column rank. Apparently, (S, T ) is observable. If we further take
, this lemma provides the stability of the primal-dual gradient dynamics associated with the following optimization problem:
We then give a lemma which provides us a distributed optimal signal generator for (5).
Lemma 3. Suppose Assumptions 2-3 hold. Then the optimal consensus problem of
solved by the following control: Proof. The closed-loop system can be rewritten as follows:
∇ f i (θ ) = 0, which implies that θ is an optimal solution of (5). Thus, if we can prove the asymptotic stability of (16) at its equilibrium point (z * , λ * ), this algorithm indeed solves the distributed optimization problem determined by (5) .
For this purpose, we takez
Hence, the above error system is of the form (12) . Note that the strict convexity of f i (·) impliesz T h > 0 when z = 0. By Lemma 2, one can obtain the asymptotic stability of this error system and hence the solvability of this optimal consensus problem under (16) .
When f i (·) satisfies Assumption 4, it follows that θ = y * and h is ϑ -Lipschitz withz T h ≥ ωz Tz . Then the origin of the error system is globally exponentially stable by Lemma 2, which implies that the proposed algorithm makes y i (t) converge to θ exponentially as t → ∞ for i = 1, . . . , N. From Lemma 3, one can find system (16) is an optimal signal generator for distributed optimization problem
is strictly convex. Furthermore, under Assumption 4, the proposed generator is of exponential stability.
By Lemma 4.6 in [40] , this optimal signal generator is robust to additive perturbations on its righthand side in the sense of input-to-state stability, which will play a role in our following design.
With the designed precompensator and optimal signal generator, we will complete the control loop by proposing
proper reference-tracking controllers in the next section. In fact, this controller bridges the gap between the system (10) in a normal form and the optimal signal generator (16), and plays an important role as an interface in the design of embedded systems [42] . Since z i is time-varying, set-point regulators might fail to achieve our goal. To handle this issue, we adopt some system composition techniques and a high-gain strategy in its design.
Optimal Output Consensus of High-order Agents
In this section, we complete the embedded control design and prove that the proposed control algorithms can solve the optimal output consensus problem (5) for (3) in two gradient cases.
We start with a simple case (i.e., Case I) when the gradient function ∇ f i (·) is known to agent i, and then extend it to the second case (i.e., Case II) when only the real-time gradient ∇ f i (y i ) is available in the design. Both state and output feedback designs are proposed for two cases in the following two respective subsections.
Before the two subsections, we give the following lemma for convergence analysis in the study of the two cases.
Lemma 4. Consider a cascaded nonlinear system as follows:
Suppose for i = 1, 2 :
is globally exponentially stable at x 1 = 0;
is asymptotically (or globally exponentially) stable at x 2 = 0;
Then the system (17) is also asymptotically (or globally exponentially) stable at the origin.
Proof. The asymptotic stability is a direct consequence of Lemmas 4.6 and 4.7 in [40] and thus omitted here. We only prove the global exponential stability part. From the first two conditions and by Theorem 4.14 in [40] , there exist a continuously differentiable function V i (x) and strictly positive constants c i1 , . . . , c i4 such that, for all x i ,
Denoting x col(x 1 , x 2 ) and taking a Lyapunov function for the cascaded system (17) as V (x) = V 1 (x 1 ) + cV 2 (x 2 ) with c > 0 to be determined later. Its derivative along (17) satisfieṡ 
Since min{c 11 , cc 21 }||x|| 2 ≤ V (x 1 , x 2 ) ≤ max{c 12 , cc 22 }||x|| 2 , we invoke Theorem 4.10 in [40] and conclude the global exponential stability of (17) . Thus, the conclusion follows.
Case I
In this case, the optimal signal generator can be independently implemented and asymptotically reproduce y * by Lemma 3. Thus, we only need to propose tracking controllers for agents.
We first show our result on the high-order integrators for simplicity. Proof.
and b = col(−1, 0 n−1 ). Due to the choice of c 0 , . . . , c n−1 , the matrix A m is Hurwitz, which implies ||e
Then the closed-loop system is
ε (t−t 0 ) for some positive constants k 1 and k 2 . Solving (19) and using this bound, we obtain ||x(t)|| ≤ k 1 e To prove the exponential convergence, we rewrite the whole closed-loop system as follows:
. . , N. If Assumption 4 holds, (z i , λ i ) exponentially converges to its equilibrium point (y * , λ * i ) as t → ∞ for i = 1, . . . , N by Lemma 3. From the Lipschitzness of ∇ f i (·), the cross-termż i is also Lipschitz with respect to (z i ,λ i ). By Lemma 4, the exponential stability of (21) is achieved, which implies the conclusion.
Remark 5. Clearly, as the gradients of local cost functions are analytically known, the optimal signal generator can be implemented independently. Then the whole system is in a cascading form and the strict convexity will suffice the solvability of this optimal output consensus problem. When Assumption 4 is satisfied, the convergence can be exponentially fast by Lemma 4.
Based on Theorem 1 and the normal form (10), we go back to investigate linear minimum-phase agents of the form (3) and get the following controller:
where c 1 , . . . , c n−1 are selected as given in Theorem 1, and the relationship between u i and v i is described by (9). 
Apparently, it is in a cascading form with the first subsystem as a driven one. Recalling the minimum-phase property of (3), the matrix Π is Hurwitz. According to Theorem 1, the output y i of the last three subsystems asymptotically converges to the optimal solution y * , then the asymptotic convergence of the whole cascaded system can be obtained by Lemma 4. When Assumption 4 holds, the global exponential stability can be obtained in a similar way. The proof is thus complete.
Next, let us consider the case when only the output variables of each agent can be obtained because it may be difficult to get or measure all the state variables in some situations. Since the optimal signal generator is independently implemented, we only have to focus on the tracking part. To solve the problem, we consider an output feedback version of the proposed high-gain embedded control by proposing an observer-based output feedback design.
Since system (3) is minimum phase and therefore detectable, we can design the following local observer for i , respectively, with ι ∈ {1, . . . , n − 1}, and l 1 , . . . , l n are constants such that p l (s) = s n + l 1 s n−1 + . . . + l n−1 s + l n is Hurwitz. Then we substitute these variables by their estimations and propose the following distributed control for system (3) .
where c 0 , . . . , c n−1 and ε > 0 are defined as before, the relationship between u i and v i is described by (9) .
We then give the following results for the output feedback design. Proof.
where i by their estimations will not change the equilibrium point, we only have to prove the stability of the new system with respect to its equilibrium point under observer-based control laws. For this purpose, we repeat the whole error systems as follows: (7) and (24) . This whole system is again in a cascaded form with the last two subsystems as the driving one. By Theorem 2 and Lemma 4, this implies the asymptotic stability when f i (·) is strictly convex and global exponential stability under Assumption 4. Hence, the proof is complete. 
Recalling the Hurwitzness of Π, we apply Lemma 4 and obtainχ
a i ,χ b i ,ŷ i ,ŷ                          χ a i = Πχ a i + Ψχ b i , χ c i = 1 ε A mχ c i + b mżi + Γ i , z i = −h i − ∑ N j=1 a i j (λ i −λ j ), λ i = ∑ N j=1 a i j (z i −z j ), χ a i = Πχ a i + Ψχ b i , e i = (A l ⊗ I m )ē i where Γ i is Lipschitz in (χ a i ,ē i ) determined by
Remark 6. Based on the above analysis, it is worthwhile to mention that we can solve the problem by making the optimization design and tracking control design of high-order dynamics almost independent, because the generator for the optimization, independent of the high-order dynamics, is

Case II
In some cases, the function ∇ f i (·) is hard to obtain and only the real-time gradient ∇ f i (y i ) is available, and then the optimal signal generator cannot be independently implemented. Suppose we substitute ∇ f i (z i ) by ∇ f i (y i ) in (16) , there will be a mismatching error ∇ f i (z i ) − ∇ f i (y i ) in the control. As stated in Lemma 3, the proposed optimal signal generator under Assumption 4 is actually robust with respect to additive perturbations. Thus, these mismatching errors can be handled and compensated by its robustness along with small-gain techniques and a high-gain design.
We first show the result on high-order integrators for simplicity. Proof. 
Letẑ col(z,λ 2 ). It can be easily verified that ∆ is ϑ -Lipschitz in x − z and hencex. Note thatΓ is alsō ϑ 1 -Lipschitz inλ 2 for a positive constantθ 1 . Thus, there exists positive constantsθ 2 andθ 3 such that ||Γ|| ≤ ϑ 2 ||x|| +θ 3 ||ẑ||.
Next, we invoke a small-gain technique on (27) to prove this theorem via tuning ε. By Lemma 2 or the proof of Lemma 3, the following (nominal) system
is globally exponentially stable under the given assumptions.
Recalling the Lipschitzness of h inz, we then apply the converse Lyapunov theorem (Theorem 4.15 in [40] ) to this system, that is, there is a continuously differentiable Lyapunov function V 1 (·) such that
∂ẑ || ≤ĉ 4 ||ẑ|| for some positive constantsĉ 1 ,ĉ 2 ,ĉ 3 andĉ 4 .
Since A m is Hurwitz, there is a positive definite matrix P m ∈ R nm×nm satisfying A T m P m + P m A m = −I nm . We take a quadratic Lyapunov function V =x T (I N ⊗ P m )x + V 1 (ẑ), whose derivative along the trajectory of system (27) iṡ
By the Young's inequality, we havė
We take ε * = 2ĉ 3 2ĉ 3θ2 +θ 2 4 (29) and obtain that for any ε ∈ (0, ε * )V
which implies the exponential stability of (27) and therefore, the exponential convergence of x i with respect to y * as t → ∞. Thus, the proof is complete.
Based on Theorem 4 and the normal form (10), we go back to investigate linear minimum-phase agents of the form (3) and the following controller is readily obtained, that is,
where c 1 , . . . , c n−1 are selected as that in Theorem 4, and the relationship between u i and v i is described by (9) .
Here is our main result of (30) on general linear systems based on the embedded control scheme. Proof. Following similar arguments in the proof of Theorem 2. Clearly, the subsystem (10b)-(10c) is equivalent to the nth-order integrator.
is the equilibrium point of (10a)-(10b) determined by y * ) and take a similar coordinate transformation as that given in Theorem 4. Then the whole error system can be expressed in a cascaded form:
Note that the matrix Π is Hurwitz and Ψχ b i is Lipschitz with respect to (χ c i ,z i ). Set ε * as defined in (29) and by the proof of Theorem 4, the subsystem (χ c i ,z i ,λ i ) is then globally exponentially stable with respect to its equilibrium point under control input v i for any 0 < ε < ε * . Global exponential stability of the above cascaded system can be obtained by Lemma 4, which implies that the state trajectory of this agent is bounded and its output y i converges to y * exponentially as t → ∞. The proof is thus complete.
It can be found that for the given multi-agent system, the tracking control of each agent can be achieved by tuning only one input parameter ε. For different optimization problems, we can simply replace the local cost function f i (·) in the optimal signal generator and then adjust the gain parameter ε, which transforms a controller design problem into a parameter-tuning one. Therefore, the embedded control scheme is much simpler than redesigning a complete new algorithm for these high-order agents, which may be favorable in large-scale networks.
Remark 7. Similar problems have been investigated for the first-order system [17, 18] with vector relative degree (1, ..., 1) and the second-order system [27, 28] with vector relative degree (2, ..., 2). It is remarkable that the optimal signal generator used here actually has decoupled the complexity of optimization task from that of the high-order dynamics tracking problem, which may facilitate the design for even more complex agent dynamics.
Next, let us consider its output feedback version. As in Case I, by attaching the high-gain observer (23), we have the following distributed control for system (3) .
where c 0 , . . . , c n−1 are defined as before and ε > 0 is to be determined later.
We then have the following theorem for this design. Proof. The proof is similar to Theorem 3. In fact, following the same arguments, we only have to prove the stability of the whole error system:
where Γ i is Lipschitz in (χ a i ,ē i ) determined by (7) and (31) . This system is again in a cascaded form. Choosing ε * as defined in (29) , one can obtain its global exponential stability for any ε ∈ (0, ε * ) under Assumption 4 by Lemma 4 and Theorem 5. Hence, the proof is complete. [8, 9, 7, 6] and distributed optimization for single integrators [18, 16, 15, 17] . Due to the couplings between the distributed optimization requirement and high-order dynamic processes, it is much more challenging than traditional distributed optimization or output consensus problem. This is why we come up with the optimal signal generator to decouple the optimization design from the dynamics in order to simplify the whole design complexities. Compared with the new result given in [29] , this embedded scheme leads to a generally constructive way to solve the problem.
Simulations
In this section, we present two examples to illustrate our problem and the effectiveness of our designs.
Example 1.
Consider an optimal rendezvous problem [8] of wheeled robots with the following dynamics. 
It apparently satisfies Assumption 1 with relative degree (2, 2).
To drive all hands of robots to rendezvous at a common point that minimizes the aggregate distance from their starting points to this final location, the cost functions satisfying Assumption 4 are as f i (y) = Because ∇ f i (y) = y − y i (0), the generator (16) reduces to:
Thus, the state feedback control (18) is as follows:
Take c 0 = 4, c 1 = 8, ε = 1 and all initials (randomly) in [−10, 10] 8 . The local minimizers, i.e. their initial points, are marked by diamonds, the global optimal solution y * by a circle. The simulation result is given in Fig. 3 and all robots achieve the optimal rendezvous at y * .
Example 2.
To verify the effectiveness of our embedded design, we then consider a high-order multi-agent system modified from [7] with more complex objective functions. Thus, the whole controller is given as follows: 
Conclusions
This paper has investigated the optimal output consensus problem for high-order minimum-phase multi-agent systems. An embedded control scheme has been proposed and applied to solve this problem based on the introduction of an optimal signal generator. The proposed algorithms have been proved to converge to the optimal solution asymptotically or exponentially with different conditions. In fact, many challenging optimal output consensus problems remain to be done, including the cases of practical and nonlinear agents, or various uncertainties from communication or environment, or different optimization constraints. 
