and Watts [1975] ), (2) a seasonally differenced first order autoregressive model with a constant drift term (Foster [1977] ), and (3) a seasonally differenced first order autoregressive and seasonal moving average model (Brov; n and Rozeff [1978] ). In the notation used by Box and Jenkins, these models are designated as (0,1,1) X (0,1,1), (1,0,0) X (0,1,0) and The orthogonal polynomial MANOVA eliminates the need to make these assumptions.
In fact the only assumption needed in the present study is that of multivariate normality and this has been proven to be -10-satisfied for sufficiently large samples, via the multivariate central limit theorem [Anderson, 1958; Harris, 1975, p. 232; Ito, 1969 Tests Between Specific Models
Since the results of the MANOVA test indicated that a statistically significant difference existed, more detailed tents were conducted.
In order to determine which of the models differed in performance, vector comparisons of the equality of the forecast errors were tested between the financial analysts model and each of the univariate models.
The results of these multivariate tests are contained in Table 5 . Since the lowest probability exceeds 13 percent, these results indicated that there was insufficient evidence to reject the null hypothesis that no difference in forecast error accuracy existed between any of the vector comparisons for either of the error metrics. Abdel-khalik and Thompson [1977-781. 2 Since this process has been the subject of a growing amount of research, we Kill omit a detailed specification of the process. Interested readers are directed to Rox and Jenkins fl970] or Nelson [1973] . 3 The F model differs from the model proposed by Foster in that the drift term is excluded based on evidence provided by Brown and Rozeff [1978] that this term is significant.
A
The selection of an error metric assumes that a certain utility function is the most appropriate for evaluating alternative forecasting sources. This selection is arbitrary since little is known about the utility function of the users of earnings forecasts.
In addition, a more complete analysis would require specification of the loss function specific to the investment decision.
The selection of the value of 3.0 as an indication of an outlier was based on a visual analysis of the frequency distribution of the absolute percentage forecast error metric. As noted in a subsequent discussion, only 54 (1.05%) of the 5000 total forecasts required this adjustment.
An excellent description of the use of the orthogonal polynomial MANOVA on single factor repeated measure designs Is provided by McCall and Appelbaum [1973] , Also see Finn [1974] and Morrison [1967] Weyerhaeuser, Inc.
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