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Abstract
We consider assessment of the impact of nonresponse for a binary survey
variable Y subject to nonresponse, when there is a set of covariates
observed for nonrespondents and respondents. To reduce dimensionality and
for simplicity we reduce the covariates to a continuous proxy variable X
that has the highest correlation with Y, estimated from a probit
regression analysis of respondent data. We extend our previously proposed
proxy-pattern mixture analysis (PPMA) for continuous outcomes to the binary
outcome using a latent variable approach. The method does not assume data
are missing at random, and creates a framework for sensitivity analyses.
Maximum likelihood, Bayesian, and multiple imputation versions of PPMA are
described, and robustness of these methods to model assumptions are
discussed. Properties are demonstrated through simulation and with data from
the Ohio Family Health Survey (OFHS).
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for Survey Nonresponse
Rebecca R. Andridge and Roderick J.A. Little
DRAFT: November 2, 2011
Abstract
We consider assessment of nonresponse bias for the mean of a binary survey variable Y
subject to nonresponse, when there is a set of covariates observed for nonrespondents and
respondents. To reduce dimensionality and for simplicity we reduce the covariates to a con-
tinuous proxy variable X that has the highest correlation with Y , estimated from a probit
regression analysis of respondent data. We extend our previously proposed proxy-pattern mix-
ture analysis (PPMA) for continuous outcomes to the binary outcome using a latent variable
approach. The method does not assume data are missing at random, and creates a framework
for sensitivity analyses. Maximum likelihood, Bayesian, and multiple imputation versions of
PPMA are described, and robustness of these methods to model assumptions are discussed.
Properties are demonstrated through simulation and with data from the Ohio Family Health
Survey (OFHS).
Keywords: Missing data; Nonignorable nonresponse; Nonresponse bias; Survey data; Bayesian
methods
1 Introduction
Response rates for large-scale surveys have been steadily declining in recent years (Curtain, Presser,
and Singer 2005), increasing the need for methods to analyze the impact of nonresponse on survey
estimates. There are three major components to consider in evaluating nonresponse: the amount of
missing data, differences between respondents and nonrespondents on characteristics that are ob-
served for the entire sample, and the relationship between these fully observed covariates and the
survey outcome of interest. Current methods for handling nonresponse in surveys have tended to
focus on a subset of these components, but the impact of nonresponse cannot be fully understood
without all three pieces. In addition, historically the focus has been on situations were data are
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assumed to be missing at random (MAR, see Rubin (1976)), with less attention paid to the case
when missingness may be not at random (MNAR), that is, depend on the unobserved outcome
itself. In this paper we propose a method for estimating population proportions in survey samples
with nonresponse that includes but does not assume the data are MAR.
A limited amount of work has been done in the area of nonignorable nonresponse for categori-
cal outcomes in survey data. Some examples include Stasny (1991), who used a hierarchical Bayes
nonignorable selection model to study victimization in the National Crime Survey. Extensions of
this approach by Nandram and Choi (2002a) and Nandram and Choi (2002b) use continuous model
expansion to center the nonignorable model on an ignorable model, in the manner of Rubin (1977).
Similar methods are developed for multinomial outcomes in Nandram, Han, and Choi (2002) and
Nandram, Liu, Choi, and Cox (2005) and used to study health outcomes in the third National
Health and Nutrition Examination Survey (NHANES III). The main difference between our pro-
posed approach and these previous methods is the method of modeling the missing data. There are
two general classes of models for incomplete data, selection models and pattern-mixture models
(Little and Rubin 2002). Previous work on nonresponse models in surveys has tended to favor
the selection model; we use a pattern-mixture approach. The pattern-mixture approach requires
explicit assumptions on the missing data mechanism and naturally leads to a sensitivity analysis,
whereas the selection model approach requires strong distributional assumptions to (often weakly)
identify parameters. In addition, methods for categorical nonresponse have tended to be limited to
the case when auxiliary data are also categorical. However, auxiliary variables may be continuous;
our proposed method does not require that continuous variables be categorized before inclusion in
the model.
The work in this paper is an extension of our previously described proxy pattern-mixture anal-
ysis (PPMA) for a continuous outcome (Andridge and Little 2011). In Section 2 we briefly review
the continuous outcome PPMA before describing its extension to binary outcomes in Section 3.
Section 4 discusses three different estimation approaches, maximum likelihood, a Bayesian ap-
proach, and multiple imputation, and the sensitivity of each method to model misspecification.
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These methods are illustrated first through simulation in Section 5 and then by application to data
from the Ohio Family Health Survey in Section 6. Section 7 presents some concluding remarks.
2 Proxy Pattern-Mixture Model
Proxy pattern-mixture analysis was developed for the purpose of assessing nonresponse bias for
estimating the mean of a continuous survey variable subject to nonresponse. For simplicity, we
initially consider an infinite population with a sample of size n drawn by simple random sampling.
Let Ui denote the value of a continuous survey outcome and Zi = (Zi1, Zi2, . . . , Zip) denote the
values of p covariates for unit i in the sample. Only r of the n sampled units respond, so observed
data consist of (Ui, Zi) for i = 1, . . . , r and Zi for i = r+1, . . . , n. In particular this can occur with
item nonresponse, or with unit nonresponse where the covariates Z are design variables known for
the entire sample, paradata, or data available through linkage with administrative registers. Of
primary interest is assessing and correcting nonresponse bias for the mean of U .
To reduce dimensionality and for simplicity we reduce the covariates Z to a single proxy vari-
able X that has the highest correlation with U . The proxy X can be estimated as the predicted
values of U from a regression analysis of U on Z using respondent data, and thus is available for
both respondents and nonrespondents. Let ρ be the correlation of U and X , which we assume is
positive. If ρ is high (say, 0.8) we call X a strong proxy for U and if X is low (say, 0.2) we call
X a weak proxy for U . The type of auxiliary data available will affect the strength of the proxy;
design variables and paradata have been shown to have weak correlations with survey outcomes
(Kreuter, Olson, Wagner, Yan, Ezzati-Rice, Casas-Cordero, Lemay, Peytchev, Groves, and Raghu-
nathan 2010), while stronger predictors of U may be available in the case of item nonresponse.
Nonresponse bias in the proxy itself is measured by the difference between the overall mean of the
proxy X and the respondent mean of the proxy, d = x¯ − x¯R. The information about nonresponse
bias for U depends on the strength of the proxy (ρ) and the deviation from MCAR, as measured by
d.
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Specifically, let M denote the missingness indicator, such that M = 0 if U is observed and
M = 1 if U is missing. We assume that the joint distribution of [U,X,M ] follows the bivariate
pattern-mixture model discussed in Little (1994):
(U,X|M = m) ∼ N2
(
(µ(m)u , µ
(m)
x ),Σ
(m)
)
M ∼ Bernoulli(1− pi)
Σ(m) =
 σ(m)uu ρ(m)
√
σ
(m)
uu σ
(m)
xx
ρ(m)
√
σ
(m)
uu σ
(m)
xx σ
(m)
xx
 ,
(1)
where N2 denotes the bivariate normal distribution. Of primary interest is the marginal mean of U ,
given by µu = piµ
(0)
u + (1 − pi)µ(1)u . This model is underidentified, since there is no information
on the conditional normal distribution for U given X for nonrespondents (M = 1). However,
through parameter restrictions induced by assumptions on the missing data mechanism, the model
can be identified (Little 1994; Andridge and Little 2011). Specifically if we assume that, for some
unspecified function f and known constant λ,
Pr(M = 1|U,X) = f(X∗ + λU), (2)
the parameters are just identified. HereX∗ is the proxy variableX scaled to have the same variance
as U in the respondent population as in Andridge and Little (2011). The resulting maximum
likelihood estimate of the overall mean of U is,
µˆu = u¯R +
λ+ ρˆ
λρˆ+ 1
√
suu
sxx
(x¯− x¯R), (3)
where x¯R and u¯R are the respondent means of X and U , sxx and suu are the respondent sample
variances of X and U , and x¯ is the overall sample mean of X .
The parameter λ is a sensitivity parameter; there is no information in the data with which to
estimate it. Different choices of λ correspond to different assumptions about how the missingness
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in U depends on U and X . We assume that λ is positive, which seems reasonable given that
X is a proxy for U . Then as λ varies between 0 (missingness depends only on X) and infinity
(missingness depends only on Y ), g(ρˆ) = (λ + ρˆ)/(λρˆ + 1) varies between ρˆ and 1/ρˆ. When
λ = 0 the data are MAR, since in this case missingness depends only on the observed variable X .
In this case, (3) reduces to the standard regression estimator for U , and the bias adjustment for U
increases with ρˆ. On the other hand when λ = ∞ and missingness depends only on the unknown
value of U , (3) reduces to the inverse regression estimator proposed by Brown (1990). In this case
the bias adjustment decreases with ρˆ, reflecting the fact that in this case the bias in Y is attenuated
in the proxy, with the degree of attenuation increasing with ρˆ.
For assessing potential nonresponse bias in the mean of U using the PPM, Andridge and Lit-
tle (2011) suggest a sensitivity analysis using λ = (0, 1,∞) to capture a range of missingness
mechanisms. The intermediate case of λ = 1 that weights the proxy and true value of U equally
implies that the standardized bias in u¯R is the same as the standardized bias in x¯R. In general, the
stronger the proxy, the closer the value of ρˆ to one, and the smaller the differences between the
three estimates.
Andridge and Little (2011) describe three modes of inference for the PPM. The estimator in 3
is maximum likelihood (ML) for the pattern-mixture model, and large-sample ML variances are
given by Taylor series calculations. Maximum likelihood inference does not take into account the
fact that the proxy X is being estimated rather than known, and two Bayesian approaches incor-
porate this uncertainty. Placing non-informative priors on all parameters (including the regression
parameters that create the proxy) creates a non-iterative Bayesian model in which the proxy itself is
re-estimated by drawing the regression parameters from their posterior distribution. For a specified
value of λ, draws of the parameters of the PPM are obtained and inference for µu may be obtained
from its posterior distribution. Alternatively, this Bayesian model can be used to multiply impute
the missing values of U , conditional on a chosen value of λ. An advantage of the multiple impu-
tation approach is that complex design features like clustering, stratification, and unequal weights
can be incorporated once the imputation process has created complete data sets. ROD: I’m being
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really general with these descriptions, don’t want to bog the reader down in the details, but
if you think more should be added, let me know.
3 Extension of PPMA to a Binary Outcome
The proxy pattern-mixture analysis of Andridge and Little (2011) only applies to continuous survey
variables, where normality is reasonable. However, categorical outcomes are ubiquitous in sample
surveys. We propose extending the PPM to binary outcomes using a latent variable approach. Let
Yi now denote the value of a partially missing binary survey outcome. Of interest is the proportion
of units in the population with Y = 1.
We assume that Y is related to a continuous normally distributed latent variable U through the
rule that Y = 1 when the latent variable U > 0. The latent (respondent) data are then related to
the covariates through the linear regression equation, U = α0 + αZ + , where  ∼ N(0, 1). This
latent variable framework allows application of the PPM to this latent variable U and proxy X as
described in Section 2.
In order to estimate the proxy X we use a probit regression of Y on Z using the respondent
data,
Pr(Y = 1|Z,M = 0) = Φ(α0 + αZ). (4)
We takeX = αˆ0+αˆZ to be the linear predictor from the probit regression, rather than the predicted
probability, so that its support is the real line. The regression coefficients α are subject to sampling
error, so in practice X is estimated rather than known.
The joint distribution of the latent variable U and proxy X is described by (1), where ρ(m) is
the correlation between the latent variable U and the constructed proxy X . As with the continuous
outcome PPM model, parameter restrictions based on the missing data mechanism are required
to identify the parameters µ(1)u , σ
(1)
uu , and ρ(1). Since U is completely unobserved, σ
(0)
uu is also not
identifiable and without loss of generality can be fixed at an arbitrary value. Following convention
we set σ(0)uu = 1/(1− ρ(0)2) so Var(U |X,M = 0) = 1.
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The marginal mean of Y for a specified value of the sensitivity parameter λ is given by,
µy = Pr(Y = 1) = Pr(U > 0) = piΦ
(
µ(0)u /
√
σ
(0)
uu
)
+ (1− pi)Φ
(
µ(1)u /
√
σ
(1)
uu
)
, (5)
where Φ(·) denotes the standard normal CDF. When λ > 0, i.e. under MNAR, the missingness in
the binary outcome Y is being driven by X and the completely unobserved latent U . This allows
for a “smooth” missingness function, i.e., conditional on X the probability of missingness may lie
on a continuum instead of only taking two values, as would be the case if missingness depended
on Y itself.
As with the continuous PPM, the information about nonresponse bias in the mean of Y is sum-
marized by ρ(0) and the deviation in the proxy mean, d = x¯− x¯R, withX now a proxy for the latent
U instead of the partially observed outcome Y itself. Under the latent model framework, direct
interpretation of ρ(0) and in particular d may not be as meaningful as they are for the continuous
PPM, as these measures on the scale of the latent variable U . However, their usefulness as markers
of the severity of the nonresponse problem (d) and our ability to make adjustments to combat the
problem (ρ(0)) remains. The taxonomy of evidence for nonresponse bias laid out in Andridge and
Little (2011) applies to the binary PPM as well, with large ρ(0) and small d the most desirable
scenario, and small ρ(0) and large d the least desirable. Additional care must be taken when in-
terpreting d, as the impact of d on nonresponse bias in Y is inextricably linked to the respondent
mean of Y itself. For a continuous Y , the deviation d has the same (standardized) effect on the
overall mean regardless of the value of y¯R. However, in the binary case the deviation is on the
latent scale, and only the bias in U is location-invariant. When transformed to the binary outcome,
different d values will lead to different size biases, depending on the respondent mean of Y . The
use of the standard normal CDF to transform U to Y drives this; the difference Φ(a+ d)−Φ(a) is
not merely a function of d but also depends on the value of a.
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4 Estimation Methods
4.1 Maximum Likelihood
Maximum likelihood can be used to estimate the parameters of the pattern-mixture model (1) that
describes the joint distribution of the latent variable U and the proxy X . Estimators of µ(m)x and
σ
(m)
xx for m = 0, 1 are the usual estimators, however, estimators for µ
(0)
u and ρ(0), and therefore
σ
(0)
uu , are not immediately obvious since the latent U is unobserved even for respondents. To obtain
these estimates, we note that the correlation ρ(0) is the biserial correlation between the binary Y
and continuous X for the respondents. Maximum likelihood estimation of the biserial correlation
coefficient was first studied by Tate (1955a,b), who showed that a closed form solution does not
exist. The parameters ρ(0) and ω(0) = µ(0)u /
√
σ
(0)
uu (referred to as the cutpoint) must be jointly
estimated through an iterative procedure such as a Newton-Raphson type algorithm. It is important
to note that the resulting ML estimate of ω(0) is not the inverse probit of the respondent mean of
Y , i.e. the ML estimate of the mean of Y for respondents is not y¯R.
For a chosen value of the sensitivity parameter λ, the ML estimates of the parameters of the
distribution of latent U for nonrespondents are then given by
µˆ(1)u = µˆ
(0)
u +
λ+ ρˆ(0)
λρˆ(0) + 1
√
σˆ
(0)
uu
σˆ
(0)
xx
(x¯NR − x¯R) (6)
σˆ(1)uu = σˆ
(0)
uu +
(
λ+ ρˆ(0)
λρˆ(0) + 1
)2
σˆ
(0)
uu
σˆ
(0)
xx
(σˆ(1)xx − σˆ(0)xx ) (7)
Plugging these estimates into (5) yields the ML estimate of the mean of Y . The large-sample vari-
ance estimate of µy is obtained through Taylor series expansion and inversion of the information
matrix.
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4.2 Bayesian Inference
As with continuous PPM, the ML estimate ignores the uncertainty inherent in the creation of the
proxy X . An alternative approach is to use a Bayesian framework that allows incorporation of this
uncertainty. Since U is unobserved, we propose using a data augmentation approach. We place
non-informative priors on the probit regression parameters α and use a Gibbs sampler to draw
the latent U for respondents (Albert and Chib 1993). At the jth iteration of the Gibbs sampler,
U follows a truncated normal distribution conditional on α(j) (and therefore on the created proxy
X(j)),
(U(j)|Y, α(j),M = 0) = (U(j)|Y,X(j),M = 0) ∼ N(X(j), 1) = N(α(j)Z, 1)
truncated at the left by 0 if Y = 1 and at the right by 0 if Y = 0.
(8)
Here the subscript (j) denotes the jth draws of the parameters. Then given the augmented contin-
uous U(j) we draw α(j+1) from its posterior distribution, which also follows a normal distribution,
(α(j+1)|Y, U(j),M = 0) ∼ N((ZTZ)−1ZTU(j), (ZTZ)−1), (9)
and recreate the proxy X(j+1) = α(j+1)Z.
This data augmentation allows for straightforward application of the Bayesian estimation meth-
ods for continuous PPMA. For a chosen value of λ, we apply the PPM algorithm as described in
Andridge and Little (2011) to the pair (X,U) to obtain draws of the parameters of the joint dis-
tribution of X and U , {µ(0)x , σ(0)xx , µ(1)x , σ(1)xx , µ(0)u , σ(0)uu , ρ(0)}. Since U is unobserved even for the
respondents, after each draw of the parameters from the PPM model, X is recreated for the entire
sample and U is redrawn for the respondents given the current set of parameter values as described
in the data augmentation approach above. Note that this does not require a draw of the latent data
for nonrespondents. Draws from the posterior distribution of µy are obtained by transforming the
draws from the Gibbs sampler as in (6) to obtain {µ(1)u , σ(1)uu }, and then plugging into (5).
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4.3 Multiple Imputation
An alternative method of inference is multiple imputation (Rubin 1978). For a selected λ we
create K complete data sets by filling in missing (binary) Y values with draws from the poste-
rior distribution, based on the pattern-mixture model. At the jth draw of the parameters φ =
(µ
(1)
u , µ
(1)
x , σ
(1)
uu , σ
(1)
xx , ρ(1)) from their posterior distribution as described in Section 4.2, we draw the
latent U for nonrespondents based on the conditional distribution,
[ui(j)|xi(j),mi = 1, φ(j)] ∼ N
µ(1)u(j) + σ(1)ux(j)
σ
(1)
xx(j)
(
xi(j) − µ(1)x(j)
)
, σ
(1)
uu(j) −
σ
(1)
ux(j)
2
σ
(1)
xx(j)
 (10)
where the subscript (j) denotes the jth draws of the parameters and the proxy X . The missing yi
are then imputed as yi(j) = I(ui(j) > 0), where I() is an indicator function taking the value 1 if the
expression is true. In order to reduce auto-correlation between the imputations due to the Gibbs
sampler, we thin the chain for the purposes of creating the imputations. For the kth completed data
set, the estimate of µy is the sample mean Y¯k with estimated variance Wk. A consistent estimate of
µy is then given by µˆy = 1K
∑K
k=1 Y¯k with Var(µˆy) = W¯K +
K+1
K
BK , where W¯K = 1K
∑K
k=1Wk is
the within-imputation variance and B = 1
K−1
∑K
k=1(Y¯k− µˆy)2 is the between-imputation variance.
As with the continuous PPMA, an advantage of the multiple imputation approach is the ease
with which complex design features like clustering, stratification and unequal sampling probabili-
ties can be incorporated. Once the imputation process has created complete data sets, design-based
methods can be used to estimate µy and its variance; for example the Horvitz-Thompson estimator
can be used to calculate Y¯k.
4.4 Sensitivity to Violations of Normality Assumption
The maximum likelihood estimates described in 4.1 require an assumption of bivariate normality
of X and U . When U is observed (i.e., with a continuous outcome), the PPM model is relatively
robust to departures from this assumption and only relies on linear combinations of first and second
10
http://biostats.bepress.com/umichbiostat/paper94
moments in estimating the mean of Y . However, for binary outcomes the normality assumption
plays a more crucial role, made clear with an example. Suppose the proxyX is normally distributed
in the respondent population, with [X|M = 0] ∼ N(µ(0)x , σ(0)xx ). We assume that, for respondents,
the latent variable U = X + e where e ∼ N(0, 1), such that Pr(Y = 1|M = 0) = Pr(U > 0|M =
0). Then the conditional and marginal respondent distributions of U along with the mean of Y are
given by:
[U |X,M = 0] ∼ N(X, 1)
[U |M = 0] ∼ N(µ(0)x , 1 + σ(0)xx )
µ(0)y = Pr(U > 0|M = 0) = Φ
(
µ(0)u /
√
σ
(0)
uu
)
= Φ
(
µ(0)x /
√
1 + σ
(0)
xx
)
,
Plugging maximum likelihood estimates of µ(0)u and σ
(0)
uu into the expression for µ
(0)
y yields an
unbiased estimate of the mean of Y . Suppose, however, that X does not have a normal distribu-
tion among the respondents. The conditional distribution [U |X,M = 0] remains normal but the
marginal distribution [U |M = 0] is no longer normal. As a consequence, ML estimates of µ(0)u and
σ
(0)
uu will be unbiased, but the ML estimate of µ
(0)
y obtained from plugging into (5) will not be. The
transformation from U to Y gives Pr(Y = 1|M = 0) = Pr(U > 0|M = 0) = ∫∞
0
fU(u) du where
f
(0)
U (u) is the convolution of the error distribution N(0, 1) and the respondent distribution of X ,
f
(0)
X (x). Thus the ML estimate of the respondent mean of Y will be biased, despite the fact that Y
is fully observed for the respondents. The Bayesian approach will also produce biased estimates
of µ(0)y if X deviates away from normality. Multiple imputation is less sensitive to departures from
normality since imputations are based on the conditional distribution [U |X,M ] which is normal
by definition of the latent variable and is not affected by non-normal X . In the next section we
describe modifications to the ML and Bayesian methods that are robust against deviations from
normality of the proxy.
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4.5 Robust Estimation Methods
For binary Y , an alternative to ML for estimating the biserial correlation coefficient is the two-
step method, proposed by Olsson, Drasgow, and Dorans (1982) in the context of the polyserial
correlation coefficient. In the first step, the cutpoint ω(0) is estimated by ωˆ(0) = Φ−1(y¯R), so that
the ML estimate of the respondent mean of Y is y¯R. Then a conditional maximum likelihood
estimate of ρ(0) is computed, given the other parameter estimates. Maximum likelihood estimates
of the other parameters of the PPM model are computed as before. This method is computationally
simpler than the “full” ML estimate, has the attractive property of returning the logical estimate
µˆ
(0)
y = y¯R, and is less sensitive to non-normality of the proxy. The properties of the two-step
estimator are not well studied, so we obtain variance estimates with the bootstrap.
To modify the Bayesian PPM estimation method to reduce sensitivity to deviations from nor-
mality in the proxy X , we take inspiration from the multiple imputation approach. We use the
Gibbs sampler to draw the latent U for nonrespondents conditional on the current parameter values
at each iteration, which is not required for the standard PPM Bayesian approach. Draws of µ(1)y
are then taken to be µ(1)y = 1n−r
∑n
i=r+1 I(Ui > 0), instead of transformations of the parameters
{µ(0)x , σ(0)xx , µ(1)x , σ(1)xx , µ(0)u , σ(0)uu , ρ(0)}. A similar robust method of obtaining an estimator for the
respondent mean is not appropriate, as draws of U for the respondents in the Gibbs sampler are
conditional on the observed Y and thus the resulting draw of µ(0)u will always be y¯R. To avoid this,
we propose two approaches. An obvious extension is to redraw the latent U conditional only on
the current draws of the proxy and the parameters, with the subsequent draw of µ(0)y taken to be
µ
(0)
y = 1n−r
∑n
i=r+1 I(Ui > 0). The drawback of this method (Modification 1) is that variances
may actually be overestimated since we are essentially imputing the observed binary outcome Y
for the respondents. Alternatively, we can use the average of the predicted probabilities for the
respondents as a draw of µ(0)y , i.e. 1r
∑r
i=1 Φ
−1(Xi). This is actually a draw of the conditional mean
of Y (conditional on X) and so its posterior distribution will underestimate the variance of µ(0)y .
To combat this we take a bootstrap sample of the Xi before calculating the mean of the predicted
probabilities (Modification 2).
12
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5 Simulation Studies
We now describe a set of simulation studies designed to (1) illustrate the effects of ρ, d, and sample
size on PPMA estimates of the mean of a binary outcome Y , (2) assess confidence coverage of ML,
Bayes and MI inferences when model assumptions are met, and (3) assess confidence coverage of
the robust estimation methods when the normality assumption is incorrect. All simulations and
data analysis were performed using the software package R (R Development Core Team 2011).
5.1 Numerical Illustration of Binary PPMA
Our first objective with the simulation studies was to numerically illustrate the taxonomy of ev-
idence concerning bias based on the strength of the proxy and the deviation of its mean. We
created a total of eighteen artificial data sets in a 3x3x2 factorial design with a fixed nonre-
sponse rate of 50%. A single data set was generated for each combination of ρ = {0.8, 0.5, 0.2},
d∗ = {0.1, 0.3, 0.5} and n = {100, 400}, where d∗ = d/
√
σˆ
(0)
xx . A single covariate Z was gen-
erated for both respondents and nonrespondents, with zi ∼ N(0, 1), i = 1, . . . , r for respondents
and zi ∼ N(d∗/(1− r/n), 1), i = r + 1, . . . , n for nonrespondents. For respondents only, a latent
variable ui was generated as [ui|zi] ∼ N(a0 + a1zi, 1), with an observed binary Y then created
as yi = 1 if ui > 0. We set a1 = ρ/
√
1− ρ2 so that Corr(Y,X|M = 0) = ρ and choose
a0 = Φ
−1(0.3)
√
1 + a21 so that the expected value of Y for respondents was 0.3. In this and all
subsequent simulations the latent variable U was used for data generation and then discarded; only
Y and Z were used for the proxy pattern-mixture analysis.
For each of the eighteen data sets, estimates of the mean of Y and its variance were obtained
using the PPM model for λ = (0, 1,∞). For each value of λ, three 95% intervals were calculated:
(a) ML: the (full) maximum likelihood estimate ± 2 standard errors (large-sample approxima-
tion),
(b) PD: the posterior median and 2.5th to 97.5th posterior interval based on 2000 cycles of the
Gibbs sampler as outlined in Section 4.2, with a burn-in of 20 iterations,
13
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(c) MI: mean ± 2 standard errors from 20 multiply imputed data sets, with a burn-in of 20
iterations and imputing on every hundredth iteration of the Gibbs sampler.
The robust estimation methods described in Section 4.5 designed to handle non-normal proxies
were also calculated. Since the simulated covariate data were normally distributed, the modified
estimators yield similar results and are not shown. The complete case estimate (± 2 standard
errors) was also computed for each data set.
5.1.1 Results
Figure 1 shows the resulting 95% intervals using each of the three estimation methods for the nine
data sets with n = 400, plotted alongside the complete case estimate. The relative performances
of each method for the data sets with n = 100 are similar to the results with n = 400 (with larger
interval lengths); results are not shown. We note that in this simulation the true mean of Y is not
known; we simply illustrate the effect of various values of ρ and d∗ on the sensitivity analysis and
compare the different estimation methods.
For populations with strong proxies (ρ = 0.8), ML, PD, and MI give nearly identical results.
For these populations there is not a noticable increase in the length of the intervals as we move
from λ = 0 to λ = ∞, suggesting that even in the case of a large deviation (d∗ = 0.5) there is
good information to correct the potential bias.
For weaker proxies we begin to see differences among the three methods. When λ = 0 (MAR)
the three methods yield similar inference, but for nonignorable mechanisms the intervals for PD
and MI tend to be wider than those for ML. For both Bayesian methods (PD, MI) the interval width
increases as we move from λ = 0 to λ =∞, with a marked increase in length when ρ = 0.2. The
ML estimate displays different behaviour; its intervals actually get very small for the weak proxies
and large d. This is due to the unstable behaviour of the MLE near the boundary of the parameter
space. For weak proxies (small ρ), the MLE of σ(1)uu as given in (6) can be zero or negative if the
nonrespondent proxy variance is smaller than the respondent variance. If it is negative, we set
σˆ
(1)
uu = 0. Since the MLE of the mean of Y is given by µˆ
(1)
y = Φ
(
µˆ
(1)
u /
√
σˆ
(1)
uu
)
, a zero value for
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σˆ
(1)
uu causes µˆ
(1)
y to be exactly 0 or 1 depending on the sign of µˆ
(1)
u . The large sample variance will
then be small since the estimate of σ(1)uu is zero, and interval widths will be small relative to the PD
or MI intervals.
Since the outcome is binary, we obtain a natural upper and lower bound for the mean of Y
by filling in all missing values with zeros or all with ones. These bounds are shown with dotted
lines in Figure 1. For strong proxies, even with a large deviation this upper bound is not reached,
suggesting that even in the worst-case MNAR scenario where missingness depends entirely on the
outcome the overall mean would not be this extreme. However, for the weakest proxy (ρ = 0.02)
we see that even for the smallest deviation the intervals for PD and MI cover these bounds. This is
due to the weak information about Y contained in the proxy. The PD intervals are highly skewed
and the MI intervals are exaggerated in length. The posterior distribution of µy is bimodal, with
modes at each of the two bounds obtained when missing values are all zeros or all ones. Thus the
posterior interval essentially covers the entire range of possible values of µy. Similarly for MI the
imputed data sets have imputed values that are either all zeros or all ones. This causes very large
variance and thus large intervals, and since by construction the intervals are symmetric for MI,
they are even larger than the posterior intervals from PD. As previously discussed, the ML method
gives extremely small intervals for the weak proxies, with the point estimate at the upper bound.
5.2 Confidence Coverage, Normally Distributed Proxy
The second objective of the simulation was to assess coverage properties for each of the three
estimation methods when the PPM model is correct, i.e., when the proxy is normally distributed.
We generated data using the same set-up as Section 5.1. We fixed d∗ = 0.3 and varied ρ =
{0.8, 0.5, 0.2} and n = {100, 400} for a total of six populations, and generated 500 replicate data
sets for each population. For each population we applied the proxy pattern-mixture model using
each of λ = {0, 1,∞}, with the assumption that the assumed value of λ is the true value of λ. This
led to a total of eighteen hypothetical populations, and for each we computed the actual coverage
of a nominal 95% interval and median interval length. We also calculated the relative empirical
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bias for each estimator. Assuming that the λ value is correct is unrealistic, but coverages are clearly
not valid when the value of λ is misspecified, and uncertainty in the the choice of λ is captured by
the sensitivity analysis.
A total of six estimators for the mean of the binary outcome Y and its variance were ob-
tained for each of the eighteen data sets. These included the unmodified maximum likelihood (ML
Full), unmodified Bayesian (PD A), and multiple imputation (MI) estimators, as well as the three
modified estimators described in Section 4.5: the two-step maximum likelihood estimator (ML 2-
step) and two modifications to the Bayesian estimator (PD B, PD C). Confidence intervals for the
two-step ML estimator were based on 500 bootstrap samples. Posterior intervals for all three PD
methods were based on 1000 draws from the Gibbs sampler as the chains were quick to converge.
5.2.1 Results
Table 1 displays the average empirical relative bias, nominal coverage, and median CI width for
the eighteen populations. For the smaller sample size (n = 100), all methods suffer from slight un-
dercoverage, even when the proxy is strong. This undercoverage is exaggerated in the populations
with the weakest proxy (ρ = 0.2) and when λ = ∞, where all the methods are negatively biased.
With 50% nonresponse, these small samples have only 50 observed data points, and estimation of
the distribution of the latent variable from the binary observations is challenging. No method dis-
plays consistently better performance in the small sample size, though the larger interval lengths
of PD B (redrawing the latent U for nonrespondents) and MI yield slightly improved performance.
Differences between the methods emerge with the larger sample size (n = 400). All methods
perform well when the proxy is strong (ρ = 0.8), though the second modification to the Bayesian
method (PD C – bootstrapping the predicted probabilities) consistently shows a small amount of
undercoverage. As expected, the interval widths for the alternative modification to the Bayesian
method (PD B) are wider than the standard PD method (PD A), with PD B actually overcovering
for several populations, most notably when λ = 0 or 1. There does not seem to be much difference
between the two ML methods for any of the populations, though for the smaller sample size we
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see slightly wider confidence intervals for the two-step method. As was evident in the previous
simulation, when ρ = 0.2 and λ = ∞ the confidence interval length for ML Full is much smaller
than any of the other methods, and this leads to slight undercoverage.
5.3 Confidence Coverage, Non-Normally Distributed Proxy
As a final objective for the simulation study we wanted to assess the performance of the modifica-
tions to the maximum likelihood and Bayesian estimation methods for binary Y when the normal-
ity assumption of the proxy was violated. Since by definition this is a situation where the model is
violated, we cannot generate data as in the previous two sets of simulations. Instead, complete data
were generated in a selection model framework and missingness was induced via different miss-
ingness mechanisms. The sample size was fixed at n = 400 since the previous simulation showed
difficulty in distinguishing performances of the methods for smaller n. Three different distributions
for a single covariate Z were selected: (a) Normal(0, 1), (b) Gamma(4, 0.5), (c) Exponential(1).
These distributions were chosen to evaluate the effect of both moderate skew (Gamma) and se-
vere skew (Exponential). We note that the selection model implies marginal normality, whereas
the PPM model assumes conditional normality, so even with a normally distributed covariate the
distributional assumptions of the PPM model are violated.
Data were generated as follows. For each of the three Z distributions the covariate zi, i =
1, . . . , n was generated. Then for each of ρ = {0.8, 0.5, 0.2} the latent ui was generated from
[ui|zi] ∼ N(a0 + a1zi, 1), where a1 = ρ/
√
1− ρ2 so that Corr(Y,X) = ρ, where the proxy
X = a0 + a1Z. The binary outcome Y was then created as yi = 1 if ui > 0, with values of a0
chosen so that E[Y ] = 0.3. The missing data indicator mi was generated according to a logistic
model,
logit(Pr(mi = 1|ui, zi)) = γ0 + γZzi + γUui,
and values of yi were deleted when mi = 1. The two different missingness mechanisms selected
were MAR, with γZ = 0.5, γU = 0, and extreme MNAR, with γZ = 0, γU = 0.5. Aside from
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the discrepancy of marginal versus conditional normality, these two mechanisms correspond to λ
values of 0 and∞, respectively. For both scenarios, values of γ0 were selected to induce approxi-
mately 50% missingness.
The process of generating {zi, ui, yi,mi}, and inducing missingness was repeated 500 times
for each of the eighteen populations. The same six estimators for the mean of the binary outcome
Y and its variance were obtained for each of the eighteen data sets as in the previous simulation.
For the MAR mechanism, λ was taken to be zero, and for MNAR λ =∞.
5.3.1 Results
When Z is normally distributed, results are similar to the previous simulation, as seen in Table 2a.
All methods are unbiased across all scenarios except when ρ = 0.2 under MNAR. For this popu-
lation there is a small bias but all methods except ML Full still achieve nominal coverage, and in
fact many show higher than nominal coverage. The consistently best performing methods are ML
2-step, PD B, and MI, which reach nominal coverage in all scenarios. PD C shows undercover-
age (as in the previous simulation) when the proxy is strong, and also slight undercoverage under
MAR. As was previously seen, ML Full has intervals that are too short under MNAR with a weak
proxy (ρ = 0.2), and thus exhibits very poor coverage. The two-step ML fixes this problem, since
the bootstrap is used for variance estimation instead of the large-sample approximation, though the
intervals are nearly twice as long as other methods.
Table 2b shows results for the slightly skewed proxy, when Z has a Gamma distribution. The
methods that rely the most on the underlying normality assumption of the PPMA, ML Full and
PD A, show bias for the stronger proxies under both missingness mechanisms and hence tend to
undercover. When missingness is at random, as before the best performers are ML 2-step, PD B,
and MI, with PD C showing undercoverage. The more difficult populations are under MNAR. For
both ρ = 0.8 and ρ = 0.5 all methods exhibit some bias, though ML Full and PD A are the most
biased, and subsequently all methods fail to acheive nominal coverage. The exception is MI, which
is at nominal coverage for all but one scenario. For the weakest proxy (ρ = 0.2) ML Full again
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shows undercoverage, while the two-step ML corrects this problem. However, it does so with very
large confidence intervals relative to the Bayesian methods which reach nominal coverage.
Results for Z having an Exponential distribution are displayed in Table 2c. The results are
similar to the Gamma case, with larger biases and lower coverage rates across all populations.
With a severely skewed proxy, the PPM model actually performs the worst with a strong proxy;
under both MAR and MNAR it is difficult for any estimation method to reach nominal coverage.
As the strength of the proxy weakens, under MAR ML 2-step and PD B reach nominal coverage,
while the unmodified ML Full and PD A methods remain biased and have poor coverage.
Overall, the best performing method is MI, which achieves nominal or just under nominal
coverage for all three distributions of Z, including the severely skewed Exponential, and under
both missingness mechanisms with all strengths of proxies. This result is not surprising. Even
though MI uses the fully parametric PPM model to generate posterior draws of the parameters,
these draws are subsequently used to impute the missing Y values via the conditional distribution
of [U |X,M = 1]. Even if the proxy is not normally distributed, the conditional distribution of the
latent variable given the proxy is normal by definition, and so MI should be the least sensitive to
departures away from normality in the proxy.
The one other method that does reasonably well in most scenarios is the first modification to
the Bayesian draws, PD B. As with MI, this method conditions on the proxy and draws the latent U
and thus outperforms the unmodified Bayesian method that relies entirely on the joint normality of
U and the proxy X . PD B achieves at or near nominal coverage for strong proxies across all levels
of skewness, but exhibits overcoverage for weaker proxies. This is to be expected, since in this
modification the latent U for respondents are redrawn unconditional on the observed Y , which is
effectively imputing the observed Y , and certainly has the potential to add unnecessary variability,
as was noted in Section 4.5.
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6 Application to the Ohio Family Health Survey
The 2008 Ohio Family Health Survey was one of the largest state-sponsored health surveys in the
United States. The sampling design was a stratified (by county), list-assisted random digit dial-
ing sample of Ohio’s non-institutionalized population, with oversampling of certain counties and
minority populations. A cell-phone supplement was added mid-way through the project, with this
sample treated as a separate stratum. Clusters were defined as a household/family, and within each
cluster one adult was randomly selected to participate. Details on the design and implementation
of the 2008 OFHS are available elsewhere (Duffy and Muzzy 2008).
A total of n = 50, 944 adults provided responses to some or all of the survey. Missing values
for key variables such as gender, age, race/ethnicity, education level, and housing tenure were
singly imputed by the OFHS using a hot deck procedure, since these key variables were necessary
for construction of design weights, and rates of missingness were low. The covariate with the
highest level of missingness was income. Subjects were prompted first to provide an exact income,
and if they could not or were not willing to, they were prompted to select from a set of categories.
Overall, 9.2% of subjects (n = 4707) were missing the categorical income variable. The goal
of our application was to use the proxy pattern-mixture model to estimate the potential impact of
non-ignorable nonresponse on the estimated proportion of people at various income levels.
We created two dichotomized income variables to analyze separately with the PPM model.
High income was defined as 300+% of the poverty threshold, and low income was defined as be-
low the poverty threshold. These two binary variables were analyzed separately using the PPM
model; see Section 7 for a discussion of the extension of the model to ordinal outcomes. Covari-
ates that were fully observed (or completed by single-imputation) and used in the analysis were
region, household composition (number of adults, number of children), respondent age, gender,
race, education level, insurance/Medicaid status, tenure in current home, an indicator for whether
the subject was part of the cell-phone supplement, and the logarithm of the sample weight. Probit
regression was used to estimate the proxy, with the final models chosen with backwards selection
starting from a model that contained all second-order interactions.
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The maximum likelihood estimates of the strength of the proxies were ρˆ = 0.63 for low in-
come, and ρˆ = 0.71 for high income, reflecting a moderate to strong amount of information in the
auxiliary data for predicting income. The deviations away from MCAR were d = 0.0051 for low
income and d = −0.015 for high income, thus we would expect to see larger differences across the
values of λ for low income. Estimates of the probabilities of low and high income and 95% inter-
vals for each of λ = (0, 1,∞) were obtained using the multiple imputation estimation procedure
with K = 20 data sets. The burn-in period was 20 draws due to quick convergence and impu-
tation occurred on every hundredth iteration. Since OFHS has a complex survey design we used
design-based estimators of the proportion using the survey weights, with the “survey” routines in
R, which estimate variances using Taylor series linearizations (Lumley 2004).
Estimated proportions and 95% confidence intervals are displayed in Figures 2 and 3, with
bounds obtained by filling in all zeros or all ones are denoted by dotted lines. For both outcomes,
the strong proxies ensure that the interval length doesn’t get noticeably larger for even the extreme
MNAR case (λ = ∞). For low income, the complete case estimate appears to underestimate the
percent of subjects, with the MAR and MNAR estimates all slightly higher. There is not a large
difference in the estimated proportions between the ranges of λ, as we would expect with a small
deviation d and relatively strong proxy ρˆ. For high income, using the complete cases yields an
estimate of the percent of high income earners that is too large, and as we move from MAR to
MNAR the estimated proportion decreases. For this outcome, the deviation d is larger, and thus
the shift in the mean estimate associated with missingness not at random is larger than for low
income.
7 Discussion
In this paper we have extended the previously developed proxy pattern-mixture analysis to handle
binary data, which are ubiquitous in sample survey data. As with a continuous outcome, this
novel method integrates the three key components that contribute to nonresponse bias: the amount
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of missingness, differences between respondents and nonrespondents on characteristics that are
observed for the entire sample, and the relationship between these fully observed covariates and
the survey outcome of interest. The analysis includes but does not assume that missingness is
at random, allowing the user to investigate a range of non-MAR mechanisms and the resulting
potential for nonresponse bias. For the binary case, it is common to investigate what the estimates
would be if all nonresponding units were zeros (or ones), and in fact the binary PPMA produces
these two extremes when the proxy is weak.
An attractive feature of the continuous outcome PPMA is its ease of implementation; a draw-
back of the extension to binary outcomes is a loss of some of this simplicity. By introducing a
latent variable framework we reduce the problem to one of applying the continuous PPMA to a
latent variable, but since this underlying continuous latent variable is unobserved even for non-
respondents, application is more complex. Closed-form solutions are no longer available for the
maximum likelihood approach, and Bayesian methods require iteration using Gibbs sampling.
However, the ML solutions are good starting points for the Gibbs sampler and only very short
burn-in periods are required.
An additional level of complexity in the binary case is the effect of skewed proxies. Where
the continuous PPMA is relatively robust to departures from bivariate normality in the proxy and
outcome, the binary and ordinal cases rely heavily on the normality assumption. The assumption of
normality of the proxy is crucial and even slight deviations away from normality will cause biased
results. To relax the dependence on the normality assumption we introduced modified estimators
that appear to not only perform better when the normality assumption is violated but also maintain
good performance if the normality assumption holds.
We have described three different estimation methods for the binary PPMA: maximum like-
lihood, fully Bayesian, and multiple imputation. In our investigations the consistently best per-
former is multiple imputation. This method does not require a modification to handle skewed
proxies, while both the maximum likelihood and Bayesian methods require modified estimators.
In addition, incorporation of design weights in estimating proportions is straightforward with MI,
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as once the model-based imputation is completed a design-based estimator of the mean can be
applied in a straightforward manner.
The binary PPM can be extended to ordinal outcomes. Suppose instead of a binary outcome we
observe a partially missing ordinal outcome Y , where Yi takes one of J ordered values, 1, . . . , J .
As with the binary case we assume there is an underlying latent continuous variable U , related to
the observed Y through the rule that Y = j if γj−1 < U < γj for j = 1, . . . , J , with γ0 = −∞ and
γJ = ∞. This latent structure allows an extension of probit regression to ordinal outcomes (e.g.
Agresti 2002, chap. 7), such that Pr(Y ≤ j|Z,M = 0) = Pr(U ≤ γj) = Φ(γj+αZ). For the PPM
we take the proxy X = αˆZ, and apply the proxy pattern-mixutre model (1) to the joint distribution
of the proxy X and latent U . Resulting maximum likelihood estimates of the parameters µ(1)u
and σ(1)uu have the same form as in the binary case. The ML estimates of the parameters of the
distribution of X for respondents and nonrespondents are the usual estimators. This leaves µ(0)u ,
σ
(0)
uu , ρ(0), and γ = {γj} to be estimated. Without loss of generality we take µ(0)u = 0 and σ(0)uu = 1
and obtain MLEs for the correlation ρ(0) and cutpoints γ. This reduces to the problem of estimating
the polyserial correlation between the ordinal Y and continuousX , first considered by Cox (1974).
As with the binary case, there is no closed-form solution and an iterative solution is required. The
Bayesian and multiple imputation estimation methods follow from direct extension of the binary
case.
Future work will work to extend PPMA to domain estimation, an important issue in practice. In
particular, we are interested in the case where there is a continuous outcome and a binary domain
indicator. When the domain indicator is fully observed (for example, gender in the OFHS data),
application of the PPM model is straightforward; the domain indicator can be included in the model
that creates the proxy, or the entire continuous PPM method can be applied separately for the two
domains. The more complex case is when the domain indicator and outcome are jointly missing.
We have begun work on this aim, using methods similar to that of Little and Wang (1996), who
extend the bivariate pattern-mixture model to the multivariate case when there are two patterns of
missingness.
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Figure 2: Estimates of the proportion low income for λ = (0, 1,∞) based on OFHS data. Numbers
below intervals are the center of the interval (estimated proportion). CC: Complete case; MI: 20
multiply imputed data sets.
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Figure 3: Estimates of the proportion high income for λ = (0, 1,∞) based on OFHS data. Num-
bers below intervals are the center of the interval (estimated proportion). CC: Complete case; MI:
20 multiply imputed data sets.
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Table 1: Average relative empirical bias, 95% interval coverage and median interval length for
eighteen artificial populations with d∗ = 0.3 and (a) ρ = 0.8; (b) ρ = 0.5; (c) ρ = 0.2. ML Full:
Maximum likelihood; ML 2-step: modified maximum likelihood; PD A: Posterior distribution; PD
B: Modification 1 to PD; PD C: Modification 2 to PD; MI: 20 multiply imputed data sets. Results
over 500 replicates.
(a) ρ = 0.8, d∗ = 0.3
n = 100 n = 400
Relative Coverage CI Relative Coverage CI
λ Method Bias (%) (%) Width Bias (%) (%) Width
0 ML Full -0.6 91.2 0.24 -0.4 94.0 0.12
ML 2-step -0.2 93.8 0.25 -0.3 96.0 0.13
PD A 0.0 92.4 0.23 -0.2 94.2 0.12
PD B -0.1 92.4 0.24 -0.3 94.8 0.13
PD C -0.4 89.8 0.22 -0.4 92.2 0.11
MI -0.8 91.0 0.23 -0.2 94.0 0.12
1 ML Full -0.8 92.2 0.24 -0.3 94.0 0.12
ML 2-step -0.3 93.6 0.25 -0.2 94.8 0.13
PD A -0.7 92.2 0.23 -0.3 93.8 0.12
PD B -0.8 92.4 0.25 -0.4 94.8 0.13
PD C -0.9 90.2 0.22 -0.4 92.4 0.11
MI -2.6 91.0 0.23 -1.2 93.2 0.12
∞ ML Full -0.7 92.6 0.25 -0.2 93.0 0.13
ML 2-step -0.2 94.6 0.27 0.0 94.8 0.13
PD A -0.9 93.4 0.25 -0.2 93.4 0.13
PD B -1.1 93.4 0.26 -0.3 94.8 0.13
PD C -1.0 90.6 0.24 -0.3 92.2 0.12
MI -2.3 91.6 0.25 -1.4 92.2 0.13
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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(b) ρ = 0.5, d∗ = 0.3
n = 100 n = 400
Relative Coverage CI Relative Coverage CI
λ Method Bias (%) (%) Width Bias (%) (%) Width
0 ML Full -0.1 92.6 0.27 -0.3 94.6 0.14
ML 2-step 0.1 93.2 0.28 -0.2 94.2 0.14
PD A 0.8 93.4 0.26 0.0 94.8 0.13
PD B 0.6 95.8 0.30 -0.1 97.6 0.15
PD C 0.2 91.8 0.25 -0.2 93.2 0.13
MI -0.5 91.2 0.26 0.7 92.6 0.13
1 ML Full -0.5 91.0 0.28 -0.1 94.8 0.14
ML 2-step -0.4 92.0 0.28 -0.1 95.2 0.14
PD A -1.0 93.6 0.28 -0.1 95.8 0.14
PD B -1.2 96.2 0.32 -0.2 97.4 0.16
PD C -1.2 92.0 0.27 -0.2 94.2 0.14
MI -3.4 91.6 0.27 -1.0 96.0 0.15
∞ ML Full -1.7 91.0 0.34 1.1 94.4 0.19
ML 2-step 0.7 94.0 0.39 1.6 93.0 0.20
PD A -4.7 95.2 0.33 0.3 96.8 0.19
PD B -4.5 96.6 0.36 0.5 96.8 0.20
PD C -4.5 94.6 0.33 0.4 96.2 0.19
MI -5.7 94.2 0.35 -0.3 94.8 0.20
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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(c) ρ = 0.2, d∗ = 0.3
n = 100 n = 400
Relative Coverage CI Relative Coverage CI
λ Method Bias (%) (%) Width Bias (%) (%) Width
0 ML Full 0.0 93.0 0.28 -0.2 95.0 0.14
ML 2-step 0.0 93.2 0.28 -0.2 94.8 0.14
PD A 1.3 94.2 0.26 0.1 94.4 0.13
PD B 1.0 97.2 0.31 0.1 97.4 0.16
PD C 0.7 93.2 0.25 0.0 93.4 0.13
MI -0.7 93.0 0.26 1.6 94.0 0.13
1 ML Full -7.0 80.2 0.29 -0.6 93.4 0.15
ML 2-step -6.9 80.8 0.30 -0.6 93.4 0.15
PD A -10 95.2 0.37 -1.5 97.0 0.18
PD B -10 96.4 0.41 -1.6 97.8 0.20
PD C -10 95.2 0.36 -1.5 96.8 0.17
MI -11 91.8 0.37 -3.3 97.6 0.18
∞ ML Full -19 75.8 0.31 -5.6 92.4 0.20
ML 2-step -18 82.0 0.66 -4.7 95.2 0.30
PD A -25 80.6 0.53 -8.1 91.4 0.22
PD B -25 84.8 0.55 -8.1 94.4 0.23
PD C -25 80.6 0.54 -8.0 91.2 0.22
MI -28 87.0 0.60 -11 94.0 0.21
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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Table 2: Average relative empirical bias, 95% interval coverage and median interval length for
eighteen artificial populations with n = 400 and covariate distributions (a) Normal; (b) Gamma;
(c) Exponential. ML Full: Maximum likelihood; ML 2-step: modified maximum likelihood; PD
A: Posterior distribution; PD B: Modification 1 to PD; PD C: Modification 2 to PD; MI: 20 multiply
imputed data sets. Results over 500 replicates.
(a) Z ∼ Normal(0, 1)
MAR MNAR
Pr(M = 1|Z,U) = f(Z) Pr(M = 1|Z,U) = f(U)
Relative Coverage CI Relative Coverage CI
ρ Method Bias (%) (%) Width Bias (%) (%) Width
0.8 ML Full -0.2 93.0 0.12 0 93.4 0.13
ML 2-step -0.1 93.6 0.12 0 94.4 0.14
PD A 0.3 92.8 0.12 0 94.0 0.13
PD B 0.1 94.4 0.12 -0.3 94.6 0.14
PD C 0.0 91.4 0.11 -0.3 92.2 0.13
MI 0.0 93.6 0.12 0.1 93.6 0.14
0.5 ML Full 0.1 94.4 0.13 -1.6 91.6 0.20
ML 2-step 0.2 95.0 0.13 -1.6 97.2 0.27
PD A 0.5 93.6 0.13 0.4 95.6 0.23
PD B 0.4 96.6 0.15 0.2 96.4 0.24
PD C 0.3 92.8 0.12 0.2 95.0 0.23
MI 0.4 93.6 0.13 0.4 96.2 0.25
0.2 ML Full -0.1 93.8 0.13 -1.2 57.0 0.22
ML 2-step -0.1 94.4 0.13 -1.2 96.0 0.57
PD A 0.3 93.2 0.13 5.2 99.0 0.35
PD B 0.2 96.6 0.16 5.1 99.2 0.36
PD C 0.1 92.4 0.12 5.0 98.8 0.35
MI 0.3 93.4 0.13 4.1 97.8 0.37
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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(b) Z ∼ Gamma(4, 0.5)
MAR MNAR
Pr(M = 1|Z,U) = f(Z) Pr(M = 1|Z,U) = f(U)
Relative Coverage CI Relative Coverage CI
ρ Method Bias (%) (%) Width Bias (%) (%) Width
0.8 ML Full 7.9 88.0 0.12 12 78.2 0.12
ML 2-step 2.7 93.4 0.12 10 84.2 0.12
PD A 8.2 85.4 0.12 12 77.4 0.12
PD B 0.4 93.2 0.12 4.5 92.4 0.12
PD C 0.3 90.8 0.11 4.6 89.4 0.11
MI 0.4 93.4 0.12 4.8 93.6 0.13
0.5 ML Full 2.3 92.4 0.13 8.3 85.0 0.15
ML 2-step 0.9 93.4 0.13 7.5 90.8 0.19
PD A 2.7 91.8 0.13 8.4 84.2 0.16
PD B 0.5 96.6 0.15 5.2 91.8 0.17
PD C 0.3 92.2 0.12 5.2 89.0 0.16
MI 0.4 93.4 0.13 5.4 93.0 0.17
0.2 ML Full 0.0 94.0 0.14 1.1 68.4 0.21
ML 2-step -0.1 94.8 0.14 1.0 96.2 0.43
PD A 0.5 93.0 0.13 6.5 97.0 0.30
PD B 0.1 97.4 0.16 5.5 97.8 0.30
PD C 0.0 92.4 0.13 5.5 96.8 0.29
MI 0.2 94.4 0.13 5.4 96.4 0.31
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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(c) Z ∼ Exponential(1)
MAR MNAR
Pr(M = 1|Z,U) = f(Z) Pr(M = 1|Z,U) = f(U)
Relative Coverage CI Relative Coverage CI
ρ Method Bias (%) (%) Width Bias (%) (%) Width
0.8 ML Full 16 66.4 0.13 21 37.4 0.11
ML 2-step 5.5 89.6 0.12 16 56.8 0.11
PD A 17 63.8 0.13 21 36.2 0.11
PD B 0.4 92.6 0.12 5.2 90.6 0.11
PD C 0.3 88.6 0.10 5.3 88.4 0.10
MI 0.4 92.0 0.11 5.3 94.0 0.12
0.5 ML Full 4.0 92.4 0.14 14 71.4 0.13
ML 2-step 1.7 93.6 0.13 12 81.2 0.17
PD A 4.5 90.4 0.13 14 69.8 0.13
PD B -0.1 96.8 0.14 6.0 91.8 0.15
PD C -0.1 92.8 0.12 6.1 85.8 0.13
MI 0.0 93.4 0.13 6.2 93.2 0.15
0.2 ML Full 0.1 93.8 0.14 -0.5 65.4 0.18
ML 2-step -0.2 94.2 0.14 -0.6 94.4 0.41
PD A 0.5 93.4 0.13 6.6 94.8 0.25
PD B -0.2 97.0 0.15 4.1 98.0 0.26
PD C -0.3 92.6 0.12 4.1 97.2 0.25
MI -0.1 93.0 0.13 4.3 96.6 0.26
Bolded values are below 1.96 simulation standard errors.
Italicized values are above 1.96 simulation standard errors.
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