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Abstract
In this paper, numerical solutions for the Rosenau-KdV equation coupling with the
Rosenau-RLW equation are considered and a new C-N pseudo-compact conservative
numerical scheme, which preserves the original conservative properties is designed.
The proposed scheme is based on a ﬁnite diﬀerence method. The existence of the
diﬀerence solutions has been shown by the Brouwer ﬁxed point theorem.
Unconditional stability, second-order convergence, and a prior error estimate of the
scheme are proved by the discrete energy method. Numerical examples have been
given to verify the theoretical results.
Keywords: Rosenau-KdV-RLW equation; conservative scheme; existence;
convergence; stability
1 Introduction
The Rosenau-KdV equation coupling with the Rosenau-RLW equation (the Rosenau-
KdV-RLW equation) is of the form []




x = , (.)
where α > , β , γ are real constants. A special case of its solitary wave solution is given as
follows []:

















When γ = , system (.) is reduced to the Rosenau-KdV equation:




x = . (.)
On the mathematical front, Zuo obtained solitons and periodic solutions for the
Rosenau-KdV equation []. Esfahani [] derived the solitary wave solution for the gen-
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eralized Rosenau-KdV equation. However, to the best of our knowledge, few numerical
methods to the initial-boundary value problem of Rosenau-KdV equation have been stud-
ied till now [, ]. On the other hand, when β = , system (.) is reduced to the following
equation:




x = . (.)
This equation is usually called the Rosenau-RLW equation. The Rosenau-RLW equation
(.) has been solved numerically by various methods. Zuo et al. [] have proposed a non-
linear implicit conservative scheme for the general Rosenau-RLW equation. In [, ], Pan
et al. have presented three-level linearized diﬀerence schemes for both (.) and the gen-
eral Rosenau-RLW equation. Atouani and Omrani have developed a Galerkin ﬁnite ele-
mentmethod for (.) []. Hu andWang have also proposed a high-accuracy linear conser-
vative scheme to solve (.) []. When γ = β = , system (.) is reduced to the Rosenau
equation []:




x = . (.)
As is well known, the KdV equation has been developed in very wide applications and
undergone research which can be used to describe wave propagation and spread interac-
tion. In the study of the dynamics of dense discrete systems, the case of wave-wave and
wave-wall interactions cannot be treated by the well-known KdV equation. In order to
overcome the shortcoming of the KdV equation, Rosenau proposed the Rosenau equa-
tion (.) []. The theoretical results on existence, uniqueness, and regularity of the so-
lution to (.) have been investigated by Park []. Many numerical schemes have been
proposed for the Rosenau equation, such as the discontinuous Galerkin method [], the
C-conforming ﬁnite element method [], the ﬁnite diﬀerence method [–], and the
orthogonal cubic spline collocation method [].
As far as computational studies are concerned, Wongsaijai and Poochinapan [] have
proposed a three-level weighted average implicit ﬁnite diﬀerence scheme to solve the
Rosenau-KdV-RLW equation. However, the three-level implicit diﬀerence scheme can-
not be started by itself, it is necessary to select another suitable two-level scheme to com-
pute u. In their proof of Theorem , the authors did not consider the positive and negative
of the parameter γ and so there exists the same diﬃculty in the following proof of their
paper. Here we give a modiﬁed proof of this theorem, namely Lemma . in this article. In
this paper, an attempt has been made to propose a new conservative C-N scheme for the
Rosenau-KdV-RLW equation. As already pointed out by Li and Vu-Quoc [], ‘in some ar-
eas, the ability to preserve some invariant properties of the original diﬀerential equation
is a criterion to judge the success of a numerical simulation’. Fei et al. [] also pointed out
that the non-conservative diﬀerence schemesmay easily show nonlinear blow-up, and the
conservative diﬀerence schemes perform better than the non-conservative ones. Some
conservative ﬁnite diﬀerence schemes have been proposed in the literature; numerical re-
sults of all the schemes are encouraging. In this respect, we refer the reader to [–], and
references therein. These numerical methods may give us much help in designing a new
numerical scheme for the Rosenau-KdV-RLW equation. The present scheme is two-level
pseudo-compact, unconditionally stable, and of second-order accuracy, which numeri-
cally simulates the conservative laws at the same time.
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The rest of the paper is as follows: In Section , a pseudo-compact nonlinear implicit
conservative diﬀerence scheme is proposed for the Rosenau-KdV-RLWequation. The dis-
crete conservative laws are also discussed. In Section , the existence of diﬀerence solu-
tions has been shown by Brouwer ﬁxed point theorem. The second-order convergence
and stability of the scheme are proved in Section . In Section , numerical experiments
are reported to verify the theoretical results.
2 A pseudo-compact C-N conservative scheme and its discrete conservative
invariant
In general, the solutions of system (.) decay rapidly to zero for |x|  . Therefore, nu-
merically we can solve system (.) in a compact domain  = (xl,xr) with –xl   and
xr  . Consider the Rosenau-KdV-RLW equation




x = , (x, t) ∈  × (,T], (.)
with the initial condition
u(x, ) = u(x), x ∈ [xl,xr], (.)
and the boundary conditions
u(xl, t) = u(xr , t) = , uxx(xl, t) = uxx(xr , t) = , t ∈ [,T], (.)
where u(x) is a known smooth function,  = (xl,xr).





u(x, t) dx =Q(), (.)
E(t) = ‖u‖L + γ ‖ux‖L + ‖uxx‖L = E(). (.)
The domain {(x, t)|(x, t) ∈ ¯× [,T]} is discretized into grids described by the set (xj, tn)
of nodes, in which xj = xl + jh ( ≤ j ≤ J), tn = nτ ( ≤ n ≤ N ), where J = [ xr–xlh ], N =
[T
τ
], h and τ are the uniform step size in the spatial and temporal direction, respectively.
Denote unj ≈ u(xj, tn). Deﬁne the discrete grid h = {xj = xl + jh| ≤ j ≤ J – }, τ = {tn =
nτ |≤ n≤N – }, and the extended discrete grid ¯h = {xj = xl + jh|j = –, , , . . . , J , J + },
¯τ = {tn = nτ |≤ n≤N}. Suppose un = {unj ; j = , , . . . , J –,n = , , . . . ,N –} is a discrete
function on h × τ . Let Zh = {un = (unj )|un– = un = unJ = unJ+ = , j = –, , , . . . , J , J + }.
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In the paper, C denotes a general positive constant which may have diﬀerent values in
diﬀerent occurrences.
Based on the notations above, we propose the following pseudo-compact C-N conser-











































= , (xj, tn) ∈ h × τ , (.)
uj = u(xj), xj ∈ h, (.)








xx¯ = , tn ∈ ¯τ . (.)



































To analyze the discrete conservative laws of ﬁnite diﬀerence approximate solutions, the
following lemmas should be introduced.












































































n) = . (.)
Proof For any two mesh functions: un, vn ∈ Zh , according to the discrete boundary condi-


























unj+unj – unj unj–
)
=  (.)








































































∥ = En– = · · · = E. (.)
Proof Multiplying (.) with h, according to the boundary conditions (.), then summing













Then we obtain (.) from (.).
Taking the inner product of (.)with un+  , according to boundary condition (.), Lem-











































































































































































∥∥) = . (.)
By the deﬁnition of En, (.) holds. 
3 Estimates and existence of difference solution
Next, we analyze error estimates of solution for scheme (.)-(.).
Lemma. Suppose u ∈H[xl,xr], then the estimate of the solution of the initial-boundary
value problem (.)-(.) satisﬁes
‖u‖L ≤ C, ‖u‖L∞ ≤ C.
Proof If γ > , from (.), we have
‖u‖L ≤ C, ‖ux‖L ≤ C. (.)
By the Sobolev inequality, we obtain
‖u‖L∞ ≤ C. (.)
An application of the Hölder inequality and the Schwartz inequality yields














‖uxx‖L ≤ C. (.)
We choose a suitable value of γ , such that ( + γ ) > . It follows from (.), (.), and the
Sobolev inequality that
‖u‖L∞ ≤ C. (.)

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Lemma . Under the conditions of Lemma ., there is the estimation for the solution un
of scheme (.): ‖un‖ ≤ C, ‖unx‖ ≤ C, which yields ‖un‖∞ ≤ C.




∥ ≤ C, ∥∥unxx
∥
∥ ≤ C. (.)








This together with (.) and Lemma . gives
∥∥un
∥∥∞ ≤ C. (.)
















∥∥ ≤ C. (.)
Thus, we obtain (.) from (.), (.), and (.) with [ +  (γ –
h
 )] > . 
Remark . Lemma . implies that scheme (.)-(.) is unconditionally stable.
To prove the existence of solutions for scheme (.)-(.), the following Browder ﬁxed
point theorem should be introduced. For the proof, see [].
Lemma . (Browder ﬁxed point theorem) Let H be a ﬁnite dimensional inner product
space. Suppose that g :H →H is continuous and there exists an α >  such that (g(x),x) > 
for all x ∈H with ‖x‖ = α. Then there exists x∗ ∈H such that g(x∗) =  and ‖x∗‖ ≤ α.
Theorem . There exists un ∈ Zh satisfying the diﬀerence scheme (.)-(.).
Proof It follows from the original problem (.)-(.) that u satisﬁes scheme (.)-(.).
For n≤N – , assume that u,u, . . . ,un satisfy (.)-(.). Next we prove that there exists
un+ satisfying scheme (.)-(.).
Deﬁne an operator g on Zh as follows:
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+ ‖vxx‖ – 
∥∥unxx
∥∥ · ‖vxx‖





































If γ > , let h be small enough, such that (γ – h ) > , then for ∀v ∈ Zh , we have (g(v), v)≥ 
with ‖v‖ = ‖un‖ + ‖unxx‖ + (γ – h

 )‖unx‖ + .
If γ ≤ , it follows from (.) and (.) that
(
g(v), v













































Hence, for h suﬃciently small, satisfying [ +  (γ –
h
 )] > , it is obvious that (g(v), v)≥ 
for ∀v ∈ Zh with [ +  (γ – h

 )]‖v‖ = ‖un‖ + ‖unxx‖ + .
To conclude, following from Lemma ., there exists v∗ ∈ Zh which satisﬁes g(v∗) = .
Let un+ = v∗ – un, then it can be proved that un+ is the solution of scheme (.)-(.).
This completes the proof of Theorem .. 
4 Convergence and stability of the scheme
In this section, we shall discuss the convergence and stability of scheme (.)-(.). Let
v(x, t) be the solution of the problem (.)-(.), vnj = v(xj, tn), thenwe deﬁne the truncation












































, (xj, tn) ∈ h × τ , (.)
vj = u(xj), (xj, tn) ∈ h, (.)








xx¯ = , (xj, tn) ∈ ¯τ . (.)
Using a Taylor expansion, we see that Ernj =O(τ  + h) holds if τ ,h→ .
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Lemma . (Discrete Gronwall inequality []) Suppose w(k), ρ(k) are nonnegative mesh






w(k)≤ ρ(k)eCτk , ∀k.
Theorem . Assume that u ∈ H[xl,xr] and u(x, t) ∈ C,, then the solution un of the
scheme (.)-(.) converges to the solution of the IBV problem (.)-(.) and the rate of
convergence is O(τ  + h) in the ‖ · ‖∞ norm.

























































, (xj, tn) ∈ h × τ , (.)
ej = , (xj, tn) ∈ h, (.)








xx¯ = , (xj, tn) ∈ ¯τ . (.)



























































According to Lemmas ., ., and the Schwartz inequality, the fourth term of right-hand






























































































































































































Ern, en+ + en





































Let Bn = ‖en‖ + (γ – h )‖enx‖ + ‖enxx‖. Summing up (.) from  to n –  yields
















∥∥ ≤ nτ max
≤l≤n–
∥∥Erl
∥∥ ≤ T · [O(τ  + h)]. (.)





τ  + h
)]. (.)

















If γ > , let h be small enough, such that (γ – h ) > . It follows from (.) and Lemma .
that
∥∥en
∥∥ ≤O(τ  + h), ∥∥enx
∥∥ ≤O(τ  + h), ∥∥enxx
∥∥ ≤O(τ  + h). (.)
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τ  + h
)
. (.)
Using Lemma . and the Schwartz inequality, we have
∥∥enx
























For h is suﬃciently small which satisﬁes [ +  (γ –
h
 )] > , according to Lemma ., we




∥ ≤O(τ  + h), ∥∥enxx
∥
∥ ≤O(τ  + h). (.)




τ  + h
)
. (.)
This completes the proof of Theorem .. 
Similarly, the following can be proved.
Theorem . Under the conditions of Theorem ., the solution of the scheme (.)-(.)
is unconditionally stable in the sense of the ‖ · ‖∞ norm.
Theorem . Scheme (.)-(.) is uniquely solvable.
5 Numerical experiments
In this section, we will conduct some numerical experiments to verify the theoretical re-
sults obtained in the previous sections. We will measure the accuracy of the proposed




Consider the IBV problem of the Rosenau-KdV-RLW equation (.)-(.). The exact
solution of system (.)-(.) has the following form []:
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Table 1 Maximal errors of numerical solutions at different time t with various h = τ for
Scheme III when β = γ = 1, α = 12
t (0.4, 0.4) (0.2, 0.2) (0.1, 0.1) (0.05,0.05)
2 3.00693e–2 7.68100e–3 1.93219e–3 4.83727e–4
4 5.58019e–2 1.42808e–2 3.59269e–3 8.99586e–4
6 7.67786e–2 1.96524e–2 4.94689e–3 1.23873e–3
8 9.51322e–2 2.44229e–2 6.71218e–3 1.53888e–3
10 1.11946e–1 2.88404e–2 7.26695e–3 1.81991e–3
Table 2 The comparison of maximal errors of numerical solutions at t = 10 with various h = τ
for Scheme I, II, and III when β = γ = 1, α = 12
(h,τ ) (0.4, 0.4) (0.2, 0.2) (0.1, 0.1) (0.05,0.05)
Scheme I 6.39957e–2 1.52505e–2 3.79081e–3 9.48668e–4
Scheme II 1.20316e–1 3.03968e–2 7.61986e–3 1.90703e–3
Scheme III 1.11946e–1 2.88404e–2 7.26695e–3 1.81991e–3
Figure 1 The convergence order for un of Scheme III under various h and τ at t = 10 when β = γ = 1,
α = 12 .
In the computations, without loss of generality, we take the parameters β = γ = , α = 
[] and β = , γ = –  , α =

 , respectively. When we choose the parameters β = γ = ,
α =  , the exact solution of the problem (.)-(.) is (.).Whenwe choose the parameters
β = , γ = –  , α =

 , similar to getting (.), we can also derive the exact solution of the
problem (.)-(.), which reads

















It follows from (.) and (.) that the IBVproblem (.)-(.) is consistentwith the initial
value problem (.)-(.) for –xl  , xr  . In the following numerical experiments, we
always take xl = –, xr = , and T = . The proposed scheme [] is a weighted average
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Figure 2 Discrete conservative mass and energy computed by Scheme III with h = τ = 0.1 when
β = γ = 1 and α = 12 .
Figure 3 Exact solutions of u(x, t) at t = 0 and numerical solutions computed by Scheme III with
h = τ = 0.1 at t = 5 and 10.
and linearized one: when θ = –  , the scheme is a non-conservative one and we denote it
as Scheme I; when θ =  , the scheme is a conservative one and we denote it as Scheme II.
We denote the present conservative scheme (.) of this paper as Scheme III.
Example  We also choose the parameters β = γ = , α =  [].
The errors in the sense of L∞-norm of the numerical solutions at diﬀerent time t under
various mesh steps h = τ are listed on Table . Table  veriﬁes the good stability of the
numerical solutions. We make a comparison between Schemes I, II, and III. The maximal
errors of the numerical solutions under various mesh steps h = τ at t =  are listed on
Table . From Table , as to conservative schemes, it is obvious that Scheme III performs
better than Scheme II in the numerical precision, but it is inferior to non-conservative
Scheme I, which also shows the inﬂuence of the parameter θ on the numerical precision.
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Table 3 Maximal errors of numerical solutions at different time t with various h = τ for
Scheme III when β = 1, γ = – 110 , α =
1
2
t (0.4, 0.4) (0.2, 0.2) (0.1, 0.1)
2 4.74902e–4 1.34120e–4 1.35736e–4
4 9.61048e–4 2.41036e–4 1.06852e–4
6 1.44791e–3 3.63170e–4 9.17900e–5
8 1.91090e–3 4.80782e–4 1.20314e–4
10 2.36020e–3 5.92631e–4 1.48330e–4
Table 4 Maximal errors of numerical solutions at t = 10 with various h = τ for Scheme I, II
when β = 1, γ = – 110 , α =
1
2
(h,τ ) (0.4, 0.4) (0.2, 0.2) (0.1, 0.1)
Scheme I 1.78856e–3 4.54458e–4 1.14580e–4
Scheme II 1.15913e–3 2.97803e–4 8.55536e–5
Figure 4 The convergence order for un of Scheme III under various h and τ at t = 10 when β = 1,
γ = – 110 , α =
1
2 .
In order to verify the second-order accuracy O(τ  + h), the convergence order ﬁgure of
log(en	 )- log(h) is given in Figure  under various mesh steps h and τ at t = . From Fig-
ure , it is obvious that scheme (.)-(.) is convergent in the maximum norm, and the
convergence order isO(τ  +h). Figure  is presented to show the conservative laws of the
discretemassQn and the discrete energy En computed by scheme (.) when h = τ = .. It
is easy to see from Figure  that scheme (.) preserves the discrete mass and the discrete
energy very well, thus it can be used for computing for a long time.
The curves of the solitary waves with time computed by Scheme III of this paper with
h = τ = . are given in Figure , the waves at t = ,  agree with the ones at t =  quite
well, which also demonstrates the accuracy of the scheme.
Example  We take the parameters β = , γ = –  , α =  .
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Figure 5 Discrete conservative mass and energy computed by Scheme III with h = τ = 0.1 when β = 1,
γ = – 110 , α =
1
2 .
Figure 6 Discrete conservative mass and energy computed by Scheme II with h = τ = 0.1 when β = 1,
γ = – 110 , α =
1
2 .
In Example , the maximal errors of the numerical solutions at diﬀerent time t for
Scheme III are listed on Table . We also give numerical results for Schemes I and II when
parameters β = , γ = –  , and α =

 : the errors en	 of the numerical solutions with various
h = τ at t =  are listed on Table . Tables  and  show the good stability of the numer-
ical solutions. The convergence order ﬁgure of log(en	 )- log(h) is given in Figure  under
various mesh steps h and τ at t = . Figure  shows that scheme (.)-(.) is convergent
in the maximum norm and the convergence order is O(τ  + h). Figure  is given to ver-
ify the conservative laws of the discrete mass Qn and the discrete energy En computed by
Scheme III of the present paper when h = τ = .. The discrete mass Qn and the discrete
energy En computed by the conservative Scheme II are shown in Figure when h = τ = ..
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Figure 7 Exact solutions of u(x, t) at t = 0 and numerical solutions computed by Scheme III with
h = τ = 0.1 at t = 5 and 10.
Figure 8 Exact solutions of u(x, t) at t = 0 and numerical solutions computed by Scheme II with
h = τ = 0.2 at t = 5 and 10.
It is easy to see from Figures  and  that Schemes II and III both preserve conservative
invariant very well.
The curves of the solitary waves with time computed by Schemes II and III of this paper
with h = τ = ., h = τ = . are given in Figures  and , respectively, the waves at t =
,  agree with the ones at t =  quite well, which also demonstrates the accuracy of both
schemes. From the numerical results, the present conservative scheme of this paper is
eﬃcient and accurate, which also demonstrates that a further discussion of the positive
and negative of the parameter γ is necessary.
Competing interests
The authors declare that they have no competing interests.
Authors’ contributions
The article was carried out in collaboration between all authors. Three authors have contributed to, read, and approved
the manuscript.
Pan et al. Boundary Value Problems  (2015) 2015:65 Page 17 of 17
Author details
1School of Management, Qufu Normal University, Rizhao, 276800, China. 2School of Mathematics and Information
Science, Weifang University, Weifang, 261061, China. 3Department of Mathematics, Nanjing University of Aeronautics
and Astronautics, Nanjing, 210016, China.
Acknowledgements
This work is supported by the Natural Science Foundation of China (Nos. 11201343, 11401438), Natural Science
Foundation of Shandong Province (ZR2012AM017, ZR2013FL032), A Project of Shandong Province Higher Educational
Science and Technology Program (No. J14LI52), the Youth Research Foundation of WFU (No. 2013Z11), and the Project of
Science and Technology Program of Weifang (Grant No. 201301006).
Received: 8 December 2014 Accepted: 9 April 2015
References
1. Wongsaijai, B, Poochinapan, K: A three-level average implicit ﬁnite diﬀerence scheme to solve equation obtained by
coupling the Rosenau-KdV equation and the Rosenau-RLW equation. Appl. Math. Comput. 245, 289-304 (2014)
2. Zuo, J: Solitons and periodic solutions for the Rosenau-KdV and Rosenau-Kawahara equations. Appl. Math. Comput.
215, 835-840 (2009)
3. Esfahani, A: Solitary wave solutions for generalized Rosenau-KdV equation. Commun. Theor. Phys. 55, 396-398 (2011)
4. Hu, J, Xu, Y, Hu, B: Conservative linear diﬀerence scheme for Rosenau-KdV equation. Adv. Math. Phys. 2013, Article ID
423718 (2013)
5. Zheng, M, Zhou, J: An average linear diﬀerence scheme for the generalized Rosenau-KdV equation. J. Appl. Math.
2014, Article ID 202793 (2014)
6. Zuo, J, Zhang, Y, Zhang, T, et al.: A new conservative diﬀerence scheme for the general Rosenau-RLW equation.
Bound. Value Probl. 2010, Article ID 516260 (2010)
7. Pan, X, Zhang, L: On the convergence of a conservative numerical scheme for the usual Rosenau-RLW equation. Appl.
Math. Model. 36, 3371-3378 (2012)
8. Pan, X, Zhang, L: Numerical simulation for general Rosenau-RLW equation: an average linearized conservative
scheme. Math. Probl. Eng. 2012, Article ID 517818 (2012)
9. Atouani, N, Omrani, K: Galerkin ﬁnite element method for the Rosenau-RLW equation. Comput. Math. Appl. 66,
289-303 (2013)
10. Hu, J, Wang, Y: A high-accuracy linear conservative diﬀerence scheme for Rosenau-RLW equation. Math. Probl. Eng.
2013, Article ID 870291 (2013)
11. Rosenau, P: Dynamics of dense discrete systems. Prog. Theor. Phys. 79, 1028-1042 (1988)
12. Park, MA: On the Rosenau equation. Mat. Apl. Comput. 9, 145-152 (1990)
13. Choo, SM, Chung, SK, Kim, KI: A discontinuous Galerkin method for the Rosenau equation. Appl. Numer. Math. 58(6),
783-799 (2008)
14. Chung, SK, Pani, AK: Numerical methods for the Rosenau equation. Appl. Anal. 77, 351-369 (2001)
15. Chung, SK: Finite diﬀerence approximate solutions for the Rosenau equation. Appl. Anal. 69(1-2), 149-156 (1998)
16. Omrani, K, Abidi, F, Achouri, T, Khiari, N: A new conservative ﬁnite diﬀerence scheme for the Rosenau equation. Appl.
Math. Comput. 201, 35-43 (2008)
17. Hu, J, Zheng, K: Two conservative diﬀerence schemes for the generalized Rosenau equation. Bound. Value Probl.
2010, Article ID 543503 (2010)
18. Manickam, SA, Pani, AK, Chung, SK: A second-order splitting combined with orthogonal cubic spline collocation
method for the Rosenau equation. Numer. Methods Partial Diﬀer. Equ. 14, 695-716 (1998)
19. Li, S, Vu-Quoc, L: Finite diﬀerence calculus invariant structure of a class of algorithms for the nonlinear Klein-Gordon
equation. SIAM J. Numer. Anal. 32, 1839-1875 (1995)
20. Fei, Z, Pérez-García, VM, Vázquez, L: Numerical simulation of nonlinear Schrödinger system: a new conservative
scheme. Appl. Math. Comput. 71, 165-177 (1995)
21. Choo, SM, Chung, SK, Lee, YJ: A conservative diﬀerence scheme for the viscous Cahn-Hilliard equation with a
nonconstant gradient energy coeﬃcient. Appl. Numer. Math. 51, 207-219 (2004)
22. Ismail, MS, Taha, TR: A linearly implicit conservative scheme for the coupled nonlinear Schrödinger equation. Math.
Comput. Simul. 74, 302-311 (2007)
23. Ismail, MS: A fourth-order explicit schemes for the coupled nonlinear Schrödinger equation. Appl. Math. Comput.
196, 273-284 (2008)
24. Chang, Q, Jia, E, Sun, W: Diﬀerence schemes for solving the generalized nonlinear Schrödinger equation. J. Comput.
Phys. 148, 397-415 (1999)
25. Chang, Q, Jiang, H: A conservative scheme for the Zakharov equations. J. Comput. Phys. 113, 309-319 (1994)
26. Zhang, L: A ﬁnite diﬀerence scheme for the generalized regularized long-wave equation. Appl. Math. Comput. 168,
962-972 (2005)
27. Zhang, L: Convergence of a conservative diﬀerence scheme for a class of Klein-Gordon-Schrödinger equations in one
space dimension. Appl. Math. Comput. 163, 343-355 (2005)
28. Hu, B, Xu, Y, Hu, J: Crank-Nicolson ﬁnite diﬀerence scheme for the Rosenau-Burges equation. Appl. Math. Comput.
204, 311-316 (2008)
29. Zhou, Y: Application of Discrete Functional Analysis to the Finite Diﬀerence Method. International Academic
Publishers, Beijing (1990)
30. Browder, FE: Existence and uniqueness theorems for solutions of nonlinear boundary value problems. Proc. Symp.
Appl. Math. 17, 24-49 (1965)
