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Lys, in feed ingredients (Mendes et al., 1997). For 
poultry and pigs, accurate estimation of Lys is neces-
sary because it is the reference essential AA in ideal 
protein (Baker & Han, 1994). Conventional methods 
for the separation and analysis of Met and Lys in feed-
stuffs (AOAC, 1990) are slow, expensive, cumbersome, 
and time-consuming. These disadvantages have 
prompted a search for alternative methods based on the 
prediction of AA content from other chemical fractions 
or from near-infrared spectra (Kovalenko et al., 2006). 
Both predictive approaches require similar computa-
tional methodologies. Two quantitative methods of 
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Abstract
Artificial neural network models offer an alternative to linear regression analysis for predicting the amino acid content of feeds 
from their chemical composition. A group method of data handling-type neural network (GMDH-type NN), with an evolutionary 
method of genetic algorithm, was used to predict methionine (Met) and lysine (Lys) contents of soybean meal (SBM) and fish meal 
(FM) from their proximate analyses (i.e. crude protein, crude fat, crude fibre, ash and moisture). A data set with 119 data lines for 
Met and 116 lines for Lys was used to develop GMDH-type NN models with two hidden layers. The data lines were divided into 
two groups to produce training and validation sets. The data sets were imported into the GEvoM software for training the networks. 
The predictive capability of the constructed models was evaluated by their abilities to estimate the validation data sets accurately. 
A quantitative examination of goodness of fit for the predictive models was made using a number of precision, concordance and 
bias statistics. The statistical performance of the models developed revealed close agreement between observed and predicted Met 
and Lys contents for SBM and FM. The results of this study clearly illustrate the validity of GMDH-type NN models to estimate 
accurately the amino acid content of poultry feed ingredients from their chemical composition.
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Introduction
Methionine (Met) and lysine (Lys) are the two most 
limiting amino acids (AA) in broiler diets based on 
corn and soybean meal (SBM). Supplementation of 
broiler feeds with these AA in synthetic forms is very 
common in the poultry industry to improve dietary 
protein, reduce nitrogen excretion, and minimise the 
cost of feed. More profitable production systems and 
better carcass yields can be achieved by an adjustment 
of dietary protein levels. Such adjustment requires 
information on the levels of AA, particularly Met and 
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The present study was conducted to examine the 
capability of GMDH-type NNs in predicting Met and 




Data were taken from published literature (Roush & 
Cravener, 1997; Bimbo & Crowther, 1992; NRC, 1994; 
Fickler, 1995) reporting the necessary information on 
CP, crude fat, crude fibre, moisture, ash, and AA con-
tents (all in g/100 g feed) of SBM and FM. In all cases, 
analytical techniques followed accepted procedures of 
AOAC (1990). A data set was compiled with 119 data 
lines for Met and 116 lines for Lys, and used to train 
(calibrate) and validate the GMDH-type NNs. Each 
data line consisted of CP, crude fat, crude fibre, ash 
and moisture and measured Lys or Met contents (all in 
% or g/100 g feed) for an individual sample. Normal 
distribution of each variable was verified, and the oc-
currence of outliers was tested using standardized Z-
scores (Steel & Torrie, 1981).
Model development
Detailed descriptions of GMDH-type NN terminol-
ogy, development, application, and examples have been 
previously reported by several researchers (Farrow, 
1984; Müller & Lemke, 2000; Lemke & Müller, 
2003; Nariman-Zadeh et al., 2005). In this study, the 
variables of interest that influence Lys and Met predic-
tions by this multi-input single-output system were the 
CP, crude fat, crude fibre, ash and moisture contents of 
the feed samples. The data lines were divided into train-
ing and validation sets. Seventy four input-output data 
lines for Met (39 from SBM and 35 from FM samples) 
and 70 input-output data lines for Lys (40 SBM and 30 
FM) were randomly selected and used to train the re-
spective network. The data sets were imported into the 
GEvoM software for network training (GEvoM, 2014). 
A genetic algorithm was deployed to find the best net-
work architecture, and two hidden layers were consid-
ered for prediction. A population of 15 individual 
values with a crossover probability of 0.7, mutation 
probability of 0.07, and 280 generations was used to 
genetically design the ANN. After training, the best-
performing networks were selected based on statistical 
criteria, and then validated using data from samples 
previously not used for training and deriving the net-
predicting AA levels in feed ingredients have been 
developed using linear regression, with an input of 
either crude protein (CP) (Degussa Corporation, 1990) 
or proximate chemical constituents of feed ingredients 
(Monsanto, 1986a,b,c). The National Research Council 
(NRC, 1994) has accepted these regression approach-
es for predicting AA composition. However, some of 
the AA prediction equations show divergence and lead 
to low R2 values (<0.50) in certain cases (Degussa 
Corporation, 1990; Monsanto, 1986a,b,c). Since the R2 
value reflects the amount of input variability explained 
by the equation, a more definitive method of AA pre-
diction is desirable.
Artificial neural networks (ANN) reflect effectively 
the complex relationship between ingredient composi-
tion (inputs) and nutrient levels (outputs). The ANN 
are applied in many fields to model and predict the 
behaviour of unknown systems or systems with com-
plexity (or both) based on given input-output data. 
Using ANN does not require an a priori equation or 
model. This characteristic is potentially advantageous 
in modelling biological processes (Dayhoff & De Leo, 
2001). The ANN predictions usually result in a closer 
fit to the data than is accomplished with regression 
analysis. As a result, this better fit usually leads to more 
accurate predictions (Ward Systems Group, 1993). 
One ANN sub-model is the group method of data 
handling-type neural network (GMDH-type NN). It is a 
self-organizing approach by which gradually more com-
plicated models are generated based on the evaluation 
of their performance on a set of multi-input, single out-
put data pairs. The GMDH was first developed by Ivakh-
nenko (1971) as a multivariate analysis method for 
modelling and identification of complex systems. The 
GMDH-type NN has been used to circumvent the dif-
ficulty of having prior knowledge of the mathematical 
model of the process being considered. In other words, 
GMDH-type NN can be used to model complex systems 
without having specific knowledge of the systems. 
The main idea of GMDH is to build an analytical 
function in a feed-forward network based on a quad-
ratic node transfer function whose coefficients are 
obtained using linear regression procedures (Farrow, 
1984). The use of such self-organizing networks has 
led to their successful application in a broad range of 
areas in engineering, science, and economics (Seginer 
et al., 1994; Vallejo-Cordoba et al., 1995; Roush et al., 
1996). The GMDH-type NNs have been used in poul-
try science for the prediction of broiler performance 
(Faridi et al., 2011; 2013b), turkey performance (Mot-
taghitalab et al., 2010), egg production of broiler 
breeder hens (Faridi et al., 2012; 2013a) and true me-
tabolizable energy content in feather meal and poultry 
offal meal (Ahmadi et al., 2008).
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Results
The range of values for the input and predicted (Met 
and Lys) variables, and the pair-wise correlation ma-
trices are shown in Table 1 for FM and SBM. In both 
meals, Met and Lys were positively correlated with CP. 
The AA contents were negatively correlated with ash 
in FM, and with crude fibre in SBM.
The optimal structures of the evolved two hidden 
layer GMDH-type NNs suggested by the genetic algo-
rithm were found with five hidden neurons for Met and 
Lys in FM and for Met in SBM, and with six hidden 
neurons for Lys in SBM. The corresponding polyno-
mial equations obtained are:
― Met in FM:
= − + + − − ×Y 2.01 0.0089FAT 0.0361ASH 0.0037FAT 0.0015ASH 0.0037FAT ASH1 2 2
= − + + − + − ×Y 6.48 0.2160CP 0.0106MST 0.0013CP 0.0047MST 0.001CP MST2 2 2
= − − − − + ×Y 2.57 0.0417ASH 0.1249CF 0.0005ASH 0.04CF 0.0196ASH CF3 2 2
= − − + + ×Y Y Y Y65.47 49.82 2.07ASH+9.80 0.0153ASH 0.8209 ASH4 1 12 2 1
= − + + + + − ×Y Y Y Y Y Y Y3.99 2.17 2.92 1.33 1.18 3.555 2 3 22 32 2 3
= − − − − + ×Y Y Y Y Y YMet 0.014 0.84 +1.85 0.5283 1.18 1.71FM 4 5 42 52 4 5
― Met in SBM:
= − − + ×Y 0.8982 0.0382FAT 0.0610CF+0.0046FAT +0.0041CF 0.0002FAT CF1 2 2
= + − − − + ×Y 0.7454 0.0049CP 0.0893MST 0.0001CP 0.0001MST 0.0019CP MST2 2 2
= − + + − + ×Y 0.5403 0.0569FAT 0.0339ASH 0.0061FAT 0.0006ASH 0.0007FAT ASH3 2 2
= − − + + + ×Y Y Y Y1.75 4.22 0.0329FAT 3.90 0.0006FAT 0.0432 FAT4 1 12 2 1
= − + + − − − ×Y Y Y Y Y Y Y2.41 3.70 4.55 0.4826 1.57 3.385 2 3 22 32 2 3
= − + + − − ×Y Y Y Y Y YMet 1.26 9.00 6.19 8.43 3.06 2.51SBM 4 5 42 52 4 5
― Lys in FM:
= − − − + + ×Y 6.70 0.1142ASH 0.3441CF 0.0009ASH 0.0162CF 0.0302ASH CF1 2 2
= + + − − ×Y 4.81 0.1263FAT 0.0809ASH+0.0051FAT 0.0031ASH 0.0120FAT ASH2 2 2
= + − − − + ×Y 3.90 0.2682CP 0.8559MST 0.0021CP 0.0049MST 0.0149CP MST3 2 2
= − + + + − ×Y Y Y Y Y Y Y0.1654 1.92 2.82 1.20 0.7599 1.954 1 2 12 22 1 2
= − + − + + − ×Y Y Y Y Y Y Y8.21 4.31 0.1489 0.6670 1.11 2.085 2 3 22 32 2 3
= − + − − + + ×Y Y Y Y Y YLys 0.2291 4.97 3.87 0.6352 0.2470 0.3777FM 4 5 42 52 4 5
― Lys in SBM:
= − + + − + ×Y 2.99 0.2873CF 0.1806MST 0.0050CF 0.0124MST 0.0141CF MST1 2 2
= − + + − − + ×Y 3.39 0.2238CP 0.0194MST 0.0020CP 0.0043MST 0.0013CP MST2 2 2
= − + + − − ×Y 2.44 0.0897ASH 0.1186FAT 0.0106ASH 0.0019FAT 0.0043ASH FAT3 2 2
= + − − + + ×Y 3.05 0.0723ASH 0.1398CF 0.0013ASH 0.0054CF 0.0011ASH CF4 2 2
= − − + + − + ×Y Y Y Y Y Y Y4.00 2.40 6.16 0.0753 1.39 0.83635 1 2 12 22 1 2
= − − + + + − ×Y Y Y Y Y Y Y3.10 0.3363 3.05 1.42 0.914 2.576 3 4 32 42 3 4
= − + + − − + ×Y Y Y Y Y YLys 0.4127 0.4001 0.8960 1.79 1.82 3.56SBM 5 6 52 62 5 6
where CP, FAT, ASH, CF and MST represent the input 
variables: crude protein, crude fat, ash, crude fibre and 
moisture, respectively. The observed and predicted 
values of Met and Lys for the training and validation 
works. The validation sets consisted of 25 SBM and 
20 FM lines for Met and 27 SBM and 19 FM lines for 
Lys.
Statistical procedures
The predictive performance of the models developed 
was assessed using several measures of precision and 
bias between estimated (predicted) and observed (ac-
tual) values for each response variable. Two measures 
of precision were used: 1) the proportion of variance 
accounted for by the model (R2), and 2) the mean 













where Oi is the observed value, and Pi is the predicted 
value (Bibby & Toutenburg, 1977). Square root of the 
MSPE (RMSPE), expressed as a percentage (or propor-
tion) of the observed mean, gives an estimate of the 
overall prediction error. The MSPE was decomposed 
into random (disturbance) error (ED), error attributable 
to deviation of the regression slope from unity (ER), 
and error attributable to overall bias (EB).
Concordance correlation coefficient (CCC) was 
calculated to evaluate the precision and accuracy of 
predicted vs. observed values for the models (Lin, 
1989). The CCC estimate is the product of two compo-
nents: 1) the Pearson correlation coefficient, which is 
a measure of precision (deviation of observations from 
the best fit line), and 2) a bias correction factor, which 
indicates how far the regression line deviates from the 
line of unity (accuracy). Location shift relative to the 
scale (μ=squared difference of the means relative to the 
product of both standard deviations) is also reported, 
where a negative value indicates over-prediction and a 
positive value indicates under-prediction of observed 
values by the model. Other measures of bias employed 
were mean absolute percentage error (MAPE) and av-
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agreement (accuracy) between observed and predicted 
values, with a coefficient of regression (slope) between 
both variables that was in all cases close to unity. Fi-
nally, all the statistics related to bias in the predictions 
show a small deviation without substantial over- or 
under-estimation of the observed (reference) values.
sets are depicted in Figs. 1 and 2, and relevant statisti-
cal information is given in Table 2. High R2 and low 
MSPE (RMSPE was always less than 5% of the ob-
served mean) values indicate a high degree of precision 
in the predictions. The high CCC values and low con-
tribution of ER to MSPE provide measures of a close 
Table 2. Statistics of the group method of data handling-type neural network models for methionine (Met) and lysine (Lys) 
predictions (observed vs. predicted values for training and validation sets), for fish meal (FM) and soybean meal (SBM).
Statistica
Met FM Met SBM Lys FM Lys SBM
Training Validation Training Validation Training Validation Training Validation
R2 0.811 0.839 0.744 0.750 0.886 0.854 0.820 0.760
CCC 0.892 0.915 0.853 0.848 0.940 0.910 0.901 0.841
MSPE 0.00820 0.00686 0.00052 0.00055 0.03708 0.06008 0.00517 0.00698
EB 0.1 0.5 0.7 1.7 2.2 3.3 2.2 3.6
ER 0.4 1.0 0.0 0.7 1.1 3.2 0.3 3.1
ED 99.5 98.5 99.3 97.6 96.7 93.4 97.5 93.2
RMSPE 4.8 4.4 3.5 3.5 3.8 4.9 2.5 2.9
Bias –0.0033 0.0057 0.0020 –0.0030 –0.0284 0.0448 0.0107 –0.0159
MAPE 3.55 3.08 2.64 2.70 3.16 4.26 1.94 2.14
µ –0.0168 0.0285 0.0467 –0.0723 –0.0513 0.0784 0.0663 –0.1090
Number of hidden 
layers
2 2 2 2
Number of hidden 
neurons
5 5 5 6
a R2=proportion of variance accounted for by the model; CCC=concordance correlation coefficient; MSPE=mean square prediction 
error; EB=error attributable to bias, as a percentage of total MSPE; ER=error attributable to regression, as a percentage of total MSPE; 
ED=Error attributable to disturbance (random), as a percentage of total MSPE; RMSPE=root mean square prediction error, expressed 
as a percentage (%) of the observed mean; Bias=average bias; MAPE=mean absolute percentage error (%); µ=location shift relative 
to the scale.
Table 1. Mean and range of the input and predicted variables (all values in g/100 g feed as fed), and pair-wise correlation ma-
trices (Pearson correlation coefficients).
Moisture Ash Crude fat Crude fibre Crude protein Methionine Lysine
Fish meal
Mean 8.1 16.4 7.9 1.0 65.2 1.89 5.08
Minimum 4.5 8.6 3.1 0.3 53.2 1.42 3.84
Maximum 10.8 25.9 12.3 3.1 75.8 2.26 6.83
Ash 0.01
Crude fat –0.16 –0.29
Crude fibre 0.00 –0.04 –0.21
Crude protein –0.10 –0.84 0.13 0.08
Methionine 0.08 –0.82 0.07 0.17 0.79
Lysine 0.00 –0.85 0.31 0.18 0.82 0.83
Soybean meal
Mean 11.2 6.0 2.3 5.0 46.0 0.65 2.91
Minimum 5.7 4.9 0.5 2.8 39.4 0.48 2.35
Maximum 15.4 8.2 7.3 8.5 50.7 0.75 3.20
Ash 0.02
Crude fat –0.38 –0.16
Crude fibre –0.03 –0.12 0.22
Crude protein –0.05 0.20 –0.47 –0.83
Methionine –0.21 0.25 –0.33 –0.64 0.76
Lysine –0.13 0.26 –0.41 –0.73 0.81 0.79
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systems has been demonstrated in relation to poultry 
production (Faridi et al., 2013a,b; Mottaghitalab et al., 
2010). In this study, the validity of this type of ANN 
model was examined using a genetic algorithm method 
to predict Met and Lys content of SBM and FM based 
on their proximate analysis. It is clearly evident from 
Figs. 1 and 2 that the evolved networks in terms of 
simple polynomial equations could successfully predict 
the output validation data, which were not used during 
the training process. The resultant statistical tests re-
Discussion
ANN models offer an alternative to linear regression 
analysis for investigating biological systems. The ad-
vantage of using an ANN to predict an output from 
several input variables is that it does not require an 
equation or model a priori to construct the relationship 
between the variables, as is the case with regression 
analysis (Roush & Cravener, 1997). The potential of 
GMDH-type NNs to predict the behaviour of unknown 
Figure 1. Comparison of observed and model predicted methionine (Met) values for fish meal 
(FM) and soybean meal (SBM). For FM data points 1 to 35 are for the training set and 36 to 55 
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a general regression ANN was superior to linear regres-
sion in predicting the AA contents of a number of feed 
ingredients. Cravener & Roush (2001) showed that 
genetic algorithm calibration of NN was superior to 
linear regression and to other ANN calibration ap-
proaches in predicting the Met and Lys contents of 
feeds. There are significant differences in the number 
of neurons in the hidden layers between our models 
and those proposed by Roush & Cravener (1997) and 
Cravener & Roush (1999, 2001), 5 to 6 vs. 160 to 181 
vealed very close agreement between observed and 
predicted Met and Lys values, although accuracy of 
prediction was higher for SBM.
Acceptance of all input variables (the five nutri-
tional fractions) by the networks shows that the five 
selected input variables have some influence on the AA 
levels in the feed ingredients. This finding is similar to 
that reported by Cravener & Roush (1999) who com-
pared three types of ANN with linear regression to 
predict AA levels in feed ingredients, and observed that 
Figure 2. Comparison of observed and model predicted lysine (Lys) values for fish meal (FM) 
and soybean meal (SBM). For FM data points 1 to 30 are for the training set and 31 to 49 for 
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neurons, depending on AA and feed ingredients. Other 
approaches, such as near-infrared reflectance spectros-
copy (NIRS) have been used for the prediction of AA 
content of feedingstuffs. Accuracy of the prediction of 
the amount of AA added to compound feedingstuffs for 
different animal species (Pérez Marín et al., 2004) was 
medium for Met (R2=0.77) and limited for Lys 
(R2=0.58). On the contrary, Fontaine et al. (2001) ob-
served an excellent performance of NIRS to predict the 
essential AA content of protein-rich feed ingredients, 
with relative mean deviations below 5%. The prediction 
of true ileal digestible AA content of protein concen-
trates was tested by van Kempen & Bodin (1998), with 
high R2 values for digestible Met and Lys in feeds of 
animal origin and medium to low R2 values for the 
prediction of the same AA in soybean meal.
The number of neurons in the hidden layers of an 
ANN model is subject to input variables and network 
structure. Using too many neurons in the hidden layers 
can result in several problems. First, it may result in 
over-fitting and the ANN has so much information 
processing capacity that the limited amount of informa-
tion contained in the training set is not enough to train 
all the neurons in the hidden layers. A second problem 
can occur even when the training data are sufficient. 
An inordinately large number of neurons in the hidden 
layers may increase the time it takes to train the net-
work. The amount of training time can increase to the 
point that it is impossible to train the ANN adequately 
(Heaton, 2008).
The AA composition of FM and SMB can be pre-
dicted from chemical composition using ANN. It is 
expected that this method could be also suitable to 
predict the content of truly digestible AA for poultry, 
although this analysis could not be performed due to 
the limited data available.
In conclusion, results of this study can be considered 
as a basis for accepting the validity of GMDH-type NN 
models to estimate the AA composition of poultry feed 
ingredients from their corresponding chemical compo-
sition with suitable performance.
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