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RÉSUMÉ. De nombreuses études ont démontré que la prise en compte du contexte améliore la
qualité des systèmes de recommandation. Cependant, les méthodes traditionnelles permettent
d’inférer le contexte à l’aide de données personnelles (localisation, date, âge, etc.). Dans ce pa-
pier, nous proposons de détecter automatiquement les changements de contexte, sans connais-
sance sur les utilisateurs (contexte explicite), mais en fonction des caractéristiques communes
aux items consultés (contexte implicite). Pour ce faire, nous proposons un modèle formel ca-
pable d’établir une correspondance entre les variations de diversité au cours du temps dans les
parcours des utilisateurs et les changements de contexte. Ce modèle a été testé sur un corpus
musical de plus de 200 000 écoutes. Pour valider la pertinence de notre modèle, nous avons
cherché à retrouver des événements à partir des changements de contexte détectés : notre mo-
dèle a ainsi permis de retrouver 88% des fins de session.
ABSTRACT. Many studies have shown that taking into account the context improves the quality
of recommender systems. However, traditional methods infer the context using personal data
(location, date, age, etc.). In this paper, we propose to automatically detect context changes,
without knowledge on users (explicit context), but based on common features of consulted items
(implicit context). To do this, we propose a formal model which can establish a correspondence
between the variation of diversity over time within the paths of users and context changes. This
model has been tested on a musical corpus of more than 200,000 tracks. To validate the re-
levance of our model, we sought to retrieve events from the detected changes of context: our
model has recovered 88% of session ends.
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Le modèle DANCE 1
Introduction
Sur Internet, la quantité d’information à laquelle les utilisateurs ont accès ne cesse
d’augmenter, il est donc nécessaire de les assister afin de leur permettre de trouver
rapidement l’information qu’ils recherchent (Castagnos, 2008). Pour ce faire, des sys-
tèmes de recommandation ont été développés afin de proposer aux utilisateurs (géné-
ralement sous forme de liste) des items susceptibles de les intéresser. Ces systèmes
se basent sur les usages des utilisateurs proches de l’utilisateur courant (celui que
l’on cherche à assister) ou sur les items similaires à ceux appréciés par ce dernier.
Grâce à des techniques d’Apprentissage Automatique empruntées au domaine de l’In-
telligence Artificielle, les systèmes de recommandation ont permis de fournir des re-
commandations de plus en plus précises, c’est-à-dire proches des préférences réelles
de l’utilisateur. Cependant, alors que la précision des recommandations s’approche de
ses limites, certaines études mettent en avant la nécessité de prendre en compte les fac-
teurs humains dans le but de maximiser la satisfactions des utilisateurs (Jones, 2010).
À titre d’exemple, une recommandation peut être précise sans pour autant plaire à
l’utilisateur si elle n’est pas faite au bon moment ou si ce dernier la juge inadaptée
au contexte de sa recherche. Comprendre les facteurs humains inhérents à la prise de
décision permet donc d’adapter la stratégie de recommandation afin d’augmenter le
taux d’acceptation et d’adoption du système par les utilisateurs.
Parmi ces facteurs humains (confiance, prise en compte du contexte, précision...), cet
article se concentre sur le besoin en diversité ayant récemment été mis en avant comme
étant une dimension importante dans les systèmes de recommandation. La diversité
(en temps que métrique) est la mesure opposée à la similarité : plus des items sont
similaires entre eux, moins ils sont divers entre eux, et réciproquement. Il a été prouvé
que proposer des recommandations diverses améliore la satisfaction des utilisateurs,
car cela permet de proposer des alternatives intéressantes par rapport aux items suggé-
rés (Smyth, McClave, 2001). Plus récemment, (Castagnos et al., 2010) ont démontré
que le besoin en diversité varie chez les utilisateurs au cours du temps lors d’une
démarche d’achat sur un site de e-commerce. Ils ont observé que le besoin en di-
versité est plus important en début et en fin de session d’achat. Cependant, à l’heure
actuelle, il n’est pas possible de détecter ou d’anticiper ces phases ou ces fins de ses-
sion. Or, (Lathia et al., 2010), (Castagnos et al., 2013) ont observé que la diversité
pouvait provoquer la méfiance des utilisateurs si cette dernière n’est pas proposée au
bon moment. Il existe donc plusieurs phases (contextes) au sein d’une session et il est
nécessaire d’adapter le niveau de diversité dans les recommandations en fonctions des
différentes phases dans lesquelles se trouvent les utilisateurs. Le défi actuel consiste
alors à identifier automatiquement les différents contextes jalonnant les séquences de
consultations afin de pouvoir apporter le bon niveau de diversité en fonction de ce
contexte.
En résumé, connaître le contexte courant de l’utilisateur permet d’estimer le ni-
veau de diversité souhaitable. Ce papier prolonge ce raisonnement, en se demandant
s’il n’existerait pas une réciprocité entre ces deux facteurs que sont le contexte et le
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besoin en diversité. Notre problématique consiste à analyser l’évolution de la diver-
sité dans les parcours des utilisateurs, afin de détecter automatiquement d’éventuels
changements de contexte.
L’article est organisé en trois parties que nous allons présenter. Dans la première
partie, un état de l’art est établi afin de rappeler les principales étapes d’un système
de recommandation, et de présenter les travaux sur la diversité et le contexte. Le vo-
cabulaire et la syntaxe que nous utiliserons dans cet article sont également explicités
dans cette partie. La deuxième partie présente le modèle que nous avons conçu afin de
modéliser l’évolution de la diversité au cours du temps. Nous présentons également
les résultats que nous avons obtenu avec ce modèle afin de détecter/prédire des évé-
nements initiés par les utilisateurs. Notre étude repose sur un corpus de consultations
musicales issues de l’application de scrobbling 1 du site Lastfm.fr 2.
Les résultats sont proposés selon deux approches : une première dite “naïve” dans
laquelle notre modèle n’est pas paramétré, et une seconde utilisant un algorithme géné-
tique afin de tester les différents paramètres de notre modèle et de vérifier sa stabilité.
Du fait de la faible complexité algorithmique de notre modèle, cette première étape
constituera une preuve de concept sur un corpus de grande taille. Par la suite, nous
chercherons à trouver une correspondance entre les changements de contexte détectés
par notre modèle et des événements particuliers tels que les fins de session. L’objec-
tif consiste donc à expliquer les changements de contexte au moyen de l’évolution
temporelle de la diversité. Enfin, la dernière partie est consacrée à la conclusion sur
les travaux que nous avons effectués et sur les perspectives de recherche envisagées,
notamment par rapport à l’intégration de notre modèle dans un système de recomman-
dation.
1. Le scrobbling consiste à récupérer les informations concernant les habitudes d’écoute des utilisateurs à
l’aide d’un plugin installé sur leurs ordinateurs personnels, téléphones et tablettes.
2. http://www.lastfm.fr/
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1. État de l’art
De plus en plus présents sur les sites internet, les services de recherche et d’accès
à l’information, et plus récemment dans les objets connectés, les systèmes de recom-
mandation sont devenus des outils indispensables pour les utilisateurs. Leur but est
simple : analyser et filtrer l’information disponible afin de proposer aux utilisateurs
des items étant susceptibles de les intéresser ou de répondre à leurs besoins. Avec la
quantité croissante et incommensurable de données disponibles de nos jours, offrir un
service personnalisé et adapté à chaque utilisateur est un véritable enjeu. Afin de posi-
tionner notre travail parmi les travaux existants, nous avons organisé notre état de l’art
comme suit : après avoir brièvement rappelé les grandes étapes du processus de re-
commandation, nous présentons les difficultés actuellement rencontrées dues à la non
prise en compte des facteurs humains inhérents à la prise de décision dans les systèmes
de recommandation. Par la suite, nous présentons un facteur humain en particulier, à
savoir le besoin en diversité, ainsi que les raisons pour lesquelles ce dernier joue un
rôle majeur dans de tels systèmes. Nous présentons ensuite la notion de contexte afin
d’expliquer son rôle et son intégration dans les systèmes de recommandation. À l’is-
sue de cet état de l’art, nous proposons notre propre définition de la notion de contexte
sur laquelle se basent les travaux que nous présentons dans la deuxième partie de cet
article.
1.1. Les systèmes de recommandation
Quelle que soit la méthode de filtrage de l’information utilisée, il existe
quatre étapes primordiales au bon fonctionnement d’un système de recommandation
(Castagnos, 2008) :
– collecter les traces d’usage des utilisateurs ;
– transformer et synthétiser ces traces sous forme d’information de plus haut ni-
veau (profils utilisateurs) ;
– utiliser les profils utilisateurs afin de trouver les recommandations adaptées à
chaque profil à l’aide de méthodes d’Apprentissage Automatique ;
– présenter les recommandations à l’utilisateur de manière appropriée.
Les traces récupérées suite aux interactions entre l’utilisateur et le système sont
des données dites brutes, c’est-à-dire qu’elles ne peuvent pas être exploitées direc-
tement par les algorithmes de recommandation. Il existe deux types de traces : les
traces explicites et les traces implicites (Castagnos, 2008), (Jones, 2010). Les pre-
mières correspondent aux données fournies explicitement par les utilisateurs, comme
les notes attribuées à un item (exprimées par un chiffre ou via une échelle de nota-
tion utilisant des étoiles par exemple), les votes attribués à un item (j’aime un peu,
j’aime beaucoup, je n’aime pas...) ou encore les critiques fournies par les utilisateurs
à propos d’un item. Les traces implicites sont, quant à elles, des informations relatives
aux comportements des utilisateurs, comme le temps passé sur une page web ou le
nombre de clics effectués. (Jawaheer et al., 2014) ont récemment présenté un état de
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l’art concernant les avantages et les inconvénients des traces implicites et explicites et
mettent en avant les bénéfices des systèmes hybrides permettant d’utiliser conjointe-
ment ces deux types de traces.
Les traces sont ensuite transformées dans le but d’estimer les préférences des utilisa-
teurs par rapport aux items qu’ils ont consultés. Les traces sous forme de notes sont
des indicateurs directs de la préférence : plus la note est importante, plus l’intérêt est
grand. À l’inverse les traces implicites nécessitent une étape de transformation supplé-
mentaire afin de pouvoir inférer les préférences des utilisateurs sous la forme de notes.
Les notes obtenues sont ensuite réunies dans une matrice utilisateurs-items également
appelée modèle de préférences contenant l’ensemble des profils utilisateurs. Les traces
implicites et explicites peuvent être réunies dans un seul modèle ou constituer deux
modèles différents.
Les profils utilisateurs ainsi établis sont utilisés afin de calculer les recommandations.
Pour ce faire, il existe deux grandes familles d’algorithmes, à savoir le filtrage par
contenu et le filtrage collaboratif. Le filtrage par contenu repose sur l’exploitation des
informations des items consultés, afin de recommander des items similaires à ceux
ayant été appréciés par un utilisateur (Kurki et al., 1999). Le filtrage collaboratif se
base quant à lui sur l’exploitation de la communauté d’utilisateurs d’un système, afin
de proposer à un utilisateur des items ayant été appréciés par des personnes lui étant
similaires (Goldberg et al., 1992). Il existe d’autres méthodes de filtrage tels que les
systèmes de recommandation basés sur la confiance (Abdul-Rahman, Hailes, 2000),
ou sur les ontologies (Middleton et al., 2001). Afin d’augmenter la précision des re-
commandations, certains systèmes combinent plusieurs approches de filtrage (Burke,
2002).
Une fois les recommandations déterminées par le système, celles-ci doivent être pré-
sentées à l’utilisateur. La plupart du temps, les recommandations sont présentées sous
la forme d’une liste verticale ou horizontale positionnée aux abords de l’item en cours
de consultation. Comme le montrent certaines études utilisateurs, une présentation
adaptée des recommandations permet d’augmenter significativement le taux d’accep-
tion des recommandations (Jones, 2010). La présentation des recommandations ne
concerne pas uniquement l’aspect esthétique, mais également l’organisation et l’ex-
plication des recommandations.
Discussion : Bien qu’elles soient essentielles au fonctionnement d’un système
de recommandation, les étapes de fonctionnement que nous venons de présenter ne
peuvent suffire à fournir des recommandations personnalisées. Un système de recom-
mandation doit être en mesure de s’adapter dynamiquement aux besoins des utilisa-
teurs. Afin d’y parvenir, les systèmes de recommandation doivent prendre en compte
certaines variables telles que le contexte et les facteurs humains (Jones, 2010). Nous
allons voir dans un premier temps quelles sont les limites rencontrées par les systèmes
actuels, puis nous présenterons deux approches essentielles à la personnalisation : la
prise en compte du contexte et du besoin en diversité des utilisateurs.
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1.2. Limites des systèmes de recommandation et facteurs humains
Les systèmes de recommandation à base de filtrage par contenu, collaboratif ou
hybride possèdent des avantages et des inconvénients étant propres à leurs caractéris-
tiques ou à leur architecture (Su, Khoshgoftaar, 2009), (Lops et al., 2011). Cependant,
quels que soient leurs avantages et inconvénients, tous les systèmes de recommanda-
tion ont partagé depuis leur création une caractéristique commune : ils ont tous été
construits et évalués autour de la métrique de précision. Les recherches dans le do-
maine des systèmes de recommandation se sont longtemps attachées à minimiser la
valeur de l’erreur quadratique moyenne (RMSE) afin de fournir des recommandations
précises. Cependant, avoir une grande précision ne suffit pas à satisfaire les utilisa-
teurs. À titre d’exemple, les algorithmes les plus précis ayant remporté le concours
Netflix 3 n’ont pas été utilisés à des fins de recommandation (thenextweb.com, 2012).
Cela est dû, comme l’explique (McNee et al., 2006), au fait que la précision des re-
commandations n’est pas un critère suffisant pour expliquer la satisfaction des utilisa-
teurs et que des recommandations moins précises ne sont pas nécessairement moins
appréciées par les utilisateurs. Par ailleurs, (Jones, 2010) démontre qu’une différence
de précision de 10 % entre 2 systèmes de recommandation n’est pas perçue par les
utilisateurs. Dans le même temps, (Pu et al., 2009) montrent que la façon de présenter
les recommandations et la capacité à les expliquer aux utilisateurs peuvent doubler le
taux d’acceptation des recommandations. Cela illustre bien le fait que certains facteurs
humains inhérents à la prise de décision doivent être intégrés dans les systèmes de re-
commandation. Les travaux de recherche se sont alors focalisés sur l’identification de
ces facteurs permettant à la fois de maximiser l’acceptation et l’adoption des systèmes
par les utilisateurs, et donc indirectement leur satisfaction.
Parmi les facteurs humains existants, les principaux facteurs qu’un système doit
s’efforcer de prendre en compte lors de la phase de recommandation sont la confiance
apportée par le système, la diversité des items proposés, la présentation des recom-
mandations, les explications sur les recommandations (pourquoi cet item est recom-
mandé), les facteurs culturels et le contexte. Par exemple, l’adaptation du modèle
Technology Acceptance Model (TAM) (Davis, 1989) par (Jones, 2010) atteste de cette
volonté d’intégrer les facteurs humains dans les systèmes de recommandation. Le mo-
dèle originel s’intéressant à la manière dont les utilisateurs perçoivent un système
informatique a été adapté au domaine de la recommandation (Figure 1). Cette adap-
tation du modèle TAM s’intéresse à deux points en particulier pouvant être traduit en
deux questions :
– Est-ce que le système est facile d’utilisation ? (ease of use)
– Est-ce que le système est utile pour l’utilisateur ? (usefulness)
Outre la phase de recommandation, les facteurs humains interviennent également
dans la phase de constitution des profils utilisateurs. (Cosley et al., 2003) ont démon-
tré qu’il existait une inconstance dans la notation des items et qu’il pouvait y avoir
3. http://www.netflixprize.com/
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Figure 1. Technology Acceptance Model (Jones, 2010)
jusqu’à 40 % de variation dans les notes attribuées par un utilisateur sur un même
item à des moments différents. En réaction à ce constat, (Jones et al., 2011) proposent
une méthode alternative à la notation reposant sur la comparaison (je préfère l’item A
à l’item B) et obtient une meilleure stabilité dans les préférences des utilisateurs. Par
ailleurs, (Castagnos et al., 2013) observent que la diversité est une dimension impor-
tante à prendre en compte lors de la constitution du profil utilisateur. En effet, si les
items votés par un utilisateur sont trop similaires entre eux, alors les recommandations
seront de mauvaise qualité (recommandations sclérosées).
Parmi les autres facteurs humains récemment été étudiés, les deux principaux sont la
diversité et le contexte. Étant donné que ces facteurs sont au cœur de nos travaux, ils
sont détaillés dans les sous-sections suivantes.
1.3. La diversité
1.3.1. Définition et rôle
La diversité, telle qu’elle a été définie pour la première fois dans le domaine des
systèmes de recommandation par (Smyth, McClave, 2001) est la mesure opposée à
la similarité. Plus des items sont similaires entre eux, moins ils sont divers et réci-
proquement. La diversité a été utilisée dans un premier temps afin de proposer des
alternatives aux utilisateurs dans les recommandations proposées. C’est pourquoi l’al-
gorithme mis au point par (Smyth, McClave, 2001) consiste à trouver les offres les
plus similaires à la demande de l’utilisateur tout en étant diverses entre elles. Cette
première approche a permis d’illustrer l’importance de la diversité, et certains auteurs
tels que (Zhang, Hurley, 2008), (Lathia, 2010) parleront même de frustration chez les
utilisateurs lorsque la diversité n’est pas suffisamment présente.
En plus de proposer des alternatives, la diversité s’avère être un moyen efficace de
réagir face à une mauvaise recommandation (McGinty, Smyth, 2003). En effet, si un
système recommande un item n’étant pas apprécié, le système a tout intérêt à réagir de
manière à proposer un item avec des caractéristiques diverses pour éviter que la pro-
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chaine recommandation ne soit trop similaire à la première (auquel cas, la nouvelle
recommandation risquerait de nouveau de ne pas satisfaire l’utilisateur). Au cours
d’une étude utilisateur, ils démontreront également tout comme (Lathia et al., 2010),
que la diversité ne doit pas être présente à chaque cycle de recommandation.
Certains auteurs distinguent la diversité extrinsèque et intrinsèque. La diversité ex-
trinsèque permet de pallier l’incertitude due au langage. Par exemple, si un utilisateur
fait des recherches sur le mot “jaguar”, ne sachant pas si l’utilisateur fait référence
à l’animal ou à la voiture, proposer des recommandations diverses permet de prévoir
ces deux éventualités (Radlinski et al., 2009). La diversité intrinsèque permet, quant à
elle, d’éviter une redondance des items recommandés (Clarke et al., 2008).
Partant des travaux de (Häubl, Murray, 2003) sur les processus de prise de décision
dans les systèmes de recommandation, (Castagnos et al., 2010) s’intéressent à l’évo-
lution du besoin en diversité au cours du temps lors d’une démarche d’achat sur un
site de e-commerce. La Figure 2 issue de leurs travaux nous montre que la diversité
des items recommandés ne doit pas être la même en fonction de l’étape du processus
d’achat dans lequel se trouve l’utilisateur.
Figure 2. Modèle temporel du besoin en diversité (Castagnos et al., 2010)
La dimension temporelle peut être étudiée de plusieurs manières, sur le court terme
et sur le long terme. (Lathia et al., 2010) se sont intéressés à la prise en compte de la
diversité dans le temps à l’échelle d’un profil utilisateur, minimisant la similarité des
items recommandés pour les profils les plus complets afin d’éviter de scléroser les re-
commandations. À l’inverse, les travaux de (Castagnos et al., 2010) sont les premiers
à s’intéresser à l’évolution du besoin en diversité au cours du temps à l’échelle d’une
unique session. Nous tenons à souligner qu’il faut distinguer la diversité en tant que
métrique et le besoin en diversité en tant que facteur humain. Le besoin en diversité
peut être extrapolé à partir de l’étude de l’évolution de la diversité. La Figure 2 décrit
l’évolution du besoin en diversité au cours du temps et cela nous montre que le be-
soin en diversité est plus important dans certaines phases du processus d’achat. Lors
d’une démarche d’achat, les utilisateurs commencent par “balayer” une large gamme
de produits afin de pouvoir se faire une idée des produits existants, de leurs prix et
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de leurs caractéristiques. C’est la raison pour laquelle le besoin en diversité en début
de session est important. Par la suite, le besoin en diversité diminue à mesure que
l’utilisateur commence à s’orienter vers un produit de plus en plus précis, c’est-à-dire
proche de ses attentes et préférences. Enfin, le besoin en diversité augmente à la fin
de la session d’achat, pour permettre à l’utilisateur de conforter son choix final en le
distinguant des autres alternatives valables.
Poursuivant leurs travaux sur le rôle et l’impact de la diversité, (Castagnos et al., 2013)
démontrent que cette dimension est effectivement perçue par les utilisateurs dans les
systèmes de recommandation. Leur étude révèle en outre que la diversité, bien qu’elle
semble améliorer la satisfaction des utilisateurs et permette de résoudre certains pro-
blèmes dus au démarrage à froid (cold-start), peut également être source de méfiance
ou d’incompréhension si elle est utilisée à mauvais escient. Ces conclusions corro-
borent les travaux de (Jones, 2010) selon lesquels le mode de présentation ainsi que la
diversité des recommandations influent sur la confiance accordée au système par les
utilisateurs.
Ainsi, bien que la diversité dans les recommandations corresponde à un besoin réel,
la quantité de diversité à introduire, le mode de présentation et le moment où la di-
versité doit être maximisée ou minimisée posent de nombreuses questions s’inscrivant
actuellement au cœur des recherches (Hasan et al., 2014), (Liang et al., 2014).
1.3.2. Intégration de la diversité dans les systèmes de recommandation
Comme nous venons de le voir, la diversité apporte de nombreux avantages et nous
allons à présent présenter les méthodes permettant d’introduire et d’évaluer la diver-
sité au sein des recommandations.
Dans certains cas, la diversité n’est pas introduite volontairement mais est tout de
même présente dans les recommandations via la sérendipité 4 (Murakami et al., 2008).
Par exemple, dans le cas d’un système reposant sur du filtrage collaboratif, de la di-
versité peut être proposée à l’utilisateur cible si les profils utilisateurs utilisés pour la
recommandation sont suffisamment divers. Dans d’autre cas, il s’agit de contrôler pré-
cisément le niveau de diversité apporté par un système de recommandation. Les mé-
thodes visant à intégrer de la diversité dans les systèmes de recommandation sont ma-
joritairement adaptées pour les systèmes basés sur le contenu (Agrawal et al., 2009),
(Bradley, Smith, 2001), (Department, Bridge, 2001), (Shimazu, 2001), (McSherry,
2002). Comme nous l’avons précisé précédemment, la diversité telle qu’elle a été pro-
posée par (Smyth, McClave, 2001) est une mesure opposée à la similarité. Calculer
la similarité entre deux items implique de posséder des informations sur ces derniers.
Ces informations sont appelées des attributs. Par exemple, dans le cas où les items sont
des films, le genre (action, aventure, comédie, drame...), la durée, l’année de sortie, le
nombre d’entrées au cinéma sont des attributs. La similarité entre deux items i1 et i2
4. La sérendipité est la découverte par le hasard.
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se calcule à partir de la moyenne pondérée des similarités sur les n attributs communs
à ces deux items, comme le montre l’équation suivante :
SimilaritéA(i1, i2) =
∑
j=1..mwj ∗ similaritéattribut=j(i1, i2)∑
j=1..mwj
(1)
La nature des attributs étant variée (numérique, textuelle, temporelle...) et dépen-
dante du domaine applicatif, les formules de similarité inter-attributs doivent être
adaptées en conséquence. Nous présentons dans la deuxième partie de cet article les
formules que nous avons mises au point pour des items de type musicaux.
(Smyth, McClave, 2001) poursuivent leurs travaux et proposent deux autres me-
sures de diversité. Ils proposent une formule permettant de calculer la dissimilarité
présente dans une classe C composée de m items dont la valeur obtenue est appelée
Diversité :




k=j...m(1− similarité(ij , ik))
n
2 ∗ (n− 1)
(2)
La seconde formule qu’ils proposent permet de calculer la diversité apportée par un
item par rapport à une classe C composée de m items. La valeur obtenue est appelée
Diversité relative (RD) et se calcule avec l’équation suivante :
RD(i,C) =
{




Par la suite, (Ziegler et al., 2005) proposeront une métrique semblable afin de calculer
la similarité des items contenus dans une classe C de cardinalité m. Cette métrique est
appelée Similarité Intra-Liste (ILS) et la formule permettant de la calculer









(Bradley, Smith, 2001) sont les premiers à proposer un algorithme incluant la mé-
trique de diversité dans les recommandations. L’algorithme qu’ils ont développé est
un algorithme glouton borné dont le but est de proposer aux utilisateurs des items si-
milaires à l’item cible (la requête de l’utilisateur) tout en étant divers entre eux. Le
principe de leur algorithme est le suivant : premièrement, l’algorithme sélectionne un
ensemble d’items de taille K où les items sont les plus similaires à l’item cible (selon
l’équation 1). Puis dans un second temps, l’algorithme procède à un reclassement des
recommandations. Pour ce faire, l’algorithme crée un sous-ensemble appelé top-N (où
10 HSP. Volume x – no y/2016
N<K) en sélectionnant itérativement à chaque étape l’item offrant la meilleure qualité
calculée selon l’équation 5 :
Qualité(i, t, C) = Similarité(i, t) ∗RD(t, C) (5)
Utilisant ce principe de reclassement des recommandations, plusieurs adaptations se-
ront présentées afin de proposer un top-N à la fois précis par rapport à la requête et
suffisamment divers. (Radlinski et al., 2009) proposent trois méthodes différentes de
reclassement. (Zhang, Hurley, 2008) adopteront une approche binaire afin de conser-
ver une similarité raisonnable tout en maximisant la diversité dans le top-N proposé à
l’utilisateur. Certains auteurs tels que (Schafer et al., 2002) et (Jahrer et al., 2010) par-
leront de méta-systèmes dont le principe repose sur la sélection d’items de différentes
listes obtenues à partir de métriques de similarités différentes.
L’introduction de la diversité a également été étudiée dans le cadre de systèmes à base
de filtrage collaboratif. La différence majeure par rapport au filtrage par contenu est
qu’il n’est pas possible de se servir des caractéristiques des items. De ce fait, les mé-
triques de diversité sont calculées à partir des notes. La métrique ILS de (Ziegler et al.,
2005) utilisée pour le reclassement du top-N fut la première approche visant à intégrer
de la diversité dans le filtrage collaboratif. D’autres travaux tels que ceux de (Said et
al., 2012), (Boim et al., 2011) et (Castagnos et al., 2014) s’attacheront à adapter les
méthodes de clustering afin de pouvoir injecter de la diversité.
De manière plus générale, (Foulonneau et al., 2014) présentent certaines stratégies
visant à augmenter la diversité lors de la phase de recommandation :
– augmenter la taille de la liste des items recommandés ;
– ajouter des items choisis aléatoirement ;
– mélanger les stratégies de recommandation (systèmes hybrides) ;
– trouver des clusters proches des clusters d’intérêt d’une personne donnée, per-
mettant alors de recommander des items différents tout en minimisant le risque de
proposer des items peu intéressant pour l’utilisateur (Onuma, Faloutsos, 2009) ;
– sélectionner des items dans la longue traîne 5 ayant le moins de chances de dé-
plaire ;
– compenser le manque de notes (sparsity) en notant des clusters d’items plutôt
que de les noter individuellement (Park, Tuzhilin, 2008).
Notons que malgré l’impact positif de la diversité sur la satisfaction des utilisa-
teurs, la dimension temporelle, ainsi que le contexte, ne sont pas pris en compte dans
les systèmes actuels de recommandations à base de diversité.
5. La longue traîne (long tail) définit pour un grand ensemble d’items, le sous-ensemble des items très étant
peu consultés. A l’inverse, la tête est l’ensemble les items abondamment consultées.
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1.4. Le contexte
Tout comme le besoin en diversité, le contexte est un facteur dont l’importance
dans la satisfaction utilisateur a été démontrée par de nombreuses études (Leake,
Scherle, 2001), (Adomavicius et al., 2005), (Palmisano et al., 2008), (Sieg et al.,
2007). Cependant, le contexte est une notion relativement complexe et son intégra-
tion dans les systèmes de recommandation est devenue un champ d’investigation à
part entière. Nous allons donc dans un premier temps définir d’après l’état de l’art
ce qu’est le contexte, puis nous en présenterons les enjeux ainsi que les méthodes
permettant son intégration dans les systèmes de recommandation.
1.4.1. Définition
Le contexte est un concept multidimensionnel utilisé dans de nombreux domaines
tels que la médecine, le droit ou encore l’économie. De ce fait, il existe une plé-
thore de définitions du contexte et (Bazire, Brezillon, 2005) concluront après avoir
examiné plus de 150 définitions : “il est difficile de trouver une définition pertinente
et satisfaisante pour chaque discipline”. De manière générale, (Webster, 1980) défi-
nit le contexte comme étant l’ensemble des conditions et des circonstances affectant
quelque chose. Dans le domaine des systèmes de recommandation, le “quelque cho-
se” de la définition précédente correspond à l’action effectuée par l’utilisateur et “les
circonstances et conditions” correspondent aux variables que le système cherche à dé-
terminer. (Castagnos, 2008) définit ainsi le contexte dans les systèmes de recomman-
dations “comme l’ensemble des circonstances d’utilisation et des attributs de l’usager
pouvant influer sur son comportement”.
1.4.2. Contexte et systèmes de recommandation
Tout comme il existe de nombreuses définitions du contexte, les recommanda-
tions s’inscrivent dans de nombreux domaines applicatifs, donnant lieu à des no-
tions de contexte différentes. Ainsi, le contexte dans le domaine du e-commerce ou
des systèmes de recommandation mobiles ne sera pas défini de la même manière.
Nous allons à titre d’exemple présenter le contexte tel qu’il est décrit dans chacun des
deux domaines précédemment cités. Cela permet dans un premier temps de présenter
quelques-unes des variables pouvant être utilisées mais aussi de montrer que les no-
tions de contexte peuvent être relativement différentes.
Dans les systèmes de recommandation mobiles, les variables initialement utilisées
étaient l’identité des personnes se trouvant à coté de l’utilisateur courant, les objets
présents autour de ce dernier ainsi que les changements de ces deux éléments (Schilit,
Theimer, 1994). (Brown, Chen, 1997) incluront par la suite la date, la saison et la tem-
pérature. L’humeur de l’utilisateur (également appelée statut émotionnel) est égale-
ment utilisée par (Dey et al., 2001) qui proposeront la définition suivante du contexte :
“toute information permettant une caractérisation et dont la connaissance s’avère per-
tinente dans l’interaction entre l’utilisateur et l’application”.
Dans le domaine du e-commerce et de la personnalisation des recommandations, les
informations contextuelles utilisées sont différentes. Ainsi, l’intention d’achat consti-
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tue une variable représentative du contexte, et une intention d’achat différente donnera
lieu à des actions et des choix différents selon (Palmisano et al., 2008). En effet, un uti-
lisateur ne va pas se comporter de la même manière s’il achète un produit pour lui ou
pour faire un cadeau. Différents profils existent donc en fonction de l’intention d’achat
et le système cherche à déterminer le plus fidèlement possible ces derniers, permettant
ainsi d’augmenter la satisfaction des utilisateurs à travers les recommandations pro-
posées. Tout comme pour les systèmes de recommandation mobiles, des informations
de natures plus concrètes et explicites comme l’heure, la météo et l’entourage de l’uti-
lisateur à recommander sont également utilisées pour améliorer les recommandations.
Par exemple, (Oku et al., 2006) utiliseront de telles informations afin de fournir des
recommandations dans un restaurant.
Quel que soit le domaine d’application, la prise en compte du contexte passe par
une phase importante de récupération d’informations. Selon (Adomavicius, Tuzhilin,
2011), il existe trois moyens de collecter des informations contextuelles :
– la collecte explicite, dont les informations récupérées ont été obtenues par des
interactions directes sous forme de questions. Par exemple, le site en ligne Stereo-
mood 6 demande explicitement à l’utilisateur de renseigner son humeur afin de propo-
ser des playlists adaptées ;
– la collecte implicite a pour but de récupérer les informations d’un utilisateur
issues des interactions avec un système comme par exemple sa géolocalisation, l’heure
à laquelle le système est utilisé, ou le temps et le nombre de consultations des items ;
– l’inférence, dont le principe consiste à essayer de déterminer à partir de mé-
thodes statistiques (comme les classifieurs naïfs de Bayes) des situations caractéris-
tiques en utilisant une base d’apprentissage. Par exemple, il est possible d’inférer
l’identité (adulte, adolescent, enfant...) d’un utilisateur qui regarde la télévision en
fonction de la fréquence à laquelle les chaînes sont “zappées”.
Le contexte joue un rôle incontestable dans l’amélioration des performances d’un
système de recommandation en terme de satisfaction utilisateur. Étant donnée la com-
plexité de cette notion, il faut bien souvent expliciter les contextes possibles afin de les
caractériser. La plupart du temps, les contextes sont représentés sous une forme d’on-
tologies (Chen, Chen, 2014) afin de les utiliser dans les systèmes de recommandation.
La construction de l’ontologie peut être automatique (Schickel-Zuber, Faltings, 2007)
(avec l’inconvénient dêtre coûteux et complexe), mais le plus fréquemment, elle néces-
site une intervention humaine. De plus, l’utilisation d’ontologie aboutit à des systèmes
de recommandation ad hoc. Par ailleurs, essayer de connaître le contexte de recherche
d’une personne peut parfois s’avérer intrusif. Par exemple, si l’on récupère l’adresse
IP d’un compte utilisateur, il est possible d’inférer si ce dernier est chez lui ou sur
son lieu de travail. Même si les recommandations proposées sont plus pertinentes en
utilisant certaines informations, il ne faut pas négliger le respect de la vie privée des
6. www.stereomood.fr
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utilisateurs (Cranor, 2005).
1.5. Définitions
Suite à l’état de l’art que nous venons de présenter, nous introduisons deux nou-
velles définitions du contexte que nous utiliserons dans la deuxième partie de cet ar-
ticle. En effet, nous nous inspirons des définitions proposées pour l’élicitation des pré-
férences (les préférences implicites et explicites) (Castagnos, 2008) afin de les étendre
à la notion de contexte. Nous proposons ces nouvelles définitions du contexte car nous
pensons que tout comme les préférences des utilisateurs, le contexte peut lui aussi
prendre plusieurs formes :
Contexte implicite : ensemble des caractéristiques communes aux items consultés
pendant un certain laps de temps. Par exemple, dans le domaine du cinéma, les
caractéristiques peuvent être le genre des films, les réalisateurs ou encore les acteurs
des films consultés. Un contexte implicite peut être dans ce cas la consultation de
films qui ne sont que des films de type “thriller” et qui sont réalisés par Martin
Scorsese.
Contexte explicite : ensemble des critères permettant de caractériser explicitement
la situation dans laquelle se trouve l’utilisateur courant. Il peut s’agir de critères tem-
porels (date et heure, jour de la semaine, période de l’année...), spatiaux (localisation,
destination...), d’éléments d’expertise (compétences, moyens à disposition), etc.
Comme nous l’avons vu précédemment, la plupart du temps, les critères du contexte
explicite sont représentés sous la forme d’une ontologie et peuvent être en conflit
avec le respect de la vie privée des utilisateurs.
Dans cet article, nous ferons également référence à la notion d’événement que
nous définissons ainsi :
Événement : toute action effectuée par un utilisateur dont nous avons la trace ou que
nous pouvons inférer.
1.6. Discussion
Bien plus que de simples suggestions, les recommandations sont devenues à l’heure
actuelle des aides indispensables aux utilisateurs. Après s’être uniquement focalisés
sur la précision des items recommandés durant de nombreuses années, les systèmes
de recommandation se centrent de plus en plus sur les besoins réels des utilisateurs
et intègrent de plus en plus les facteurs humains. Parmi les facteurs humains exis-
tants, le besoin en diversité fait partie des champs d’investigation actuels dont les
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travaux se sont avérés concluants et prometteurs. Proposer des recommandations di-
verses améliore la satisfaction des utilisateurs en permettant d’éviter une sclérose des
recommandations (absence de nouveauté), de combler les incertitudes et de proposer
des alternatives dans les recommandations. Cependant, les dimensions quantitatives
et temporelles de la diversité restent des points à éclaircir, d’autant que ces derniers
semblent être corrélés. En effet, comme cela a été démontré, la quantité de diversité
requise par les utilisateurs évolue au cours du temps. À l’heure actuelle, aucun mo-
dèle permettant de modéliser l’évolution de la diversité des items consultés au cours
du temps n’a été proposé. De ce fait, répondre à la question “Comment évolue la di-
versité des items consultés au cours du temps ?” constitue une question de recherche
à laquelle nous essayerons de répondre dans la deuxième partie de cet article.
Par ailleurs, (Castagnos et al., 2013) ont démontré qu’il existe une relation entre cer-
taines phases du processus de décision et la diversité désirée par les utilisateurs. Par-
tant de cette conclusion, nous posons donc l’hypothèse selon laquelle l’évolution de
la diversité des items consultés peut être utilisée afin de comprendre les usages et
les contextes des utilisateurs. Comme nous l’avons défini, un contexte implicite cor-
respond aux caractéristiques communes partagées par les items consultés pendant un
laps de temps. Sur la base de cette définition, un changement de contexte implicite doit
donc se traduire par une modification remarquable du niveau de diversité. Nous faisons
l’hypothèse selon laquelle ce changement peut être détecté par un modèle analysant
l’évolution de la diversité au cours du temps. Un tel modèle pourrait alors permettre
de détecter les changements de contexte implicite.
En résumé, notre objectif est d’enrichir le modèle utilisateur en étant capable de détec-
ter automatiquement le contexte implicite sur la base de la diversité. Nous chercherons
également à voir s’il existe un lien entre les contextes implicites détectés par le modèle
que nous allons présenter et les contextes explicites existants. Cela suppose dans un
premier temps de mettre au point un modèle permettant de modéliser l’évolution de
la diversité au cours du temps (le modèle DANCE), et dans un deuxième temps de se
servir de ce modèle afin de caractériser les usages des utilisateurs.
2. Modèle DANCE : Diversity And Natural Context Elicitation
Comme nous l’avons précédemment introduit, le modèle que nous proposons a
pour but de modéliser l’évolution de la diversité au cours du temps et de détecter
les changements de contexte en analysant les usages des utilisateurs (L’Huillier et
al., 2014). Nous avons choisi de nommer ce modèle DANCE (“Diversity And Natural
Context Elicitation”) car ce dernier repose sur l’analyse de la diversité en utilisant des
techniques empruntées au domaine du traitement automatique des langues.
Dans cette partie, nous illustrons dans un premier temps la capacité de DANCE à mo-
déliser la diversité au cours du temps. Dans un deuxième temps, nous expliquons pour-
quoi et comment notre modèle peut être utilisé afin de détecter et de caractériser les
contextes. Nous présentons les performances obtenues sur la base d’un corpus de plus
de 200 000 écoutes. Enfin, nous démontrons à l’aide d’un algorithme génétique que
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notre modèle est stable et qu’il peut être paramétré afin d’améliorer ses performances
de détection.
2.1. Modélisation temporelle de la diversité
Les hypothèses défendues au cours de cet article sont les suivantes :
– H1 : l’évolution de la diversité peut être modélisée au cours du temps.
– H2 : ce modèle peut être utilisé avec un corpus musical afin de détecter certains
événements tels que les nouvelles sessions d’écoute, les musiques n’ayant pas été
écoutées en entier et les changements de contexte.
– H3 : ce modèle est stable et peut être paramétré pour privilégier la détection de
certains événements en particulier.
2.1.1. Notation
Nous introduisons dans cette section la notation que nous utilisons pour présenter
notre modèle.
U={u1,u2,...., un} est l’ensemble des utilisateurs.







k} est l’ensemble des items consultés par l’utilisateur courant pour un
historique de taille k.







t > où t représente le pas de temps courant.
A = {a1,a2,....,ah} est l’ensemble des attributs d’un item.
2.1.2. Description du modèle
Lors de notre état de l’art, nous avons constaté qu’il est possible de calculer la di-
versité existante entre deux items, dans un ensemble d’items, ou la diversité apportée
par un item relativement à un ensemble d’items (Smyth, McClave, 2001), (Ziegler et
al., 2005). Cependant, il n’existe aucun modèle permettant de modéliser l’évolution
de la diversité au cours du temps. Nous avons donc mis au point le premier modèle
permettant de calculer la diversité apportée par chacun des items dans une séquence
de consultation.
Pour notre modèle, nous considérons l’ensemble des consultations d’un utilisateur
comme une suite d’items contiguë. Les approches reposant sur un modèle de Markov
d’ordre k pour estimer l’intérêt – ou observer les caractéristiques – d’un item particu-
lier (celui en cours de consultation ou le prochain le plus probable) relativement à ses
prédécesseurs apparaissent alors naturelles (Bonnin, 2010). Dans ce genre de modèles,
seules les k dernières observations sont utilisées pour la prédiction des événements fu-
turs. De ce fait, nous supposons que la consultation de l’item courant dépend unique-
ment des items précédemment consultés dans un laps de temps que nous appellerons
la fenêtre d’observation (ou encore l’historique). Notre modèle calcule pour chaque
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pas de temps, la diversité apportée par cet item relativement à l’historique de taille
k précédemment consulté. Pour ce faire, nous utilisons la métrique de diversité
relative (RD) que nous avons présenté lors de l’état de l’art :
RD(i,Cu) =
{






La Figure 3 illustre le fonctionnement de notre modèle pour une séquence de
consultations musicales. Chaque morceau de musique (item) est composé d’attributs
tels que le genre, la durée ou la popularité à partir desquels la similarité et RD sont
calculées.
Figure 3. Principe du modèle DANCE
La cible cut correspond à l’item courant pour lequel RD est calculée. L’historique




t−1> par rapport auxquelles
va être calculée . Dans le cas no 1 (cf. Figure 3), la diversité apportée par l’item cible
est calculée sur un historique de taille 3 alors que dans le cas no 2, l’historique est de
taille 4.
RD étant calculée à partir des attributs des items, il est possible de modéliser l’évolu-
tion de la diversité d’une séquence de consultations pour un seul attribut ou pour une
combinaison d’attributs donnée.
Afin de pouvoir calculer RD, il est nécessaire de définir les formules de similarité par
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attribut en fonction du type d’item sur lequel le modèle sera utilisé. Dans le cadre de
cet article, nous avons utilisé un corpus musical et de ce fait, nous avons adapté nos
formules de similarité en conséquence. Les formules que nous avons mises au point
afin de calculer les similarités sur des attributs musicaux sont présentées dans la partie
suivante.
2.1.3. Adaptation du modèle au domaine de la musique
Dans cette section, nous présentons la démarche que nous avons suivie afin d’ap-
pliquer notre modèle sur un corpus musical.
Nous avons utilisé un corpus de musique car les musiques nous offrent de nombreux
avantages. Premièrement, la durée de consultation des items est relativement courte
(contrairement aux films par exemple), impliquant de ce fait qu’il existe des séquences
de consultations pour lesquelles le contexte explicite ne change pas. En effet, contrai-
rement au cas des films pour lesquels le contexte explicite (par exemple les conditions
dans lesquelles le film est vu : lieu, ambiance, entourage...) peut fortement varier d’un
item à l’autre, les musiques sont moins soumises à cet effet. Deuxièmement, les ses-
sions de consultation sont composées d’un nombre d’items suffisamment important
pour tester notre modèle de détection. Par ailleurs, les musiques possèdent de nom-
breux attributs (numériques pour la plupart) pouvant être obtenus via des API spécia-
lisées. Enfin, contrairement aux ressources textuelles, une musique possède un temps
de consultation (sa durée) indépendant de l’utilisateur (bien qu’elle puisse être écoutée
en entier ou non, une musique ne peut pas être “consommée” plus rapidement d’un
utilisateur à l’autre, contrairement à un site web).
Afin d’obtenir un nombre suffisant de consultations musicales, nous avons utilisé
l’API de lastfm.fr 7 pour récupérer les écoutes de 1 000 utilisateurs entre juin 2005
et octobre 2013. Une écoute correspond à un tuple composé du pseudonyme de l’uti-
lisateur, du nom de l’artiste et de la musique, ainsi que de la date et l’heure d’écoute
sous forme d’un timestamp. Ce corpus comprenait à l’origine vingt millions d’écoutes
pour des utilisateurs provenant de différents pays. Dans le but de récupérer des infor-
mations sur les musiques et les artistes, nous avons utilisé l’API d’Echonest 8. Cepen-
dant, avant de récupérer des informations sur les musiques, nous avons fait le choix
de réduire le nombre d’utilisateurs. Ce choix a été fait dans le but de ne garder que les
utilisateurs ayant un nombre d’écoutes suffisamment important et dont les informa-
tions sur les musiques pourraient être récupérées par l’API d’Echonest 9. Pour chaque
musique, nous avons ainsi pu récupérer 13 attributs nous permettant de calculer une
valeur RD. Les détails sur le calcul de la valeur des attributs ne nous sont pas fournis.
A titre d’exemple, nous savons que l’attribut “popularité” est un indice compris entre
0 et 1 témoignant de la popularité générale d’un groupe de musique. La “hotttness”
7. http://www.lastfm.fr/api
8. http://developer.echonest.com/
9. Parmi les 1 000 utilisateurs initiaux, bon nombre d’entre eux avaient écouté des artistes inconnus par
l’API d’Echonest. Le manque d’informations sur une musique rendant difficile le calcul de RD, nous avons
choisi de supprimer les utilisateurs ayant trop de musiques inconnues.
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d’un artiste, quant à elle, détermine si cet artiste est populaire au moment où la requête
est faite. Par exemple, le groupe “The Beatles” a une popularité très élevée (popula-
rité = 0,90) et une actualité assez bonne (hotttness=0,77) alors que “Rihanna” sera
moins populaire (popularité = 0,84) mais plus actuelle (hotttness = 0,83). Pour plus
de détails sur les attributs que nous avons utilisés, nous vous invitons à visiter le site
d’Echonest8.
Le corpus utilisé pour l’ensemble des calculs est composé de 100 utilisateurs ayant
écouté 204 360 musiques dont 40 877 musiques uniques et 5 558 artistes uniques. Les
caractéristiques des écoutes sont résumées dans le Tableau 1 ci-dessous :
Tableau 1. Statistiques du corpus
musique artiste
Attributs durée tempo mode loudness énergie hotttness danceability hotttness familiarity
max 4 194 239 1 41,76 0,99 0,91 0,98 0,98 0,91
min 12 35 0 0,08 0,00002 0,0008 0,04 0,11 0,08
moyenne 218,10 128,27 0,57 7,69 0,76 0,33 0,43 0,61 0,63
écart type 84,28 30,30 0,49 4,19 0,21 0,15 0,17 0,12 0,13
Pour les items de notre corpus, il existe 5 types d’attributs : les attributs sous forme
de listes, les attributs binaires, les attributs numériques, les attributs sous forme d’in-
tervalles (années d’activité des artistes) et les attributs géographiques (coordonnées
GPS des artistes). Nous avons donc défini les formules suivantes :











Cette formule permet de calculer la similarité entre deux musiques pour les attributs
“artistes similaires” et “termes” (genre) associés aux artistes. card(cut .a) correspond
au nombre d’éléments caractéristiques de l’item consulté par l’utilisateur au temps t
pour l’attribut a. Par exemple, dans le cas où l’on travaille sur les termes associés aux
artistes, card(cut .a) correspond au nombre de termes associés à cet artiste pour la mu-
sique écoutée au temps t. L’utilisation du minimum de la cardinalité au dénominateur
est utilisé car les artistes ne possèdent pas tous le même nombre de termes.











La formule permettant de calculer la similarité pour des attributs sous la forme d’inter-
valles (pour les années d’activité des artistes dans notre cas) repose sur l’intersection
des intervalles des items considérés. Cependant, nous avons décidé d’utiliser la valeur
maximale de la cardinalité du nombre d’années au dénominateur car nous partons du
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principe que deux artistes sont exactement similaires si et seulement s’ils ont été en
activité pendant la même période exactement 10.












De part sa nature binaire, le mode ne prend que 2 valeurs : 0 ou 1. Si les musiques
ont le même mode, alors elles sont exactement similaires sinon elles sont exactement
dissimilaires (sur cet attribut).














Les valeurs minimum (mina) et maximum (maxa) permettent de normaliser les simi-
larités en bornant le calcul par rapport au corpus. En effet, une différence de 5 minutes
ne doit pas avoir le même impact sur la similarité en fonction du maximum et du mi-
nimum des durées des musiques du corpus. L’utilisation de la fonction exponentielle
permet de considérer d’avantage les faibles différences de durée dans le calcul de la
similarité.











La similarité pour l’attribut “coordonnées” se calcule à partir de la distance séparant
les deux artistes. Cette distance est déterminée à partir des coordonnées (latitude et
longitude) et en utilisant une formule géodésique permettant de calculer la distance
minimale entre deux points sur la surface d’une sphère (la Terre dans notre cas). Le
dénominateur correspond à la distance maximale entre deux artistes sur terre, c’est-à-
dire 20 037,5 km (la moitié de la circonférence de la Terre).
2.1.4. Résultats sur le corpus musical
En utilisant le corpus et les formules que nous avons présentés précédemment,
nous avons modélisé l’évolution de la diversité au cours du temps pour chaque utili-
sateur. Nous avons donc calculé à chaque pas de temps la valeur de RD. Nous avons
également calculé les valeurs dérivées de RD que nous appellerons RD’:
RD′(cut ) = RD(c
u
t )−RD(cut−1) (12)
10. Un artiste ayant été actif de 1986 à 1990 possède une similarité proche mais pas égale à 1 par rapport
à un artiste ayant été actif de 1986 à 1998.
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Le graphique de la Figure 4 ci-dessous représente l’évolution de RD et de RD’
pour l’attribut “tempo” d’un utilisateur pour 125 de ses écoutes.
Figure 4. Évolution de RD et RD’ sur l’attribut “tempo” pour une fenêtre de taille 3
Sur ce graphique, l’axe des abscisses représente les items consultés et l’axe des
ordonnées représente la valeur de RD et de RD’ de chaque item. Les traits pleins
représentent la RD et les pointillés représentent RD’. Chaque trait vertical en rouge
symbolise le début d’une session d’écoute. Nous pouvons constater que RD n’est pas
une valeur stable et qu’elle évolue fortement au cours du temps. Une croissance conti-
nue de RD nous indique que les items consultés apportent de plus en plus de diversité
par rapport à l’historique considéré et inversement. Bien que RD soit relativement in-
stable, nous constatons qu’il existe certains moments où la diversité varie peu, nous
indiquant que les items consultés n’apportent pas beaucoup de diversité.
A l’inverse, certaines consultations font chuter ou augmenter drastiquement RD. Lorsque
RD diminue ou reste faible, l’utilisateur spécialise sa séquence de consultations (c’est-
à-dire que les items consultés possèdent beaucoup d’attributs pour lesquels leurs va-
leurs sont similaires). Lorsque RD est importante, l’utilisateur a un comportement
éclectique, il est ouvert à plusieurs tendances, et les items consultés sont divers.
L’évolution de RD peut également être visualisée en trois dimensions comme le
montre la Figure 5 obtenue à partir de RD totale (prise en compte de tous les attributs).
Ce graphique nous permet de voir l’impact de la taille de la fenêtre d’observation sur
la valeur de RD. La taille de la fenêtre ne semble pas modifier de manière significative
les valeurs de RD. Malgré cela, les variations de RD sont plus prononcées pour un his-
torique de taille 1. De manière générale, la diversité apportée par un item par rapport
à un ensemble d’items est plus faible que la diversité apportée par un item par rapport
à un seul item. En prenant une fenêtre d’observation trop petite, les variations trop
importantes de RD risquent de générer trop de bruit alors qu’une fenêtre trop grande
pourrait masquer une variation importante de diversité. Pour la suite de nos calculs,
nous utiliserons une fenêtre de taille 3, car elle offre un bon compromis entre détection
des variations importantes et sensibilité au bruit (faibles variations de diversité).
Le modèle DANCE 21
Figure 5. Évolution de RD totale selon différentes tailles de fenêtres
Discussion : Comme nous venons de le présenter, le modèle DANCE permet de
modéliser l’évolution de la diversité au cours du temps. Cela nous permet donc de va-
lider H1. Bien qu’un corpus de musique ait été utilisé, notre modèle présente l’avan-
tage d’être générique et peut être transposé dans d’autres domaines. Les formules
de similarité par attribut entre les items devront cependant être adaptées en fonction
du domaine choisi. Le modèle DANCE possède l’avantage d’avoir une complexité en
temps constant O(k), k étant la taille de l’historique que nous avons fixée (cf. section
2.1.1).
Même si nous avons fixé la taille de la fenêtre à 3 pour les raisons citées précédement,
la taille de la fenêtre optimale ne pourra être déterminée qu’à l’issue de la confronta-
tion de notre modèle avec des utilisateurs en situation réelle de recommandation. Cette
confrontation constitue l’une de nos perspectives. En effet, nous avons besoin du re-
tour des utilisateurs afin de savoir si notre paramétrage est trop ou pas assez sensible
pour la détection des contextes implicites.
Comme nous l’avons défini précédemment, au sein d’un contexte (qu’il soit im-
plicite ou explicite), les items consultés partagent des caractéristiques communes. À
partir de notre modèle, nous pouvons savoir quand la diversité des items consultés
varie fortement et nous pouvons donc utiliser ces variations afin de détecter le passage
d’un contexte implicite à un autre.
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2.2. Détection du contexte : approche naïve
Un contexte implicite étant un laps de temps pendant lequel les items consultés
partagent des caractéristiques communes, la diversité apportée par les items consultés
dans un même contexte implicite est relativement faible. Au contraire, lors d’un chan-
gement de contexte implicite, les caractéristiques des items consultés n’étant plus les
mêmes, la valeur RD apportée par les items du nouveau contexte est plus importante.
C’est sur ce principe que nous avons basé notre modèle, afin de détecter les change-
ments de contexte implicite.
Notre modèle cherche donc à détecter les consultations réunissant ces deux condi-
tions :
1. RD de l’item cible est supérieure à RD de l’item précédent et de l’item suivant,
cela signifie qu’il y a un pic de diversité (C1) ;
2. la variation de diversité apportée par l’item courant (RD’) doit être supérieure à
un seuil fixé dans notre modèle, cela signifie que la diversité apportée par l’item cible
est importante (C2).
Le pseudo-code simplifié de l’algorithme 1 ci-dessous présente le fonctionnement
de notre modèle.
Algorithme: 1 Pseudo-code simplifié du modèle DANCE
sessions_détectées, musiques_passées_détectées, contextes_détectés = 0
k = taille de la fenêtre d’observation
pour tous les items i faire
calculer RD(i,k)
RD’(i) = RD’(i)- RD’(i-1)
si RD(i-1) < RD(i) > RD(i+1) et RD’(i)>seuil alors
si i est un début de session alors
sessions_détectées ++







retourner sessions_détectées, musiques_passées_détectées, contextes_détectés
Notre corpus initial est divisé en deux corpus contenant tous les items (c’est-à-dire
toutes les musiques écoutées), mais ne contenant pas les mêmes informations :
– Le corpus d’apprentissage dans lequel nous connaissons pour chaque utili-
sateur les items consultés, les informations sur ces items (i.e. leurs attributs) et le
timestamp de ces consultations ;
– Le corpus de test contenant la liste des sessions d’écoute et l’information dé-
terminant si une musique a été passée ou non (les sessions et les musiques passées ont
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pu être déterminées grâce aux timestamps).
Le but de l’algorithme 1 est de détecter les changements de contexte implicite se
produisant lorsque les deux conditions C1 et C2 sont réunies. Une fois un changement
de contexte implicite détecté à partir des informations du corpus d’apprentissage, l’al-
gorithme regarde si ce changement est dû à un événement en utilisant les informations
contenues dans le corpus de test.
La finalité de notre algorithme n’est pas de détecter les fins de session et les mu-
siques passées, puisque ces dernières peuvent être obtenues par l’analyse des traces.
Notre algorithme est un moyen de répondre à la question suivante :
Existe-t-il des concordances entre les événements (révèlateurs potentiels des
changements de contexte explicite) et les changements de contexte implicite dé-
tectés par notre algorithme ?
L’algorithme 1 est donc un moyen de répondre à cette question en cherchant à voir
si les contextes implicites détectés et les changements de contexte explicite (induits
entre autre par les fins de session) coïncident.
2.2.1. Paramètres utilisés
Afin de pouvoir tester les performances de détection de notre modèle, nous avons
déterminé les sessions d’écoute de chacun des utilisateurs de notre corpus. En ef-
fet, l’API que nous avons utilisée ne nous a pas permis d’obtenir explicitement les
moments où se situent les fins de session (i.e. les déconnexions ou moments d’inacti-
vité). Connaissant les heures exactes auxquelles les musiques ont été écoutées grâce
aux timestamp, ainsi que les durées des musiques, nous avons pu inférer les sessions
d’écoute de notre corpus. Nous considérons qu’une session d’écoute est constituée
d’un enchaînement de musiques pour lesquelles il se passe moins de 15 minutes entre
la fin d’une musique et le début de la suivante.
À l’aide des informations précédemment citées, nous avons également été en mesure
de savoir si les musiques ont été entièrement écoutées. Nous considérons qu’une mu-
sique a été abandonnée (passée) si la durée d’écoute est inférieure ou égale à 70% de
sa durée.
Notre corpus comporte 18 412 sessions d’écoute et 15 008 musiques ont été passées.
Une session est composée en moyenne de 11 musiques et dure en moyenne 40 mi-
nutes.
Cette première approche est dite naïve car, les paramètres que nous avons utilisés ne
sont pas optimisés. Tous les attributs ont un poids fixé à 1 pour le calcul de RD et le
seuil de RD’ est fixé à 0,05 (cf. supra, 2ème condition pour détecter un changement de
contexte, section 2.2, p.21).
2.2.2. Résultats
Les résultats que nous avons obtenus avec les paramètres décrits ci-dessus sont
résumés dans le Tableau 2 :
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Tableau 2. Résultats de l’approche naïve
Nombre existant Nombre détecté par DANCE Pourcentage
Sessions 18 412 14 253 77,41 %
Musiques passées 15 008 2 632 17,53 %
Contexte implicite - 12 925 -
Avec cette approche, nous avons cherché à vérifier si les changements de contexte
identifiés par notre algorithme correspondaient à des événements particuliers tels que
les fins de session ou les chansons passées par les utilisateurs.
Notre modèle basé sur les variations de diversité nous permet d’induire des change-
ments de contexte implicite. Or, s’il n’y a pas de changement de contexte implicite
entre deux sessions, notre modèle ne pourra pas détecter la nouvelle session car selon
notre définition du contexte implicite, la diversité varie très peu au sein d’un même
contexte. Ceci est la raison pour laquelle il convient de préciser que notre modèle ne
permet pas d’arriver à 100 % de détection de fin de session. Cette première approche
de notre modèle permet de détecter 77,41 % des sessions existantes.
Comme nous l’avons mentionné précédemment, notre modèle n’a pas pour but de dé-
tecter les sessions des utilisateurs mais les contextes implicites. La détection des ses-
sions nous permet, à partir du postulat selon lequel il existe un changement de contexte
explicite entre deux sessions, de vérifier que l’on pouvait détecter ces changements de
contexte explicite.
Nous constatons que nous avons obtenu 12 925 maximums locaux ne correspon-
dant ni à un changement de session, ni à une musique passée. Ces maximums locaux
nous permettent de poser l’hypothèse qu’il existe plusieurs contextes implicites au
cours d’une même session et que de tels changements de contexte implicite sont dé-
tectables par notre modèle.
Le nombre de musiques passées détectées par notre modèle est relativement faible :
seuls 17,53 % des musiques passées ont été à l’origine d’un fort pic de diversité. Cela
signifie qu’une musique n’est pas nécessairement passée car elle ne correspond pas au
contexte implicite courant. Les raisons pouvant pousser un utilisateur à ne pas écouter
une musique entièrement peuvent être multiples : la musique correspond au contexte
implicite mais n’est pas appréciée, la musique est appréciée mais l’utilisateur n’avait
pas envie de l’écouter entièrement ou à ce moment précis, l’utilisateur a envie d’écou-
ter autre chose car cette musique lui a fait penser à une autre musique, etc.
2.2.3. Discussion
Cette première approche du modèle DANCE nous a permis de démontrer qu’il est
possible d’utiliser l’évolution temporelle de la diversité afin de détecter certains évé-
nements du comportement des utilisateurs (notamment les changements de sessions
dont la détection peut être due à un changement de contexte explicite étant à l’origine
du changement remarquable des caractéristiques des items consultés). L’hypothèse
H2 est donc validée. En outre, il est raisonnable de s’interroger sur le choix des at-
tributs à prendre en compte lors de la mise en place d’un tel modèle. Ainsi, bien que
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l’utilisation de l’attribut “coordonnées” soit surprenante, cela n’en est pas moins in-
téressant. Utiliser cette information nous a permis de montrer dans un premier temps
que la diversité pouvait être calculée à partir de n’importe quelle source d’informa-
tion. De plus, dans certains cas, cet attribut peut avoir du sens. Par exemple, nous
pourrions imaginer dans une séquence de consultations, que le seul attribut possèdant
une évolution en diversité faible soit les coordonnées si l’utilisateur n’écoute que des
groupes locaux. Il faudra alors davantage tenir compte de cet attribut pour les recom-
mandations, puisque qu’il semble être important pour cet utilisateur dans ce contexte
implicite.
2.3. Étude de la stabilité et optimisation des paramètres
Nous avons montré qu’il est possible d’utiliser l’évolution temporelle de la di-
versité pour détecter les changements de contexte implicite. La configuration utilisée
précédemment avec l’approche naïve attribuait le même poids à chaque attribut dans
le calcul de RD. Or, certains attributs peuvent être plus discriminants que d’autres
pour détecter un changement de contexte. Par exemple, le passage d’une musique très
énergique à une musique très calme sera sans doute plus révélateur d’un changement
de contexte explicite que le passage d’une musique longue à une musique courte. Si
tel est le cas, le poids de l’attribut “énergie” devra être plus important que l’attribut
“durée” pour le calcul de RD. Afin de pouvoir vérifier si certains attributs sont plus
discriminants que d’autres, nous devons tester différentes configurations des poids des
attributs de notre algorithme afin de voir quelles en sont les conséquences sur les per-
formances de détections. Nous souhaitons donc approfondir notre analyse autour de
trois questions de recherche :
1. Peut-on privilégier la détection de certains événements en changeant la confi-
guration des poids de notre algorithme ?
2. L’algorithme est-il stable si on modifie sa configuration (i.e. les poids élevés
sont-ils toujours les mêmes) ?
3. Y-a-t-il une configuration optimale (i.e. toujours meilleure que les autres) ?
2.3.1. Utilisation d’un algorithme génétique
Pour répondre à ces questions de recherche, nous devons faire varier un grand
nombre de paramètres. En considérant que les poids des attributs sont des nombres à
deux décimales compris entre 0 et 1 et sachant que nous disposons de 13 attributs, tes-
ter toutes les configurations de poids possibles reviendrait à tester 1026 configurations.
Étant donné cet ordre de grandeur, il est impossible d’envisager de tester toutes ces
configurations. Sachant que nous nous trouvons face à un problème d’exploration d’un
espace de très grande taille, utiliser un algorithme génétique semble être une solution
adéquate afin d’optimiser les poids des attributs. En utilisant un algorithme génétique,
nous ne cherchons pas à trouver le meilleur paramétrage possible mais nous nous ser-
vons de cette approche afin de balayer un large espace de combinaisons dans le but de
savoir s’il est possible ou non d’améliorer les performances de notre modèle.
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Les algorithmes génétiques ont été mis au point dans les années soixante pour ré-
pondre à des problèmes ayant de très nombreuses combinaisons (dont le plus étudié
est le problème du voyageur de commerce (Sonam, Puneet, 2014)). Ce type d’al-
gorithmes fait partie des algorithmes évolutionnistes, c’est à dire que la solution est
trouvée via la sélection des individus offrant les meilleures performances.
Le principe des algorithmes génétiques consiste à initialiser aléatoirement une popula-
tion où chaque individu ou chromosome représente une solution possible au problème
(phase d’initialisation). Dans notre cas, un chromosome représente une combinaison
des poids de nos treize attributs. Nous rappelons que pour le calcul de RD, nous uti-
lisions auparavant les valeurs de RD de chacun des attributs, où chacun des attributs
avait le même poids dans le calcul de RD. En utilisant des poids différents, certains
attributs impacteront plus ou moins fortement le calcul de RD. Un chromosome cor-
respond à la valeur des poids attribués à chacun des attributs. Un gène correspond au
poids d’un attribut. Ainsi, chaque chromosome possède treize gènes. La performance
de chaque chromosome par rapport au problème posé est évaluée à l’aide d’une fonc-
tion de fitness (phase d’évaluation). Dans notre cas, la performance est la capacité à
détecter certains événements au travers des contextes implicites que nous détectons.
Les chromosomes les plus performants, c’est-à-dire ceux ayant le meilleur score sont
utilisés pour créer la génération suivante (phase de reproduction). Lors de la phase
de reproduction, deux chromosomes vont échanger une partie de leurs gènes selon
un pourcentage défini par un seuil d’enjambement afin de créer un nouveau chromo-
some. Enfin, chaque chromosome issu de la phase de reproduction peut muter ou non
selon une probabilité définie dans les paramètres du modèle. La mutation correspond
au changement aléatoire d’un gène d’un chromosome, et permet d’introduire un gène
n’étant présent pas dans la population initiale. Une nouvelle génération de chromo-
somes sera donc créée à partir de la population de départ et ces derniers seront de
nouveau évalués. Le processus est ensuite répété jusqu’à convergence de la solution
ou lorsque le nombre de générations maximum fixé est atteint.
Bien qu’ils reposent sur des bases communes, il existe différentes variantes au sein
des mécanismes que nous venons de présenter (Mallipeddi et al., 2011). Par exemple,
certains algorithmes génétiques ne vont utiliser que les individus ayant les meilleurs
scores pour créer la génération suivante, d’autres vont utiliser le principe de la roulette
reposant sur un tirage aléatoire entre tous les individus mais où les individus ayant les
meilleurs scores ont plus de chance d’être sélectionnés que les autres.
Il convient de préciser que nous ne cherchons pas à mettre au point l’algorithme gé-
nétique nous permettant d’obtenir les meilleures performances de détection possibles,
mais que nous utilisons un algorithme génétique afin de pouvoir répondre aux ques-
tions de recherche que nous avons citées précédemment.
2.3.2. Paramètres utilisés
Lors de la mise au point de notre algorithme génétique, nous avons fait en sorte
que ce dernier ne converge pas trop rapidement vers un maximum local, tout en favo-
risant les chromosomes ayant la plus grande probabilité de succès.
Les paramètres que nous avons utilisés afin de pouvoir respecter les conditions précé-
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demment citées sont les suivants :
– Initialisation de la population : la population initiale comporte 500 chromo-
somes dont les treize gènes ont été choisis aléatoirement entre une valeur minimale et
maximale (correspondant aux poids des attributs pour le calcul de RD) ;
– Évaluation des chromosomes (fonction de fitness) : le score d’un chromo-
some est déterminé par le nombre de détections effectuées sur l’événement choisi.
Par exemple, dans le cas où l’on cherche à maximiser les détections des sessions, le
score du chromosome évalué correspond au nombre de changements de sessions que
ce dernier aura permis de retrouver ;
– Formation des couples : les couples sont formés aléatoirement parmi la popu-
lation de chromosomes et chaque couple possède un score correspondant à la somme
des scores des chromosomes le composant. Ensuite, selon une loi de Poisson avec un
cœfficient de 2,12 11, nous avons généré une liste du nombre de fils devant être créés
par chaque couple. Plus le score du couple est important et plus le nombre de fils qu’il
devra générer sera grand. Ce mécanisme permet de privilégier au sein de la population,
les gènes permettant d’obtenir de bons scores sans pour autant tomber dans une forme
d’eugénisme dont le principe serait néfaste pour la convergence de l’algorithme ;
– Reproduction : Lors de la reproduction, les deux chromosomes des couples fo-
rés précédemment vont générer des enfants en s’échangeant une partie de leurs gènes
à hauteur de 70 % et les parents ne seront pas inclus dans la génération suivante;
– Mutations : Chaque nouveau chromosome peut muter avec une probabilité de
1
13 . Si un chromosome mute, alors un de ses gènes sera de nouveau généré aléatoire-
ment.
2.3.3. Résultats
La première hypothèse que nous avons voulu vérifier était de savoir si l’attribution
de cœfficients différents pouvait avoir un impact positif sur le nombre de sessions dé-
tectées (question de recherche no 1 p.25). Pour ce faire, nous avons utilisé l’algorithme
génétique que nous avons précédemment présenté. Les poids des attributs ne sont plus
fixés à 1 mais prennent les valeurs du chromosome ayant obtenu le meilleur score. Les
tests ont été effectués pour différents seuils de RD’. Le Tableau 3 ci-dessous présente
les résultats obtenus sur 50 générations de chromosomes :
Tableau 3. Résultats avec des cœfficients compris entre 0 et 1
````````````Evts existants
Seuil RD’ 0 0,05 0,10 0,15 0,20
Détections Détections Détections Détections Détections
Fins de session 18 412 17 737 16 288 15 776 14 450 1877
Contextes implicites - 22 104 17 412 15 776 14 533 11 075
Musiques passées 15 008 3 915 3 137 2 807 2 448 2 050
Nous pouvons constater dans un premier temps que le paramétrage des cœfficients
augmente les performances de détections de notre modèle. En effet, le nombre de ses-
11. Le cœfficient 2,12 a été choisi de manière à perpétuer la population sans pour autant qu’elle grandisse
trop rapidemment.
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sions détectées passe de 14 253 (soit 77,41%) pour des poids de 1 (cf. supra, Tableau
2, p.24), à 16 228 (soit 88,46%) (Tableau 3 ci-dessus) pour des poids compris entre
0 et 1. Cela confirme l’hypothèse selon laquelle la détection de certains événements
peut être privilégiée et que certains attributs sont plus déterminants que d’autres pour
détecter les contextes (question de recherche no 1, p.25).
Nous avons également essayé de paramétrer notre modèle afin de privilégier la dé-
tection des musiques ayant été passées. Cependant, les détections de ces dernières
n’ont pas pu être améliorées, confirmant que les musiques passées sont difficilement
détectables à l’aide de l’évolution de la diversité.
Le seuil de RD’ impacte également significativement les performances de détec-
tion, comme le montrent les résultats du Tableau 3. Plus ce dernier est petit et plus les
faibles variations de diversité sont détectées. Inversement, plus ce seuil est important,
plus les changements de contexte implicite doivent être marqués par une variation de
diversité importante pour être détectés. C’est pourquoi le nombre de contextes impli-
cites détectés augmente lorsque l’on diminue le seuil de RD’. Ainsi, une faible valeur
de RD’ améliore la détection des fins de session, mais rend également notre algo-
rithme plus sensible aux changements de contexte implicite de faibles amplitudes au
sein des sessions. Le choix de la valeur de RD’ se résume donc à trouver le meilleur
compromis entre la sensibilité de la détection et la pertinence des contextes implicites
détectés. À l’heure actuelle, nous ne pouvons pas encore dire qu’une valeur de ce seuil
est plus adaptée qu’une autre. Parmi les perspectives, nous envisageons de tester notre
modèle en situation réelle sur des recommandations et de regarder si l’on peut aug-
menter la satisfaction des utilisateurs en prédisant leur besoin de diversité.
Enfin, afin de vérifier la stabilité de notre modèle (question de recherche no 2, p.25),
nous avons choisi de lancer plusieurs fois notre algorithme génétique. Nous avons
également vérifié si la configuration des poids des attributs à la fin des 50 générations
n’était pas due à l’initialisation de notre population. À l’issue de chaque lancement de
notre algorithme génétique, nous avons classé les poids des attributs par ordre décrois-
sant et nous avons récupéré la position de chaque attribut (plus le poids d’un attribut
et grand, plus sa position sera petite et réciproquement). Le but est de vérifier si les
attributs ayant les poids les plus importants sont les mêmes après chaque exécution et
chaque initialisation.
Le Tableau 4 ci-dessous nous renseigne sur les statistiques des positions des treize
attributs sur 20 initialisations. Les poids sont compris entre 0 et 1 et le tableau présente
les moyennes et les écarts types des rangs des attributs sur 20 exécutions.
Il convient de constater que, quel que soit le seuil de RD’ utilisé, les attributs “mo-
de” et “artistes similaires” sont les attributs ayant les poids les plus importants. In-
versement, la “popularité” de l’artiste ainsi que ses coordonnées sont les attributs les
moins discriminants dans la détection d’événements. Les attributs avec des poids éle-
vés sont souvent les mêmes malgré de petites variations dans le classement de tête,
d’où un écart type faible (cf. Tableau 4). Par ailleurs, les attributs avec des poids
faibles sont également souvent les mêmes. Précédement, nous avons fait une remarque
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Tableau 4. Rang des poids des attributs
Seuil RD’ 0 0,05 0,10
Attribut Moyenne Écart type Moyenne Écart type Moyenne Écart type
Mode 2,95 0,39 1 0 1 0
Artistes similaires 3,95 0,22 2,35 0,49 2 0
Énergie (musique) 5,05 0,22 2,65 0,49 7,3 2,29
Années d’activités 7,25 0,44 4,75 1,74 3 0
Termes (artiste) 8,45 2,25 7,35 2,6 5,1 2,04
Familiarity (artiste) 9,75 1,57 7,95 1,67 8,4 2,8
Tempo 1,05 0,22 8,7 2.83 10,05 2,64
Danceability (musique) 10,5 1,76 8,75 3,04 9,25 2,46
Loudness 7,8 2,41 9,15 2.6 9,55 2,25
Hotttness (musique) 2,05 0,22 9,20 2,74 8 2,99
Coordonnées 10,75 1,94 9,30 2,90 7,85 2,78
Durée 10,2 2,50 9,7 2,2 10,5 2,63
Hotttness (artiste) 11,25 1,41 10,15 2.6 8 2,99
concernant les coordonnées et nous pouvons constater que dans le cas où nous cher-
chons à optimiser la détection des changements de session, cet attribut est l’un de
ceux ayant le moins d’impact (d’où son faible poids). Cependant, dans le cas où l’on
cherche à diversifier les recommandations, jouer sur les valeurs de cet attribut pour-
rait être essentiel. Cela valide l’hypothèse selon laquelle le modèle DANCE est stable
(question de recherche no 3, p.25) et qu’il existe une configuration optimale consistant
à maximiser certains poids.
2.3.4. Discussion
La conception d’un modèle reposant sur un algorithme génétique nous a permis de
pouvoir tester de nombreuses combinaisons de poids des attributs. Dans un premier
temps, nous avons pu confirmer l’hypothèse de recherche no 1 car les performances de
détections obtenues par notre modèle DANCE avec des poids sur les attributs ont été
améliorées par rapport à l’approche naïve. Pour un même seuil de RD’ (0,05), 2 000
sessions supplémentaires ont pu être ainsi détectées (cela représente 88,41% de fins
de session détectés si des poids sont attribués, contre 77,41% avec l’approche naïve).
Nous avons également démontré que l’hypothèse de recherche no 2 est valide puisqu’il
existe une stabilité dans les configurations des poids des attributs et ce, même après
plusieurs exécutions de notre algorithme. Au fil de l’étude sur la stabilité de notre
modèle, nous avons également mis en évidence le fait qu’il existe une configuration
optimale de certains poids tels que le “mode” et les “artistes similaires”. Ce dernier
constat nous a donc permis de valider notre hypothèse de recherche no 3. Les résultats
obtenus nous permettent donc de valider l’hypothèse H3 car notre modèle est stable et
peut effectivement être paramétré pour privilégier la détection de certains événements.
Lorsque nous avons classé les poids des attributs en fonction de leur rang, nous
avons pu constater que certains attributs reviennent toujours en tête du classement
30 HSP. Volume x – no y/2016
(“tempo”, “mode”, “artistes similaires” et “énergie”). Nous en avons conclu qu’ils
étaient plus déterminants que d’autres dans le sens où, lorsque l’on cherche à maximi-
ser la détection des changements de session, ce sont ces attributs ayant le plus d’im-
pact. Ces attributs ont plus d’impact parce qu’ils témoignent d’une forte augmentation
de diversité lors d’un changement de session contrairement à certains autres attributs
(coordonnées, durée, hotttness) ne semblant pas rendre compte de manière significa-
tive d’un changement de session. Donner du sens à la liste des attributs les plus dé-
terminants est délicat car toute interprétation serait subjective. Néanmoins, les rangs
fournis par notre algorithme génétique pourront être exploités pour fournir une expli-
cation à l’utilisateur courant. A titre d’exemple, il sera difficile de trouver une justifica-
tion (autre que statistique) à l’adéquation entre variation d’“énergie” et fins de session.
En revanche, il sera possible de dire à l’utilisateur qu’une nouvelle recommandation
lui est faite pour tenir compte de son changement de comportement constaté vis-à-vis
de l’attribut “énergie”.
Enfin, il est important de noter que nous ne proposons pas un modèle permettant de
détecter les fins de session. En revanche, il existe un recouvrement important entre
les fins de session et les changements de contexte implicite. De plus, au sein d’une
session, il peut également y avoir un ou plusieurs changements de contexte implicite.
Par exemple, lorsque l’utilisateur est lassé par la musique qu’il écoute et souhaite en
changer. Notre modèle permet de détecter de fortes variations de diversité que nous
attribuons à ces changements de contexte implicite au sein d’une session. Toutefois,
notre corpus n’étant pas labélisé, nous ne pouvons pas évaluer la proportion de ces
variations attribuables à des faux positifs. Cela ne remet pas en cause la qualité de
notre modèle puisqu’il s’agit de variations de diversité avérées. Les tests utilisateur
que nous réaliserons dans un futur proche nous permettront de distinguer automati-
quement les changements de contexte implicite des faux positifs. Pour ce faire, nous
intégrerons a posteriori les retours des utilisateurs comme fonction de récompense
dans notre algorithme génétique.
3. Conclusion et perspectives
3.1. Conclusion
Alors que l’impact positif de la diversité dans les systèmes de recommandation
n’est plus à démontrer, de nombreuses problématiques se posent autour de cette di-
mension. Parmi les problématiques dominantes, la prise en compte du besoin en di-
versité chez les utilisateurs a récemment été étudiée par (Castagnos et al., 2010). Ces
derniers ont démontré que le besoin en diversité chez les utilisateurs n’est pas le même
au cours du temps. Cependant, bien qu’ils aient proposé un modèle indiquant dans quel
contexte la diversité des items recommandés devait être maximisée ou minimisée, dé-
tecter et caractériser ces contextes constituait un obstacle majeur. Dans cet article,
nous avons présenté le modèle DANCE et ce dernier permettra à terme d’outrepasser
cet obstacle. Comme nous l’avons montré, le modèle DANCE permet d’une part, de
modéliser l’évolution de la diversité au cours du temps avec une faible complexité al-
gorithmique et d’autre part, d’être utilisé afin de détecter les changements de contexte
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implicite des utilisateurs. Détecter rapidement un changement de contexte implicite
permettra de réagir et d’adapter les recommandation en conséquence. La force de
notre modèle réside dans sa capacité à pouvoir détecter les similarités et les dissimila-
rités existantes entre les différents contextes. En plus d’offrir de bonnes performances,
notre modèle possède l’avantage d’être respectueux de la vie privée des utilisateurs.
En effet, seule une connaissance des items et de leur ordre de consultation suffisent à
notre modèle. Notre modèle ne nécessite qu’un historique de petite taille pour détecter
les changements de contexte implicite.
Nous avons donc proposé un modèle formel, innovant et générique pour comprendre
le contexte implicite de l’utilisateur en observant le niveau de diversité au sein des
séquences de consultation. Il est considéré comme générique car applicable à tous les
domaines, dès lors qu’il est possible de caractériser les items sous forme d’attributs.
Nous avons éprouvé ce modèle sur la base d’un corpus musical de grande taille. En
outre, nous avons proposé un algorithme génétique permettant à la fois d’optimiser
les performances de notre modèle, et de vérifier sa stabilité. Nous avons également
démontré la capacité de notre modèle à prédire des événements tels que les fins de
session.
3.2. Perspectives
Le modèle DANCE est le premier modèle d’après la littérature à proposer une mo-
délisation temporelle de la diversité. Il en résulte donc de nombreuses perspectives.
Premièrement, nous souhaiterions pouvoir valider notre modèle à l’aide d’utilisateurs
réels. En effet, le corpus que nous avons utilisé est incomplet et utilisé hors ligne. Nous
ne savons par exemple pas comment les enchaînements de musiques ont été réalisés (à
la main, liste de lecture personnelle ou communautaire, recommandations...). Dans un
second temps, notre modèle pourrait être utilisé à des fins de recommandation afin de
fournir des recommandations adaptées aux contextes des utilisateurs et pour mesurer
leur satisfaction.
À terme, notre modèle pourrait donc être utilisé dans des cycles de recommandation,
afin de répondre aux besoins en diversité des utilisateurs sans que ces derniers aient
besoin de le demander explicitement, et ce, sans connaissance explicite du contexte
courant des utilisateurs. Il sera possible de personnaliser les recommandations sans
pour autant être intrusif, puisque nous ne nous servons pas de données personnelles
pour nous adapter au contexte. DANCE pourra être utilisé pour adapter les niveaux de
diversité en fonction du besoin des utilisateurs, et également fournir des explications
sur les recommandations (caractérisation du contexte implicite). Par exemple, si nous
constatons qu’un utilisateur a des consultations très diverses (ou choisi des recom-
mandations diverses), l’algorithme de recommandation pourra s’adapter à ce besoin
et fournir des recommandations diverses. Inversement, si la personne semble très spé-
cialisée dans ses consultations, l’algorithme pourra l’aider en identifiant les attributs
déterminant ainsi que les plages de valeur adaptées à ses usages.
Comme nous l’avons précisé, le modèle peut être utilisé dans d’autres domaines comme
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les réseaux sociaux professionnels tels que Yupeek 12 ou Linkedin 13 où la recomman-
dation occupe une place dominante. Appliquer notre modèle dans de tels domaines se-
rait un moyen de confirmer le caractère générique de notre modèle. Une autre perspec-
tive consisterait à augmenter les capacités à décrire le comportement des utilisateurs.
Une amélioration du modèle DANCE consisterait ainsi à caractériser les contextes des
utilisateurs en fonction des caractéristiques des items contenus dans ces derniers. Nous
envisageons également de nous servir de notre modèle afin de détecter certains pat-
terns de comportement des utilisateurs.
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