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Abstract
A general theory is presented for the treatment of decoherence of a multilevel quantum system (with
many degrees of freedom) interacting with multi-bath reservoir and driven by ac fields. In this approach,
the system is described by a reduced density operator and the multi-bath reservoir is characterized by a
number of spectral densities. The reduced density operator is governed by the master equation in which the
effect of ac driving fields and the leakage to non-computational states are included. The theory is applied
to the study of decoherence of a two-dimensional (2D) SQUID flux qubit coupled to control and readout
circuits. The predicted results are in very good agreement with available experimental results in the absence
of driving fields and with the analytic results of a dissipative two-level system in the presence of weak
driving fields. The relaxation and decoherence times versus the parameters and temperature of the control
and readout circuits are also explored in details to facilitate the optimization of the 2D SQUID qubit.
PACS numbers: 85.25.-j, 03.67.Lx, 76.60.Es
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I. INTRODUCTION
In the past few years, solid-state qubits based on superconducting devices are of particular
interest for quantum computation because of their advantages of large-scale integration, flexibil-
ity in design, and easy connection to conventional electronic circuits1. Significant progress has
been made on physical implementation of quantum computation based on superconducting qubits.
Quantum coherence has been successfully demonstrated in a variety of superconducting single-
qubit systems2,3,4,5,6,7,8,9 and coupled two-qubit systems.10,11,12,13 However, all the superconduct-
ing qubits demonstrated in the experiments so far have relatively short coherence time and high
probability of gate errors.2,3,4,5,8,9,10,11 One of the causes of these problems is the intrinsic gate
error resulting from leakage to non-computational states due to the typical multilevel structures
of superconducting qubits.14,15 This kind of gate error has been explored14,15,16 and can be mini-
mized by using appropriate working parameters for the qubits with their device parameters given
in prior.16 Another cause is the extrinsic gate error arising from coupling between the qubits and
environment resulting in decoherence such as relaxation and dephasing.17,18 Due to the unavoidable
coupling with environment, the superconducting qubits always suffer from such kind of extrinsic
gate error. Thus the environment-induced decoherence is one of the main obstacles to the practical
application of superconducting qubits in quantum computation.1,3,17,19,20
The typical environment in superconducting qubits is electronic circuits used for con-
trol and readout of the qubits. Although the decoherence of superconducting qubits
induced by such kind of environment has been extensively investigated both theoreti-
cally1,17,18,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35 and experimentally.3,9,19,26,29,36,37,38,39,40,41,42, almost
all the investigations so far are for the qubits in the absence of driving fields (free decay). However,
in superconducting-qubit based quantum computation, ac fields (e.g., microwave fields) are usu-
ally used to manipulate the qubit’s states.2,3,4,5,6,7,8,9,10,11,12,13,23 Due to the coupling of the qubits
with the fields the effect of driving fields and leakage to non-computational states may be quite
large depending on the field strength14,15,16 and thus the dynamics of driven qubits may be quite
different from that of qubits in free decay. Recent experiment20 shows that the decoherence time
of a superconducting qubit is significantly increased in the presence of a resonantly ac driving field.
Thus a through investigation of decoherence of realistic superconducting qubits needs to include
effect of driving fields and leakage to non-computational states.23
Furthermore, building a practical quantum computer requires simultaneous operations of a
large number of multiqubit gates in a coupled multiqubit system.43,44,45 On one hand, the coupled
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multiqubit system may have many degrees of freedom, on the other hands, due to complexity
and diversity of the superconducting circuits, the environment may be a multibath one. In this
case, the coupled multiqubit system may interact with the environment through all the degrees
of freedom simultaneously, resulting in significantly different decoherence from that interacting
with the environment through one degree of freedom of single qubits. Therefore, to investigate the
decoherence of coupled superconducting qubits in realistic gate operations of quantum computation,
one needs an approach for a quantum system of many degrees of freedom interacting with a
multibath reservoir and driven by ac fields.
In this paper, we propose a general theory for the treatment of decoheerence of a multilevel
quantum system of many degrees of freedom interacting with a multibath reservoir and driven
by ac fields. In this theory, the multibath reservoir are characterized by a number of spectral
densities.46,47,48 For superconducting qubits coupled to electronic circuits, the spectral densities at
finite temperature can be calculated in terms of recently proposed approaches21,48 together with
the quantum fluctuation-dissipation theorem.47,48 The system is described by a reduced density
operator. The reduced density operator is governed by the master equation in which the effect of
driving fields and leakage due to the driving field and reservoir are included. This theory is used
to simulate the dynamic process of a two-dimensional (2D) superconducting quantum interface
device (SQUID) flux qubit coupled to control and readout circuits in the absence of driving fields
(free decay). The results are in very good agreement with the available experimental results. It is
also applied to investigate the effect of driving fields on the decoherence of the 2D SQUID qubit
coupled to the control and readout circuits and driven by a resonant microwave field. The results
agree well with the analytical results of the dissipative two-level system in the case of weak driving
fields. To optimize the 2D SQUID qubit, the changes of relaxation and decoherence times versus
the parameters and temperature of the control and readout circuits are explored.
II. MASTER EQUATION OF A DRIVEN OPEN QUANTUM SYSTEM
A. General form of master equation for a driven open quantum system
In general, an open quantum system is described by a generalized master equation of non-
Markovian process.27,49,50,51 However, in the case of weak damping and weak driving fields, which
is the case for most of superconducting (charge, flux, and phase) qubits, the generalized non-
Markovian master equation is equivalent to the Markovian master equation.49,51 Thus we will
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present the dissipative theory for Markovian process.
Let us consider a global system consisting of a quantum system surrounded by a reservoir
and driven by an ac field. If the interaction of the driving field and reservoir is neglected, the
Hamiltonian of the global system can be written as
HG = HS +HR +HI +HF , (1)
where, HS is the Hamiltonian of the quantum system, HR is the Hamiltonian of the reservoir, HI
is the interaction of the quantum system and reservoir, and HF is the interaction of the quantum
system and driving field. Obviously HR commutes with both HS and HF . For the case of weak
damping and weak driving field considered here, the interactions HI and HF are proportional to
the system’s coordinate operators linearly and thus they also commute with each other.52
In Schro¨dinger picture, the motion of the global system is described by Liouville-von Neumann
equation53
dη(t)
dt
= − i
~
[HG(t), η(t)] = −iL(t)η(t), (2)
where, η(t) is the density operator of the global system and L(t) is the Liouville superoperator
corresponding to the Hamiltonian of the global system defined by
L =1
~
[HG, ] = LS + LR + LI + LF . (3)
Here, Lq = [Hq, ] /~ is the Liouville superoperator corresponding to the Hamiltonian Hq for q = S,
R, I, and F . The density operator of the global system satisfies TrS,Rη(t) = 1, where TrS,R is the
trace over both the quantum system and reservoir.
In the global system, the quantum system performs a dissipative process due to the coupling with
reservoir. This process can be characterized by a reduced density operator ρ (t). It is calculated
by tracing η(t) over the reservoir
ρ(t) = TrRη(t). (4)
In the case of weak field and weak damping, ρ(t) is governed by the master equation which, in
Schro¨dinger picture, is given by (see Appendix A for details)
dρ(t)
dt
= −i [LS + LF (t)] ρ(t) +DI(t)ρ(t), (5)
where, DI (t) is the dissipation superoperator given by Eq. (A13). On the right-hand side of Eq.
(5), the first term describes the coherent dynamics of the unperturbed quantum system, the second
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term represents the pumping dynamics of the driving field, and the third term which is called the
dissipator53 characterizes the dissipative dynamics due to the interaction of the quantum system
and reservoir. The dissipator includes all the information of dissipative dynamics.54 Note that
Eq. (5) is determined only by the operators at present and no longer depends on the operators
in the past. Thus it describes a Markovian process of the quantum system52. The Markovian
process is irreversible because the energy transferred to the reservoir can no longer return to the
quantum system completely. In the case of weak damping and weak driving fields the Markovian
approximation is equivalent to the non-Markovian approach.49,51
B. Master equation of a driven quantum system of many degrees of freedom interacting
with a multibath reservoir
Let us consider a quantum system of many degrees of freedom encompassed by a multibath
reservoir and driven by an ac field. The multibath can be separated into a number of independent
baths. They have different properties and interact with the system via different degrees of freedom.
If interactions between the baths are incorporated into the Hamiltonian of the reservoir, the total
interaction HI of the system and the multibath reservoir is given by
52,55
HI(t) =
∑
µ
Xµ(t)ςµ(t), (6)
where, ςµ(t) is the operator of the µth bath of the reservoir, Xµ(t) is the system operator cor-
responding to the µth bath, and the sum to µ is over all the baths of the reservoir and all the
degrees of freedom of the system. In general, the interaction HI(t) is a Hermitian operator but
Xµ and ςµ may be non-Hermitian. In the case of weak damping, Xµ(t) is reduced to the system
coordinate operator and ςµ(t) is reduced to the fluctuation force of the µth bath.
46,47 For a driven
quantum system of many degrees of freedom interacting with a multibath reservoir, the reduced
density operator of the system still satisfies the maser equation given by Eq. (5). Using Eqs. (3),
(6), (A5), (A13), and (A14), the dissipator DI(t)ρ(t) in Eq. (5) is now given by
DI(t)ρ(t) = 1
~2
∑
µ,ν
∫ t
0
[
Xµ (t) ρ (t) X˜ν (τ)Jµν (τ)
−Xµ (t) X˜ν (τ) ρ (t)J †νµ (−τ)
−ρ (t) X˜ν (τ)Xµ (t)Jµν (τ)
+X˜ν (τ) ρ (t)Xµ (t)J †νµ (−τ)
]
dτ, (7)
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where, X˜µ is the representation of Xµ in the interaction picture given by
X˜µ (−τ) = exp
(
i
~
HSτ
)
Xµ (t+ τ) exp
(
− i
~
HSτ
)
, (8)
and Jµν (τ) and J †νµ (−τ) are the two kinds of correlation functions of the fluctuation forces between
the µth and νth baths. The correlation function Jµν (τ) is defined by
Jµν (τ) = TrR [˜ςµ(t)σ (R) ς˜ν(t− τ)]
= 〈ς˜µ(t)ς˜ν(t− τ)〉 , (9)
where, ς˜µ is the representation of ςµ in the interaction picture defined by
ς˜µ (τ) = exp
(
i
~
HRτ
)
ςµ (τ) exp
(
− i
~
HRτ
)
. (10)
The correlation function J †νµ (−τ) is the complex transpose of Jµν (τ). In general, since ς˜µ(t) and
ς˜ν(t− τ) may not be Hermitian operators and/or they do not commute with each other, Jµν (τ) is
a non-Hermitian matrix and J †νµ (−τ) 6= Jµν (τ).
If the µth bath does not interact with the νth bath, the correlation between the two baths is
zero. In this case, the correlation function Jµν (τ) can be written as
Jµν (τ) = Jµµ (τ) δµν , (11)
where, Jµµ (τ) is the autocorrelation function. The autocorrelation function Jµµ (τ ) represents the
correlation of the bath state at time t − τ to the bath state at time t, while the autocorrelation
function J †µµ (−τ) represents the correlation of the bath state at time t to the bath state at time
t− τ . In general, J †µµ (−τ) 6= Jµµ (τ), which signifies the irreversibility in time of the correlation
function. From Eq. (9), the irreversibility is attributed to the non-Hermitian property and/or
noncommutable property of the reservoir operators.
From Eq. (7), the effect of reservoir on the system is represented by the correlation function
J (t). It is difficult to calculate the correlation function directly from the fluctuation forces of the
reservoir. In reality, the effect of reservoir on the system can be equivalently characterized by a
real and measurable spectral density of the reservoir46,47,48. The relation between the correlation
function J (t) and the spectral density Jς (ω) is given by the Wiener-Khintchine theorem56
J (t) = 1
2pi
∫ +∞
−∞
Jς (ω) exp (iωt) dω, (12)
and
Jς (ω) =
∫ +∞
−∞
J (t) exp (−iωt) dt. (13)
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For solid-state qubits, particularly for the superconducting qubits consisting of electronic cir-
cuits, the spectral density at zero temperature can be calculated in terms of the recently pro-
posed approaches.21,48 The spectral density at finite temperature can be obtained from the zero-
temperature spectral density by means of the quantum fluctuation-dissipation theorem47,48.
III. REPRESENTATION OF MASTER EQUATION IN HILBERT SPACE
A. Representation in an arbitrary Hilbert space
Suppose {|n〉} is a complete basis set of the system. In the Hilbert space spanned by {|n〉}, the
reduced density operator ρ is represented by a density matrix with matrix elements given by
ρmn (t) = 〈m|ρ (t) |n〉 . (14)
The diagonal matrix element ρmm and off-diagonal matrix element ρmn (m 6= n) are the population
of state |m〉 and coherence of states |m〉 and |n〉, respectively. From Eqs. (5) and (7), the density
matrix element ρmn (t) satisfies the master equation
dρmn (t)
dt
= −i
∑
m′n′
[LSmn,m′n′ + LFmn,m′n′] ρm′n′
+
∑
m′n′
DImn,m′n′ρm′n′ , (15)
where, LSmn,m′n′ and LFmn,m′n′ are the matrix elements of LS and LF , respectively, and DImn,m′n′
is the dissipation matrix element of the dissipation superoperator DI describing the effect of the
reservoir on the system. They are given by
LΘmn,m′n′ =
1
~
[
HΘmm′δn′n −HΘn′nδmm′
]
, (16)
and
DImn,m′n′ =
1
~2
∑
µ,ν
∫ t
0
[
Xµmm′ (t) X˜
ν
n′n (τ)Jµν (τ)
−δnn′
∑
k
Xµmk (t) X˜
ν
km′ (τ)J †νµ (−τ)
−δmm′
∑
k
X˜νn′k (τ)X
µ
kn (t)Jµν (τ)
+ X˜νmm′ (τ)X
µ
n′n (t)J †νµ (−τ)
]
dτ , (17)
where, HΘmn = 〈m |HΘ|n〉 for Θ = S and F , and Xαmn (t) = 〈m |Xα (t)|n〉 and X˜αmn (t) =〈
m
∣∣∣X˜α (t)∣∣∣n〉 for α = µ and ν.
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B. Representation in the Hilbert space of Hamiltonian eigenstates
Suppose En and |n〉 are respectively the eigenvalue and eigenfunction of HS obtained by solving
the eigenvalue equation HS |n〉 = En |n〉. In the Hilbert space spanned by the eigenstates {|n〉},
the density matrix element and the master equation are still given by Eq. (14) and Eq. (15),
respectively. But now the matrix elements LSmn,m′n′ and LFmn,m′n′ are simplified to
LSmn,m′n′ = ωmnδmm′δnn′ , (18)
and
LFmn,m′n′ =
1
~
[
HFmm′(t)δnn′ −HFn′n(t)δmm′
]
, (19)
where, ωmn = (Em − En) /~ and HFmn(t) = 〈m |HF (t)|n〉. The matrix element DImn,m′n′ in Eq.
(17) is also simplified to
DImn,m′n′ =
1
~2
∑
µ,ν
∫ t
0
[
Xµmm′ (t)X
ν
n′n
(
t′
)
eiωnn′τJµν (τ)
−δnn′
∑
k
Xµmk (t)X
ν
km′
(
t′
)
eiωm′kτJ †νµ (−τ)
−δmm′
∑
k
Xνn′k
(
t′
)
Xµkn (t) e
iω
kn′
τJµν (τ)
+ Xνmm′
(
t′
)
Xµn′n (t) e
iω
m′m
τJ †νµ (−τ)
]
dτ, (20)
where, t′ = t− τ .
If the Hamiltonian eigenfunctions {|n〉} are real, one hasHFmn = HFnm for the Hermitian operator
HF (t). From Eqs. (18) and (19), the matrix elements LΘmn,m′n′ for Θ = S and F have the following
symmetric relations
LΘnm,n′m′ = −LΘmn,m′n′ , (21)
and
LΘm′n′,mn = LΘmn,m′n′ . (22)
From Eq. (21) one has LΘmm,nn = 0.
If Xµ is time-independent, the matrix elements DImn,m′n′ can be further simplified. Introduce a
function Fµν(ω, t) by
Fµν(ω, t) =
∫ t
0
eiωτJµν (τ) dτ. (23)
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Applying Eq. (23) to Eq. (20) one obtains
DImn,m′n′ =
1
~2
∑
µ,ν
[
Xµmm′X
ν
n′nFµν(ωnn′ , t)
−δnn′
∑
k
XµmkX
ν
km′F
†
µν(ωkm′ , t)
−δmm′
∑
k
Xνn′kX
µ
knFµν(ωkn′ , t)
+ Xνmm′X
µ
n′nF
†
µν(ωmm′ , t)
]
, (24)
where F †µν(ω, t) is the conjugate transpose of Fµν(ω, t). If the interaction between any two baths
is negligible, DImn,m′n′ can be further simplified by using Eqs. (11) and (23). In this case, the
correlation terms between different baths in Eq. (24) vanishes and thus the dissipation matrix
element of the multibath reservoir is a sum of individual dissipation matrix element of each bath
of the reservoir.
IF time-dependent part of Xµ is separable from system operators, Xµ can be expressed in a
general form of Fourier series as
Xµ (t) =
∑
λ
χµλ exp
(
iωµλt
)
, (25)
where, χµλ is a time-independent operator that only depends on system operators.
Substituting Eq. (25) into Eq. (20) and using Eq. (23), one has
DImn,m′n′ =
1
~2
∑
µ,ν
∑
λ1λ2
exp
[
i
(
ωµλ1 + ω
ν
λ2
)
t
]
×
[
χµλ1,mm′χ
ν
λ2,n′nFµν
(
ων−λ2,nn′ , t
)
−δnn′
∑
k
χµλ1,mkχ
ν
λ2,km′F
†
µν
(
ων+λ2,km′ , t
)
−δmm′
∑
k
χνλ2,n′kχ
µ
λ1,kn
Fµν
(
ων−λ2,kn′, t
)
+ χνλ2,mm′χ
µ
λ1,n′n
F †µν
(
ων+λ2,mm′ , t
)]
, (26)
where, ων±λ2,nn′ = ωnn′ ± ωνλ2 and χαλ,mn = 〈m |χαλ |n〉 is the matrix element of the operator χαλ .
Furthermore, if χαλ is a time-independent operator that does not depend on system operators
we have χαλ,mn = 〈m |χαλ |n〉 = χαλδmn. In this case, from Eq. (26) one has DImn,m′n′ = 0. Thus
if the interaction of the system and reservoir does not depend on system operators, the reservoir
does not have any effect on the system and thus they are decoupled.
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IV. DISSIPATION OF A DRIVEN QUANTUM SYSTEM DUE TO A THERMAL BATH
One of the most popular and important reservoirs is a thermal bath. Due to the interaction
with the thermal bath, the quantum system transits from one thermodynamic equilibrium state to
another equilibrium state.25 During this process, the spontaneous decay and stimulated transition
follow the detailed balance principle. As has been demonstrated, if the interactions between the
independent baths are neglected the dissipation matrix element of the multibath reservoir is a sum
of individual dissipation matrix element of each bath. Thus in this section we will present the
dissipative theory for a driven quantum system interacting with a thermal bath.
A. Lamb shift matrix and damping rate matrix
Suppose the driven quantum system is surrounded only by a sufficiently large thermal bath
and the system operator X such as the system’s canonical coordinate does not depend on time
explicitly. From Eq. (24) the dissipation matrix element due to the thermal bath is now given by
DImn,m′n′ =
1
~2
{
−δnn′
∑
k
XmkXkm′F
∗(ωkm′ , t)
+Xmm′Xn′n [F (ωnn′ , t) + F
∗(ωmm′ , t)]
− δmm′
∑
k
Xn′kXknF (ωkn′, t)
}
, (27)
where, the superscripts µ and ν are omitted for simplicity, F (ω, t) is given by Eq. (23), and F ∗(ω, t)
is the complex conjugate of F (ω, t).
If the spectral density of the thermal bath at temperature T is denoted by Jς (ω), the autocor-
relation function J (t) can be calculated from Jς (ω) by Eq. (12). Substituting Eq. (12) into Eq.
(23) we obtain
F (ω, t) = FR(ω, t) + iFI(ω, t), (28)
where, the real part and imaginary part of F (ω, t), FR(ω, t) and FI(ω, t), are given by
FΘ(ω, t) =
1
2pi
∫ +∞
−∞
Jς
(
ω′
)
λΘ
(
ω′ + ω, t
)
dω′, (29)
where, Θ = R and I, and λR (ω, t) = sin (ωt) /ω and λI (ω, t) = [1− cos (ωt)] /ω are the real part
and imaginary part of λ (ω, t) given by
λ (ω, t) =
∫ t
0
eiωτdτ. (30)
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Substituting Eq. (28) into Eq. (27) we obtain
DImn,m′n′ = Rmn,m′n′ + iBmn,m′n′ , (31)
where, Rmn,m′n′ , which we call damping rate matrix element, is the rate matrix element related to
the change of density matrix from the value of ρm′n′ to the value of ρmn
54
Rmn,m′n′ (t) = 1
~2
{
−δnn′
∑
k
XmkXkm′FR(ωkm′ , t)
+Xmm′Xn′n [FR(ωnn′ , t) + FR(ωmm′ , t)]
− δmm′
∑
k
Xn′kXknFR(ωkn′ , t)
}
, (32)
and Bmn,m′n′ is the Lamb shift matrix element which leads to Lamb shifts of unperturbed energy
levels52,53
Bmn,m′n′ (t) = 1
~2
{
δnn′
∑
k
XmkXkm′FI(ωkm′ , t)
+Xmm′Xn′n [FI(ωnn′ , t)− FI(ωmm′ , t)]
− δmm′
∑
k
Xn′kXknFI(ωkn′ , t)
}
. (33)
They satisfy the symmetric relations
Rnm,n′m′ (t) = Rmn,m′n′ (t) , (34)
and
Bnm,n′m′ (t) = −Bmn,m′n′ (t) . (35)
From Eq. (35) Bmm,nn (t) = 0.
B. Steady Lamb shift matrix and damping rate matrix at a long time limit
In general, the damping rate matrix and Lamb shift matrix are time-dependent because both
FR(ω, t) and FI(ω, t) depend on time. However, in the investigation of decoherence of a qubit,
one is only interested in the behavior of the qubit after a sufficiently long time. In this case, the
damping rate matrix and Lamb shift matrix can be well approximated by steady ones.
In fact, the autocorrelation function of a thermal bath impacts the system only in some time
interval tc which is called the correlation time
52. As long as the upper limit in the integral of Eq.
(30) t≫ tc it may be extended to the infinity with very little error.
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Applying the integral ∫ ∞
0
e±iωτdτ = piδ (ω)± iP 1
ω
, (36)
where P represents the Cauchy principal value of the integral, to Eq. (30) one has
λR (ω,∞) = piδ (ω) , (37)
λI (ω,∞) = P 1
ω
. (38)
Substituting Eqs. (37) and (38) into Eq. (29), one obtains
fR(ω) = FR(ω,∞) = 1
2
Jς (−ω) , (39)
fI(ω) = FI(ω,∞) = 1
2pi
P
∫ +∞
−∞
Jς (ω
′)
ω′ + ω
dω′. (40)
In Eqs. (32) and (33), replacing FR with fR and FI with fI , we obtain steady damping rate
matrix element Rmn,m′n′ and Lamb shift matrix element Bmn,m′n′ . They are given by
Rmn,m′n′ =
1
~2
[
−δnn′
∑
k
XmkXkm′fR(ωkm′)
+Xmm′Xn′n [fR(ωnn′) + fR(ωmm′)]
− δmm′
∑
k
Xn′kXknfR(ωkn′)
]
, (41)
and
Bmn,m′n′ =
1
~2
[
δnn′
∑
k
XmkXkm′fI(ωkm′)
+Xmm′Xn′n [fI (ωnn′)− fI (ωmm′)]
− δmm′
∑
k
Xn′kXknfI(ωkn′)
]
, (42)
respectively. The Rmn,m′n′ and Bmn,m′n′ have the same symmetric relations as Rmn,m′n′ and
Bmn,m′n′ given by Eqs. (34) and (35).
It is shown from Eq. (31) that the thermal bath affects the system via the damping rate matrix
and Lamb shift matrix. The damping rate matrix elements represent decay rates in special cases.
For instance, Rmm,mm characterizes the rate of population change in the state m, Rnn,mm describes
the rate of population transfer from the states m to n, and Rmn,mn represents the dephasing
(coherence decay between the states m to n) rate of the off-diagonal elements of ρmn. In contrast,
the Lamb shift matrix element such as Bmn,mm represents the well-known Lamb shift of the state
m induced by the thermal bath. Hence, the damping rate matrix makes the system relax and
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decohere while the Lamb shift matrix makes the energy levels shift. In addition, the symmetries
of the Lamb shift matrix given by Eq. (35) are the same as those of the matrix for driving fields
given by Eq. (21). In particular, when substituting Eq. (31) into Eq. (15) the Lamb shift matrix
can be incorporated into the matrix LFmn,m′n′ and leads to the renormalization of the quantum
system Hamiltonian.53 Thus the effect of the Lamb shift matrix is analogous to an extra field. In
the case of weak damping, the Lamb shift matrix is very small compared to the driving field and
thus is neglected hereafter.
C. Spectral density, spontaneous decay, stimulated transition, and detailed balance
The fluctuation of the thermal bath at temperature T is characterized by a spectral density.
The spectral density is computed from the real part of the frequency-dependent damping coef-
ficient γR (ω) in terms of the quantum fluctuation-dissipation theorem (see the Appendix B for
details).47,48 For the interaction given by Eq. (6), the fluctuation force ξ (t) is proportional to the
fluctuation force ς (t) by
ξ (t) = Λς (t) , (43)
where,
Λ = −∂X
∂q
, (44)
and q is the coordinate operator of the system. For the weak damping considered here the in-
teraction given by Eq. (6) is a linear function of system coordinate operator and thus Λ is a
constant.
For the thermal bath at temperature T , the spectral density Jξ (ω) of the fluctuation force ξ (t)
is given by Eq. (B3). From Eqs. (B3) and (43), the spectral density Jς (ω) of the fluctuation force
ς (t) is given by
Jς (ω) =
Jξ (ω)
Λ2
=
M~ω
Λ2
γR (ω)
[
1 + coth
(
~ω
2kBT
)]
. (45)
Substituting Eq. (45) into Eq. (12), we obtain the autocorrelation function of the fluctuation force
ς (t)
J (t) = M~
2piΛ2
∫ +∞
−∞
ωγR (ω)
[
1 + coth
(
~ω
2kBT
)]
× exp (iωt) dω. (46)
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In general, the autocorrelation function given by Eq. (46) is complex and irreversible since the
integrand does not have a definite symmetry with respect to ω. This result is totally different
from that for a classical system, for which the autocorrelation function is real and reversible. As
has been demonstrated, the irreversibility of the autocorrelation function results from the non-
Hermitian property and noncommutable property of the thermal bath operators.
Substituting Eqs. (45) and (39) into Eq. (41), we obtain for m 6= n the rate of population
transfer from the state n to m
Rmm,nn = −M |Xmn|
2
~Λ2
ωmnγR(−ωmn)
×
[
1− coth
(
~ωmn
2kBT
)]
. (47)
From Eqs. (41) and (47) we also obtain the rate of population change in the state n
Rnn,nn = −
∑
m( 6=n)
Rmm,nn. (48)
This indicates that Rnn,nn is a sum of the rates of population transfer from the state n to all the
other states m. This result is identical with that of atomic systems.52
1. Spontaneous decay
Let us consider a pair of states denoted by m and n. Suppose the state m has lower energy than
the state n. The transition frequency is ωnm = (En − Em) /~ > 0. If the system is in the higher
energy state initially, it can decay without presence of any external field due to the stimulation of
thermal fluctuation of the thermal bath. This process is the so-called spontaneous decay. During
this process the system transits from the higher energy state n to the lower energy state m with
emission of radiation. From Eq. (47) the spontaneous decay rate ΓSPmn is given by
ΓSPmn =
M |Xmn|2
~Λ2
ωnmγR(ωnm)
×
[
1 + coth
(
~ωnm
2kBT
)]
. (49)
It is proportional to the transition matrix element Xmn, energy level spacing ωnm, and damping
coefficient γR(ωnm). It also depends on the temperature via the factor coth (~ωnm/2kBT ).
2. Stimulated transition
If the system is in the lower energy state initially it may occur an inverse process with respect
to the spontaneous decay under the stimulation of thermal fluctuation, making the system transit
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from the lower energy state m to the higher energy state n. This process is the so-called stimulated
transition. From Eq. (47) the stimulated transition rate ΓSTnm is given by
ΓSTnm = −
M |Xmn|2
~Λ2
ωnmγR(−ωnm)
×
[
1− coth
(
~ωnm
2kBT
)]
. (50)
3. Detailed balance
In general, γR (ω) is an even function of ω, i.e., γR(−ω) = γR(ω). Using Eqs. (49) and (50)
one has
ΓSPmn
ΓSTnm
= exp
(
En − Em
kBT
)
. (51)
Thus the ratio of the spontaneous decay rate to the stimulated transition rate satisfies the detailed
balance principle.
V. DECOHERENCE OF A DISSIPATIVE TWO-LEVEL SYSTEM
An ideal qubit is a two-level system and an ideal qubit interacting with a thermal bath is
equivalent to a dissipative two-level system (DTLS). For a DTLS, the master equation (15) can be
replaced by the Bloch equation.57 In the rotating-wave approximation (RWA), analytical solutions
of the Bloch equation can be obtained, from which analytical expressions of characteristic (relax-
ation, decoherence, and dephasing) times of the DTLS can be derived. In this section, we present
some important analytical results without derivation. The details about these analytical results
can be found in our previous paper.57
A. Relaxation and decoherence times of the DTLS in the absence of driving fields
In the absence of driving fields, the relaxation and decoherence times of the DTLS are given by
T1 = κ
−1
1 , (52)
and
T2 = κ
−1
2 , (53)
respectively, where, κ1 is the relaxation rate of the DTLS in free decay given by
κ1 = R22,11 +R11,22, (54)
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and κ2 is the decoherence rate of the the DTLS in free decay given by
κ2 = −R12,12. (55)
These results accord with those obtained by others.21 In general, due to dephasing T2 < 2T1.
35
The dephasing time Tϕ can be calculated from T1 and T2 by
21
1
Tϕ
=
1
T2
− 1
2T1
. (56)
B. Relaxation and decoherence times of the DTLS in the presence of a resonant ac driving
field
For an DTLS resonantly driven by an ac field, multiple relaxation and decoherence times are
required to completely describe time evolution of population and coherence of the qubit.57 Particu-
larly, intrinsic and field-induced decoherence times are necessitated to characterize the decoherence.
In the underdamped regime, the most important regime for the driven qubit, the relaxation time
T˜1 is given by
T˜1 = Γ
−1, (57)
where, the tilt ”∼” is used to denote the characteristic times of the resonantly driven qubit and Γ
is the relaxation rate of the driven DTLS given by
Γ =
κ1 + κ2
2
. (58)
The intrinsic decoherence time T˜21 and field-induced decoherence time T˜22 are given by
T˜21 = κ
−1
2 = T2, (59)
and
T˜22 = Γ
−1 = T˜1, (60)
respectively. It is shown that due to the effect of driving fields the characteristic times of the driven
DTLS are different from those of the DTLS in free decay. The characteristic times of the driven
DTLS are independent of the field strength in the case of weak driving fields. If the initial state
of the driven DTLS is an eigenstate such as the ground state, the intrinsic decoherence vanishes
and the decoherence is completely characterized by the field-induced decoherence. In this case,
the decoherence rate of the driven DTLS is equal to its relaxation rate as shown by Eq. (60).
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Therefore, the escape rate of quantum phase information from the system equals to the rate of
energy flowing from the system to the environment. This result is identical with that obtained
from the non-Markovian approach with inclusion of both bath and qubit dynamics.27
From Eqs. (52), (53), (59), and (60) we obtain
1
T˜22
=
1
T˜1
=
1
2T1
+
1
2T2
=
3
4T1
+
1
2Tϕ
. (61)
It shown that T˜22 = T˜1, min (T1, T2) ≤ T˜1
(
T˜22
)
≤ max (T1, T2), and T˜1
(
T˜22
)
< min (4T1/3, 2Tϕ).
These results are similar to those obtained by others28,58 and also agrees, within the experimental
uncertainties, with recent experimental results.20
VI. DECOHERENCE OF A 2D SQUID FLUX QUBIT COUPLED TO CONTROL AND
READOUT CIRCUITS
A number of effects can destroy coherence of a SQUID qubit,59 of which the fluctuation of
external circuits used for control and readout of the qubit is one of the important sources of
decoherence.17 In this section, we investigate decoherence of a 2D SQUID flux qubit due to coupling
with control and readout circuits and effect of driving fields on the decoherence.
A. Hamiltonian of the microwave-driven 2D SQUID flux qubit
As shown in FIG. 1, a 2D SQUID flux qubit is a variable barrier rf SQUID in which the single
Josephson junction in an ordinary rf SQUID is replaced by a low inductance dc SQUID.39 Suppose
that the inductance of the superconducting loop of the rf SQUID is L, the critical current is Ic, the
total magnetic flux enclosed in the rf SQUID loop is Φ, the shunt capacitance of each Josephson
junction in the dc SQUID is C, the critical currents are Ic1 and Ic2, and the total magnetic flux
enclosed in the dc SQUID loop is Φdc. The Hamiltonian of the 2D SQUID qubit can be written as
HS (x, y) =
p2x
2mx
+
p2y
2my
+ V (x, y) , (62)
where, mx = 2CΦ
2
0 and my = CΦ
2
0/2 are the masses of the first and second modes, Φ0 ≡ h/2e
and e are the flux quantum and elementary charge, x = Φ/Φ0 and y = Φdc/Φ0 are the canonical
coordinates of the 2D SQUID qubit, px = −i~∂/∂x and py = −i~∂/∂y are the canonical momenta
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conjugate to x and y, and V (x, y) is the potential energy given by60
V (x, y) =
Φ20
L
[
1
2
(x− xe)2 + g
2
(y − ye)2
− βL
4pi2
cos (2pix) cos (piy)
+
δβL
4pi2
sin (2pix) sin (piy)
]
. (63)
Here, g ≡ L/2l is the ratio of the inductances of the rf SQUID and dc SQUID, βL ≡ 2piLIc/Φ0,
δβL ≡ 2piL (Ic2 − Ic1) /Φ0, xe and ye are the fluxes applied to the rf SQUID and dc SQUID in
the unit of Φ0. The Josephson coupling energy of the rf SQUID is EJ = ~Ic/2e = mω
2
LCβL/4pi
2,
where ωLC = 1/
√
LC is the characteristic frequency of the 2D SQUID qubit. The contour of the
potential energy of the 2D SQUID qubit used in recent experiment39 is plotted in FIG. 2, where
the parameters of the 2D SQUID qubit are L = 205 pH, C = 32.5 fF, g = 17.0, βL = 3.7, δβL = 0,
xe = 0.4991, and ye = 0.387.
The spectroscopic properties of the 2D SQUID qubit can be obtained by solving the eigenvalue
equation of Hamiltonian HS .
15,18 In FIG. 3 and FIG. 4, we plot the energy levels and transition
matrix elements versus the flux applied to the rf SQUID xe, respectively. When xe = 0.4991,
at the position of the arrow, ∆E31 = E3 − E1 = 0.259ωLC = 15.95 GHz and |x21/x32| = 0.262,
where ωLC = 3.874 × 1011 rad/s. These results are in very good agreement with the experimental
results.39 Note that xe and ye determine the energy bias and tunnel splitting, respectively. Thus
the spectroscopic properties of the 2D SQUID qubit can be varied in situ by adjusting xe and ye.
In order to manipulate the qubit’s states for gate operations, a microwave pulse is applied to
the 2D SQUID qubit through the first mode. If the interaction of the microwave field and external
circuits is neglected, the Hamiltonian of the microwave-driven 2D SQUID qubit coupled to the
external circuits is given by
H (x, t) = HS (x, y) +HF (x, t) +HI (x, y, t) , (64)
where, HF (x, t) is the interaction of the SQUID qubit and the microwave field and HI (x, y, t) is
the interaction of the SQUID qubit and the external circuits (thermal bath).
If φ (t) is the normalized flux from the microwave field coupled to the SQUID qubit, which is
taken to be
φ(t) = φµ cos (ωµt) , (65)
where, φµ and ωµ are the field strength and frequency, respectively, then HF (x, t) is given by
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HF (x, t) =
Φ20
2L
φ [φ− 2 (x− xe)] . (66)
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In general, the external circuits are coupled to the 2D SQUID qubit through both modes.
However, the coupling through the second mode is negligibly small compared to that through the
first mode and will be neglected. In the case of weak coupling, the interaction of the 2D SQUID
qubit and the external circuits is a linear function of x and can be expressed by17,34
HI(x, t) = xς (t) , (67)
where, ς (t) is the fluctuation force of the external circuits. If the coupling between the control and
readout circuits is neglected, ς (t) can be decomposed into two parts as
ς (t) = ςx (t) + ςm(t), (68)
where, ςx (t) and ςm(t) are the fluctuation forces of the control and readout circuits, respectively.
B. Spectral densities of the control and readout circuits
As has been demonstrated, in the case of weak damping, the effect of a thermal bath on
a quantum system can be characterized by a spectral density.46,48 The spectral density can be
computed from the frequency-dependent damping coefficient of the quantum Langevin equation
(see Appendix B). For the 2D SQUID flux qubit, the quantum Langevin equation is given by48
C
d2Φ(t)
dt2
+
∫ t
t0
dt′Y
(
t− t′) dΦ(t′)
dt′
+
dV (Φ)
dΦ
= ξΦ (t) , (69)
where, the damping coefficient Y (t) is the equivalent admittance of the external circuits, V (Φ) is
the potential energy applied to the SQUID qubit, and ξΦ (t) is the fluctuation force of the external
circuits.
By comparison of Eq. (69) with Eq. (B1), one has q → Φ, M → C, γ → Y/C, and ξ → ξΦ.
Applying these relations to Eq. (B3), we obtain the spectral density J (ω) of the fluctuation force
ξΦ (t)
J (ω) = ~ωYR(ω)
[
1 + coth
(
~ω
2kBT
)]
, (70)
where, T is the temperature of the external circuits and YR(ω) is the real part of the frequency-
dependent equivalent admittance Y (ω) of the external circuits. Y (ω) can be calculated from Y (t)
by Fourier transform. It can also be calculated directly from the external circuits using circuit
equations in the frequency domain. For the control and readout circuits given in FIG. 1, Y (ω) has
been derived (see Appendix C for details) and YR(ω) is given by
YR(ω) = YxR(ω) + YmR(ω), (71)
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where, YxR(ω) and YmR(ω) are the real parts of the frequency-dependent admittances of the control
circuit and readout circuit, respectively. They are given by
YxR (ω) =
Fx (ω)
ω2 +Gx (ω)
, (72)
and
YmR (ω) =
1
Fm (ω) [1 +Gm (ω)ω2]
, (73)
respectively, where, Fx (ω), Gx (ω), Fm (ω), and Gm (ω) are given by Eqs. (C8), (C9), (C22), and
(C23) in Appendix C. Substituting Eq. (71) into Eq. (70), one has
J (ω) = Jx (ω) + Jm (ω) , (74)
where, Jx (ω) and Jm (ω) are the spectral densities of the control circuit and readout circuit,
respectively. They can be calculated using Eq. (70) with YR(ω) replaced by YxR(ω) and YmR(ω),
respectively.
In FIG. 5 we plot the spectral densities Jx (ω), Jm (ω), and J (ω) versus the frequency ω for
the control and readout circuits of the 2D SQUID qubit used in the experiment.39 The parameters
of the control circuit are Lx = 100 pH, Cx = 25 pF, Rx = 70 Ω, and Rx0 = 1.0 × 103 Ω. The
parameters of the readout circuit are L10 = L20 = 20 pH, LJ1 = 100 pH, LJ2 = 550 pH, Cm = 20
pF, Rm = 70 Ω, and Rm0 = 2.0 × 104 Ω. The mutual inductances Mx = 1.0 pH and Mm = 3.3
pH, and the temperature T = 30 mK. It is shown that the spectral density J (ω) (also Jx (ω) and
Jm (ω)) reaches the maximum at ω ≃ 1.69ωLC . At low frequency, the spectral density J (ω) (also
Jx (ω) and Jm (ω)) approaches a constant value, in particular J (0) 6= 0. As will be demonstrated,
the dephasing time Tϕ is finite if J (0) 6= 0. Thus the control and readout circuits of the 2D SQUID
qubit induce both relaxation and dephasing.
C. Damping rate matrix
From Eq. (67), the fluctuation force ξΦ (t) is given by
ξΦ (t) = −
∂HI(x, t)
∂Φ
= − 1
Φ0
ς (t) . (75)
This equation provides a relation between the fluctuation force ς (t) and ξΦ (t) of the external
circuits. Compared Eq. (75) with Eq. (43), one has Λ = −1/Φ0. Using Eq. (45), the spectral
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density Jς (ω) of the fluctuation force ς (t) can be calculated from the spectral density J (ω) of the
fluctuation force ξΦ (t) by
Jς (ω) = Φ
2
0J (ω) . (76)
For the 2D SQUID qubit, X1 = x and X2 = y. Substituting Eqs. (39) and (76) into Eq. (41) we
obtain the steady damping rate matrix element Rmn,m′n′ of the 2D SQUID qubit
Rmn,m′n′ =
Φ20
2~2
[
−δnn′
∑
k
xmkxkm′J(ωm′k)
+xmm′xn′n [J(ωn′n) + J(ωm′m)]
− δmm′
∑
k
xn′kxknJ(ωn′k)
]
. (77)
It is a function of transition matrix elements and spectral densities.
If only considering the two computational levels, the 2D SQUID qubit is equivalent to a DTLS
and its characteristic (relaxation, decoherence, and dephasing) times can be calculated analytically.
Substituting Eq. (77) into Eqs. (54) and (55), then Eqs. (54) and (55) into Eqs. (52), (53), and
(56), one has
T−11 =
pi2
e2
|x12|2 [J (ω21) + J (ω12)] , (78)
T−12 =
1
2T1
+
pi2
2e2
(x11 − x22)2 J (0) , (79)
and
T−1ϕ =
pi2
2e2
(x11 − x22)2 J (0) . (80)
It is shown that the relaxation and dephasing rates are determined by the spectral densities at
transition frequency ω = |ω21| and low frequency ω = 0, respectively.20,21,24,34,40,41 The relaxation
rate is proportional to the modulus square of transition matrix element |x12|2, while the dephasing
rate is proportional to the squared difference of average coordinates of the two states (x11 − x22)2.
For a qubit having (x11 − x22) = 0, the dephasing is completely suppressed. For the 2D SQUID
qubit considered here, both J (0) and (x11 − x22)2 are not zero. Thus the control and readout
circuits will induce phase relaxation.
For the 2D SQUID flux qubit, YxR (ω), YmR (ω), and thus YR (ω) are even functions of ω.
Substituting Eq. (70) into Eqs. (78) to (80), the analytical expressions of the characteristic times
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are simplified to
T−11 =
2pi2
e2
~ω21 |x12|2 YR (ω21) coth
(
~ω21
2kBT
)
, (81)
T−12 =
1
2T1
+
pi2
e2
kBT (x11 − x22)2 YR (0) , (82)
and
T−1ϕ =
pi2
e2
kBT (x11 − x22)2 YR (0) . (83)
Now the relaxation rate is dominated by the external circuits’ admittance at transition frequency
ω21 while the dephasing rate by the admittance at ω = 0. Furthermore, the dephasing rate is
proportional to the temperature of the thermal bath. Hence at low temperature the dominating
source of decoherence is relaxation while at high temperature the main source of decoherence is
dephasing. These results agree with those obtained by others.21,33,46
Using Eq. (49), the general form of spontaneous decay rate, we obtain the spontaneous decay
rate of the 2D SQUID flux qubit
ΓSPmn =
2pi
~
RQ |xmn|2 (En − Em)YR(ωnm)
×
[
1 + coth
(
En − Em
2kBT
)]
, (84)
where, RQ = h/4e
2 is the resistance quantum and ωnm = (En − Em) /~ > 0. If the equivalent
impedance is a resistance R, then YR(ωnm) = 1/R and the spontaneous decay rate is the same as
that given by others with different method.61,62
D. Numerical method
In the Hilbert space spanned by the eigenstates of the qubit’s Hamiltonian, the density matrix
is governed by the master equation (15). This equation can be rewritten in matrix form as
dρ
dt
= −iLρ+Rρ, (85)
where, ρ =
{
ρµ
}
is the density matrix, L =
{
LSµµ′ + LFµµ′
}
is the matrix of Liouville superopera-
tors, R =
{
Rµµ′
}
is the damping rate matrix, µ = mn, and µ′ = m′n′. In Eq. (85) the Lamb shift
matrix has been neglected. The matrix L is a time-independent, real, and symmetric matrix. Its
matrix elements are given by Eqs. (18) and (19). The matrix R is also a time-independent and
real but non-symmetric matrix. Its matrix elements are given by Eq. (77).
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To solve Eq. (85), we use the split-operator method.63 Using this method, the propagation of
the density matrix is calculated by
ρ (t+∆t) = PL (t)PR (t)PL (t)ρ (t) , (86)
where, PL (t) and PR (t) are the propagators. They are given by
PΘ (t) = exp (λQ∆t) , (87)
where, λ = −i/2 and Q = L (t+∆t/2) for Θ = L, and λ = 1 and Q = R (t+∆t/2) for Θ = R.
Suppose that Q is an N × N matrix, and its eigenvalue and right eigenvector are qk and
Bk = [b1k, b2k, · · · , bNk]T , respectively, where T denotes the transpose of the vector. We assume
that q = {qkδk′k} and B = {bk′k} are the two matrices constructed respectively by the eigenvalue
qk and eigenvector Bk, then the matrix Q can be calculated by
Q = BqB−1, (88)
where, B−1 is the inverse matrix of B. Substituting Eq. (88) into Eq. (87), the propagator PΘ (t)
is then given by
PΘ (t) = B exp (λq∆t)B
−1, (89)
where, exp (λq∆t) is a diagonal matrix with non-zero diagonal matrix elements given by
exp (λqk∆t). If Q is a Hermitian operator B
−1 = B† and if Q is a real and symmetric opera-
tor (e.g., L) B−1 = BT .
E. Effect of driving fields on relaxation and decoherence times
By numerically solving the master equation in terms of the numerical method introduced in
the preceding section, population and coherence of the microwave-driven 2D SQUID qubit are
calculated, from which the relaxation and decoherence times are extracted.
1. Free decay of the 2D SQUID qubit
To numerically calculate the relaxation and decoherence times of the 2D SQUID qubit in the
absence of driving fields (free decay) we assume that the initial state of the qubit is a superposition
state of the two computational states |1〉 and |2〉 with ρ11 (0) = ρ12 (0) = ρ21 (0) = ρ22 (0) = 0.5
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and ρij(0) = 0 for all the other combination of i and j. To take into account the leakage to non-
computational states we include four levels (N = 4) in the calculation. In the case of weak driving
fields and weak damping, the calculation with four levels (N = 4) is converged. By numerically
solving the master equation (85) with the aforementioned initial state we obtain the population
and coherence of the 2D SQUID qubit in free decay. Since the coherence is usually a complex and
fast oscillating, we use |ρ12|2 instead of ρ12 to estimate the decoherence time. In FIG. 6 and FIG.
7, we show with the solid lines the evolution of population inversion (ρ22 − ρ11) and the squared
modulus of coherence |ρ12|2, respectively.
For the DTLS, the population inversion and squared modulus of coherence in free decay undergo
simple exponential decays with57
ρ22 − ρ11 = y1 + z1e−t/τ1 , (90)
and
|ρ12|2 = y2 + z2e−2t/τ2 , (91)
where, the parameters τ1 and τ2 are the relaxation and decoherence times of the DTLS in free
decay, respectively.
To calculate the relaxation and decoherence times of the 2D SQUID qubit in free decay, we fit
the numerical results of (ρ22 − ρ11) and |ρ12|2 to the above exponential functions. The results of
least-square fitting are plotted in FIG. 6 and FIG. 7 with the dashed lines, from which we obtain
T1 = τ1 = 3.429 µs and T2 = τ2 = 2.243 µs. The calculated relaxation time is in very good
agreement with the experimental result T1 = 3.45 µs,
39 demonstrating the validity of our approach
and calculation. Using Eq. (56), we obtain the dephasing time Tϕ = 3.333 µs. For comparison, we
also calculate the relaxation and decoherence times using the analytical expressions of the DTLS
in free decay given by Eqs. (81) to (83). The results T1 = 3.429 µs, T2 = 2.243 µs, and Tϕ = 3.333
µs are exactly same as the numerical results. In addition, since the decoherence time is shorter
than the relaxation time the dephasing is the main source of decoherence.
2. Rabi oscillation of the resonantly driven 2D SQUID qubit
To calculate the relaxation and decoherence times of the 2D SQUID qubit in the presence of a
microwave field, we assume that the initial state of the qubit is the ground state with ρ11(0) = 1
and ρij(0) = 0 for all the other i and j. By numerically solving the master equation (85) with this
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initial condition, the population and coherence and thus the relaxation and decoherence times of the
driven 2D SQUID qubit are calculated. The relaxation and decoherence times of the driven qubit
depend on the relative value of the field strength to the damping strength.57 In the underdamped
regime for which the field strength is larger than the damping strength, the decoherence can be
decomposed into intrinsic and field-induced ones. If the initial state of the qubit is the ground
state, the intrinsic decoherence vanishes and the qubit has a single decoherence time which equals
to the field-induced decoherence time.
In FIG. 8 and FIG. 9 we plot with the solid lines the evolution of population difference (ρ11 − ρ22)
and squared modulus of coherence |ρ12|2, respectively, for the 2D SQUID qubit resonantly driven
by the microwave field with φµ = 1.0× 10−5 and ωµ = ω21 = 0.127ωLC . As shown in these figures,
both (ρ11 − ρ22) and |ρ12|2 undergo damped Rabi oscillations.
In the underdamped regime, the population difference and squared modulus of coherence of the
resonantly driven DTLS from an eigenstate undergo damped Rabi oscillations as57
ρ11 − ρ22 = y˜1 + z˜1 sin (Ωt+ ϕ1) e−t/eτ1 , (92)
and
|ρ12|2 = y˜2 + z˜2 sin (Ωt+ ϕ2) e−t/eτ2
+z˜3 sin
2 (Ωt+ ϕ2) e
−2t/eτ2 , (93)
where, Ω is the Rabi frequency, and τ˜1 and τ˜2 are the relaxation and (field-induced) decoherence
times of the driven DTLS, respectively.
To extract the relaxation and decoherence times of the driven 2D SQUID qubit, we fit the calcu-
lated (ρ11 − ρ22) and |ρ12|2 to the aforementioned exponentially damped Rabi oscillating functions.
The results of the best fit are shown in FIG. 8 and FIG. 9 with dashed lines, from which we obtain
Ω = 4.016 × 10−5ωLC , T˜1 = τ˜1 = 2.689 µs, and T˜22 = τ˜2 = 2.682 µs.
Using the same procedure, we have calculated the relaxation and decoherence times of the 2D
SQUID qubit resonantly driven by the microwave fields with different field strengths. The results
are given in the columns with N = 4 in TABLE I. To examine the effect of leakage on the relaxation
and decoherence times, we have also calculated the relaxation and decoherence times only using
the two computational states. The results are given in the columns with N = 2 in TABLE I. In
the case of weak driving fields and weak damping, the 2D SQUID qubit may be well approximated
by a DTLS. Form the analytical expressions of relaxation and decoherence times of the driven
DTLS given by Eqs. (61), (81), and (82), we obtain T˜1 = T˜22 = 2.712 µs. They are independent
of driving field strength.
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TABLE I shows that when φµ ≤ 1 × 10−6 the calculated relaxation and decoherence times
of the driven 2D SQUID qubit are essentially identical. They are independent of the driving
field strengths, shorter than the relaxation time and longer than the decoherence time of the 2D
SQUID qubit in free decay. These results accord with those obtained from the calculation with the
analytical expressions of characteristic times of the driven DTLS. The relaxation and decoherence
times obtained from the calculation with N = 4 are the same as those with N = 2 and those
with the analytical expressions, demonstrating that both the strong field effect and leakage are
negligibly small in this case. When φµ ≥ 5× 10−6, on one hand, the relaxation time obtained from
the calculation withN = 4 equals to that with N = 2, indicating that the leakage does not influence
the relaxation time. On the other hand, the relaxation time obtained from the calculation with
N = 2 is less than that obtained from the calculation with the analytical expressions, illustrating
that the strong field effect makes the relaxation time smaller. In contrast, due to the strong field
effect the decoherence time obtained from the calculation with N = 2 increases slowly with the
field strength, while due to the leakage the decoherence time obtained from the calculation with
N = 4 decreases with the field strength quickly. In particular, when φµ ≥ 1 × 10−4 the squared
modulus of coherence obtained from the calculation with N = 4 no longer undergoes the simple
damped Rabi oscillation as that given by Eq. (93). Thus the relaxation time is sensitive to the
strong field effect while the decoherence time is sensitive to the leakage.
TABLE I: Numerical results of relaxation and decoherence times (µs) of the 2D SQUID qubit in free and
driven decays.
Field strength Relaxation time Decoherence time
N = 4 N = 2 N = 4 N = 2
0 3.429 3.429 2.243 2.243
1× 10−7 2.712 2.712 2.712 2.712
5× 10−7 2.712 2.712 2.712 2.712
1× 10−6 2.712 2.712 2.712 2.712
5× 10−6 2.706 2.706 2.705 2.713
1× 10−5 2.689 2.689 2.682 2.716
5× 10−5 2.224 2.224 1.945 2.742
1× 10−4 1.480 1.480 − 2.837
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F. Optimization of the control and readout circuits
The decoherence of the 2D SQUID qubit strongly depends on the control and readout circuits.
To optimize the control and readout circuits for long decoherence time, we investigate how the
characteristic times change with the parameters and temperature of the circuits of the 2D SQUID
qubit in free and driven decays. The strength of the resonant microwave field used is φµ = 1×10−5.
1. Characteristic times versus mutual inductances
In FIG. 10 we show the characteristic times versus the mutual inductance Mx between the 2D
SQUID qubit and the control circuit. In this figure, T1 and T2 are the relaxation and decoherence
times of the qubit in free decay, and T˜1 and T˜22 are those of the qubit in driven decay. It is shown
that for all the values of Mx shown in this figure T˜1 ≃ T˜22 and min (T1, T2) . T˜1 . max (T1, T2).
These results agree with the predictions from the analytical expressions for the DTLS given by Eq.
(61) and hold, as will be shown, for different control- and readout-circuit parameters. It is also
shown that when Mx is less than 0.6 pH T2 > T1, when Mx is larger than 0.6 pH T1 > T2, and
whenMx is equal to 0.6 pH T1 ≃ T2. Hence the relaxation is the dominating source of decoherence
for smaller Mx while the dephasing is the main source of decoherence for larger Mx. In addition,
when Mx < 0.1 pH the characteristic times do not change with Mx and when Mx ≥ 0.1 pH the
characteristic times decrease with Mx monotonically. These results can be analyzed by using the
analytical expressions of characteristic times for the DTLS. For example, from Eqs. (81), (72),
(C8), and (C9), for small and large Mx, the relaxation time T1 of the qubit in free decay can be
well approximated by
T−11 ∼ a0
(
1 + b0M
2
x
)
, (94)
where a0 and b0 are two parameters independent of Mx. Eq. (94) shows that T1 is a constant for
Mx ≪ 1/
√
b0 and T1 ∝ M−2x for Mx ≫ 1/
√
b0, which are in good agreement with the numerical
results shown in FIG. 10. The changes of T2, T˜1, and T˜22 with Mx are very similar to that of T1
with Mx.
In FIG. 11 the characteristic times are shown versus the mutual inductance Mm between the
2D SQUID qubit and the readout circuit. It is shown that when Mm is less than 6 pH T1 > T2
and the dephasing is the main source of decoherence, when Mm is larger than 6 pH T2 > T1 and
the relaxation is the dominating source of decoherence, and when Mm ≃ 6 pH T1 ≃ T2. It is
also shown that when Mm < 0.5 pH the characteristic times do not change with Mm and when
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Mm ≥ 0.5 pH the characteristic times decrease monotonically with Mm. These behaviors are very
similar to those of the characteristic times versus Mx. Thus the dependence of the characteristic
times on Mm can also be well approximated by an equation analogous to Eq. (94).
2. Characteristic times versus readout-circuit parameters
In FIG. 12 to FIG. 15, we plot the characteristic times versus the inductances LJ1, LJ2, L10,
and L20 of the readout circuit, respectively. It is shown that the characteristic times change
dramatically with LJ1, LJ2, and L10 but decrease slowly with L20. When LJ1 (LJ2 or L10) is less
than 550 pH (100 pH or 470 pH) the characteristic times increase with LJ1 (LJ2 or L10). When
LJ1 (LJ2 or L10) equals to 550 pH (100 pH or 470 pH) the characteristic times reach the maxima.
After LJ1 (LJ2 or L10) is larger than 550 pH (100 pH or 470 pH) the characteristic times decrease
with LJ1 (LJ2 or L10). In contrast, the characteristic times do not change much with L20 for very
small and very large L20 and decrease with L20 for moderately large L20. In addition, for all the
values of inductances shown in these figures, T1 > T2. Thus the dephasing is the dominating source
of decoherence
To gain insights into mechanisms behind these behaviors, we analyze these results using the
analytical expressions of characteristic times for the DTLS. From Eqs. (81), (73), and (C22), at
the adjacency of ∆L = 0 the relaxation time T1 of the qubit in free decay can be approximated by
T−11 ∼ a1 + b1 (∆L)2 , (95)
where, ∆L = (L20 + LJ2)−(L10 + LJ1), a1 is a parameter independent of ∆L and b1 is a parameter
slowly and smoothly varying with ∆L. Eq. (95) shows that T1 decreases with ∆L and reaches the
maximum at ∆L = 0.
For the results in FIG. 12, the position of the maxima of the characteristic times is at LJ1 = 550
pH. This result is in very good agreement with the prediction from Eq. (95) since when LJ1 = 550
pH ∆L = 0. For the results in FIG. 13 and FIG. 14, we also have ∆L = 0 at the positions of the
maxima of the characteristic times. As for the results in FIG. 15, ∆L is always larger than 430 pH
since ∆L = L20 +430 pH and L20 ≥ 0. Thus the characteristic times do not have maxima on L20.
In FIG. 16 we exhibit the characteristic times versus the capacitance Cm of the readout circuit.
When Cm < 0.01 pF the characteristic times do not change with Cm, when 0.01 pF ≤ Cm ≤ 2 pF
the characteristic times decrease with Cm , and when Cm > 2 pF the characteristic times tend to
constants. For the values of Cm shown in this figure, T2 < T1 and thus the dephasing is the main
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source of decoherence.
In FIG. 17 and FIG. 18, we show the characteristic times versus the resistances Rm and Rm0
of the readout circuit, respectively. FIG. 17 shows that the characteristic times increase with Rm
when Rm . 1000 Ω and do not change with Rm when Rm > 1000 Ω. When Rm is less than 21
Ω T2 > T1 and the relaxation is the main source of decoherence, when Rm is larger than 21 Ω
T1 > T2 and the dephasing is the dominating source of decoherence, and when Rm equals to 21 Ω
T1 = T2. FIG. 18 shows that the characteristic times increase with Rm0 when Rm0 . 2000 Ω and
tend to constants after Rm0 > 2000 Ω. For the values of Rm0 shown in the figure, T1 > T2 and the
dephasing is the main source of decoherence.
3. Characteristic times versus control-circuit parameters
In FIG. 19 we plot the characteristic times versus the inductance Lx of the control circuit. It is
shown that when Lx ≤ 1×102 pH the characteristic times are constants, when 1×102 < Lx < 1×104
pH the characteristic times increase with Lx, and when Lx ≥ 1 × 104 pH the characteristic times
do not change with Lx. For all the values of Lx shown in this figure T2 < T1, demonstrating that
the dephasing is the main source of decoherence.
In FIG. 20 the characteristic times are plotted versus the capacitance Cx of the control circuit.
It is shown that the changes of the characteristic times with Cx are very similar to those with Cm.
When Cx ≤ 0.05 pF the characteristic times do not change with Cx, when 0.05 < Cx < 2.5 pF
the characteristic times decrease with Cx, and when Cx ≥ 2.5 pF the characteristic times tend to
constants. For all the values of Cx shown in this figure T2 < T1 and thus the dephasing is the main
source of decoherence.
In FIG. 21 and FIG. 22 the characteristic times are plotted versus the resistances Rx and Rx0 of
the control circuit, respectively. It is shown from FIG. 21 that when Rx is less than 20 Ω T2 > T1
and the relaxation is the main source of decoherence, when Rx is larger than 20 Ω T1 > T2 and
the dephasing is the dominating source of decoherence, and when Rx equals to 20 Ω T1 ≃ T2. For
Rx < 2000 Ω the characteristic times increase with Rx and for Rx ≥ 2000 Ω the characteristic
times tend to constants. The changes of the characteristic times with Rx0 shown in FIG. 22 are
very similar to those with Rx. When Rx0 is less than 2200 Ω T1 > T2 and the dephasing is the
main source of decoherence, when Rx0 is larger than 2200 Ω T2 > T1 and the relaxation is the
dominating source of decoherence, and when Rx0 is equal to 2200 Ω T1 = T2. For Rx0 ≤ 3× 104 Ω
the characteristic times increase with Rx0 while for Rx0 > 3× 104 Ω the characteristic times tend
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to constants.
4. Characteristic times versus temperature
Finally, we plot the characteristic times versus the temperature T of the external circuits in
FIG. 23. It is shown that in general the characteristic times decrease with T . When T → 0 the
characteristic times tend to constants and when T → ∞ the characteristic times are inversely
proportional to T which is the results of classical mechanics. These results agree with the predic-
tions from the analytical expressions of characteristic times for the DTLS. It is also shown that
at the lower temperature when T < 10.3 mK T2 > T1 and the relaxation is the main source of
decoherence, while at the higher temperature when T > 10.3 mK T1 > T2 and the dephasing is the
dominating source of decoherence. These results also agree with the predictions from the analytical
expressions for the DTLS57 and with those obtained by others.21,33,46.
VII. CONCLUSION
In summary, to investigate the environment-induced decoherence in realistic gate operations
of solid-state qubits, we present a general theory for the treatment of decoherence of a multilevel
quantum system of many degrees of freedom interacting with a multibath reservoir and driven by
ac fields. In this theory, the system is described by the reduced density operator governed by the
master equation. The effect of the environment on the system is characterized by the spectral
density through the dissipation superoperator. The effects of driving field and leakage due to the
coupling with both the driving field and environment are included in this theory. In the Hilbert
space spanned by the eigenstates of the system’s Hamiltonian, the reduced density operator is
represented by the density matrix and the dissipation superoperator by the dissipation matrix.
The diagonal and off-diagonal matrix elements of the density matrix stand for the population
and coherence of the system, respectively. The dissipation matrix can be decomposed into Lamb
shift matrix and damping rate matrix. They are determined by the transition matrix elements
of the system and the spectral density of the environment. The effect of the Lamb shift matrix
on the system is analogous to an extra field. In the case of weak damping the Lamb shift matrix
is extremely small compared to the driving field and are neglected. In the study of decoherence
of a qubit, for which the long-time behavior of the qubit is significant, the damping rate matrix
is replaced by a steady one. For the thermal bath, the spontaneous decay rate and stimulated
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transition rate are derived from the damping rate matrix. They accord with those obtained by the
others with different methods and obey the detailed balance principle.
For an DTLS, the characteristic times in free and resonantly driven decays are expressed by
the analytical expressions. The decoherence of the driven qubit can be decomposed into intrinsic
and field-induced ones. The intrinsic decoherence time equals to the decoherence time of the qubit
in free decay and the field-induced decoherence time equals to the relaxation time of the driven
qubit. In the case of weak driving fields, the relaxation and thus the field-induced decoherence
times of the driven qubit are independent of the field strengths and they are always in between the
relaxation and decoherence times of the qubit in free decay.
For demonstration, we have applied the dissipative theory to simulate the dissipation process
of the 2D SQUID qubit coupled to the external circuits in free decay. The energy levels, transition
matrix elements, and relaxation time are in very good agreement with the experimental results.
We have also applied the dissipative theory to investigate the effect of driving field and leakage on
the decoherence of the 2D SQUID qubit coupled to the external circuits and resonantly driven by
the microwave field. In the case of weak driving fields, the relaxation and decoherence times of the
driven qubit are identical. They are independent of the driving field strength and in between the
relaxation and decoherence times of the qubit in free decay. These results agree with the analytical
results obtained from the analytical expressions of characteristic times for the DTLS. In the case of
a little bit stronger driving fields, the relaxation time is sensitive to the strong field effect while the
decoherence time is sensitive to the leakage. In addition, for the qubit in free decay, the relaxation
is the main source of decoherence at the low temperature while the dephasing is the dominating
source of decoherence at the high temperature.
To optimize the external circuits for long decoherence time, we have investigated the charac-
teristic times of the 2D SQUID qubit change with the parameters and temperature of the control
and readout circuits. We found that the characteristic times decrease with the mutual inductances
and capacitances, increase with the resistances, and change dramatically with the inductances, in
particular, the inductances of the readout circuit. To gain longer decoherence time, the coupling
of the 2D SQUID qubit and the external circuits should be weak, the capacitances of the external
circuits should be smaller, the resistances should be larger, the inductance of the control circuit
should be properly larger, and in particular, to reduce the damping due to the readout circuit the
total inductance of the left branch of the readout circuit should balance with that of the right
branch.
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APPENDIX A: MASTER EQUATION OF AN OPEN QUANTUM SYSTEM
To derive the master equation for the reduced density operator of an open quantum system, we
work in interaction picture. In this picture the density operator of the global system η˜(t) and the
reduced density operator of the quantum system ρ˜(t) are defined by
η˜(t) = exp [i (LS + LR) t] η(t), (A1)
and
ρ˜(t) = exp [iLSt] ρ(t), (A2)
where, η(t) and ρ(t) are the density operator of the global system and the reduced density operator
of the quantum system in the Schro¨dinger picture, respectively. The relation between ρ˜(t) and η˜(t)
is also given by Eq. (4). Applying Eq. (A1) to Eq. (2) we obtain the Liouville-von Neumann for
η˜(t) in the interaction picture
dη˜(t)
dt
= −i
[
L˜F (t) + L˜I(t)
]
η˜(t), (A3)
where, L˜F (t) and L˜I (t) are the presentations of LF and LI in the interaction picture. They are
defined by
L˜F (t) = exp (iLSt)LF exp (−iLSt) , (A4)
and
L˜I(t) = exp [i (LS + LR) t]LI exp [−i (LS + LR) t] , (A5)
respectively.
The formal solution of Eq. (A3) is
η˜(t) = T̂ exp
[
−i
∫ t
0
(
L˜F (τ) + L˜I(τ)
)
dτ
]
η˜(0), (A6)
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where, T̂ is the time-ordering operator and η˜(0) is the initial density operator of the global system
which is equal to η(0) from Eq. (A1).
Suppose the reservoir is uncorrelated with the system at t = 0. In this case, the initial density
operator of the global system η (0) can be written as55
η (0) = ρ (0) σ (R) , (A7)
where, ρ (0) is the reduced density operator of the system at t = 0 and σ (R) is the density
operator of the reservoir. For thermal baths at temperature T , for example, σ (R) is determined
by the Boltzmann distribution52
σ (R) =
e−HR/kBT
TrR
(
e−HR/kBT
) , (A8)
where, kB is the Boltzmann constant. We also assume that (1) both the interactions HI and HF
are weak so that the Born perturbation approximation can be applied to the exponential function
of Eq. (A6);21 (2) the reservoir is sufficiently large and its states are unperturbed by the coupling
with the system and obey Gaussian statistics so that σ (R) is time-independent, TrR [σ (R)] = 1,
and TrR [HI(t)σ (R)] = 0; and (3) the characteristic time of correlation is much less than the
relaxation time of system so that the change of ρ(t) is slow and ρ(τ ) can be replaced by ρ(t) in
the integral over the correlation time.56 Under the these assumptions the system will perform a
Markovian process.64 Substituting Eq. (A6) into Eq. (4), calculating the trace over the reservoir
by means of the cumulant expansion method65 under the aforementioned assumptions, and using
the initial condition of Eq. (A7), we finally obtain an equation for ρ˜(t) in a series of cumulant,
which is given, up to the second order of cumulant, by
ρ˜(t) = T̂ exp
{
−i
∫ t
0
[
L˜F (τ ) + iD˜I(τ )
]
dτ
}
ρ˜(0), (A9)
where, D˜I(t) is the dissipation superoperator in the interaction picture given by
D˜I(t) = −
∫ t
0
TrR
[
L˜I (t) L˜I (τ) σ (R)
]
dτ. (A10)
If making transformations η˜(t)→ ρ˜(t) and L˜I(τ )→ iD˜I(τ ) in Eq. (A6) one can get Eq. (A9).
Thus if making the same transformations in Eq. (A3) one obtains an equation of motion for ρ˜(t)
dρ˜(t)
dt
= −iL˜F (t)ρ˜(t) + D˜I(t)ρ˜(t), (A11)
This equation is recognized the master equation in the interaction picture.
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Applying Eq. (A2) to Eq. (A11), one obtains the master equation for ρ(t) in the Schro¨dinger
picture
dρ(t)
dt
= −i [LS + LF (t)] ρ(t) +DI(t)ρ(t), (A12)
where, DI (t) is the representation of D˜I(t) in the Schro¨dinger picture given by
DI(t) = −
∫ t
0
TrR
[LSI (t, τ)LSI (τ , t) σ (R)] dτ , (A13)
with
LSI (t1, t2) = exp [−iLSt1] L˜I (t1) exp [iLSt2] . (A14)
APPENDIX B: QUANTUM LANGEVIN EQUATION AND FLUCTUATION-
DISSIPATION THEOREM
We consider a quantum particle of mass M moving in a potential V (q) and linearly coupled to
a thermal bath at temperature T . In phase space, the motion of the quantum particle is described
by the quantum Langevin equation47
M
d2q(t)
dt2
+M
∫ t
t0
dτγ (t− τ) dq(τ )
dτ
+
dV (q)
dq
= ξ (t) , (B1)
where, q(t) is the coordinate operator of the particle, γ (t) is the damping coefficient, and ξ (t)
is the fluctuation force of the thermal bath. The quantum Langevin equation provides a relation
between the damping coefficient γ (t) and the fluctuation force ξ (t) of the thermal bath.
In frequency domain, the frequency-dependent damping coefficient γ (ω) is calculated from γ (t)
by Fourier transform
γ (ω) = γR (ω) + iγI (ω)
=
∫ +∞
−∞
γ (t) exp (−iωt) dt. (B2)
The spectral density of the fluctuation force ξ (t) at temperature T , Jξ (ω), can be calculated from
γR (ω) in terms of the quantum fluctuation-dissipation theorem
47,48
Jξ (ω) =M~ωγR (ω)
[
1 + coth
(
~ω
2kBT
)]
. (B3)
At high temperature limit, T ≫ ~ω/kB and Jξ (ω) in Eq. (B3) is simplified to the result of the
quasiclassical and classical fluctuation-dissipation theorem47
Jξ (ω) = M~ωγR (ω) coth
(
~ω
2kBT
)
≃ 2MkBTγR (ω) . (B4)
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It is shown that for a classical particle Jξ (ω) is proportional to the temperature. In contrast, at
low temperature limit, T ≪ ~ω/kB and Jξ (ω) in Eq. (B3) is simplified to
Jξ (ω) =M~ωγR (ω) , (B5)
which is independent of the temperature.
The autocorrelation function of the fluctuation force ξ (t), Jξ (t) = 〈ξ (t) ξ (0)〉, is calculated
from Jξ (ω) by using Eq. (12). If γR (ω) is an even function of ω, the autocorrelation function of
a quantum particle is given by47
Jξ (t) = ~M
pi
∫ +∞
0
ωγR (ω) [i sin (ωt)
+ coth
(
~ω
2kBT
)
cos (ωt)] dω. (B6)
And the autocorrelation function of a quasiclassical particle is given by
Jξ (t) = ~M
pi
∫ +∞
0
ωγR (ω) coth
(
~ω
2kBT
)
× cos (ωt) dω. (B7)
From Eq. (B7) the autocorrelation function of the quasiclassical particle is real and reversible, i.e.,
〈ξ (t) ξ (0)〉 = 〈ξ (−t) ξ (0)〉. However, from Eq. (B6) the autocorrelation function of the quantum
particle is complex and irreversible.
APPENDIX C: SPECTRAL DENSITY OF THE CONTROL AND READOUT CIR-
CUITS
For the 2D SQUID flux qubit shown in FIG. 1, the thermal bath consists of the control and
readout circuits. They produce thermal noises for the 2D SQUID qubit.
1. Spectral density of the control circuit
As shown in FIG. 24, the control circuit is coupled to the rf SQUID through the loop L with
mutual inductance Mx. The equivalent impedance Z1 of the parallel branches CxRx and Rx0 is
given by
Z1 = R
eq
x (ω) +
1
jωCeqx (ω)
, (C1)
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where, Reqx (ω) is the frequency-dependent equivalent resistance given by
Reqx (ω) =
1 + ω2C2xRx (Rx +Rx0)
1 + ω2C2x (Rx +Rx0)
2 Rx0, (C2)
and Ceqx (ω) is the frequency-dependent equivalent capacitance given by
Ceqx (ω) =
1 + ω2C2x (Rx +Rx0)
2
ω2CxR
2
x0
. (C3)
When Rx0 →∞, Reqx = Rx and Ceqx = Cx. When ω → 0, Reqx = Rx0 and ω2Ceqx = 1/CxR2x0.
The circuit equations of the control circuit are
jωLI − jωMxI0 = U, (C4)
− jωMxI + (jωLx + Z1) I0 = 0. (C5)
From these equations, the equivalent impedance Zx (ω) of the control circuit is given by
Zx (ω) =
U
I
= jωL+
ω2M2x
jωLx + Z1
. (C6)
From this equation, the frequency-dependent equivalent admittance Yx(ω) = 1/Zx(ω) is obtained
and its real part YxR (ω) is given by
YxR (ω) =
Fx (ω)
ω2 +Gx (ω)
, (C7)
where,
Fx (ω) =
M2xR
eq
x
υ2x
, (C8)
Gx (ω) =
2L
υxC
eq
x
+
L2
υ2x
(
Req2x +
1
ω2Ceq2x
)
, (C9)
and
υx =M
2
x − LLx. (C10)
When Rx0 →∞
Fx (ω) =
M2xRx
υ2x
, (C11)
and
Gx (ω) =
2L
υxCx
+
L2
υ2x
(
R2x +
1
ω2C2x
)
. (C12)
When ω → 0
Fx (ω) =
M2xRx0
υ2x
, (C13)
and
Gx (ω) =
L2R2x0
υ2x
. (C14)
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2. Spectral density of the readout circuit
As shown in FIG. 25, the readout circuit is coupled to the rf SQUID through the loop L with
mutual inductance Mm. The equivalent impedance Z2 of the parallel branches CmRm and Rm0 is
given by
Z2 = R
eq
m (ω) +
1
jωCeqm (ω)
, (C15)
where, Reqm (ω) is the frequency-dependent equivalent resistance given by
Reqm (ω) =
1 + ω2C2mRm (Rm +Rm0)
1 + ω2C2m (Rm +Rm0)
2 Rm0, (C16)
and Ceqm (ω) is the frequency-dependent equivalent capacitance given by
Ceqm (ω) =
1 + ω2C2m (Rm +Rm0)
2
ω2CmR2m0
, (C17)
When Rm0 →∞, Reqm = Rm and Ceqm = Cm. When ω → 0, Reqm = Rm0 and ω2Ceqm = 1/CmR2m0.
The circuit equations of the readout circuit are given by
jωLI + jω
Mm
2
I1 − jωMm
2
I2 = U, (C18)
jωL1I1 + jω
Mm
2
I = jωL2I2 − jωMm
2
I, (C19)
and
jωL1I1 + jω
Mm
2
I = − (I1 + I2)Z2, (C20)
where, L1 = L10 + LJ1 and L2 = L20 + LJ2. From these equations the equivalent admittance of
the readout circuit Ym (ω) = I/U can be obtained. Its real part is given by
YmR (ω) =
1
Fm (ω) [1 +Gm (ω)ω2]
, (C21)
where, Fm (ω) and Gm (ω) are given by
Fm (ω) = R
eq
m
(
L
Mm
)2(2Ldc
∆L
)2 (
1− k2dc
)2
, (C22)
and
Gm (ω) =
1
Req2m
L‖
(
1− k2‖
)
1− k2dc
− 1
ω2Ceqm
2 , (C23)
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where, ∆L = L2 − L1, Ldc = L1 + L2, L‖ = L1L2/Ldc, k2dc =M2m/LLdc, and k2‖ =M2m/4LL‖.
When Rm0 →∞
Fm = Rm
(
L
Mm
)2(2Ldc
∆L
)2 (
1− k2dc
)2
, (C24)
and
Gm =
1
R2m
L‖
(
1− k2‖
)
1− k2dc
− 1
ω2Cm
2 . (C25)
When ω → 0
Fm = Rm0
(
L
Mm
)2(2Ldc
∆L
)2 (
1− k2dc
)2
, (C26)
and
Gm =
1
R2m0
L‖
(
1− k2‖
)
1− k2dc
− CmR2m0
2 . (C27)
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Figure Captions
FIG. 1 Sketch of the 2D SQUID qubit inductively coupled to the control and readout circuits.
FIG. 2 (Online color) Contour of the potential energy of the 2D SQUID qubit.
FIG. 3 (Online color) Energy levels of the 2D SQUID qubit versus xe.
FIG. 4 (Online color) Transition matrix elements of the 2D SQUID qubit versus xe.
FIG. 5 (Online color) Jx(ω), Jm(ω), and J(ω) versus ω for the external circuits of the 2D SQUID
flux qubit at T = 30 mK.
FIG. 6 (Online color) Evolution of population inversion of the 2D SQUID qubit in free decay.
The solid and dashed lines are the numerical and fitting results, respectively.
FIG. 7 (Online color) Same as FIG. 6 but for the squared modulus of coherence.
FIG. 8 (Online color) Evolution of population difference of the 2D SQUID qubit resonantly
driven by the microwave field with φµ = 1.0 × 10−5 and ωµ = ω21 = 0.127ωLC . The solid and
dashed lines are the numerical and fitting results, respectively.
FIG. 9 (Online color) Same as FIG. 8 but for the squared modulus of coherence.
FIG. 10 (Online color) Characteristic times versus the mutual inductance Mx between the 2D
SQUID qubit and the control circuit. In this figure, T1 and T2 are the relaxation and decoherence
times of the qubit in free decay, and T˜1 and T˜22 are the relaxation and decoherence times of the
qubit in driven decay.
FIG. 11 (Online color) Same as FIG. 10 but for characteristic times versus the mutual inductance
Mm between the 2D SQUID qubit and the readout circuit.
FIG. 12 (Online color) Same as FIG. 10 but for characteristic times versus the inductance LJ1
of the first junction of the readout circuit.
FIG. 13 (Online color) Same as FIG. 10 but for characteristic times versus the inductance LJ2
of the second junction of the readout circuit.
FIG. 14 (Online color) Same as FIG. 10 but for characteristic times versus the inductance L10
of the readout circuit.
FIG. 15 (Online color) Same as FIG. 10 but for characteristic times versus the inductance L20
of the readout circuit.
FIG. 16 (Online color) Same as FIG. 10 but for characteristic times versus the capacitance Cm
of the readout circuit.
FIG. 17 (Online color) Same as FIG. 10 but for characteristic times versus the resistance Rm
of the readout circuit.
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FIG. 18 (Online color) Same as FIG. 10 but for characteristic times versus the resistance Rm0
of the readout circuit.
FIG. 19 (Online color) Same as FIG. 10 but for characteristic times versus the inductance Lx
of the control circuit.
FIG. 20 (Online color) Same as FIG. 10 but for characteristic times versus the capacitance Cx
of the control circuit.
FIG. 21 (Online color) Same as FIG. 10 but for characteristic times versus the resistance Rx of
the control circuit.
FIG. 22 (Online color) Same as FIG. 10 but for characteristic times versus the resistance Rx0
of the control circuit.
FIG. 23 (Online color) Same as FIG. 10 but for characteristic times versus the temperature T .
FIG. 24 The control circuit of the 2D SQUID flux qubit and its equivalent admittance Yx(ω).
FIG. 25 The readout circuit of the 2D SQUID flux qubit and its equivalent admittance Ym(ω).
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