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Abstract
In this dissertation, nonlinear electromagnetic and multiphysics problems are
modeled and simulated using various three-dimensional full-wave methods in
the time domain. The problems under consideration fall into two categories.
One is nonlinear electromagnetic problems with the nonlinearity embedded
in either the permeability or the conductivity of the material’s constitutive
properties. The other is multiphysics problems that involve interactions be-
tween electromagnetic and other physical phenomena.
A numerical solution of nonlinear magnetic problems is formulated using
the three-dimensional time-domain finite element method (TDFEM) com-
bined with the inverse Jiles-Atherton vector hysteresis model. A second-order
nonlinear partial differential equation (PDE) that governs the nonlinear mag-
netic problem is constructed through the magnetic vector potential in the
time domain, which is solved by applying the Newton-Raphson method. To
solve the ordinary differential equation (ODE) representing the magnetic hys-
teresis accurately and efficiently, several ODE solvers are specifically designed
and investigated. To improve the computational efficiency of the Newton-
Raphson method, the multi-dimensional secant methods are incorporated in
the nonlinear TDFEM solver. A nonuniform time-stepping scheme is also
developed using the weighted residual approach to remove the requirement
of a uniform time-step size during the simulation.
Breakdown phenomena during high-power microwave (HPM) operation are
investigated using different physical and mathematical models. During the
breakdown process, the bound charges in solid dielectrics and air molecules
break free and are pushed to move by the Lorentz force produced by the
electromagnetic fields. The motion of free electrons produces plasma cur-
rents, which generate secondary electromagnetic fields that couple back to
the externally applied fields and interact with the free electrons. When the
incident field intensity is high enough, this will lead to an exponential in-
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crease of the charged particles known as breakdown. Such a process is first
described by a nonlinear conductivity of the solid dielectric as a function
of the electric field to model the dielectric breakdown phenomenon. The air
breakdown problem encountered with HPM operation is then simulated with
the plasma current modeled by a simplified plasma fluid equation. Both the
dielectric and air breakdown problems are solved with the TDFEM together
with a Newton’s method, where the dielectric breakdown is treated as a pure
nonlinear electromagnetic problem, while the air breakdown is treated as a
multiphysics problem.
To describe the plasma behavior more accurately, the plasma density and
velocity are modeled by the equations of diffusion and motion, respectively.
This results in a multiphysics and multiscale system depicted by the nonlin-
early coupled full-wave Maxwell and plasma fluid equations, which are solved
by a nodal discontinuous Galerkin time-domain (DGTD) method in three di-
mensions. The air breakdown during the HPM operation and the resulting
plasma formation and shielding are modeled and simulated.
Several important numerical issues in the simulation of nonlinear electro-
magnetic and multiphysics problems have been investigated and discussed.
A continuity-preserving and divergence-cleaning scheme for electromagnet-
ic problems involving inhomogeneous materials has been proposed based on
the purely and damped hyperbolic Maxwell equations. A divergence-cleaning
method is presented to enforce Gauss’s laws and normal flux continuity by in-
troducing auxiliary variables and damping terms into the original Maxwell’s
equations, which result in artificial propagation and dissipation of the nu-
merical errors. Based on the DGTD method, dynamic h- and p-adaptation
algorithms are developed for a full-wave analysis of electromagnetic and mul-
tiphysics problems. The dynamic h-adaptation algorithm can dynamically
refine the mesh to resolve the local variation of the fields during the wave
propagation, while the dynamic p-adaptation algorithm can determine and
adjust the basis order in real time during the simulation. Both algorithms de-
veloped and investigated in this dissertation are highly flexible and efficient,
and are powerful simulation tools in the solution of nonlinear electromagnetic
and multiphysics problems.
iii
Linear problems are all alike;
every nonlinear problem is nonlinear in its own way.
To William and Catherine.
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Chapter 1
Introduction
1.1 Overview
Since the pioneering effort on computational electromagnetics (CEM) in the
late 1950s, many computational methods have been developed for solving
Maxwell’s equations for linear electromagnetic (EM) problems, ranging from
frequency- to time-domain and from integral equation to partial differential
equation based. As CEM becomes more mature, the time has come to tackle
much more challenging nonlinear EM and multiphysics problems, which have
a greater range of applications in science and technology. However, because
of the added complexity, nonlinear and multiphysics modeling and simulation
encounters new challenges for the existing CEM methods. In this disserta-
tion, our initial effort on this topic has been reported, through the modeling
and simulation of several typical nonlinear and multiphysics problems.
This dissertation is organized into three parts. The first part contains
Chapters 2 and 3, which discuss the modeling methodology of nonlinear
ferromagnetic materials that find a wide range of applications in modern
systems. The constitutive nonlinearity of ferromagnetic compounds leads to
nonlinear Maxwell’s equations, and hence, nonlinear EM problems to solve.
Part two contains Chapters 4, 5, and 6, which focus on the modeling and
simulation of the breakdown phenomena during high-power microwave (HP-
M) operations. Specifically, the HPM breakdown in solid dielectrics and air,
and the nonlinear EM–plasma interactions during the breakdown process,
are modeled and discussed. Several mathematical models with progressive
complexities are employed in modeling different phenomena, which lead to
different numerical schemes that are investigated in this dissertation. The
last part contains Chapters 7, 8 and 9, in which several important numerical
issues in the modeling and simulation of nonlinear and multiphysics problems
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are investigated. To obtain a stable and accurate numerical solution of EM
fields in a self-consistent simulation, the purely hyperbolic Maxwell and the
damped hyperbolic Maxwell equations are constructed and solved, and to
improve the simulation efficiency while maintaining good solution accuracy,
two highly flexible and efficient numerical methods are investigated.
In this chapter, introductions of these problems are first provided to es-
tablish the background and basic understanding of the problems under con-
sideration. The challenges of nonlinear EM and multiphysics problems for
the existing CEM methods are also discussed.
1.2 Modeling of Nonlinear Ferromagnetic Materials
Ferromagnetic compounds are widely used in data storage and processing,
electric power generation, telecommunications, and transducers in smart sys-
tems. Magnetic hysteresis and constitutive nonlinearities are fundamental
properties of all ferromagnetic materials, which exhibit nonlinear behavior
where the permeability/susceptibility is a function of the magnetic field in-
tensity. To achieve optimal material or device performance, the nonlinear
hysteresis property of ferromagnetic materials must be modeled properly in
the design process.
To describe the hysteresis property of ferromagnetic materials, many mod-
els have been proposed by physicists and materials scientists in the past [1–3],
among which the Preisach model [4] and the Jiles-Atherton (J-A) model [5,6]
are very well known and commonly used. Different variations of these mod-
els have also been developed for different applications [7–10], including the
generalizations from the static to the dynamic model, from the scalar to the
vector model, and from the forward to the inverse model. Mathematically
speaking, in all the hysteresis models, the magnetization intensity is not only
a nonlinear, but also a multi-valued function of the magnetic field. The mag-
netic susceptibility depends on both the current and the past values of the
magnetic field. The complicated constitutive relation results in a complicated
and nonlinear EM problem to solve.
In order to predict the performance of a device made of ferromagnetic ma-
terials, it is required that numerical methods should be able to combine the
solution of Maxwell’s equations with advanced hysteresis models, such that
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the device structures, the external excitations, as well as the constitutive
nonlinearities, are well accounted for. The capability of numerically simu-
lating complicated structures made of nonlinear materials would provide an
important analysis tool for a deeper insight into the physical and engineering
behaviors.
During the past decades, extensive research was conducted and published
on the modeling of the magnetic nonlinearities. For example, the nonlinear
magnetic problems are analyzed using the finite element method in one di-
mension [11–13] and two dimensions [14,15], with the use of scalar hysteresis
models. The vector hysteresis model is combined with a two-dimensional fi-
nite element analysis in [16] for the analysis of a T-joint region problem with
a rotating flux excitation. In [17], a 2D vector hysteresis model is presented
and included in a 2D eddy current finite element analysis. However, these
research efforts have only dealt with either scalar hysteresis models or low-
dimensional problems (1D or 2D) in magneto-static or magneto-quasi-static
cases.
In order to model a real device, a vector hysteresis modeling combined
with a three-dimensional dynamic finite element analysis is needed. To this
end, a three-dimensional vector finite element method [18] in the frequency
domain is developed to deal with nonlinear materials through the Newton-
Raphson method with relaxation factors [19, 20]. The method is further
extended by using a domain decomposition method, the dual-primal finite
element tearing and interconnecting (FETI-DP) method [21–23], to enhance
its computational capability [24]. In the meantime, a preliminary study of
the three-dimensional vector finite element method in the time domain is
also conducted to deal with nonlinear materials [25].
The time-domain finite element analysis has two obvious advantages over
the frequency-domain method. The first advantage comes from the conver-
gence issue of the nonlinear solver. In a real application, there is no straight-
forward way to choose a good initial guess in the frequency domain that
guarantees the convergence of the nonlinear solver. As a result, the nonlin-
ear method could be unstable or divergent in solving complicated problems
in the frequency domain. In a time-domain nonlinear solver, the numerical
solution at a previous time step can be used as a natural choice for the initial
guess at the successive time step. The convergence of the nonlinear method
can always be achieved if the time-step size is small enough such that the
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solutions at two successive time steps are sufficiently close. The second ad-
vantage of the time-domain solver is the ability to capture all the physical
phenomena in a real process, such as higher-order harmonic responses, mag-
netic remanence, and hysteresis losses. The understanding of these physical
processes is beneficial, sometimes critical, to engineering design. However,
there are also several major challenges in the time-domain modeling of non-
linear magnetic problems. One challenge comes from the fact that nonlinear
magnetic devices often operate at very low frequencies. In such a frequen-
cy regime, the well-known low frequency breakdown problem becomes a big
issue for the finite element analysis, which limits its solution accuracy and
reduces its computational efficiency. Another challenge comes from the ap-
plication of the widely used nonlinear method, the Newton-Raphson method,
where the Jacobian matrix needs to be updated and solved at every Newton
(nonlinear) iteration, which makes the solution very time consuming for large
problems.
1.3 Modeling of Nonlinear Electromagnetic–Plasma
Interactions
Plasma, as the fourth state of matter, comprises over 99% of the visible
universe [26, 27]. As a mixture of charged (electrons, positively/negatively
charged ions, etc.) and neutral particles, plasma is endowed with many
unique and interesting properties. Macroscopically, it exhibits quasi-neutrality
and can generate and interact with EM fields. Due to its wide existence
and unique properties, plasma has found an extremely broad range of sig-
nificance and applications, from the basic scientific and theoretical impor-
tance, to the emerging technological and engineering interests. The compli-
cated EM–plasma interaction has led to applications in hundreds of areas,
from the macroscopic interstellar/intergalactic scale (cosmology [28], plas-
ma astrophysics [29, 30], space weather [31], etc.) to the microscopic nano-
scale (electronics and semiconductor devices [32]), and from the state-of-the-
art sciences (controlled fusion [33], high-energy-density physics [34], plasma
propulsion [35], etc.) to the everyday technologies (plasma processing [36],
thin film deposition [37], plasma-based lighting, etc.).
On one hand, despite its wide variety of applications, the underlying
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physics of plasma is governed by the same general principle, which allows
scientists and engineers to have a basic understanding of the physical mech-
anism. On the other hand, specific physical phenomena and engineering
applications usually require specific simplifications to the general principle
under certain reasonable assumptions, which lead to the construction of a
specialized model for the dominant mechanisms to be captured so that it
can be used more efficiently in the scientific interpretation of the physics and
technological optimization of the design [38–55]. Traditionally, to validate a
specialized model or to optimize an engineering design, experiments are usu-
ally conducted, in which various measurements are performed and different
data are collected. However, with the advancements of science and tech-
nology, experiments become more and more difficult to perform for various
reasons, including, but not limited to, the extreme operation conditions such
as the high pressure and high temperature in the fusion tokamak [56,57], the
extreme sizes such as the smallness of semiconductor devices and the large-
ness of stars and planets [58], the extremely fast variations in space and time
such as the fast process of the air breakdown [59, 60] and dielectric surface
flashover [61–64]. As a result, in the research of EM–plasma interactions, nu-
merical simulations are always required and have become the standard and
indispensable research approaches.
In order to conduct numerical simulations for the EM–plasma interaction,
appropriate physical models have to be adopted. In general, the EM fields
and waves are governed by Maxwell’s equations, while the plasma physics can
be described by the Vlasov and the Boltzmann equations in the collisionless
and the collisional cases, respectively. With the strong coupling between
the EM and the plasma physics, the resulting coupled Maxwell-Vlasov or
Maxwell-Boltzmann system has to be solved simultaneously and consistently.
In the physical modeling of the EM fields and waves, thanks to the Maxwell-
Heaviside theory of electromagnetism [65–67], the physics of electromagnetics
is governed, from the intergalactic scale to the subatomic scale, by Maxwell’s
equations, which can be solved by various numerical methods [18,68,69]. In
the physical modeling of the plasma [26–37,59,70–72], unfortunately, the be-
havior of plasmas is usually described in the seven-dimensional phase space
(three-dimensional physical space, three-dimensional momentum space, and
time) by the Vlasov and the Boltzmann equations, whose direct solutions
are extremely difficult, if not impossible, to achieve because of the high di-
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mensionality. To solve them directly, stochastic methods like the ensemble
Monte-Carlo simulations [73–75] are usually used, which are inefficient due to
the
√
N convergence rate with N being the number of simulations performed.
More efficient solutions can be obtained by the employment of various sim-
plified models, where in the low to moderate pressure and collision frequency
case, the well-known particle-in-cell (PIC) method [71, 72] has been wide-
ly adopted in the simulation of high-power microwave devices, and in the
high-pressure and collision frequency case, fluid models in continuum can be
used adequately to describe the plasma behavior. By taking the first sev-
eral moments of the Vlasov or the Boltzmann equation, a hierarchy of fluid
models can be obtained, from the simplest two-moments drift-diffusion mod-
el [38], to the three-moments hydrodynamic model [50], to the four-moments
energy transport model [76, 77], to the six-moments model [78], and so on.
With the inclusion of higher order moments, more physical mechanisms are
accounted for by more sophisticated models. These models govern the plas-
ma quantities such as the plasma density, velocity, temperature, and energy.
Since the related plasma parameters, such as ionization frequency, collision
frequency, attachment frequency, and electron energy loss frequency, become
highly nonlinear when the electromagnetic field intensity is sufficiently high,
the resultant coupled system also becomes highly nonlinear.
In the numerical simulation of the strongly coupled nonlinear EM–plasma
system, the finite-difference time-domain (FDTD) method for solving the
governing equations of the EM–plasma fluid model, the EM–PIC model,
and the EM–Boltzmann model has been developed and applied in the past
decades [70–72], mainly because of its simplicity and high efficiency. In the
FDTD method, because of the representation of each EM field component
on structured mesh grids, the continuity of the electromagnetic fields can be
preserved, which is especially important when the EM fields are coupled to
the plasma motion. However, the stair-case approximation of the solution
domain, the finite difference approximation of the fields and their derivatives,
and the explicit leap-frog time-marching scheme used in the FDTD method
result in an overall low-order accuracy, which requires an extremely dense
mesh grid and an extremely tiny time-step size in a simulation to achieve a
desired accuracy. In contrast, in the computational EM community, another
widely used method, the finite-element time-domain (FETD) method [18],
is able to achieve high-order accuracy and unconditional stability because
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of the employment of unstructured meshes for the geometric discretization,
high-order vector basis functions for the field expansion, and an implicit
time-marching scheme for the temporal integration. Unfortunately, the im-
plicit scheme results in a globally coupled system to solve at every time step,
which leads to a reduced efficiency compared to the FDTD method. More
importantly, because of the application of the vector basis functions, only the
field components that are tangential to the elemental interfaces are contin-
uous, and those that are normal to the interfaces are discontinuous. When
coupled with the plasma solver, the discontinuous normal components of the
fields will impose an unpredictable and inaccurate amount of force to the
plasma and result in spurious solutions or even a numerical breakdown of
the simulation.
1.4 CEM Challenges in Nonlinear Electromagnetic and
Multiphysics Problems
Nonlinear EM and multiphysics modeling and simulation have a wide range of
application in science and engineering. This section discusses some challenges
for existing CEM methods in the modeling and simulation of nonlinear and
multiphysics problems that involve the interaction between electromagnetic
fields and other physical phenomena.
1.4.1 Understanding of Mathematical Models
Although a precise mathematical model for electromagnetic (EM) phenom-
ena is already available, the situation is quite different for other physical
phenomena. For example, the best model for plasma physics is based on
the Boltzmann equation. However, this equation involves seven dimensions
and hence is extremely difficult and time-consuming to solve numerically.
For a practical simulation, one must employ an approximate model. The
simplest model is to represent the plasma with a nonlinear conductivity [79]
in Maxwell’s equations. If this model is not sufficiently accurate, one can
model the plasma with a conduction current that satisfies a simplified fluid
equation [80] to be solved together with Maxwell’s equations. An even more
accurate model [81] is to represent the plasma conduction current in terms
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of plasma density and velocity governed by the equations of diffusion and
motion, respectively. As the accuracy of the model improves, its numerical
solution becomes more involved. For engineering applications, it is critical
to employ a mathematical model that is sufficiently accurate and meanwhile
practical enough for a numerical solution. This requires a good understand-
ing of the physical phenomena involved in the given problem.
1.4.2 Accuracy of the EM Field Solution
In the EM-involved multiphysics process, the roles that EM fields play are
three-fold, namely, propagating signals, exerting forces, and providing en-
ergy. In principle, to simulate a physical phenomenon accurately, all the
components of EM fields should be calculated with good accuracy. However,
when solved in a discrete space, depending on the way that the EM problem
is formulated, it is usually the case that either the normal components of the
fluxes or the tangential components of the fields are accurate and continuous
because of the use of either divergence- or curl-conforming vector basis func-
tions and because of the consideration of only Faraday’s and Ampe`re’s laws.
In the simulation of a pure EM problem, this is not a serious issue since all the
quantities of interest can be evaluated from the tangential field components.
But in a multiphysics simulation, such as the self-consistent simulation of
the wave-particle interaction, all field components become equally importan-
t, because the acceleration, and consequently the velocity, the trajectory, and
the kinetic energy, of a particle are determined by the Lorentz force it expe-
riences in the EM field. The inaccurate solution of EM field components will
cause significant errors that lead to the numerical instability and breakdown.
As a result, a numerical method that is able to produce accurate solution for
all EM field components is needed in the multiphysics simulation [82].
1.4.3 Nonlinear and Non-Stationary Issues
Due to the linearity of Maxwell’s equations, most EM problems are linear.
However, when it comes to cases involving special materials such as ferro-
magnetic compounds [83], or extremely high-intensity fields such as fields in
high-power operations [84], the material properties become functions of field
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intensity, which leads to nonlinear Maxwell’s equations to be solved. For
multiphysics problems, nonlinearity is much more frequently encountered
due to the nonlinear natures of other physical phenomena. For example,
in acoustics, the acoustic wave velocity depends nonlinearly on pressure, re-
sulting in the so-called shock wave, in a blast for instance, that is not often
seen in EM. In fluid dynamics, nonlinear processes such as turbulence are
commonly encountered and are depicted in the nonlinear Euler’s equation or
the Navier-Stokes equations. When these physical phenomena are coupled
with EM physics in time, they result in a nonlinearly coupled non-stationary
multiphysics system for the numerical solvers to handle. Because of the wide
variety of nonlinearities, there is no single scheme that can solve all the non-
linear problems. Instead, special solvers must be carefully designed based
on the specific nonlinearity under consideration. For example, the Newton-
Raphson, Gauss-Newton, and quasi-Newton (such as Broyden’s) method-
s have been developed for various nonlinear problems [85], and numerical
methods based on linearization techniques can also be applied.
1.4.4 Multiscale and Large-Scale Issues
Most multiphysics problems are at the same time multiscale problems. In
contrast to many of the multiscale issues seen in EM problems, which are
usually caused by the different scales of the geometrical features, those in
multiphysics problems are caused by different natures of different physical
phenomena, which can be geometrically, spatially, and temporally multiscale,
and can span several orders of magnitude in terms of the respective character-
istics. One example of the temporal multiscale problem is microwave-induced
heating in food or circuits. Apparently, the temporal variations of the mi-
crowave and the temperature rise in food and circuits are on very different
orders. Another example is the EM–plasma interaction during high-power
microwave (HPM) breakdown in air [81], which consists of both spatial and
temporal multiscale issues. For the spatial domain, EM fields vary on the
order of millimeters (10−3 m) in the microwave frequency range, while the
plasma varies on the order of the Debye length, which is typically on the order
of sub-micrometers (10−7 m). For the temporal domain, EM fields vary on
the order of picoseconds (10−12 s), while the dominant plasma diffusion is on
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the order of nanoseconds (10−9 s). The physically inherited multiscale prob-
lems would result in an extremely large system to solve upon discretization
from the continuum into the discrete space. To design a good numerical algo-
rithm that can solve the strongly coupled multiphysics system, the multiscale
as well as the consequent large-scale characteristics have to be addressed.
1.4.5 Coupling of Different Physics
The multiphysics, nonlinear, and multiscale problems induce great challenges
for the numerical methods, one of which is how to couple different physics in
a numerical solver. This mainly includes two aspects of coupling. One is the
coupling in space, and the other is in time. Either can be accomplished based
on the mechanism of coupling and the physical and mathematical models
employed. For example, the spatial coupling can be done directly though
the values of physical quantities at discrete points in the simulation domain
[86] or indirectly through the time-averaged values [81] or some auxiliary
variables, all depending on the nature of coupling and the models used. To
couple different physical phenomena in time, the governing equations for
different physics can be solved through a “one-way coupling” scheme, where
one physics is solved first, either in the time or frequency domain, and the
other physics is solved next using the updated values from the first physics.
The two physics can also be coupled at the same time with a fully coupled
scheme to achieve a converged solution for each physics, which is known
as a “two-way coupling” scheme [86]. The choice of the temporal coupling
approach depends on the nature and the temporal characteristics of different
physics.
1.4.6 Numerical Issues
Once appropriate physical and mathematical models are established, accu-
rate numerical solvers are constructed, and an appropriate coupling scheme is
designed, one can finally solve the problem numerically. Unfortunately, there
are also many numerical issues that have to be addressed, some of which are
discussed here.
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Divergence Cleaning
In the numerical solution of Maxwell’s equation, usually only Faraday’s and
Maxwell-Ampe`re’s laws are considered, while the two Gauss’s laws are treat-
ed as a nature consequence of the former two and the charge conservation
law. This in general leads to satisfactory results in purely EM simulations.
However, when Maxwell’s equations are solved together with the particle
kinetic equations, the evolution of currents and charges will usually violate
the charge conservation law, which will lead to numerical errors that increase
unboundedly. To overcome this issue, divergence cleaning techniques that en-
force the electric and magnetic Gauss’s laws and charge conservation [87,88]
are required.
Nonlinear Filtering Technique
In a numerical simulation, the quantities of interest need to be resolved with
sufficient resolution to obtain an accurate solution. However, due to the non-
linear nature of the multiphysics problem, higher-order oscillations may be
generated, for example, through the multiplication of two physical quanti-
ties such as the calculation of the magnetic Lorentz force, or through taking
the square root and reciprocal of a quantity such as the calculation of the
Lorentz constant in a relativity-involved simulation. This will lead to the
under-resolved variable and the so-called aliasing problem. To remove the
aliasing problem, a technique known as nonlinear filtering is needed to sup-
press the high-order variation and maintain the stability of the solution.
Maximum Principle Preserving
Many physical quantities have an upper or lower limit. For example, the
electron density in a plasma bulk cannot take a negative value, nor can the
absolute temperature or the pressure. The velocity of a charged particle
cannot exceed the speed of light; otherwise the so-called numerical Cerenkov
radiation would take place, which is non-physical and will result in erroneous
solutions. To ensure that a physical quantity takes a value within its physical
bound, the maximum principle preserving techniques are required. Popular
methods include total variation diminishing (TVD), total variation bound-
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ed (TVB), essentially non-oscillatory (ENO), and weighted ENO (WENO)
techniques.
Dynamic hp-Adaptation
To address the multiscale issue, one has to use a very dense mesh or a very
high basis order to resolve the fast variation of a physics, which are known as
the h- and p-refinement, respectively. Unfortunately, since in many physical
processes, the fast varying feature propagates and evolves in space and time,
a static hp-refinement does not work well. In such a case, a dynamic h- [89],
p- [90], or hp-adaptation algorithm is needed to capture the variation of the
physics in real time by changing the discretization density and/or the basis
order wherever and whenever needed. Such a technique would make the
numerical method capable of simulating multiscale problems where different
resolutions are needed for different physics.
Local Time Stepping
Explicit time integration methods are very widely adopted because of their
simplicity and high parallel efficiency. However, their computational efficien-
cies are severely limited by the Courant-Friedrichs-Lewy (CFL) condition for
the temporal stability, which limits the time step size by the smallest element
and the highest basis order in the entire simulation domain. To alleviate this
problem, the local time stepping (LTS) [91] method can be employed, which
allows elements with different sizes and basis orders to be integrated in time
with different time step sizes.
Other Issues
There are also other numerical issues related to the stability, accuracy, and
efficiency of the nonlinear and multiphysics modeling, which include strong
stability preserving techniques [92] to enforce solution stability, and parallel
computation and GPU acceleration [93] to speed up multiphysics simulations
which are usually computationally intensive.
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1.5 Numerical Methods in Nonlinear Electromagnetic
and Multiphysics Simulations
After the discussions and understanding of CEM challenges of nonlinear EM
and multiphysics problems, some of the important numerical issues are inves-
tigated in this dissertation, which include the divergence cleaning techniques,
and the dynamic h- and p-adaptation algorithms.
In a numerical simulation of a dynamic electromagnetic problem, if a)
proper initial conditions are enforced such that the two Gauss’s laws are sat-
isfied at the initial time step, b) proper boundary conditions are enforced
such that the truncation boundaries of the simulation domain respect true
physics, and c) the vector identity∇·∇× = 0 is satisfied approximately in the
discrete space, it is sufficient to solve only Faraday’s and Maxwell-Ampe`re’s
laws, or the resulting second-order wave equations, for electromagnetic fields
with a good accuracy, while the two Gauss’s laws are satisfied naturally and
approximately in the numerical solution. As a result, Gauss’s laws are usu-
ally not considered in the solution of a pure electromagnetic problem, which
is a common solution strategy used in the FDTD method [94,95], the finite-
volume time-domain (FVTD) method [96–100], the FETD method [18,101],
and the discontinuous Galerkin time-domain (DGTD) method [102–105]. In
a self-consistent simulation of the interactions between electromagnetic fields
and charged particles, unfortunately, the situation changes greatly. In such
a simulation, the behavior of electromagnetic fields is governed by Maxwell’s
equations, while that of the charged particles is described by particle kinetic
equations [26, 27, 33, 70, 71, 106], where the density and the velocity of the
particles are usually governed by different equations. When solved numeri-
cally, it is very difficult to satisfy the charge conservation law in the discrete
space. The violation of the charge conservation law will result in a violation
of Gauss’s laws, which will cause significant errors that lead to numerical
instability and breakdown [107]. Another challenge to the electromagnetic
solver is that when different materials are present in a simulation, the physics
requires that across the material interface, the tangential components of the
electric and magnetic fields should be continuous, and the normal components
of the electric and magnetic fluxes should be continuous. In the simulation of
a pure electromagnetic problem, enforcing the tangential continuity is usually
sufficient to obtain an accurate numerical solution because all the quantities
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of interest can be evaluated from the tangential field components. But in
a self-consistent simulation of electromagnetic–charged particle interactions,
the normal field components are equally as important as the tangential com-
ponents. For example, in the simulation of the multipactor effect that takes
place at the interface between air and a solid, the normal field component on
the interface plays a critical role in the multipactor mechanism [108,109]. In
the numerical simulation of the physical process, the normal field components
have to be calculated with a high accuracy in order to capture the physics
accurately. These two numerical issues, namely, the satisfaction of Gauss’s
laws and the preserving of field continuities, are two critical requirements
for an electromagnetic solver to fulfill in a self-consistent simulation [110].
In this dissertation, a divergence-cleaning method is presented to enforce
Gauss’s laws and normal flux continuity by introducing auxiliary variables
and damping terms into Maxwell’s equations in inhomogeneous media, which
yield hyperbolic and mixed hyperbolic–parabolic Maxwell equations.
The simulations of multiphysics problems are usually computationally very
intensive. To obtain the simulation results within a reasonable amount of
time, numerical methods with high computational efficiency are indispens-
able. In the time-domain simulation of electromagnetic and multiphysics
problems, the distributions of unknown physical quantities vary in space
and time. Physical mechanisms like convection, conduction, diffusion, radi-
ation, propagation, reflection, refraction, and scattering result in complicat-
ed distribution patterns of the unknown quantities such as electromagnetic
fields, temperature, pressure, velocity, and concentration, which vary fast and
strongly in some areas of the simulation domain, but slowly and smoothly
in other areas. The temporal and spatial variations of the physics require
certain resolution in time and space to achieve a desired simulation accuracy.
While a higher temporal resolution can be achieved by either decreasing the
time-step size or increasing the order of the time integration method [111], a
higher spatial resolution can be achieved in a similar manner. One can either
reduce the size h of the discretization elements, known as the h-refinement, or
increase the order p of the basis functions in the representation of the fields,
known as the p-refinement. In three-dimensional simulations, the global h-
and p-refinement usually results in a significant increase of the total number
of unknowns. To obtain the solutions with a higher computational efficiency
while maintaining a similar numerical accuracy, local h-, p-, or hp-refinement
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along with adaptation algorithms [112–121] have been developed. Unlike the
static adaptation algorithms, where the element sizes and basis orders are
locally refined based on the understanding of the physical problem and re-
main unchanged throughout the entire simulation, which is applicable only
to frequency-domain simulations, the dynamic adaptation algorithms deter-
mine and adjust the element sizes and basis orders during the simulation
automatically to achieve desired numerical accuracy in a time-domain sim-
ulation. In this dissertation, highly accurate and efficient dynamic h- and
p-adaptation algorithms have been developed for the DGTD simulation of
EM and multiphysics problems.
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Chapter 2
Theoretical Modeling of Nonlinear Magnetic
Problems
2.1 Introduction
In this chapter, the three-dimensional time-domain finite element method
(TDFEM) [18] is employed and combined with the Newton-Raphson and
Newton-like methods to solve magnetic-dynamic problems with nonlinear
ferromagnetic materials modeled by the inverse vector Jiles-Atherton (J-A)
model [9, 10] at relatively low frequencies. After a brief introduction of the
J-A constitutive model, the second-order partial differential equation (PDE)
in the time domain is formulated through the magnetic vector potential.
The resulting nonlinear PDE is then discretized by employing the Newmark-
β scheme, and solved by applying the Newton-Raphson method. Different
approaches of constructing the Newton-Raphson schemes are investigated
and compared. The performances of the proposed methods are investigat-
ed and demonstrated through a number of numerical examples such as the
simulation of a physical demagnetization process, the prediction of magnetic
remanence in a ferromagnetic material, and the generation of higher-order
harmonics.
2.2 Ferromagnetics and Hysteresis Models
As one of the most widely used hysteresis models, the Jiles-Atherton (J-A)
model [5,6] characterizes magnetic hysteresis through the reversible and irre-
versible dipole switching mechanisms and energy losses (domain wall losses)
relative to the equilibrium anhysteretic magnetization. The construction of
the J-A model thus includes the characterization of the anhysteretic magne-
tization Man, the quantification of the irreversible magnetization Mirr, and
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the characterization of the reversible magnetization Mrev. The total magne-
tization is then defined as M = Mirr +Mrev.
2.2.1 Scalar Jiles-Atherton Model
In the J-A model, the magnetic hysteresis is physically attributed to the
defects of material which cause a resistive force acting in opposition to the
domain wall motion [5]. In the ideal case, where the material is lossless, the
magnetization M is a single-valued function of the magnetic field H. Such
magnetization is called anhysteretic magnetization Man, and can be described
by either the Ising relation [122]
Man(H) = Ms tanh
(
He
a
)
(2.1)
or the Langevin relation [123,124]
Man(H) = Ms
[
coth
(
He
a
)
− a
He
]
. (2.2)
In the above expressions, Ms is the saturation magnetization of the material,
a(T ) = HhT/µ0Tc, where T is the temperature in Kelvin, Tc is the Curie
point of the ferromagnetic compound, Hh is the bias magnetic field, and He
is the effective field experienced by each individual magnetic dipole moment,
which is defined as
He = H + αM (2.3)
where α = Hh/µ0Ms is a material dependent constant.
In a real ferromagnetic compound, where loss is present, a change in Mirr
will introduce energy loss proportional to the magnitude of the change
dE = kp |dMirr| (2.4)
where kp is the irreversible loss constant in the domain wall models, which
is related to the density of the pinning defects in the material. As a result,
the magnetization energy increase comes from the total energy increase in
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the lossless case, minus the energy loss∫ t
0
MirrdHe =
∫ t
0
MandHe −
∫ t
0
kp |dMirr|
=
∫ t
0
(
Man − kpδdMirr
dHe
)
dHe (2.5)
where
δ =
{
+1, if dH/dt > 0
−1, if dH/dt < 0.
The irreversible magnetization can therefore be formulated as
dMirr
dHe
=
Man −Mirr
kpδ
. (2.6)
However, in the case when Man > Mirr and dH/dt < 0, equation (2.6) leads
to nonphysical negative slope dMirr/dHe < 0, which contradicts experimental
observations. To eliminate such a discrepancy, it is suggested [125] to assume
that when (Man −Mirr) dHe < 0, there is no domain wall displacement and
dMirr = 0. Defining
(x)+ =
{
x, if x > 0
0, if x ≤ 0
(2.7)
we have
dMirr =
1
kpδ
[(Man −Mirr) dHe]+ . (2.8)
The reversible magnetization Mrev is proportional to the difference between
Man and Mirr, which leads to the differential relation that resembles Hooke’s
law
dMrev = c (dMan − dMirr) (2.9)
where c is the Kelvin-Voigt damping coefficient, which quantifies the degree
of reversibility. The total magnetization can then be determined as
dM = dMirr + dMrev
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= (1− c) dMirr + c dMan
=
1− c
kpδ
[(Man −Mirr) dHe]+ + c dMan. (2.10)
Noting that
(1− c) (Man −Mirr) = Man − [Mirr + c (Man −Mirr)]
= Man − [Mirr +Mrev]
= Man −M (2.11)
and defining ζ = ∂Man/∂He, we have
dM =
1
kpδ
[(Man −M) dHe]+ + c ζ dHe. (2.12)
Since Man is a function of He, thus a function of H, this yields
dM
dH
= χd
(
M,H,
dH
|dH|
)
(2.13)
where χd is the differential susceptibility. It can be found, after some math-
ematical manipulations, that
χd =
(Man −M) /kpδ + c ζ
1− α [(Man −M) /kpδ + c ζ] (2.14)
when (Man −M) dHe > 0, and
χd =
c ζ
1− α c ζ (2.15)
when (Man −M) dHe ≤ 0. From these differential relations, the magnetiza-
tion M can be determined by the value and variation of the magnetic field
H.
2.2.2 Vector Jiles-Atherton Model
The scalar J-A model is able to describe isotropic materials, and can be used
in analyzing scalar problems. In order to characterize anisotropic materials
and to be applied in the analysis of three-dimensional vector problems, a
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vector model is needed. In this work, the vector generalization of the J-A
model developed in [9] is adopted.
By following a similar physical reasoning, the scalar variables used in the
preceding section can be elevated to vectors and tensors. Specifically, the
anhysteretic magnetization can be rewritten in vector form as
Man (H) = Man (‖He‖) He‖He‖ (2.16)
in which Man can be described by different relations as in (2.1) and (2.2),
and He = H + α¯ ·M , where α¯ is a tensor elevation of α.
To obtain a model for the vector irreversible magnetization, an auxiliary
vector can be defined to resemble the right-hand side of (2.6) as
χ′f = k¯
−1
p · (Man −Mirr) (2.17)
where k¯p is the tensor correspondence of kp. In the anisotropic case, k¯p is a 3-
by-3 matrix representing different loss constants in different directions, while
in the isotropic case, it reduces to the scalar kp. If the direction of dMirr
is assumed to be parallel to that of χ′f , and its magnitude can be similarly
determined by χ′f · dHe, the change of the irreversible magnetization can be
expressed as
dMirr = χ
′
f
∥∥χ′f∥∥−1 (χ′f · dHe)+ (2.18)
after taking into account the assumption that dMirr = 0 when χ
′
f ·dHe < 0.
To model the vector reversible magnetization, a direct elevation of (2.9)
can be used
dMrev = c¯ · (dMan − dMirr) (2.19)
where c¯ is the tensor correspondence of c. Finally, the total vector magneti-
zation can be expressed as
dM = dMirr + dMrev
= χ′f
∥∥χ′f∥∥−1 (χ′f · dHe)+ + c¯ · (dMan − dMirr)
= χf ‖χf‖−1 (χf · dHe)+ + c¯ · dMan
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= χf ‖χf‖−1 (χf · dHe)+ + c¯ · ζ¯ · dHe (2.20)
where χf = k¯
−1
p · (Man −M ), and ζ¯ = ∂Man/∂He.
Since Man is a function of He, thus a function of H , this yields
dM = χ¯d
(
M ,H ,
dH
‖dH‖
)
· dH (2.21)
where χ¯d is the differential susceptibility tensor. It can be found, after some
mathematical manipulations, that
χ¯d =
[
I¯ − χf ‖χf‖−1χf · α¯− c¯ · ζ¯ · α¯
]−1 · [χf ‖χf‖−1χf + c¯ · ζ¯](2.22)
when χf · dHe > 0, and
χ¯d =
[
I¯ − c¯ · ζ¯ · α¯]−1 · [c¯ · ζ¯] (2.23)
when χf · dHe ≤ 0. From these differential relations, the magnetization M
can be determined by the value and variation of the magnetic field H .
2.2.3 Inverse Vector Jiles-Atherton Model
In the finite element modeling of magnetic problems, the magnetic flux den-
sity B is usually employed as the unknown quantity. Therefore, it is more
convenient to model the magnetization M and the magnetic field H as func-
tions of the magnetic flux B. Since they are related by
B = µ0 (H +M) (2.24)
the hysteresis model (2.21) can be modified to relate the differential magneti-
zation dM and the differential magnetic field dH to the differential magnetic
flux dB by the inverse J-A model [10] as
dM = ξ¯dr (B,H) · dB/µ0 (2.25)
dH = ν¯dr (B,H) · dB/µ0 (2.26)
where ξ¯dr is the relative differential magnetizability tensor and ν¯
d
r is the rela-
tive differential reluctivity tensor. It can be found, after some mathematical
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manipulations, that
ξ¯dr =
[
I¯ + χf ‖χf‖−1χf ·
(
I¯ − α¯)+ c¯ · ζ¯ · (I¯ − α¯)]−1
· [χf ‖χf‖−1χf + c¯ · ζ¯] (2.27)
when χf · dHe > 0, and
ξ¯dr =
[
I¯ + c¯ · ζ¯ · (I¯ − α¯)]−1 · [c¯ · ζ¯] (2.28)
when χf · dHe ≤ 0. The differential reluctivity tensor can be obtained by
ν¯dr = I¯ − ξ¯dr . (2.29)
From these differential relations, the magnetization M and the magnetic
field H can be determined by the value and variation of the magnetic flux
B.
2.3 Nonlinear Finite Element Formulation in the Time
Domain
In this section, the TDFEM formulation for linear magnetic problems will
first be derived, based on which the TDFEM formulations for nonlinear mag-
netic problems will then be constructed and discussed. The construction of
the nonlinear TDFEM formulation will mainly be based on the most widely
used numerical method for solving nonlinear equations, the Newton-Raphson
method [126], due to its quadratic local convergence. Different interpreta-
tions of the Newton-Raphson method will lead to different formulation ideas.
The resulting formulations will be compared and discussed. Moreover, the
difference between the Newton-Raphson based nonlinear TDFEM formula-
tions using the scalar and the vector hysteresis models will be investigated.
At the end of this section, a simple fixed point method for solving the non-
linear TDFEM equation will be presented.
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2.3.1 Time-Domain Finite Element Formulation for Linear
Problems
To construct a TDFEM formulation for linear magnetic problems, we start
from Maxwell’s equations in the time domain
∇×E =− ∂
∂t
B (2.30)
∇×H = ∂
∂t
D + σE + Jimp. (2.31)
By using the magnetic vector potential
B =∇×A (2.32)
E =− ∂
∂t
A (2.33)
the second-order curl-curl equation for the magnetic vector potential
∇×
(
1
µr
∇×A
)
+
εr
c20
∂2
∂t2
A+
η0
c0
σ
∂
∂t
A = µ0Jimp (2.34)
can be obtained, where εr and µr are the relative permittivity and perme-
ability of the material, η0 and c0 are the intrinsic impedance and the speed of
light in free-space, respectively. Also, Jimp is the impressed current source,
which is usually solenoidal because it is generated by coils in magnetic prob-
lems. As a result, Jimp can be expressed in terms of the impressed current
vector potential Timp [127]
Jimp = ∇×Timp (2.35)
which is equivalent to enforcing a gauge condition on A.
To discretize the curl-curl vector equation (2.34), we first expand the
magnetic vector potential in terms of basis functions Nj, which can be
either low-order edge elements [128, 129] or higher-order hierarchical basis
functions [130]
A =
N∑
j=1
aj (t)Nj (r) . (2.36)
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The semi-discrete system can be obtained as
[S] {a}+ 1
c20
[M ]
∂2
∂t2
{a}+ η0
c0
[G]
∂
∂t
{a}+ 1
c0
[A]
∂
∂t
{a} = µ0 {b} (2.37)
where
Sij =
∫∫∫
V
1
µr
(∇×Ni) · (∇×Nj) dV (2.38)
Mij =
∫∫∫
V
εrNi ·Nj dV (2.39)
Gij =
∫∫∫
V
σNi ·Nj dV (2.40)
Aij =
∫∫
S
1
ηr
(nˆ×Ni) · (nˆ×Nj) dS (2.41)
bi =
∫∫∫
V
(∇×Ni) · Timp dV. (2.42)
In the above expressions, V is the solution domain, S = ∂V is the boundary
of V , and ηr is the relative impedance on the truncation boundary [131,132].
The semi-discrete equation (2.37) is an ordinary differential equation (ODE),
which can be solved using one of time integration methods. In this work, the
well-known Newmark-β method [101, 133, 134] is adopted because of its un-
conditional stability and second-order accuracy, when β ≥ 1/4. Specifically,
in the Newmark-β method, a time dependent variable is approximated by
the weighted sum of its values at three consecutive time steps, and its time
derivatives are approximated by central difference formulae
{u (t)} = βun+1 + (1− 2β)un + βun−1 (2.43)
d
dt
{u (t)} = 1
2∆t
(
un+1 − un−1) (2.44)
d2
dt2
{u (t)} = 1
∆t2
(
un+1 − 2un + un−1) . (2.45)
Application of the Newmark-β method to the ODE in (2.37) yields the
following fully discrete system (with β = 1/4){
1
4
c20∆t
2 [S] + [M ] +
1
2
η0c0∆t [G] +
1
2
c0∆t [A]
}
{a}n+1
=−
{
1
2
c20∆t
2 [S]− 2 [M ]
}
{a}n
24
−
{
1
4
c20∆t
2 [S] + [M ]− 1
2
η0c0∆t [G]− 1
2
c0∆t [A]
}
{a}n−1
+η0c0∆t
2
(
1
4
{b}n+1 + 1
2
{b}n + 1
4
{b}n−1
)
(2.46)
which can be solved step by step from the known solutions at the (n − 1)th
and the nth time steps to the (n+ 1)th time step. Once the magnetic vector
potential A is obtained at some time step tn+1, the magnetic flux B and
electric field E at the same time step can be calculated using (2.32) and
(2.33).
2.3.2 Newton-Raphson Method for Nonlinear Equations
For an N dimensional nonlinear problem
f (x) = 0 (2.47)
where f = [f1, f2, · · · , fN ]T contains N nonlinear functions, and x = [x1,
x2, · · · , xN ]T is the N dimensional unknown vector, the Newton-Raphson
method takes the form
xk+1 = xk − [J (xk)]−1 f (xk) (2.48)
where J is the Jacobian matrix of the nonlinear function f
{J (x)}ij =
∂fi (x)
∂xj
. (2.49)
The nonlinear function f is also known as the residual since it vanishes at
the true solution.
In order to solve the nonlinear equation (2.47), an initial guess of solution
x0 is first given. At the k
th nonlinear (Newton) step (k = 0, 1, 2, . . .), the
Jacobian matrix equation, which is a set of linear equations, is solved for the
incremental vector sk
J (xk) sk = −f (xk) . (2.50)
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The nonlinear solution at the (k + 1)th Newton step is updated by
xk+1 = xk + sk. (2.51)
The Jacobian matrix equation is then solved again at the (k+1)th step to find
the next update to the nonlinear solution until convergence is achieved. This
procedure is known as the Newton iteration. Apparently, the Newton itera-
tion (2.48) has a clear graphical meaning. Take a one-dimensional problem
as an example; the meaning of the Jacobian matrix equation (2.50) is to draw
a tangent line from the trial solution xk, and find the next estimated solution
xk+1 from the intersection with the x axis. For a higher-dimensional prob-
lem, the Jacobian matrix simply stands for the higher-dimensional tangent
surface.
Algebraically, the Newton-Raphson method can also be interpreted from
the Taylor series expansion point of view. Expanding the nonlinear function
f in the neighborhood of xk in terms of the Taylor series and keeping only
the zeroth and first order terms, we have
f (xk+1) = f (xk + sk) = f (xk) +
∂f
∂xk
sk +O
(
s2k
)
. (2.52)
Since the objective is to make the nonlinear function f vanish, we have
f (xk) +
∂f
∂xk
(xk+1 − xk) = 0 (2.53)
which leads to
xk+1 = xk −
(
∂f
∂xk
)−1
f (xk) . (2.54)
Noting the definition of the Jacobian matrix (2.49), the above expression is
the same as the Newton-Raphson method described in (2.48).
2.3.3 Direct Derivative Based Newton-Raphson Scheme for
TDFEM
To construct a TDFEM formulation for nonlinear problems, we follow the
Newton iteration defined in (2.48)-(2.51), which requires the direct derivative
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of the nonlinear function with respect to the unknown vector. In this case,
the nonlinear function, also known as the residual {r}, is expressed as
{r} = [K]n+1 {a}n+1 + [K]n {a}n + [K]n−1 {a}n−1 − {b˜} (2.55)
where
[K]n±1 =
1
4
c20∆t
2 [S] + [M ]± 1
2
η0c0∆t [G]± 1
2
c0∆t [A] (2.56)
[K]n =
1
2
c20∆t
2 [S]− 2 [M ] (2.57)
{b˜} = η0c0∆t2
(
1
4
{b}n+1 + 1
2
{b}n + 1
4
{b}n−1
)
. (2.58)
Since in the definition of the stiffness matrix [S]
Sij =
∫∫∫
V
νr (∇×Ni) · (∇×Nj) dV (2.59)
the relative reluctivity of the material νr = 1/µr is a function of the magnetic
flux density, which is a function of the unknown vector {a}n+1, the residual
{r} in (2.55) is nonlinear.
Nonlinear TDFEM Formulation with a Scalar Constitutive Model
If the constitutive relation of the ferromagnetic material is described by a
scalar relation, such as the one expressed in (2.13), the relative reluctivity is
a function of B = ‖B‖
νr = νr (B) . (2.60)
Since in the TDFEM formulation, the magnetic flux B is expressed by the
magnetic vector potential A, which is expanded in terms of the basis func-
tions in space and the Newmark-β method in time
B =∇×A =
N∑
j=1
(
1
4
an+1j +
1
2
anj +
1
4
an−1j
)
∇×Nj (2.61)
from (2.55) it is clear that the partial derivative of ri with respect to a
n+1
j
results in not only the finite element entry Kn+1ij , but also several terms
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involving the partial derivative of a stiffness matrix element Sik with respect
to an+1j as well. After some mathematical manipulations, the Jacobian matrix
at (n+ 1)th time step is obtained as
Jij =
∂ri
∂an+1j
= Kn+1ij + c
2
0∆t
2
∑
k
∂Sik
∂an+1j
(
1
4
an+1k +
1
2
ank +
1
4
an−1k
)
. (2.62)
The partial derivative of the stiffness matrix can be further expressed as
∂Sik
∂an+1j
=
∫∫∫
V
∂νr (B)
∂an+1j
(∇×Ni) · (∇×Nk) dV (2.63)
where
∂νr (B)
∂an+1j
=
∂νr (B)
∂B
∂B
∂an+1j
(2.64)
by using the chain rule of derivatives. In the above expression
∂B
∂an+1j
=
1
4
(∇×Nj) · B
B
(2.65)
∂νr
∂B
=
∂
∂B
(
µ0H
B
)
=
1
B
[
νdr (B)− νr (B)
]
(2.66)
where νdr is the relative differential reluctivity, and νr is the relative reluc-
tivity. They can be obtained from the nonlinear constitutive relation of the
material described in Section 2.2.1.
Substituting (2.63)-(2.66) back into (2.62), we obtain
Jij = K
n+1
ij + c
2
0∆t
2
∑
k
{∫∫∫
V
1
B
[
νdr (B)− νr (B)
] [1
4
(∇×Nj) · B
B
]
· [(∇×Ni) · (∇×Nk)] dV
(
1
4
an+1k +
1
2
ank +
1
4
an−1k
)}
. (2.67)
Interchanging the summation and the integration and noting
∑
k
∇×Nk
(
1
4
an+1k +
1
2
ank +
1
4
an−1k
)
= B (2.68)
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equation (2.67) is reduced to
Jij =K
n+1
ij +
1
4
c20∆t
2
∫∫∫
V
(
νdr −νr
)[
(∇×Ni)·B
B
][
(∇×Nj)·B
B
]
dV. (2.69)
Since the second term in (2.69) is related to the derivative of the stiffness
matrix, we define the incremental stiffness matrix [∆S] as
∆Sij =
∫∫∫
V
(
νdr − νr
) [
(∇×Ni) · B
B
] [
(∇×Nj) · B
B
]
dV (2.70)
and the summation of [S] and [∆S] as
[SJ] = [S] + [∆S] . (2.71)
The Jacobian matrix can be written as
[J ] =
1
4
c20∆t
2[SJ] + [M ] +
1
2
η0c0∆t [G] +
1
2
c0∆t [A] (2.72)
which is the final expression for the Jacobian matrix in the nonlinear TDFEM
formulation if the scalar constitutive relation is used.
Nonlinear TDFEM Formulation with a Vector Constitutive Model
If the constitutive relation of the ferromagnetic material is described by a
vector relation, such as those expressed in (2.21), (2.25), and (2.26), the
relative reluctivity in the stiffness matrix [S] becomes a tensor; hence,
Sij =
∫∫∫
V
(∇×Ni) · ν¯r (B) · (∇×Nj) dV. (2.73)
The Jacobian matrix at the (n + 1)th time step is obtained similarly as in
(2.62). The difference in the formulations between using the scalar and the
vector constitutive relations occurs in the partial derivative of the stiffness
matrix
∂Sik
∂an+1j
=
∫∫∫
V
(∇×Ni) · ∂ν¯r (B)
∂an+1j
· (∇×Nk) dV. (2.74)
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Application of the chain rule of derivatives yields
∂ν¯r (B)
∂an+1j
=
∂ν¯r
∂B
· ∂B
∂an+1j
. (2.75)
In the above expression
∂B
∂an+1j
=
1
4
∇×Nj. (2.76)
The Jacobian matrix therefore becomes
Jij = K
n+1
ij + c
2
0∆t
2
∑
k
∂Sik
∂an+1j
(
1
4
an+1k +
1
2
ank +
1
4
an−1k
)
= Kn+1ij + c
2
0∆t
2
∑
k
∫∫∫
V
(∇×Ni) · ∂ν¯r
∂B
· 1
4
(∇×Nj) · (∇×Nk) dV
·
(
1
4
an+1k +
1
2
ank +
1
4
an−1k
)
= Kn+1ij +
1
4
c20∆t
2
∫∫∫
V
(∇×Ni) · ∂ν¯r
∂B
· (∇×Nj) ·B dV
= Kn+1ij +
1
4
c20∆t
2∆Sij. (2.77)
Unfortunately, ∂ν¯r/∂B cannot be obtained in a straightforward manner.
To achieve its explicit expression, on one hand we expand H in terms of
Taylor series (ignore the higher-order terms)
H (B2) =H (B1 + ∆B) = H (B1) +
∂H
∂B1
·∆B
=H (B1) + ν¯
d (B1) ·∆B (2.78)
where ν¯d = ν¯dr /µ0 = ν¯
d
r ν0 is the differential reluctivity tensor. On the other
hand, we can also express H as
H (B2) = ν¯ (B2) ·B2 =
[
ν¯ (B1) +
∂ν¯
∂B1
·∆B
]
· (B1 + ∆B)
= ν¯ (B1) ·B1 + ν¯ (B1) ·∆B + ∂ν¯
∂B1
·∆B ·B1
=H (B1) + ν¯ (B1) ·∆B + ∂ν¯
∂B1
·∆B ·B1 (2.79)
where ν¯ = ν¯r/µ0 = ν¯rν0 is the reluctivity tensor. Comparing (2.78) and
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(2.79), it is clear that
ν¯dr (B1) ·∆B = ν¯r (B1) ·∆B +
∂ν¯r
∂B1
·∆B ·B1. (2.80)
Noting that ∆B is the incremental vector sk in the Jacobian matrix equation
(2.50), which is expanded as
∆B =
∑
j
∇×Nj ∆aj (2.81)
we have
∂ν¯r
∂B
· (∇×Nj) ·B =
(
ν¯dr − ν¯r
) · (∇×Nj) . (2.82)
Substituting (2.82) back into (2.77), the incremental stiffness matrix [∆S]
can be written as
∆Sij =
∫∫∫
V
(∇×Ni) ·
(
ν¯dr − ν¯r
) · (∇×Nj) dV (2.83)
and
SJij = Sij + ∆Sij =
∫∫∫
V
(∇×Ni) · ν¯dr · (∇×Nj) dV. (2.84)
The Jacobian matrix has the same form as that in (2.72). The relative
differential reluctivity ν¯dr can be obtained from the nonlinear constitutive
relation of the material described in Section 2.2.2.
Remarks
After the Newton-Raphson scheme of the TDFEM is constructed, the non-
linear equation can be solved iteratively. Specifically, there are several levels
of iteration the solution process goes through in order to complete the simu-
lation. The top level of iteration is the marching-on-in-time process. At each
time step, the excitation from an external source, in this case Jimp or Timp,
is specified, which results in a nonlinear equation given by (2.46). To solve
such a nonlinear equation, the Newton-Raphson method is used, which leads
to the second level of iteration, the Newton iteration. At each Newton step,
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an initial guess of solution is given, usually chosen the same as the solution
from the preceding time step. From the initial guess, the nonlinear residual
function can be calculated using (2.55), and the Jacobian matrix can be as-
sembled using either (2.72) or (2.84). The Jacobian matrix equation is then
solved for the incremental vector using either a direct or an iterative linear
solver (the third level of iteration), and the estimated solution is updated
using (2.51). The Newton iteration terminates upon the convergence of the
estimated solution, and the solution process proceeds to the next time step.
It can be seen from the above description that the total computational cost
comes from the multiplication of three parts, which are the total number of
time steps, the average number of Newton iterations at each time step, and
the computational cost for solving the linear problem (the Jacobian matrix
equation). The most time-consuming part of the method is the construction
and the solution of the Jacobian matrix equation. To construct the Jaco-
bian matrix equation, the Jacobian matrix has to be assembled and solved
at each Newton step, which involves one matrix assembly and one matrix
solution. Besides the Jacobian matrix, the nonlinear residual function has to
be updated as well. In the direct derivative based Newton-Raphson scheme,
in order to update the nonlinear residual function, the stiffness matrix (2.59)
has to be assembled repeatedly because the value of νr is constantly changing.
The solution of the Jacobian matrix equation is even more computationally
expensive. Since the Jacobian matrix is being updated at every Newton iter-
ation, to solve it with a direct solver such as the LU decomposition [126], the
matrix needs to be factorized repeatedly. Similarly, to solve the Jacobian ma-
trix equation with an iterative solver such as GMRes [135] or BiCGstab [136],
a good preconditioner such as the incomplete LU (ILU) [137] or the sparse
approximate inverse (SAI) [138] preconditioner needs to be constructed re-
peatedly based on the latest Jacobian matrix.
Another comment that needs to be made is that if the Jacobian matrix is
constructed accurately, and the initial guess is chosen sufficiently close to the
true solution, the convergence of the Newton-Raphson method is quadratic.
However, it should also be noted that the objective here is to make the
nonlinear residual function (2.55) vanish. Therefore, even if the Jacobian
matrix is not constructed precisely, as long as it contains the information of
the tangent plane, the nonlinear problem can still converge, but likely at a
slower rate. This argument paves the way for other nonlinear solvers that
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use the approximation of the Jacobian matrix, such as Broyden’s method,
which will be discussed in a later chapter.
2.3.4 Polarization Technique Based Newton-Raphson Scheme
for TDFEM
Another approach to constructing the Newton-Raphson scheme for the TD-
FEM is to use the idea of Taylor series expansion (2.52)-(2.54). To this end,
the polarization method [139] is first adopted to separate the magnetic field
into the linear and the nonlinear parts
H = νrν0B = νrν0∇×A = νoptr ν0B +R
= νoptr ν0∇×A+R (A) (2.85)
where νoptr is a constant, which can be chosen as
(
νminr + ν
max
r
)
/2 for instance.
In this case, the curl-curl equation becomes
∇×[νoptr ∇×A+ µ0R (A)]+ εrc20 ∂
2
∂t2
A+
η0
c0
σ
∂
∂t
A = µ0∇×Timp. (2.86)
By treating R as an unknown quantity and going through the same dis-
cretization process as that described in Section 2.3.1, the following nonlinear
matrix equation can be obtained:
[Kp]
n+1 {a}n+1 + [Kp]n {a}n + [Kp]n−1 {a}n−1 + {R} = {b˜} (2.87)
where [Kp]
n+1, [Kp]
n, and [Kp]
n−1 have the same form as those in (2.56)-
(2.57), with the difference being the definition of the stiffness matrix [Sp]
Sp,ij =
∫∫∫
V
νoptr (∇×Ni) · (∇×Nj) dV. (2.88)
Note that the [Kp] matrices are now no longer functions of the unknown
vector {a}n+1. The nonlinearity occurs in
Ri = µ0c
2
0∆t
2
∫∫∫
V
Ni · (∇×R) dV
= µ0c
2
0∆t
2
∫∫∫
V
(∇×Ni) ·R dV (2.89)
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where R is a nonlinear function of the vector potential A. The temporal and
spatial discretization yields
R (A) =R
(
1
4
An+1 +
1
2
An +
1
4
An−1
)
=R
(
N∑
j=1
{
1
4
an+1j +
1
2
anj +
1
4
an−1j
}
Nj
)
=R
({a}n+1) (2.90)
and the nonlinear residual function can be expressed as
{r} = [Kp]n+1 {a}n+1 + [Kp]n {a}n + [Kp]n−1 {a}n−1 + {R} − {b˜}. (2.91)
Nonlinear TDFEM Formulation with a Scalar Constitutive Model
If the constitutive relation of the ferromagnetic material is described by a
scalar relation νr = νr (B), the nonlinear part of the magnetic field can be
written as
R =
[
νr (B)− νoptr
]
ν0B. (2.92)
The Taylor series expansion of (2.91) requires the Taylor series expansion of
the nonlinear quantity R
R
({a}n+1 + {δa}) = R ({a}n+1)+ N∑
j=1
∂R
∂an+1j
δaj (2.93)
where
∂R
∂an+1j
=
∂
∂an+1j
[(
νr − νoptr
)
ν0B
]
=
∂νr
∂an+1j
ν0B +
(
νr − νoptr
)
ν0
∂B
∂an+1j
=
∂νr
∂B
∂B
∂an+1j
ν0B +
(
νr − νoptr
)
ν0
∂B
∂an+1j
. (2.94)
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From (2.65), (2.66), and (2.76), it can be obtained that
∂R
∂an+1j
=
1
4
ν0
(
νdr − νr
) B
B
[
(∇×Nj) · B
B
]
+
1
4
ν0
(
νr − νoptr
)∇×Nj. (2.95)
By substituting (2.95) back into (2.93), and then into (2.89), the Taylor
series expansion of the nonlinear residual function {r} can be obtained as
{
r
({a}n+1 + {δa})} = {r ({a}n+1)}+ [J ] {δa}
= [Kp]
n+1 ({a}n+1 + {δa})+ [Kp]n {a}n
+ [Kp]
n−1 {a}n−1 + {R ({a}n+1)}
+
N∑
j=1
∂ {R}
∂an+1j
δaj − {b˜}. (2.96)
By enforcing the left-hand side of the above expression to be zero, the
Newton-Raphson scheme can be derived as
[J ] {δa} = −{r} (2.97)
where
{r} = [Kp]n+1 {a}n+1 + [Kp]n {a}n + [Kp]n−1 {a}n−1
+
{
R
({a}n+1)}− {b˜} (2.98)
Jij = K
n+1
p,ij +
∂Ri
∂an+1j
(2.99)
and
∂Ri
∂an+1j
= µ0c
2
0∆t
2
∫∫∫
V
(∇×Ni) · ∂R
∂an+1j
dV
=
1
4
c20∆t
2
∫∫∫
V
(
νdr − νr
) [
(∇×Ni) · B
B
] [
(∇×Nj) · B
B
]
dV
+
1
4
c20∆t
2
∫∫∫
V
(
νr − νoptr
)
(∇×Ni) · (∇×Nj) dV. (2.100)
Using the definition of the stiffness matrix [S] in (2.59), the definition of the
stiffness matrix [Sp] in (2.88), and the definition of the incremental stiffness
35
matrix [∆S] in (2.70)
∂Ri
∂an+1j
=
1
4
c20∆t
2 (Sij − Sp,ij + ∆Sij) (2.101)
we have
[J ] = [Kp]
n+1 +
1
4
c20∆t
2 ([S]− [Sp] + [∆S])
=
1
4
c20∆t
2[SJ] + [M ] +
1
2
η0c0∆t [G] +
1
2
c0∆t [A] (2.102)
which is the same as (2.72). However, it should be noted that although
the Jacobian matrix is the same as that in Section 2.3.3, the residual vec-
tors {r} in these two methods are different, which will result in a different
computational efficiency. This will be elaborated in Section 2.3.4.
Nonlinear TDFEM Formulation with a Vector Constitutive Model
If the constitutive relation of the ferromagnetic material is described by a
vector relation, the nonlinear part of the magnetic field has to be written as
R =
[
ν¯r (B)− νoptr I¯
] · ν0B (2.103)
where I¯ is the unit tensor. In the Taylor series expansion (2.93),
∂R
∂an+1j
=
∂
∂an+1j
[(
ν¯r − νoptr I¯
) · ν0B]
=
∂ν¯r
∂an+1j
· ν0B +
(
ν¯r − νoptr I¯
) · ν0 ∂B
∂an+1j
=
∂ν¯r
∂B
· ∂B
∂an+1j
· ν0B +
(
ν¯r − νoptr I¯
) · ν0 ∂B
∂an+1j
=
1
4
ν0
∂ν¯r
∂B
· (∇×Nj) ·B + 1
4
ν0
(
ν¯r − νoptr I¯
) · (∇×Nj) .(2.104)
The application of (2.82) yields
∂R
∂an+1j
=
1
4
ν0
(
ν¯dr − ν¯r
) · (∇×Nj) + 1
4
ν0
(
ν¯r − νoptr I¯
) · (∇×Nj)
=
1
4
ν0
(
ν¯dr − νoptr I¯
) · (∇×Nj) . (2.105)
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Following the same process as described in the preceding section, we have
∂Ri
∂an+1j
= µ0c
2
0∆t
2
∫∫∫
V
(∇×Ni) · ∂R
∂an+1j
dV
=
1
4
c20∆t
2
∫∫∫
V
(∇×Ni) ·
(
ν¯dr − νoptr I¯
) · (∇×Nj) dV (2.106)
and hence,
[J ] = [Kp]
n+1 +
1
4
c20∆t
2
(
[SJ]− [Sp]
)
=
1
4
c20∆t
2[SJ] + [M ] +
1
2
η0c0∆t [G] +
1
2
c0∆t [A] (2.107)
which is the same as that in Section 2.3.3. However, as mentioned in the
previous section, the residual vectors {r} in these two methods are expressed
differently, which will result in a different computational efficiency. This will
be elaborated in Section 2.3.4.
Another approach to deriving the Jacobian matrix is to expand the non-
linear term R directly into Taylor series
R (B + ∆B)≈R (B) + ∂R
∂B
·∆B
=R (B) +
∂
∂B
(
H − νoptr ν0B
) ·∆B
=R (B) +
(
ν¯dr − νoptr I¯
) · ν0∆B. (2.108)
Since B = ∇×A, we have ∆B = ∇×∆A; therefore,
R (A+ ∆A) ≈ R (A) + (ν¯dr − νoptr I¯) · ν0∇×∆A. (2.109)
With the same small incremental field ∆A, the magnetic field can be ex-
pressed as
H (A+ ∆A) = νoptr ν0∇×(A+ ∆A) +R (A+ ∆A)
≈ νoptr ν0∇×(A+ ∆A) +R (A) +
(
ν¯dr − νoptr I¯
) · ν0∇×∆A
= ν0ν
opt
r ∇×A+R (A) + ν0ν¯dr · ∇×∆A. (2.110)
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As a result,
∇×H (A+ ∆A) = ν0∇×
(
ν¯dr∇×∆A
)
+ ν0∇×
(
νoptr ∇×A
)
+∇×R (2.111)
which can be substituted back into the curl-curl equation (2.34) to obtain
the Newton-Raphson scheme.
Remarks
The solution process of the nonlinear TDFEM is the same as that described
in Section 2.3.3. The difference here, as mentioned before, is the way the
residual vector {r} is evaluated. In the direct derivative based Newton-
Raphson scheme, the residual is evaluated as
{r} = [K]n+1 {a}n+1 + [K]n {a}n + [K]n−1 {a}n−1 − {b˜} (2.112)
whereas in the polarization technique based Newton-Raphson scheme, it is
evaluated as
{r} = [Kp]n+1 {a}n+1 + [Kp]n {a}n + [Kp]n−1 {a}n−1
+ {R} − {b˜}. (2.113)
Apparently, in order to evaluate {r} using (2.112), the [K] matrices need
to be updated, which involve the evaluation of the stiffness matrix (2.59)
or (2.73). The matrix-vector products [K]n+1 {a}n+1, [K]n {a}n, and [K]n−1
· {a}n−1 are then performed and {r} is finally calculated. At every Newton
step in the Newton iteration process, this evaluation usually has to be done
more than once, if the relaxation method or the safe-guarding method is
adopted to accelerate the convergence of the Newton-Raphson method. In
contrast, to evaluate {r} using (2.113), only the vector {R} needs to be up-
dated and one matrix-vector product [Kp]
n+1 {a}n+1 needs to be performed
because the stiffness matrix [Sp] (2.88) involved in the expression is not a
function of the unknown vector {a}n+1. As a result, the polarization tech-
nique based method is expected to have better computational efficiency than
the direct derivative based method. If the residuals expressed in (2.112) and
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(2.113) are examined more carefully, it can be seen that since
Ri = µ0c
2
0∆t
2
∫∫∫
V
(∇×Ni) ·R dV
= c20∆t
2
∫∫∫
V
(∇×Ni) ·
[
ν¯r (B)− νoptr I¯
] ·B dV
= c20∆t
2
∫∫∫
V
(∇×Ni) ·
[
ν¯r (B)− νoptr I¯
] · (∇×Nj) dV
·
(
1
4
{a}n+1 + 1
2
{a}n + 1
4
{a}n−1
)
(2.114)
the stiffness matrix related terms in (2.112) can be rewritten as
c20∆t
2 [S]
(
1
4
{a}n+1 + 1
2
{a}n + 1
4
{a}n−1
)
= c20∆t
2 [Sp]
(
1
4
{a}n+1 + 1
2
{a}n + 1
4
{a}n−1
)
+ {R} (2.115)
which are those in (2.113). From the above derivation, it is obvious that
although the residual vectors {r} are evaluated in different ways in both
formulations, they are actually the same. Since the Jacobian matrices in
both formulations are also the same, the Newton-Raphson schemes for the
TDFEM formulations introduced in Sections 2.3.3 and 2.3.4 are identical.
Furthermore, it is also clear that the value of νoptr does not affect the final
formulation, and therefore, it can be safely chosen to be 0 in the Newton-
Raphson formulation.
2.3.5 Polarization Technique Based Fixed-Point Scheme for
TDFEM
A simple fixed-point method can be constructed based on the polarization
technique. Applying (2.85), Maxwell’s equation (2.31) becomes
∇×H =∇×(νoptr ν0B +R) = ∇×(νoptr ν0∇×A)+∇×R
=
∂
∂t
D + σE + Jimp = −ε ∂
2
∂t2
A− σ ∂
∂t
A+ Jimp (2.116)
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where A can be solved with a fixed-point iteration
∇×(νoptr ∇×A)+ εrc20 ∂
2
∂t2
A+
η0
c0
σ
∂
∂t
A = µ0Jimp − µ0∇×R. (2.117)
The above formulation is almost the same as that in (2.86), and the only
difference is that the nonlinear term −µ0∇×R is now moved to the right-hand
side. Such a difference will result in a different solution strategy. Specifically,
to solve (2.117) with a fixed-point iteration, the following steps are performed:
1. At time step n, set up the initial guess An0 = A
n−1;
2. At the kth fixed-point iteration (k = 0, 1, 2, . . .), calculateBnk = ∇×Ank ,
and evaluate Hnk using the constitutive model described in Section 2.2;
3. Calculate the nonlinear term with Rnk = H
n
k − νoptr ν0Bnk , and update
right-hand side of the FEM system;
4. Solve the linear FEM system for Ank+1;
5. If converged, n := n+ 1, go to step 1; otherwise, k := k+ 1, go to step
2.
Similar to the Newton-Raphson scheme, the total computational cost of
the fixed-point scheme also comes from the multiplication of three parts,
which are the total number of time steps, the average number of fixed-point
iterations at each time step, and the computational cost for solving the linear
fixed-point problem. Since the system matrix resulting from (2.117) is not a
function of the unknown vector, it only needs to be factorized once during the
entire solution process. However, the convergence of the fixed-point iteration
is approximately linear, which would result in a higher computational cost if
strong nonlinearity is involved.
2.4 Numerical Examples
In this section, several examples are given to demonstrate the capability of
the proposed methods. The applications in the simulation of magnetic hys-
teresis and the prediction of higher-order harmonic generation are presented.
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The models used in this section are adopted from several benchmark prob-
lems from the “testing electromagnetic analysis methods” (TEAM) work-
shop [140]. Since the excitation current has a majority of energy concen-
trating at very low frequencies or even at dc, the tree-cotree splitting (TC-
S) [141, 142] has been applied to the TDFEM solver, in order to eliminate
the low-frequency breakdown problem. To deal with the multiscale geometric
configuration, higher-order hierarchical vector basis functions [130, 143] are
also employed whenever needed to achieve better accuracy.
2.4.1 TEAM Problem 10
The TEAM workshop problem 10 is first considered. Shown in Fig. 2.1 is the
problem setting, where a racetrack coil is placed between two steel channels
and a flat steel plate is inserted in between of these two channels. The
structure of the coil is shown in Fig. 2.1(a) with its geometrical sizes labeled.
The geometry and dimension of the steel plate and channels are shown in
Fig. 2.1(b). It should be noted that there is a very small air gap between the
center plate and the channels, which is only 0.5 mm. Such an air gap would
allow some leakage of magnetic flux, and therefore, in the discretization of
the geometry, the gap should be discretized with sufficient spatial resolution
in order for the leakage to be captured. The steel channels and the center
plate are made of ferromagnetic material with relative permittivity εr = 1.0
and conductivity σ = 7.505×106 S/m, and their permeability is given by the
nonlinear B-H relation through measurement data as shown in Fig. 2.2(a),
where the dots are the discrete data from measurement, and the curve is a
continuous model obtained from curve fitting.
The racetrack coil has 162 turns in total. When it is turned on, the current
flowing in the coil increases gradually from 0 A to a maximum value of Im,
which can be expressed mathematically as
I0 =
{
0 (t < 0)
Im
(
1− e−t/τ) (t ≥ 0) (2.118)
where τ is a parameter that controls how fast the current increases. The
impressed current is shown in Fig. 2.2(b) as a function of time with Im = 5.64
A, and τ = 0.05 s.
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The magnetic flux density B is recorded along line L1 indicated in Fig.
2.3(a), as a function of position. The proposed nonlinear solver is used to
advance time from 0 to that when a steady state is achieved. The problem
is solved by setting Im = 5.64 A and Im = 18.52 A, respectively, and the
results are presented in Fig. 2.3(b) and compared with those obtained by a
static solver [24]. Excellent agreement is achieved. Next, the magnitudes of
the averaged magnetic flux in areas S1, S2, and S3 are shown as a function of
time in Figs. 2.3(c) and 2.3(d). The numerical results are obtained by using
the Newton-Raphson method as well as the fixed-point method, as discussed
in Section 2.3. Compared with the measurement results, good agreement is
achieved.
The computational performances of the Newton-Raphson and fixed-point
methods are compared. As shown in Tab. 2.1, it can be seen that for
this specific problem, the fixed-point method requires less computational
time than the Newton-Raphson method, because it does not require the
construction and solution of the Jacobian matrix. However, the average
number of iterations needed for the fixed-point method to converge at each
time step is significantly larger than that for the Newton-Raphson method,
which means that the fixed-point method is much more difficult to converge.
In a more complicated application, the fixed-point method would require a
much smaller time-step size in order to achieve convergence. Ideally, a larger
time-step size is more desirable in real applications because it is much more
efficient in reducing the total computational time. This can be seen very
clearly from Tab. 2.2, where the computational costs needed by the Newton-
Raphson method with different ∆t are compared. Although a smaller ∆t
can converge with a smaller number of Newton iterations per time step, the
larger number of time steps eventually counteracts the computational time
reduction and results in a larger time consumption.
2.4.2 TEAM Problem 13
Next, we consider TEAM benchmark problem 13 [144]. Compared with
TEAM problem 10, problem 13 has the same excitation coil as that shown in
Fig. 2.1(a). The difference is that the steel channels in problem 13 are shifted
horizontally to both sides, as shown in Fig. 2.4(a). The steel structure is
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then excited with a 1000-AT coil current. The unit AT is usually used in
the magnetics community to express the magnitude of the total coil current,
which stands for Ampere turn, and is defined as the product of Im and
the number of turns of the coil. The top view of the magnitude of the
magnetic flux density is shown in Fig. 2.5 when it reaches the steady state.
The average magnitudes of the magnetic flux density in three different areas
shown in Fig. 2.4(b) are recorded as functions of position. The comparison
between the results obtained by the proposed nonlinear TDFEM solver and
the measurement data [140] is shown in Fig. 2.6. A good agreement can be
observed from these figures.
2.4.3 Hysteresis Modeling
To investigate the modeling of the magnetic hysteresis using the inverse Jiles-
Atherton vector model introduced in Section 2.2.3, we consider the magnet-
ic problem involved in the demagnetization process and solve it with the
Newton-Raphson scheme proposed in Section 2.3.4.
Demagnetization Process and Magnetic Remanence
Sometimes it is necessary to demagnetize or re-magnetize a magnetic device
if its magnetic property has been distorted by heat, large magnetic fields, or
stress. Failure in demagnetization would cause the remanent magnetic field,
which may affect the normal operation of the device, or interfere with other
electronic equipment. One way to remove the magnetization from a device
is to apply an oscillating field with a reducing amplitude to it, causing the
magnetic dipoles in the magnet to flip back and forth and eventually get
neutralized.
To demonstrate the capability of the proposed method in solving mag-
netic hysteresis problems, the nonlinear magnetization and demagnetization
process is simulated. The model is adopted from TEAM workshop problem
10 [145], with an excitation current designed as
I0 =
 Im sin (2pif0t)
1− t
Tm
(0 ≤ t ≤ Tm)
0 ( otherwise )
(2.119)
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where Im = 2.5 A, f0 = 10 Hz, Tm = 0.4 s, and the coil is assumed to have
100 turns. The coil current is shown in Fig. 2.7(a), from which it can be
seen that the current is turned on from 0 A, increasing to its maximum where
the structure is magnetized. It is then oscillating at a frequency of 10 Hz,
while the amplitude of its envelope is decreasing linearly. After the current
fails back to 0 A at 0.4 s, it stays at 0 A for another 0.1 s for the magnetic
response of the structure to be stabilized.
To model the ferromagnetic material, the inverse J-A model with its an-
hysteretic property described by the Langevin relation is used. The model
parameters are chosen as Ms = 1.3 × 106 A/m, a = 25.3 A/m, kp = 66.6
A/m, α = 0, and c = 0.2. In Fig. 2.7(b), a typical hysteresis loop of a
demagnetization process using this set of parameters is shown.
The magnetization M and magnetic field H at three different observation
points (P1, P2, and P3) in Fig. 2.8(a) are recorded, and the demagnetization
process and magnetic remanence are shown in Figs. 2.8(b)-2.8(d). From
the figures, it can be seen that among these three sampling locations, only
the steel at point P1 located at the center of the center plate has been fully
saturated by the externally applied current. The steel at the other two
locations is not fully saturated. Clearly, the hysteresis histories and the
magnetic remanence at different points are different due to the structure of
the channel and the way it is excited. This example demonstrates successfully
the capability and importance of the proposed method in the simulation and
design of a ferromagnetic device. From this simulation and the results shown
in Figs. 2.8(b)-2.8(d) and their inserts, it can be suggested that in order to
obtain a better demagnetization result, it is better for the entire structure to
be fully saturated first, then decrease the applied field with a slower rate such
that more cycles are applied to the structure and smaller minor hysteresis
loops can be formed, which eventually results in a smaller remanence.
Generation of Higher-Order Harmonics
A well-known consequence of nonlinearity is the generation of higher-order
harmonics in a dynamic problem. Here, we investigate such a phenomenon
using the model adopted from TEAM workshop problem 32 [146], where a
three-limbed ferromagnetic core is considered. As shown in Fig. 2.9, the core
is made of five layers of 0.48-mm-thick Fe-Si 3.2% wt laminations, having a
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conductivity of σ = 1.78×106 S/m. Two 90-turn windings are placed on the
external limbs to supply excitations. In this problem, the excitation current
flowing in each winding is a sinusoidal function with a magnitude of 1.15 A
and a frequency of 10 Hz. The Fe-Si material is modeled by the inverse J-A
model with the Langevin anhysteretic relation. The model parameters are
chosen as Ms = 1.168 × 106 A/m, a = 60 A/m, kp = 130 A/m, α = 10−4,
and c = 0.2.
With the 10-Hz sinusoidal current excitation, the magnetic flux density is
solved and shown in Fig. 2.10. From this figure, it can be seen clearly that
the magnetic flux flowing in the core follows the right-hand rule. The field
singularities can also be observed at the corners of the structure. The mag-
netization M and magnetic field H at two observation points are recorded.
One is at the center of the center limb and the other is at the center of the
right limb. The hysteresis loops at these two locations are shown in Fig. 2.11,
from which different hysteresis behavior can be observed. The magnetic flux
B at these two observation locations are also recorded and shown in Fig.
2.12 as a function of time.
To demonstrate the generation of higher-order harmonics, the magnetic
flux results in the time domain are converted into the frequency domain
using the Fourier transform. The power spectrum of the excitation current
and the corresponding magnetic flux are shown in Fig. 2.13. From these
figures, it is very clear that the input current has a power concentrating at
10 Hz, as expected. The magnetic flux, as a nonlinear response, contains
a power spectrum distributing not only at the fundamental frequency of
10 Hz, but also at higher-order harmonics of 30 Hz, 50 Hz, 70 Hz, etc.,
with a decreasing power magnitude, which indicates that the higher-order
harmonics are captured accurately. This example demonstrates successfully
the capability of the proposed nonlinear time domain solver in predicting the
nonlinear behavior of a ferromagnetic device.
Note that for time-harmonic nonlinear problems, the harmonic balance
method [147] can be employed to solve for higher-order harmonics with a
frequency-domain solver. However, when the problem is not time harmonic,
such a method cannot be applied because the response will have a continuous
spectrum distribution. One example would be the demagnetization process
discussed in the preceding section. As a result, the time-domain nonlinear
solver is much more versatile.
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2.5 Summary
In this chapter, a numerical solution to nonlinear magnetic problems was
formulated with a full-wave time-domain finite element method in three
dimensions. Nonlinear magnetic hysteresis models were first introduced.
The vector curl-curl equation was then formulated in the time domain with
the magnetic vector potential employed as the unknown function. Both
Newton-Raphson and fixed-point methods were explored and the correspond-
ing formulations were constructed. The capability of these formulations were
demonstrated through several well-acknowledged numerical examples. The
applications in the simulation of magnetic hysteresis and demagnetization
process were shown, and the prediction of the harmonic generation was also
demonstrated.
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2.6 Figures and Tables
(a)
(b)
Figure 2.1: Problem setting and dimensions of TEAM problem 10. (a) Race-
track coil. (b) Steel channels and center plate.
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Figure 2.2: Problem setup for TEAM problem 10. (a) Constitutive relation
curve. (b) Current excitation.
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Figure 2.3: Numerical results of TEAM problem 10 with a static current
excitation. (a) Observation areas on the steel channels. (b) Magnetic flux
density along the observation line L1 at steady state. (c) Average magnetic
flux density versus time in the observation areas S1 and S3. (d) Average
magnetic flux density versus time in the observation area S2.
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(a)
(b)
Figure 2.4: Problem setting and dimensions of the steel channels and cen-
ter plate in TEAM problem 13. (a) Steel channels and center plate. (b)
Observation areas on the steel channels.
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Figure 2.5: Magnitude of the magnetic flux density on the surface of the steel
structure in TEAM problem 13, top view.
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Figure 2.6: Numerical results of TEAM problem 13 with 1000-AT coil current
excitation. Average magnetic flux density in the observation areas S1, S2,
and S3 is shown as a function of position.
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Figure 2.7: Problem setting of the simulation of a demagnetization process.
(a) The time profile of the coil current excitation. (b) A typical hysteresis
loop of a demagnetization process using Langevin relation.
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Figure 2.8: Numerical results of the nonlinear demagnetization problem
solved by the nonlinear TDFEM with a Newton-Raphson scheme. (a) Ob-
servation points on the steel channels. (b-d) Demagnetization process and
magnetic remanence (small inserts) at the three observation points P1-P3.
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Figure 2.9: Problem setting and dimensions of the ferromagnetic core in
TEAM problem 32.
Figure 2.10: Magnetic flux density distribution on the ferromagnetic core
(only one fourth is shown due to symmetry). The magnitude and three
components of the B vector are shown.
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Figure 2.11: Numerical results of TEAM problem 32 solved by the nonlinear
TDFEM with a Newton-Raphson scheme and inverse J-A hysteresis model.
(a) Hysteresis loop observed at the center of the center limb. (b) Hysteresis
loop observed at the center of the right limb.
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Figure 2.12: Numerical results of TEAM problem 32 solved by the nonlinear
TDFEM with a Newton-Raphson scheme and inverse J-A hysteresis model.
(a) Magnetic flux density versus time at the center of the center limb. (b)
Magnetic flux density versus time at the center of the right limb.
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Figure 2.13: Power spectrum distribution of the excitation current and the
responding magnetic flux at (a) the center limb and (b) the right limb.
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Table 2.1: Comparison of Computational Data for Solving TEAM Problem
10 Using Newton-Raphson (NR) and Fixed-Point (FP) Methods
Im = 18.52 A ∆t Total Time Ave. Iter. Total CPU
(ms) Steps Per Time Step Time (s)
NR 1.0 200 3.03 1698.18
FP 1.0 200 12.91 1051.52
Table 2.2: Comparison of Computational Data for Solving TEAM Problem
10 Using Newton-Raphson (NR) Method With Different Time-Step Sizes
Im = 5.64 A ∆t Total Time Ave. Iter. Total CPU
(ms) Steps Per Time Step Time (s)
NR 0.15 1000 2.01 7518.15
NR 3.0 50 3.04 425.77
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Chapter 3
Numerical Issues of Nonlinear Magnetic
Simulation
3.1 Introduction
In the preceding chapter, a numerical solution to the nonlinear magnetic
problem is formulated with a three-dimensional time-domain finite element
method (TDFEM) [18] combining with the inverse vector Jiles-Atherton (J-
A) model [5, 6, 9, 10].
Since the ordinary differential equation (ODE) describing the magnetic
hysteresis represents a mathematically stiff problem, it is inefficient to solve
numerically because the rapidly varying component of the solution forces the
use of very small step sizes to maintain stability. Unfortunately, the step
size is not controllable in the nonlinear time-domain formulation because it
is determined by the nonlinear partial differential equation (PDE) solver. In
this chapter, the accurate and efficient solution of the stiff ODE is discussed,
and different methods are discussed and compared.
Once the constitutive relation is obtained accurately and efficiently, the
PDE that describes the nonlinear magnetic problem can be solved with the
TDFEM using the Newton-Raphson method. An obvious advantage of the
Newton-Raphson method is its local quadratic convergence when starting
from an initial estimation that is sufficiently close to the true solution. A
quadratic convergence means that the error of the solution reduces quadrati-
cally with iterations, or a two-digit precision gain per Newton iteration. The-
oretically, to achieve a relative residual of 10−8 in a quadratically converging
process, only four Newton iterations are needed, which makes the Newton-
Raphson method very attractive. However, in the Newton-Raphson method,
the Jacobian matrix needs to be updated and solved at every nonlinear it-
eration, which makes the solution very time consuming for large problems.
In order to improve the efficiency of the Newton-Raphson method, the Ja-
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cobian matrix and its inverse can be formed approximately and implicitly
at each Newton step using the multi-dimensional secant updating methods,
also known as Broyden’s methods [148]. Broyden’s methods can reduce the
computational cost by using function values at successive iterations to build
an approximation of the Jacobian matrix and avoiding any explicit evalua-
tion of the derivatives. The computational cost can be further reduced with
Broyden’s methods by updating the factorization of the approximated Jaco-
bian matrix rather than re-factoring it repeatedly at each Newton step. In
this chapter, Broyden’s methods are introduced and employed to reduce the
computational cost while maintaining a fast convergence, which is usually
super-linear because of the approximation.
To achieve a fast convergence, the time-step size of the nonlinear time-
domain solver needs to be small enough. In the TDFEM, the time-step size
is usually a constant throughout the entire simulation. However, there are
many situations where the application of nonuniform time-step sizes is more
desirable. For example, when the excitation signal is varying rapidly, a small
time-step size should be used in order to capture fast variations in physical
quantities and guarantee convergence. But when the excitation signal is
varying slowly, it is much more efficient if a larger time-step size is adopted.
As a result, the use of nonuniform time-step sizes would be a better choice
in real applications. Another scenario where a nonuniform time-stepping is
more appropriate is the simulation of the magnetic hysteresis phenomenon.
Since the nonlinear hysteresis is a stiff mathematical problem, when the
amplitude of the externally applied excitation is high, the magnetic field
would change very drastically. But when the amplitude of the excitation
is low, the magnetic field would change quite smoothly. As a result, it is
not always necessary to use a uniformly small time-step size throughout the
entire time-marching process. In this chapter, a nonuniform time-stepping
scheme is developed using the weighted residual approach [134] to remove
the requirement of a uniform time-step size during the simulation.
This chapter is organized as follows. In Section 3.2, different approaches
of solving the ODE representing the constitutive hysteresis are discussed and
their accuracy and efficiency are compared. To alleviate the computational
bottleneck of constructing and solving the Jacobian matrix equation, Broy-
den’s methods are incorporated in the nonlinear TDFEM solver in Section
3.3. In Section 3.4, the nonuniform time-stepping scheme is developed and
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its numerical performance is investigated. The applications of the proposed
nonlinear solver are demonstrated through the investigation of magnetic hys-
teresis and its nonlinear effects in Section 3.5. The conclusion is drawn in
Section 3.6.
3.2 Ordinary Differential Equation Solvers for
Magnetic Hysteresis
From the nonlinear TDFEM formulations presented in the preceding section,
it is clear that to model the magnetic hysteresis phenomenon, the accurate
generation of ν¯dr and H is critical to the fast convergence of the Newton-
Raphson method. Since in the hysteresis model introduced in Section 2.2.3,
the constitutive relation is described in terms of ODEs as those shown in
(2.25) and (2.26), the question now becomes how these ODEs can be solved
accurately and efficiently. In this section, the accurate solution of the ODE
(2.26) is discussed because the relative differential reluctivity ν¯dr is used in
the TDFEM formulation (2.84). Specifically, Euler’s method and the Runge-
Kutta method are investigated. Other more sophisticated methods that are
used to solve ODEs can also be applied to (2.26) in a similar manner.
3.2.1 Euler’s Method
The simplest method that is commonly used to solve an ODE is Euler’s
method, in which the first-order Taylor series expansion is applied to achieve
H (B + ∆B)≈H (B) + ∂H
∂B
·∆B
=H (B) + ν0ν¯
d
r (B,H) ·∆B. (3.1)
The magnetic field H can therefore be obtained as
Hn+1k = H
n + ν0ν¯
d
r (B
n,Hn) · (Bn+1k −Bn) (3.2)
where Hn and Bn are the solutions from the previous time step n, and Bn+1k
is the estimated solution at the kth Newton iteration of the current time step
n+ 1, which is produced from the TDFEM solver. From the above equation,
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Input: The solutions from the previous time step: Bn and Hn, the
estimated solution of the current time step: Bn+1k , and the
convergence criterion 
Output: The magnetic field Hn+1k
1 Calculate the step ∆B = Bn+1k −Bn;
2 Estimate the magnetic field using the original step
H = ν0ν¯
d
r (B
n,Hn) ·∆B +Hn;
3 for Refinement i = 1, 2, 3, . . . do
4 Define number of subdivisions L = 2i;
5 Subdivide the step ∆Bi = ∆B/L;
6 B1 = B
n, H1 = H
n;
7 for Subdivision j = 1, 2, . . . , L do
8 Advance the magnetic field with the subdivided step
Hj+1 = ν0ν¯
d
r (Bj,Hj) ·∆Bi +Hj;
9 Calculate Bj+1 = Bj + ∆Bi;
10 end
11 if The estimated field is converged ‖HL −H‖/‖H‖ <  then
12 The magnetic field is obtained as Hn+1k = HL;
13 Return Hn+1k ;
14 end
15 Update the estimation H = HL;
16 end
Algorithm 1: Euler’s Method with Subdivision
the estimated magnetic field Hn+1k can be obtained and fed back into the
TDFEM solver for the solution of the next estimation Bn+1k+1 .
The solution of the magnetic field using (3.2) is a simple process. How-
ever, it should be noted that the ODE dealt here is different from a normal
ODE where the derivatives of variables are usually taken with respect to
time. In that case, the numerical solution of an ODE is to find the values of
the unknown variables for a given time sequence, which is usually a known
quantity and can be specified by the ODE solver. In choosing the time-step
size, a large time step is desired to reduce the computational cost, but in the
meantime, it must also be small enough to ensure both stability and accura-
cy. In (2.26), however, the derivative of H is taken with respect to B, which
is given by the estimated solution A from the TDFEM solver. Since the
magnetic flux B is the unknown quantity, and its value at a specific point r
is determined from the impressed current Jimp and the mutual coupling from
all other points, there is no way that the step size dB can be controlled. As
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Input: The solutions from the previous time step: Bn and Hn, the
estimated solution of the current time step: Bn+1k , and the
convergence criterion 
Output: The magnetic field Hn+1k
1 Calculate the step ∆B = Bn+1k −Bn;
2 Define the midpoint of the step as Bmid = B
n + ∆B/2;
3 Calculate the differential susceptibility using the fields at the previous
time step ν¯dr,1 = ν¯
d
r (B
n,Hn);
4 Advance the magnetic field by half step using Euler’s method with the
differential susceptibility ν¯dr,1 as H1 = ν0ν¯
d
r,1 ·∆B/2 +Hn;
5 Calculate the differential susceptibility using Bmid and H1 as
ν¯dr,2 = ν¯
d
r (Bmid,H1);
6 Advance the magnetic field by half step using Euler’s method with the
differential susceptibility ν¯dr,2 as H2 = ν0ν¯
d
r,2 ·∆B/2 +Hn;
7 Calculate the differential susceptibility using Bmid and H2 as
ν¯dr,3 = ν¯
d
r (Bmid,H2);
8 Advance the magnetic field by full step using Euler’s method with the
differential susceptibility ν¯dr,3 as H3 = ν0ν¯
d
r,3 ·∆B +Hn;
9 Calculate the differential susceptibility using Bn+1k and H3 as
ν¯dr,4 = ν¯
d
r
(
Bn+1k ,H3
)
;
10 Define the effective differential susceptibility as
ν¯dr =
(
ν¯dr,1 + 2 ν¯
d
r,2 + 2 ν¯
d
r,3 + ν¯
d
r,4
)
/6;
11 Calculate the magnetic field at the estimated flux Bn+1k using Euler’s
method with the effective differential susceptibility as
Hn+1k = ν0ν¯
d
r ·∆B +Hn;
12 Return Hn+1k .
Algorithm 2: The Fourth-Order Runge-Kutta Method
a result, given a Bn+1k and the resulting ∆B, in order to achieve a prescribed
accuracy, it is necessary to subdivide the step ∆B into several smaller steps,
and advance the solution step by step until the solution at Bn+1k is obtained.
Euler’s method with subdivision is shown in Algorithm 1.
A simple example is given here to demonstrate the necessity of doing sub-
division when using Euler’s method to solve (2.26). Figure 3.1 shows the
hysteresis loops obtained from the inverse J-A model with Ms = 1.168× 106
A/m, a = 60 A/m, kp = 130 A/m, α = 10
−4, and c = 0.2. Shown as the
vertical axis in these two figures, the input magnetic flux is assumed to be a
sinusoidal function in time, and its magnitude is Bmax = 1.4 T in Fig. 3.1(a)
and Bmax = 1.5 T in Fig. 3.1(b). In order to solve the ODE using Euler’s
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method, the time is divided uniformly into 150 time steps at which the mag-
netic flux is sampled and used as an input parameter of the ODE solver.
From the figures, it is clear that when the magnitude of the magnetic flux is
not very large, the numerical solutions obtained from Euler’s method with
and without subdivision almost overlap with each other. However, when the
magnitude increases a little bit from 1.4 T to 1.5 T, Euler’s method without
subdivision would produce a numerical solution with an obvious error, while
that with subdivision still reproduces the hysteresis loop well, as can be seen
from the insert of Fig. 3.1(b).
3.2.2 Runge-Kutta Method
Euler’s method discussed above is known as the single-step method since it
only requires information at one point in time to advance the solution to
the next time step. Because of this, the single-step method is also known
as the “self-starting” method and is preferred in the solution of initial value
problems (IVPs). However, since it comes from the first-order of the Taylor
series expansion, Euler’s method is only first-order accurate. As a result, it
usually requires many loops of subdivisions to achieve a desired accuracy. If
the true solution is varying rapidly, Euler’s method becomes very inefficient.
Considering the fact that the ODE has to be solved in every mesh element
(tetrahedron, for example) of a geometry, or even at every Gaussian quadra-
ture point of every element, the low-order accuracy of Euler’s method will
eventually become a bottleneck of the entire algorithm.
To achieve a higher-order accuracy and hence a better solution efficiency,
the well-known Runge-Kutta method is adopted in this work. The Runge-
Kutta method, which is another type of single-step method, uses the infor-
mation from several intermediate auxiliary steps to form the solution with a
higher-order accuracy. By expressing the higher-order Taylor series expan-
sion in terms of the linear combination of the first-order derivatives at several
intermediate steps, the Runge-Kutta method is able to achieve a higher-order
accuracy without the need of evaluating higher-order derivatives. Since it re-
quires information at several intermediate steps, the Runge-Kutta method is
known as a multi-stage method.
There are many different variations of the Runge-Kutta method available
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in the literature. Here, only the most commonly used fourth-order Runge-
Kutta method is considered. The fourth-order Runge-Kutta method, also
known as the classical Runge-Kutta method, requires four evaluations of the
first-order derivative ν¯dr to construct the fourth-order Taylor series expansion,
as described in Algorithm 2. The classical Runge-Kutta method is proven to
have a local truncation error of O (∆B5) and a global accumulated error of
O (∆B4). As stated before, since the step size ∆B is not directly control-
lable, it is necessary to subdivide ∆B into several small steps, and advance
the solution step by step to reduce the accumulated error and achieve a de-
sired accuracy. The Runge-Kutta method with subdivision can be performed
in a similar manner as shown in Algorithm 1, with a simple substitution of
Lines 2 and 8 by the entire Algorithm 2.
To demonstrate its higher-order accuracy, the ODE with the same param-
eters shown in the preceding section is solved again in this section, using the
fourth-order Runge-Kutta method with and without subdivision. The input
magnetic flux is also assumed to be a sinusoidal function in time, which is
divided uniformly into 150 time steps. The results using Bmax = 1.4 T and
Bmax = 1.5 T are shown in Figs. 3.2(a) and 3.2(b), respectively. From the
figures, it is clear that for the 1.4-T case, the numerical solutions obtained
from the classical Runge-Kutta method with and without subdivision are
identical to each other. However, when the magnitude increases from 1.4 T
to 1.5 T, the Runge-Kutta method without subdivision produces a numerical
solution with an obvious error. Nevertheless, the error is smaller than that
produced by the corresponding Euler’s method, indicating a better numer-
ical accuracy of the Runge-Kutta method. The Runge-Kutta method with
subdivision still reproduces the hysteresis loop well, as can be seen from the
insert of Fig. 3.2(b).
A further comparison made between Euler’s and the Runge-Kutta methods
with subdivision can be found in Figs. 3.3 and 3.4, and Tab. 3.1. From Fig.
3.3, it is clear that the results obtained from these two methods are identical,
in both 1.4-T and 1.5-T cases. However, different computational efficiencies
can be observed from Fig. 3.4, in which the numbers of step refinements R
are shown at each step, with a desired accuracy set to be  = 10−5. The total
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number of evaluations needed at each step is
N =
R∑
i=1
2i (3.3)
which increases drastically when R increases. Table 3.1 shows the total
computational time needed by these two methods in order to obtain the
numerical solutions at all 150 field steps. From the table, it can be seen
that the Runge-Kutta method has a much better computational efficiency.
With the increased accuracy requirement, the computational time needed by
Euler’s method increases very rapidly, while that needed by the Runge-Kutta
method increases only by a little.
3.3 Broyden’s Methods for Nonlinear Problems
The solution of a nonlinear equation with the Newton-Raphson method re-
quires the repeated construction and solution of the Jacobian matrix, which
can be very time-consuming for large problems. In this section, the multi-
dimensional secant methods, Broyden’s methods [148], are employed to ac-
celerate the construction and solution of the Jacobian matrix equation.
3.3.1 Approximation of the Jacobian Matrix
In the original Newton-Raphson method, the Jacobian matrix needs to be
updated at every Newton step using an appropriate formulation discussed
in the preceding chapter, and the Jacobian matrix is then solved and the
trial solution is updated. In Broyden’s methods, the Jacobian matrix is
only calculated at the initial step. It is then approximated using a rank-one
update at the successive steps, which are called Broyden steps in order to
distinguish with the Newton steps where the Jacobian matrix is calculated
explicitly.
At the kth Broyden step, the Jacobian matrix is approximated as the Broy-
den matrix
Bk ≈ Jk. (3.4)
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To obtain the approximation at the (k + 1)th Broyden step, the Broyden
matrix can be updated with a rank-one matrix as
Bk+1 = Bk + ukv
t
k (3.5)
where the superscript t stands for transpose and uk and vk are column vectors
defined as
uk =
fk+1
‖sk‖ ; vk =
sk
‖sk‖ . (3.6)
In the above expression, f and s are the residual {r} and the incremental
solution {δa} defined in (2.91) and (2.97), respectively. Equation (3.5) is
the simplest approach of updating the Broyden matrix, and it satisfies the
following conditions which justify its validation:
1. The secant condition, which means the updated Broyden matrix satis-
fies
Bk+1 (xk+1 − xk) = fk+1 − fk. (3.7)
2. The updated matrix Bk+1 is the one closest to Bk in a sense of the
Frobenius norm among all the matrices satisfying the secant condition.
Using (3.5), the approximated Jacobian matrix can be updated very effi-
ciently. However, it still needs to be factorized and solved at every Broyden
step, which is much more time consuming than the construction of the Ja-
cobian matrix itself. As a result, the update of the inverse of the Jacobian
matrix is preferred, which is discussed next.
3.3.2 Approximation of the Inverse Jacobian Matrix
As mentioned in the preceding section, the direct update of the inverse of
the Jacobian matrix is more desired compared with the approximation of the
Jacobian matrix itself. However, since the inversion of the Jacobian matrix
would produce a fully populated matrix, it is more practical to update its
product with a vector.
To construct such an inverse-matrix vector product, the well-known Sherman-
Morrison formula can be used to express explicitly the inversion of a matrix
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with a rank-one update as
(
B + uvt
)−1
=
(
I − (B
−1u)vt
1 + vtB−1u
)
B−1. (3.8)
The Broyden matrix in (3.5) can therefore be inverted as
B−1k+1 =
(
Bk + ukv
t
k
)−1
=
(
I −wkvtk
)
B−1k (3.9)
where
wk =
B−1k uk
1 + vtkB
−1
k uk
. (3.10)
At this moment, since there is no explicit form for B−1k , it is still unclear how
B−1k+1 can be calculated. But it is clear that we can express B
−1
k by induction
as
B−1k =
k−1∏
j=0
(
I −wjvtj
)
B−10 . (3.11)
The desired inverse-matrix vector product
sk = −B−1k fk (3.12)
can be obtained by applying the following steps:
1. Solve for z0: B0z0 = −fk;
2. Do: zj+1 = zj −wjvtjzj for j = 0, 1, · · · , k − 1;
3. sk = zk.
Unfortunately, in the process described above, the vector wj still involves
the inverse of the Broyden matrix B−1j , as indicated in (3.10). To compute
wj, an auxiliary vector p is defined as
p =
k−2∏
j=0
(
I −wjvtj
)
B−10 fk = B
−1
k−1fk. (3.13)
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Then sk can be rewritten as
sk = −B−1k fk = −
(
I −wk−1vtk−1
)
p = −p+wk−1vtk−1p. (3.14)
Invoking the definition of uk in (3.6), we have
B−1k−1uk−1 = B
−1
k−1
fk
‖sk−1‖ =
p
‖sk−1‖ . (3.15)
Therefore, by definition
wk−1 =
B−1k−1uk−1
1 + vtk−1B
−1
k−1uk−1
=
p
‖sk−1‖+ vtk−1p
. (3.16)
From (3.16) and (3.14), we have
‖sk−1‖wk−1 = p−wk−1vtk−1p = −sk (3.17)
which results in
wk−1 = − sk‖sk−1‖ . (3.18)
As a result, B−1k can eventually be expressed as
B−1k =
k−1∏
j=0
(
I +
sj+1s
t
j
‖sj‖2
)
B−10 (3.19)
after the application of (3.6). Since
sk = −B−1k fk = −
(
I +
sks
t
k−1
‖sk−1‖2
)
B−1k−1fk (3.20)
it can be solved for sk to obtain
sk = zk−1
(
1− s
t
k−1zk−1
‖sk−1‖2
)−1
(3.21)
where
zj+1 = zj +
stjzj
‖sj‖2sj+1 (j = 0, 1, · · · , k − 2) (3.22)
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and
z0 = −B−10 fk. (3.23)
Obviously, in the solution of the nonlinear TDFEM using Broyden’s method
described above, the Broyden matrix only needs to be solved once, at the
beginning of each time step. In order to achieve better accuracy, the Jaco-
bian matrix is usually constructed and solved explicitly at the first Broyden
step of each time step. At the successive Broyden steps, the Jacobian ma-
trix is approximated by the Broyden matrix and the inverse-matrix vector
product is performed using (3.21)-(3.23). Since at each Broyden step, only
the vectors z and s from the previous step are required, and the inversion
term on the right-hand side of (3.21) is simply a scalar, the computation of
the inverse-matrix vector product is very efficient.
3.3.3 Numerical Performance
To demonstrate the efficiency of Broyden’s methods, we consider again TEAM
problem 10 [145] used in Section 2.4.1. Since the first Broyden’s method
introduced in Section 3.3.1 only updates the Broyden matrix itself, the com-
putational cost of solving the Broyden matrix equation is the same as that
of solving the Jacobian matrix equation. Therefore, the second Broyden’s
method introduced in Section 3.3.2, where the inverse-matrix vector product
is updated at each iteration, is applied to achieve better efficiency. The re-
sults obtained from Broyden’s method and that from the Newton-Raphson
method are identical, and hence not shown here. Shown in Tab. 3.2 is
the comparison of the computational costs by using the Newton-Raphson
method versus Broyden’s method. From the table, it is clear that by using
Broyden’s method, the total computational time has been reduced effectively
to 45.8% of the total time required by the Newton-Raphson method. Never-
theless, it should also be noted that the average iteration count needed for
the nonlinear solver to converge at each time step increases a little bit when
Broyden’s method is employed. Such an increase in iteration count can be
anticipated, because in theory Broyden’s method only has a super-linear con-
vergence, while the Newton-Raphson method has a quadratic convergence.
This increase may become more serious when dealing with larger and more
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complicated problems. Therefore, Broyden’s method needs to be applied
with caution.
3.4 Nonuniform Time-Stepping Scheme
The TDFEM solver discussed in the preceding sections is based on the appli-
cation of the Newmark-β scheme, which is unconditionally stable and second-
order accurate. However, the time-step size ∆t is assumed to be a constant
throughout the entire simulation process. To determine the time-step size
in a nonlinear problem, several aspects need to be taken into consideration,
including the operating frequency of the physical problem, the stability condi-
tion constrained by the temporal discretization scheme, and the convergence
condition of the nonlinear solver. Under certain circumstances, nonuniform
time-step sizes are more desirable in order to achieve better accuracy and
efficiency. In this section, the traditional Newmark-β scheme [101, 133, 134]
with a uniform time-step size is generalized to a nonuniform scheme such
that the total simulation steps can be significantly reduced.
Without loss of generality, the nonuniform time-stepping scheme for the
wave equation in the time domain can be obtained by deriving a recurrence
formula for the ODE [134]
[M ] {x¨}+ [C] {x˙}+ [K] {x}+ {f} = 0. (3.24)
The unknown function {x} is first expanded in terms of the temporal shape
functions Ni (t) in the time interval [tn−1, tn+1]
x (t) =
n+1∑
i=n−1
Ni (t)xi (3.25)
which is then substituted into the ODE and tested with a weighting function
W (t) to yield
∫ tn+1
tn−1
W
[
M
∑
i
N¨ixi + C
∑
i
N˙ixi +K
∑
i
Nixi + f
]
dt = 0. (3.26)
By comparing the weak form (3.26) with the ODE (3.24), one can obtain
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that
x¨ (t) =
n+1∑
i=n−1
(∫ tn+1
tn−1
WN¨idt
)
xi (3.27)
x˙ (t) =
n+1∑
i=n−1
(∫ tn+1
tn−1
WN˙idt
)
xi (3.28)
x (t) =
n+1∑
i=n−1
(∫ tn+1
tn−1
WNidt
)
xi. (3.29)
For a nonuniform time sequence {tn−1, tn, tn+1}, define ∆t1 = tn − tn−1,
∆t2 = tn+1 − tn, and ∆t1 6= ∆t2. If the temporal shape functions are chosen
as
Nn−1 =
(t− tn) (t− tn+1)
∆t1 (∆t1 + ∆t2)
(3.30)
Nn =−(t− tn−1) (t− tn+1)
∆t1∆t2
(3.31)
Nn+1 =
(t− tn−1) (t− tn)
(∆t1 + ∆t2) ∆t2
(3.32)
and the weighting function is chosen as
W (t) =

−t− tn
∆t1
; t ∈ [tn−1, tn]
t− tn
∆t2
; t ∈ [tn, tn+1]
(3.33)
the nonuniform time-stepping scheme is obtained as (after multiplied by
∆t1∆t2)
x¨ (t) = x˜n+1 − 2x˜n + x˜n−1 (3.34)
x˙ (t) =
1
6
{
(−∆t1 + 4∆t2) x˜n+1 + 2 (∆t1 −∆t2) x˜n
+ (−4∆t1 + ∆t2) x˜n−1
}
(3.35)
x (t) =
1
12
{
[(∆t1 + ∆t2) (−∆t1 + 3∆t2)−∆t1∆t2] x˜n+1
+2
[
(∆t1 + ∆t2)
2 −∆t1∆t2
]
x˜n
+ [(∆t1 + ∆t2) (3∆t1 −∆t2)−∆t1∆t2] x˜n−1
}
(3.36)
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where
x˜n+1 = ∆t1xn+1; x˜n =
∆t1 + ∆t2
2
xn; x˜n−1 = ∆t2xn−1. (3.37)
Obviously, if ∆t1 = ∆t2 = ∆t, the uniform Newmark-β scheme with β = 1/4
is recovered.
To demonstrate the accuracy and efficiency of the proposed nonuniform
time-stepping scheme, the same TEAM workshop problem 10 [145] is re-
considered. Since the excitation current is a dc current that is turned on
from 0 A and gradually increased to Im, the nonuniform time steps can be
chosen such that the current increase between two consecutive time steps is
constant. With this strategy, the nonuniform time steps are shown in Fig.
3.5(a). The average magnetic flux B in two different areas (S1 and S3) are
recorded at these nonuniform time step points. The results from both the u-
niform (UT) and the nonuniform (NT) time-stepping schemes are shown and
compared in Fig. 3.5(b). Both results agree very well with the measurement.
The eddy current Je = σE induced in the steel structure is also recorded
at three observation points shown in Fig. 3.6(a). From Figs. 3.6(b)-3.6(d),
it is clear that both results obtained from the uniform and the nonuniform
time-stepping schemes agree well with the measurement. Their computa-
tional data are presented in Tab. 3.3, from which it can be seen that the
computational time needed by the nonuniform time-stepping scheme for the
simulation of a 200-ms physical process is only 39% of that by the uniform
time-stepping scheme for the simulation of a 150-ms physical process. Clear-
ly, using the proposed nonuniform time-stepping method, nonlinear magnetic
problems can be solved with good accuracy and better efficiency. What is
more interesting is that the nonuniform time-stepping scheme can be used in
combination with Broyden’s methods to further accelerate the computation.
Also presented in Tab. 3.3 is the computational time needed by the hy-
bridization of Broyden’s methods and the nonuniform time-stepping scheme.
The total computational time is further reduced to 20% of the that needed by
the original Newton-Raphson method with a uniform time-stepping scheme.
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3.5 Numerical Examples
In this section, numerical examples are given to demonstrate the capability
of the proposed methods in the simulation of magnetic hysteresis problems.
3.5.1 Generation of Higher-Order Harmonics
The phenomenon of magnetic hysteresis and the generation of higher-order
harmonics are investigated using a three-limbed ferromagnetic plate adopted
from TEAM workshop problem 32 [146]. As shown in Fig. 3.7, the plate is
made of five layers of 0.48-mm-thick Fe-Si 3.2% wt laminations which has a
conductivity of σ = 1.78 × 106 S/m. The magnetic property is modeled by
the inverse J-A model with the model parameters chosen as Ms = 1.168×106
A/m, a = 60 A/m, kp = 130 A/m, α = 10
−4, and c = 0.2. The excitation
of this structure is supplied by two 90-turn windings placed on the external
limbs. In this example, the winding current comprises a fundamental and a
fifth harmonic with a maximum magnitude of 1.5 A, which can be expressed
as
I = sin (2pif1t) + 0.5 sin (2pif5t) (3.38)
where f1 = 10 Hz and f5 = 50 Hz. Under such an excitation, the magnetic
flux density is solved and a snapshot of the flux distribution is shown in Fig.
3.8. From the vector plot of this figure, it can be seen that the magnetic flux
follows the right-hand rule, and the field singularities can be observed at the
corners of the structure. The time-domain results of the magnetization M
and the magnetic field H are recorded at the center of the center and the
right limbs. The hysteresis loops at these two locations are shown in Fig. 3.9.
From these two figures, both major and minor loops can be observed clearly.
This problem is solved using both the Newton-Raphson and Broyden’s meth-
ods. Both methods produce the same results, but Broyden’s method only
consumes 33.9% of the computational time needed by the Newton-Raphson
method.
Shown in Fig. 3.10 is the winding current and the magnetic flux at the two
observation points versus time. The time-domain results are then converted
using the Fourier transform into the frequency domain to demonstrate the
74
generation of higher-order harmonics. As can be seen in Fig. 3.11, the wind-
ing current only has a power spectrum at 10 Hz and 50 Hz, as specified in
(3.38). Due to the nonlinearity, the corresponding magnetic flux has a more
complicated power spectrum, which contains not only that of the winding
current, but also the integer multiple and combinations of the input spec-
trum. Because of the constructive and destructive effect of the two input
frequencies, the magnitudes of the newly generated higher-order harmonics
are not decreasing monotonically, but exhibit complicated relations. From
this example, it is clear that the higher-order harmonics can be accurately
captured by using the proposed nonlinear solver.
3.5.2 Demagnetization Process and Magnetic Remanence
For time-harmonic nonlinear problems, the higher-order harmonics can al-
so be calculated with a frequency-domain solver using the harmonic bal-
ance method [147]. However, for a transient problem, the harmonic balance
method cannot be applied easily, because the response will have a continuous
spectrum. One example of such a problem is the demagnetization problem
discussed in this section. In the demagnetization process, an oscillating field
with a center frequency of 10 Hz and a reducing amplitude is applied to re-
move the magnetization from the structure, causing the magnetic dipoles in
the ferromagnetic material to flip back and forth and get neutralized. The
model from TEAM workshop problem 10 [145] is used to demonstrate this
process. To model the ferromagnetic material, the inverse J-A model is used,
where the model parameters are chosen as Ms = 1.3 × 106 A/m, a = 25.3
A/m, kp = 66.6 A/m, α = 0, and c = 0.2. The magnetic flux B at three
different observation points (P1, P2, and P3) in Fig. 3.12(a) are recorded and
shown in Figs. 3.12(b)-3.12(d), as a function of time. Because of the loca-
tion differences among the three observation points, only the steel at point
P1 has been fully saturated by the externally applied current. The magnetic
remanence at the end of the demagnetization process is shown in Fig. 3.13
from three different view angles. Also, from the power spectrum distribution
of the coil current and the corresponding magnetic flux at the observation
point P1 shown in Fig. 3.14, it is clear that when the input current has a
continuous spectrum, the response also has a continuous spectrum, which
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is difficult to simulate with the harmonic balance method in frequency do-
main. This demonstrates the significance of the time-domain method in the
simulation of a real physical problem.
3.6 Summary
In this chapter, numerical solution of nonlinear magnetic problems was pre-
sented using a time-domain finite element method with an advanced mag-
netic hysteresis model in three dimensions. Accurate numerical solutions
were obtained very efficiently using the proposed solver for ordinary differ-
ential equations representing the nonlinear constitutive relation. The vector
curl-curl equation was formulated in the time domain with the magnetic vec-
tor potential employed as the unknown function, and the resulting nonlinear
system was solved using both the Newton-Raphson and the fixed-point meth-
ods. In order to improve the computational efficiency, Broyden’s methods
and the nonuniform time-stepping technique were developed and implement-
ed. The performances of these methods and techniques were demonstrated
and compared through several well-acknowledged numerical examples. It
was found out that with Broyden’s methods, the computation can be accel-
erated by 2 to 3 times compared with the Newton-Raphson method. The
restriction of the time-step sizes was successfully removed by the nonuni-
form time-stepping scheme, which resulted in a 2.5 times speed-up on the
Newton-Raphson method. When Broyden’s method and the nonuniform
time-stepping scheme were used together, the total computational time was
further reduced. The applications in the simulation of magnetic hysteresis
and demagnetization process were shown, and the prediction of the harmonic
generation was also presented. With all these techniques equipped, the pro-
posed nonlinear time-domain finite element solver is able to solve nonlinear
magnetic problems with high efficiency and good accuracy.
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3.7 Figures and Tables
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Figure 3.1: Hysteresis loops obtained by solving the ODE using Euler’s
method with and without subdivision when the magnitude of the magnetic
flux is 1.4 T (a) and 1.5 T (b).
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Figure 3.2: Hysteresis loops obtained by solving the ODE using the fourth-
order Runge-Kutta method with and without subdivision when the magni-
tude of the magnetic flux is 1.4 T (a) and 1.5 T (b).
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Figure 3.3: Comparison of the hysteresis loops obtained by solving the ODE
using Euler’s method and the fourth-order Runge-Kutta method with sub-
division when the magnitude of the magnetic flux is 1.4 T (a) and 1.5 T
(b).
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Figure 3.4: Number of step refinements required by solving the ODE using
Euler’s method and the fourth-order Runge-Kutta method with a desired
accuracy set to be  = 10−5 when the magnitude of the magnetic flux is 1.4
T (a) and 1.5 T (b).
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Figure 3.5: Numerical demonstration of the nonuniform time-stepping
scheme through a benchmark problem, TEAM workshop problem 10. (a)
Nonuniform time-step sizes. (b) Average magnetic flux density versus time
in the observation areas S1 and S3. The observation areas are illustrated in
Fig. 2.3(a). Both numerical results obtained by the uniform (UT) and the
nonuniform (NT) time-stepping schemes are shown.
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Figure 3.6: Numerical demonstration of the nonuniform time-stepping
scheme through a benchmark problem, TEAM workshop problem 10. (a)
Observation points on the steel channels. Eddy current versus time at the
observation points (b) P1, (c) P2 and (d) P3 are recorded and compared with
the measurement data. Both numerical results obtained by the uniform (UT)
and the nonuniform (NT) time-stepping schemes are shown.
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Figure 3.7: Problem setting and dimensions of the ferromagnetic core in
TEAM problem 32.
Figure 3.8: Magnetic flux density distribution on the ferromagnetic core (only
one fourth is shown due to symmetry).
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Figure 3.9: Numerical results of TEAM problem 32 solved by the nonlinear
TDFEM formulation with a Newton-Raphson scheme and inverse J-A hys-
teresis model. (a) Hysteresis loop observed at the center of the center limb.
(b) Hysteresis loop observed at the center of the right limb.
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Figure 3.10: Numerical results of TEAM problem 32 solved by the nonlin-
ear TDFEM formulation with a Newton-Raphson scheme and inverse J-A
hysteresis model. (a) Magnetic flux density versus time at the center of the
center limb. (b) Magnetic flux density versus time at the center of the right
limb.
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Figure 3.11: Power spectrum distribution of the excitation current and the
responding magnetic flux at (a) the center limb and (b) the right limb.
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Figure 3.12: Numerical results of the nonlinear demagnetization prob-
lem solved by the nonlinear TDFEM formulation with a Newton-Raphson
scheme. (a) Observation points on the steel channels. (b-d) Magnetic flux
density versus time at the three observation points P1-P3.
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Figure 3.13: Magnetic remanence distribution at the end of the demagneti-
zation process.
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Figure 3.14: Power spectrum distribution of the excitation current and the
responding magnetic flux at P1.
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Table 3.1: Computational Time of Producing the Hysteresis Loop Using the
Euler and the Runge-Kutta (RK) Methods with Subdivision
ODE Bmax = 1.4 T Bmax = 1.5 T
Solver  = 10−4  = 10−5  = 10−6  = 10−4  = 10−5  = 10−6
Euler 11.86 s 105.34 s 984.03 s 9.13 s 86.23 s 989.44 s
RK 0.32 s 0.43 s 0.71 s 0.98 s 1.61 s 2.43 s
Table 3.2: Comparison of Computational Data for Solving TEAM Problem
10 Using the Newton-Raphson (NR) and Broyden’s (BD) Methods
Im = 5.64 A ∆t Total Time Ave. Iter. Total CPU
(ms) Steps Per Time Step Time (s)
NR 3.0 50 3.04 425.77
BD 3.0 50 3.54 194.94
Table 3.3: Comparison of Computational Data for Solving TEAM Problem
10 Using the Newton-Raphson Method With Uniform Time-Stepping (UT)
Versus Nonuniform Time-Stepping (NT)
Im = 5.64 A ∆t Total Time Ave. Iter. Total CPU
(ms) Steps Per Time Step Time (s)
UT 3.0 50 150 425.77
NT N/A 17 200 166.08
BD+NT N/A 17 200 86.97
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Chapter 4
Modeling and Simulation of High-Power
Microwave Dielectric Breakdown
4.1 Introduction
Dielectric breakdown can occur inside a high-power microwave (HPM) device
and on the output window due to surface flashover phenomena [62–64] and
multipactoring [108, 149]. When illuminated by the HPM fields, the atoms
and molecules in the dielectric material become excited, and their bound
charges gradually gain kinetic and thermal energy. If the power of the inci-
dent wave is sufficiently high, the bound charges can break free and become
free charges, which can then be pushed to move by the Lorentz force produced
by the strong electric and magnetic fields and create a conduction current.
In the meantime, the energetic electrons will impact and collide with other
atoms and molecules and kick out new free electrons. When the incident
power exceeds a certain threshold, the electron energy becomes so significant
that it can cause electron avalanche, which results in an exponential increase
of the conduction current density. This process is known as electrical break-
down. In the meantime, the strong conduction current can also produce heat,
which, during a long-time operation, will cause the temperature of the di-
electric window to eventually increase to a point that the thermal breakdown
or the thermal runaway takes place. This will cause irreversible physical
and mechanical changes of the dielectric material. Such a strongly nonlinear
process is hazardous to electric and electronic devices and systems and can
cause malfunction or even damage to electronic devices, such as the MOS-
FET components in integrated circuits, the electrical devices in power grids,
and the magnetic devices in medical imaging systems such as MRI.
To better understand the dielectric breakdown mechanism and process,
research has been conducted, both experimentally [61, 150] and computa-
tionally [75]. Compared with experiments, computational methods are usu-
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ally more cost-effective, more accurate, and more revealing. The capabil-
ity of numerically simulating the breakdown process in HPM devices and
systems provides an important analysis tool for a deeper insight into the
physical behavior and engineering performance, and is critical to the engi-
neering design of reliable devices and systems. The accurate modeling of the
dielectric breakdown phenomenon and predicting of the performance of a H-
PM device requires numerical methods that are capable of solving nonlinear
Maxwell’s equations combined with proper breakdown models. Unfortunate-
ly, the strong nonlinearity exhibited during the breakdown process inhibits
the current computational methods from simulating the breakdown process
accurately and efficiently. As a result, the major techniques used to increase
the breakdown threshold in HPM devices and systems are still empirical.
During the breakdown process, a macroscopic reduction in the resistance
of an insulator can be observed, and the portion of the insulator that breaks
down becomes electrically conductive. This macroscopic observation can
be described mathematically as a nonlinear change of the conductivity as
a function of the electric field and the temperature [151–155]. Since the
electrical breakdown and the thermal breakdown take place on different time
scales, in this chapter, only the electrical breakdown is considered in the
numerical simulation, where the conduction current is a nonlinear function
of the electric field, which results in nonlinear Maxwell’s equations to be
solved numerically.
Among various numerical methods, the finite-difference time-domain (FDT-
D) method [95] is very widely used, because of its simplicity, robustness, and
efficiency. However, the stair-case approximation of the solution domain, the
finite difference approximation of the fields and their derivatives, and the
explicit leap-frog time-marching scheme used in the FDTD method result in
an overall low-order accuracy, which necessitates an extremely dense mesh
grid and an extremely tiny time-step size in a simulation to achieve a de-
sired accuracy, especially in a nonlinear simulation. Since the breakdown is
often triggered by a highly singular electric field induced around sharp edges
and tips, a highly accurate geometrical modeling is critical in the modeling of
breakdown phenomenon. In contrast, the time-domain finite element method
(TDFEM) [18,101,156–158] is able to model arbitrary geometry and achieve
higher-order accuracy and unconditional stability because of the employment
of unstructured meshes for the geometric discretization, higher-order vector
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basis functions for the field expansion, and an implicit time-marching scheme
for the temporal integration. Nevertheless, the nonlinear behavior of the
breakdown process and the resulting nonlinear system of equations make the
problem very challenging to solve. In this chapter, the nonlinear Maxwell’s
equations are first converted into a nonlinear second-order partial differential
equation (PDE) which is then solved by the TDFEM together with Newton’s
method [126]. Specifically, the second-order PDE is first discretized with a
standard Galerkin process, which results in a set of nonlinear equations to
solve. Newton’s method is then applied to this nonlinear equation system,
and the Jacobian matrix is derived analytically to permit an accurate and
efficient assembly of the nonlinear system, which leads to a quadratic nonlin-
ear convergence. To validate the proposed Newton’s method, a fixed point
method is also presented to provide numerical solutions as a comparison.
Numerical examples are given to demonstrate the capability of the proposed
method and to investigate the nonlinear effect caused by the nonlinear con-
ductivity. A dielectric breakdown that occurs on an output window in a
HPM device is also simulated using the proposed method.
4.2 A-Formulation
Consider an electromagnetic problem with an impressed current Ji as the
current source, and a dielectric material with a nonlinear conductivity σ as
a function of the magnitude of the electric field E = ‖E‖. Such a problem
is governed by Maxwell’s equations in the time domain as
∇×E = − ∂
∂t
B (4.1)
∇×H = ∂
∂t
D + σ (E)E + Ji. (4.2)
A traditional approach to solve this problem is to employ the E -formulation,
which formulates a second-order PDE by eliminating the magnetic field H
and the magnetic flux B from Maxwell’s equations. Assuming permittivity
ε and permeability µ are both time invariant for all materials involved in this
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problem, the E -formulation can be constructed as
ε
∂2
∂t2
E +
∂
∂t
[σ (E)E] +∇× 1
µ
∇×E = − ∂
∂t
Ji. (4.3)
Unfortunately, the E -formulation suffers from the “later-time linear drift”
problem, which, in a lossless and source-free case, permits a spurious solution
E = − (at+ b)∇φ that is linearly increasing with respect to time. What
is even more problematic is that the time derivative ∂ (σE) /∂t in the E -
formulation poses difficulty in the application of the nonlinear Newton scheme
where the Jacobian matrix, which is the derivative of the nonlinear function
with respect to the unknown variable, has to be calculated.
To alleviate these difficulties, we integrate (4.1) in time to obtain∫ t
−∞
∇×E (r, τ) dτ =∇×
∫ t
−∞
E (r, τ) dτ
= −B (r, t) + c (r) (4.4)
where c (r) is a time-invariant function determined by the initial condition
of the problem, and it vanishes under the assumption that E (r, t) = 0 and
B (r, t) = 0 for t ≤ 0
c (r) ≡ 0. (4.5)
An auxiliary vector can be defined as [159]∫ t
−∞
E (r, τ) dτ = −A (r, t) (4.6)
so that
E (r, t) = − ∂
∂t
A (r, t) (4.7)
B (r, t) =∇×A (r, t) . (4.8)
Note here the auxiliary vector A is not the same as the magnetic vector
potential.
Substituting (4.7) and (4.8) into (4.2) yields
∇× 1
µ
∇×A = − ∂
∂t
(
ε
∂
∂t
A
)
− σ (E) ∂
∂t
A+ Ji. (4.9)
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If ε is time invariant, the A-formulation can be obtained as
ε
∂2
∂t2
A+ σ (E)
∂
∂t
A+∇× 1
µ
∇×A = Ji. (4.10)
Comparing the A-formulation (4.10) with the E -formulation (4.3), it is very
clear that the nonlinear conductivity related term is no longer inside the time
derivative, which will facilitate the application of Newton’s method. Similar
to the E -formulation, the A-formulation also permits a spurious solution
A = − (at+ b)∇φ in a lossless and source-free case. However, when (4.7) is
applied to retrieve the electric field intensity, E = a∇φ is no longer a linear
function of time and can be eliminated by enforcing the initial conditions,
thus effectively avoiding the “later-time linear drift” issue. It is worthwhile
to mention that since the conductivity is a nonlinear function of the electric
field magnitude E, which is a function of the auxiliary vector A, equation
(4.10) is essentially nonlinear.
To convert the A-formulation into a matrix equation, the auxiliary vector
can be expanded with either the low-order edge elements [128, 129] or the
higher-order hierarchical vector basis functions [130] as
A =
N∑
j=1
aj (t)Nj (r) (4.11)
which results in a semi-discrete system after application of Galerkin’s method
with the testing functions Ni (r)
1
c20
[M ]
∂2
∂t2
{a}+ η0
c0
[G]
∂
∂t
{a}+ [S] {a} = µ0 {b} (4.12)
where
Mij =
∫∫∫
V
εr Ni ·Nj dV (4.13)
Gij =
∫∫∫
V
σ (E) Ni ·Nj dV (4.14)
Sij =
∫∫∫
V
1
µr
(∇×Ni) · (∇×Nj) dV (4.15)
bi =
∫∫∫
V
Ni · Ji dV. (4.16)
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In the above expressions, c0 is the speed of light, η0 =
√
µ0/ε0 is the wave
impedance in vacuum, and V is the solution domain.
The semi-discrete equation (4.12) is a nonlinear ordinary differential e-
quation (ODE), which needs to be integrated in time before being solved
with any nonlinear solver. In this work, the well-known Newmark-β method
[101,133,134] is employed because of its unconditional stability and second-
order accuracy, when β ≥ 1/4. In the Newmark-β method, a time dependent
variable is approximated by the weighted sum of its values at three consec-
utive time steps, and its first- and second-order time derivatives are both
approximated by central difference formulae
{u (t)} = βun+1 + (1− 2β)un + βun−1 (4.17)
d
dt
{u (t)} = 1
2∆t
(
un+1 − un−1) (4.18)
d2
dt2
{u (t)} = 1
∆t2
(
un+1 − 2un + un−1) . (4.19)
The application of the above scheme to (4.12) yields the fully discretized
system (with β = 1/4)
[K]n+1 {a}n+1 = − [K]n {a}n − [K]n−1 {a}n−1 + {b˜} (4.20)
with
[K]n±1 = [M ]± 1
2
η0c0∆t [G] +
1
4
c20∆t
2 [S] (4.21)
[K]n =−2 [M ] + 1
2
c20∆t
2 [S] (4.22)
{b˜} = η0c0∆t2
(
1
4
{b}n+1 + 1
2
{b}n + 1
4
{b}n−1
)
(4.23)
which can be solved step by step from the known solutions at the (n − 1)th
and the nth time steps to the (n+ 1)th time step. Once the auxiliary vector
A is obtained at time step tn+1, the electric field E and the magnetic flux B
can be recovered using (4.7) and (4.8), respectively.
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4.3 Nonlinear Solvers
Since the mass matrix [G] is a nonlinear function of the unknown vector {a},
the discretized system (4.20) is a nonlinear matrix equation at each time
step. In this section, two numerical methods are introduced to solve such
a nonlinear equation. One is the well-known Newton’s method, which has
a quadratic convergence rate. The other is a fixed-point iteration method,
which is known to have a linear convergence rate and is employed in this
chapter for validation.
4.3.1 Newton’s Method
For a nonlinear equation
f (x) = 0 (4.24)
with f = [f1, f2, · · · , fN ]T and x = [x1, x2, · · · , xN ]T being the nonlinear
equation system and its root (the unknown vector), respectively, Newton’s
method updates the estimation of the root x through an iterative scheme
(with k being the Newton iteration index)
xk+1 = xk − [J (xk)]−1 f (xk) (4.25)
where J is Jacobian matrix defined as the partial derivative of the nonlinear
function f with respect to the unknown vector x and the matrix entries are
given by
{J (x)}ij =
∂fi (x)
∂xj
. (4.26)
When Newton’s method is applied to the nonlinear equation system (4.20),
the expansion coefficients of the auxiliary vector at time step n + 1 can be
found through the following iterative scheme:
{a}n+1k+1 = {a}n+1k −
[
J
({a}n+1k )]−1 {f ({a}n+1k )} (4.27)
where {f} is the residue of the nonlinear equation (4.20) when evaluated
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with the kth estimate {a}n+1k{
f
({a}n+1k )} = [K]n+1k {a}n+1k + [K]n {a}n
+ [K]n−1k {a}n−1 − {b˜}. (4.28)
The major task here is to evaluate the Jacobian matrix [J ] using the kth
estimation {a}n+1k . To this end, we start from its definition (4.26) and take
the derivative of the ith residue fi with respect to the j
th expansion coefficient
an+1k,j at time step n+ 1 and Newton step k
Jij =
∂fi
∂an+1k,j
= Mij +
1
2
η0c0∆tGij +
1
4
c20∆t
2Sij
+
1
2
η0c0∆t
∑
l
∂Gil
∂an+1k,j
(
an+1k,l − an−1l
)
. (4.29)
The ∂G/∂a term comes from the fact that the mass matrix [G] is a function
of the nonlinear conductivity σ (E), which is a function of the expansion
coefficient {a}. It can be further expressed as
∂Gil
∂an+1k,j
=
∫∫∫
V
∂σ (E)
∂an+1k,j
Ni ·Nl dV (4.30)
where
∂σ (E)
∂an+1k,j
=
∂σ (E)
∂E
∂E
∂an+1k,j
(4.31)
by using the chain rule of derivatives. Since in the discretized form, the
estimation of the electric field at step (n+ 1, k) is
E = −∂A
∂t
= −
N∑
j=1
∂aj (t)
∂t
Nj (r)
= − 1
2∆t
N∑
j=1
(
an+1k,j − an−1j
)
Nj (4.32)
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its partial derivative becomes
∂E
∂an+1k,j
=
∂ (E ·E) 12
∂an+1k,j
=
∂E
∂an+1k,j
· E
E
= − 1
2∆t
1
E
Nj ·E. (4.33)
Substituting (4.33) back into (4.31) and (4.30), the last term of the Jaco-
bian matrix entry given in (4.29) becomes
1
2
η0c0∆t
∑
l
∂Gil
∂an+1k,j
(
an+1k,l − an−1l
)
=
1
2
η0c0∆t
∫∫∫
V
∂σ (E)
∂an+1k,j
Ni ·
∑
l
(
an+1k,l − an−1l
)
NldV
=
1
2
η0c0∆t
∫∫∫
V
1
E
∂σ
∂E
(Ni ·E) (Nj ·E) dV (4.34)
after utilizing the discretized form of the electric field (4.32). Since it is
related to the derivative of the mass matrix [G], an incremental mass matrix
[∆G] can be defined as
∆Gij =
∫∫∫
V
1
E
∂σ
∂E
(Ni ·E) (Nj ·E) dV (4.35)
and the summation of [G] and [∆G] can be denoted as
[GJ] = [G] + [∆G] . (4.36)
As a result, the Jacobian matrix can be finally written in a closed form
expression
[J ] = [M ] +
1
2
η0c0∆t [G
J] +
1
4
c20∆t
2 [S] (4.37)
which is formally the same as that of the finite element system (4.21). Once
the Jacobian matrix is constructed, the nonlinear equation system can be
solved with Newton’s method.
As a summary, the nonlinear problem is solved step by step in time, which
is known as the marching-on-in-time (MOT) process. At each time step,
the excitation from an external source, Ji, is specified, which results in a
nonlinear equation system (4.20) to solve with Newton’s method, which is
an iterative solution process. At each Newton iterative step, an initial guess
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of solution is given, which is usually chosen to be the same as the solution
from the preceding time step. From the initial guess, the nonlinear residu-
al function is calculated using (4.28), and the Jacobian matrix is assembled
using (4.37). The Jacobian matrix inverse in (4.27) is then performed using
either a direct or an iterative linear solver, which updates the estimation of
the solution. The Newton iteration terminates upon the convergence of the
estimated solution, and the solution process proceeds to the next time step.
Clearly, the total computational cost comes from the multiplication of three
parts, which are the total number of time steps, the average number of New-
ton iterations at each time step, and the computational cost for inverting the
Jacobian matrix (either directly or iteratively). The most time-consuming
part of the method is the construction and the inverse of the Jacobian ma-
trix, which has to be done at every Newton step of every time step. The time
consumption can be reduced with more advanced techniques such as those
presented in the preceding chapter.
4.3.2 Fixed-Point Method
The fixed-point method is based on the polarization technique [139], which
separates the nonlinear conduction current J into a linear part and a non-
linear residue
J = σ (E)E = σLE +R. (4.38)
Here the constant conductivity σL can be simply set as zero, but a wise choice
of σL can significantly speed up the convergence of the fixed-point iteration,
which is at most linear convergence.
Applying (4.38) to Maxwell’s equation (4.2) yields
∇×H =∇× 1
µ
B = ∇× 1
µ
∇×A
=
∂
∂t
(εE) + σLE +R+ Ji
=−ε ∂
2
∂t2
A− σL ∂
∂t
A+R+ Ji (4.39)
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which is a second-order PDE for the auxiliary vector
ε
∂2
∂t2
A+ σL
∂
∂t
A+∇× 1
µ
∇×A = R+ Ji. (4.40)
Comparing (4.40) with (4.10), it is obvious that all the material parameters
on the left-hand-side of (4.40) are time invariant. When discretized with the
standard finite element method, the system matrix would therefore be time
invariant and only need to be assembled and inverted once. The nonlinearity
is now on the right-hand side, in a form of the nonlinear residue R. In order
to solve this nonlinear equation with a fixed-point iteration, the following
steps are performed at each time step:
1. At time step n, set the initial guess An0 = A
n−1;
2. At the kth fixed-point iteration (k = 0, 1, 2, . . .), calculateEnk = −∂Ank/∂t,
and evaluate the nonlinear conduction current Jnk = σ (E
n
k )E
n
k ;
3. Calculate the nonlinear residue Rnk = J
n
k − σLEnk , and update right-
hand side of (4.40);
4. Solve the linear FEM system (4.40) for Ank+1;
5. If converged, n := n+ 1, go to step 1; otherwise, k := k+ 1, go to step
2.
The apparent advantage of the fixed-point method is that since the system
matrix resulting from (4.40) is not a function of the unknown vector, it only
needs to be inverted once during the entire solution process. However, the
drawback of such a method is that its convergence is at most linear, which
would result in a higher computational cost if strong nonlinearity is involved.
4.4 Numerical Examples
In this section, several numerical examples are given to validate the proposed
nonlinear method and to demonstrate its capability in the modeling of the
nonlinear conductivity. As a major nonlinear effect, the third harmonic gen-
eration (THG) is demonstrated, and a simple example that illustrates the
dielectric window breakdown is also presented.
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4.4.1 Coaxial Waveguide
For the first example, a coaxial waveguide is used to validate the proposed
Newton’s method for the TDFEM solver and to demonstrate the nonlinear
effects that can be observed in the case of a nonlinear conductivity. Shown
in Fig. 4.1, the waveguide has an inner and an outer radius of 2.0 mm and
4.6 mm, respectively, a total length of 20.0 cm lying along the z direction,
and is divided into three segments at z = −2.0 cm and z = 2.0 cm. The
first and third segments are filled with vacuum, while the second (the center)
segment is filled with a lossy medium with σ = 20 S/m in the linear case and
σ = 0.02E in the nonlinear case. Operating at the fundamental transverse
electromagnetic (TEM) mode, the waveguide is excited at the input port
located at z = −10.0 cm by a modulated Gaussian pulse with a center
frequency f0 = 5.0 GHz, a 100% bandwidth, and a maximum input voltage of
1.0 kV. The electric fields and conduction currents at three points (z = −1.9
cm, z = −1.1 cm, and z = −0.46 cm) in the center segment of the waveguide
are recorded and compared in both the linear and the nonlinear cases, and
are shown as functions of time in Figs. 4.2 and 4.3, respectively. In these
two figures, three sets of results are shown, one of which is the solution of
the linear case with the traditional linear TDFEM solver. The other two are
the solutions of the nonlinear case, obtained using the proposed Newton’s
method and the simpler fixed-point method. It is very clear that the results
from Newton’s method and the fixed-point method are on top of each other,
which validates the formulation and the accuracy of the proposed Newton’s
method.
When comparing the results between the linear and the nonlinear cases,
it can be seen that in the linear case, the electric field attenuates rapidly
with propagation, and the conduction current is simply a linear function
of the electric field since J = σE with σ being a constant. However, in
the nonlinear case, the electric field suffers a much larger attenuation in the
beginning of its propagation (Fig. 4.2(a)) into the nonlinear region, since
its large magnitude results in a larger conductivity than that in the linear
case. As the wave propagates forward, the conductivity decreases rapidly
due to the attenuation of the electric field. As a result, the electric fields
shown in Figs. 4.2(b) and 4.2(c) gradually become larger than that in the
linear case. More interestingly, as the wave propagates in the waveguide, its
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waveform is gradually sharpened, and eventually becomes sharp spikes. This
is the result of the nonlinear effect during the pulse propagation in medium
with varying conductivity. As the pulse propagates down in the waveguide,
the conductivity of the nonlinear medium is modified by the local electric
field intensity, resulting in a larger attenuation for the field with a higher
intensity, and a smaller attenuation for the field with a lower intensity. This
process would produce an electric field with a waveform that leans towards
a later time, as can be seen in Fig. 4.2(a). As such a process continues, the
waveform becomes steeper, which leads to the sharp spikes observed in Figs.
4.2 and 4.3. If a spectrum analysis is performed, it becomes clearer that
the electrical energy is dumped into higher frequencies during this process.
Shown in Fig. 4.4 is the comparison of the power spectra of the input signal
and the conduction current recorded at z = −1.9 cm. As a modulated
Gaussian pulse, the input signal has a spectrum of the Gaussian shape which
has the majority of energy concentrated around the center frequency of 5.0
GHz. The conduction current, however, has not only a power component that
is concentrated around 5.0 GHz (known as the fundamental frequency), but
also power components that are odd multiples of the fundamental frequency
(known as the harmonics) with decreasing magnitudes, which are the third-
order harmonics. The generation of the third-order harmonics is one of the
fundamental properties of nonlinear materials, and can be observed in many
occasions [83, 85].
The computational costs for solving this problem using Newton’s and fixed-
point methods are compared in Tab 4.1. For Newton’s method, because of its
quadratic nonlinear convergence, the time-step size can be set much larger
than that of the fixed-point method, which results in a much lower total
computational time. On average, the proposed Newton’s method takes 3.02
iterations per time step to achieve the targeted 10−8 relative residue, which
validates its quadratic convergence. Due to the linear convergence rate of
the fixed-point method, the time-step size has to be set much smaller in
order to converge. Even so, the average number of iterations per time step
is still larger than that of Newton’s method. The memory consumption in
both methods are about the same, because the Jacobian matrix in Newton’s
method has the same pattern as the system matrix in the fixed-point method.
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4.4.2 Passive Frequency Multiplier
The property of the third-order harmonic generation can be used directly in
designing an interesting passive frequency multiplier. As shown in Fig. 4.5,
the frequency multiplier consists of three segments, with the first and third
segments being standard rectangular waveguides WR-2300 and WR-770 (pa-
rameters given in Tab. 4.2), respectively. The center segment is a transition
layer (shown in red) which is assumed to be filled with nonlinear material
with εr = 1.0, µr = 1.0, and σ = 10
−4E. A 300-MHz tapered sinusoidal
signal is input from the WR-2300 side into the multiplier with a maximum
input voltage of 1.0 kV in the fundamental TE10 mode. When the sinusoidal
wave transmits through the transition layer, a phenomenon similar to that
encountered in the coaxial waveguide example takes place, which generates
a signal outcome that is a mixture of the fundamental frequency and its odd
multiples. When such a signal travels through the WR-770 waveguide, the
fundamental frequency component is attenuated exponentially because the
WR-770 waveguide has a cutoff frequency that is higher than the fundamen-
tal frequency of the signal that travels through, and acts like a high pass
filter. When the signal finally reaches the output port at the far end, only
the high-order harmonics survive. The output signal can then be guided
though a proper filter to obtain the desired frequency component.
The input and output signals are shown in Fig. 4.6, from which an obvious
difference in the oscillation frequency of the signals can be observed, indicat-
ing a difference of the frequency. By performing the spectrum analysis using
Fourier transform, it is very clear from Fig. 4.7 that the input signal has all
its power concentrated at the fundamental frequency of 0.3 GHz, while the
output signal has multiple frequency components that are high-order har-
monics except for the fundamental frequency itself. Specifically, as labeled
in the figure, the output signal picks up the frequencies that are precisely
odd multiples of the fundamental frequency, which are 0.9 GHz, 1.5 GHz,
2.1 GHz, and etc. The effect of the waveguide cutoff at 0.77 GHz and the
limitation of the maximum resolution beyond 4 GHz resulting from the set-
tings of the numerical solver (the mesh density and the time step size) can
also be observed in Fig. 4.7.
It should be pointed out that due to the lossy nature of the nonlinear con-
ductive material, such a frequency multiplier cannot be used in reality. This
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example is given here merely to show the nonlinear effect and demonstrate
the capability of the proposed numerical method.
4.4.3 Dielectric Window Breakdown
As the last example, the dielectric breakdown that can occur on the output
window of a HPM device is simulated. In a typical HPM system, the high-
power microwave is usually generated in a vacuum electronic device such
as a magnetron or a gyrotron. When the microwave needs to couple and
radiate to the exterior environment which is usually the open space filled with
atmosphere, a dielectric window is required to seal the device and separate
its interior from the exterior open space in order to keep it in the vacuum
condition. When the power of the incident microwave is high, the molecular
in the dielectric window will be strongly polarized and fast oscillating, which
induces a polarization current that creates heat and dissipates a portion
of the input power. The polarization will saturate after a certain electric
field intensity ESat, and produce a constant current JSat. When the incident
power is so high that the electric field intensity exceeds a certain value EBD
(known as the dielectric strength), an electron avalanche will happen, which
causes an exponential increase of the current density, and is known as the
dielectric breakdown. Such a process is highly nonlinear, and is illustrated
in Fig. 4.8(a). The dielectric window breakdown will produce a significant
amount of heat which will eventually burn and damage the output window,
and therefore is highly undesirable in the design of a HPM device. As a
matter of fact, the design of output windows [61, 150] is one of the major
research topics toward developing better HPM devices and systems.
In this example, the dielectric window breakdown is simulated using the
nonlinear conductivity model. A HPM is incident from a standard rect-
angular waveguide WR-2300 filled with vacuum, travels through a 10-cm
thick glass window with εr = 4.0 (a typical value for glass), µr = 1.0, and
the nonlinear conductivity depicted in Fig. 4.8(a) where ESat = 30 MV/m,
EBD = 78.74 MV/m (corresponding to the typical value of the dielectric
strength of glass, 2000 kV/inch), and JSat = 0.1 MA/m
2 (which results in an
instantaneous conductivity of σ = 3.33 mS/m at the saturation point and
σ = 1.27 mS/m at the breakdown point), and radiates out through a horn
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antenna, as shown in Fig. 4.8(b). Operating in the fundamental TE10 mode,
the incident wave is a modulated Gaussian pulse with a center frequency
of 400 MHz, a 100% bandwidth, and a maximum input voltage of 50 MV.
The electric fields along the center line of the glass window in the thickness
direction are recorded as a function of time. Although the induced polar-
ization current has a lossy nature which dissipates power, because of the re-
flection/transmission and the nonlinear effects, the magnitude of the electric
field is actually increasing as the wave propagates further into the window, as
can be seen in Fig. 4.9(a). This leads to a dielectric breakdown that happens
at the back surface of the glass window as shown in Figs. 4.9(b) and 4.9(c),
where very sharp spikes are observed for the current density recorded on the
back surface of the window. The highly oscillating tails after 25 ns observed
in both the electric field (Fig. 4.9(a)) and the induced current (Fig. 4.9(b))
are caused by multiple reflections at the two interfaces between the output
window and the vacuum and air, respectively. A sequence of snapshots in
time for the breakdown current on the back surface of the glass window are
shown in Fig. 4.10. Apparently, a strong flashover current is formed on the
back surface of the glass window, which will generate heat and potentially
destroy the window. The location of the breakdown current shown in Fig.
4.10 corresponds to that of the maxima of the electric field operating in TE10
mode.
4.5 Summary
In this chapter, the dielectric breakdown phenomena are modeled numerical-
ly with a nonlinear conductivity, which, when incorporated with Maxwell’s
equations, results in a nonlinear equation. To solve such a nonlinear prob-
lem via TDFEM, the A-formulation is constructed to avoid the “later-time
linear drift” issue and to facilitate the application of Newton’s method. The
Jacobian matrix required by Newton’s method is derived analytically, which
permits an accurate and efficient implementation of the method. A simple
fixed-point method is also explored and implemented, which serves as the
numerical validation of the proposed Newton’s method. In the numerical
implementation, higher-order hierarchical vector basis functions are used to
obtain a high-order spatial accuracy, and the Newmark-β time integrator
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is used to achieve a second-order temporal accuracy and unconditional sta-
bility. With the proposed nonlinear TDFEM, several nonlinear dielectric
breakdown problems are simulated, and the nonlinear effect is observed and
discussed.
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4.6 Figures and Tables
Figure 4.1: A TEM wave travels through a coaxial waveguide, which is divid-
ed into three segments. The first and third segments are filled with vacuum,
while the second (the middle) segment is filled with a lossy medium with
σ = 20 S/m in the linear case and σ = 0.02E in the nonlinear case.
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Figure 4.2: The electric field recorded at (a) z = −1.9 cm, (b) z = −1.11
cm, and (c) z = −0.46 cm, as a function of time.
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Figure 4.3: The conduction current recorded at (a) z = −1.9, (b) z = −1.11
cm, and (c) z = −0.46 cm, as a function of time.
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Figure 4.4: The spectrum distribution of the conduction current recorded
z = −1.9 cm, as a function of frequency, which shows the generation of the
third-order harmonics.
Figure 4.5: The design of a passive frequency multiplier, with standard rect-
angular waveguides WR-2300 and WR-770 connected by a nonlinear transi-
tion layer in the center.
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Figure 4.6: (a) The time profile of the signal input at the near end. (b) The
time profile of the output signal recorded at the far end.
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Figure 4.7: The power spectrum distribution of the input and output signals
as functions of frequency, where the cutoff of the output signal at 0.77 GHz
can be observed. The flat tail observed beyond 4 GHz is due to the maximum
resolution of the specific numerical settings of this problem.
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(a)
(b)
Figure 4.8: Illustration of the dielectric window breakdown. (a) The nonlin-
ear J-E relation showing the breakdown process. (b) The problem setting.
Shown in red is the glass output window.
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Figure 4.9: Field and current recorded over time. (a) The electric field
intensity and (b) the polarization current density recorded along the center
line of the glass window in the thickness direction. (c) The polarization
current density recorded at the center point on the back surface of the glass
window, showing the sharp breakdown spikes.
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Figure 4.10: Snapshots of the breakdown current flowing on the back surfaces
of the glass window at (a) t = 16.3 ns, (b) t = 16.4 ns, (c) t = 16.5 ns, (d)
t = 16.6 ns, (e) t = 16.7 ns, and (f) t = 16.8 ns, showing the time evolution
of the strong flashover current flow.
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Table 4.1: Comparison of Computational Data Using Newton’s (NM) and
Fixed-Point (FP) Methods
∆t Total Ave. Iter. Per Tot. CPU Mem.
(ps) Steps Time Step Time (min.) (MB)
NM 5.0 800 3.02 34.50 802
FP 0.2 20000 5.25 433.94 808
Table 4.2: Configuration of Standard Waveguides
Waveguide Dimension (mm) fc10 (MHz)
WR-2300 584.2× 292.1 256.76
WR-770 195.58× 97.79 766.95
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Chapter 5
Modeling and Simulation of High-Power
Microwave Air Breakdown
5.1 Introduction
High-power microwave (HPM) devices and systems have very important civil-
ian and military applications. To design better HPM devices that generate
higher EM power and longer pulse width, extensive research has been devot-
ed to the development of microwave sources [160, 161], the design of output
windows [61, 150], and the optimization of advanced cathodes. However, as
the power density increases, the air breakdown can be triggered in the HPM
devices and systems, which is usually hazardous and can become a critical
limiting factor for the generation and transmission of the high-power radia-
tion and the operation of HPM devices and systems.
When the HPM pulses are transmitted in air, they can ionize the neutral
gas and generate free electrons, which are accelerated by the high-intensity
electromagnetic fields. The motion of electrons produces impact on other gas
particles, which can release free electrons into the device. These electrons are
then accelerated by the electromagnetic fields and also impact other particles.
Meanwhile, they also generate secondary electromagnetic fields which can
either enhance or weaken the original fields. If the power density of the
HPM pulses is high enough, such a process becomes highly nonlinear, and
can result in an exponential multiplication of the electrons, which is known
as breakdown. This may lead to the malfunction or even damage of the HPM
devices and systems.
To have a better understanding of the breakdown mechanism and process,
research investigation has been conducted experimentally [61, 150, 162, 163],
theoretically [164], and computationally [60, 75, 165, 166]. By comparing the
numerical results obtained from numerical simulations with experimental
observations, the breakdown theories can be validated and the underlying
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physics can be better understood. However, in order to simulate the break-
down process accurately, two major issues must be addressed properly. One
is related to a good physical model that describes the breakdown process with
sufficient accuracy. The other is related to a numerical method that is able
to solve the resulting nonlinear system with high accuracy and robustness.
In this chapter, a simplified plasma fluid model [167] that is based on the
momentum transfer equation with particle collision taken into consideration
is employed to describe the air breakdown phenomenon. Due to the non-
linearity of the physical process and the physical model itself, the resulting
Maxwell’s equations also become nonlinear. The modeling of the nonlinear
phenomenon requires numerical methods that are capable of solving nonlin-
ear Maxwell’s equations accurately. In [167], the coupled electromagnetic-
plasma system is solved with a leap-frog coupling scheme, where Maxwell’s
equations are treated as linear equations and solved at integer time steps,
and the plasma fluid equation is solved with a nonlinear Newton’s method
at half-integer time steps. Such a scheme is usually referred to as the “one-
way coupling” scheme, and cannot obtain accurate solutions in a long-time
integration if a strong nonlinearity is experienced. To obtain accurate solu-
tions, the time-step size required in this scheme must be extremely small.
In this chapter, we solve the nonlinear Maxwell’s equations using a pro-
posed Newton’s method based on the time-domain finite element method
(TDFEM) [18], and solve the nonlinear plasma fluid equation using another
point-wise Newton’s method at each Gaussian quadrature point throughout
the simulation domain. The nonlinear solutions of these two sets of equations
are coupled at the same time step using a proposed fully coupled scheme to
achieve a converged solution before marching onto the next time step. Since
the fully coupled scheme updates both solutions at the same time step, it
is a “two-way coupling” scheme, which is able to obtain accurate solutions
during the breakdown process. It should be pointed out that although the
breakdown model used in this work is relatively simple, other more sophisti-
cated plasma models can be incorporated in a similar manner and solved by
the proposed method.
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5.2 Plasma Model
In this work, a simplified plasma fluid model [167] is adopted to describe
the air breakdown phenomenon. The model is based on the unmagnetized
momentum transfer equation with particle collision taken into account, which
relates the plasma current density Jp with the electric field intensity E as
1
ε0ω2p
∂
∂t
Jp + ρpJp =E (5.1)
where ε0 stands for the permittivity in air, and ρp = νm/ε0ω
2
p stands for
the plasma resistivity which is a function of the electron collision frequency
νm and the plasma frequency ωp =
√
ne2/mε0, where n denotes the electron
density, e and m denote the electron charge and mass, respectively. The plas-
ma frequency, as one of the most important concepts in plasma physics, is the
intrinsic frequency of plasma oscillation under the restoring Coulomb force
when displaced by a small distance from its rest position. To describe the
resistivity transition during breakdown, ρp is expressed by a simple nonlinear
function [167]
ρp =
ρmin + ρmax
2
+
ρmin − ρmax
2
tanh
[
pi
2
(‖Jp‖
Jt
− 1
)]
(5.2)
which is an empirical formulation used to mimic the I-V characteristic of
glow discharge fluorescent lamps. In (5.2), Jt denotes the transition point
of breakdown, which also determines the dielectric strength Emax ≈ 12ρmaxJt
since the breakdown occurs when the plasma current exceeds the transition
current such that ‖Jp‖ ≥ Jt. Clearly, the plasma resistivity decreases from
its maximum value ρmax to its minimum value ρmin, with an increasing plasma
current.
Shown in Fig. 5.1 is the relation between the plasma resistivity and the
plasma current density. Typical values of the parameters are chosen as those
suggested in [167], where ρmax = 10
12 Ω-m, ρmin = 7 × 10−3 Ω-m, and Jt =
6 × 10−6 A/m2. In the figure, the value of Jt is indicated by the vertical
dashed grey line. Apparently, when ‖Jp‖ < Jt, the plasma resistivity ρp
stays as a constant, which makes (5.1) a linear equation that relates Jp and
E. However, when breakdown happens, the magnitude of Jp starts to exceed
the transition current Jt, and the plasma resistivity starts to drop drastically,
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which can change over 14 orders of magnitude when the plasma current
increases for only one order of magnitude. This makes the plasma equation
(5.1) highly stiff and nonlinear. After breakdown happens, ρp approaches
ρmin which is almost zero, and the plasma equation becomes
1
ε0ω2p
∂
∂t
Jp ≈ E. (5.3)
As a result, there is a 90◦ phase difference between Jp and E (in terms
of a time delay in the time domain), which dissipates no electric energy
since in the frequency domain; Jp ·E is purely imaginary, and is responsible
for the self-sustaining effect of the oscillating plasma, as will be shown and
elaborated in the section of numerical examples.
To understand the physical significance of the simplified plasma fluid mod-
el, one can substitute the definitions of the plasma frequency ωp, the plasma
resistivity ρp, and the plasma current Jp = enu (with u being the electron
velocity) back into (5.1) to obtain
m
ne2
∂enu
∂t
+
νmm
ne2
enu = E (5.4)
which becomes the momentum transfer equation
∂u
∂t
+ νmu =
e
m
E (5.5)
if the electron density n is assumed to be time invariant. As a result, the
simplified plasma fluid equation can be interpreted as the momentum trans-
fer equation with a time-invariant electron density n (and therefore a fixed
plasma frequency ωp), and a time-dependent collision frequency νm which is
varying as a function of the electric field.
5.3 Coupled EM-Plasma System
With the plasma modeled by the simplified fluid model, the air breakdown
problem is governed by the coupled EM-plasma system
∇×E + µ0 ∂
∂t
H = 0 (5.6)
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∇×H − ε0 ∂
∂t
E = Jp (E) + Ji (5.7)
1
ε0ω2p
∂
∂t
Jp + ρp (Jp)Jp =E (5.8)
where µ0 stands for the permeability in air, and Ji stands for the impressed
current source that provides excitation to the system. During breakdown,
since ρp is a nonlinear function of Jp, which makes Jp a nonlinear function of
E, the coupled system (5.6)-(5.8) is essentially nonlinear. In order to simulate
the breakdown process accurately, these three coupled equations have to be
solved simultaneously to preserve the self-consistency of the physical system.
In this chapter, a fully-coupled self-consistent Newton’s method is proposed
to solve the coupled EM-plasma system in the time domain. To this end, the
two Maxwell’s equations are first reformulated to obtain a second-order wave
equation to reduce the number of unknown variables. Newton’s method is
then applied to both the wave equation and the plasma fluid equation in a
coupled manner.
For the same reason elaborated in the preceding chapter, the E -formu-
lation suffers from the “later-time linear drift” problem, as well as the dif-
ficulty in applying Newton’s method. In this chapter, we also employ the
A-formulation to describe the electric and magnetic fields in terms of an
auxiliary vector A as
E (r, t) = − ∂
∂t
A (r, t) (5.9)
B (r, t) =∇×A (r, t) (5.10)
which yields a second-order PDE
ε0
∂2
∂t2
A− Jp (A) +∇× 1
µ0
∇×A = Ji (5.11)
that is known as the A-formulation. The coupled EM-plasma system is now
reformulated and can be described by (5.11) and (5.8), with the electric field
E and the auxiliary vector A related by (5.9).
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5.4 Coupled Newton Solver
In this section, a coupled Newton solver is applied to solve the coupled nonlin-
ear EM-plasma system accurately. Newton’s methods for the A-formulation
and the plasma equation are derived, and their coupling scheme is then in-
troduced.
To derive Newton’s method for the nonlinear A-formulation, the FEM
is first used to discretize (5.11) into a matrix equation by expanding the
auxiliary vector with vector basis functions [128–130] as
A =
N∑
j=1
aj (t)Nj (r) (5.12)
and testing the A-formulation with the testing functions Ni (r) to yield the
semi-discrete equation
1
c20
[M ]
∂2
∂t2
{a} − η0
c0
{J}+ [S] {a} = η0
c0
{b} (5.13)
where
Mij =
∫∫∫
V
Ni ·Nj dV (5.14)
Ji =
∫∫∫
V
Ni · Jp dV (5.15)
Sij =
∫∫∫
V
∇×Ni · ∇×Nj dV (5.16)
bi =
∫∫∫
V
Ni · Ji dV. (5.17)
In the above expressions, c0 is the speed of light, η0 =
√
µ0/ε0 is the wave
impedance in vacuum, and V is the solution domain. The semi-discrete
equation is then integrated in time using the well-known Newmark-β method
[101, 133, 134] to obtain a unconditionally stable system with second-order
accuracy
[K]n+1 {a}n+1 − η0c0∆t2 {J} = − [K]n {a}n − [K]n−1 {a}n−1 + {b˜} (5.18)
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where
[K]n±1 = [M ] +
1
4
c20∆t
2 [S] (5.19)
[K]n =−2 [M ] + 1
2
c20∆t
2 [S] (5.20)
{b˜} = η0c0∆t2
(
1
4
{b}n+1 + 1
2
{b}n + 1
4
{b}n−1
)
(5.21)
which can be solved step by step from the known solutions at the (n − 1)th
and the nth time steps to the (n+ 1)th time step. Once the auxiliary vector
A is obtained at time step n + 1, the electric field E can be recovered and
used as the source term to solve the plasma equation. Note that since Jp is
a nonlinear function of E, which is a function of {a}n+1 as
E = −∂A
∂t
= −
N∑
j=1
∂aj (t)
∂t
Nj (r) = − 1
2∆t
N∑
j=1
(
an+1j − an−1j
)
Nj (5.22)
the {J} vector is a nonlinear function of the unknown coefficients {a}n+1 at
time step n+ 1.
To solve the nonlinear equation (5.18) for the unknown coefficients {a}n+1,
Newton’s method can be applied to update its estimation {a}n+1k iteratively
as
{a}n+1k+1 = {a}n+1k − [J ]−1k {r}n+1k (5.23)
where {r}n+1k is the nonlinear residue evaluated using the current estimation
{a}n+1k
{r}n+1k = [K]n+1 {a}n+1k − η0c0∆t2 {J}
+ [K]n {a}n + [K]n−1 {a}n−1 − {b˜} (5.24)
and [J ]k is the Jacobian matrix defined as the partial derivative of the non-
linear residue with respect to the unknown coefficient as
Jk,ij =
∂rn+1k,i
∂an+1k,j
= Kn+1ij − η0c0∆t2
∂Ji
∂an+1k,j
. (5.25)
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The derivative on Ji can be further expressed as
∂Ji
∂an+1k,j
=
∫∫∫
V
Ni · ∂Jp
∂an+1k,j
dV
=
∫∫∫
V
Ni · ∂Jp
∂E
· ∂E
∂an+1k,j
dV
= − 1
2∆t
∫∫∫
V
Ni · σ¯d ·Nj dV. (5.26)
Equation (5.22) is used in reaching the above expression, where σ¯d = ∂Jp/∂E
is the differential conductivity tensor.
Substituting (5.26) back into (5.25) yields the final explicit expression for
the Jacobian matrix element
Jk,ij = Kn+1ij +
1
2
η0c0∆t Gk,ij (5.27)
with
Gk,ij =
∫∫∫
V
Ni · σ¯d ·Nj dV. (5.28)
Given the complicated relation between Jp and E, it is difficult to obtain
a closed-form expression for the differential conductivity tensor in general.
However, one can still use finite difference to obtain σ¯d as a 3× 3 matrix
σ¯d =
∆Jp
∆E
=

∆Jpx
∆Ex
∆Jpx
∆Ey
∆Jpx
∆Ez
∆Jpy
∆Ex
∆Jpy
∆Ey
∆Jpy
∆Ez
∆Jpz
∆Ex
∆Jpz
∆Ey
∆Jpz
∆Ez
 (5.29)
which needs to be evaluated at every Gaussian quadrature point of every
tetrahedral element to complete the volume integral in the construction of
the Jacobian matrix.
Once the Jacobian matrix is obtained, the unknown coefficients can be
updated using Newton’s iteration (5.23) until convergence is reached. The
electric field can then be recovered by E = −∂A/∂t and used as the source
term in (5.8) to solve for the plasma current Jp at every Gaussian quadrature
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point. To achieve the same second-order accuracy, the trapezoidal rule
Jp =
1
2
(
J
n+ 1
2
p + J
n− 1
2
p
)
(5.30)
∂
∂t
Jp =
1
∆t
(
J
n+ 1
2
p − Jn−
1
2
p
)
(5.31)
is used to discretize (5.8) as
1
ε0ω2p∆t
(
J
n+ 1
2
p − Jn−
1
2
p
)
+
ρp
2
(
J
n+ 1
2
p + J
n− 1
2
p
)
= En (5.32)
where
ρp = ρp
[
1
2
(
J
n+ 1
2
p + J
n− 1
2
p
)]
(5.33)
calculated in accordance with (5.2).
The plasma current at (n + 1
2
)th time step can be obtained by another
Newton’s iteration
J
n+ 1
2
p,s+1 = J
n+ 1
2
p,s − [J]−1s {f}n+
1
2
s (5.34)
where the nonlinear residue is
{f}n+ 12s =
J
n+ 1
2
p,s − Jn−
1
2
p
ε0ω2p∆t
+
ρp,s
2
(
J
n+ 1
2
p,s + J
n− 1
2
p
)
−En (5.35)
and the Jacobian matrix is a 3×3 matrix which can be expressed analytically
as
[J]s =
(
1
ε0ω2p∆t
+
1
2
ρp,s
)
[I] + κ {Jp} {Jp}T (5.36)
with [I] being a 3× 3 identity matrix, and
{Jp} = {Jpx, Jpy, Jpz}T (5.37)
κ =
pi
8
ρmin − ρmax
‖Jp‖Jt sech
2
[
pi
2
(‖Jp‖
Jt
− 1
)]
. (5.38)
Once J
n+ 1
2
p is obtained, the plasma current can be updated and fed back into
(5.29) to calculate the differential conductivity tensor, which is then used for
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Input: An−1, An, and J
n− 1
2
p
Output: An+1, and J
n+ 1
2
p
1 Set initial guess: An+10 = A
n, J
n+ 1
2
,0
p,0 = J
n− 1
2
p ;
2 Solve for auxiliary variable A:
3 for each Newton step k = 1, 2, . . . do
4 Construct the Jacobian matrix [J ]k;
5 Solve the Jacobian matrix equation for An+1k ;
6 Update the electric field Enk = − 12∆t
(
An+1k −An−1
)
;
7 Solve for plasma current at every point J
n+ 1
2
,k
p :
8 for each Newton step s = 1, 2, . . . do
9 Construct the Jacobian matrix [J]s;
10 Solve the Jacobian matrix equation for J
n+ 1
2
,k
p,s ;
11 end
12 Update the plasma current Jn,kp =
1
2
(
J
n+ 1
2
,k
p + J
n− 1
2
p
)
;
13 Calculate the differential conductivity tensor σ¯d;
14 end
15 Output An+1, and J
n+ 1
2
p ;
Algorithm 3: The Fully Coupled Newton Scheme For the Coupled
EM-Plasma System
the next Newton iteration in (5.23).
Because of the strong nonlinearity experienced during the breakdown pro-
cess, the coupled EM-plasma system has to be solved concurrently to ensure
the accuracy of the solution. In this chapter, a fully coupled Newton scheme
is designed to solve both equations (5.11) and (5.8) using Newton’s method.
As described above, the wave equation is solved at integer time steps n− 1,
n, and n + 1, and the plasma fluid equation is solved at half-integer time
steps n − 1
2
and n + 1
2
, as shown in Fig. 5.2. The coupling between these
two equations is carried out through an inner-outer Newton iteration scheme,
shown in Algorithm 3, to ensure that all the physical quantities are converged
before marching onto the next time step. In the inner Newton iteration, the
plasma fluid equation is solved at all the Gaussian quadrature points in par-
allel, since it is valid point-wisely and cheap to solve. In the outer Newton
iteration, the wave equation is solved globally, which is much more expensive
than solving the plasma fluid equation, and therefore is designed as the outer
iteration in the coupling scheme.
126
5.5 Numerical Validation
In this section, the proposed coupled Newton’s method is validated, and the
accuracy of the “one-way coupling” scheme is investigated. To these ends,
a simple fixed-point method [83, 166] is used as a reference solution. In the
fixed-point method, the plasma current Jp is treated not as an unknown
term, but as a known current source term. This results in a linear system
that can be updated iteratively until the convergence of the unknown vector
{a} is reached. Such a procedure can be depicted as (k = 1, 2, . . .)
[K]n+1 {a}n+1k+1 =− [K]n {a}n − [K]n−1 {a}n−1 + {b˜}
+
1
2
η0 c0 ∆t
2
(
{J}n+
1
2
k + {J}n−
1
2
)
. (5.39)
At the k-th step of the fixed-point iteration, the plasma current {J}n+
1
2
k is ob-
tained by solving the plasma fluid equation using Newton’s method presented
in (5.34). Since in the fixed-point method, the construction and solution of
the Jacobian matrix equation are avoided, it is much cheaper to conduct the
fixed-point iteration compared to the Newton iteration. However, the itera-
tive convergence of the fixed-point method is only linear, as opposed to the
quadratic convergence of Newton’s method. To guarantee the convergence,
a much smaller time-step size is usually required so that the iteration always
starts from a good initial guess. Moreover, it is recognized that the “one-way
coupling” scheme is the same as the fixed-point method, if the number of the
fixed-point iteration is limited to one at each time step.
The geometric model used in this investigation is a coaxial waveguide
shown in Fig. 5.3. Lying along the z direction, the waveguide has a to-
tal length of 200 mm (z ∈ [−100, 100] mm), an inner and an outer radius
of 2.0 mm and 4.6 mm, respectively, and is divided into three segments at
z = −80 mm and z = 80 mm. The first and third segments are linear regions
filled with vacuum, and the middle segment is a nonlinear region filled with
air, which has a plasma frequency of ωp = 30× 109 rad/s. The plasma resis-
tivity and transition current in the air region are set as those given in Sec.
5.2, which results in a dielectric strength of Emax ≈ 3.0 MV/m. Operating at
the TEM mode, the coaxial waveguide is excited by a modulated Gaussian
pulse with a center frequency of 5.0 GHz, a 100% bandwidth, and a pulse
magnitude of V incmax = 25 kV which is high enough to trigger the breakdown
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in the coaxial waveguide.
This problem is solved using the proposed Newton’s method, the reference
fixed-point method, and the “one-way coupling” scheme, respectively. A
time-step size of ∆t = 1.0 ps is used in Newton’s method, while a much
smaller time-step size of ∆t = 0.05 ps is employed in the fixed-point method
to guarantee its convergence. For the “one-way coupling” scheme, both the
larger and the smaller time-step sizes are considered. The electric fields
recorded at z = −79 mm in all three methods are presented and compared in
Fig. 5.4. From this figure, it is clear that in early times from 0.0 ns to about
1.8 ns, the results from all methods agree well with each other. However,
from 1.8 ns on, the result obtained from the “one-way coupling” scheme
starts to show a larger deviation from the solution of Newton’s method. It
is very interesting to see that by reducing the time-step size of the “one-way
coupling” scheme twenty times from ∆t = 1.0 ps to ∆t = 0.05 ps, its result
converges towards Newton’s solution, but still exhibits observable difference
from the latter one. Finally, if the fixed-point method with ∆t = 0.05 ps
is used, its solution becomes identical to Newton’s solution. This example
validates the proposed Newton’s method, and demonstrates its accuracy even
when a large time-step size is used. From this investigation, it is also very
clear that since it does not converge to an accurate result at each time step,
the “one-way coupling” scheme will eventually generate erroneous results in
a long-time integration.
For both the fixed-point and Newton’s methods, a relative residue of 10−7
on the nonlinear function is set as the convergence criterion. Shown in Figs.
5.5(a) and 5.6(a) are the fixed-point and Newton iteration counts in solving
the wave equation, respectively. It can be seen from Fig. 5.6(a) that the
global Newton iteration (5.23) for the wave equation usually converges within
one to three steps, which confirms the quadratic nonlinear convergence of the
proposed Newton’s method. From Fig. 5.5(a), it usually takes the fixed-point
iteration (5.39) seven to eight steps to converge, which confirms the linear
convergence rate of the fixed-point method. Figure 5.5(a) also indicates that
the erroneous result of the “one-way coupling” scheme is due to the fact that
the fixed-point method cannot produce converged results if only one iteration
is allowed per time step.
Figures 5.5(b) and 5.6(b) show the respective Newton iteration counts in
solving the plasma equation in these two methods. The point-wise Newton
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iteration (5.34) for the plasma equation takes many more steps to converge
to the same tolerance (Figs. 5.5(b) and 5.6(b)), which explains why the
Newton iteration for the wave equation needs to be the outer iteration in
the proposed coupling scheme. In Figs. 5.5(b) and 5.6(b), the maximum,
minimum, and average iteration counts at the n-th time step are defined as
Cmax (n) = max
i
{Cni } (5.40)
Cmin (n) = min
i
{Cni } (5.41)
Cave (n) =
1
M × P
∑
i
Cni (5.42)
respectively, where Cni stands for the Newton iteration count at the i-th
quadrature point and the n-th time step, i = 1, 2, . . . ,M ×P , with M being
the total number of discretization elements in the nonlinear region and P
being the number of Gaussian quadrature points in each element.
5.6 Numerical Examples
In this section, two sets of numerical examples are presented to demonstrate
the capability of the proposed method and to show the nonlinear phenomena
during the breakdown process.
5.6.1 Investigation of Air Breakdown Behavior
For the first set of examples, the nonlinear behavior of air breakdown under
high-power operation is investigated, which includes a demonstration of the
electric field and plasma current behaviors when breakdown is and is not en-
countered, and an investigation of different breakdown behaviors at different
plasma frequencies. The geometric model used in this section is the same as
that used in Section 5.5.
Breakdown Versus No Breakdown
This investigation intends to demonstrate different behaviors when the air
breakdown does and does not take place. With the plasma frequency set
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as ωp = 30 × 109 rad/s, the electric fields and plasma currents near the
first and second interfaces that separate the linear and nonlinear regions are
recorded and shown in Fig. 5.7. Specifically, shown in Fig. 5.7(a) are the
electric fields recorded at two adjacent points near the first interface in the
linear (z = −81 mm) and nonlinear (z = −79 mm) regions as a function of
time, from which an enhanced electric field due to the air breakdown in the
nonlinear region can be observed. It is interesting to see from Fig. 5.7(b)
that even after the incident pulse has travelled through, the electric field and
plasma current in the nonlinear region continue to oscillate, which is due
to the self-sustaining electron plasma and the plasma current it generates.
The nonlinear relation between the plasma current and the electric field is
shown in Fig. 5.7(c) (plotted from 2.0 ns), from which a 90◦ phase difference
can be observed clearly. The 90◦ phase difference between the field and
the current is critical to the self-sustaining of the plasma since it results in
a purely imaginary dissipative power. Considering Jp = enu with e and
n being constants, the plasma energy is merely converting back and forth
between the kinetic energy that is stored in terms of the electron motion u
and the electric energy that is stored in terms of the electric field E. Due
to the conservation of energy, however, since all the energy in the system is
supplied by the incident pulse, if a portion of the energy is trapped in the
nonlinear region close to the first interface at z = −80 mm, the remainder of
the energy that propagates to the second interface at z = 80 mm is not high
enough to cause the air breakdown. As can be seen from Figs. 5.7(d)-5.7(f),
without breakdown there is no significant difference between the electric fields
in the linear (z = 81 mm) and the nonlinear (z = 79 mm) regions except for
a very small time delay (Fig. 5.7(d)), and the electric field and the plasma
current are in phase (Fig. 5.7(e)) and have a linear relation (Fig. 5.7(f)).
It should also be noticed from the comparison between Figs. 5.7(b) and
5.7(e) that the magnitudes of the plasma currents between the breakdown
and non-breakdown cases differ by twelve orders of magnitude, while those
of the electric fields are only about three times difference at their maxima.
Breakdown at Different Plasma Frequencies
In this example, the effect of plasma frequency in the breakdown process is
investigated, where two different plasma frequencies are considered. One is
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ωHp = 65× 109 rad/s, which is higher than the center frequency of the input
modulated Gaussian pulse ω0 = 31.4× 109 rad/s (f0 = 5.0 GHz). The other
is ωLp = 7 × 109 rad/s, which is lower than ω0. The port voltages recorded
at the input and output ports are shown in Fig. 5.8, with the result from a
linear case (σ = 0) presented as a reference. It is obvious that at both ports,
the voltage recorded in the low-plasma-frequency case is almost identical to
that in the linear case, indicating that the signal can propagate though the
coaxial waveguide without much disturbance even with the air breakdown
taking place, as will be seen in a moment. In the high-plasma-frequency
case, however, because of the air breakdown, the incident pulse could not
travel through the waveguide, causing a significant reflection of the incident
pulse back to the input port, and an incomplete transmission of the pulse
to the output port. Such phenomena observed in these two figures agree
well with the plasma physics. When the plasma frequency is higher than
the incident frequency, the plasma can oscillate fast enough to cancel the
incident wave, and therefore acts like an electromagnetic shield that blocks
the incident field. When the plasma frequency is lower than the incident
frequency, the plasma cannot respond fast enough to cancel the incident
field, and as a result, the incident wave is able to pass through the plasma
region without much disturbance.
Upon looking more closely into what happened inside the waveguide, the
physical process becomes more clear. As shown in Figs. 5.9(a) and 5.9(b), in
the high-plasma-frequency case, a significant amount of energy is trapped in
the nonlinear region near the first interface in terms of the plasma oscillation.
A portion of the electric field transmits back through the linear-nonlinear
interface and results in the oscillatory tail of the electric field at z = −81 mm
shown in Fig. 5.9(a). When the Fourier transform is performed on the electric
field at z = −79 mm, two major frequency components can be observed in
Fig. 5.9(c). One is a wide frequency band around 5.0 GHz, which is due to
the forced oscillation of the plasma when the incident pulse travels through.
The other is a narrow frequency band centered at ωHp , which is the intrinsic
oscillation of the plasma after the incident pulse is gone. Different from
the high-plasma-frequency case, in the low-plasma-frequency case, very little
electric energy is trapped in the nonlinear region (Fig. 5.9(d)), indicating
that the majority of energy travels through the observing point. From Fig.
5.9(e), it can be seen that air breaks down when the magnitude of the electric
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field exceeds the dielectric strength of air, which induces a strong plasma
current. When the Fourier transform is performed, two major frequency
components can also be observed in Fig. 5.9(f), which correspond to the
physics discussed earlier.
5.6.2 Geometry Induced Air Breakdown
Geometry induced air breakdown is investigated in this section. To induce
the air breakdown, two tiny needle-shaped metal probes are placed tip to
tip inside a standard rectangular waveguide WR-2300 with a cross-sectional
dimension of 584.2 × 292.1 mm2, as illustrated in Fig. 5.10. A modulated
Gaussian pulse with a center frequency of f0 = 400 MHz (corresponding to
ω0 = 2.5× 109 rad/s), a 100% bandwidth, and a pulse magnitude of V incmax =
0.5 MV in TE10 mode is transmitted through the waveguide. Three different
cases are considered. In the first case, the waveguide is filled with vacuum,
which will not encounter any breakdown and will serve as a reference result.
In the second and third cases, the waveguide is filled with air, with the plasma
frequency being ωLp = 2.4× 109 rad/s and ωHp = 4.8× 109 rad/s, respectively.
With all other plasma parameters set the same as those in the preceding
examples, the air in the waveguide has a dielectric strength of Emax ≈ 3.0
MV/m. In all three cases, the relative permittivity and permeability are
εr = 1.0 and µr = 1.0, respectively.
The electric field distribution inside the rectangular waveguide recorded at
t = 12 ns is shown in Fig. 5.11, in which clear differences can be observed. In
the vacuum case shown in Fig. 5.11(a), the needles act as metal scatterers,
which enhance the field around them due to the singularity of the electro-
magnetic fields near sharp tips. In both air cases shown in Figs. 5.11(b) and
5.11(c), the enhanced electric fields exceed the dielectric strength of the air
and result in air breakdown around the needles. Nevertheless, the breakdown
patterns in these two cases are different. In Fig. 5.11(b), the breakdown fields
(shown in red) are very close to the needles. In Fig. 5.11(c), however, the
breakdown fields distribute not only close to the needles, but also some dis-
tance away from the needles. This is because in the third case, the breakdown
air with a higher plasma frequency has a better capability of trapping energy,
which causes more breakdown around the needles. Similar phenomena can
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also be observed in Fig. 5.12, which shows the strong plasma current induced
by the air breakdown. Figure 5.13 compares the electric fields recorded at
the middle point of the two needle tips between the vacuum and the air
(ωHp = 4.8 × 109 rad/s) cases. It can be seen from the figures that in the
vacuum case, the electric field is much stronger than that in the air case,
but dies out quickly as the incident wave passes by, because the needles in
the vacuum case only act as scatterers and cannot sustain energy. In the air
case, although the maximum value of the electric field is not as high as that
in the vacuum case due to the lossy nature of the plasma current during the
breakdown process, it can oscillate for a very long time after the air breaks
down (resulting in the 90◦ phase shift between field and current) and the
incident field is gone. From the plasma current recorded at the same point
in the air (ωHp = 4.8× 109 rad/s) case, shown in Fig. 5.14, it is clear that the
plasma current oscillates in the incident frequency band when the incident
signal pass through, and at the plasma frequency after the incident field is
gone. More interestingly, the induced plasma current has a very strong dc
component (Fig. 5.14(b)), which is highly undesirable in the design of HPM
devices.
5.7 Discussion
From the numerical examples presented in the preceding section, it is clear
that the advantages of the proposed method are its fast nonlinear convergence
and its high numerical accuracy. Thanks to the proposed Newton’s method,
the nonlinear convergence is quadratic, which is significantly faster than the
fixed-point method which converges only linearly, while the “one-way cou-
pling” scheme cannot generate accurate results in a long-time integration.
Since the inner-outer iteration scheme guarantees the convergence and ac-
curacy at each time step, it can endure the long-time integration without
sacrificing the numerical accuracy. In simulations with increased complexi-
ties, the proposed method will also converge, as long as the Jacobian matrix
is constructed correctly and the initial guess of Newton’s iteration is chosen
sufficiently close to the true solution. The first requirement can be satisfied
using the formulations developed in Section 5.4, especially (5.27), (5.36), and
Algorithm 3. The second requirement is met with the time-domain method
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for the simulation of a nonlinear problem, since the time-step size can be
set small enough such that the solution from the previous time step can
be used as a very good initial guess of Newton’s method for the next time
step. The limitation of the proposed numerical method mainly comes from
the construction and solution of the Jacobian matrix equation, which can be
computationally intensive. Fortunately, this limitation can be alleviated by
using more efficient nonlinear update methods [85].
We would like to point out that to obtain an accurate and meaningful sim-
ulation result for a physical process, a physical model with sufficient fidelity
is needed. Although the plasma model adopted in this chapter is relatively
simple, more sophisticated plasma models can be incorporated in a similar
manner and solved by the proposed method to account for more physics of
interest in the numerical simulation. For example, since the ionization and
the diffusion of plasma are two dominant physical mechanisms in a HPM air
breakdown, the ionization-diffusion model [165,168,169] can be employed to
describe the physical process with a higher fidelity.
5.8 Summary
In this chapter, the air breakdown phenomena modeled with a nonlinear plas-
ma fluid equation are simulated numerically. The nonlinearity of the plas-
ma current results in nonlinear Maxwell’s equations that govern the electric
and the magnetic fields. To solve the nonlinear Maxwell’s equations with-
out encountering the “later-time linear drift” problem, the A-formulation is
employed, which can also facilitate the derivation of Newton’s method in
solving the nonlinear wave equation. A fully coupled Newton’s method is
proposed, where a nonlinear time-domain finite element method is applied
to solve the nonlinear A-formulation for the electromagnetic fields, and a
point-wise nonlinear solver is applied to solve the nonlinear plasma fluid e-
quation for the plasma currents. The fully coupled nonlinear scheme solves
the two coupled nonlinear equations simultaneously to achieve an accurate
solution of the physical system. Numerical validations and examples are pre-
sented to demonstrate the capability of the proposed numerical scheme, and
the nonlinear phenomena taking place in the air breakdown process.
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Figure 5.1: Plasma resistivity as a function of the plasma current density.
Figure 5.2: Illustration of the coupled time stepping scheme.
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Figure 5.3: A TEM wave travels through a coaxial waveguide from z = −100
mm to 100 mm. The waveguide is divided into three segments in z direction.
The first and third segments are filled with vacuum, while the second (the
middle) segment is filled with air.
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Figure 5.4: (a) Electric field recorded in the nonlinear region at z = −79
mm, with the comparison made between results obtained from Newton’s
method (NT), the fixed-point (FP) method, and the “one-way coupling”
scheme (OW), with various time-step sizes. (b) A zoomed-in view from 2.0
ns to 4.0 ns.
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Figure 5.5: Nonlinear convergence of the fixed-point method for (a) the wave
equation and (b) the plasma fluid equation.
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Figure 5.6: Nonlinear convergence of Newton’s method for (a) the wave
equation and (b) the plasma fluid equation.
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Figure 5.7: Electric field and plasma current recorded near the first interface
(a-c) and the second interface (d-f) that separate the linear and nonlinear
regions, which demonstrate the behavior when the air breaks down and does
not breakdown, respectively. (a, d) Electric field versus time. (b, e) Plasma
current versus time. (c, f) J-E relation.
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Figure 5.8: Port voltage recorded at (a) the input port and (b) the out-
put port as a function of time. The results from a linear case, a nonlinear
case with a high plasma frequency, and a nonlinear case with a low plasma
frequency are shown.
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Figure 5.9: Electric field and plasma current recorded near the first interface
in the case where ωHp = 65× 109 rad/s (a-c) and ωLp = 7× 109 rad/s (d-f) for
the air region, which demonstrate the different behaviors for the breakdown
plasma at different plasma frequencies. (a, d) Electric field versus time. (b,
e) Plasma current versus time. (c, f) Power spectrum of the fields.
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(a)
(b)
Figure 5.10: Illustration of the geometry induced air breakdown. (a) The
standard rectangular waveguide with two needle-shaped metal probes. (b)
The zoom-in view of the probes and the mesh of the geometry.
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(b)
(c)
Figure 5.11: Snapshot of the electric field distribution inside the rectangular
waveguide recorded at t = 12 ns. The waveguide is filled with (a) vacuum,
(b) air with a plasma frequency ωLp = 2.4 × 109 rad/s, and (c) air with a
plasma frequency ωHp = 4.8× 109 rad/s, respectively.
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(a)
(b)
Figure 5.12: Snapshot of the plasma current distribution inside the rectan-
gular waveguide recorded at t = 12 ns. The waveguide is filled with air with
a plasma frequency (a) ωLp = 2.4 × 109 rad/s and (b) ωHp = 4.8 × 109 rad/s,
respectively.
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Figure 5.13: Electric field recorded at the middle point between two needle
tips as a function of time. The waveguide is filled with (a) vacuum and (b)
air with a plasma frequency ωHp = 4.8 × 109 rad/s, respectively. The input
signal is shown as a reference.
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Figure 5.14: Plasma current recorded at the middle point between two needle
tips. The waveguide is filled with air with a plasma frequency ωHp = 4.8×109
rad/s. (a) Plasma current versus time. The input signal in time domain is
shown as a reference. (b) Power spectrum of the plasma current. The input
signal in frequency domain is shown as a reference.
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Chapter 6
Modeling and Simulation of Plasma Formation
and Shielding
6.1 Introduction
Breakdown can be induced near geometrical discontinuities in a HPM de-
vice during the transmission of EM fields with a high-power density through
air. If the field intensity of the incident microwave exceeds a certain critical
value, the electrons bounded in the neutral atoms and molecules in air can
acquire enough energy to become free electrons, which are accelerated by the
high-intensity EM fields. The motion of the electrons produces an impact on
other gas particles and releases secondary electrons into the device. These
electrons are further accelerated by the EM fields and also impact other gas
particles. Meanwhile, they also generate secondary EM fields which either
enhance or weaken the incident fields. If the power density is sufficiently
high, the free electrons can sustain themselves through the EM fields they
generate, resulting in an exponential multiplication of the electrons known
as breakdown. This leads to a sharp increase of the number density of the
charged particles, and consequently, rapid plasma formation and evolution.
When the plasma has its number density increase to such a level that the
plasma frequency becomes comparable to the frequency of the incident field,
it starts to cancel the incident field and act like a macroscopic plasma shield.
If such an air breakdown takes place in a HPM device, it will result in the
so-called tail erosion and severely limit the transmission capability of a mi-
crowave device. In order to study the HPM breakdown phenomenon and
the closely related EM–plasma interaction, physical models have to be con-
structed and appropriately solved.
In this chapter, the EM–plasma interaction and the HPM breakdown in
air are modeled by a nonlinearly coupled full-wave Maxwell and plasma fluid
system under the condition of a high pressure and high collision frequency.
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The resulting multiphysics and multiscale system is solved by a discontin-
uous Galerkin time-domain (DGTD) method [102–104, 112, 170–181], which
employs discontinuous basis functions on unstructured meshes such as tetra-
hedral elements to expand the physical quantities of interest, whose continu-
ities are weakly enforced on the elemental interfaces through the numerical
fluxes. Doing so, the entire simulation domain is broken into weakly cou-
pled elements, which can be handled independently such that the solution
of a global matrix system is avoided. The high flexibility of the DGTD
method permits the use of highly efficient techniques in the simulation of the
EM–plasma interaction, such as the dynamic hp-adaption, the local time-
stepping, and the massive parallelization. In contrast to the vector DGTD
method [102, 176, 178–181] traditionally used in the simulation of pure EM
problems, which would suffer from the problem of normal discontinuity dis-
cussed in Section 1.3, the DGTD method can be formulated by employing
nodal interpolatory basis functions to represent the physical quantities, which
guarantees the field continuity in all three spatial directions. Using an un-
structured mesh, high-order nodal basis functions, and an explicit high-order
time-marching scheme [92, 111, 182, 183], the nodal DGTD method is able
to achieve a high-order accuracy in the geometric discretization of the solu-
tion domain and in the spatial and the temporal discretization of the field
solution.
This chapter is organized as follows. The plasma fluid model will be in-
troduced in Section 6.2. The coupled EM–plasma system and its challenges
to the numerical methods are discussed in Section 6.3. The nodal DGTD
method for the accurate solution of the EM–plasma interaction will be de-
scribed in Section 6.4. After the numerical validation of the DGTD method
for the plasma equation in Section 6.5, the EM–plasma interaction and the
resulting air breakdown and plasma formation in a metallic aperture will be
presented and analyzed in Section 6.6. The chapter will be concluded in
Section 6.7.
6.2 Plasma Fluid Model
The plasma model adopted in this chapter is a diffusion model that was
originally developed in [165, 168, 169, 184, 185]. In the plasma fluid model,
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the PDF of a plasma species is integrated over the momentum space of the
Boltzmann equation, which yields the macroscopic concepts of the particle
number density n, the mean velocity u, and the mean energy E . By taking
the first three moments of the Boltzmann equation, one can obtain the mass
conservation equation (also known as the particle continuity equation), the
momentum conservation equation, and the energy conservation equation.
6.2.1 Particle Continuity Equation
In the case of HPM breakdown in air, certain simplifications can be made
based on reasonable assumptions and logical reasoning. For the breakdown
in air, since the ambient pressure is usually high, a high collision frequen-
cy can be assumed such that the plasma momentum and energy gain from
the electric field and the momentum and energy loss from collision are bal-
anced in a localized region. Under such a local equilibrium, the ionization
and attachment frequencies depend only on the local electric field, which is
known as the local field approximation. For the breakdown at microwave
frequencies, the plasma drift resulting from the Lorentz force is much faster
than the plasma diffusion, and zeroes out over a full period of the EM wave,
and therefore can be ignored. As a result, the diffusion mechanism domi-
nates over the drift mechanism in the microwave frequency range. Under the
quasi-neutral assumption of the plasma, and taking into account of the ion-
ization, attachment, and recombination effects, the plasma diffusion model
becomes (consider only the electrons)
n˙−∇·(Deff∇n) = (νi − νa)n− rein2 (6.1)
where the overhead dot in the first term on the left-hand side stands for the
time derivative, Deff stands for an effective diffusion coefficient, νi and νa
stand for the ionization and the attachment frequencies, respectively, and rei
stands for the electron-ion recombination coefficient, as detailed below.
Plasma Diffusion
The diffusion effects around the plasma edge and in the plasma bulk are
different. Around the plasma edge, since the electron density drops quickly
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from a high level to almost zero, the electrons in this very small region diffuse
with the electron free diffusion coefficient
De = µe
kBTe
e
(m2/s) (6.2)
where kB stands for the Boltzmann constant, Te stands for the electron tem-
perature, and e stands for the charge carried by a single electron. The elec-
tron mobility is defined as µe = e/meνm (m
2/V·s), with me being the electron
mass at rest and νm being the momentum transfer electron-neutral collision
frequency, which is often assumed to have a simple relation with the pressure
p, for example
νm
p
= 5.3× 109 (s−1torr−1) (in air). (6.3)
In the plasma bulk, both electrons and ions are present. Since the ions are
much heavier than the electrons, the ion diffusion coefficient Di is very small
and can be ignored
Di = µi
kBTi
qi
≈ 0. (6.4)
In the above, Ti and qi stand for the ion temperature and charge, respectively.
The ion mobility is usually assumed to be µi = µe/200 (m
2/V·s).
Due to the space charge effect, the much slower ambipolar diffusion is the
dominant mechanism in the plasma bulk. The ambipolar diffusion coefficient,
as a combination of the electron and the ion diffusion coefficients, is given by
Da =
µiDe + µeDi
µi + µe
≈ µi
µe
De = µi
kBTe
e
(m2/s) (6.5)
since µe  µi and De  Di.
To obtain both the electron and the ambipolar diffusion coefficients (6.2)
and (6.5), the electron temperature needs to be calculated, and it is usually
expressed as an empirical function of the reduced effective field Eeff/p:
kBTe
e
=
[
2.1× 10−3Eeff
p
(
91.0 +
Eeff
p
)] 1
3
(V) (6.6)
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where the local effective field Eeff is defined as
Eeff =
Erms√
1 + ω2/ν2m
(V/m) (6.7)
with Erms being the root-mean-square value of the local electric field over
one period of the EM wave with an angular frequency ω.
To unify the expression for the plasma diffusion in the entire plasma region
and provide a smooth transition from the free diffusion to the ambipolar
diffusion, the effective diffusion coefficient Deff is expressed as a combination
of De and Da:
Deff (r) =
α (r)De +Da
α (r) + 1
(m2/s) (6.8)
which is apparently a function of position r. The weighting between the free
and ambipolar diffusions is adjusted by the unitless factor α:
α (r) = νiτM = λ
2
D/L
2 (6.9)
where τM = ε0/[en (µe + µi)] (s) stands for the local dielectric (Maxwell)
relaxation time and ε0 stands for the vacuum permittivity. The local Debye
length λD and the characteristic diffusion length L are given by
λD =
√
ε0kBTe/e2n (m) (6.10)
and
L = ‖∇n/n‖−1 =
√
De/νi (m) (6.11)
respectively. Apparently, near the plasma edge, n → 0, the Debye length
and the weighting factor α become large, and therefore, the effective diffusion
coefficient becomes the electron free diffusion coefficient, and vice versa.
Ionization, Attachment, and Recombination
Ionization, attachment, and recombination mechanisms govern the genera-
tion and annihilation of the electrons. In the fluid model, the ionization
and attachment frequencies are usually combined as the effective ionization
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frequency νeff which can be expressed in terms of the electron drift velocity
vd = µeE (m/s) as
νeff = νi − νa = γvd (Hz) (6.12)
where γ is the ionization coefficient characterizing the number of ionization
events that an electron undergoes per unit length along the field and is given
by the following empirical expression:
γ = A0 p
[
exp−B0(p/Eeff−p/Ec) − 1] (m−1) (6.13)
if Eeff/p < 50 (V/cm·torr), and
γ = Ap exp−B p/Eeff (m−1) (6.14)
if Eeff/p ≥ 50 (V/cm·torr). In the above expressions, A0 = 0.005 (cm−1torr−1),
B0 = 200 (V/cm·torr), and Ec/p = 31.25 (V/cm·torr), where Ec stands for
the critical field intensity beyond which the ionization will dominate over
attachment. In air, the coefficients A = 8.805 (cm−1torr−1), B = 258.45
(V/cm·torr) when 50 ≤ Eeff/p ≤ 200 (V/cm·torr), and A = 15 (cm−1torr−1),
B = 265 (V/cm·torr) when 100 ≤ Eeff/p ≤ 800 (V/cm·torr).
The electron-ion recombination is characterized by the recombination rate
rei = β × 10−13
(
300
Te
)− 1
2
(m−3s−1) (6.15)
where β is a parameter varies between 0 and 2. Practically, it takes the value
rei = 0 or rei = 10
−13.
6.2.2 Particle Momentum Transfer Equation
To complete the description of the plasma, another equation that governs the
particle velocity is needed. From the momentum conservation equation, by
assuming that the distance travelled over one field period is small compared
to the length scale of the field and pressure variation, one can obtain the
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electron momentum transfer equation
u˙+ νmu = − e
me
E (6.16)
where E is the local total instantaneous field.
6.3 Coupled System and Its Challenges
6.3.1 Coupled EM–Plasma System
The interaction between the EM waves and the plasma fluid is governed
by the coupled EM–plasma system, where the EM physics is described and
governed by Maxwell’s equations, while the plasma physics is described and
governed by the electron diffusion equation (6.1) together with the momen-
tum transfer equation (6.16), where the electron-neutral collision, ionization,
attachment, and recombination mechanisms are taken into consideration.
With the conduction current expressed as Jc = −enu, the coupled system is
given by
H˙ =− 1
µ
∇×E (6.17)
E˙ =
1
ε
(∇×H + enu) (6.18)
u˙ =−νmu− e
me
(
E +Einc
)
(6.19)
n˙ =∇·(Deff∇n) + (νi − νa)n− rein2 (6.20)
where µ and ε stand for permeability and permittivity, respectively. Here,
the scattered field formulation for Maxwell’s equations is used in order to
achieve a better numerical accuracy in the calculation of the secondary fields
radiated by the plasma fluid, which means E andH in the formulation stand
for the secondary (or scattered) fields, with the superscript “sca” omitted for
simplicity.
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6.3.2 Multiphysics and Multiscale Challenges
From the introduction in the preceding sections, it is obvious that the inter-
action between EM and plasma is by its nature a multiphysics and nonlinear
problem, where the EM and plasma physics are governed by different physi-
cal principles while at the same time strongly coupled through the nonlinear
plasma parameters. What is not so obvious is that the EM–plasma inter-
action is also a multiscale problem. The multiscale nature of the coupled
system is not only in space but also in time. Here the characteristics of the
EM and plasma physics in a typical HPM air breakdown problem are used
as an example to elaborate the multiscale issue.
For the spatial domain, the characteristic length of the EM physics is the
wavelength, which is on the order of millimeter in the microwave frequen-
cy range, for example, 3 mm at 100 GHz. The characteristic length of the
plasma is the Debye length, which can be as small as sub-micrometers. For
example, for the electron plasma with an electron temperature of 2.0 eV and
an electron density on the order of 1021/m3, the Debye length is on the or-
der of 0.1 µm. For the temporal domain, the characteristic time of the EM
physics is the period, which is on the order of picosecond, for example, 10
ps at 100 GHz. The characteristic time of the plasma is determined by the
diffusion and ionization mechanisms, which are on the order of nanoseconds.
For example, under the same assumption for the electron temperature, and
assuming the magnitude of the incident electric field ‖Einc‖ = 5 MV/m and
the atmosphere condition p = 760 torr, for the plasma front to propagate a
distance of the characteristic diffusion length L defined in (6.11) at the esti-
mated propagation velocity v = 2
√
Deνi, the characteristic time is estimated
to be on the order of 1 ns.
Clearly, for the spatial domain, the plasma varies faster, but for the tem-
poral domain, the EM field varies faster. To design a good numerical al-
gorithm that can solve the strongly coupled nonlinear EM–plasma system,
both multiscale characteristics in space and time have to be considered and
well addressed. Unfortunately, the difference in the characteristic scales does
not mean that two sets of grids with different mesh sizes can be used in the
spatial discretization for the two physical phenomena, with one coarser grid
used for Maxwell’s equations to resolve the EM wavelength and one denser
grid used for the plasma equations to resolve the Debye length. The reason
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lies in the strong coupling between these two physics, where the spatially
fast-varying electrons and their resulting plasma current will produce a set
of secondary EM fields that vary on a scale similar to that of the plasma,
which is much faster than the spatial variation of the incident fields and has
to be resolved by the same resolution as the plasma.
The multiphysics, multiscale, and nonlinear problem induces great chal-
lenges for the numerical method to address. In this chapter, the nodal DGTD
is employed to solve such a problem, due to its high accuracy, efficiency, and
flexibility.
6.3.3 Numerical Scheme
With the physical nature and challenges of the problem well understood, a
numerical scheme is designed for this problem. Because of the strong spatial
coupling between EM and plasma, one single set of spatial grid is used for
the modeling of both physics, with higher-order basis functions employed to
capture the fast variation of the physical quantities within each of the grid
element. The use of the higher-order basis functions can achieve a higher-
order spatial accuracy without a dramatic increase of the total number of
degrees of freedom (DoFs), which is one of the major advantages compared
with the FDTD method used in the past.
For the temporal integration, due to the temporal multiscale nature, it is
not necessary to solve all four equations simultaneously in time. Instead, a
different solution strategy is adopted, where Maxwell’s equations together
with the momentum transfer equation are first solved for one full EM period
T with a time step size ∆tEM to obtain the reduced effective field Eeff/p,
which is then used to calculate the plasma parameters such as the effective
diffusion coefficient Deff and the effective ionization frequency νeff. Once all
the plasma parameters are obtained at every point in the solution domain,
the electron diffusion equation can be solved for one step with a time step
size ∆tPL = T . The newly obtained electron density n is then used in the
conduction current for the EM system to continue for another period. The
entire solution therefore marches on in time in an iterative manner.
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6.4 Nodal DGTD Method
To achieve the flexibility of geometric modeling, the high-order accuracy in
both spatial and temporal discretizations, and more importantly, the con-
tinuity in all EM field components, the nodal DGTD method is employed
to solve all four system equations (6.17)-(6.20). The nodal DGTD method
used in this chapter is different from the vector DGTD method used in some
pure EM simulation in a sense that the vector quantities are expressed into
x, y, and z components, and each of the component is expanded with scalar
interpolation polynomials. As a result, the field continuity in all components
can be easily preserved.
6.4.1 Nodal DGTD for the Hyperbolic Maxwell’s Equations
As described in the preceding section, Maxwell’s equations (6.17) and (6.18)
need to be solved together with the momentum transfer equation (6.19) for
an entire period before the electron diffusion equation is solved. Since the
momentum transfer equation is valid point-wise, no spatial discretization is
needed for its solution. The discussion is therefore focused on the solution
of Maxwell’s equations.
Consider Maxwell’s equations
H˙ =− 1
µ
∇×E (6.21)
E˙ =
1
ε
(∇×H − Jc) (6.22)
subject to the following boundary conditions
nˆ×E = 0, nˆ ·H = 0, r ∈ ΓPEC (6.23)
nˆ×H = 0, nˆ ·E = 0, r ∈ ΓPMC (6.24)
nˆ×E + Znˆ×nˆ×H = 0, nˆ×H − Y nˆ×nˆ×E = 0, r ∈ ΓABC (6.25)
where ΓPEC, ΓPMC, and ΓABC denote the boundaries for the perfect electric
conductor (PEC), the perfect magnetic conductor (PMC), and the absorbing
boundary condition (ABC), respectively, while Z and Y denote the intrinsic
impedance and admittance of the background medium, respectively.
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Testing (6.21) and (6.22) with Lagrange polynomials li = wˆ li (wˆ = xˆ, yˆ,
or zˆ) on each tetrahedral element Ve and applying the divergence theorem
twice yield the strong form of the discretized equations∫
Ve
li · H˙ dV = − 1
µ
[ ∫
Ve
li · ∇×E dV
+
∮
Se
li · nˆ× (E∗ −E) dS
]
(6.26)∫
Ve
li · E˙ dV = 1
ε
[ ∫
Ve
li · ∇×H dV −
∫
Ve
li · Jc dV
+
∮
Se
li · nˆ× (H∗ −H) dS
]
(6.27)
where E∗ and H∗ refer to the intermediate states defined on the boundary
faces Se of each tetrahedral element Ve. Two choices of these intermediate
states are commonly applied. One leads to the central flux formulation, and
the other leads to the upwind flux formulation.
To facilitate the description, we define the addition 〈·〉 and jump [·] func-
tions as follows:
〈a〉 = a+ + a−, [a] = a+ − a− (6.28)
where the superscripts − and + indicate the inside and the outside of a
surface, respectively. Note that the above definitions apply to both scalar
and vector variables. Using these notations, the intermediate states can be
expressed as follows:
1. For the central flux formulation:
E∗ =
1
2
〈E〉, H∗ = 1
2
〈H〉. (6.29)
2. For the upwind flux formulation:
nˆ×E∗ = 1〈Y 〉 (nˆ×〈YE〉+ nˆ×nˆ×[H]) (6.30)
nˆ×H∗ = 1〈Z〉 (nˆ×〈ZH〉 − nˆ×nˆ×[E]) . (6.31)
Using either of the above intermediate states, and expanding E and H in
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terms of pth-order Lagrange polynomials
E =
Np∑
j=1
lj (xˆExj + yˆEyj + zˆEzj) (6.32)
H =
Np∑
j=1
lj (xˆHxj + yˆHyj + zˆHzj) (6.33)
whereNp =
∏d
i=1 (p+ i) /d! stands for the number of DoFs in a d-dimensional
element, the strong form of Maxwell’s equations can be converted into the
matrix form representation as
M eH˙x = − 1
µ
(
SeyEz − SezEy +M efFEx
)
(6.34)
M eH˙y =− 1
µ
(
SezEx − SexEz +M efFEy
)
(6.35)
M eH˙z =− 1
µ
(
SexEy − SeyEx +M efFEz
)
(6.36)
M eE˙x =
1
ε
(
SeyHz − SezHy +M efFHx −M eJcx
)
(6.37)
M eE˙y =
1
ε
(
SezHx − SexHz +M efFHy −M eJcy
)
(6.38)
M eE˙z =
1
ε
(
SexHy − SeyHx +M efFHz −M eJcz
)
(6.39)
where the numerical fluxes F E = nˆ× (E∗ −E) and FH = nˆ× (H∗ −H)
are given by
F E =
1
2
nˆ×[E], FH = 1
2
nˆ×[H] (6.40)
for the central flux formulation, and
F E =
1
〈Y 〉
(
Y +nˆ×[E] + nˆ×nˆ×[H]) (6.41)
FH =
1
〈Z〉
(
Z+nˆ×[H]− nˆ×nˆ×[E]) (6.42)
for the upwind flux formulation, and the elements of the mass, stiffness, and
facial mass matrices are given by
[M e]ij =
∫
Ve
li lj dV (6.43)
158
[Sew]ij =
∫
Ve
li
∂lj
∂w
dV (6.44)
[
M ef
]
ij
=
∫
Se
li lj dS (6.45)
defined in each tetrahedral element Ve and its surface Se, respectively.
Since it is valid in a point-wise manner, the momentum transfer equation
can be converted into a set of equations for the x, y, and z components as
(w = x, y, or z)
u˙w = −νmuw − e
me
(
Ew + E
inc
w
)
. (6.46)
This equation is a simple ordinary differential equation, and can be solved
with a time integration method easily.
When Maxwell’s equations and the momentum transfer equation are solved
together, the current values of the physical quantities E, H , and Jc = −enu
are substituted into the right-hand side (RHS) of the above equations to
obtain the time derivatives of themselves, which are then used to obtain
their updated values at the next time step using an explicit Runge-Kutta
time integration scheme [92,111,182,183].
6.4.2 Local DGTD for the Parabolic Diffusion Equation
Mathematically, the electron diffusion equation is a parabolic partial differ-
ential equation. For such an equation, if a similar method as described in the
preceding section were adopted, a convergent (in terms of the h-refinement)
but inconsistent (in terms of the p-refinement) numerical solution will be pro-
duced [171]. To obtain a numerical solution that is both convergent and con-
sistent, the local discontinuous Galerkin (LDG) method in time domain [175]
is adopted in this chapter.
Consider the diffusion equation with u being a general unknown quantity
u˙−∇·(D∇u) = f (r, t) ∈ Ω× [0,∞) (6.47)
subject to the following boundary and initial conditions
u (r, t) = gD r ∈ ΓD (6.48)
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nˆ ·D∇u (r, t) = gN r ∈ ΓN (6.49)
au+ nˆ ·D∇u (r, t) = gR r ∈ ΓR (6.50)
u (r, 0) = u0 r ∈ Ω (6.51)
where Ω denotes the three-dimensional solution domain, ΓD, ΓN, and ΓR
denote the Dirichlet, Neumann, and Robin boundaries, respectively. To solve
(6.47) with the LDG method, an auxiliary variable q = ∇u is defined to
rewrite the above equations as two coupled equations with only first-order
derivatives in space
q −∇u = 0 (r, t) ∈ Ω× [0,∞) (6.52)
u˙−∇·(Dq) = f (r, t) ∈ Ω× [0,∞) (6.53)
u (r, t) = gD r ∈ ΓD (6.54)
nˆ ·Dq (r, t) = gN r ∈ ΓN (6.55)
au+ nˆ ·Dq (r, t) = gR r ∈ ΓR (6.56)
u (r, 0) = u0 r ∈ Ω. (6.57)
Testing the above equations with Lagrange polynomials li and li = wˆ li
(wˆ = xˆ, yˆ, or zˆ) on each tetrahedral element Ve and applying the divergence
theorem twice yield the strong form of the discretized equations∫
Ve
li · q dV =
∫
Ve
li · ∇u dV −
∮
∂Ve
nˆ · li (u− u∗) dS (6.58)∫
Ve
li u˙ dV =
∫
Ve
li∇·(Dq) dV −
∮
∂Ve
li nˆ · [Dq − (Dq)∗] dS
+
∫
Ve
li f dV (6.59)
where u∗ and (Dq)∗ are the intermediate states defined on the boundary
of each tetrahedral element. Two choices of these intermediate states are
commonly employed, which are given below using the addition 〈·〉 and jump
[·] notations defined in the preceding section:
1. For the central flux formulation:
u∗ =
1
2
〈u〉, (Dq)∗ = 1
2
〈Dq〉. (6.60)
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2. For the LDG flux formulation:
u∗ =
1
2
〈u〉+ γe · [u] (6.61)
(Dq)∗ =
1
2
〈Dq〉+ βe[Dq]− ηe[u] (6.62)
where
nˆ · βe = 1
2
sign (nˆ · rˆ) , nˆ · γe = −1
2
sign (nˆ · rˆ) (6.63)
with rˆ being a given constant vector to mimic the wind direction, and
ηe > 0 to serve as a penalty factor.
Expanding u and q in terms of pth-order Lagrange polynomials
u =
Np∑
j=1
lj uj (6.64)
q =
Np∑
j=1
lj (xˆqxj + yˆqyj + zˆqzj) (6.65)
and substituting them into the strong form yield the matrix form represen-
tation of the diffusion equation (w = x, y, or z)
M eqw = S
e
wu−M ef [nw (u− u∗)] (6.66)
M eu˙ =
∑
w
SewDqw −M ef
∑
w
nw [Dqw − (Dqw)∗] +M ef (6.67)
which are employed to solve for the auxiliary variable q and the time deriva-
tive u˙. The value of u˙ can then be used to calculate u at the next time step
with the explicit Runge-Kutta time integration method.
6.5 Numerical Validation
To validate the implementation of the LDG method, consider the following
density diffusion problem with a diffusion coefficient D = 1:
u˙−∇·(D∇u) = 0 (r, t) ∈ Ω× [0,∞) (6.68)
u (r, t) = 0 r ∈ ΓD (6.69)
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u (r, 0) = u0 r ∈ Ω (6.70)
defined in a spherical solution domain Ω where r ∈ [0, a] (a = 2 mm). Here u
denotes the particle density distribution, whose initial condition is a Gaussian
function with a standard deviation σ = 0.4 mm
u0 = e
−r2/2σ2 . (6.71)
This problem has an analytical solution given by
u (r, t) =
∞∑
n=1
cn j0 (βnr) e
−β2nt (6.72)
where j0 is the zeroth-order spherical Bessel function of the first kind, βn =
npi/a, and cn can be found by matching the initial condition.
This problem is solved numerically using the LDG method in time for a
total of Nt = 13, 150 time steps with a time step size ∆t = 20 ps. The final
result along the center line of the solution domain at t = 263 ns is compared
with the analytical solution and is shown in Fig. 6.1, from which an excellent
agreement can be observed. Figure 6.2 shows the relative root-mean-square
(RMS) error of the numerical solution with respect to the basis order used
in the LDG method. Clearly, a better accuracy is achieved with higher-order
basis functions, which is one of the main advantages of the DGTD method
over the FDTD method.
6.6 Modeling of Plasma Formation and Shielding
The air breakdown under the HPM operation and the formation and evo-
lution of the plasma is simulated in this section. This problem is adopted
from [185] and was originally simulated with FDTD and FVTD (finite-volume
time-domain) methods in two dimensions. In this work, this example is re-
produced using the DGTD method in three dimensions, which is a much
more complicated and demanding problem to solve accurately.
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6.6.1 Physics Involved
During the HPM operation, the electric field with a high power density will
ionize neutral gas and produce electrons and positive ions. If the power
density of the electric field is high enough, such an ionization process will
continue, resulting in an exponential increase of the electron density known
as breakdown. However, this process will not go on forever. According to the
plasma physics, when the plasma density increases to such a level that the
corresponding plasma frequency becomes comparable to the frequency of the
incident field, the electrons in the plasma bulk can oscillate fast enough, and
the resulting secondary fields radiated from the electron oscillation cancel
the incident fields. Macroscopically, the plasma bulk is acting like a piece
of EM shield which prevents the EM waves from propagating through. This
leads to a decrease of the total electric field intensity in the plasma bulk,
commonly known as the tail erosion, which will result in a lower ionization
rate. As a result, the electron density will get saturated at a certain level
and the entire system will run into a steady state.
6.6.2 Numerical Settings
As shown in Fig. 6.3, the solution domain considered in this example is a
parallel plate waveguide with a metallic wall placed between the two parallel
plates, which forms a rectangular aperture (denoted in red in the figure).
The solution domain is truncated from the left and the right using the ABC.
Different from the 2D problem considered in [185], in this chapter a 3D
problem is solved by setting a thickness to the structure (the x direction
which is not shown in Fig. 6.3) and placing the PMC boundary conditions
on both sides in the thickness direction to reproduce the 2D phenomenon in
3D. A 25-GHz, 2.0-MV/m, and vertically (the y direction) polarized plane
wave with a tapered sinusoidal temporal profile is launched from the left
boundary and propagates toward the right direction (the z direction).
Two cases are considered and compared in this example. One is the vac-
uum case where the entire structure is assumed to be filled with vacuum,
and therefore, the metallic wall is simply reflecting a portion of the incident
wave and enhancing the fields in the aperture area. The other is the air case
where the 100-torr low pressure air is assumed to be confined in the aperture
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area, with the rest of the domain filled with vacuum. When the plane wave is
incident upon the air region, it is enhanced by the metallic wall and triggers
the air breakdown. In the numerical simulation, four boundaries of the air
aperture in the yz plane are set as homogeneous Dirichlet boundaries for the
electron density, and the other two boundaries in the thickness (x) direc-
tion are set as homogeneous Neumann boundaries. To satisfy the Dirichlet
boundary condition, the initial spatial profile of the electron density is set to
be sinusoidal in both the vertical (y) and the horizontal (z) directions, which
reaches its maximum value of 1015/m3 at the center of the aperture. In the
x direction, the electron density distribution is uniform.
In both cases, the electric field is recorded at two observation points P1
(x = y = 0.0 mm, z = 0.0 mm) and P2 (x = y = 0.0 mm, z = 2.81 mm)
shown in Fig. 6.3. In the air case, the electron density n and the effective
field Eeff in the air region are also recorded to demonstrate the spatial and
temporal evolution of the plasma.
6.6.3 Numerical Results and Analysis
Shown in Fig. 6.4 is the temporal profile of the electric fields recorded at P1
and P2 in both the vacuum and the air cases. Different behaviors can be
observed in the two cases. In the vacuum case (Fig. 6.4(a)), the electric field
intensity at both observation points follows the tapered sinusoidal profile of
the incident wave, with the field at P1 enhanced by the narrow aperture,
and that at P2 weakened compared to the magnitude of the incident wave (2
MV/m) due to the partial reflection of the incident wave by the metallic wall.
In the air case (Fig. 6.4(b)); however, the electric field intensity recorded at
both observation points increases in the early time, but decreases suddenly
at P1 and gradually at P2 due to the tail erosion, and becomes stabilized at
much lower values after 0.5 ns.
The electric fields recorded in both cases at P2 are compared in Fig. 6.5(a),
from which it is clear that the electric field observed in the air case agrees well
with that in the vacuum case up to 0.35 ns. After that, the electric field in
the air case starts to get shielded and its magnitude decreases and stabilizes
after 0.5 ns. From the electron density recorded at P1 shown in Fig. 6.5(b),
it can be seen that initially the electron density increases exponentially from
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its initial value of 1015/m3 to over 1021/m3 within the first 0.5 ns, and gets
saturated afterwards, due to the tail erosion.
To obtain a better understanding of the physical process, the spatial and
temporal evolution of the electron density distribution is presented. Shown
in Fig. 6.6 is the electron density distribution in the air aperture at 0.28 ns.
From its variation in the vertical direction shown in Fig. 6.6(a), two peaks
near the boundaries are observed, which are due to the edge singularity
that enhances the electric field near these two boundaries. To satisfy the
Dirichlet boundary condition at these two boundaries, the electron density
has to have very large density gradients around the boundaries, which need
to be resolved with a high spatial resolution. From Fig. 6.6(b), the electron
density distribution in the horizontal direction is almost sinusoidal except
for a small shift towards the right, which is due to the nonuniform field
distribution that results in different ionization rates along this direction. A
two-dimensional snapshot of the electron density at 0.28 ns is given in Fig.
6.6(c) to provide a whole picture of the density distribution.
The spatial and temporal evolution of the electron density n and the ef-
fective field Eeff from 0.28 ns to 4.00 ns are plotted in Fig. 6.7 in terms of
two-dimensional snapshots once every EM period (T = 0.04 ns). At 0.28
ns, the electron density (Fig. 6.7(a)) is too low to disturb the incident field,
and the effective field (Fig. 6.7(b)) reaches its maximum at four corners (hot
spots) of the air aperture due to the edge singularity. These four hot spots
lead to faster ionization and result in higher electron densities in the four ar-
eas, as can be observed from Fig. 6.7(c) at 0.32 ns. These four plasma areas
in return begin to shield the EM field within these areas and at the same
time radiate secondary fields at their boundaries that enhance the incident
fields, resulting in a smaller effective field within the plasma bulks and new
hot spots around them (Fig. 6.7(d)). The new hot spots ionize more air that
forms new areas of plasma bulks (Fig. 6.7(e)) which shield more EM fields
and generate newer hot spots (Fig. 6.7(f)). This process continues until
about 0.5 ns, when the ionized plasma pattern is fully developed and the
EM field is fully shielded in the entire air aperture, resulting in a significant
magnitude drop of the observed electric fields at both P1 and P2, as those
presented in Figs. 6.4(b) and 6.5(a).
After 0.5 ns, the ionization of the neutral air becomes very slow. Instead,
the dominant physical mechanism changes from ionization to diffusion, where
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the electron diffuses from the higher-density regions to lower-density regions.
Specifically, the plasma front exhibits the free diffusion with a higher electron
free diffusion coefficient, and the plasma bulk exhibits the ambipolar diffusion
which has a much lower ambipolar diffusion coefficient. As a result, from
0.60 ns (Fig. 6.7(q)) to 4.00 ns (Fig. 6.7(s)), the overall pattern of the
plasma formation does not change significantly due to the slow ambipolar
diffusion. But the boundaries of the plasma regions become blurred and
smoother because of the free electron diffusion near the plasma boundaries
that injects the lower-density regions with more electrons.
6.7 Summary
In this chapter, an accurate numerical method was developed for the multi-
physics and multiscale modeling and simulation of the nonlinear EM–plasma
interaction and the HPM breakdown in air. The coupled EM–plasma system
consists of two Maxwell’s equations, a particle momentum transfer equation,
and a particle diffusion equation. In order to deal with such a multiphysics,
multiscale, and nonlinear system, the nodal DGTD method was adopted in
the solution of the hyperbolic Maxwell’s equations and the parabolic diffusion
equation. With the well-developed coupling scheme between two physics, the
HPM air breakdown problems were successfully simulated, and the dominant
physical mechanisms (ionization versus diffusion) were accurately captured
during the plasma formation process, providing a deeper insight and better
understanding of the physical phenomena and the breakdown details.
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Figure 6.1: Comparison between the numerical and the analytical solutions
of the diffusion equation.
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Figure 6.2: Relative RMS error versus basis order.
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Figure 6.3: Illustration of the solution domain of the microwave breakdown
problem in a metallic aperture.
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Figure 6.4: Temporal response of the electric fields recorded at P1 and P2
in (a) the vacuum and (b) the air cases.
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Figure 6.5: (a) Comparison of the temporal response of the electric fields
recorded at P2 in both cases. (b) Temporal evolution of the electron density
recorded at P1 in the air case.
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Figure 6.6: Electron density distribution in the air aperture at 0.28 ns. (a)
One-dimensional distribution along y direction. (b) One-dimensional distri-
bution along z direction. (c) Two-dimensional snapshot.
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(a) (b)
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(e) (f)
Figure 6.7: Snapshots of the time evolution of the electron density and the
effective electric field in the air aperture at (a, b) 0.28 ns, (c, d) 0.32 ns, (e,
f) 0.36 ns, (g, h) 0.40 ns, (i, j) 0.44 ns, (k, l) 0.48 ns, (m, n) 0.52 ns, (o, p)
0.56 ns, (q, r) 0.60 ns, and (s, t) 4.00 ns, respectively.
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Figure 6.7: Continued.
173
(m) (n)
(o) (p)
(q) (r)
Figure 6.7: Continued.
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Figure 6.7: Continued.
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Chapter 7
Purely and Damped Hyperbolic Maxwell
Equations in Inhomogeneous Media
7.1 Introduction
In the numerical solution of Maxwell’s equations for dynamic electromagnet-
ic fields, the two Gauss’s laws are usually not considered since they are a
natural consequence of Faraday’s and Maxwell-Ampe`re’s laws if the charge
conservation law is satisfied. However, when the charge conservation law is
not satisfied, the numerical errors of Gauss’s laws will increase unbounded,
leading to numerical instability or breakdown. Unfortunately, the charge
conservation law can be easily violated in self-consistent wave–particle simu-
lations. In the meantime, the violation of Gauss’s laws will also result in an
increased error in the normal flux continuity. In the simulations of pure elec-
tromagnetic problems, the satisfaction of tangential field continuity across a
material interface is sufficient to yield accurate numerical results. However,
in a self-consistent wave–particle simulation, the normal components are as
important as the tangential components, since they are critical in predicting
the particle kinetics.
To satisfy Gauss’s laws, one approach is to expand the fields in terms of
vector basis functions [128–130] in the electromagnetic solvers, which has
been successfully applied in the finite-element solutions of pure electromag-
netic problems [18, 158]. By definition, the vector basis functions are curl-
conforming and divergence-free inside the support of their definition domains,
which push the artificial charges to the boundaries of the definition domains
where the tangential components of the basis functions are continuous, but
the normal components are left to be discontinuous. This, therefore, leads
to the violation of the second requirement, the normal flux continuity condi-
tion. It is also difficult for vector basis functions to represent true physical
charges where the divergence of the electric flux does not vanish. To satisfy
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the requirement of the field continuity, nodal basis functions can be adopted,
where the field distributions are expressed in terms of the x, y, and z com-
ponents in the rectangular coordinate system for instance, to guarantee the
continuity of all field components throughout the simulation domain. The
nodal basis functions, however, have two obvious disadvantages. First, it
is difficult for them to satisfy Gauss’s laws, since different field components
are expanded independently, which will result in spurious solutions, even in
a pure electromagnetic simulation [18, 186]. Second, in a continuous finite-
element implementation, it is difficult to represent the field discontinuity
across different materials, since there is only one degree of freedom (DoF)
associated with a field component at a point on the material interface, unless
multiple DoFs are defined at such a point to permit an explicit enforcement
of the continuity conditions [18].
Given the difficulties these two types of basis functions confronted, various
methods have been introduced to remove the numerical error arising from the
violation of Gauss’s laws and the charge conservation equation [87,187–189].
Known as the divergence cleaning techniques, they are usually based on the
augmentation of another set of equations, which are of either the elliptic,
the parabolic, or the hyperbolic types, to Maxwell’s equations. The ellip-
tic divergence cleaning method [187], also known as the projection approach,
solves Poisson’s equation as a correction step to discard the irrotational parts
of the electric and magnetic fields, and projected them back to a divergence-
free space. The parabolic divergence cleaning method [188] introduces a
pseudo-current in Maxwell-Ampe`re’s law to attenuate the numerical error
related to the divergence of the fields. The hyperbolic divergence cleaning
technique [87] solves a set of the so-called purely hyperbolic Maxwell (PHM)
equations that propagate the divergence error of the fields out of the com-
putational domain with a finite propagation velocity. All these techniques
have been further cast into a unified framework using the generalized La-
grange multiplier formulation [189]. Due to its purely hyperbolic property,
the PHM equations achieved their popularity in the self-consistent solution
of electromagnetic–plasma interactions [190–192] and the magnetohydrody-
namic equations [193,194].
All the aforementioned techniques, however, have addressed only the di-
vergence cleaning issue in vacuum, where all the field components are contin-
uous. When multiple materials are involved, not only do Gauss’s laws have
177
to be satisfied, but the field continuity conditions have to be satisfied as well.
From the basic electromagnetic theory, it is well known that the tangential
continuity of the electric and magnetic fields can be derived from Faraday’s
and Maxwell-Ampe`re’s laws. Therefore, any consistent numerical solution of
these two laws in the discrete space should result in tangentially continuous
field distributions. By the same token, since the normal continuity of the
electric and magnetic fluxes can be derived from the two Gauss’s laws, a
consistent numerical solution that satisfies these two laws should result in
normally continuous flux distributions.
In this chapter, the hyperbolic divergence cleaning technique that was o-
riginally applied in vacuum [87] is extended to inhomogeneous media. By
introducing two auxiliary variables, the two Gauss’s laws are coupled with
Faraday’s and Maxwell-Ampe`re’s laws, resulting in a complete system of
PHM equations that can be solved numerically. To preserve the field/flux
continuities, the PHM equations are split into three sets of equations, with
each set having its own conserved variables to solve for. The nodal DGTD
method [103, 190] is then employed to solve the proposed equations, with
the intermediate states and the numerical fluxes derived by solving the Rie-
mann problems to obtain the upwind formulation. The discontinuous basis
functions employed in the DGTD method permit the representations of the
discontinuous normal components of the fields and the discontinuous tangen-
tial components of the fluxes across the material interface. To improve their
numerical robustness and effectiveness, the PHM equations are supplement-
ed with damping terms to obtain the damped hyperbolic Maxwell (DHM)
equations in a mixed hyperbolic–parabolic form, which are able to attenuate
the numerical error furthermore. The continuity-preserving and divergence-
cleaning capabilities of the proposed PHM and DHM equations in inhomo-
geneous media are demonstrated through multiple examples including pure
electromagnetic and self-consistent electromagnetic–plasma simulations.
7.2 Normalized Maxwell’s Equations
The complete set of Maxwell’s equations comprises Faraday’s law, Maxwell-
Ampe`re’s law, and the electric and magnetic Gauss’s laws, which are given
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by
∂B
∂t
=−∇×E (7.1)
∂D
∂t
=∇×H − J (7.2)
∇·D = ρ (7.3)
∇·B = 0 (7.4)
respectively, where the electric flux density D and electric field intensity E
are related by the constitutive relation
D = ε0εrE, (7.5)
the magnetic flux density B and magnetic field intensity H are related by
the constitutive relation
B = µ0µrH , (7.6)
and the free current density J and the free charge density ρ are related by
the charge conservation law, which is also known as the current continuity
equation
∂ρ
∂t
= −∇·J . (7.7)
In the above expressions, ε0 ≈ 8.854×10−12 (F/m) and µ0 = 4pi×10−7 (H/m)
stand for the permittivity and permeability in vacuum, respectively, and εr
and µr stand for the relative permittivity and permeability that characterize
the electromagnetic property of the medium.
Since ε0 and µ0 are very small numbers, and the magnitudes of εr and µr
are usually on the order of one, the fluxes D, B and the fields E, H differ
by orders of magnitude. This would result in an overflow or underflow in
numerical simulations when extremely large or small values are encountered.
To overcome this potential numerical issue, in this chapter, the physical
quantities in Maxwell’s equations are normalized so that all the normalized
quantities are on the same order of magnitude as the electric field intensityE.
The normalization is performed by replacing the original physical quantities
(denoted with a superscript “o”) in Maxwell’s equations (7.1)–(7.4) with the
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normalized quantities as
E =Eo; D = Do/ε0; (7.8)
H = η0H
o; B = c0B
o; (7.9)
J = η0J
o; ρ = ρo/ε0 (7.10)
where c0 = 1/
√
µ0ε0 ≈ 3 × 108 (m/s) and η0 =
√
µ0/ε0 ≈ 120pi (Ω) stand
for the speed of light and the characteristic wave impedance in vacuum,
respectively. The normalized Maxwell’s equations are then given by
∂B
∂t
=−c0∇×E (7.11)
∂D
∂t
= c0 (∇×H − J) (7.12)
∇·D = ρ (7.13)
∇·B = 0 (7.14)
where the newly defined electric flux density D and electric field intensity E
are related by
D = εrE, (7.15)
the newly defined magnetic flux density B and magnetic field intensity H
are related by
B = µrH , (7.16)
and the newly defined free current density J and free charge density ρ are
related by
∂ρ
∂t
= −c0∇·J . (7.17)
It is noted that for a dynamic field, the magnetic Gauss’s law (7.14) is
recovered by taking the divergence of Faraday’s law (7.11), if the proper
initial condition ∇·B = 0 is satisfied at t = 0. Similarly, the electric Gauss’s
law (7.13) is recovered by taking the divergence of Maxwell-Ampe`re’s law
(7.12), if the proper initial condition ∇·D = ρ is satisfied at t = 0 and the
charge conservation law (7.17) is satisfied at all times. In a self-consistent
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wave–particle simulation, the charge conservation law can be easily violated,
since the temporal evolutions of charges and currents are usually governed by
different equations and solved separately [26, 70, 71, 106]. When this charge
conservation law is violated, the numerical error of the electric Gauss’s law
can grow unboundedly [107], which would produce erroneous solutions of the
electromagnetic fields and eventually cause a numerical instability or even a
breakdown of the simulation.
7.3 Purely Hyperbolic Maxwell Equations in Vacuum
To overcome the problems mentioned above, the PHM equations are proposed
in [87, 189], which, in vacuum, where εr = 1 and µr = 1, such that D = E
and H = B, are given by
∂B
∂t
= −c0∇×E − κc0∇φ (7.18)
∂E
∂t
= c0 (∇×B − J)− χc0∇ψ (7.19)
∂ψ
∂t
= −χc0 (∇·E − ρ) (7.20)
∂φ
∂t
=−κc0∇·B (7.21)
where the newly introduced quantities ψ and φ carry the numerical errors
from Gauss’s laws for the electric and magnetic fields, respectively, with the
corresponding coupling strength specified by the dimensionless parameters
χ and κ. From the above PHM equations, it can be obtained that ψ and φ
satisfy the following wave equations:
∂2
∂t2
ψ − (χc0)2∇2ψ = χc0
(
∂ρ
∂t
+ c0∇·J
)
(7.22)
∂2
∂t2
φ− (κc0)2∇2φ = 0 (7.23)
respectively, which reveal the fact that the numerical errors of both Gauss’s
laws carried by ψ and φ propagate out of the solution domain at the speed of
χc0 and κc0, respectively, and therefore can be removed faster than the elec-
tromagnetic wave propagation if χ > 1 and κ > 1 [87, 189]. The parameters
χ and κ, hence, can be termed as the error propagation velocities.
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The mathematical property of the PHM equations (7.18)–(7.21) can be
understood by first expressing them in the following conservative form:
∂u
∂t
+ c0∇·F (u) = c0g (7.24)
where u = (E, φ,B, ψ)T, g = (−J , 0, 0, χρ)T, and F = (f1,f2,f3) with
fj (u) = Kju (j = 1, 2, 3) and
Kj =
(
0 Mj
MTj 0
)
∈ R8×8. (7.25)
The matrices Mj are given by
M1 =

0 0 0 χ
0 0 1 0
0 −1 0 0
κ 0 0 0
 (7.26)
M2 =

0 0 −1 0
0 0 0 χ
1 0 0 0
0 κ 0 0
 (7.27)
M3 =

0 1 0 0
−1 0 0 0
0 0 0 χ
0 0 κ 0
 . (7.28)
The dynamics of the PHM equation (7.24) are determined by the charac-
teristics of the physical flux nˆ ·F [87], where nˆ is the unit normal vector that
points outward of a given volume. The system matrix A can be defined such
that
nˆ · F =
3∑
j=1
njfj =
(
3∑
j=1
njKj
)
u = Au. (7.29)
With the eigen-analysis, it is straightforward to find that A has eight inde-
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pendent eigenvectors associated with eight real eigenvalues
λ ∈ {−κ,−χ,−1,−1, 1, 1, χ, κ} (7.30)
which correspond to the characteristic propagation velocities of the system.
Specifically, λ = ±1 correspond to the wave velocity ±c0 of the electromag-
netic fields travelling towards the positive and negative directions, λ = ±κ
and λ = ±χ correspond to the propagation velocities ±κc0 and ±χc0 of φ and
ψ, respectively, travelling towards the positive and negative directions. In
mathematical terms, equation (7.24) is called strictly hyperbolic, and hence
the name purely hyperbolic Maxwell equations.
To solve the PHM equations with the DGTD method [103], Lagrange
interpolatory functions (nodal functions) li can be used to discretize (7.24)
in each of the mesh element Vi enclosed by its surface Si, which results in
the strong form∫
Vi
li
∂u
∂t
dV = −c0
∫
Vi
li∇·FdV − c0
∮
Si
linˆ · (F∗ − F) dS
+c0
∫
Vi
ligdV (7.31)
where the numerical flux nˆ · F∗ is designated to connect the adjacent ele-
ments and transfer information through, which needs to be specified in order
to achieve a well-defined algorithm. One of the most popular approaches
to obtaining the numerical flux is to solve the associated one-dimensional
Riemann problem
∂u
∂τ
+ A
∂u
∂ξ
= 0 (7.32)
with a discontinuous initial condition at τ = 0
u (ξ, 0) =
{
u−, ξ < 0
u+, ξ > 0
(7.33)
to obtain the intermediate state u∗ = u (0, τ) at the elemental interface
ξ = 0, which can be used to match the boundary conditions in a given
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problem
E∗ =
1
2
{〈E〉+ nˆ×[B]− nˆ[ψ]} (7.34)
φ∗ =
1
2
{〈φ〉 − nˆ · [B]} (7.35)
B∗ =
1
2
{〈B〉 − nˆ×[E]− nˆ[φ]} (7.36)
ψ∗ =
1
2
{〈ψ〉 − nˆ · [E]} . (7.37)
In these expressions, the addition and jump functions are defined as
〈a〉 = a+ + a−, [a] = a+ − a− (7.38)
which apply to both scalars and vectors. The superscripts − and + stand for
the variables in the current and its neighboring element, respectively. The
flux F = nˆ · (F∗ − F) on the elemental interface can be obtained by using
the flux-vector splitting method [87] as
FE =
1
2
(nˆ×nˆ×[E]− nˆ×[B])− nˆFψ (7.39)
F φ =
1
2
κ (nˆ · [B]− [φ]) (7.40)
FB =
1
2
(nˆ×nˆ×[B] + nˆ×[E])− nˆF φ (7.41)
Fψ =
1
2
χ (nˆ · [E]− [ψ]) . (7.42)
Since in the flux-vector splitting method, the numerical flux is obtained by
summing up the physical fluxes along their respective characteristics, it is
known as the upwind flux. If χ and κ are set to zero, the upwind flux of the
original Maxwell’s equations is recovered.
7.4 Purely Hyperbolic Maxwell Equations in
Inhomogeneous Media
Although the PHM equations reviewed in the preceding section have been
successfully used in many applications [190–194], they are valid only in vac-
uum or in a homogeneous medium where only a single piece of material is
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present in the entire simulation domain. In this section, the PHM equations
are constructed for the inhomogeneous case, where multiple materials are
involved. In the proposed PHM equations, the auxiliary variables ψ and φ
can be introduced in a similar manner to the normalized Maxwell’s equations
(7.11)–(7.14) to yield
∂B
∂t
=−c0∇×E − κc0∇φ (7.43)
∂D
∂t
= c0 (∇×H − J)− χc0∇ψ (7.44)
∂ψ
∂t
=−χc0 (∇·D − ρ) (7.45)
∂φ
∂t
=−κc0∇·B. (7.46)
Through a similar derivation, it is easy to show that the quantities ψ and
φ satisfy the same wave equations as (7.22) and (7.23), respectively, which
indicate that they carry the same numerical errors as described above. Un-
fortunately, when (7.43)–(7.46) are solved as a whole system, one has to
deal with an ambiguity in choosing conserved variables, either E and H , or
D and B. But neither choice leads to a consistent numerical scheme. For
example, when E and H are chosen as the conserved variables, the PHM
equations can be converted into the conservation form and solved by the
DGTD method, where the intermediate states and the numerical flux can
be obtained from solving the associated Riemann problem. Although this is
mathematically feasible, the intermediate states E∗ and H∗ obtained in this
manner violate the physical continuity conditions at the material interface,
since the expressions for the intermediate states specify all their components
at the interface, which lead to a numerical solution with all components be-
ing continuous. However, the physics requires that the normal components
of D and B be continuous at the interface of two media, which means the
corresponding components of E and H should be discontinuous. When D
and B are chosen as the conserved variables, a similar difficulty is encoun-
tered. According to the well-known Lax’s equivalence theorem in solving
a partial differential equation (PDE) [195], the convergence of a numerical
scheme cannot be achieved if the consistency condition is violated.
In order to overcome the difficulty in choosing conserved variables, a
variable-splitting method is proposed in this work by first rewriting the PHM
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equations (7.43)–(7.46) into three sets of equations according to the physics,
which are then solved with their respective conserved variables to obtain a
consistent and convergent numerical solution in a two-step scheme.
Since the auxiliary variables ψ and φ are introduced to eliminate the nu-
merical error of Gauss’s laws, the PHM equations can be solved in two steps.
As the first step, the original Faraday’s and Maxwell-Ampe`re’s laws
∂B′
∂t
=−c0∇×E (7.47)
∂D′
∂t
= c0 (∇×H − J) (7.48)
are solved to obtain the uncorrected electromagnetic fluxes D′ and B′. A
corrective step is then performed to solve
∂D
∂t
=−χc0∇ψ (7.49)
∂ψ
∂t
=−χc0 (∇·D′ − ρ) (7.50)
for the corrected electric flux D, and
∂B
∂t
=−κc0∇φ (7.51)
∂φ
∂t
=−κc0∇·B′ (7.52)
for the corrected magnetic flux B.
Apparently, equation (7.49) performs a correction from D′ to D with
the gradient of the auxiliary variable ψ, whose value is determined by the
numerical error of the electric Gauss’s law using (7.50). Since
∂
∂t
(∇×D) = −χc0∇×∇ψ = 0 (7.53)
the correction introduced in the second step is purely irrotational and there-
fore will not affect the calculation of the magnetic flux B′ in (7.47) at the
next time step. The same argument applies to B and φ in (7.51) and (7.52).
Due to the splitting of unknown variables, the ambiguity in choosing con-
served variables is eliminated. The DGTD solutions of these three sets of
equations are detailed in the following.
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7.4.1 E-H Equations
To solve (7.47) and (7.48), E andH can be chosen as the conserved variables
to yield the conservation form
Q
∂u
∂t
+ c0∇·F (u) = c0g (7.54)
where, in this case, the coefficient matrix Q = diag (εr, εr, εr, µr, µr, µr), which
is spatially dependent, u = (E,H)T, g = (−J , 0)T, and F has the same
definition as in the preceding section with
Kj =
(
0 Mj
MTj 0
)
∈ R6×6. (7.55)
The 3× 3 matrices Mj are the same as in (7.26)–(7.28) with the fourth row
and column eliminated. Through a similar eigen-analysis, it is found that
the system matrix Q−1A with A =
∑3
j=1 njKj has six real eigenvalues
λ ∈
{
− 1√
µrεr
,− 1√
µrεr
, 0, 0,
1√
µrεr
,
1√
µrεr
}
(7.56)
corresponding to the characteristic propagation velocities c0/
√
µrεr ≤ c0 in
material (µr, εr), and static characteristics depicted by the zero eigenvalues.
The conservation form (7.54) can be discretized and solved with the DGT-
D method, as was traditionally done in many previous publications [102–
106, 176–181]. Testing the conservation form with Lagrange interpolatory
function li yields the strong form∫
Vi
liQ
∂u
∂t
dV =−c0
∫
Vi
li∇·FdV − c0
∮
Si
linˆ · (F∗ − F) dS
+c0
∫
Vi
ligdV. (7.57)
Using the Rankine–Hugoniot jump condition [196] and the characteristic-
based approach [197] to solve the associated Riemann problem specified by
(7.32) and (7.33), the intermediate states can be obtained as
E∗ =
1
〈Y 〉 (nˆ×[H]− nˆ×nˆ×〈YE〉) + nˆnˆ ·E
− (7.58)
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H∗ =
1
〈Z〉 (−nˆ×[E]− nˆ×nˆ×〈ZH〉) + nˆnˆ ·H
− (7.59)
and the flux F = nˆ · (F∗ − F) can be obtained as
FE =
1
〈Z〉
(−Z+nˆ×[H] + nˆ×nˆ×[E]) (7.60)
FH =
1
〈Y 〉
(
Y +nˆ×[E] + nˆ×nˆ×[H]) . (7.61)
It is noted that in (7.58) and (7.59), the tangential components of the in-
termediate states nˆ×E∗ and nˆ×H∗ are determined by the values of the
electromagnetic fields from both sides of an element boundary, and it is s-
traightforward to confirm that they are continuous across such an interface.
Meanwhile, it is very interesting to see that the normal components nˆ·E∗ and
nˆ ·H∗ are the same as those from the current element, which can be discon-
tinuous across a material interface due to the employment of discontinuous
basis functions. This indicates that such a numerical scheme is consistent
with the true physics because Faraday’s and Maxwell-Ampe`re’s laws only
lead to the tangential continuity conditions of the fields.
7.4.2 D-ψ Equations
To solve (7.49) and (7.50), D and ψ can be chosen as the conserved variables
to yield the conservation form
∂u
∂t
+ χc0∇·F (u) = χc0g (7.62)
where u = (D, ψ)T, g = (0, ρ)T, and F is defined similarly as before, with
Kj =
(
O Ij
ITj 0
)
∈ R4×4 (7.63)
where O stands for a 3× 3 zero matrix, Ij stands for a 3× 1 vector with the
jth entry being 1 and others being 0. The system matrix A =
∑3
j=1 njKj
has four real eigenvalues
λ ∈ {−1, 0, 0, 1} (7.64)
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corresponding to the characteristic propagation velocity χc0 ≥ c0 if χ ≥ 1,
and static characteristics. Testing the conservation form (7.62) with La-
grange interpolatory function li yields the strong form∫
Vi
li
∂u
∂t
dV =−χc0
∫
Vi
li∇·FdV − χc0
∮
Si
linˆ · (F∗ − F) dS
+χc0
∫
Vi
ligdV. (7.65)
The solution of the associated Riemann problem yields the intermediate
states as
D∗ =
1
2
nˆ (nˆ · 〈D〉 − [ψ])− nˆ×nˆ×D− (7.66)
ψ∗ =
1
2
(〈ψ〉 − nˆ · [D]) (7.67)
and the flux F = nˆ · (F∗ − F) as
FD =−nˆFψ (7.68)
Fψ =
1
2
(nˆ · [D]− [ψ]) . (7.69)
From (7.66), it is clear that nˆ ·D∗ is determined by D and ψ from both
sides of an element boundary and is continuous across such an interface,
while nˆ×D∗ is the same as that in the current element and hence can be
discontinuous across a material interface due to the use of discontinuous basis
functions. This indicates that such a numerical scheme is also consistent with
the true physics because the electric Gauss’s law only leads to the normal
continuity condition of the electric flux.
7.4.3 B-φ Equations
To solve (7.51) and (7.52), B and φ can be chosen as the conserved variables
to yield the conservation form
∂u
∂t
+ κc0∇·F (u) = 0 (7.70)
where u = (B, φ)T, and F has the same definition with Kj given by (7.63).
The system matrix has the same eigenvalues as (7.64), corresponding to the
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characteristic propagation velocity κc0 ≥ c0 if κ ≥ 1, and static character-
istics. The intermediate states used in the DGTD method can be obtained
as
B∗ =
1
2
nˆ (nˆ · 〈B〉 − [φ])− nˆ×nˆ×B− (7.71)
φ∗ =
1
2
(〈φ〉 − nˆ · [B]) (7.72)
and the corresponding flux can be obtained as
FB = −nˆF φ (7.73)
F φ =
1
2
(nˆ · [B]− [φ]) . (7.74)
From (7.71), it is clear that nˆ · B∗ is determined by B and φ from both
sides of an element boundary and is continuous across such an interface,
while nˆ×B∗ is the same as that in the current element and hence can be
discontinuous across a material interface due to the use of discontinuous basis
functions. This, again, indicates that such a numerical scheme is consistent
with the true physics because the magnetic Gauss’s law only leads to the
normal continuity condition of the magnetic flux.
7.4.4 Boundary Conditions
Proper boundary conditions are required in the solution of a PDE to truncate
the simulation domain. In the numerical boundary condition treatment, a
common method is to introduce artificial states u+ on the outside of the
boundary element such that the resulting intermediate states u∗ (0, τ) on
the boundary satisfy the corresponding physical boundary conditions. Once
the artificial states u+ are expressed in terms of the states u− inside the
boundary element, the numerical fluxes can be obtained and used in the
DGTD solution of the PDE. Here, three commonly used boundary conditions
are considered [87], and the corresponding numerical fluxes are given.
1. The perfectly electric conducting (PEC) boundary condition:
nˆ×E∗ = nˆ×D∗ = 0 (7.75)
nˆ ·H∗ = nˆ ·B∗ = 0 (7.76)
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ψ∗ = 0 (7.77)
∂φ∗
∂n
= 0. (7.78)
2. The perfectly magnetic conducting (PMC) boundary condition:
nˆ ·E∗ = nˆ ·D∗ = 0 (7.79)
nˆ×H∗ = nˆ×B∗ = 0 (7.80)
∂ψ∗
∂n
= 0 (7.81)
φ∗ = 0. (7.82)
3. The Silver-Mu¨ller absorbing boundary condition (ABC):
nˆ×(E∗ + Znˆ×H∗) = nˆ×(e+ Znˆ×h) (7.83)
ψ∗ = 0 (7.84)
φ∗ = 0. (7.85)
If e = h = 0, the Silver-Mu¨ller condition reduces to the first-order
ABC; and if e = Einc and h = H inc, incident waves are introduced
through the boundary.
In the following, the PEC boundary conditions (7.75) and (7.77) are used
as an example to illustrate the process of finding the artificial states. Sub-
stituting the intermediate state (7.58) into (7.75) yields
nˆ×E∗ = 1〈Y 〉nˆ×(nˆ×[H]− nˆ×nˆ×〈YE〉) = 0 (7.86)
which can be easily satisfied if the artificial states are chosen as
Y + = Y − (7.87)
nˆ×E+ =−nˆ×E− (7.88)
nˆ×H+ = nˆ×H−. (7.89)
Similarly, substituting the intermediate state (7.67) into (7.77) yields
ψ∗ =
1
2
(〈ψ〉 − nˆ · [D]) = 0 (7.90)
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which can be satisfied if the artificial states are chosen as
ψ+ =−ψ− (7.91)
nˆ ·D+ = nˆ ·D−. (7.92)
Apparently, (7.87)–(7.89) and (7.91)–(7.92) are the discrete form of the image
theory for a PEC surface [68,198].
With the artificial states obtained, the numerical fluxes can be calculat-
ed using (7.60)–(7.61), (7.68)–(7.69), and (7.73)–(7.74), which are given as
follows.
1. For the PEC boundary condition:
FE =− 1
Z−
nˆ×nˆ×E− (7.93)
FH =−nˆ×E− (7.94)
FD =−nˆFψ (7.95)
Fψ = ψ− (7.96)
FB =−nˆF φ (7.97)
F φ =−nˆ ·B−. (7.98)
2. For the PMC boundary condition:
FE = nˆ×H− (7.99)
FH =− 1
Y −
nˆ×nˆ×H− (7.100)
FD =−nˆFψ (7.101)
Fψ =−nˆ ·D− (7.102)
FB =−nˆF φ (7.103)
F φ = φ−. (7.104)
3. For the Silver-Mu¨ller ABC:
FE =
1
2Z−
[− Z−nˆ×(h−H−)+ nˆ×nˆ×(e−E−) ] (7.105)
FH =
1
2Y −
[
Y −nˆ×(e−E−)+ nˆ×nˆ×(h−H−) ] (7.106)
FD =−nˆFψ (7.107)
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Fψ = ψ− (7.108)
FB = −nˆF φ (7.109)
F φ = φ−. (7.110)
Once all the numerical fluxes are obtained, they can be used in the im-
plementation of the DGTD method to enforce the corresponding boundary
conditions.
7.4.5 Two-Step Method and One-Step Method
The two-step method introduced here is consistent with the physical require-
ments of continuity conditions, and can be used to solve the PHM equations
(7.43)–(7.46) without an ambiguity in choosing conserved variables. In the
two-step scheme, to integrate the PHM equations in time with an explic-
it time integrator such as Runge-Kutta methods [111], different time-step
sizes should be used in the uncorrected and the corrective steps, due to their
different characteristic propagation velocities. According to the Courant-
Friedrichs-Lewy (CFL) condition [197,199–201], to maintain the stability of
the time integration scheme, the time-step size ∆t is limited by
∆t ≤ 1
2p+ 1
h
c
(7.111)
where p denotes the basis order used in expanding the conserved variables, h
denotes the smallest size of the mesh elements in the simulation domain, and c
denotes the characteristic propagation velocity of the system. As emphasized
in the previous sections, the characteristic propagation velocity of Faraday’s
and Maxwell-Ampe`re’s laws (7.47) and (7.48) are c0/
√
µrεr, which is at most
the speed of light c0 in vacuum. The characteristic propagation velocities of
the two corrective systems (7.49)–(7.50) and (7.51)–(7.52) are χc0 and κc0,
respectively, with χ > 1 and κ > 1 if the numerical errors need to be removed
faster than the electromagnetic wave propagation. As a result, multiple sub-
steps are needed in the time integration of the two corrective systems, with
the sub-time-step sizes being
∆tDψ =
∆tEH
dχe (7.112)
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∆tBφ =
∆tEH
dκe (7.113)
respectively, where ∆tEH stands for the time-step size used for the E-H e-
quations and dxe stands for the nearest integer greater than or equal to x.
In other words, after the time integration of the E-H equations for one time
step, the D-ψ and the B-φ equations need to be integrated for dχe and dκe
sub-time steps, respectively, which are the extra computational cost intro-
duced by the PHM equations in order to achieve the divergence-cleaning and
the continuity-preserving purposes.
Since the intermediate states and the numerical fluxes are already available
from the application of the two-step scheme, one can in fact re-combine these
two steps to obtain a one-step scheme, which solves the PHM equations
(7.43)–(7.46) directly in one single step by summing up the fluxes required
by the DGTD method as [82]
FE =
1
〈Z〉
(−Z+nˆ×[H] + nˆ×nˆ×[E])− nˆFψ (7.114)
FH =
1
〈Y 〉
(
Y +nˆ×[E] + nˆ×nˆ×[H])− nˆF φ (7.115)
Fψ =
1
2
χ (nˆ · [εrE]− [ψ]) (7.116)
F φ =
1
2
κ (nˆ · [µrH]− [φ]) . (7.117)
The appropriate boundary conditions can also be enforced by summing up
those boundary fluxes given earlier. Since it is now a one-step scheme, the
time-step size is limited by ∆t = min {∆tDψ,∆tBφ}. Apparently, if Z+ = Z−,
Y + = Y −, εr = 1, and µr = 1, the above fluxes (7.114)–(7.117) reduce to
(7.39)–(7.42) in the vacuum case.
7.5 Damped Hyperbolic Maxwell Equations in
Inhomogeneous Media
The PHM equations introduced in the preceding section remove the numeri-
cal errors of Gauss’s laws through wave propagation of the auxiliary variables
ψ and φ. Such errors can also be eliminated through diffusion, as was done by
the pseudo-current method [188], which leads to a parabolic cleaning scheme.
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In this section, diffusion (damping) terms are introduced [193, 194, 202] into
the PHM equations to obtain mixed hyperbolic–parabolic equations for the
auxiliary variables. Due to the lossy nature of diffusion, the resulting for-
mulation is called damped hyperbolic Maxwell (DHM) equations, which are
given as
∂B
∂t
=−c0∇×E − κc0∇φ (7.118)
∂D
∂t
= c0 (∇×H − J)− χc0∇ψ (7.119)
∂ψ
∂t
=−χc0 (∇·D − ρ)− 4piζ
λ0
χc0ψ (7.120)
∂φ
∂t
=−κc0∇·B − 4piξ
λ0
κc0φ. (7.121)
A simple mathematical derivation reveals that ψ and φ satisfy the following
damped wave equations
∂2ψ
∂t2
+
4piζ
λ0
χc0
∂ψ
∂t
− (χc0)2∇2ψ = χc0
(
∂ρ
∂t
+ c0∇·J
)
(7.122)
∂2φ
∂t2
+
4piξ
λ0
κc0
∂φ
∂t
− (κc0)2∇2φ = 0 (7.123)
respectively, which indicate that the numerical errors of Gauss’s laws carried
by ψ and φ not only propagate out of the solution domain, but also get
dissipated during the propagation. In the above equations, λ0 = c0/f0 is the
wavelength at the center frequency f0 of the electromagnetic system, and
the newly introduced parameters ζ and ξ are the damping ratios, which are
dimensionless parameters that specify the damping strength introduced into
the system. From the basic analysis of a damped harmonic oscillator, the
system (7.122) is called undamped if ζ = 0, where the DHM equations reduce
to the PHM equations. When 0 < ζ < 1, the system is called under-damped,
which has an exponentially decaying but oscillatory solution of
ψ (t) = e−ζω0t [A cos (ωdt) +B sin (ωdt)] (7.124)
in the monochromatic, homogeneous, and source-free case, where A and B
are determined by the initial conditions, and the damped frequency ωd =
ω0
√
1− ζ2 with ω0 = 2piχc0/λ0 being the natural frequency of the system
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(7.122). When ζ = 1, the system is called critically-damped, which allows
ψ to reduce, exponentially and as quickly as possible, to zero without any
oscillation
ψ (t) = e−ω0t (A+Bt) . (7.125)
When ζ > 1, the system is called over-damped, which also results in an
exponentially decaying and non-oscillatory solution of ψ, but, in this case, it
decays slower than the critically-damped case
ψ (t) = Aeγ+t +Beγ−t (7.126)
with
γ± = −ζω0 ± ω0
√
ζ2 − 1. (7.127)
The DHM equations can be solved numerically using the same method as
used for the PHM equations. Since the newly introduced diffusion terms do
not involve any spatial derivation, no extra numerical flux is needed in the
calculation. The time-step size can also be determined in the same manner
as that for the PHM equations. Therefore, the additional implementation
effort for the DHM equations is negligible if the implementation of the PHM
equations is available.
7.6 Numerical Examples
In this section, several numerical examples are given to demonstrate the
performance of the proposed formulation and numerical scheme in removing
the divergence errors and preserving the field/flux continuities. To have a
quantitative analysis, the numerical errors of Gauss’s laws are recorded at
specified observation points with respect to time, and are normalized by the
maximum magnitude of the incident fields. To measure the numerical error
of the field/flux continuity across material interfaces, the relative root-mean-
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square (RMS) error is defined as
RMS (a) =
√ ∫
S
‖[a]‖2dS
0.5
∫
S
‖〈a〉‖2dS (7.128)
where a stands for the tangential/normal components of the field/flux on the
material interface S, which can be nˆ×E, nˆ×H , nˆ ·D, or nˆ ·B.
7.6.1 Plane Wave Propagation in Vacuum
As the first example, the performance of the PHM equations in vacuum is
investigated by propagating a plane wave through a parallel plate waveguide
with a metallic wall having an aperture placed between the two parallel
plates to enhance the local fields, and the divergence of the electric field and
magnetic flux are recorded for different cases to examine their performance
in removing the divergence errors. The solution domain is shown in Fig. 7.1.
To test the implementation of different boundary conditions, the left and the
right boundaries of the solution domain are truncated with the ABC, the
top and the bottom boundaries are truncated with the PEC, and the front
and the back boundaries (in the x-direction) are truncated with the PMC.
A 25-GHz, 1.0-V/m, and y-polarized plane wave with a tapered sinusoidal
temporal profile is launched from the left boundary and propagates toward
the z-direction.
The first case considered in this example is the numerical errors obtained
by the DGTD solution with first-order basis functions p = 1, and the error
propagation velocities χ = κ = 0, 1, 2, 4, and 8, respectively. The divergence
of both the electric field and the magnetic flux are recorded at the observation
point P shown in Fig. 7.1 as a function of time. The results are shown in
Fig. 7.2, from which it is very clear that the numerical errors of both Gauss’s
laws are effectively reduced when χ and κ are greater than or equal to 1.
In the second case, the effect of different polynomial orders of the basis
functions is investigated at the same error propagation velocity. Since the
accuracy of the DGTD method increases with the p-refinement, the resulting
divergence error should be reduced with the increase of the polynomial order.
Shown in Fig. 7.3 is the recorded divergence error with respect to different
polynomial orders p = 1, 2, and 3, at the same error propagation velocity
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χ = 1 (Fig. 7.3(a)), χ = 2 (Fig. 7.3(b)), κ = 1 (Fig. 7.3(c)), and κ = 2 (Fig.
7.3(d)). Clearly, the increase of the polynomial order results in a significant
reduction of the divergence error, which provides an alternative approach
to eliminating divergence errors. To achieve a certain numerical accuracy of
Gauss’s laws, one can simply increase the polynomial order while keeping the
error propagation velocity small (such as 1 or 2), which is advantageous in
minimizing the computational cost by avoiding the extra sub-time stepping.
7.6.2 Plane Wave Propagation in Partially Filled Structure
For the second example, two different materials are considered in the simu-
lation of a plane wave propagation problem, where a y-polarized sinusoidal
plane wave Einc = yˆEinc (r, t) has a center frequency of f0 = 300 MHz and
a linearly increasing amplitude (τ = 40 µs)
Einc (r, t) =
t′
τ
sin (2pif0t
′) (7.129)
with
t′ = t− (r − r0) · kˆ
c0
(7.130)
which takes into account the time delay at point r compared to the reference
point r0 due to the finite wave propagation velocity c0 in the kˆ = −zˆ direc-
tion. This plane wave illuminates the partial-vacuum and partial-dielectric
structure with the dielectric constants εr = µr = 9. Shown in Fig. 7.4(a) is
the solution domain of the problem, where the bottom-right corner is filled
with the dielectric while all other regions are filled with vacuum. The upper
boundary is set as ABC from where the incident plane wave is introduced, the
left, right, and bottom boundaries are set as PEC, and the front and back
boundaries (in the y-direction) are set as PMC. Figures 7.4(b) and 7.4(c)
show the electric flux and the magnetic field distributions at the last time
step, where it can be seen that the continuities of the normal electric flux
and the tangential magnetic field are both well preserved across the vacuum–
dielectric interface. In particular, the Dx component shown in Fig. 7.4(b)
is continuous across the vertical interface since it is normal at this inter-
face, and discontinuous across the horizontal interface since it is tangential
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there. The Hy component shown in Fig. 7.4(c) is continuous along the entire
vacuum–dielectric interface since it is tangential to the interface.
More quantitative results are given in Figs. 7.5 and 7.6, where the problem
is simulated using the first- and the second-order basis functions, respective-
ly. From Figs. 7.5(b) and 7.5(d), it is clear that when the error propagation
velocities χ = 0 and κ = 0, which correspond to the traditional Maxwell so-
lutions without continuity-preserving, there are significant numerical errors
in the normal continuity of the electric and magnetic fluxes. Such numerical
errors are very well suppressed when the continuity-preserving technique is
used with χ = 1 and κ = 1. More importantly, the RMS errors are further
reduced with the increase of χ and κ. Meanwhile, it is also noted from Figs.
7.5(a) and 7.5(c) that the numerical errors of the tangential field continuities
increase a little when χ = 1 and κ = 1, but stay on the same levels when
χ and κ further increase. Similar results can be seen in Fig. 7.6, where
the errors in normal continuities are reduced with the increase of the error
propagation velocities, while those in tangential continuities only increase a
little. Comparing Figs. 7.5 and 7.6, it is evident that by increasing the poly-
nomial order from 1 to 2, the numerical error in all the field/flux components
can be further suppressed, which is consistent with the observation for the
divergence errors made in the preceding example.
7.6.3 Wave Scattering from a Dielectric Sphere
The divergence-cleaning and continuity-preserving features of the proposed
method have been demonstrated separately in the preceding two examples.
In this example, these two features are further investigated through a wave
scattering problem from a dielectric sphere with a radius of a = 0.25 m
and the dielectric constant of εr = µr = 9. In this example, a 300-MHz,
y-polarized plane wave travels in the z-direction and illuminates the sphere.
This example is designed to test the performance of the proposed method
when a curved material interface is involved, where the normal direction nˆ
changes at different points on the vacuum–sphere interface. The incident
plane wave has a temporal profile given by (7.129). Shown in Figs. 7.7(a)–
7.7(d) are the 2D color plots of the field/flux distributions in the E- (yz-)
and H-planes (xz-planes) of the simulation domain at the last time step with
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t = 100 ns. These results agree very well with the Mie series solutions,
which are not given here. From these figures, the tangential field and normal
flux continuities can be clearly observed, which are also presented in 1D
plots in Fig. 7.8. In Fig. 7.8(a), since the y-component is the normal
component on the spherical interface along the y-axis, Dy is continuous and
Ey is discontinuous, at y = ±0.25 m. The same observation can be made for
other figures, which demonstrates that the field/flux continuity conditions
have been preserved.
To quantify the errors over the entire surface of the sphere, the relative
RMS errors are calculated using (7.128), where S is the entire spherical
surface interfacing the vacuum and the dielectric sphere, and are presented in
Fig. 7.9. Similar to the previous example, the numerical errors in the normal
flux continuities become smaller with the increase of the error propagation
velocities, while those in the tangential field continuities only increase when
χ and κ increase from 0 to 1.
The divergence of both the electric and magnetic fluxes are recorded at
the center of the sphere as a function of time, and are normalized by Dinc =
Binc = 2.5×10−3 which is the magnitude of the incident field at the last time
step. The results are shown in Fig. 7.10, from which it is very clear that the
numerical errors of both Gauss’s laws can be effectively reduced when χ and
κ are greater than or equal to 1. From this example, it can be concluded that
the proposed PHM equations and the numerical scheme are able to achieve
the objectives of both divergence-cleaning and continuity-preserving at the
same time.
7.6.4 Artificial Magnetic Charge
Next, the performance of the DHM equations is investigated and compared
with the PHM equations. The problem designed in this case is to remove the
static magnetic flux distribution resulting from artificial magnetic charges in
space. To this end, we consider a spherical region with a radius of a = 25 m
filled with vacuum and artificially distributed magnetic charges
ρm (r) =
sin (r)
r
(7.131)
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and bounded by the ABC boundary. According to ∇·B = ρm, the initial
distribution of the magnetic flux B (r, 0) is set as
B (r, 0) = rˆ
sin (r)− r cos (r)
r2
. (7.132)
Since, in reality, there are no magnetic charges, the magnetic flux should be
removed in a numerical simulation that is consistent with the true physics.
In this example, the PHM and DHM equations are solved and the 3D distri-
butions of the magnetic flux and its divergence are recorded as the function
of time. For the PHM equations, the error propagation velocities are set as
χ = κ = 1. For the DHM equations, χ = κ = 1 and the damping ratio are
chosen as ζ = ξ = 1/4, 1/2, and 1, which correspond to two under-damped
cases and the critically-damped case, respectively. In the DHM equations,
the wavelength λ0 is set as 2pi according to the spatial variation of the mag-
netic charge.
Shown in Figs. 7.11 and 7.12 are 3D color plots of the divergence of the
magnetic flux ∇·B and the magnetic flux B on the three cuts of x-, y-,
and z-planes, recorded at different time steps of the simulation. The results
of the PHM equations and the DHM equations with ζ = ξ = 1/4 and 1/2
are shown for comparison. From Figs. 7.11(a)–7.11(d) and 7.12(a)–7.12(d),
it can be seen that the results from the PHM equations show some artifi-
cial oscillations of ∇·B and B as functions of time, but their magnitudes
are not reduced. Since, in this example, the artificial magnetic charges pro-
duce a static magnetic flux, which has characteristics corresponding to the
zero eigenvalue of the PHM system, the numerical error cannot be removed
through the wave propagation. As a result, the static magnetic flux simply
oscillates. In contrast, due to the artificial damping introduced in the DHM
equations, Figs. 7.11(e)–7.11(l) and 7.12(e)–7.12(l) show clearly that the
magnitudes of the magnetic flux and its divergence are attenuated during
the oscillation because of the numerical dissipation.
Numerical errors of the magnetic Gauss’s law are recorded at the center
of the sphere r = 0 m as functions of time. The numerical results obtained
from the PHM equations and the DHM equations with ζ = ξ = 1/4, 1/2,
and 1 are shown in both linear and logarithmic scales in Figs. 7.13(a) and
7.13(b), respectively. These figures demonstrate very clearly that the results
from the PHM equations oscillate with a constant magnitude throughout the
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simulation, while those from the DHM equations are attenuated rapidly. It
is very interesting to see that, in the two under-damped cases, the divergence
of the magnetic flux oscillates while its magnitude is attenuated. From Fig.
7.13(b), the envelopes of these two under-damped cases decay exponential-
ly and follow the theoretical predictions given by (7.124) precisely. In the
critically-damped case, the divergence of the magnetic flux attenuates expo-
nentially without any oscillation, which agrees well with the damping theory.
In the logarithmic-scaled plot, the reduction of the divergence is asymptoti-
cally parallel to the theoretical line, which demonstrates that the numerical
solution is highly consistent with the physics.
7.6.5 Self-Consistent Simulation of Electron Radiation
As the last example, the radiation from oscillating electrons is modeled
through a self-consistent simulation. The geometrical model used in this
example is the same as that used in Section 7.6.3, with a cloud of electrons
placed around the north pole of the dielectric sphere with εr = µr = 9.
As illustrated in Fig. 7.14(a), the electron density distribution n follows a
Gaussian distribution with a standard deviation of σ = 0.1 m. The maxi-
mum density nmax = 10
16 m−3 is located at (0, 0, 0.25) m, which is the north
pole of the dielectric sphere. A 300-MHz standing wave with a wave vector
kˆ in the y-direction illuminates the sphere and electrons. The incident elec-
tric field E0 has a magnitude of 1.0 MV/m and is linearly polarized in the
z-direction. At the beginning of the physical process, the electrons experi-
ence the Lorentz force F = eE0 exerted by the incident field with e being
the charge carried by a single electron (assuming cold plasma and ignore
the magnetic Lorentz force). The Lorentz force accelerates the electrons and
forces them to oscillate at the velocity u. The oscillation of the electrons
produces conduction currents J = enu, which generate secondary fields E1
and H1. The secondary field will then exert the secondary Lorentz force
on the electrons. Assuming there is no collision among the electrons, and
between the electrons and the sphere, the velocities u of the electrons are
governed by the collision-less momentum transfer equation
∂u
∂t
=
e
m
E (7.133)
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where m stands for the mass of a single electron at rest and E stands for the
total electric field E0 +E1.
To simulate this problem, the initial condition of the electric field should
be set as the static field due to the electrons at rest, by solving Poisson’s
equation
∇·D1 (r, 0) = ρ = e n. (7.134)
However, for the sake of simplicity, in the numerical simulation presented
here, the initial conditions for the secondary fields are simply set as zero,
which implies that a quasi-neutral condition is assumed where the net charge
distribution is zero. This can be achieved by assuming that there are positive
ions with the same distribution as the electrons, but they are immobile due
to their large mass. As a result, one objective of the simulation is to clean
the divergence of both the electric and magnetic fluxes such that ∇·D1 = 0
and ∇·B1 = 0.
This problem is solved using the PHM equations with χ = κ = 0, 1, and
2, respectively. The second-order nodal basis functions are used to expand
all the unknown quantities, which are defined on a 3D tetrahedral mesh
shown in Fig. 7.14(b). From this figure, it can be seen that the mesh is
unstructured and unsymmetrical. As mentioned in Section 7.1, if the vector
basis functions [128–130, 158] were employed to expand the electromagnetic
fields, the normal components of the Lorentz force would depend heavily on
the shape of each tetrahedral element and hence become unpredictable. With
the use of nodal basis functions, the 2D color plots of the electric field and its
divergence distributions at t = 100 ns in the E-plane (yz-plane) are recorded
and shown in Fig. 7.15. In this plane, the Ex component is zero and not
presented. The results obtained from the PHM equations with χ = κ = 0
are shown in Figs. 7.15(a)–7.15(c), and those from χ = κ = 2 are shown in
Figs. 7.15(d)–7.15(f). From Fig. 7.15(c), it is obvious that the divergence
of the electric flux has a very high value. This results in highly polluted Ey
and Ez distributions in this plane, in which useful information cannot be
observed. With χ and κ set to 2, the divergence of the electric flux shown in
Fig. 7.15(f) becomes much smaller, and the field distributions shown in Figs.
7.15(d) and 7.15(e) are stabilized, which exhibit excellent symmetry that is
consistent with the physics, despite the use of a unsymmetrical geometrical
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discretization. Similar phenomena can be seen in Fig. 7.16 for the magnetic
field and its divergence. With the aid of the proposed method, the magnetic
field distribution is perfectly symmetrical in both the E- (yz-) and H-planes
(xy-planes), and the divergence of the magnetic flux is effectively reduced.
The relative RMS errors of the field/flux continuities are shown in Fig. 7.17
as functions of time. Again, the normal continuity of both the electric and
magnetic fluxes is preserved effectively with the proposed method. Different
from the pure electromagnetic simulation examples, as presented earlier, the
tangential continuity of the electric and magnetic fields in this self-consistent
simulation is also better preserved with χ = κ = 1 and 2, compared to
those with χ = κ = 0. This is because in the latter case, the fields are
highly polluted, resulting in a significant increase of the continuity error.
The numerical errors of both Gauss’s laws are recorded at z = 0.2 m close
to the north pole of the sphere, and are presented in Fig. 7.18, from which
it can be seen that the proposed method cleans the divergence errors very
effectively through the entire simulation process.
7.7 Summary
In this chapter, a continuity-preserving and divergence-cleaning scheme for
the simulation of electromagnetic problems involving inhomogeneous materi-
als has been proposed based on the PHM and DHM equations. The electric
and magnetic Gauss’s laws have been taken into consideration in numerical
simulations by introducing auxiliary variables that satisfy wave equations,
which results in a purely hyperbolic system to solve. With the aid of the aux-
iliary variables, the numerical errors related to Gauss’s laws are propagated
out of the simulation domain in the PHM equations. To solve the PHM equa-
tions in a consistent manner, a two-step scheme has been proposed through a
variable-splitting method that solves Faraday’s and Maxwell-Ampe`re’s laws
and Gauss’s laws in separate numerical steps, which are elaborated in the
framework of the DGTD method with the intermediate states and numer-
ical fluxes derived by solving the associated Riemann problems. On top
of the PHM equations, two damping terms are further introduced to yield
the DHM equations, which add artificial dissipations to the wave propaga-
tion, and have been shown to be particularly effective in removing numerical
204
errors with static components. Since all four Maxwell’s equations are sat-
isfied numerically with the PHM and DHM equations, both the tangential
and normal components of the electric and magnetic fields can be computed
more accurately, and the tangential continuity of the electric and magnet-
ic fields and the normal continuity of the electric and magnetic fluxes can
be better preserved. Several numerical examples are given to demonstrate
the capability and effectiveness of the proposed method in preserving the
continuity conditions and cleaning the divergence errors, in both pure elec-
tromagnetic simulations and self-consistent wave–particle simulations. The
proposed method has been shown to be very useful and indispensable in
the simulation of complicated multiphysics problems such as those involving
electromagnetic–plasma interactions.
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7.8 Figures
Figure 7.1: Illustration of the solution domain. Plane wave propagates in
the z-direction, with the electric field polarized in the y-direction.
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(a)
(b)
Figure 7.2: Numerical errors of Gauss’s laws for (a) the electric field and (b)
the magnetic flux, as functions of time. First-order basis functions are used
in the calculation, while the error propagation velocities χ and κ vary from
0 to 8.
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(a) (b)
(c) (d)
Figure 7.3: Numerical errors of Gauss’s laws for (a) the electric field with
χ = 1, (b) the electric field with χ = 2, and (c) the magnetic flux with κ = 1,
and (d) the magnetic flux with κ = 2, as functions of time. Basis functions
with the polynomial order varying from 1 to 3 are used in the calculation,
and the resulting numerical errors are compared at different error propagation
velocities.
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(a)
(b) (c)
Figure 7.4: Illustration of (a) the solution domain, (b) the normal electric
flux continuity, and (c) the tangential magnetic field continuity.
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(a) (b)
(c) (d)
Figure 7.5: Relative RMS errors of the continuities of (a) the tangential
electric field, (b) the normal electric flux, (c) the tangential magnetic field,
and (d) the normal magnetic flux, as functions of time. The results are
obtained by solving the PHM equations with first-order basis functions and
the error propagation velocities χ and κ varying from 0 to 4.
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(a) (b)
(c) (d)
Figure 7.6: Relative RMS errors of the continuities of (a) the tangential
electric field, (b) the normal electric flux, (c) the tangential magnetic field,
and (d) the normal magnetic flux, as functions of time. The results are
obtained by solving the PHM equations with second-order basis functions
and the error propagation velocities χ and κ varying from 0 to 2.
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(a) (b)
(c) (d)
Figure 7.7: 2D color plots of (a) the electric field and (b) the electric flux
distributions in the yz-plane, and (c) the magnetic field and (d) the magnetic
flux distributions in the xz-plane, at the last time step with t = 100 ns.
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(a) (b)
(c) (d)
Figure 7.8: 1D plots of the electric field and flux along (a) the y and (b) the
z axes, and the magnetic field and flux along (c) the x and (d) the z axes,
at the last time step with t = 100 ns.
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(a) (b)
(c) (d)
Figure 7.9: Relative RMS errors of the continuities of (a) the tangential
electric field, (b) the normal electric flux, (c) the tangential magnetic field,
and (d) the normal magnetic flux, as functions of time. The results are
obtained by solving the PHM equations with the error propagation velocities
χ and κ varying from 0 to 4.
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(a)
(b)
Figure 7.10: Numerical errors of Gauss’s laws for (a) the electric flux and (b)
the magnetic flux, recorded at the center of the sphere z = 0 m, as functions
of time. The results are obtained by solving the PHM equations with the
error propagation velocities χ and κ varying from 0 to 4.
215
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 7.11: 3D color plots of the distribution of the divergence of the mag-
netic flux at different time steps. The results are obtained from (a)–(d) the
PHM equations with χ = κ = 1, and the DHM equations with χ = κ = 1
and (e)–(h) ζ = ξ = 1/4, (i)–(l) ζ = ξ = 1/2.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 7.12: 3D color plots of the distribution of the magnetic flux at different
time steps. The results are obtained from (a)–(d) the PHM equations with
χ = κ = 1, and the DHM equations with χ = κ = 1 and (e)–(h) ζ = ξ = 1/4,
(i)–(l) ζ = ξ = 1/2.
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(a)
(b)
Figure 7.13: Numerical errors of the magnetic Gauss’s law recorded at the
center of the sphere r = 0 m as functions of time. Comparisons are made
between the numerical results obtained from the PHM equations with χ =
κ = 1 and the DHM equations with χ = κ = 1 and ζ = ξ = 1/4, 1/2, and 1.
(a) Linear scale plot. (b) Logarithmic scale plot.
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(a)
(b)
Figure 7.14: (a) Illustration of the solution domain and the electron distri-
bution in the yz-plane. (b) Zoomed-in plot of the geometrical discretization
of the solution domain around the north pole of the dielectric sphere.
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(a) (b) (c)
(d) (e) (f)
Figure 7.15: 2D color plots of the distributions of the secondary electric field
and its divergence in the yz-plane, at the last time step where t = 100 ns.
All quantities have been divided by 106. The results are obtained from the
PHM equations with (a)–(c) χ = κ = 0, and (d)–(f) χ = κ = 2.
220
(a) (b) (c)
(d) (e) (f)
Figure 7.16: 2D color plots of the distributions of the secondary magnetic
field and its divergence in the xy- and yz-planes, at the last time step where
t = 100 ns. All quantities have been divided by 106. The results are obtained
from the PHM equations with (a)–(c) χ = κ = 0, and (d)–(f) χ = κ = 2.
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(a) (b)
(c) (d)
Figure 7.17: Relative RMS errors of the continuities of (a) the tangential
electric field, (b) the normal electric flux, (c) the tangential magnetic field,
and (d) the normal magnetic flux, as functions of time. The results are
obtained by solving the PHM equations with the error propagation velocities
χ and κ varying from 0 to 2.
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(a)
(b)
Figure 7.18: Numerical errors of Gauss’s laws for (a) the electric flux and
(b) the magnetic flux, recorded near the upper boundary of the sphere at
z = 0.2 m, as functions of time. The results are obtained by solving the
PHM equations with the error propagation velocities χ and κ varying from
0 to 2.
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Chapter 8
A Dynamic h-Adaptation Algorithm for
Electromagnetic Simulation
8.1 Introduction
Most DGTD algorithms developed so far for computational electromagnet-
ics use boundary-conforming meshes. The computational domain with im-
mersed boundaries or material interfaces is divided into triangular elements
in two dimensions and tetrahedral elements in three dimensions. Although
these elements can model complex geometries accurately, their use is chal-
lenged by the necessity of remeshing for changing geometries. Non-boundary
conforming methods avoid remeshing step all together. They are typically
implemented for immersed boundaries using structured grids or hierarchical
grids. Hierarchical Cartesian grids offer simplicity close to that of struc-
tured grids and the flexibility of unstructured grids while being highly suited
for adaptive mesh refinement (AMR) as well as for parallelization and dy-
namic load balancing among processors. Non-boundary conforming methods
with AMR have gained popularity in engineering simulations and comput-
er aided design [203]. Although these methods have started finding their
way into computational electromagnetics [117], they are still rarely used. A-
mong notable exceptions are the book [204], which describes AMR-FDTD
method, and the recent paper [205], which uses the Godunov method for
solving Maxwell’s equations. In this chapter, we use an adaptive Cartesian
mesh (ACM), which has many attractive features such as automatic mesh
generation for complex geometries, dynamic mesh refinement to adapt to the
solution and changing geometry, and efficient parallelization [206].
The hierarchical ACM is generated by subsequent division of squares (in
2D) or cubes (in 3D), which corresponds to a binary, quad- or octree data
structures. In particular, the mesh is adaptively refined near immersed sur-
faces or material interfaces in order to better resolve the boundary curvature,
224
leading to non-conformal meshes where one hexahedral element interfaces
with multiple smaller hexahedral elements. Figure 8.1 shows an example of
an integrated circuit (IC) with electronic interconnects meshed using a hi-
erarchical binary mesh, which allows for anisotropic mesh adaptation [207].
Automatic mesh adaptation can be applied to device features such as doping
profiles, material interfaces and curvatures, to provide a satisfactory geomet-
rical resolution. Such a mesh can also be adapted efficiently when the device
geometry changes during an optimization process. This observation motivat-
ed the development of a DGTD algorithm for ACM in this work. However,
to further enhance the accuracy and efficiency of the DGTD-ACM, there are
two more technical issues one has to deal with carefully.
In a numerical simulation, higher spatial resolution and better numeri-
cal accuracy can be achieved by increasing the mesh density near material
interfaces. But when the EM problem is excited by an EM pulse in the
time domain, the fields are highly oscillatory around the pulse, but relatively
smooth in the rest of the simulation domain. In this case, employing a uni-
formly dense mesh would increase the number of degrees of freedom (DoFs)
significantly. To reduce the computational cost, a dynamic mesh adapta-
tion can be combined with the DGTD method, which changes the resolution
of each element at each time step to capture the local variation of the EM
fields. However, due to the Courant-Friedrichs-Lewy (CFL) condition, the
time-step size for explicit schemes would be constrained by the smallest mesh
element. To alleviate this restriction, a local time-stepping (LTS) technique
is also adopted with the dynamic mesh adaptation method. In the DGTD
method, the computational overhead for reconstructing the mesh and the
matrices is proportional to the number of elements changed. When the EM
field is smooth in most part of the region, this could achieve a significant
reduction of the computational time.
For the modeling of plasmas and electronic devices, computation of elec-
tromagnetic fields is only one of the two steps of the complete modeling. The
other step is the modeling of particle dynamics, which requires the solution
of the charge transport equations [32,206]. Since the EM fields provide forces
and energy for the particles to evolve and propagate, the EM field compo-
nents are required to be continuous due to the stability condition for the
Boltzmann solver [106, 110]. However, if the DGTD with vector basis func-
tions is employed for the solution of EM fields [102, 176, 178, 179, 181, 208],
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due to the property of vector basis functions [129, 130], only the EM field
components that are tangential to the elemental interfaces are continuous,
and those that are normal to the interfaces are discontinuous. When cou-
pled with the Boltzmann solver, the discontinuous normal components of
the fields will impose an unpredictable and inaccurate amount of force and
energy to the particles and result in spurious and erroneous solutions. To
overcome this difficulty, the DGTD method with scalar interpolatory (nodal)
basis functions [103, 106] is used in this chapter to provide a field solution
that is continuous in all x, y, and z directions.
8.2 Runge-Kutta Method
In this chapter, Maxwell’s equations are solved with the DGTD method in-
troduced in Section 6.4.1. After the polynomial expansion of the unknown
electric and magnetic fields, and the testing of Maxwell’s equations, the ma-
trix equations (6.34)–(6.39) can be obtained. In a time marching scheme, the
EM fields at the previous time step are submitted into the right-hand sides
of these equations to obtain the time derivatives d{Eu}/dt and d{Hu}/dt.
The classic fourth-order Runge-Kutta method [111] can then be applied to
(6.34)-(6.39) to advance the EM fields from tn to tn+1 = tn + ∆t as
q (tn+1) = q (tn) +
∆t
6
(k1 + 2k2 + 2k3 + k4) (8.1)
in which
k1 = f [tn, q (tn)] (8.2)
k2 = f
[
tn +
∆t
2
, q (tn) +
∆t
2
k1
]
(8.3)
k3 = f
[
tn +
∆t
2
, q (tn) +
∆t
2
k2
]
(8.4)
k4 = f [tn + ∆t, q (tn) + ∆tk3] (8.5)
where q(t) = [{Ex} , {Ey} , {Ez} , {Hx} , {Hy} , {Hz}]T denotes the EM field
vector, f [t, q(t)] = dq/dt stands for the operations in order to obtain the
time derivatives, and ki (i = 1, 2, 3, 4) are known as the stage vectors. To
maintain the stability of the time integration scheme, the time-step size ∆t
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is limited by the CFL condition [197, 201] given in (7.111), and is rewritten
here for convenience
∆t ≤ 1
2p+ 1
h
c
(8.6)
where c denotes the speed of light, p denotes the basis order, and h denotes
the size of the element Ki. If a uniform time-step size is used, the minimum
element size throughout the simulation domain should be used as h.
8.3 Dynamic h-Adaptation Technique
To resolve the fields with drastic spatial variations, finer grids are needed. In
simulations of pulse propagation and scattering problems, a direct application
of a uniformly fine mesh throughout the solution domain would increase the
computational cost significantly. Whenever the mesh is refined by s times,
the computational cost will increase by a factor of sd+1 in a d-dimensional
problem, where the extra one on the exponent comes from the CFL condition
imposed by the explicit time integration method. In order to achieve good
spatial resolution without significantly increasing the computational cost, a
dynamic mesh adaptation technique based on the ACM [209] is developed
in this work to enhance the DGTD algorithm, where the sizes of the cells
are dynamically adjusted according to the variation of the local fields. To
implement the dynamic mesh adaptation, three issues need to be addressed.
The first one is the criteria of the mesh refinement and coarsening. The
second issue is the approach to reconstructing the DoFs after a mesh has
changed. The last issue is how to connect mesh elements with different cell
sizes. Each of these issues is addressed here as follows.
8.3.1 Dynamic Mesh Refinement
At the beginning of the numerical simulation, a base mesh is first constructed,
which should have basic resolution to the wave physics. This base mesh is
named as the level-0 mesh, and its individual mesh element is named as the
level-0 element K0i . The subdivision of a level-l element K
l
i generates 2
d
smaller elements K l+1i on level l + 1.
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As the fields start to propagate into the solution domain and impinge on
the geometry, their distributions become nonuniform in the domain. To de-
termine the correct element size at a given location and time, the variation of
the EM fields can be measured through different means, such as the gradient
of the local EM power density ∇ (ε‖E‖2 + µ‖H‖2), or the local electric field
intensity ∇Ev (v = x, y, z) at the interpolation nodes xli+n (n = 1, . . . , Np)
in element K li . For example, element K
l
i is refined if the L2 norm of the
gradient of the electric field component satisfies one of the following criteria:
‖∇Ev‖ > ζmax max {‖∇Ev‖} (8.7)
or
‖∇Ev‖ > ξmax (8.8)
where ζmax and ξmax are preset thresholds, and max {‖∇Ev‖} is the maximum
gradient value throughout the entire simulation domain. Element K li and its
neighboring elements are coarsened to a larger element at level (l−1) if both
of the following criteria are satisfied:
‖∇Ev‖ < ζmin max {‖∇Ev‖} (8.9)
‖∇Ev‖ < ξmin (8.10)
where ζmin and ξmin are the preset thresholds.
In the DGTD method, the partial derivatives in the gradient operation
∇Ev =
∑
u
uˆ
∂Ev
∂u
(8.11)
can be easily obtained by matrix-vector product between the stiffness matrix
[Su] and the field component vector {Ev} as
∂Ev
∂u
= [Su] {Ev} . (8.12)
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8.3.2 DoF Reconstruction
During dynamic cell/element coarsening and refinement, larger and small-
er cells/elements are created on-the-fly. This requires the solutions being
mapped from fine to coarse cells and from coarse to fine cells. The partic-
ularity of the DGTD technique is that the electric and magnetic fields are
defined on several interpolation nodes in the cells instead of only the cell
centers as in the FVTD codes. For the 4-element (in 2D) and 8-element (in
3D) DG scheme, the quad/octree topology matches the element topology,
and the interpolations can be performed in a straightforward and numerical-
ly efficient manner. Figure 8.2 is an illustration of such a process, where the
solid and empty circles represent the interpolation nodes of the first-order
basis functions in the coarse and fine mesh elements, respectively.
The DoFs at xl+1i+k (k = 0, 1, 2, 3) in a fine element on level l + 1 can be
directly obtained from the coarse element K li on level l by interpolating the
DoFs at xli+k′ using their respective basis functions φk′ as
Ev
(
xl+1i+k
)
=
3∑
k′=0
Ev
(
xli+k′
)
φk′
(
xl+1i+k
)
(8.13)
Hv
(
xl+1i+k
)
=
3∑
k′=0
Hv
(
xli+k′
)
φk′
(
xl+1i+k
)
. (8.14)
To obtain the DoFs at xli+k′ (k
′ = 0, 1, 2, 3) in a coarse element on level l from
the fine elements K l+1i+k, a similar interpolation formula can be used. If first-
order basis functions are employed, the EM fields on each interpolation node
of the coarse element are simply the average of the DoFs of the corresponding
fine elements. In this case
Ev(x
l
i) =
1
4
3∑
k=0
Ev(x
l+1
i+k) (8.15)
Hv(x
l
i) =
1
4
3∑
k=0
Hv(x
l+1
i+k). (8.16)
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8.3.3 Numerical Flux Calculation
After the DoFs are reconstructed in the newly refined mesh, the DGTD
method can be used to advance the DoFs in time using (6.26) and (6.27).
Compared with the case of a uniform mesh, all the volume integrals remain
the same in the case of the adaptive mesh. Since DGTD is an element-
level domain decomposition method, only the DoFs within each element are
needed in the volume integrals. The only terms that need modification are
the surface integral terms, because they need the information from their
adjacent elements. When one element interfaces with q adjacent smaller
elements, the corresponding surface integral is broken into q surface integrals
with a smaller support. For example, if the central flux is used, the surface
integral involving electric fields becomes∫
Sji
φm · [nˆ× (E∗ −E)] dS
=
1
2
∫
Sji
φm · [nˆ× (E+ −E−)] dS
=
1
2
[
q∑
k=1
∫
Sijk
φm · nˆ×E+ dS −
∫
Sij
φm · nˆ×E− dS
]
. (8.17)
On each small domain of integration, the Gauss quadrature rule can be ap-
plied to perform the surface integrals. Once the numerical fluxes are ob-
tained, the neighboring elements can be connected, and the entire system
can be advanced for one time step ∆t.
8.4 Local Time-Stepping Scheme
For the time integration, the explicit Runge-Kutta methods are usually used.
One very common choice is the classic four-stage fourth-order Runge-Kutta
method as given in (8.2)–(8.5). Despite their simplicities, the biggest draw-
back of the explicit methods is the constraint on the time-step size in order to
maintain stability. According to the CFL condition [197,201], the time-step
size is limited by the element with the smallest size. When dynamic meshes
with varying elemental sizes are used, the small size of a refined mesh element
would result in a very small time-step size, which will greatly reduce the over-
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all efficiency of the simulation. To alleviate the restriction coming from the
smallest mesh element, a non-uniform time-step Runge-Kutta scheme [91] is
adopted, which allows each element to advance in time with its own time-step
size, and is known as the LTS method.
The basic idea and formulation of the LTS method are given in this section.
Shown in Fig. 8.3 is an illustration of the scheme, where the CFL condition
imposes a time-step size ∆t1 for element K1 and a time-step size ∆t2 = ∆t1/2
for element K2. To advance EM fields in elements K1 and K2 using their
respective time-step sizes, two scenarios need to be taken into consideration.
One is at the synchronized step tn where the fields in both elements advance
simultaneously. The other is the intermediate step tn+1/2 where only the
fields in element K2 advance in time.
8.4.1 Synchronized Step
At the synchronized step, the stage vectors {kl} in (8.2)–(8.5) need to be
evaluated at t = tn in both elements K1 and K2 using time-step size ∆t1 and
∆t2, respectively. In a linear problem, the stage vectors needed to advance
for ∆ti can be related to the time derivatives at tn as
k1(∆ti)
k2(∆ti)
k3(∆ti)
k4(∆ti)
 =

1
1 0.5
1 0.5 0.25
1 1 0.5 0.25


1
∆ti
∆t2i
∆t3i


q(1)(tn)
q(2)(tn)
q(3)(tn)
q(4)(tn)
 (8.18)
where q(j) stands for the j-th order time derivative.
Using (8.18), each vector, kl(∆t1) in K2, can be inferred from the set
{kl′(∆t2) | l′ = 1, · · · , l} in K2, and the vector kl+1(∆t1) in K1 can be
evaluated through (8.2)–(8.5). The same idea applies to the evaluation of
{kl+1(∆t2)} in K2 and therefore {kl(∆t1)} in K1 and {kl(∆t2)} in K2 can
be obtained simultaneously at t = tn.
8.4.2 Intermediate Step
To update the EM fields in element K2 at t = tn+1/2, the vector {kl(∆t2)}
needs to be calculated at t = tn+1/2. This can be obtained through (8.2)–
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(8.5) by extrapolating the EM fields and their time derivatives, {q(k)}, at
t = tn+1/2 in element K1 and exploiting (8.18) to obtain the vectors {kl(∆t2)}
in K1 at t = tn+1/2. To perform the extrapolation, the time derivatives of
the EM fields, {q(k)(tn)} in K1, are obtained through applying (8.18) to the
vectors {kl(∆t1)} in K1 at t = tn. The EM fields and the time derivatives,
{q(k)(tn+1/2)} in K1, are then estimated through Taylor expansion
q(k)(tn+1/2) =
4∑
l=k
∆tl−k2
(l − k)!q
(k)(tn), k = 0, . . . , 4 (8.19)
and the vectors {kl(∆t2)} at t = tn+1/2 can be evaluated by applying (8.18)
to {q(k)(tn+1/2)} again.
8.5 Numerical Examples
In this section, numerical examples are given to first validate the implemen-
tation and show the accuracy of the DGTD method with static ACM grids
in resolving objects with curved boundaries. The accuracy and efficiency of
the DGTD method with dynamic ACM grids are then demonstrated through
a 2D and a 3D problem. All examples with ACM grids are simulated with
the LTS technique.
8.5.1 Validation of the Static ACM
To validate the DGTD solver with ACM grids in 2D and 3D, the scattering of
a monochromatic plane wave by a conducting cylinder, a dielectric cylinder,
and a conducting sphere is simulated. In the 2D examples, the wavelength
of the incident plane wave is λinc = 0.4 m and the radius of the scatterer is
equal to 0.1 m. For the dielectric cylinder case, the dielectric constant in the
cylinder is εr = 6.
To resolve the wave propagating in the background, a structured mesh with
a uniform size h0 = λinc/25.6 is employed to discretize the free space. On
top of the h0 mesh, the ACM technique is applied to generate different levels
of refinement at the scatterer boundary to resolve its geometrical curvature,
where the first level of refinement results in mesh elements with a size of
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h1 = h0/2, the second level of refinement results in mesh elements with a
size of h2 = h1/2, and so on. The ACM mesh with element sizes ranging from
h0 to hr is referred to as the h0 + r mesh hereafter. For example, the h0 + 0
mesh denotes the uniform h0 mesh in the entire solution domain. Since the
refined elements are simply employed to resolve the curved boundary, and
the grid does not change during the time-domain simulation, it is referred
here to as the static ACM grid.
Figure 8.4 presents the electric field distributions in the 2D conducting
cylinder example, where three sets of results obtained from the analytical
solution, the ACM grid h0 + 2, and the uniformly coarse grid h0 + 0 are
shown. From the grids shown in Figs. 8.4(b) and 8.4(c), it is clear that the
h0 + 2 mesh provides a much better resolution of the curved boundary. To
have a quantitative comparison, the electric fields are recorded on a circle
with a radius of 0.12 m. The root-mean-square (RMS) errors of the numerical
results compared to the analytical solution Eanal
RMS =
√√√√ 1
Nobs
Nobs∑
i=1
‖E (ri)−Eanal (ri) ‖2 (8.20)
are presented in Tab. 8.1, from which it can be seen that by decreasing the
mesh size at the boundary from h0 to h3, the RMS error of the numerical so-
lution decreases consistently, due to the better boundary resolution provided
by the refined ACM grid.
The electric field distributions in the 2D dielectric cylinder example are
presented in Fig. 8.5, where the results from the analytical solution, the
ACM grids h0 + 3 and h0 + 1 are shown. Due to the dielectric constant
in the cylinder, a finer grid is needed to resolve the shorter wavelength in
the dielectric, which is why the h1 = h0/2 = λdiel/20.9 mesh is used in Fig.
8.5(c). Obvious differences can be observed when comparing Figs. 8.5(c) and
8.5(a), especially inside and around the dielectric cylinder, due to the poor
representation of the cylinder boundary. When the h0 + 3 mesh is used, a
much more accurate numerical solution can be observed in Fig. 8.5(b). The
accuracy improvement by refining the boundary grid can be seen more clearly
in Tab. 8.1, which validates the accuracy and effectiveness of the static ACM
grid. To make a direct comparison, the EM scattering from a 3D conducting
sphere with the same radius as the conducting cylinder is simulated, and the
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corresponding RMS errors are calculated and shown in Tab. 8.1, from which
a converging error is observed by refining the mesh on the curved spherical
boundary.
The EM scattering from a larger 3D conducting sphere with a radius of 0.2
m is considered. The electric field as well as the corresponding static ACM
grid h0 + 2 are shown in Fig. 8.6(a). Clearly, the static ACM grid is able to
resolve the electric field distribution well, especially near the curved spherical
boundary. The electric fields obtained from the analytical expression, the
uniformly coarse grid h0 + 0, and the static ACM grid h0 + 2 are recorded
along two half circles with the radius of 0.4 m in the xz and yz planes at
13.3 ns, and the corresponding results are compared in Figs. 8.6(b) and
8.6(c). From these two figures, it is evident that without the local element
refinement around the curved boundary, the numerical results show obvious
discrepancies from the analytical solution, even though the observation points
are located half of a wavelength away from the curved boundary. With the
employment of the ACM grid, the numerical result has much better accuracy
and is almost identical to the analytical solution.
8.5.2 Validation of the Dynamic ACM
To demonstrate the accuracy and efficiency of the DGTD method with a
dynamic ACM, the scattering of a plane wave with a modulated Gaussian
profile from a PEC cylinder is considered. The central frequency of the
incident wave is 1.50 GHz and the pulse width is 0.53 ns. In this example,
the dynamic ACM grid h0 + 2 is employed to capture the propagation and
scattering of the highly oscillatory wave front. Shown in Fig. 8.7 are the
electric field distributions during the simulation at 8.55 and 9.23 ns, along
with the corresponding dynamically refined grids. It can be seen from these
two figures that the variation of the field is captured dynamically by the
mesh adaptation algorithm. The electric field distribution at 9.23 ns along
the center line of the simulation domain is plotted in Fig. 8.8, which shows
good agreement between the analytical and the simulation results based on
the dynamic ACM. Shown in Tab. 8.2 is the computational data for the
simulations using a uniformly dense grid h2 with a uniform time-step size
and the dynamic ACM grid with the LTS technique. The computation is
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carried out on a computer with 18 GB memory and the Intel(R) Xeon(R)
CPU W3520 with a clock frequency of 2.67 GHz. With the proposed method,
the total computational time is reduced by more than seven times compared
to the uniformly fine grid case. The DGTD with the dynamic ACM has also
been applied to 3D scattering problems and the numerical experiments show
a typical speedup of around 100 times as compared to the uniformly fine grid
case.
It should be pointed out that although a static ACM is used to resolve
the boundary curvature of the cylinder, a dynamic ACM grid can also be
used very easily. In fact, the body resolution can be dynamically refined
non-uniformly along the surface when and where necessary and coarsened
back to the initial level when the EM pulse passes away.
8.5.3 Scattering from a Cone Sphere with a Slot
As a more complicated 3D example, the scattering from a benchmark object,
a PEC cone sphere with a slot, is considered to further demonstrate the
DGTD with the dynamic ACM. Illuminated by an incident plane wave with
the same Gaussian temporal profile as the one given in the preceding example,
the PEC scatterer is 1.378 m in length, and has a 1.27-cm-wide and 1.27-
cm-deep slot around the bottom of the cone. To resolve its sharp tip and
narrow slot, extremely tiny elements are required. If a uniform time-step
size were applied, the total computational cost would increase dramatically.
In this simulation, a dynamic ACM grid is employed by using elements with
three different sizes from h0 = λmin/3.66 to h2 = h0/4. On top of the
dynamic grid, the LTS technique is used to permit different time-step sizes
for different elements. As a result, the simulation can be performed very
efficiently, with the total number of mesh elements changing dynamically
from 482482 to 577633 during the entire simulation, and the local time-step
sizes ranging from 3.75 to 15.00 ps. Shown in Fig. 8.9 are the electric field
distributions at 6.75, 7.50, 8.50, and 9.50 ns, together with the corresponding
dynamically refined grids. Apparently, both the incident and the scattered
wave fronts, where the fastest oscillations occur, can be tracked in real time,
which demonstrates the capability of the proposed method.
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8.6 Modeling of Dispersive Media
The electric properties of a medium are defined by its electrical conductivity
and permittivity though constitutive relations, which in the simplest case
have the form Jc = σE and D = εE. In the general case, the currents
consist of the conduction current, Jc = −eneue, a polarization current, and
a displacement current, where e stands for the charge carried by a single
electron, ne stands for the electron density, and ue stands for the mean
electron velocity. The first two currents are determined by the charge motion
in the media, which can be described by either fluid or kinetic models.
Consider the case of EM field frequencies comparable with the collision
frequency of electrons. For cold media (electron temperature Te = 0) and
for small perturbations of the mean velocity, the local electron momentum
transfer equation is given by
∂ue
∂t
= −eE
me
− νcue (8.21)
where me is the electron mass at rest and νc is the collision frequency. As-
suming that the electron density does not vary significantly within the wave
cycle, one can rewrite this equation in terms of the current density as
1
νc
∂Jc
∂t
= σE − Jc (8.22)
where
σ =
e2ne
νcme
(8.23)
is the electrical conductivity of cold plasma. In the limit of slow time-varying
electric field or high collisionality, νc/ω →∞, we can drop the time derivative
and obtain the usual (local in time) expression, Jc = σE.
Equation (8.22) for Jc can be solved in the general case by the method of
time differencing
1
νc∆t
(
Jn+1c − Jnc
)
= σEn+1 − Jn+1c (8.24)
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which yields
Jn+1c =
νc∆t
νc∆t+ 1
σEn+1 − 1
νc∆t
Jnc . (8.25)
This auxiliary differential equation (ADE) method [210] for the current densi-
ty has been implemented in the Runge-Kutta framework used in the DGTD-
ACM code. It allows an implicit EM-charge transport coupling in the limit
when spatial dispersion can be neglected. Such an implicit EM-charge trans-
port coupling has been used in a number of works for the simulation of plasma
formation during microwave gas breakdown [106,211].
A recursive convolution (RC) method for dispersive media [212] has also
been implemented in the DGTD-ACM code using the high-order Runge-
Kutta time integration scheme. In the RC method, the D vector is given
by
D(t) = ε∞ε0E(t) + ε0
∫ t
0
E(t− t′)χ(t′)dt′ (8.26)
where χ(t) denotes a susceptibility in the time domain. We have validated
and compared the ADE and RC methods for a Drude model. According to
the Drude model, the complex permittivity ε(ω) for an isotropic media in
the frequency domain is given by
ε(ω) = ε0
[
1 +
ω2p
ω(jνc − ω)
]
= ε0 [ε∞ + χ(ω)] (8.27)
where j =
√−1, χ(ω) denotes a susceptibility in the frequency domain, and
ωp is the plasma frequency. The Fourier transform of χ(ω) yields a non-casual
χ(t)
χ(t) =
ω2p
νc
[1− exp (νct)] (8.28)
which can be used in the RC method based on (8.26).
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8.6.1 Cold Plasma Slab
To validate the ADE and RC methods, we calculated an EM pulse incident
on a 15-mm thick cold plasma slab. The plasma slab occupies a region
from 22.5 mm to 37.5 mm with the computational domain length being 60
mm. The time step is 0.125 ps and absorbing boundaries are used at the
ends of the computational domain to eliminate unwanted reflections. The
plasma frequency fp is 28.7 GHz (ωp = 2pifp) and the collision frequency νc
is 2000 GHz. For these conditions, νc/ω ≈ 10 and thus a collisional regime
is realized. In order to eliminate zero frequency incident energy, calculations
are made for a normally incident plane wave with a time behavior given by
the derivative of a Gaussian pulse. The spectrum of the incident pulse rises
sharply but smoothly from zero frequency, peaks at approximately 50 GHz,
and is 10 dB down from this peak at 100 GHz (see [212] for details). Figure
8.10 shows the electric field versus position after 1, 600, and 1000 time steps.
The characteristic “ringing” of the plasma is readily apparent in agreement
with [212]. One can observe an excellent agreement between the DGTD
results obtained using the ADE and RC methods. More complex models
taking into account spatial dispersion (or high-temperature effects) [213] can
be easily implemented.
8.6.2 Scattering from a Plasmonic Rod
One application where the dynamic ACM becomes very useful is the simu-
lation of the surface plasmon in the vicinity of a metal-dielectric interface,
where the charge density oscillations and associated electromagnetic fields
are known as surface plasmon-polariton waves. The intensity of EM fields
decays exponentially away from the interface. In order to capture such an
exponential decrease, a very dense mesh is usually needed. With the dynam-
ic ACM technique and the LTS scheme introduced in the preceding sections,
such a phenomenon can be captured with both high accuracy and good ef-
ficiency. To simulate the surface plasmon-polariton wave, the metal can be
modeled with the Drude model given in (8.27).
As an example, the EM scattering from a plasmonic rod is simulated.
Illuminated by a 430.501-nm monochromatic plane wave, the plasmonic rod
has a radius of 538.126 nm, a plasma frequency of ωp = 1.16×1016 rad/s, and
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a collision frequency of νc = 1.22× 1014 Hz. To demonstrate the exponential
decay of the EM field intensity, the RMS value of the electric field distribution
is defined as
Erms =
1
T
∫ t0+T
t0
‖E‖2dt (8.29)
where T stands for a certain period of time, which is set as 30 cycles of the
incident EM field in this example. Shown in Fig. 8.11 are three sets of results
obtained from the analytical expression (Fig. 8.11(a)), the static ACM grid
case (Fig. 8.11(b)), and the uniformly coarse grid case (Fig. 8.11(c)). From
these figures, it is clear that with the ACM grid, the numerical results match
the analytical solutions very well, while the results obtained from the uniform
grid have obvious discrepancy, especially near the rod boundary where the
field distribution varies rapidly. The RMS errors recorded on a 700-nm-
radius circle in the uniform and the ACM grid cases are 0.0553 V/m and
0.0300 V/m, respectively.
8.7 Summary
A nodal-based DGTD algorithm with ACM has been developed for com-
putation of electromagnetic fields in dispersive media. The DGTD-ACM
solver takes advantage of hierarchical Cartesian grids to locally refine the
non-conformal discretization elements to better represent material interfaces
and curved boundaries. More importantly, the algorithm can dynamically
adjust the size of each element in the real time to simulate propagation of
electromagnetic pulses within the solution domain. To alleviate the time-
step limitation due to the stability condition of an explicit time integrator,
a local time-stepping technique is adopted to permit different time-step sizes
for elements with different sizes for a better computational efficiency. Both
2D and 3D simulations of electromagnetic wave scattering and diffraction
over conducting and dielectric cylinders and spheres demonstrate that the
proposed method can achieve a good numerical accuracy at a reduced com-
putational cost compared with uniform meshes. When compared with a
uniformly dense mesh, the cost reduction is up to several orders of magni-
tude. For simulations of dispersive media, the ADE and the RC methods
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are implemented for a local Drude model and tested for a cold plasma slab
and a plasmonic rod. In future work, we plan to implement more advanced
models of charge transport taking into account spatial dispersion, electron
diffusion and ionization processes. The DGTD-ACM method with LTS is ex-
pected to provide a powerful tool for computations of electromagnetic fields
in complex geometries for applications to high-frequency electronic devices,
plasmonic THz technologies, as well as laser-induced and microwave plasmas.
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8.8 Figures and Tables
(a)
(b)
(c)
Figure 8.1: An IC setup with electronic interconnects definition (a) and its
meshing using an adaptive Cartesian mesh (b) and (c).
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Figure 8.2: Illustration of the coarse-to-fine and fine-to-coarse element map-
ping during the mesh adaptation in 2D.
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Figure 8.3: Illustration of the local time-stepping method.
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(a)
(b)
(c)
Figure 8.4: Electric field distributions in the conducting cylinder case at 14.0
ns. (a) Analytical result. (b) Numerical result obtained using the ACM grid
h0 + 2. (c) Numerical result obtained using the uniformly coarse grid h0 + 0.
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(a)
(b)
(c)
Figure 8.5: Electric field distributions in the dielectric cylinder case at 17.1
ns. (a) Analytical result. (b) Numerical result obtained using the ACM grid
h0 + 3. (c) Numerical result obtained using the ACM grid h0 + 1.
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Figure 8.6: (a) Snapshots of the electric field Ex in the 3D test at 13.3 ns,
together with the corresponding static ACM grid h0+2. Comparison between
the results obtained from analytical solution, uniform grid h0 + 0, and static
ACM grid h0 + 2, in the 3D test in the (b) xz plane and (c) yz plane.
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(a)
(b)
Figure 8.7: Snapshots of the electric field Ez and the ACM grid h0 + 2 at (a)
8.55 ns and (b) 9.23 ns.
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Figure 8.8: Comparison between the simulated and the exact results at 9.34
ns.
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(a)
(b)
(c)
(d)
Figure 8.9: Snapshots of the y component of the electric field and the corre-
sponding dynamically adaptive mesh at (a) 6.75 ns, (b) 7.50 ns, (c) 8.50 ns,
and (d) 9.50 ns.
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(a)
(b)
(c)
Figure 8.10: Propagation of an initial TEM wave pulse through a cold plasma
slab. Total electric field Ey versus distance after (a) 1, (b) 600, and (c) 1000
time steps. Comparisons are made between the numerical results obtained
from the ADE and RC methods.
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(a)
(b)
(c)
Figure 8.11: RMS value of the electric field distributions over 30 EM cycles.
(a) Analytical result. (b) Numerical result obtained using the ACM grid. (c)
Numerical result obtained using the uniformly coarse grid.
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(a)
(b)
(c)
Figure 8.12: Zoomed-in view of the region x ∈ [0.4, 1.0] µm and y ∈
[−0.3, 0.3] µm. (a) Analytical result. (b) Numerical result obtained using the
ACM grid. (c) Numerical result obtained using the uniformly coarse grid.
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Table 8.1: Comparison of RMS Errors between ACM Grids with Different
Refinement Levels
ACM Mesh h0 + 0 h0 + 1 h0 + 2 h0 + 3
PEC Cylinder 0.0519 0.0394 0.0258 0.0198
Diel. Cylinder 0.1090 0.1063 0.0302 0.0271
PEC Sphere 0.0735 0.0488 0.0347 0.0277
Table 8.2: Comparison of Computational Data Using Uniformly Dense and
Dynamic ACM Grids
∆t Total Num. Tot. CPU
(ps) of Elements Time (sec.)
Uniform 4.5 57496 2380.0
ACM 4.5 ∼ 18.0 14812 ∼ 24910 333.1
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Chapter 9
A Dynamic p-Adaptation Algorithm for
Electromagnetic and Multiphysics Simulations
9.1 Introduction
In the time-domain simulation of electromagnetic and multiphysics problems,
the distributions of physical quantities of interest vary in both space and
time. To achieve good spatial resolution, high-order basis functions can be
used to expand the unknown quantities, which is known as the p-refinement.
However, a global and static p-refinement will increase the computational cost
significantly. In this chapter, a dynamic p-adaptation algorithm is proposed
based on the DGTD method, which is able to determine and adjust the basis
order in a given discretization element in real time of the simulation.
To design a good dynamic algorithm, a good error estimator is required in
order to determine the appropriate element size and/or basis order. Such an
error estimator can be defined in different ways. For example, the residual
based estimator has been developed in [113–115] based on an a posteriori
error estimation. It can also be obtained by solving the adjoint partial d-
ifferential equation (PDE) [118, 119], which has to be solved repeatedly in
order for the error estimation to be accurate. In [120] and [121], the numer-
ical errors of the present approximation are estimated by comparing with
the solution obtained by solving the same problem with uniformly decreased
element size and increased basis order. The refined solution, although pre-
sumably more accurate, is expensive to obtain. In a time-domain simulation,
since an error estimation has to be carried out in each time step, it is critical
to have a very efficient error estimation.
In this chapter, an error estimator leveraging the relation and conversion
between the nodal and modal expansions of the same physical quantity is
developed. Such an error estimator is very cheap to compute, and can be
used very efficiently in real time during a simulation. Based on the preset
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threshold of the desired interpolation accuracy, the basis order in an element
can be determined locally without having any information from its neighbor-
ing elements, which enables an efficient parallel computation of the dynamic
adaptation process. To minimize the overhead introduced by such a pro-
cess, only certain elements that potentially need an order adjustment are
examined. The resulting dynamic p-adaptation algorithm is able to capture
the fast varying physics by changing the order of basis functions wherever
and whenever needed. Meanwhile, since the high-order expansions are on-
ly applied as needed, the proposed algorithm is both accurate and efficient
compared with the static p-refinement. Several numerical examples adopted
from multiple physical disciplines, including wave scattering, diffusion, and
electromagnetic–plasma interaction, are presented to demonstrate the accu-
racy, efficiency, and flexibility of the proposed algorithm in the time-domain
simulation of electromagnetic and multiphysics problems.
9.2 Nodal and Modal Basis Functions
In this section, the nodal and modal basis functions that are used in the
DGTD discretization of Maxwell’s equations are introduced. The employ-
ment of both the nodal and modal basis functions turns out to be important
in the development of the dynamic p-adaptation algorithm.
Recall that in the DGTD method described in Section 6.4, the unknown
quantities E and H can be expanded in terms of pth-order Lagrange poly-
nomials
E =
Np∑
j=1
lj (xˆExj + yˆEyj + zˆEzj) (9.1)
H =
Np∑
j=1
lj (xˆHxj + yˆHyj + zˆHzj) (9.2)
where Np =
∏d
i=1 (p+ i) /d! stands for the number of degrees of freedom
(DoFs) in a d-dimensional tetrahedral element. Then Maxwell’s equations
are tested by the same set of Lagrange polynomials and converted into matrix
equations depicted in Section 6.4.
One unique property of the Lagrange polynomial is that its value is one
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only at one interpolating node (also known as the definition node), but zeroes
at all other Np−1 interpolating nodes. It is for this reason that the Lagrange
basis functions are better known as the nodal basis functions. This proper-
ty has two pleasant consequences. First, the expansion coefficient of each
Lagrange basis function stands for the value of the physical quantity at the
definition node of the basis function, which makes it very straightforward to
apply initial and boundary conditions. Second, when Lagrange polynomials
are defined on Lobatto nodes [103] in a d-dimensional element, their values
are purely zero on any lower d′-dimensional subset (0 ≤ d′ < d), if the defi-
nition node does not belong to that subset. For example, for the Lagrange
polynomial defined inside the volume of a tetrahedron, its value is purely
zero on all four faces, six edges, and four vertices of the tetrahedron. This
property is especially useful in the implementation of the DGTD method,
because when calculating the numerical fluxes, only the DoFs defined on the
common triangle of two neighboring tetrahedra are needed, and all other
DoFs have zero contribution. Unfortunately, in general there are no explicit
expressions for high-order Lagrange polynomials in tetrahedra. To calculate
the value of the Lagrange polynomial at a given point, one has to resort
to the modal basis functions, which are a set of high-order hierarchical and
orthonormal polynomials. Due to the hierarchical property, a complete set
of pth-order modal basis functions consists of all the lower-order modal basis
functions from order 0 to p− 1, and those of order p (similar to the Fourier
bases), where the higher-order ones describe functions with a faster varia-
tion, and the lower-order ones describe functions with a slower variation. In
tetrahedral elements, the well-known Jacobi polynomials [214] can be used to
construct the modal basis functions. The Lagrange polynomials (nodal basis
functions) can therefore be related to the hierarchical polynomials (modal
basis functions) by expanding the same function q as
q (r, t) =
Np∑
m=1
qm (rm, t) lm (r) =
Np∑
n=1
qˆkn (t)ψ
k
n (r) (9.3)
where lm denotes the mth nodal basis functions defined on the interpolating
node rm, ψ
k
n denotes the nth modal basis functions of order k (k = 0, . . . , p),
and qm and qˆ
k
n are the expansion coefficients of the nodal and modal basis
functions, respectively. Matching the values of q at all the interpolating
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nodes rm (m = 1, . . . , Np) yields
V qˆ = q (9.4)
where Vmn = ψn (rm) denotes the generalized Vandermonde matrix, qˆ =[
qˆ1, qˆ2, . . . , qˆNp
]T
and q =
[
q1, q2, . . . , qNp
]T
. Therefore, the nodal basis func-
tions can be expressed in terms of the modal basis functions as
lm (r) =
Np∑
n=1
[V−1]
nm
ψn (r) , or l = V−Tψ (9.5)
where l =
[
l1, l2, . . . , lNp
]T
and ψ =
[
ψ1, ψ2, . . . , ψNp
]T
. This relation can be
used very conveniently in the calculation of the mass and stiffness matrices
needed in the DGTD formulation [103].
9.3 Dynamic p-Adaptation Algorithm
In this section, the proposed dynamic p-adaptation algorithm will be de-
scribed in detail. A good error estimator for determining the appropriate
polynomial order will be introduced first, followed by the discussions of sev-
eral technical issues related to the numerical implementation of the proposed
algorithm. A description of the entire dynamic p-adaptation process in the
DGTD method will be given at the end of this section.
9.3.1 Determination of Polynomial Order
In the time-domain simulation of electromagnetic problems, to capture the
radiation, propagation, and scattering of electromagnetic pulses that oscil-
late strongly, basis functions with higher polynomial orders are needed to
achieve higher spatial resolution. In the regions where the wave has not ar-
rived, has already passed, or varies slowly (corresponding to lower frequency
components), lower-order basis functions are sufficient to achieve good mod-
eling accuracy. To design an algorithm that is able to adjust the polynomial
order of a given discretization element in real time, a good error estimator is
required to determine the proper polynomial order needed in that element.
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Since higher-order polynomials are used to capture faster spatial variations,
the determination of the polynomial order is naturally related to the varia-
tion of a physical quantity. In this work, a heuristic approach is adopted to
identify such an estimator. To this end, we consider the numerical interpo-
lation of a one-dimensional Gaussian function as an example. Shown in Fig.
9.1 is the numerical interpolation of the Gaussian function G(x) using La-
grange polynomials of different orders. In this figure, the green dots are the
expansion coefficients q of the corresponding Lagrange polynomials, which
are simply the value of the Gaussian function at the interpolating nodes.
Apparently, with the increase of the polynomial order, the interpolation ac-
curacy becomes better. Quantitatively, the relative root-mean-square (RMS)
error of the interpolation, defined as
RMS =
∫ 5
0
√
|L(x)−G(x)|2
|G(x)|2 dx (9.6)
where L(x) denotes the interpolation result, is presented in Fig. 9.2(a), from
which it is clear that the interpolation error decreases exponentially with
respect to the increase of the polynomial order. Clearly, the proper poly-
nomial order for the interpolation to achieve desired accuracy can be easily
determined from this figure. Unfortunately, the RMS error is not available in
real time during a simulation, and it can only be calculated and used as an a
posteriori error estimator. To determine the proper polynomial order in real
time, one can only leverage the information that is readily available during
the simulation, which is, in this case, the expansion coefficients q of the nodal
basis functions. Although it is difficult to determine the proper polynomial
order from the values of q themselves, a simple transformation would reveal
some useful facts. According to (9.4), the expansion coefficients of the modal
basis functions can be obtained as qˆ = V−1q. When plotting qˆ as a function
of the basis index sorting from lower- to higher-order ones, it can be clearly
seen from Fig. 9.2(b) that the amplitudes of the modal coefficients also de-
crease exponentially with respect to the basis index n. More importantly, for
a set of higher-order modal basis functions (p = 10, for example), the modal
coefficients of their low-order components (n = 1, . . . , 8) are almost the same
as those of the lower-order basis functions (p = 7). When the order of the
modal basis function is increased, the modal coefficients of the newly added
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DoFs have smaller and smaller amplitudes. This observation is consistent
with the fact that any regular function (meaning nonsingular) with a finite
support can only have a bounded order of variation. Based on such an ob-
servation, one can use the expansion coefficients qˆ of modal functions as the
error estimator. By examining the relative amplitude of the coefficients in
a given modal expansion, it can be decided whether to increase or decrease
the order of the modal expansion by applying the following two rules:
• Rule 1:
Set the polynomial order p′ for the next time step as
p′ = max
{
k
∣∣∣∣ |qˆkn| > δ1 · Npmaxn=1 {|qˆn|} , n = 1, . . . , Np
}
(9.7)
where δ1 > 0 is used to control the accuracy of the modal expansion,
and qˆkn stands for the nth expansion coefficient that is of order k (k =
0, . . . , p). Apparently, this rule only leads to a decreased order p′ ≤ p
for the next time step.
• Rule 2:
After applying rule 1, the expansion order can be increased to p′′ =
p′ + ∆p if there is at least one coefficient of order p′ satisfies
|qˆp′n | > δ2 ·
Np
max
n=1
{|qˆn|} (9.8)
where δ2 > δ1 is the preset threshold beyond which the polynomial
order needs to increase, and ∆p is the preset integer that specifies the
order to be increased.
Typical values for the preset parameters are δ1 = 10
−3, δ2 = 10−2, and
∆p = 1.
At each time step of a simulation, rules 1 and 2 are applied to all the
tetrahedra that potentially need an order adjustment. To minimize the com-
putational overhead introduced by this process, the number of such tetra-
hedra needs to be minimized. This can be achieved by only examining the
tetrahedra Ve belonging to the following set:
T =
{
Ve
∣∣ max{|qVem |} > δ3 ·max {|qm|}} (9.9)
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where max
{|qVem |} denotes the maximum amplitude of the nodal expansion
coefficients in tetrahedron Ve, max {|qm|} denotes the maximum amplitude
in the entire simulation domain, and δ3 > 0 is the preset threshold which
can be set as 10−3. Other a priori knowledge can also be used to further
shrink down the size of T. For example, since the electromagnetic wave prop-
agates continuously, there should not be any abrupt value change between
two consecutive time steps. As a result, the set T that was created at the
preceding time step can be reused, with minimum modifications, at the next
time step. These implementation details will not be discussed in this chapter.
For tetrahedra Ve ∈ T, rules 1 and 2 are applied to determine the appropriate
polynomial order; and for the others, the polynomial orders are simply set
to the lowest order specified in the simulation.
9.3.2 Elemental DoF Elevation
Once the polynomial order of each tetrahedral element is determined, the
DoFs need to be reconstructed for the elements with an order change. This
can be done by employing the relation between the nodal and modal expan-
sions (9.4). For an element with its polynomial order changing from p to p′,
the nodal expansion is first converted to its corresponding modal expansion
qˆp = V−1p qp. (9.10)
If p′ > p, the modal expansion qˆp is augmented with zeros to obtain the
expansion of the new polynomial order. If p′ < p, the DoFs in qˆp that
correspond to orders from p′ + 1 to p are simply discarded to obtain the
expansion of the new polynomial order. If p′ = p, qˆp remains unchanged.
These three situations can be expressed in terms of a matrix-vector product
qˆp′ = I˜ qˆp (9.11)
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where (for brevity, N = Np and N
′ = Np′)
I˜ =

INN , p = p′[
INN ,ON,(N ′−N)
]
, p < p′[
IN ′N ′
O(N−N ′),N ′
]
, p > p′.
(9.12)
In (9.12), INN stands for an N × N identity matrix, and ON,(N ′−N) stands
for an N × (N ′ −N) zero matrix. Once the modal expansion qˆp′ of the new
polynomial order is obtained, it can be converted back to the corresponding
nodal expansion by
qp′ = Vp′ qˆp′ . (9.13)
Combining (9.10)–(9.13) yields
qp′ = Vp′ I˜ V−1p qp = Ep′p qp (9.14)
where Ep′p = Vp′ I˜V−1p is defined as the elemental elevation matrix from order p
to p′, which can be pre-calculated and stored for all the possible combinations
of p′p in a simulation. Note when p′ = p, Ep′p = INN .
9.3.3 Facial DoF Elevation
In the DGTD simulation, numerical fluxes are used to connect neighboring
elements. If two neighboring elements have different polynomial orders, a
facial DoF elevation is needed in order to perform the surface integration of
the numerical fluxes. This will be elaborated in this section.
For the surface integrations in (6.26) and (6.27), the numerical fluxes con-
sist of the field values from both sides of an elemental interface, as given by
(6.41) and (6.42). Take (6.26), for example; the surface integration has four
terms corresponding to those on the four surfaces of a tetrahedron
∮
Se
li · nˆ×(E∗ −E) dS =
4∑
k=1
∫
Ske
li · nˆ×(E∗ −E) dS. (9.15)
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Substituting (6.41) into (9.15), each surface integration becomes∫
Ske
li · nˆ×(E∗ −E) dS =
∫
Ske
liwˆ · F EdS
=
∑
j
[∫
Ske
liljdS
(
wˆ · F Ej
)]
= {Mf FE}i (9.16)
which is the ith component of the matrix-vector product Mf FE. Here, Mf
stands for the facial mass matrix, and FE stands for the numerical flux vector
consisting of the values of wˆ ·F E at the interpolating nodes of lj. If the two
neighboring elements have the same polynomial order p, the interpolating
nodes on both sides of the common surface are the same. As a result, the
values ofE+, E−,H+, andH− on these nodes can be used directly to obtain
the numerical flux vector FE, and the facial mass matrix can be calculated
as
Mf =
∫
Ske
lp l
T
p dS = Jf
∫
Γ
lp l
T
p dS
= Jf V−Tp,2D
[∫
Γ
ψpψ
T
p dS
]
V−1p,2D
= Jf V−Tp,2D V−1p,2D (9.17)
where lp stands for a column vector consisting of Lagrange polynomials of
order p, ψp stands for a column vector consisting of modal basis functions
of order p, Jf stands for the facial Jacobian of the transformation between
the reference simplex Γ and the triangular surface Ske , and Vp,2D stands for
the generalized Vandermonde matrix of order p in two dimensions. To derive
(9.17), the relation (9.5) and the orthonormality of the modal basis functions
ψ between different orders have been applied.
When the neighboring elements have different polynomial orders p and p′,
the interpolating nodes on the two sides of a common surface are different.
As a result, the fields E+, E−, H+, and H− have different numbers of DoFs
and cannot be used directly to calculate the numerical flux vector FE. In
this case, the surface integration in (9.16) is first expanded into four terms,
which correspond to the integrations of E+, E−, H+, and H−, respectively.
While the E− and H− terms can be calculated in the same way as (9.16),
the integrations of E+ and H+ are a little different. Take for example the
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E+ term, which describes the incoming flux from the neighboring element∫
Ske
lpi wˆ · nˆ×E+ dS =
∑
j
[∫
Ske
lpi l
p′
j dS
(
wˆ · nˆ×E+j
)]
=
{
M˜f F+E
}
i
(9.18)
where the incoming flux vector F+E consists of the values of wˆ · nˆ×E+ on
the definition nodes of lj which are of order p
′, and the facial mass matrix is
defined as
M˜f =
∫
Ske
lp l
T
p′ dS = Jf
∫
Γ
lp l
T
p′ dS
= Jf V−Tp,2D
[∫
Γ
ψpψ
T
p′ dS
]
V−1p′,2D
= Jf V−Tp,2D I˜2D V−1p′,2D (9.19)
where I˜2D is the two-dimensional counterpart of the one given in (9.12). The
facial mass matrix can be further expressed as
M˜f =
(
Jf V−Tp,2D V−1p,2D
) (Vp,2D I˜2D V−1p′,2D) = Mf Ef (9.20)
where Ef = Vp,2D I˜2D V−1p′,2D is defined as the facial elevation matrix. The
incoming flux can therefore be written as
M˜f F+E = Mf Ef F
+
E = Mf F˜
+
E . (9.21)
In the DGTD implementation, the incoming flux F+E is first elevated to the
correct polynomial order F˜+E = Ef F
+
E , which has the same length as F
−
E .
Then, they can be used in the calculation of the total numerical flux.
9.3.4 Dynamic p-Adaptation Process
The dynamic p-adaptation algorithm starts from a relatively coarse geo-
metrical discretization, with geometry discontinuities well resolved by local
h-refinement. On all the discretization elements, low-order (yet sufficient)
polynomial expansions of the fields are used to represent the initial condi-
tions. The polynomial orders are then adjusted dynamically in real time
262
during the simulation to achieve a desired interpolation accuracy and spatial
resolution. The process of the dynamic p-adaptation is summarized in the
following steps:
1. At time step t = tn, update the tetrahedra set T based on the results
obtained from the preceding time step;
2. Apply rules 1 and 2 to elements Ve ∈ T to determine the proper poly-
nomial order in each element;
3. Elevate elemental DoFs E and H according to (9.14);
4. Elevate facial DoFs E+ and H+ according to (9.21) and calculate the
numerical fluxes;
5. Solve the system equations with the DGTD method;
6. Set n := n+ 1, go to step 1.
9.4 Numerical Examples
In this section, several numerical examples are given to demonstrate the
accuracy, efficiency, and flexibility of the proposed algorithm in the numerical
simulation of electromagnetic and multiphysics problems.
9.4.1 Scattering from a PEC Sphere
For the first example, the electromagnetic scattering from a perfectly elec-
trical conducting (PEC) sphere is simulated. Located at the origin point,
the sphere has a radius of 1 m, and is illuminated by a y-polarized plane
wave traveling in the z-direction. The plane wave has a temporal profile of
a modulated Gaussian pulse with a center frequency f0 = 300 MHz and a
100% bandwidth. The entire simulation domain is a 10× 10× 10 m3 cubical
region, and is discretized into tetrahedral elements sizing from 0.2 to 0.4 m,
which correspond to 0.3λmin to 0.6λmin at the highest frequency of interest
fmax = 450 MHz. To capture the field variation in such a coarse discretiza-
tion, the problem is solved with uniform 7th-order polynomials in the entire
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solution domain throughout the simulation, which is referred to as the uni-
form case, as opposed to the dynamic case where the dynamic p-adaptation
algorithm is applied by allowing the polynomial order to change in real time
between 2 and 7. Figures 9.3(a)–9.3(d) present the results from the dynam-
ic p-adaptation algorithm, where the electric field distributions at different
time steps are shown on two planes. In these figures, the wave propagation
and scattering can be clearly observed. The corresponding polynomial orders
used in the tetrahedral elements at these time steps are presented in Figs.
9.3(e)–9.3(h), from which it is clear that the proposed algorithm captures
and tracks the propagation and scattering of the electromagnetic pulse prop-
erly. In regions where the pulse has not arrived, has passed, and has a very
small magnitude, the polynomial orders are lowered to save computational
time. In regions where the strong pulse is passing through, the polynomial
orders of the elements are determined and adjusted automatically to achieve
good interpolation accuracy and spatial resolution. Shown in Fig. 9.4 is the
comparison between numerical results obtained in the uniform and dynamic
cases at different observation points. Identical results from both cases are
observed in this figure, which demonstrates the excellent accuracy of the pro-
posed method. When this example is simulated using uniformly 2nd-order
polynomials, the numerical results deviate obviously from the results shown
in Fig. 9.4.
9.4.2 Scattering From a PEC Array
A more complicated scattering problem is considered in this example, with a
3×3 array of PEC objects consisting of three spheres with a diameter of 1 m,
three cubes with a length of 1 m, and three hexagonal prisms with a height of
1 m. The centers of two neighboring objects are 3 m away from each other,
as shown in Fig. 9.5. A z-polarized plane wave travels in the y-direction
and illuminates the PEC array. The plane wave has a temporal profile of
a Gaussian distribution with a highest frequency of fmax = 300 MHz. The
solution domain is a 20 × 20 × 10 m3 cubical region, and is discretized into
tetrahedral elements ranging in size from 0.2 to 0.5 m, which correspond to
0.2λmin to 0.5λmin at the highest frequency of interest. This problem is also
solved with a uniform 7th-order polynomial expansion, referred to as the
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uniform case, and the dynamic p-adaptation algorithm with the polynomial
order varies between 2 and 7, referred to as the dynamic case.
Shown in Fig. 9.6 is the electric field distribution and the corresponding
polynomial orders of the discretization elements at multiple time steps. From
this figure, it can be seen that the wave propagation and multiple reflection
between PEC objects due to wave scattering are properly captured by the al-
gorithm with dynamically adjusted polynomial orders. Clearly, the proposed
algorithm is able to minimize the computational cost by reducing the number
of elements with high-order polynomial expansions, and achieve good accu-
racy by increasing polynomial orders whenever and wherever needed. The
accuracy of the proposed algorithm is further validated by comparing the
electric fields obtained in the uniform and dynamic cases, which are recorded
at observation points A–F shown in Fig. 9.5. The comparison is present-
ed in Fig. 9.7, in which an excellent agreement between these two cases is
observed. The computational costs for the uniform and dynamic cases are
compared in Fig. 9.8, where the CPU time is defined as the time needed to
simulate the physics for T = 1/fmax = 3.33 ns (referred to as the number
of cycles in the figure). Apparently, for the uniform case, the CPU time for
each cycle stays the same due to the use of polynomials with a uniform order.
For the dynamic case, the CPU time varies at different cycles, because the
polynomial orders used for the tetrahedra keep changing at every time step.
But the computational cost for the dynamic case is much smaller than that
for the uniform case, resulting in a total computational time of 3.46 hours
for the dynamic case versus 23.48 hours for the uniform case, with a total
speed-up of 6.79 times.
9.4.3 Diffusion Simulation
In this example, the diffusion problem considered in Section 6.5 is solved
again, with the LDG method and the proposed dynamic algorithm. In the
LDG solution of the diffusion equation, the time-step size is fixed as ∆t = 10
ps to maintain the numerical stability, and the polynomial order is allowed to
change from 3 to 9 during the simulation of a total of 6000 time steps. The
numerical results are recorded along the center line of the solution domain at
different time steps, and are compared with the exact solution. The compar-
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ison is presented in Figs. 9.9(a)–9.9(d), from which it can be seen that the
numerical and analytical results are on top of each other. The correspond-
ing polynomial orders used for the tetrahedral elements are shown in Figs.
9.9(e)–9.9(e). Due to the symmetry of the configuration, only a quarter of the
solution domain is simulated and shown in these figures. The proposed dy-
namic algorithm achieves excellent accuracy in this example, with a relative
RMS error of 1.0× 10−4 at the final step t = 60 ns.
9.4.4 Self-Consistent Simulation of Microwave Streamer
As the last example, the nonlinear interactions between electromagnetic fields
and plasmas are simulated. During a high-power microwave (HPM) opera-
tion in air, the high-intensity electromagnetic fields ionize neutral air parti-
cles and release free electrons. These electrons form a cloud of plasma, which
is pushed to oscillate by the HPM and radiates secondary electromagnetic
fields. The secondary fields then interact with the incident HPM and result
in further ionization and cause the plasma cloud to propagate and evolve
in space and time. Such a physical process can be described by equations
(6.17)–(6.20) introduced in Chapter 6.
In this example, we consider a three-dimensional cylindrical region filled
with 760-torr ambient air, and a 110-GHz, horizontally polarized standing
wave with a magnitude of 6-MV/m is shining into the air region, with the
maximum value of the incident wave located along the axis of the cylindrical
air box. To initiate the numerical simulation of the physical process, an initial
distribution of electron concentration is set as a Gaussian distribution with
a maximum concentration of 1015 m−3 and a standard deviation of σ = 100
µm, as shown in Fig. 9.10. Similar to the strategy used in Chapter 6, in
this section, the DGTD method is used to solve Maxwell’s equations (6.17)
and (6.18), the LDG method is used to solve the diffusion equation (6.20),
and the Runge-Kutta method [92, 111, 182, 183] is used to solve the point-
wise electron momentum transfer equation (6.19). Due to the ionization–
diffusion mechanism in the nonlinear electromagnetic–plasma interactions,
the resulting plasma front has an extremely high concentration gradient,
which evolves and propagates in both space and time. To capture such
a high concentration gradient and the resulting highly localized secondary
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fields, the proposed dynamic p-adaptation algorithm is employed to model
the fast varying physics in real time by allowing the polynomial order to
change dynamically from 1 to 10.
Under the excitation of the high-intensity standing wave, the concentration
of the electron cloud increases rapidly, and its shape elongates in the direction
of the incident electric field, resulting in a so-called microwave streamer [211].
Figure 9.11 demonstrates the change of polynomial orders at the initial and
the final time steps. Clearly, the proposed algorithm is able to track the
plasma front when it propagates and determine the proper polynomial orders
for different elements at different time steps. With the aid of the dynamic p-
adaptation algorithm, the computational time is reduced by over two orders
of magnitude, compared to the simulation employing uniformly 10th-order
polynomials. From the two- and the one-dimensional plots of the electron
concentration n and the effective electric field distribution Eeff shown in Fig.
9.12, the physical process can be observed. In early stages shown in Figs.
9.12(a)–9.12(h), the secondary field is too weak to disturb the incident field.
As a result, the electron concentration simply increases without a significant
change in the shape. In Figs. 9.12(i)–9.12(p), the electron concentration is
high enough to radiate a strong secondary field that significantly enhances the
incident field and causes a faster ionization at the two poles of the electron
cloud. From Fig. 9.12(o), an extremely large concentration gradient can
be observed around the edges of the electron cloud, which requires a very
high-order polynomial expansion to capture its variation. The interaction
between the incident and secondary fields generates very strong spikes at the
two poles of the electron cloud as shown in Fig. 9.12(p), which result in
further ionization in these areas and cause the elongation of the cloud. From
the simulation, the propagation velocity of the plasma front is estimated to
be on the order of 100 km/s, which agrees well with theoretical estimation.
9.5 Summary
In this chapter, a dynamic p-adaptation algorithm is proposed for the time-
domain simulation of electromagnetic and multiphysics problems. Based on a
relatively coarse geometrical discretization, the simulation starts from a low-
order polynomial expansion in each element, which is adjusted dynamically
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in real time during the simulation to achieve a desired interpolation accu-
racy and spatial resolution. The relation and conversion between the nodal
and modal representations of the field are leveraged in the design of an error
estimator that can be used very efficiently for the automatic determination
of the appropriate polynomial order. The elemental and facial elevation op-
erations are defined to numerically implement this highly flexible adaptation
algorithm. Several numerical examples are given to demonstrate the accu-
racy, efficiency, and flexibility of the proposed algorithm in the time-domain
simulation of electromagnetic and multiphysics problems.
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9.6 Figures
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Figure 9.1: Numerical interpolation of a one-dimensional Gaussian function
using Lagrange polynomials of the (a) 1st-order, (b) 4th-order, (c) 7th-order,
and (d) 10th-order.
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Figure 9.2: Numerical interpolation of a one-dimensional Gaussian function.
(a) Interpolation error with respect to the polynomial order. (b) Normalized
coefficients of modal basis functions with respect to the basis index.
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(a) (b)
(c) (d)
Figure 9.3: (a)–(d) Color plots of the electric field distribution at different
time steps.
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(e) (f)
(g) (h)
Figure 9.3: Continued. (e)–(h) The corresponding polynomial orders used
in the tetrahedral elements at different time steps.
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(a) (b)
(c) (d)
Figure 9.4: The electric fields observed at (a) z = −4 m, (b) z = −2 m,
(c) z = 2 m, and (d) z = 4 m, as functions of time. Comparisons are made
between the uniformly 7th-order and dynamic order cases.
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Figure 9.5: An array consists of 3× 3 PEC objects, including three spheres
with a diameter of 1 m, three cubes with a length of 1 m, and three hexagonal
prisms with a height of 1 m. The centers of two neighboring objects are 3 m
away from each other. Six observation points A–F are also shown.
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(a) (b)
(c) (d)
Figure 9.6: (a)–(d) Color plots of the electric field distribution at different
time steps.
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(e) (f)
(g) (h)
Figure 9.6: Continued. (e)–(h) The corresponding polynomial orders used
in the tetrahedral elements at different time steps.
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(i) (j)
(k) (l)
Figure 9.6: Continued. (i)–(l) Color plots of the electric field distribution at
different time steps.
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Figure 9.6: Continued. (m)–(p) The corresponding polynomial orders used
in the tetrahedral elements at different time steps.
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(a) (b)
(c) (d)
(e) (f)
Figure 9.7: The electric fields recorded at the observation points (a) A, (b)
B, (c) C, (d) D, (e) E, and (f) F , as functions of time. Comparisons are
made between the uniformly 7th-order and dynamic order cases.
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Figure 9.8: Computational costs for the uniformly 7th-order and dynamic
order cases. The CPU time is defined as the time needed to complete the
simulation of T = 1/fmax = 3.33 ns (one cycle).
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Figure 9.9: (a)–(d) The numerical results recorded along the center line of
the solution domain at different time steps, compared with the analytical
solutions.
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(e) (f)
(g) (h)
Figure 9.9: Continued. (e)–(h) The corresponding polynomial orders used
in the tetrahedral elements at different time steps.
Figure 9.10: The initial condition of the electron concentration distribution,
which is a Gaussian dot at the center of the air region.
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(a)
(b)
Figure 9.11: The polynomial order, the electron concentration, and the mag-
nitude of the electric field at (a) 0.0 ns and (b) 15.8 ns.
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(c) (d)
(e) (f)
(g) (h)
Figure 9.12: The spatial distribution of the electron concentration n (the left
column) and the effective field Eeff (the right column) at different time steps,
presented in two- and one-dimensional plots.
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Figure 9.12: Continued.
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Chapter 10
Conclusion
In this dissertation, nonlinear electromagnetic and multiphysics problems
have been modeled and simulated with advanced numerical methods. Dur-
ing the investigation of these problems, we conclude that every nonlinear
problem, no matter whether it is purely electromagnetic or multiphysics, is
different. They are different in terms of the difference in physical models and
mathematical properties of their respective nonlinearities, and are also differ-
ent in terms of the appropriate numerical methods that should be adopted
in order to address the physical and mathematical requirements. Instead
of being exhaustive in covering all the different types of nonlinear problems
and all the different numerical methodologies, we have concentrated our fo-
cus and research efforts on several typical problems, including the modeling
and simulation of nonlinear magnetic materials and hysteresis, the modeling
and analysis of high-power microwave breakdown phenomena in solids and
air, and the simulation of nonlinear electromagnetic–plasma interactions, and
have investigated several important numerical issues that are related to the
accurate, efficient, and stable solution of nonlinear and multiphysics prob-
lems, including the divergence-cleaning and continuity-preserving techniques,
and the highly flexible dynamic h- and p-adaptation algorithms.
In Chapter 2, a numerical solution to nonlinear magnetic problems was
formulated with a full-wave time-domain finite element method in three di-
mensions. With the introduction of advanced nonlinear magnetic hysteresis
models, the vector curl-curl equation was formulated in the time domain
with the magnetic vector potential employed as the unknown function. The
resulting nonlinear equation was solved using Newton-Raphson and fixed-
point methods, whose numerical accuracy and efficiency were explored and
compared. The capabilities of these formulations were demonstrated through
well-acknowledged numerical examples, and applied in the simulation of mag-
netic hysteresis and demagnetization process. Due to the high computational
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cost in the solution of nonlinear problems, numerical techniques with im-
proved computational efficiency were proposed in Chapter 3, where Broy-
den’s methods and the nonuniform time-stepping technique were developed
and implemented. Since the magnetic hysteresis is described by a mathemat-
ically stiff equation, a numerical solver for ordinary differential equations was
proposed to obtain numerical solutions of the nonlinear constitutive relation
accurately and efficiently. It was found out that with Broyden’s method-
s, the computation can be accelerated by 2 to 3 times compared with the
Newton-Raphson method. The restriction of the time-step sizes was suc-
cessfully removed by the nonuniform time-stepping scheme, which resulted
in a 2.5 times speed-up on the Newton-Raphson method. When Broyden’s
method and the nonuniform time-stepping scheme were used together, the
total computational time was further reduced. With all the theoretical for-
mulation and numerical techniques, the proposed nonlinear time-domain fi-
nite element solver is able to solve nonlinear magnetic problems with high
efficiency and accuracy.
From Chapter 4 to 6, high-power microwave breakdown phenomena were
investigated by employing physical models with progressive complexities. In
Chapter 4, the breakdown phenomena in dielectric were modeled numerical-
ly with a nonlinear conductivity, which, when incorporated with Maxwell’s
equations, results in a nonlinear equation. To solve such a nonlinear problem
via time-domain finite element method, an A-formulation was constructed
to avoid the “later-time linear drift” issue and to facilitate the application
of Newton’s method. The Jacobian matrix required by Newton’s method
was derived analytically, which permits an accurate and efficient implemen-
tation of the method. A simple fixed-point method was also explored and
implemented, which serves as the numerical validation of the proposed New-
ton’s method. In the numerical implementation, higher-order hierarchical
vector basis functions were used to obtain a high-order spatial accuracy, and
the Newmark-β time integrator was used to achieve a second-order tem-
poral accuracy and unconditional stability. With the proposed nonlinear
solver, several nonlinear dielectric breakdown problems were simulated, and
the nonlinear effect was observed and discussed.
Described by a nonlinear plasma fluid equation, the air breakdown phe-
nomena were modeled in Chapter 5. The nonlinearity of the plasma current
resulted in nonlinear Maxwell’s equations that govern the electric and the
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magnetic fields. Again, to solve the nonlinear Maxwell’s equations without
encountering the “later-time linear drift” problem and facilitate the deriva-
tion of Newton’s method, the A-formulation was employed. A fully coupled
Newton’s method was proposed, where a nonlinear time-domain finite ele-
ment method was applied to solve the nonlinear A-formulation for the elec-
tromagnetic fields, and a point-wise nonlinear solver was applied to solve the
nonlinear plasma fluid equation for the plasma currents. The fully coupled
nonlinear scheme solved the two coupled nonlinear equations simultaneously
to achieve an accurate solution of the physical system. Numerical valida-
tions and examples were presented to demonstrate the capability of the pro-
posed numerical scheme, and the nonlinear phenomena taking place in the
air breakdown process.
To incorporate more physical insight, in Chapter 6, the coupled electro-
magnetic–plasma system consisting of two Maxwell’s equations, a particle
momentum transfer equation, and a particle diffusion equation, was consid-
ered. An accurate numerical method was developed for the multiphysics and
multiscale modeling and simulation of the nonlinear electromagnetic–plasma
interaction and the high-power microwave breakdown in air. In order to deal
with such a multiphysics, multiscale, and nonlinear system, the nodal DGTD
method was adopted in the solution of the hyperbolic Maxwell’s equation-
s and the parabolic diffusion equation. With the well-developed coupling
scheme between two physics, the high-power microwave air breakdown prob-
lems were successfully simulated, and the dominant physical mechanisms
(ionization versus diffusion) were accurately captured during the plasma for-
mation process, which provides a deeper insight and better understanding of
the physical phenomena and the breakdown details.
A continuity-preserving and divergence-cleaning scheme for the simula-
tion of electromagnetic problems involving inhomogeneous materials was pro-
posed based on the purely hyperbolic Maxwell (PHM) and the damped hy-
perbolic Maxwell (DHM) equations in Chapter 7. The electric and magnetic
Gauss’s laws were taken into consideration in numerical simulations by in-
troducing auxiliary variables that satisfy wave equations, which resulted in
a purely hyperbolic system to solve. With the aid of the auxiliary variables,
the numerical errors related to Gauss’s laws were propagated out of the sim-
ulation domain in the PHM equations. Furthermore, two damping terms
were further introduced to yield the DHM equations, which added artificial
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dissipations to the wave propagation, and were shown to be particularly ef-
fective in removing numerical errors with static components. With all four
Maxwell’s equations satisfied numerically, both the tangential and normal
components of the electric and magnetic fields can be solved more accurate-
ly, and the tangential continuity of the electric and magnetic fields and the
normal continuity of the electric and magnetic fluxes can be better preserved.
Several numerical examples were given to demonstrate the capability and ef-
fectiveness of the proposed method in preserving the continuity conditions
and cleaning the divergence errors, in both pure electromagnetic simulations
and self-consistent simulations.
In Chapters 8 and 9, the dynamic h- and p-adaptation algorithms were de-
veloped in the DGTD simulation of electromagnetic and multiphysics prob-
lems. In Chapter 8, a nodal DGTD algorithm with adaptive Cartesian mesh
(ACM) was developed for computation of electromagnetic fields in dispersive
media. The DGTD-ACM solver took advantage of hierarchical Cartesian
grids to locally refine the non-conformal discretization elements to better
represent material interfaces and curved boundaries. More importantly, the
algorithm can dynamically adjust the size of each element in real time to
simulate propagation of electromagnetic pulses within the solution domain.
To alleviate the time-step limitation due to the stability condition of an ex-
plicit time integrator, a local time-stepping technique was adopted to permit
different time-step sizes for elements with different sizes for a better compu-
tational efficiency. When compared with a uniformly dense mesh, the cost
reduction is up to several orders of magnitude. This method was also ap-
plied in the simulation of dispersive media using a local Drude model and
was tested for a cold plasma slab and a plasmonic rod.
A dynamic p-adaptation algorithm was proposed in Chapter 9 for the time-
domain simulation of electromagnetic and multiphysics problems. Based on
a relatively coarse geometrical discretization, the simulation started from a
low-order polynomial expansion in each element, which was adjusted dynam-
ically in real time during the simulation to achieve a desired interpolation
accuracy and spatial resolution. The relation and conversion between the
nodal and modal representations of field were leveraged in the design of an
error estimator that can be used very efficiently for the automatic determina-
tion of the appropriate polynomial order. The elemental and facial elevation
operations were defined to numerically implement this highly flexible adap-
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tation algorithm. Several numerical examples were given to demonstrate the
accuracy, efficiency, and flexibility of the proposed algorithm in the time-
domain simulation of electromagnetic and multiphysics problems.
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