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SCATTERING FOR THE ONE-DIMENSIONAL KLEIN-GORDON
EQUATION WITH EXPONENTIAL NONLINEARITY
MASAHIRO IKEDA, TAKAHISA INUI, AND MAMORU OKAMOTO
Abstract. We consider the asymptotic behavior of solutions to the Cauchy
problem for the defocusing nonlinear Klein-Gordon equation (NLKG) with
exponential nonlinearity in the one spatial dimension with data in the energy
space H1(R) × L2(R). We prove that any energy solution has a global bound
of the L6t,x space-time norm, and hence scatters in H
1(R)×L2(R) as t→ ±∞.
The proof is based on the argument by Killip-Stovall-Visan (Trans. Amer.
Math. Soc. 364 (2012), no. 3, 1571–1631). However, since well-posedness in
H1/2(R) ×H−1/2(R) for NLKG with the exponential nonlinearity holds only
for small initial data, we use the L6tW
s−1/2,6
x -norm for some s >
1
2
instead of
the L6t,x-norm, where W
s,p
x denotes the s-th order L
p-based Sobolev space.
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1. Introduction
We consider the asymptotic behavior of solutions to the Cauchy problem to the
Klein-Gordon equation with exponential nonlinearity
(1.1) utt − uxx + u+N (u) = 0,
where u : Rt × Rx → R is an unknown function and N : R→ R is defined by
N (u) := {exp(|u|2)− 1− |u|2}u.
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In this paper, we assume that the initial data belong to the energy space, i.e.
u(0) ∈ H1(R) and ut(0) ∈ L2(R). Here the energy space is the set of data for
which the energy of the solution
E(u(t), ut(t)) =
∫
R
{
1
2
|ut(t, x)|2 + 1
2
|ux(t, x)|2 + 1
2
|u(t, x)|2 + 1
2
N˜ (u(t, x))
}
dx
(1.2)
is finite, where N˜ : R→ R is defined by
N˜ (u) := exp(|u|2)− 1− |u|2 − 1
2
|u|4.
It is known that the energy of the solution to (1.1) is conserved. We note that
the identity N˜ ′(u) = 2N (u) holds, or equivalently the equation N˜(u) = N (u)u is
valid for any u ∈ R. We also note that as the nonlinearity N (u) belongs to the
energy-subcritical and defocusing (N˜ (u) ≥ 0) case, global well-posedness in the
energy space H1(R) × L2(R) is a simple consequence of the energy conservation
law. However the asymptotic behavior of the solution is not clear at all.
Klein-Gordon equations are fundamental hyperbolic ones and their nonlinear
problems are intensively studied by many researchers (see for example [15, 16, 11,
12] and references therein). Especially, Nakamura and Ozawa [15] first studied well-
posedness for the Klein-Gordon equation with exponential-type nonlinearity. We
note that the exponential-type nonlinearity is corresponding to energy-critical in
two space dimensions (see for example [14, 6]). Ibrahim, Masmoudi and Nakanishi
[8] (see also [7]) studied long-time behavior of solutions in the focusing case below
the ground state. The scattering threshold for the focusing energy-critical nonlinear
Klein-Gordon equation is given by that for the massless stationary equation.
On the other hand, Nakanishi [16] proved that space-time bounds for the fo-
cusing mass-critical Klein-Gordon equation imply space-time bounds for the cor-
responding nonlinear Schro¨dinger equation. This is a reflection of the fact that
the Klein-Gordon equation degenerates to the Schro¨dinger equation in the nonrel-
ativistic limit. By using this fact, Killip, Stovall and Visan [11] proved that any
energy solution tends to a free solution in the energy space H1(R2) × L2(R2) in
the defocusing case and characterized the dichotomy between this behavior and
blowup for initial data with energy less than that of the ground state in the focus-
ing case. According to this argument, the scattering threshold for (1.1) is given by
that for the corresponding nonlinear Schro¨dinger equation. Moreover, by taking
L2-scaling transformation, we expect that the L2-supercritical part vanishes, and
hence harmless.
The equation (1.1) is regarded as mass-critical because the nonlinearity N (u)
contains the quintic part 12 |u|4u by the Taylor expansion. However, there is no
energy-critical nonlinearity in one spatial dimension, and thus (1.1) belogns to the
energy-subcritical case.
From the viewpoint of Trudinger-Moser’s inequality, the growth rate as exp(|u|2)
at infinity seems to be optimal at the level of H1/2(R). We note that the L∞(R)-
norm is out of control of the H1/2(R)-norm even when the latter is small. Accord-
ingly, well-posedness in H1/2(R) for the exponential-type nonlinearity requires the
smallness of initial data (see [15] for more detail). In order to treat large initial
data, it needs to assume (u0, u1) ∈ Hs(R) ×Hs−1(R) for s > 12 . This fact causes
several technical difficulties in our analysis.
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Our main goal in this paper is to prove that global strong solutions exist and
have finite space-time norms.
Theorem 1.1. Let (u0, u1) ∈ H1(R)×L2(R) and s ∈ (12 , 1112 ). Then, there exists a
unique global solution u to (1.1) with initial data (u(0), ut(0)) = (u0, u1). Moreover,
this solution obeys the global space-time bounds
‖u‖L∞t H1x + ‖ut‖L∞t L2x + ‖〈∂x〉s−1/2u‖L6t,x ≤ C(E(u0, u1)).
As a consequence, the solution scatters both forward and backward in time, that is,
there exist scattering states (u±0 , u
±
1 ) ∈ H1(R)× L2(R) such that(
u(t)
ut(t)
)
−
(
cos(〈∂x〉t) 〈∂x〉−1 sin(〈∂x〉t)
−〈∂x〉 sin(〈∂x〉t) cos(〈∂x〉t)
)(
u±0
u±1
)
→
(
0
0
)
in H1(R)× L2(R) as t→ ±∞, where double-sign corresponds.
The main point in the theorem is to derive the L6t,x-spacetime bound and con-
comitant proof of scattering.
On one hand, the lower bound of s (s > 12 ) comes from the well-posedness
result (Proposition 3.1) as mentioned above. We note that if the exponential-type
nonlinearityN (u) is replaced with the power-type nonlinearity |u|4u, which belongs
to mass-critical case, the limiting case s = 12 is allowed (see Corollary 1.2 below
more precisely). Since we rely on the well-posedness in Hs(R) with s > 12 to
obtain the theorem, the stability theory (Proposition 3.2), which is a variant of
well-posedness, requires some regularity. Accordingly, we have to treat the inverse
Strichartz estimate (Theorem 4.5) (or the linear profile decomposition (Theorem
5.1)) and the nonlinear decoupling (Proposition 5.3) with some regularity. On the
other hand, the upper bound of s (s < 1112 ) is needed to show the inverse Strichartz
estimate (Theorem 4.5). More precisely, we use this gap between the upper bound
and 1 when we apply the Littlewood-Paley decoupling (Lemma 4.1). However, since
it is enough to set s slightly larger than 12 , this does not cause any problem.
For the Klein-Gordon equation with the focusing exponential-type nonlinearity
−N (u), we can expect that the dichotomy between scattering and blowup for ini-
tial data with energy less than that of the ground state holds. However it is not
known existence of the ground state to the equation. Moreover we do not have
Trudinger-Moser type inequality in one spatial dimension, which is useful in two
spatial dimensions. We hence only consider the defocusing case.
The exponential-type nonlinearityN (u) contains the quintic nonlinearity 12 |u|4u =
1
2u
5, which belongs to the mass-critical case in one spatial dimension, and an in-
finite sum of higher-order nonlinearities, which belong to the mass-supercritical
and energy-subcritical case. By neglecting the higher-order part, the similar result
as Theorem 1.1 holds for the Klein-Gordon equation with the single power-type
nonlinearity:
(1.3) utt − uxx + u+ µ1
2
u5 = 0,
where µ = +1, which is known as the defocusing equation. When µ = −1, the
nonlinearity is said to be focusing. With a slight abuse of notation, we define the
energy of (1.3) by
E(u(t), ut(t)) =
∫
R
{
1
2
|ut(t, x)|2 + 1
2
|ux(t, x)|2 + 1
2
|u(t, x)|2 + µ
12
|u(t, x)|6
}
dx.
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Since the local well-posedness in H1/2(R) × H−1/2(R) to (1.3) is valid for arbi-
trary initial data in H1/2(R) ×H−1/2(R), s = 12 in the corresponding theorem for
(1.3) of Theorem 1.1 is allowed. Different from the case with the exponential-type
nonlinearity, we can treat (1.3) with the focusing nonlinearity (µ = −1). In the
focusing case, a static solution u(t, x) = 4
√
2Q(x) is expected as the threshold that
the dichotomy between scattering and blowup holds. Here, Q is the unique positive
even Schwartz solution to the elliptic equation
(1.4) Q′′ +Q5 = Q, in H1(R).
Namely, Q can be written as
Q(x) =
4
√
3√
cosh 2x
.
It is not appropriate to measure the size of the initial data purely in terms of the
energy because of the negative sign appearing in front of the potential energy term.
For this reason, we introduce a second notion of size, namely, the mass, which is
defined by
M(u(t)) :=
∫
R
|u(t, x)|2dx.
Unlike the energy, this is not conserved. We note that E( 4
√
2Q, 0) = 12M(
4
√
2Q)
holds. We can obtain the following theorem for (1.3):
Corollary 1.2. Let (u0, u1) ∈ H1(R) × L2(R) and in the focusing case (µ = −1)
assume also that M(u0) <
√
2M(Q) and E(u0, u1) < E(
4
√
2Q, 0). Then, there
exists a unique global solution u to (1.3) with initial data (u(0), ut(0)) = (u0, u1).
Moreover, this solution obeys the global space-time bounds
‖u‖L∞t H1x + ‖ut‖L∞t L2x + ‖u‖L6t,x ≤ C(E(u0, u1)).
As a consequence, the solution scatters both forward and backward in time, that is,
there exist (u±0 , u
±
1 ) ∈ H1(R)× L2(R) such that(
u(t)
ut(t)
)
−
(
cos(〈∂x〉t) 〈∂x〉−1 sin(〈∂x〉t)
−〈∂x〉 sin(〈∂x〉t) cos(〈∂x〉t)
)(
u±0
u±1
)
→
(
0
0
)
in H1(R)× L2(R) as t→ ±∞, where double-sign corresponds.
We mention a remark on the proof of this corollary in §6.1. Because the re-
maining argument is almost the same as that in [11], we omit the details in this
paper.
1.1. Notation. Let N0 denote the set of nonnegative integers N ∪ {0}.
We denote the Fourier transform of f by f̂ , namely
f̂(ξ) :=
1√
2π
∫
R
e−ixξf(x)dx.
We denote the characteristic function of an interval I by 1I . We abbreviate 1(0,∞)
to 1>0. For an interval I ⊂ R, we set
SI(u) :=
(∫
I
∫
R
|u(t, x)|6dxdt
)1/6
.
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Let σ ∈ C∞c (R) with σ(ξ) =
{
1, if |ξ| ≤ 1,
0, if |ξ| ≥ 2. For N ∈ 2
N0 , we define
P̂Nf(ξ) :=
{
σ(ξ)f̂ (ξ), if N = 1,(
σ
(
ξ
N
)− σ( 2ξN )) f̂(ξ), otherwise.
We denote the dual pair of a Banach space X and its dual space X ′ by 〈·, ·〉X,X′ .
We denote the inner product in a Hilbert space H by 〈·, ·〉H .
In estimates, we use C to denote a positive constant that can change from line
to line. If C is absolute or depends only on parameters that are considered fixed,
then we often write X . Y , which means X ≤ CY . When an implicit constant
depends on a parameter a, we sometimes write X .a Y . We define X ≪ Y to
mean X ≤ C−1Y and X ∼ Y to mean C−1Y ≤ X ≤ CY .
2. Fundamental tools
It is more convenient for us to recast Klein-Gordon equations as a first-order
equation for a complex-valued function v via the map
(u, ut) 7→ v := u+ i〈∂x〉−1ut.
This is easily seen to be a bijection between real-valued solutions of (1.1) and
complex-valued solutions of
(2.1) − ivt + 〈∂x〉v + 〈∂x〉−1N (ℜv) = 0.
As such, local or global theories for the two equations are equivalent.
We will consistently use the letter u to denote solutions to (1.1) and v the
corresponding solutions to (2.1). Note that the energy and the scattering norm to
(2.1) are written as
E(v(t)) :=
∫
R
{
1
2
|〈∂x〉v(t, x)|2 + 1
2
N˜ (ℜv(t, x))
}
dx,
SI(u) = SI(v) =
(∫
I
∫
R
|ℜv(t, x)|6dxdt
)1/6
.
We note that Sobolev’s embedding in one dimension implies that
‖v‖L∞x ≤ ‖v‖H1x .
Hence, the energy is finite if v(0) ∈ H1(R).
2.1. Strichartz estimates. Since we will use the Strichartz estimates with the
scaling parameter λ, for the reader’s convenience, we record them (see for example
[4]).
Lemma 2.1 (Dispersive estimate). For t 6= 0 and 2 ≤ p <∞,
‖e−iλ2t〈λ−1∂x〉f‖Lpx . |t|1/p−1/2‖〈λ−1∂x〉3(1/2−1/p)f‖Lp′x .
Here, the implicit constant is independent of λ and p′ := pp−1 .
We call a pair (q, r) admissible if 4 < q ≤ ∞, 2 ≤ r <∞, and 2q + 1r = 12 .
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Lemma 2.2 (Strichartz estimate). For λ > 0 and any admissible pairs (q, r) and
(q˜, r˜), we have
‖e−iλ2t〈λ−1∂x〉f‖LqtLrx . ‖〈λ−1∂x〉3(r−2)/4rf‖L2x ,∥∥∥∥∫ t
0
e−iλ
2(t−s)〈λ−1∂x〉F (s)ds
∥∥∥∥
LqtL
r
x
. ‖〈λ−1∂x〉3(1/r˜′−1/r)/2F‖Lq˜′t Lr˜′x .
Here, the implicit constants are independent of λ and q˜′ := q˜q˜−1 , r˜
′ := r˜r˜−1 .
2.2. Symmetries. The following symmetries play an important role in our analy-
sis. We define the following operators and observe these properties:
• Translations: for any y ∈ R, we define [Tyf ](x) := f(x− y).
• Lorentz boosts: For any ν ∈ R\{0}, we define
Lν(t, x) := (〈ν〉t− νx, 〈ν〉x − νt).
– Lν preserves spacetime volume.
– L−1ν = L−ν holds true.
– u is a solution to (1.1) if and only if u ◦ L−1ν is a solution to (1.1).
Indeed, by setting (t˜, x˜) = (〈ν〉t− νx, 〈ν〉x − νt), we have∣∣∣∣∣∂(t˜, x˜)∂(t, x)
∣∣∣∣∣ = det
(〈ν〉 −ν
−ν 〈ν〉
)
= 〈ν〉2 − ν2 = 1.
From
∂2
t˜
= 〈ν〉2∂2t + 2ν〈ν〉∂t∂x + ν2∂2x, ∂2x˜ = ν2∂2t + 2ν〈ν〉∂t∂x + 〈ν〉2∂2x,
we have ∂2
t˜
− ∂2x˜ = ∂2t − ∂2x. Moreover, L−ν(t˜, x˜) = (t, x) holds.
• [ Lνf ](x) := [e−i·〈∂x〉f ] ◦ Lν(0, x) = 1√
2π
∫
R
ei〈ν〉xξeiνx〈ξ〉f̂(ξ)dξ.
• Scaling (the scaling is useful although the Klein-Gordon equation does not
possess scaling-invariant): For any λ > 0, [Dλf ](x) := λ
−1/2f
(
x
λ
)
.
The action of  Lν is easily understood on the Fourier side. In particular, we have
the following:
Lemma 2.3. (i)  L−1ν =  L−ν .
(ii) F [ L−1ν f ](ξ˜) = 〈ξ〉〈ξ˜〉 f̂(ξ), where ξ˜ = lν(ξ) := 〈ν〉ξ − ν〈ξ〉.
(iii) For ν, y ∈ R,  L−1ν Tyeiτ〈∂x〉 = Ty˜eiτ˜〈∂x〉  L−1ν , where (τ˜ , y˜) = Lν(τ, y).
(iv) For any s ∈ R,
〈 L−1ν f, g〉Hs = 〈f,ms(−i∂x) Lνg〉Hs , (namely  Lν is unitary in H1/2(R))
where ms(ξ) :=
( 〈ℓν(ξ)〉
〈ξ〉
)2s−1
. Moreover, ‖ms‖L∞ξ + ‖m−1s ‖L∞ξ . 〈ν〉|2s−1|.
(v) [e−it〈∂x〉  L−1ν f ](x) = [e
−i·〈∂x〉f ] ◦ L−1ν (t, x), [eit〈∂x〉  L−1ν f ](x) = [ei·〈∂x〉f ] ◦
Lν(t, x).
(vi) For µ, ν ∈ R,  L−1µ  L−1ν =  L−1µ〈ν〉+〈µ〉ν .
Proof. A direct calculation shows that
(2.2) 〈ξ˜〉 = 〈ν〉〈ξ〉 − νξ
and l−1ν = l−ν . From
dξ˜
dξ
= 〈ν〉 − νξ〈ξ〉 =
〈ξ˜〉
〈ξ〉 ,
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we have
(2.3)
[ L−νf ] (x) =
1√
2π
∫
R
ei〈ν〉xξe−iνx〈ξ〉f̂(ξ)dξ =
1√
2π
∫
R
eixξ˜ f̂(ξ)dξ
=
1√
2π
∫
R
eixξ˜f̂(ξ)
〈ξ〉
〈ξ˜〉dξ˜ = F
−1
ξ
[ 〈l−ν(ξ)〉
〈ξ〉 f̂(l−ν(ξ))
]
(x)
Similarly,
(2.4) F [ Lνf ](ξ) = 〈ξ˜〉〈ξ〉 f̂(ξ˜),
which shows (i). Accordingly, combining (2.3) with (i), we get (ii).
By (2.2) and −y˜ξ˜ + τ˜ 〈ξ˜〉 = −yξ + τ〈ξ〉, we have
F [ L−1ν Tyeiτ〈∂x〉f ](ξ˜) =
〈ξ〉
〈ξ˜〉
e−iyξeiτ〈ξ〉f̂(ξ) = e−iy˜ξ˜eiτ˜〈ξ˜〉F [ L−1ν f ](ξ˜)
= F [Ty˜eiτ˜〈∂x〉  L−1ν f ](ξ˜),
which concludes (iii).
From (ii) and (2.4),
〈 L−1ν f, g〉Hs =
∫
R
〈ξ˜〉2ŝ L−1ν f(ξ˜)ĝ(ξ˜)dξ˜ =
∫
R
〈ξ˜〉2sf̂(ξ)ĝ(ξ˜)dξ
=
∫
R
〈ξ˜〉2s 〈ξ〉
〈ξ˜〉
f̂(ξ)  ̂Lνg(ξ)dξ = 〈f,ms(−i∂x) Lνg〉Hs .
By (2.2), we have
1
〈ν〉+ |ν| = 〈ν〉 − |ν| ≤
〈ξ˜〉
〈ξ〉 = 〈ν〉 − ν
ξ
〈ξ〉 ≤ 〈ν〉+ |ν|,
which implies
‖ms‖L∞
ξ
+ ‖m−1s ‖L∞ξ . 〈ν〉|2s−1|.
Hence, we obtain (iv).
The claim (v) follows from (ii) and (2.2):
[e∓i·〈∂x〉f ] ◦ L∓ν(t, x) = 1√
2π
∫
ei(〈ν〉x±νt)ξe∓i(〈ν〉t±νx)〈ξ〉f̂(ξ)dξ
=
1√
2π
∫
eix(〈ν〉ξ−ν〈ξ〉)e∓i(〈ν〉〈ξ〉−νξ)tf̂(ξ)dξ
=
1√
2π
∫
eixξ˜e∓i〈ξ˜〉tf̂(ξ)dξ
=
1√
2π
∫
eixξ˜e∓i〈ξ˜〉tf̂(ξ)
〈ξ〉
〈ξ˜〉
dξ˜
=
1√
2π
∫
eixξ˜F [e∓i〈∂x〉t  L−1ν f ](ξ˜)dξ˜
= [e∓it〈∂x〉  L−1ν f ](x).
Owing to (ii), we have
F [ L−1µ  L−1ν f ](lµ(lν(ξ))) =
〈lν(ξ)〉
〈lµ(lν(ξ))〉F [ L
−1
ν f ](lν(ξ)) =
〈ξ〉
〈lµ(lν(ξ))〉 f̂(ξ).
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Here, (2.2) yields
lµ(lν(ξ)) = 〈µ〉lν(ξ)− µ〈lν(ξ)〉 = (〈µ〉〈ν〉+ µν)ξ − (µ〈ν〉+ 〈µ〉ν)〈ξ〉 = lµ〈ν〉+〈µ〉ν(ξ),
which shows (vi). 
2.3. Useful lemmas. In this subsection, we observe certain manipulations of sym-
metries that we will need in the proof of the inverse Strichartz inequality, Theorem
4.5.
Lemma 2.4. Fix h ∈ L2(R) and B > 0. Then, the set
K := {D−1λ  L−1ν m0(−i∂x)−1eiνxDλh : |ν| ≤ B, B−1 ≤ λ <∞}
is precompact in L2(R). Moreover, the closure K of K in L2(R) does not contain 0
unless h ≡ 0.
If ĥ is the characteristic function of [−1, 1], then
supp ĝ ⊂ {|ξ| . 〈B〉}
all uniformly for g ∈ K.
Since the proof of this Lemma is same as that of Lemma 2.8 in [11], we omit the
details here.
Lemma 2.5. (i) Suppose gn ⇀ g weakly in H
1(R) and λn → λ ∈ (0,∞).
Then, there is a subsequence so that
[〈λ−1n ∂x〉1/2e−iλ
2
nt〈λ−1n ∂x〉gn](x)→ [〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g](x)
for almost every (t, x) ∈ R× R.
(ii) For λn → λ ∈ (0,∞) and fixed g ∈ H1(R),
lim
n→∞
∥∥〈λ−1n ∂x〉1/2e−iλ2nt〈λ−1n ∂x〉g − 〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g∥∥L6t,x = 0.
(iii) Let s ≥ 12 . Fix θ ∈ (0, 12 ) and suppose gn ⇀ g weakly in L2(R) and λn →∞.
Then, there is a subsequence so that
[〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1]P≤λθngn](x)→ [eit∂
2
x/2g](x)
for almost every (t, x) ∈ R× R.
(iv) Let s ≥ 12 . For λn →∞ and fixed g ∈ L2(R),
lim
n→∞
∥∥〈λ−1n ∂x〉s−1/2e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng − eit∂2x/2g∥∥L6t,x = 0.
Proof. Firstly we show that (i). Owing to Cantor’s diagonal argument, it is enough
to consider almost everywhere convergence in (t, x) ∈ [−L,L]2 for any L > 0. A
simple calculation yields
lim sup
n→∞
‖〈∂t〉1/4〈∂x〉1/4〈λ−1n ∂x〉1/2e−iλ
2
nt〈λ−1n ∂x〉gn‖L2t,x([−L,L]2)
.λ lim sup
n→∞
‖〈∂x〉gn‖L2t,x([−L,L]2)
.λ L
1/2 sup
n∈N
‖gn‖H1 .
Here, we note that the (space-time) Fourier support of w := e−iλ
2
nt〈λ−1n ∂x〉gn is
contained in {(τ, ξ) ∈ R2 : |τ | + λ2n〈λ−1n ξ〉 = 0}. Namely, |∂t|w = λ2n〈λ−1n ∂x〉w
holds. Combining this with Rellich’s theorem, that is compactness of the embedding
H1/4([−L,L]2) →֒ L2([−L,L]2), we obtain an L2t,x convergent subsequence which
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is also almost everywhere convergence. We confirm that the limit is independent
of L. For all F ∈ C∞c (R× R),
lim
n→∞
〈〈λ−1n ∂x〉1/2e−iλ
2
nt〈λ−1n ∂x〉gn, F 〉L2t,x
= lim
n→∞
〈
gn,
∫
R
〈λ−1n ∂x〉1/2eiλ
2
nt〈λ−1n ∂x〉Fdt
〉
L2x
=
〈
g,
∫
R
〈λ−1∂x〉1/2eiλ2t〈λ−1∂x〉Fdt
〉
L2x
= 〈〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g, F 〉L2t,x .
For the proof of (ii), we may assume that g is a Schwartz function because of
Lemma 2.2. Lemma 2.1 implies∥∥〈λ−1n ∂x〉1/2e−iλ2nt〈λ−1n ∂x〉g∥∥L6t,x(|t|≥T ) . T−1/6‖〈λ−1n ∂x〉3/2g‖L6/5x ,∥∥〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g∥∥L6t,x(|t|≥T ) . T−1/6‖〈λ−1∂x〉3/2g‖L6/5x
for all T > 0. Thus, we are left to control the region |t| ≤ T . Since
〈λ−1n ξ〉1/2 − 〈λ−1ξ〉1/2 =
〈λ−1n ξ〉 − 〈λ−1ξ〉
〈λ−1n ξ〉1/2 + 〈λ−1ξ〉1/2
= − (λn − λ)(λn + λ)ξ
2
λ2nλ
2(〈λ−1n ξ〉1/2 + 〈λ−1ξ〉1/2)(〈λ−1n ξ〉+ 〈λ−1ξ〉)
,
λ2nt〈λ−1n ξ〉 − λ2t〈λ−1ξ〉 = t
(λn − λ)(λn + λ)(λ2n + λ2 + ξ2)
λ2n〈λ−1n ξ〉+ λ2〈λ−1ξ〉
,
we have∥∥〈λ−1n ∂x〉1/2e−iλ2nt〈λ−1n ∂x〉g − 〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g∥∥L∞t L2x
≤ ∥∥(〈λ−1n ∂x〉1/2 − 〈λ−1∂x〉1/2)e−iλ2nt〈λ−1n ∂x〉g∥∥L∞t L2x
+
∥∥〈λ−1∂x〉1/2(e−iλ2nt〈λ−1n ∂x〉 − e−iλ2t〈λ−1∂x〉)g∥∥L∞t L2x
.
|λn − λ|(λn + λ)
λ2nλ
2
‖g‖H2 + T |λn − λ|(λn + λ)
λ2n + λ
2
{(λ2n + λ2)‖g‖L2 + ‖g‖H2}
On the other hand, by Lemma 2.2,∥∥〈λ−1n ∂x〉1/2e−iλ2nt〈λ−1n ∂x〉g∥∥L5tL10x + ∥∥〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g∥∥L5tL10x .λ ‖g‖H11/10 .
Interpolating those two estimates, by (L∞t L
2
x, L
5
tL
10
x )5/6 = L
6
t,x, we obtain
lim
n→∞
∥∥〈λ−1n ∂x〉1/2e−iλ2nt〈λ−1n ∂x〉g − 〈λ−1∂x〉1/2e−iλ2t〈λ−1∂x〉g∥∥L6t,x(|t|≤T ) = 0
for each fixed T > 0.
We consider the case (iii). As in the proof of (i), we may restrict the range of
(t, x) to [−L,L]2. Since
〈ξ〉s−1/2 − 1 =
(
s− 1
2
)
ξ2
∫ 1
0
a〈aξ〉s−5/2da,
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owling to Lemma 2.2, we have
(2.5)
∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθn(〈λ−1n ∂x〉s−1/2 − 1)gn∥∥L6t,x
. λ2(θ−1)n
∥∥P≤λθn〈λ−1n ∂x〉1/2gn∥∥L2x . λ2(θ−1)n ‖gn‖L2 → 0
as n→∞. It suffices to show that there is a subsequence so that
[e−iλ
2
nt[〈λ−1n ∂x〉−1]P≤λθngn](x)→ [eit∂
2
x/2g](x)
for almost every (t, x) ∈ [−L,L]2. By
(2.6)
λ2n[〈λ−1n ξ〉 − 1] =
ξ2
〈λ−1n ξ〉+ 1
=
1
2
ξ2 + ξ2
1− 〈λ−1n ξ〉
2(〈λ−1n ξ〉+ 1)
=
1
2
ξ2 − λ
−2
n ξ
4
2(〈λ−1n ξ〉+ 1)2
,
we deduce that for θ < 12 ,
‖e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθn − eit∂
2
x/2P≤λθn‖L2x→L2x → 0
as n→∞. Thus, it reduces to observe that an L2([−L,L]2)-convergence of a subse-
quence of eit∂
2
x/2P≤λθngn. We recall the local smoothing estimate for the Schro¨dinger
equation (see [1, 17, 20]):∫
R
∫
[−L,L]
|[〈∂x〉1/2eit∂2x/2f ](x)|2dxdt . L‖f‖2L2x,
which implies
‖〈∂t〉1/8〈∂x〉1/4eit∂2x/2gn‖L2t,x([−L,L]2) . L1/2‖gn‖L2x .
Rellich’s theorem, or compactness of the embeddingH1/8([−L,L]2) →֒ L2([−L,L]2),
we obtain an L2t,x convergent subsequence.
Finally, we prove (iv). By (2.5), it suffices to show that
lim
n→∞
∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng − eit∂2x/2g∥∥L6t,x = 0.
By Lemma 2.2 and the Strichartz estimates for the Schro¨dinger equation, it suffices
to treat the case where g is a Schwartz function. Lemma 2.1 and the dispersive
estimate for the Schro¨dinger equation imply∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng‖L6t,x(|t|≥T ) + ‖eit∂2x/2g∥∥L6t,x(|t|≥T ) . T−1/6‖g‖L6/5x
for all T > 0. Thus we are left to control the region |t| ≤ T . Note that from (2.6)∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng − eit∂2x/2g∥∥L∞t L2x(|t|≤T )
≤ ∥∥(e−iλ2nt[〈λ−1n ∂x〉−1] − eit∂2x/2)P≤λθng∥∥L∞t L2x(|t|≤T ) + ∥∥eit∂2x/2P≥λθng∥∥L∞t L2x(|t|≤T )
≤ (λ−2n T + λ−4θn )‖g‖H4x .
On the other hand, by Lemma 2.2 and the Strichartz estimates for the Schro¨dinger
equation, ∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng∥∥L5tL10x + ∥∥eit∂2x/2g∥∥L5tL10x . ‖g‖H11/10x .
Interpolating those two estimates, by (L∞t L
2
x, L
5
tL
10
x )5/6 = L
6
t,x, we obtain
lim
n→∞
∥∥e−iλ2nt[〈λ−1n ∂x〉−1]P≤λθng − eit∂2x/2g∥∥L6t,x(|t|≤T ) = 0
for each fixed T > 0. 
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3. Local theory
We summarize a well-posedness result for (1.1), which is equivalent to (2.1).
Proposition 3.1. Let s ≥ s0 > 12 and v0 ∈ Hs(R). Then there exists a unique
maximal lifespan solution v : I × R→ C to (2.1) with v(0) = v0. Furthermore, the
following hold:
• If T = sup I is finite, then ‖v(t)‖Hs0 →∞ as t→ T .
• The energy and momentum are finite and conserved if s ≥ 1.
• If ‖v0‖Hs is sufficiently small, then v is global and
‖〈∂x〉s+3/2r−3/4v‖Lqt (R;Lrx(R)) . ‖v0‖Hs
for any admissible pair (q, r). Moreover, there exists v+ ∈ Hs(R) such that
(3.1) lim
t→∞ ‖v(t)− e
−it〈∂x〉v+‖Hs = 0.
For each v+ ∈ Hs(R), there exists a unique solution v to (2.1) in a neigh-
borhood of +∞ satisfying (3.1). In either case,
E(v(t)) =
1
2
‖v+‖2H1
provided that s ≥ 1. Similar statements holds backward in time.
• Let J ⊂ R and assume that ‖ℜv‖L∞t (J;L∞x (R)) + SJ(〈∂x〉s−1/2v) < L. We
have
‖〈∂x〉s+3/2r−3/4v‖Lqt (J;Lrx(R)) .L,s,q,r ‖v0‖Hs
for any admissible pair (q, r).
This proposition is essentially proved by Nakamura and Ozawa [15]. Hence, we
omit the proof here.
We use the following stability theory, which is a consequence of the well-posedness
result (Proposition 3.1). The proof follows from minor modifications of that for the
nonlinear Schro¨dinger equation, and hence we omit the details. For the proof, see
[10, 11, 19] for example.
Proposition 3.2. Let s > 12 and let I be an interval and v˜ be a solution to
−iv˜t + 〈∂x〉v˜ + 〈∂x〉−1N (ℜv˜) + e1 + e2 = 0.
Assume that
‖v˜‖L∞t Hsx(I×R) ≤M and ‖〈∂x〉s−1/2ℜv˜‖L6t,x(I×R) ≤ L
for some positive constants M and L. Let t0 ∈ I and let v0 satisfy the condition
‖v0 − v˜(t0)‖Hsx ≤M ′
for some positive constant M ′. If
‖〈∂x〉s−1/2e−i(t−t0)〈∂x〉(v0 − v˜(t0))‖L6t,x(I×R) ≤ ε,
‖〈∂x〉s+1/2e1‖L6/5t,x (I×R) + ‖e2‖L1tHsx(I×R) ≤ ε
for 0 < ε < ε1 = ε1(L,M,M
′), then there exists a unique solution v to (2.1) with
initial data v0 at time t0.
Furthermore, the solution v satisfies
‖〈∂x〉s−1/2(v−v˜)‖L6t,x(I×R) ≤ εC(L,M,M ′), ‖v−v˜‖L∞t Hsx(I×R) ≤M ′C(L,M,M ′).
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Next, we observe behaviors of the boosted solutions u ◦ Lν .
Lemma 3.3. Given (u0, u1) ∈ H1(R) × L2(R), there is an ε > 0 and a local
solution u to (1.1) with (u(0), ut(0)) = (u0, u1) and defined in the space time region
Ω := {(t, x) : |t| − ε|x| < ε}. Moreover,
‖u‖LqtLrx(Ω) := ‖1Ωu‖LqtLrx(R×R) <∞ for each admissible pair (q, r),
‖u‖L∞t (H1x×L2x)(Ω) := sup
t∈R
∫
R
1Ω(t, x)
{|ut(t, x)|2 + |ux(t, x)|2 + |u(t, x)|2} dx <∞,
(3.2)
lim
R→∞
sup
|t|<εR
∫
|x|>R
{|ut(t, x)|2 + |ux(t, x)|2 + |u(t, x)|2} dx = 0.
(3.3)
The solution u with these properties is unique.
Although the proof for this lemma follows from a minor modification of that of
Corollary 3.5 in [11], we will use a similar argument later in the proof of Proposition
6.8, hence we give a proof this lemma.
Proof. Proposition 3.1 shows that there exist T0 = T0(u0, u1) > 0 and a unique
local solution u to (1.1) having finite Strichartz norms on [−T0, T0] × R. Let ϕ
denote a smooth cutoff function with ϕ(x) = 1 for |x| ≥ 1 and ϕ(x) = 0 for |x| ≤ 12 .
There exists R0 > 0 such that∫
R
{∣∣∣ϕ( x
R0
)
u1(x)
∣∣∣2 + ∣∣∣∂x[ϕ( x
R0
)
u0(x)
]∣∣∣2 + ∣∣∣ϕ( v
R0
)
u0(x)
∣∣∣2} dx
is sufficiently small. Then, by Proposition 3.1, there is a global solution u˜ to (1.1)
with (u˜(0, x), u˜t(0, x)) =
(
ϕ
(
x
R0
)
u0(x), ϕ
(
x
R0
)
u1(x)
)
. From uniqueness and finite
speed of propagation, u˜ is an extension of u to {(t, x) : |x| − |t| > R0}. Choosing
ε < T01+R0+T0 , we get a solution u to (1.1) on Ω.
In what follows, we show (3.3). Let u˜R˜ be a solution (1.1) with (u˜R˜(0, x), u˜R˜t (0, x)) =(
ϕ
(
x
R˜
)
u0(x), ϕ
(
x
R˜
)
u1(x)
)
. Then, from small data theory in Proposition 3.1,
lim
R˜→∞
(
‖u˜R˜‖L∞t H1x + ‖∂tu˜R˜‖L∞t L2x
)
= 0.
We note that u and u˜R˜ agree on |x| − |t| > R˜. By taking R˜ < (1− ε)R for R > 0,
we get {|t| < εR, |x| > R} ⊂ {|x| − |t| > R˜} and (3.3). 
Remark 3.4. From the above proof, we find the following:
• Since a global solution exists, we may take any 0 < ε < 1.
• We can construct a solution u to the linear Klein-Gordon equation with
initial data (u0, u1) satisfying (3.3).
Let P (u(t)) denote the momentum defined by
P (u(t)) := −
∫
R
∂tu(t, x)∂xu(t, x)dx.
Corollary 3.5. Under the same assumption as in Lemma 3.3, for |ν|〈ν〉 < ε, we
have the following:
(i) (u ◦ Lν)(t, x) is a strong solution to (1.1) on (−ε, ε)× R.
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(ii) ν 7→ (u ◦ Lν , ∂t[u ◦ Lν ])(0, ·) is continuous with values in H1(R)× L2(R).
(iii) Einstein’s relation holds:
(E(u ◦ Lν , ∂t[u ◦ Lν ]), P (u ◦ Lν)) = L−1ν (E(u, ut), P (u)).
In particular,
E(u ◦ Lν, ∂t[u ◦ Lν])2 − P (u ◦ Lν)2
is independent of t and ν.
Proof. Let (t˜, x˜) = Lν(t, x) = (〈ν〉t − νx, 〈ν〉x − νt). From t = t˜+νx〈ν〉 , for |ν|〈ν〉 < ε, a
calculation shows
|t˜| − ε|x˜| < |〈ν〉t− νx| −
∣∣∣∣νx− ν2〈ν〉 t
∣∣∣∣ ≤ |t|〈ν〉 .
Thus, we have
Lν((−ε, ε)× R) ⊂ Ω.
Since Lν preserves spacetime volume, by Lemma 3.3 and Sobolev’s embedding,∫ ε
−ε
∫
R
N˜ (u ◦ Lν)(t, x)dxdt ≤
∫∫
Ω
N˜ (u(t, x))dxdt
≤ ‖u‖6L6t,x(Ω)
∞∑
l=3
1
l!
‖u‖2l−6L∞t H1x(Ω) <∞.
From ∂2t (u◦Lν)−∂2x(u◦Lν) = (utt−uxx)◦Lν, this shows that u◦Lν is a distribution
solution to (1.1) in (−ε, ε)× R.
We will prove that
(t, ν) 7→ (u ◦ Lν , ∂t[u ◦ Lν ])(t, ·)
is a continuous function from
{|t| < ε, |ν|〈ν〉 < ε} to H1x(R) × L2x(R). If we obtain
this continuity, then u ◦Lν belongs to C((−ε, ε);H1(R)×L2(R)), i.e., it is a strong
solution, and we get (i) and (ii).
Let ulin denote the linear solution to the Klein-Gordon equation with the initial
data (u0, u1) at zero, namely
ulin(t, x) := cos(t〈∂x〉)u0(x) + 〈∂x〉−1 sin(t〈∂x〉)u1(x).
Let u˜ = u− ulin denote the difference. From (v) in Lemma 2.3,
(3.4)
ulin◦Lν = 1
2
{
eit〈∂x〉  L−1ν + e
−it〈∂x〉  Lν
}
u0+
1
2i
{
eit〈∂x〉  L−1ν − e−it〈∂x〉  Lν
}
〈∂x〉−1u1.
By (ii) in Lemma 2.3, the mapping
(t, ν) 7→ (ulin ◦ Lν , ∂t[ulin ◦ Lν])(t, ·)
is continuous from
{
(t, ν) : |t| < ε, |ν|〈ν〉 < ε
}
to H1x(R) × L2x(R). Next, we consider
the effect of the Lorentz boosts on u˜. Firstly, we note that u˜ satisfies
u˜tt − u˜xx + u˜ = −N (u), u˜(0, x) = u˜t(0, x) = 0.
By Lemma 2.2, Lemma 3.3, and u˜ = u− ulin, we get
(3.5) ‖u˜‖LqtLrx(Ω) + ‖∂tu˜‖L∞t L2x(Ω) + ‖∂xu˜‖L∞t L2x(Ω) <∞
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for each admissible pair (q, r). From Lemma 3.3 and Remark 3.4, we also have
(3.6) lim
R→∞
sup
|t|<εR
∫
|x|>R
{|u˜t(t, x)|2 + |u˜x(t, x)|2 + |u˜(t, x)|2} dx = 0.
Let T˜ be the stress-energy tensor for the linear Klein-Gordon equation with respect
to u˜, which has the components
T˜ 00 := 1
2
|u˜t|2 + 1
2
|u˜x|2 + 1
2
|u˜|2, T˜ 01 := T˜ 10 = −u˜tu˜x,
T˜ 11 := |u˜x|2 − T˜ 00 + |u˜t|2 = 1
2
|u˜t|2 + 1
2
|u˜x|2 − 1
2
|u˜|2.
We also define p˜ = (p˜0, p˜1) by
p˜0 := 〈ν〉T˜ 00 + νT˜ 10, p˜1 := 〈ν〉T˜ 01 + νT˜ 11.
From ∂t = 〈ν〉∂t˜ − ν∂x˜ and ∂x = 〈ν〉∂x˜ − ν∂t˜,
(〈ν〉p˜0 + νp˜1) ◦ Lν
= 〈ν〉2T˜ 00 ◦ Lν + 2〈ν〉νT˜ 01 ◦ Lν + ν2T˜ 11 ◦ Lν
=
〈ν〉2 + ν2
2
[
(u˜t ◦ Lν)2 + (u˜x ◦ Lν)2
] − 2〈ν〉ν(u˜t ◦ Lν)(u˜x ◦ Lν) + 1
2
(u˜ ◦ Lν)2
=
1
2
[{∂t(u˜ ◦ Lν)}2 + {∂x(u˜ ◦ Lν)}2]+ 1
2
(u˜ ◦ Lν)2.
Since
Lν(t,R) = {(〈ν〉t− νx, 〈ν〉x − νt) : x ∈ R} =
{(
t− νy
〈ν〉 , y
)
: y ∈ R
}
,
a tangent vector of Lν(t,R) is (−ν, 〈ν〉). Hence,
(3.7)∫
Lν(t,R)
(−p˜1dx+ p˜0dy) =
∫
R
(〈ν〉p˜0 + νp˜1) ◦ Lν(t, x)dx
=
1
2
∫
R
[|∂t(u˜ ◦ Lν)|2 + |∂x(u˜ ◦ Lν)|2 + |u˜ ◦ Lν |2] (t, x)dx.
For fixed (t0, ν0) with |t0| < ε and |ν0|〈ν0〉 < ε, we set
Ωt,ν :=
{
(s, y) :
t0 − ν0y
〈ν0〉 < s <
t− νy
〈ν〉
}
∪
{
(s, y) :
t− νy
〈ν〉 < s <
t0 − ν0y
〈ν0〉
}
for (t, ν) ∈ R× R. Then,
∂Ωt,ν = Lν(t,R) ∪ Lν0(t0,R).
From |t0| < ε and |ν0|〈ν0〉 < ε, for |t − t0| ≪ 1 and |ν0 − ν| ≪ 1, we have Ωt,ν ⊂ Ω.
Indeed, for (s, y) ∈ Ωt,ν ,
|s| − ε|y| < max
{ |t0 − ν0y| − ν0|y|
〈ν0〉 ,
|t− νy| − ν|y|
〈ν〉
}
< max(|t0|, |t|) < ε.
By using the mollification technique, we may assume that p˜ is smooth. We apply
Green’s theorem to p˜ on the region Ωt,ν . For R > 0, let ψR(s, y) = σ(
|s|+|y|
R ), where
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σ is the cut-off function defined in §1.1. Then, by (3.6) and (3.7),∣∣∣∣12
∫
R
[|∂t(u˜ ◦ Lν)|2 + |∂x(u˜ ◦ Lν)|2 + |u˜ ◦ Lν |2] (t, x)dx
− 1
2
∫
R
[|∂t(u˜ ◦ Lν0)|2 + |∂x(u˜ ◦ Lν0)|2 + |u˜ ◦ Lν0 |2] (t0, x)dx∣∣∣∣
=
∣∣∣∣ ∫
Lν(t,R)
(−p˜1dx+ p˜0dy)−
∫
Lν0(t0,R)
(−p˜1dx + p˜0dy)
∣∣∣∣
=
∣∣∣∣ ∫
∂Ωt,ν
(−p˜1dx+ p˜0dy)
∣∣∣∣
=
∣∣∣∣ limR→∞
∫
∂Ωt,ν
(−p˜1ψRdx+ p˜0ψRdy)
∣∣∣∣
≤ lim sup
R→∞
∫
Ωt,ν
{|ψR∇s,y · p˜|(s, y) + |p˜ · ∇s,yψR|(s, y)} dyds
≤
∫
Ωt,ν
|(∇s,y · p˜)(s, y)|dyds+ lim sup
R→∞
1
R
∫ εR
−εR
∫
|y|∼R
|〈∇s,y〉u˜(s, y)|2dyds
≤
∫
Ωt,ν
|(∇s,y · p˜)(s, y)|dyds.
Since
∇t,x · p˜ = ∂tp˜0 + ∂xp˜1
= 〈ν〉(u˜ttu˜t + u˜txu˜x + u˜tu˜)− ν(u˜ttu˜x + u˜tu˜tx)− 〈ν〉(u˜txu˜x + u˜tu˜xx)
+ ν(u˜txu˜t + u˜xxu˜x − u˜xu˜)
= −N (u)(〈ν〉u˜t − νu˜x),
by Ho¨lder’s inequality, we get∫∫
Ωt,ν
|∇s,y · p˜|dyds ≤ 〈ν〉
∫∫
Ωt,ν
|N (u(s, y))∇s,yu˜(s, y)|dyds
≤ 〈ν〉‖u‖5L5sL10y (Ωt,ν)‖∇s,yu˜‖L∞s L2y(Ω)
∞∑
l=2
1
l!
‖u‖2l−4L∞s H1y(Ω).
From Lemma 3.3, (3.5), and Lebesgue’s dominated convergence theorem, this quan-
tity on the right hand side as above goes to zero as (t, ν)→ (t0, ν0) because Ωt,ν → ∅.
This shows the desired continuity.
For the proof of (iii), we use the stress-energy tensor associated to the nonlinear
Klein-Gordon equation:
T 00 := 1
2
|ut|2 + 1
2
|ux|2 + 1
2
|u|2 + 1
2
N˜ (u), T 01 := T 10 = −utux,
T 11 := u2x − T 00 + |ut|2 =
1
2
|ut|2 + 1
2
|ux|2 − 1
2
|u|2 − 1
2
N˜ (u).
Since u is a solution to (1.1),
∂tT α0 + ∂xT α1 = 0
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for all α ∈ {0, 1}. We also define p = (p0, p1) and q = (q0, q1) by
p0 := 〈ν〉T 00 + νT 10, p1 := 〈ν〉T 01 + νT 11,
q0 := νT 00 + 〈ν〉T 10, q1 := νT 01 + 〈ν〉T 11.
Then,
∇t,x · p = 〈ν〉(∂tT 00 + ∂xT 01) + ν(∂tT 10 + ∂xT 11) = 0,(3.8)
∇t,x · q = ν(∂tT 00 + ∂xT 01) + 〈ν〉(∂tT 10 + ∂xT 11) = 0.
Put
Ξt,ν :=
{
(s, y) : 0 < s <
t− νy
〈ν〉
}
∪
{
(s, y) :
t− νy
〈ν〉 < s < 0
}
.
Then, Ξt,ν ⊂ Ω for |t| < ε and |ν|〈ν〉 < ε,
∂Ξt,ν = Lν(t,R) ∪ ({0} × R).
Hence, the same calculation as in (3.7) yields∫
∂Ξt,ν
(−p1dx+ p0dy) =
∫
R
(〈ν〉p0 + νp1) ◦ Lν(t, x)dx − ∫
R
p0(t, x)dx
= E(u ◦ Lν , ∂t[u ◦ Lν ])− {〈ν〉E(u, ut) + νP (u)} ,∫
∂Ξt,ν
(−q1dx+ q0dy) =
∫
R
(〈ν〉q0 + νq1) ◦ Lν(t, x)dx − ∫
R
q0(t, x)dx
= P (u ◦ Lν)− {νE(u, ut) + 〈ν〉P (u)} .
Applying Green’s theorem, by (3.6) and (3.8), we obtain
|E(u ◦ Lν , ∂t[u ◦ Lν ])− {〈ν〉E(u, ut) + νP (u)} |
=
∣∣∣∣ limR→∞
∫
∂Ξt,ν
(−p1ψRdx+ p0ψRdy)
∣∣∣∣ ≤ lim sup
R→∞
∫
Ξt,ν
|p · ∇s,yψR|(s, y)dyds = 0.
Similarly, we have
P (u ◦ Lν) = νE(u, ut) + 〈ν〉P (u).
This completes the proof. 
4. Refinements of the Strichartz inequality
The goal of this section is to show an inverse Strichartz inequality (Theorem 4.5),
which is an essential ingredient in the concentration compactness argument. For
the exponential-type nonlinearity, we have to consider the initial data in Hs(R) ×
Hs−1(R) with s > 12 . Accordingly, we need to consider SR(〈∂x〉s−1/2f) instead of
SR(f).
Lemma 4.1. For f ∈ H1/2(R),
‖e−it〈∂x〉f‖2L6t,x . sup
N∈2N0
‖e−it〈∂x〉PNf‖L6t,x‖f‖H1/2x .
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Proof. We apply the Littlewood-Paley square function estimate and Ho¨lder’s in-
equality to have
‖e−it〈∂x〉f‖6L6t,x
∼
∥∥∥∥( ∑
N∈2N0
|e−it〈∂x〉PNf |2
)1/2∥∥∥∥6
L6t,x
.
∑
N1,N2,N3∈2N0
∫
R
∫
R
3∏
j=1
|e−it〈∂x〉PNjf |2dxdt
.
∑
N1,N2,N3∈2N0
N1≤N2≤N3
 3∏
j=1
‖e−it〈∂x〉PNjf‖L6t,x
 ‖e−it〈∂x〉PN1f‖L5tL10x
×
∏
k=2,3
‖e−it〈∂x〉PNkf‖L20/3t L5x .
By the Strichartz estimate (Lemma 2.2) and Schur’s test (see for example Theorem
275 in [5]), we get
‖e−it〈∂x〉f‖6L6t,x
. sup
K∈2N0
‖e−it〈∂x〉PKf‖3L6t,x
∑
N1,N2,N3∈2N0
N1≤N2≤N3
‖PN1f‖H3/5x ‖PN2f‖H9/20x ‖PN3f‖H9/20x
. sup
K∈2N0
‖e−it〈∂x〉PKf‖3L6t,x‖f‖H1/2x
∑
N1,N2∈2N0
N1≤N2
N
1/10
1
N
1/10
2
‖PN1f‖H1/2x ‖PN2f‖H1/2x
. sup
K∈2N0
‖e−it〈∂x〉PKf‖3L6t,x‖f‖
3
H
1/2
x
.

We need to divide each dyadic interval into positive and negative intervals.
For N ∈ 2N, we define by P+N and P−N the the Fourier multiplier with the symbol(
σ( ξN )− σ(2ξN )
)
1>0(ξ) and
(
σ( ξN )− σ(2ξN )
)
1>0(−ξ) respectively. For convenience,
we set P±1 as P1.
Lemma 4.2.
‖e−it〈∂x〉PNf‖6L6t,x . N
5/2 sup
±
‖e−it〈∂x〉P±N f‖L6t,x‖PNf‖5L2x .
Proof. The Strichartz estimate (Lemma 2.2) yields that
‖e−it〈∂x〉PNf‖6L6t,x = ‖e
−it〈∂x〉PNf‖1+5L6t,x
. sup
±
‖e−it〈∂x〉P±N f‖L6t,x ×
(
N1/2‖PNf‖L2
)5
. N5/2 sup
±
‖e−it〈∂x〉P±N f‖L6t,x‖PNf‖5L2.

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By taking ν appropriately, the Fourier support of  L−1ν P
±
N f lies inside an interval
centered at the origin.
Lemma 4.3. For N ∈ 2N0 , let ν = 54N . Then,
‖ L−1ν P+N f‖L6x + ‖ L−1−νP−N f‖L6x . ‖P≤2  L−1ν f‖L6x .
Proof. We only consider the estimate for P+N and N ∈ 2N because the remaining
cases are similarly handled. Set ξ˜ := 〈ν〉ξ − ν〈ξ〉. By supp P̂+N f ⊂
[
N
2 , 2N
]
and
ξ˜ = 〈ν〉ξ − ν〈ξ〉 = (ξ + ν)(ξ − ν)〈ν〉ξ + ν〈ξ〉
we get
|ξ˜| ≤
13
4 × 34
2× 12 × 54
=
39
20
< 2
for ξ ∈ supp P̂+N f . Lemma 2.3 (ii) yields that
F [ L−1ν P+N f ](ξ˜) =
〈ξ〉
〈ξ˜〉
(
σ
( ξ
N
)
− σ
(2ξ
N
))
1>0(ξ)f̂(ξ)
=
(
σ
( ξ
N
)
− σ
(2ξ
N
))
1>0(ξ)F [P≤2  L−1ν f ](ξ˜).
We set
ρ(ξ˜) =
(
σ
( ξ
N
)
− σ
(2ξ
N
))
1>0(ξ).
Then, a computation shows that
dαρ
dξ˜α
(ξ˜) = N−α
(
dασ
dξα
( ξ
N
)
− 2α d
ασ
dξα
(2ξ
N
))
1>0(ξ)
(
〈ξ〉
〈ξ˜〉
)α
and
sup
ξ∈[N/2,2N ]
∣∣∣∣dαρ
dξ˜α
(ξ˜)
∣∣∣∣ .α 1
for all α ∈ N0. Thus, F−1[ρ] ∈ L1. From  L−1ν P+N f = F−1[ρ] ∗ (P≤2  L−1ν f) and
Young’s inequality, we have
‖ L−1ν P+N f‖L6x = ‖F−1[ρ] ∗ (P≤2  L−1ν f)‖L6x ≤ ‖F−1[ρ]‖L1‖P≤2  L−1ν f‖L6x
. ‖P≤2  L−1ν f‖L6x .

We employ the following further decoupling, which is a consequence of the bi-
linear estimate proved by Tao [18] (see also [11, 12]).
Lemma 4.4. Assume that f ∈ L2(R) and supp f̂ ⊂ {ξ ∈ R : |ξ| ≤ 4}.
‖e−it〈∂x〉f‖3L6t,x . supQ
(
|Q|−1/5‖e−it〈∂x〉PQf‖L10t,x
)
‖f‖2L2x.
Here, the supremum is take over all dyadic intervals with the length no more than
eight and PQf denotes the restriction operator (in ξ-space) of f to Q.
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Theorem 4.5 (Inverse Strichartz inequality). Let {fn} ∈ H1(R) and let s ∈
[ 12 ,
11
12 ). Suppose that
lim
n→∞
‖fn‖H1 = A and lim
n→∞
‖〈∂x〉s−1/2e−it〈∂x〉fn‖L6t,x = ε > 0.
Then, by passing to a subsequence, there exist φ ∈ L2(R), {λn} ⊂ [ 18 ,∞), {νn} ⊂ R,
and {(tn, xn)} ⊂ R× R so that we have the following:
• λn → λ∞ ∈ [ 18 ,∞] and νn → ν in R.
• λ∞ <∞ ⇒ φ ∈ H1(R).
• By setting φn :=
{
Txne
itn〈∂x〉  LνnDλnφ, if λ∞ <∞,
Txne
itn〈∂x〉  LνnDλnP≤λθnφ, if λ∞ =∞,
with θ = 1100 ,
the following hold:
lim
n→∞
(‖fn‖2H1 − ‖fn − φn‖2H1 − ‖φn‖2H1) = 0,(4.1)
lim inf
n→∞
‖φn‖H1 & ε
( ε
A
)113
,(4.2)
lim sup
n→∞
‖〈∂x〉s−1/2e−it〈∂x〉(fn − φn)‖L6t,x ≤ ε
[
1− c
( ε
A
)C]1/6
,(4.3)
D−1λn  L
−1
νn T
−1
xn e
−itn〈∂x〉fn ⇀ φ weakly in
{
H1(R), if λ∞ <∞,
L2(R), if λ∞ =∞.
(4.4)
Here, c and C are positive constants.
Proof. We write a subsequence with the same subscript as the original sequence.
By Lemma 4.1, we can find dyadic numbers Nn ∈ 2N0 satisfying
ε2A−1 . ‖〈∂x〉s−1/2e−it〈∂x〉PNnfn‖L6t,x .
Applying Lemma 4.2, we have that there exists a sing ±n ∈ {+,−} such that
(ε2A−1)6 . N5/2n ‖〈∂x〉s−1/2e−it〈∂x〉P±nNn fn‖L6t,x(Ns−3/2n A)5
∼ N6s−11/2n A5‖e−it〈∂x〉P±nNn fn‖L6t,x .
Owing to s < 1112 , we get
(4.5) ε12A−11 . lim inf
n→∞
‖e−it〈∂x〉P±nNn fn‖L6t,x .
On the other hand, Lemma 2.2 implies
‖e−it〈∂x〉P±nNn fn‖L6t,x . N−1/2n A,
which concludes that Nn .
(
A
ε
)24
.
Set ν˜n := ±n 54Nn. Since the Lorentz boosts preserve the volume, by (v) in
Lemmas 2.3, Lemma 4.3, and (4.5), we have
(4.6)
ε12A−11 . lim inf
n→∞
‖[e−i·〈∂x〉P±nNn fn] ◦ L−1ν˜n ‖L6t,x
= lim inf
n→∞
‖e−it〈∂x〉  L−1ν˜n P±nNn fn‖L6t,x
. lim inf
n→∞
‖e−it〈∂x〉P≤2  L−1ν˜n fn‖L6t,x .
From (iv) in Lemma 2.3,
(4.7) ‖P≤2 L−1νn fn‖L2x . ‖ L−1νn fn‖H1/2x = ‖fn‖H1/2x . A.
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From (4.6), (4.7), and Lemma 4.4, there exists an interval Qn with the length no
more than eight such that
(4.8) (ε12A−11)3 . A2λ1/5n ‖e−it〈∂x〉PQnP≤2  L−1ν˜n fn‖L10t,x ,
where λ−1n ∈ (0, 8] is the length of Qn and Qn are in |ξ| ≤ 4. By the Lp-boundedness
of P≤2, Lemma 2.2, and (4.7), we have
‖e−it〈∂x〉PQnP≤2  L−1ν˜n fn‖L10t,x . ‖e−it〈∂x〉PQn  L−1ν˜n fn‖L10t,x
. ‖e−it〈∂x〉PQn  L−1ν˜n fn‖
3/5
L6t,x
‖e−it〈∂x〉PQn  L−1ν˜n fn‖
2/5
L∞t,x
. A3/5‖e−it〈∂x〉PQn  L−1ν˜n fn‖
2/5
L∞t,x
.
Combining it with (4.8), we get
λ−1/2n ε
90A−89 . ‖e−it〈∂x〉PQn  L−1ν˜n fn‖L∞t,x .
Therefore, there exists (t˜n, x˜n) ∈ R× R so that
(4.9) λ−1/2n ε
90A−89 . |PQne−it˜n〈∂x〉  L−1ν˜n fn|(−x˜n)
Let ξn be the center of Qn. Owing to |λ−1n | ≤ 8 and |ξn| . 1, by passing to a
subsequence, we have the limits λ∞ ∈ [ 18 ,∞] and ξ∞ ∈ R respectively. By Lemma
2.3 (iv) and 〈ν˜n〉 . Nn .
(
A
ε
)24
,
‖D−1λn  L−1ξn T−1x˜n e−it˜n〈∂x〉  L−1ν˜n fn‖L2 = ‖ L−1ξn T−1x˜n e−it˜n〈∂x〉  L−1ν˜n fn‖L2 . ‖ L−1ν˜n fn‖L2
. 〈ν˜n〉‖fn‖L2 .
(A
ε
)24
A.
If λ∞ <∞, this sequence is also H1-bounded because of ‖D−1λn f‖H1 . 〈λ∞〉‖f‖H1 .
By passing to a subsequence, there exists φ ∈ L2(R) satisfying
(4.10) weak-lim
n→∞
D−1λn  L
−1
ξn
T−1x˜n e
−it˜n〈∂x〉  L−1ν˜n fn = φ ∈
{
H1(R), if λ∞ <∞,
L2(R), if λ∞ =∞.
Let h := F−1[1[−1/2,1/2]]. Lemma 2.3 (iv) implies that
(4.11)
λ1/2n [PQne
−it˜n〈∂x〉  L−1ν˜n fn](−x˜n)
= λ1/2n [Pξn+[−1/(2λn),1/(2λn)]e
−it˜n〈∂x〉  L−1ν˜n fn](−x˜n)
=
λ
1/2
n√
2π
∫
R
e−ix˜nξĥ(λn(ξ − ξn))F [e−it˜n〈∂x〉  L−1ν˜n fn](ξ)dξ
= 〈Tx˜neiξnxDλnh, e−it˜n〈∂x〉  L−1ν˜n fn〉L2x
= 〈D−1λn  L−1ξn m0(−i∂x)−1eiξnxDλnh︸ ︷︷ ︸
=:hn
, D−1λn  L
−1
ξn
T−1x˜n e
−it˜n〈∂x〉  L−1ν˜n fn〉L2x .
Then, ‖hn‖L2 . 1. From Lemma 2.4, by passing to a subsequence, we have the
strong limit h∞ ∈ L2(R)\{0}. Hence, it follows from (4.9), (4.10), (4.11), and a
duality argument that
(4.12)
‖φ‖L2 & lim
n→∞ |〈hn, φ〉L2 | = limn→∞
∣∣∣λ1/2n [PQne−it˜n〈∂x〉  L−1ν˜n fn](−x˜n)∣∣∣ & ε( εA)89,
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which leads to φ 6= 0. By (iii) and (vi) in Lemma 2.3,
D−1λn  L
−1
ξn
T−1x˜n e
−it˜n〈∂x〉  L−1ν˜n = D
−1
λn
 L−1ξn  L
−1
ν˜n
T−1xn e
−itn〈∂x〉 = D−1λn  L
−1
νn T
−1
xn e
−itn〈∂x〉
where (−t˜n,−x˜n) = Lν˜n(−tn,−xn) and νn = ξn〈ν˜n〉+〈ξn〉ν˜n. By (4.10), we obtain
(4.4). Moreover, from |νn| . 〈ξn〉〈ν˜n〉 . Nn .
(
A
ε
)24
, by passing to a subsequence,
we have the limit ν ∈ R of {νn}.
In the sequel, we only consider the case λ∞ = ∞ because the case λ∞ < ∞ is
similarly handled. By (iv) in Lemma 2.3,
‖φn‖H1 = ‖ LνnDλnP≤λθnφ‖H1 & 〈νn〉−1‖DλnP≤λθnφ‖H1 & 〈νn〉−1‖P≤λθnφ‖L2 .
By (4.12) and |νn| .
(
A
ε
)24
, we get
lim inf
n→∞
‖φn‖H1 &
( ε
A
)24
‖φ‖L2 & ε
( ε
A
)113
,
which shows (4.2).
Next, we show (4.1). A direct calculation yields
‖fn‖2H1 − ‖fn − φn‖2H1 − ‖φn‖2H1 = 2〈fn − φn, φn〉H1 ,
By (iv) in Lemma 2.3,
〈fn − φn, φn〉H1
= 〈T−1xn e−itn〈∂x〉fn −  LνnDλnP≤λθnφ,  LνnDλnP≤λθnφ〉H1
= 〈 L−1νn T−1xn e−itn〈∂x〉fn −DλnP≤λθnφ,m1(−i∂x;−νn)−1DλnP≤λθnφ〉H1
= 〈D−1λn  L−1νn T−1xn e−itn〈∂x〉fn − P≤λθnφ, 〈λ−1n ∂x〉2m1(−iλ−1n ∂x;−νn)−1P≤λθnφ〉L2 .
Here, m1(ξ; νn) =
〈lνn(ξ)〉
〈ξ〉 =
〈〈νn〉ξ−νn〈ξ〉〉
〈ξ〉 and
P≤λθnφ→ φ, 〈λ−1n ∂x〉2m1(−iλ−1n ∂x;−νn)−1P≤λθnφ→ 〈ν∞〉−1φ in L2(R)
as n→∞. Therefore, by (4.4), we get (4.1).
Finally, we show (4.3). We note that (v) in Lemma 2.3 implies
‖e−it〈∂x〉  Lνf‖L6t,x = ‖[e−i·〈∂x〉f ] ◦ L−1−ν‖L6t,x = ‖e−it〈∂x〉f‖L6t,x .
Making the change of variable t = λ2nt, x = λnx, we have
(4.13)
‖〈∂x〉s−1/2e−it〈∂x〉(fn − φn)‖L6t,x
= ‖〈∂x〉s−1/2e−it〈∂x〉( L−1νn T−1xn e−itn〈∂x〉fn −DλnP≤λθnφ)‖L6t,x
= ‖Dλn〈λ−1n ∂x〉s−1/2e−it〈λ
−1
n ∂x〉(D−1λn  L
−1
νn T
−1
xn e
−itn〈∂x〉fn − P≤λθnφ)‖L6t,x
= ‖〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1](D−1λn  L
−1
νn T
−1
xn e
−itn〈∂x〉fn − P≤λθnφ)‖L6t,x .
Set
gn := D
−1
λn
 L−1νn T
−1
xn e
−itn〈∂x〉fn.
We claim that the high frequency parts tends to zero.
Claim 1. By passing to a subsequence,
〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1]P>λθngn → 0
for almost every (t, x) ∈ R× R.
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Proof. From λn →∞, we may assume λn > n4s/θ by passing to a subsequence. By
Lemma 2.2 and Lemma 2.3 (iv), more precisely |〈l−νn(ξ)〉| ∼ε,A 〈ξ〉,
‖〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1]P≥nλngn‖L6t,x . ‖〈λ−1n ∂x〉sP≥nλngn‖L2x
.ε,A ‖〈∂x〉sP&nfn‖L2x . ns−1A→ 0
as n → ∞. Next, we focus on the middle frequency case Pλθn<·≤nλngn. As in the
proof of Lemma 2.5, we may restrict the range of (t, x) to [−L,L]2. The local
smoothing estimate for the Klein-Gordon equation (see, for example, [1, 9]) yields∫
R
∫
[−L,L]
|〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1]Pλθn<·≤nλngn|2dxdt
. L‖|∂x|−1/2〈λ−1n ∂x〉sPλθn<·≤nλngn‖2L2 .ε,A Lnsλ−θ/2n ‖fn‖2L2 → 0
as n→∞. Therefore, by passing to a subsequence, we obtain the almost everywhere
convergence. 
From (iii) and (iv) in Lemma 2.5, (4.4), and (4.13), the inverse Fatou lemma
(see for example [13, Theorem 1.9] or [11, Lemma 2.10]) shows that
lim sup
n→∞
‖〈∂x〉s−1/2e−it〈∂x〉(fn − φn)‖6L6t,x
≤ lim sup
n→∞
‖〈λ−1n ∂x〉s−1/2e−iλ
2
nt[〈λ−1n ∂x〉−1]gn‖6L6
t,x
− ‖eit∂2x/2φ‖6L6
t,x
= lim sup
n→∞
‖〈∂x〉s−1/2e−it〈∂x〉fn‖6L6t,x − ‖e
it∂2x/2φ‖6L6
t,x
.
Thus, it suffices to show that
(4.14) ‖eit∂2x/2φ‖L6
t,x
& ε
( ε
A
)C
.
From (4.12), we have
|〈h∞, φ〉L2 | & ε
( ε
A
)89
.
By Lemma 2.4 and the definition of h∞, there exists C1 > 0 such that supp ĥ∞ ⊂
{|ξ| ≤ (Aε )C1}. Accordingly, we have h∞ = P≤Mh∞ and
|〈h∞, P≤Mφ〉L2 | & ε
( ε
A
)89
,
where M := 2(Aε )
C1 . Let χr denote a smooth cut-off to {|x| ≤ r}. Since χr → 1 as
r→∞, there exists C2 > 0 so that
|〈h˜, φ〉L2 | & ε
( ε
A
)89
,
where r := (Aε )
C2 and h˜ := P≤Mχrh∞. Hence, the proof of (4.14) is reduced to
prove
(4.15) sup
|t|≤1
‖eit∂2x/2h˜‖
L
6/5
x
.
(A
ε
)C′
.
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Indeed, if (4.15) holds, we obtain
‖eit∂2x/2φ‖L6
t,x
≥
∥∥∥‖eit∂2x/2φ‖L6
x
∥∥∥
L6
t
([−1,1])
&
( ε
A
)C′ ∥∥∥〈eit∂2x/2h˜, eit∂2x/2φ〉L6/5x ,L6x∥∥∥L6
t
([−1,1])
=
( ε
A
)C′ ∥∥∥〈h˜, φ〉L2
x
∥∥∥
L6
t
([−1,1])
& ε
( ε
A
)C′+89
.
In the sequel, we show (4.15). Setting ̺(ξ) := e−itξ
2/2σ
(
ξ
M
)
, we write
eit∂
2
x/2h˜ = F−1[̺] ∗ (χrh∞).
Since
sup
|t|≤1,ξ∈R
∣∣∣∣dα̺dξα (ξ)
∣∣∣∣ .α MαC1
for all α ∈ N0, we get
‖F−1[̺]‖L1 . ‖〈·〉F−1[̺]‖L2 . ‖̺‖H1 .M3/2.
Thus, by Young’s inequality, we obtain
sup
|t|≤1
‖eit∂2x/2h˜‖
L
6/5
x
= sup
|t|≤1
‖F−1[̺] ∗ (χrh∞)‖L6/5x ≤ sup|t|≤1
‖F−1[̺]‖L1‖χrh∞‖L6/5x
≤ sup
|t|≤1
‖F−1[̺]‖L1‖χr‖L3‖h∞‖L2x .M3/2r1/3
.
(
A
ε
)3C1/2+C2/3
,
which concludes the proof. 
Remark 4.6. After passing to a further subsequence, we can take the parameters
in the conclusion of Theorem 4.5 satisfy the following:
• If λn does not convergence to +∞, then λn ≡ 1 and νn ≡ 0.
• Irrespective of the behavior of λn, we have either tn/λ2n → ±∞ or tn ≡ 0.
This fact follows from the same argument as in Corollary 4.10 in [11].
5. Linear profile decomposition
In this section, at first, we state the linear profile decomposition as follows.
Theorem 5.1 (Linear profile decomposition). Let {vn} ⊂ H1(R) be bounded and
let s ∈ [ 12 , 1112 ). Then after passing to a subsequence, there exists J0 ∈ [1,∞] such
that for any integer j ∈ [1, J0), there also exit the following:
• a function φj ∈ L2(R)\{0},
• a sequence {λjn} ⊂ [1,∞) such that either λjn →∞ or λjn ≡ 1,
• a sequence {νjn} ⊂ R such that νjn → νj ∈ R, which is identically 0 if
λjn ≡ 1,
• a sequence {(tjn, xjn)} ⊂ R× R such that either tjn/(λjn)2 → ±∞ or tjn ≡ 0.
Let P jn denote the projections defined by
P jnφ
j :=
{
φj ∈ H1(R), if λjn ≡ 1,
P≤(λjn)θφ
j , if λjn →∞,
with θ =
1
100
.
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Then for any J ∈ [1, J0), we have a decomposition
(5.1) vn =
J∑
j=1
Txjne
itjn〈∂x〉  LνjnP
j
nφ
j + wJn ,
satisfying
lim
J→∞
lim sup
n→∞
‖〈∂x〉s−1/2e−it〈∂x〉wJn‖L6t,x(R×R) = 0(5.2)
lim
n→∞
‖vn‖2H1 −
J∑
j=1
‖Txjneit
j
n〈∂x〉  LνjnDλjnP
j
nφ
j‖2H1 − ‖wJn‖2H1
 = 0,(5.3)
D−1
λjn
 L−1
νjn
T−1
xjn
e−it
j
n〈∂x〉wJn ⇀ 0 weakly in L
2
x(R) for any j ≤ J.(5.4)
Finally, we have the following asymptotic orthogonality condition: for any j 6= j′,
(5.5) lim
n→∞
 λjnλj′n + λ
j′
n
λjn
+ λjn|νjn − νj
′
n |+
∣∣∣sjj′n ∣∣∣
(λj
′
n )2
+
∣∣∣yjj′n ∣∣∣
λj
′
n
 = 0,
where (−sjj′n , yjj
′
n ) := Lνj′n
(tj
′
n − tjn, xj
′
n − xjn).
Theorem 5.1 follows from the inverse Strichartz inequality (Theorem 4.5) and a
straightforward modification of the proof of Theorem 5.1 in [11]. Hence, we omit
the details of the proof here.
We will use the following energy decoupling in §7. Because our energy has the
exponential-type term, we need some modifications of the proof of Proposition 5.3
in [11].
Proposition 5.2 (Energy decoupling). Let {vn}∞n=0 be a bounded sequence in
H1(R). Then after passing to a subsequence, the linear profile decomposition (5.1)
satisfies the following: for any J < J0,
(5.6) lim
n→∞
E(vn)−
J∑
j=1
E
(
Txjne
itjn〈∂x〉  LνjnDλjnP
j
nφ
j
)
− E(wJn)
 = 0.
Proof. We will prove that the energy decouples in the inverse Strichartz theorem
(Theorem 4.5), that is, in the case J = 1. The general case follows by induction.
Moreover, we proved (5.3). Thus it suffices to prove that
(5.7) lim
n→∞
{∫
R
N˜ (ℜvn)dx−
∫
R
N˜ (ℜφn)dx−
∫
R
N˜ (ℜwn)dx
}
= 0,
where
φn := Txjne
itjn〈∂x〉  LνjnDλjnP
j
nφ.
with Pn = 1 if λn ≡ 1 and Pn = P≤λθn if λn →∞. In order to prove (5.7), it suffices
to prove that for any l ∈ N with l ≥ 3
(5.8) lim
n→∞
{
‖ℜvn‖2lL2lx − ‖ℜφn‖
2l
L2lx
− ‖ℜwn‖2lL2lx
}
= 0.
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Indeed, since {vn} is bounded in H1(R), where we set A := supn ‖vn‖H1 , by the
Sobolev embedding H1(R) ⊂ L2l(R), we have
∞∑
l=3
1
l!
∣∣∣‖ℜvn‖2lL2lx − ‖ℜφn‖2lL2lx − ‖ℜwn‖2lL2lx ∣∣∣
≤
∞∑
l=3
1
l!
(
‖ℜvn‖2lH1x + ‖ℜφn‖
2l
H1x
+ ‖ℜwn‖2lH1x
)
≤ 3
∞∑
l=3
A2l
l!
< 3 exp(A2) <∞,
which enables us to apply the dominated convergence theorem, to get (5.7)
The proof of (5.8) is same as the proof of (5.11) in Proposition 5.3 in [11]. So
we omit the details, which completes the proof of the proposition. 
Proposition 5.3 (Decoupling of nonlinear profiles). Let ψj and ψj
′
be in C∞0 (R×
R). Let νjn, ν
j′
n , (t
j
n, x
j
n), (t
j′
n , x
j′
n ), λ
j
n, λ
j′
n be parameters given in Theorem 5.1. We
define ψjn by
(5.9)
[
ψjn(·+ tjn, ·+ xjn) ◦ L−1νjn
]
(t, x) :=
e−it√
λjn
ψj
(
t
(λjn)2
,
x
λjn
)
and ψj
′
n is defined in the similar manner. Then under the orthogonality condition
(5.5), we have
(5.10) lim
n→∞
‖ψjnψj
′
n ‖L3t,x = 0.
Proof. This proposition can be proved in a similar manner as Proposition 5.5 in
[11]. 
6. Isolating NLS inside the nonlinear Klein-Gordon equation
We recall the result obtained by Dodson [3] for the mass-critical nonlinear
Schro¨dinger equation:
(6.1)
(
i∂t +
1
2
∂2x
)
w =
5
32
|w|4w.
Theorem 6.1 ([3]). Let w0 ∈ L2(R). Then, there exists a unique global solution
w ∈ C(R;L2x(R)) to (6.1) with w(0) = w0. Furthermore, the solution w satisfies
the following estimate:
‖w‖L6t,x(R×R) ≤ C(M(w0)),
As a consequence, w scatters as t→ ±∞ in L2(R), that is, there exists w± ∈ L2(R)
such that
lim
t→±∞
‖w(t)− eit∂2x/2w±‖L2x = 0,
where the double-sign corresponds. Conversely, for any w± ∈ L2(R), there exists a
unique global solution w to (6.1) so that the above holds.
Remark 6.2. The coefficient on the right hand side of (6.1) is needed to extract
|v|4v on the nonlinearity of (2.1). Indeed, we will use the following equality:
(6.2) (ℜz)5 = 1
16
(10|z|4ℜz+5|z|2ℜz3+ℜz5) = 1
16
(5|z|4(z+ z)+ 5|z|2ℜz3+ℜz5)
26 M. IKEDA, T. INUI, AND M. OKAMOTO
for z ∈ C. When z = reiθ in polar form, (6.2) is equivalent to
cos5 θ =
1
16
(10 cos θ + 5 cos 3θ + cos 5θ).
The goal in this section is to prove the following theorem.
Theorem 6.3. Let νn → ν ∈ R, λn → ∞, and {tn}, {xn} ⊂ R be given. Assume
that either tn ≡ 0 or tn/λ2n → ±∞. Let φ ∈ L2(R). If we define
φn := Txne
itn〈∂x〉  LνnDλnP≤λθnφ
for θ = 1100 , then for each n sufficiently large, there exists a unique global solution
vn to (2.1) with initial data vn(0) = φn, which satisfies
‖vn‖L∞t (R;H1x(R)) + SR(〈∂x〉1/2vn) .M(φ) 1.
Furthermore, for any s ∈ [ 12 , 1] and ε > 0, there exist Nε ∈ N and a function
ψε ∈ C∞c (R× R) such that for all n > Nε,∥∥∥∥ℜ{(〈∂x〉s−1/2vn) ◦ L−1νn (t+ t˜n, x+ x˜n)− e−it
λ
1/2
n
ψε
( t
λ2n
,
x
λn
)}∥∥∥∥
L6t,x
< ε,
where (t˜n, x˜n) := Lνn(tn, xn).
Proof. First, we consider the case νn ≡ 0. Then, since the Klein-Gordon equation
is invariant under space translations, we may assume xn ≡ 0. That is, φn =
eitn〈∂x〉DλnP≤λθnφ and we will show that∥∥∥∥(〈∂x〉s−1/2vn)(t+ tn, x)− e−it
λ
1/2
n
ψε
( t
λ2n
,
x
λn
)∥∥∥∥
L6t,x
< ε.
• In the case tn ≡ 0, we let wn and w∞ be the solutions to (6.1) with
wn(0) = P≤λθnφ and w∞(0) = φ, respectively.
• In the case tn/λ2n → −∞ (+∞), we let wn and w∞ be the solutions to (6.1)
that scatter forward (backward) to eit∂
2
x/2P≤λθnφ and e
it∂2x/2φ, respectively.
Theorem 6.1 implies
(6.3) SR(wn) + SR(w∞) .M(φ) 1.
From the construction of wn, we get the following.
Lemma 6.4. For s ≥ 0, we have
‖|∂x|swn‖L∞t L2x + ‖|∂x|swn‖L6t,x .M(φ) λsθn ,(6.4)
‖〈∂x〉s∂twn‖L6t,x .M(φ) λ(s+2)θn .
Furthermore, the identity is valid:
(6.5)
lim
n→∞
{
‖wn − w∞‖L∞t L2x + ‖wn − w∞‖L6t,x + ‖Dλn(wn − P≤λθnw∞)‖L∞t Hsx
}
= 0.
Proof. Since
‖|∂x|sP≤λθnφ‖L2 . λsθn ‖φ‖L2 ,
(6.4) follows from a corollary of the local well-posedness.
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By the fractional Leibniz rule and Sobolev embeddings W˙ 2/15,6(R) →֒ L30(R),
H˙7/15(R) →֒ L30(R), we have
‖〈∂x〉s∂twn‖L6t,x . ‖〈∂x〉s∂2xwn‖L6t,x + ‖〈∂x〉swn‖L6tL30x ‖wn‖4L∞t L30x
.M(φ) λ
(s+2)θ
n + ‖〈∂x〉s+2/15wn‖L6t,x‖〈∂x〉7/15wn‖4L∞t L2x
.M(φ) λ
(s+2)θ
n .
The estimates for the first and second parts on the left hand side of (6.5) follows
from the stability theory for the mass-critical Schro¨dinger equation (see [19, 12]).
We consider the third part on the left hand side of (6.5). From
wn − P≤λθw∞ = P≥λnwn + P≤λn(wn − w∞) + Pλθn≤·≤λnw∞,
we get
‖Dλn(wn − P≤λθnw∞)‖L∞t Hsx
= ‖〈λ−1n ∂x〉s(wn − P≤λθnw∞)‖L∞t L2x
. λ−sn ‖|∂x|swn‖L∞t L2x + ‖wn − w∞‖L∞t L2x + ‖P≥λθnw∞‖L∞t L2x .
Since
‖P≥λθnw∞‖L∞t L2x([T,∞)×R) . ‖w∞ − eit∂
2
x/2w+‖L∞t L2x([T,∞)×R) + ‖P≥λθnw+‖L2x ,
choosing T sufficiently large, we can make the first part on the right hand side
small. Then, letting λn →∞, we have
lim
n→∞
‖P≥λθnw∞‖L∞t L2x([−T,T ]×R) = 0,
which shows the desired bound. 
Let T ≫ 1 to be determined later. We define
v˜n(t) :=

e−itDλnwn(t/λ
2
n), if |t| ≤ Tλ2n,
e−i(t−Tλ
2
n)〈∂x〉v˜n(Tλ2n), if t > Tλ
2
n,
e−i(t+Tλ
2
n)〈∂x〉v˜n(−Tλ2n), if t < −Tλ2n.
By the Strichartz estimate (Lemma 2.2) amd Lemma 6.4, we have
(6.6)
‖|∂x|sv˜n‖L6t,x . ‖|∂x|sDλnwn(t/λ2n)‖L6t,x + ‖|∂x|se−i(t−Tλ
2
n)Dλnwn(T )‖L6t,x(Tλ2n,∞)
+ ‖|∂x|se−i(t+Tλ2n)Dλnwn(T )‖L6t,x(−∞,−Tλ2n,∞)
. λ−sn ‖|∂x|swn‖L6t,x + λ−sn ‖|∂x|s〈λ−1n ∂x〉1/2wn‖L∞t L2x)
. λ−s(1−θ)n
for any s ≥ 0. Moreover, (6.3) implies that
(6.7)
‖v˜n‖L∞t H2x + ‖〈∂x〉3/2v˜n‖L6t,x . ‖Dλnwn‖L∞t H2x + ‖v˜n‖L6t,x + ‖|∂x|3/2v˜n‖L6t,x
.M(φ) 1 + λ
−2
n ‖|∂x|2wn‖L∞t L2x + λ−3(1−θ)/2n
.M(φ) 1.
Here, we note that
(6.8) lim
T→∞
lim sup
n→∞
‖v˜n(−tn)− φn‖H2 = 0.
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Indeed, in the case tn ≡ 0, (6.8) holds because v˜n(−tn) = DλnP≤λθnφ = φn. On
the other hand, in the case tn/λ
2
n → −∞, for any T > 0 and n ≫ 1, we have
−tn > Tλ2n. Hence,
‖v˜n(−tn)− φn‖H2
= ‖Dλnwn(T )− e−iTλ
2
n(〈∂x〉−1)DλnP≤λθnφ‖H2
≤ ‖Dλn [wn(T )− P≤λθnw∞(T )]‖H2 + ‖DλnP≤λθn [w∞(T )− e−iTλ
2
n(〈λ−1n ∂x〉−1)φ]‖H2
Thanks to Lemma 6.4, the first part goes to zero. The second part is estimated as
follows.
‖DλnP≤λθn [w∞(T )− e−iTλ
2
n(〈λ−1n ∂x〉−1)φ]‖H2
= ‖〈λ−1n ∂x〉2P≤λθn [w∞(T )− e−iTλ
2
n(〈λ−1n ∂x〉−1)φ]‖L2
. ‖P≤λθn [w∞(T )− e−iTλ
2
n(〈λ−1n ∂x〉−1)φ]‖L2
. ‖w∞(T )− eiT∂2x/2φ‖L2 + ‖1|ξ|≤2λθn [1− e−iT{λ
2
n(〈λ−1n ξ〉−1)− 12 |ξ|2}]φˆ‖L2 .
By (2.6) and Lebesgue’s dominated convergence theorem, (6.8) holds.
Proposition 6.5 (Large time intervals). With the notation above,
lim
T→∞
lim sup
n→∞
‖〈∂x〉3/2v˜n‖L6t,x((Tλ2n,∞)×R) = 0
and analogously on the time interval (−∞,−Tλ2n).
Proof. From Theorem 6.1, there exists w+ ∈ L2(R) such that
lim
t→∞ ‖w∞(t)− e
it∂2x/2w+‖L2 = 0.
We decompose the integrand as follows: For t > Tλ2n,
v˜n(t) = e
−i(t−Tλ2n)〈∂x〉v˜n(Tλ2n)
= e−i(t−Tλ
2
n)〈∂x〉
(
v˜n(Tλ
2
n)− e−iTλ
2
nDλne
iT∂2x/2P≤λθnw+
)
+ e−i(t−Tλ
2
n)〈∂x〉e−iTλ
2
nDλne
iT∂2x/2P≤λθnw+
=: h1(t) + h2(t).
The Strichartz estimate (Lemma 2.2) implies
‖〈∂x〉3/2h1‖L6t,x((λ2nT,∞)×R)
.
∥∥∥v˜n(Tλ2n)− e−iTλ2nDλneiT∂2x/2P≤λθnw+∥∥∥H2
=
∥∥∥e−iTλ2nDλn (wn(T )− eiT∂2x/2P≤λθnw+)∥∥∥H2
≤ ‖Dλn(wn(T )− P≤λθnw∞(T ))‖H2 +
∥∥∥DλnP≤λθn (w∞(T )− eiT∂2x/2w+)∥∥∥H2 .
By Lemma 6.4, we can estimate the first part. On the estimate of the second part,∥∥∥DλnP≤λθn (w∞(T )− eiT∂2x/2w+)∥∥∥H2
.
∥∥∥w∞(T )− eiT∂2x/2w+∥∥∥
L2
+ λ−2n
∥∥∥|∂x|2P≤λθn (w∞(T )− eiT∂2x/2w+)∥∥∥L2
.
∥∥∥w∞(T )− eiT∂2x/2w+∥∥∥
L2
→ 0 (T →∞).
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Next, we estimate the Strichartz norm of h2. By the Strichartz estimate and
‖〈∂x〉1/2DλnP≤λθn(f − g)‖L2x . ‖f − g‖L2,
we may assume that w+ is a Schwartz function with compact frequency support.
Then, we have
(6.9)
‖〈∂x〉3/2h2‖L6t,x((Tλ2n,∞)×R)
= ‖Dλn〈λ−1n ∂x〉3/2e−i(t−λ
2
nT )〈∂x/λn〉e−iTλ
2
neiT∂
2
x/2P≤λθnw+‖L6t,x((Tλ2n,∞)×R)
. λ−1/3n ‖e−i(t−λ
2
nT )〈∂x/λn〉e−iTλ
2
neiT∂
2
x/2P≤λθnw+‖L6t,x((Tλ2n,∞)×R).
We write
(6.10) e−i(t−λ
2
nT )〈∂x/λn〉e−iTλ
2
neiT∂
2
x/2P≤λθnw+ = ζ ∗ w+,
where
ζ(x) =
1√
2π
∫
R
eik(ξ)σ
( ξ
λθn
)
dξ, k(ξ) := xξ − (t− Tλ2n)〈λ−1n ξ〉 − Tλ2n − Tξ2/2.
We note that
k′(ξ) = x− (λ−2n t− T )
ξ
〈λ−1n ξ〉
− Tξ,
k′′(ξ) = −(λ−2n t− T )
1
〈λ−1n ξ〉3
− T.
Since k′ is a strictly decreasing function and k′(ξ)→ ∓∞ as ξ → ±∞, there exists
ξ0 ∈ R such that k′(ξ0) = 0. Moreover,
|k′′(ξ)| ∼ λ−2n t
for |ξ| ≤ 2λθn and t ≥ Tλ2n. Indeed, for t ≥ 2Tλ2n,
1
2
λ−2n t ≤ λ−2n t− T . |k′′(ξ)| ≤ |λ−2n t− T |+ T = λ−2n t.
On the other hand, for Tλ2n ≤ t ≤ 2Tλ2n,
1
2
λ−2n t ≤ T ≤ |k′′(ξ)| ≤ |λ−2n t− T |+ T = λ−2n t.
Let ε > 0 be a positive constant to be chosen later. If |ξ0| ≤ 4λθn, we get
|k′(ξ)| = |k′(ξ)− k′(ξ0)| =
∣∣∣∣(ξ − ξ0)∫ 1
0
k′′(sξ + (1 − s)ξ0)ds
∣∣∣∣ & |ξ − ξ0|λ−2n t
for |ξ| ≤ 2λθn. On the other hand, if ξ0 > 4λθn, noting that k′(4λθn) > 0 because k′
is decreasing, we get
|k′(ξ)| = k′(ξ) > k′(ξ)−k′(4λθn) = (ξ−4λθn)
∫ 1
0
k′′(sξ+(1−s)4λθn)ds & |ξ−4λθn|λ−2n t
for |ξ| ≤ 2λθn. The case ξ0 < −4λθn is similarly handled. Therefore, by the integra-
tion by parts, we have∣∣∣∣∣
∫
[−2λθn,2λθn]\[ξ0−ε,ξ0+ε]
eik(ξ)σ
( ξ
λθn
)
dξ
∣∣∣∣∣
.
1
ελ−2n t
+
∫
[−2λθn,2λθn]\[ξ0−ε,ξ0+ε]
( |k′′(ξ)|
k′(ξ)2
+
λ−θn
|k′(ξ)|
)
dξ .
λ2n
tε
.
30 M. IKEDA, T. INUI, AND M. OKAMOTO
Thus, we obtain
|ζ(x)| .
∣∣∣∣∣
∫
[−2λθn,2λθn]\[ξ0−ε,ξ0+ε]
eik(ξ)σ
( ξ
λθn
)
dξ
∣∣∣∣∣+
∣∣∣∣∣
∫
[ξ0−ε,ξ0+ε]
eik(ξ)σ
( ξ
λθn
)
dξ
∣∣∣∣∣
.
λ2n
tε
+ ε.
Here, taking ε = λn/t
1/2, we get
‖ζ‖L∞x .
λn
t1/2
for t ≥ λnT .
Hence, we have
‖ζ ∗ w+‖L∞x . ‖ζ‖L∞x ‖w+‖L1x .
λn
t1/2
.
By (6.10) and interpolating this estimate with the trivial L2 bound, we obtain
‖e−i(t−Tλ2n)〈∂x/λn〉e−iTλ2neiT∂2x/2P≤λθnw+‖L6x .
(
λn
t1/2
)2/3
.
Integrating with respect to time, we have
R.H.S. of (6.9) . T−1/6,
which concludes the proof. 
On the middle interval In := [−Tλ2n, Tλ2n], because wn is a solution to (6.1), a
direct calculation shows that
− i∂tv˜n
= e−it
(
−Dλnwn
( t
λ2n
)
− iλ−2n Dλn(∂twn)
( t
λ2n
))
= e−it
(
−Dλnwn
( t
λ2n
)
+
1
2λ2n
Dλn(∂
2
xwn)
( t
λ2n
)
− 5
32
λ−2n Dλn(|wn|4wn)
( t
λ2n
))
= e−itDλn
(
−wn
( t
λ2n
)
+
1
2λ2n
(∂2xwn)
( t
λ2n
))
− 5
32
|v˜n|4v˜n.
Moreover, (6.2) implies that
(ℜv˜n)5 − 5
16
|v˜n|4v˜n = 5
16
|v˜n|4v˜n + 5
16
|v˜n|2ℜv˜3n +
1
16
ℜv˜5n.
Hence, v˜n on In satisfies
(−i∂t+ 〈∂x〉)v˜n+ 〈∂x〉−1(exp(|ℜv˜n|2)− 1−|ℜv˜n|2)ℜv˜n = e1+ e2+ e3+ e4+ e5+ e6,
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where
e1 := e
−itDλn
{[
〈λ−1n ∂x〉 − 1 +
∂2x
2λ2n
]
wn
( t
λ2n
)}
,
e2 := 〈∂x〉−1
(
exp(|ℜv˜n|2)− 1− |ℜv˜n|2 − |ℜv˜n|
4
2
)
ℜv˜n,
e3 :=
1
2
[〈∂x〉−1 − 1](ℜv˜n)5,
e4 :=
1
32
ℜ
{
e−5it
[
Dλnwn
( t
λ2n
)]5}
,
e5 :=
5
32
∣∣∣∣Dλnwn( tλ2n
)∣∣∣∣2ℜ
{
e−3it
[
Dλnwn
( t
λ2n
)]3}
,
e6 :=
5
32
eit
∣∣∣∣Dλnwn( tλ2n
)∣∣∣∣4Dλnwn( tλ2n
)
.
We can treat e1, e2, and e3 as errors in Proposition 3.2. In fact, the equation
〈λ−1n ξ〉 − 1−
|ξ|2
2λ2n
=
|ξ|2
λ2n(1 + 〈λ−1n ξ〉)
− |ξ|
2
2λ2n
=
|ξ|2
2λ2n
1− 〈λ−1n ξ〉
1 + 〈λ−1n ξ〉
=
|ξ|4
2λ4n
1
(1 + 〈λ−1n ξ〉)2
and Lemma 6.4 imply that
(6.11) ‖e1‖L1tH2x(In×R) . Tλ−2n
(‖∂4xwn‖L∞t L2x + λ−2n ‖|∂x|6wn‖L∞t L2x) . Tλ−2+4θn .
The Taylor expansion and Lemma 6.4 yield
(6.12)
‖〈∂x〉5/2e2‖L6/5t,x (In×R)
.
∞∑
l=3
1
l!
‖〈∂x〉3/2(ℜv˜n)2l+1‖L6/5t,x (In×R)
.
∞∑
l=3
1
(l − 2)!‖〈∂x〉
3/2ℜv˜n‖L6t,x(In×R)‖ℜv˜n‖4L6t,x(In×R)‖ℜv˜n‖
2l−4
L∞t,x(In×R)
. ‖〈λ−1n ∂x〉3/2wn‖5L6t,x
∞∑
l=3
1
(l − 2)!
(
λ−1/2n ‖wn‖L∞t H1x([−T,T ]×R)
)2l−4
.
∞∑
l=3
1
(l − 2)!
(
λ−1/2+θn
)2l−4
. λ−1+2θn .
Moreover, by
〈ξ〉(〈ξ〉−1 − 1) = −ξ ξ
1 + 〈ξ〉 ,
32 M. IKEDA, T. INUI, AND M. OKAMOTO
the fractional Leibniz rule, and Lemma 6.4, we have
(6.13)
‖〈∂x〉5/2e3‖L6/5t,x (In×R) . ‖〈∂x〉
3/2∂x(ℜv˜n)5‖L6/5t,x (In×R)
. λ−1n
∥∥∥∥Dλn(〈λ−1n ∂x〉3/2∂xwn)( tλ2n
)∥∥∥∥
L6t,x
∥∥∥∥Dλnwn( tλ2n
)∥∥∥∥4
L6t,x
. λ−1n (‖∂xwn‖L6t,x + λ−3/2n ‖|∂x|5/2wn‖L6t,x)‖wn‖4L6t,x
. λ−1+θn .
Unfortunately, the parts e4, e5, e6 are not small in either of the spaces L
1
tH
2
x or
L
6/5
t W
5/2,6/5
x . However, they oscillate in space-time like eit, and this allows us to
modify v˜n, which approximately solves (2.1).
Lemma 6.6. For j = 4, 5, 6, let fn,j solve
(−i∂t + 〈∂x〉)fn,j = ej , fn,j(0) = 0.
Then,
‖fn,j‖L∞t H2x(In×R) + ‖〈∂x〉3/2fn,j‖L6t,x(In×R) . λ−2+2θn .
Proof. We will prove the lemma for j = 6. The argument for j = 4, 5 is almost
identical. We compute
(−i∂t + 〈∂x〉)
(
fn,6 − 1
2
e6
)
=
5
64
{
ieit
λ
9/2
n
[∂t(w
2
nwn
3)]
( t
λ2n
,
x
λn
)
− e
it
λ
5/2
n
[(〈λ−1n ∂x〉 − 1)(w2nwn3)]
( t
λ2n
,
x
λn
)}
.
Lemma 6.4 and the fractional Leibniz rule yield that∥∥∥∥〈∂x〉5/2( ieit
λ
9/2
n
[∂t(w
2
nwn
3)]
( t
λ2n
,
x
λn
))∥∥∥∥
L
6/5
t,x (In×R)
. λ−2n ‖〈λ−1n ∂x〉5/2∂t(w2nwn3)‖L6/5t,x
. λ−2n
{
‖〈λ−1n ∂x〉5/2∂twn‖L6t,x‖wn‖4L6t,x + ‖∂twn‖L6t,x‖〈λ
−1
n ∂x〉5/2wn‖L6t,x‖wn‖3L6t,x
}
. λ−2+2θn .
On the other hand, from
〈∂x〉(〈∂x〉 − 1) = −∂2x
1
1 + 〈∂x〉−1 ,
and Lemma 6.4, we get∥∥∥∥〈∂x〉5/2 ( eit
λ
5/2
n
[(〈λ−1n ∂x〉 − 1)(w2nwn3)]
( t
λ2n
,
x
λn
))∥∥∥∥
L
6/5
t,x (In×R)
. λ−2n ‖〈λ−1n ∂x〉3/2∂2x(w2nwn3)‖L6/5t,x
. λ−2n
{
‖∂2xwn‖L6t,x‖wn‖4L6t,x + ‖∂xwn‖
2
L6t,x
‖w‖3L6t,x
+ λ−2n
(‖∂4xwn‖L6t,x‖wn‖4L6t,x + ‖∂xwn‖4L6t,x‖w‖L6t,x)}
. λ−2+2θn .
SCATTERING FOR 1D NLKG WITH EXP NONLINEARITY 33
By H˙2/5(R) →֒ L10(R), and Lemma 6.4, we have
‖e6‖L∞t H2(In×R) . λ−2n ‖〈λ−1n ∂x〉2(w2nwn3)‖L∞t L2x
. λ−2n ‖〈λ−1n ∂x〉2wn‖L∞t L10x ‖wn‖4L∞t L10x
. λ−2n ‖|∂x|2/5〈λ−1n ∂x〉2wn‖L∞t L2x‖|∂x|2/5wn‖4L∞t L2x
. λ−2+2θn .
By the fractional Leibniz rule, W˙ 2/15,6(R) →֒ L30(R), H˙7/15(R) →֒ L30(R) and
Lemma 6.4, we get
‖〈∂x〉3/2e6‖L6t,x(In×R) . λ−2n ‖〈λ−1n ∂x〉3/2(w2nwn3)‖L6t,x
. λ−2n ‖〈λ−1n ∂x〉3/2wn‖L6tL30x ‖wn‖4L∞t L30x
. λ−2n ‖|∂x|2/15〈λ−1n ∂x〉3/2wn‖L6t,x‖|∂x|7/15wn‖4L∞t L2x
. λ−2+2θn .
Combining the Strichartz estimate with estimates above, we obtain the desired
bound. 
By using this lemma, we modify v˜n as follows:
˜˜vn(t) :=

v˜n(t)− fn,4(t)− fn,5(t)− fn,6(t), if |t| ≤ Tλ2n,
e−i(t−Tλ
2
n)〈∂x〉˜˜vn(Tλ2n), if t > Tλ2n,
e−i(t+Tλ
2
n)〈∂x〉˜˜vn(−Tλ2n), if t < −Tλ2n.
Proposition 6.7. For each ε > 0, there exists T > 0 and N ∈ N such that for
each n ≥ N ,
(−i∂t + 〈∂x〉)˜˜vn + 〈∂x〉−1N (ℜ˜˜vn) = e˜1 + e˜2 + e˜3,
with
‖e˜1‖L1tH2x + ‖〈∂x〉5/2(e˜2 + e˜3)‖L6/5t,x ≤ ε.
Moreover,
‖˜˜vn − v˜n‖L∞t H2x + ‖〈∂x〉3/2(˜˜vn − v˜n)‖L6t,x ≤ ε.
Proof. Put
e˜1 =
{
e1, t ∈ In,
0, otherwise,
e˜2 =
{
e2 + e3, t ∈ In,
0, otherwise,
e˜3 =
{
〈∂x〉−1
[
N (ℜ˜˜vn)−N (ℜv˜n)] , t ∈ In,
〈∂x〉−1N (ℜ˜˜vn), otherwise.
By (6.11), (6.12), and (6.13),
‖e˜1‖L1tH2x + ‖〈∂x〉5/2e˜2‖L6/5t,x . Tλ
−2+4θ
n + λ
−1+2θ
n .
34 M. IKEDA, T. INUI, AND M. OKAMOTO
By the fractional Leibniz rule, (6.7), and Lemma 6.6,
‖〈∂x〉5/2e˜3‖L6/5t,x (In×R)
≤
∞∑
l=2
1
l!
∥∥∥〈∂x〉3/2((ℜ˜˜vn)2l+1 − (ℜv˜n)2l+1)∥∥∥
L
6/5
t,x (In×R)
.
{
‖〈∂x〉3/2(˜˜vn − v˜n)‖L6t,x(In×R)(‖˜˜vn‖L6t,x(In×R) + ‖v˜n‖L6t,x(In×R))4
+ ‖˜˜vn − v˜n‖L6t,x(In×R)(‖〈∂x〉3/2˜˜vn‖L6t,x(In×R) + ‖〈∂x〉3/2v˜n‖L6t,x(In×R))4}
×
∞∑
l=2
1
(l − 2)!
(
‖˜˜vn‖L∞t,x(In×R) + ‖˜˜vn‖L∞t,x(In×R))2l−4
. λ−2+2θn .
Thus, we obtain the desired bound on In. For the complementary interval, by
Sobolev’s embedding L∞(R) →֒ H1(R), the Strichartz estimate (Lemma 2.2),
Lemma 6.6 and (6.7), we get
‖˜˜vn‖L∞t,x(Icn×R)
≤ ‖v˜n‖L∞t H1x(Icn×R) + ‖fn,4‖L∞t H1x(In×R) + ‖fn,5‖L∞t H1x(In×R) + ‖fn,6‖L∞t H1x(In×R)
.M(φ) 1.
Therefore, from the Taylor expansion, Proposition 6.5, and Lemma 6.6, taking T
and n sufficiently large, we have
‖〈∂x〉5/2e˜3‖L6/5t,x (Icn×R) . ‖〈∂x〉
3/2˜˜vn‖5L6t,x(Icn×R) ∞∑
l=2
1
l!
‖˜˜vn‖2l−4L∞t,x(Icn×R)
.M(φ) ‖〈∂x〉3/2v˜n‖5L6t,x(Icn×R) +
6∑
j=4
‖fn,j‖5L∞t H2x(In×R)
<
1
2
ε.
Finally, from Lemmas 2.2 and 6.6, we have
‖˜˜vn − v˜n‖L∞t H2x∩〈∂x〉−3/2L6t,x
≤ ‖fn,4 + fn,5 + fn,6‖L∞t H2x∩〈∂x〉−3/2L6t,x(In×R)
+ ‖e−i(t−Tλ2n)〈∂x〉(fn,4 + fn,5 + fn,6)(Tλ2n)‖L∞t H2x∩〈∂x〉−3/2L6t,x((Tλn,∞)×R)
+ ‖e−i(t+Tλ2n)〈∂x〉(fn,4 + fn,5 + fn,6)(−Tλ2n)‖L∞t H2x∩〈∂x〉−3/2L6t,x((−∞,−Tλn)×R)
. ‖fn,4 + fn,5 + fn,6‖L∞t H2x∩〈∂x〉−3/2L6t,x(In×R)
. λ−2+2θn .

We are ready to show Theorem 6.3 with ν0 ≡ 0. By (6.7) and Lemma 6.6,
‖˜˜vn‖L∞t H2 + ‖〈∂x〉3/2˜˜vn‖L6t,x .M(φ) 1.
Thus, by (6.8) and Proposition 6.7, Proposition 3.2 with s = 2 is applicable
to ˜˜vn. Namely, there exists a solution vn to (2.1) with vn(0) = φn satisfying
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‖vn‖L∞t (R;H2x(R)) + ‖〈∂x〉3/2vn‖L6t,x(R×R) .M(φ) 1. In addition, Proposition 6.7 im-
plies that
(6.14) lim
n→∞
{
‖vn(t)− v˜n(t− tn)‖L∞t H2 + ‖〈∂x〉3/2(vn(t)− v˜n(t− tn))‖L6t,x
}
= 0.
From the density of C∞c (R
2) in L6t,x(R
2), we can find ψε ∈ C∞c (R2) satisfying
(6.15) ‖e−itDλn [ψε(λ−2n t)− w∞(λ−2n t)]‖L6t,x = ‖ψε − w∞‖L6t,x <
1
2
ε.
By the triangle inequality, Lemma 6.4, Proposition 6.5, and Lebesgue’s dominated
convergence theorem,
(6.16)
‖v˜n − e−itDλnw∞(λ−2n t)‖L6t,x
. ‖v˜n‖L6t,x(Icn×R) + ‖wn − w∞‖L6t,x + ‖w∞‖L6t,x(Icn×R) → 0.
From (6.14), (6.15), and (6.16), we obtain
‖vn(t+ tn)− e−itDλnψε(λ−2n t)‖L6t,x
≤ ‖vn(t+ tn)− v˜n‖L6t,x + ‖v˜n − e−itDλnw∞(λ−2n t)‖L6t,x
+ ‖e−itDλn [w∞(λ−2n t)− ψε(λ−2n t)]‖L6t,x
→ 0,
which concludes the proof of Theorem 6.3 with νn ≡ 0 and s = 12 .
Moreover,(6.6) yields that
‖|∂x|svn(t)‖L6t,x . ‖〈∂x〉s(vn(t)− v˜n(t− tn)‖L6t,x + ‖|∂x|sv˜n‖L6t,x → 0
for any s > 0. In addition, since vn satisfies (2.1), we use W˙
2/15,6(R) →֒ L30(R) to
obtain
‖(∂t + i)vn(t)‖L6t,x ≤ ‖(〈∂x〉 − 1)vn(t)‖L6t,x + ‖〈∂x〉−1N (ℜvn)‖L6t,x
. ‖|∂x|vn(t)‖L6t,x +
∞∑
l=2
1
l!
‖ℜvn‖L6tL30x ‖ℜvn‖4L∞t L30x ‖ℜvn‖
2l−4
L∞t,x
. ‖|∂x|vn(t)‖L6t,x + ‖|∂x|
2
15 vn‖L6t,x
∞∑
l=2
1
l!
‖vn‖2lL∞t H1x
→ 0.
Second, we consider the general case νn 6≡ 0. From (iii) in Lemma 2.3
φn = Txne
itn〈∂x〉  LνnDλnP≤λθnφ =  LνnTx˜ne
it˜n〈∂x〉DλnP≤λθnφ.
By spatial translation invariance, we may choose xn =
νn
〈νn〉 tn, which implies x˜n = 0
and t˜n =
tn
〈νn〉 . By the case νn ≡ 0, for sufficiently large n, there is a global solution
v0n to (2.1) with initial data
v0n(0) = e
it˜n〈∂x〉DλnP≤λθnφ.
Moreover, it obeys ‖v0n‖L∞t (R;H2x(R)) + ‖〈∂x〉3/2v0n‖L6t,x(R×R) .M(φ) 1,
(6.17) lim
n→∞
(
‖∂xv0n‖L6t,x + ‖(∂t + i)v0n‖L6t,x
)
= 0,
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and for each ε > 0, there exists ψ0ε ∈ C∞c (R× R) and N0ε ∈ N such that
(6.18)
∥∥∥∥ℜ{v0n(t+ t˜n, x)− e−it
λ
1/2
n
ψ0ε
( t
λ2n
,
x
λn
)}∥∥∥∥
L6t,x
< ε
whenever n ≥ N0ε . Since v0n solves (2.1), u0n := ℜv0n solves (1.1). Thus, by the
Lorentz invariance, u1n := u
0
n ◦ Lνn also solves (1.1) and
v1n := (1 + i〈∂x〉−1∂t)u1n = (1 + i〈∂x〉−1∂t)(ℜv0n ◦ Lνn)
solves (2.1).
Proposition 6.8. For n sufficiently large, v1n is a global solution to (2.1). More-
over,
sup
n∈N
{
‖ℜv1n‖L∞t,x + SR(〈∂x〉1/2v1n)
}
.M(φ) 1, lim
n→∞
‖v1n(0)− φn‖H1 = 0.
Proof. By Corollary 3.5, u1n is a strong solution to (1.1). Hence, v
1
n is a strong
solution to (2.1). By the definition, we have
(6.19) ‖ℜv1n‖L∞t,x = ‖ℜv0n‖L∞t,x ≤ ‖v0n‖L∞t H1x .M(φ) 1.
Since, by v0n = (1 + i(〈∂x〉−1∂t))u0n and u0n = ℜv0n,
‖∂tu0n‖L6t,x ≤ ‖〈∂x〉v0n‖L6t,x + ‖〈∂x〉u0n‖L6t,x . ‖〈∂x〉v0n‖L6t,x .M(φ) 1,
we have
SR(〈∂x〉1/2v1n) . ‖〈∂x〉v1n‖L6t,x . ‖u0n‖L6t,x + 〈νn〉(‖∂tu0n‖L6t,x + ‖∂xu0n‖L6t,x)
.M(φ) 1.
We decompose
u0n = u
0,lin
n + u˜
0
n,
where u0,linn solves the linear Klein-Gordon equation with initial data
(1 + i〈∂x〉−1∂t)u0,linn (0) = v0n(0) =  L−1νn φn.
Since (3.4) implies
(1 + i〈∂x〉−1∂t)[u0,linn ◦ Lνn ](t) = e−it〈∂x〉  Lνn [v0n(0)] = e−it〈∂x〉φn,
we get
‖v1n(0)− φn‖H1 ≤ ‖[u˜0n ◦ Lνn ](0, ·)‖H1 + ‖∂t[u˜0n ◦ Lνn ](0, ·)‖L2 .
Let
Ωn := {(t, x) : 0 < 〈νn〉t < −νnx} ∪ {(t, x) : − νnx < 〈νn〉t < 0}.
Then, ∂Ωn = Lνn(0,R) ∪ ({0} × R). By the same argument as in the proof of
Corollary 3.5, u˜0n(0) ≡ 0, and the convergence of {νn}, we get
lim sup
n→∞
(
1
2
‖[u˜0n ◦ Lνn ](0, ·)‖2H1 +
1
2
‖∂t[u˜0n ◦ Lνn ](0, ·)‖L2
)
≤ lim sup
n→∞
〈νn〉
∫∫
Ωn
|N (u0n(t, x))∇t,xu˜0n(t, x)|dxdt
. lim sup
n→∞
‖u0n‖5L6t,x(Ωn)‖∇t,xu˜
0
n‖L6t,x(R×R)
∞∑
l=2
1
l!
‖u0n‖2l−4L∞t,x(R×R)
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By (6.19), it suffices to show that
‖∇t,xu˜0n‖L6t,x .M(φ) 1
for n sufficiently large and
(6.20) lim
n→∞
‖u0n‖L6t,x(Ωn) = 0.
By the triangle inequality, Lemma 2.2, and Proposition 3.1,
‖∇t,xu˜0n‖L6t,x ≤ ‖∇t,xu0,linn ‖L6t,x + ‖∇t,xu0n‖L6t,x
.M(φ) ‖v0n(0)‖H3/2 + ‖〈∂x〉3/2DλnP≤λθnφ‖L2
.M(φ) ‖DλnP≤λθnφ‖H3/2 .M(φ) 1.
Thanks to (6.18), the estimate (6.20) follows from
lim
n→∞
∫∫
Ωn
λ−3n
∣∣∣∣∣ψ( t− t˜nλ2n , xλn
)∣∣∣∣∣
6
dxdt = 0
for every ψ ∈ C∞c (R × R). If (t, x) ∈ Ωn and
(
t−t˜n
λ2n
, xλn
) ∈ suppψ, then we have
|x| .ψ λn and |t| < |x|. Therefore,
lim
n→∞
∫∫
Ωn
λ−3n
∣∣∣∣∣ψ( t− t˜nλ2n , xλn
)∣∣∣∣∣
6
dxdt .ψ lim
n→∞
λ−3n λ
2
n = limn→∞
λ−1n = 0.
This completes the proof. 
From Propositions 3.1, 3.2, and 6.8, we obtain that for sufficiently large n,
there exists a global solution vn to (2.1) with vn(0) = φn and ‖vn‖L∞t (R;H1x(R)) +
SR(〈∂x〉1/2vn) .M(φ) 1. Moreover,
lim
n→∞
‖〈∂x〉1/2ℜ{vn − v1n}‖L6t,x = 0.
Let s ∈ [ 12 , 1]. From ℜv1n = ℜv0n ◦ Lνn and (6.17), we have∥∥∥(〈∂x〉s−1/2 − 〈ν〉s−1/2)ℜv1n∥∥∥
L6t,x
≤ ‖(〈∂x〉s−1/2 − 〈νn〉s−1/2)(ℜv0n ◦ Lνn)‖L6t,x
+ ‖(〈νn〉s−1/2 − 〈ν〉s−1/2)(ℜv0n ◦ Lνn)‖L6t,x
. ‖(∂x − iνn)(ℜv0n ◦ Lνn)‖L6t,x + |νn − ν|‖ℜv0n‖L6t,x
≤ |νn|‖(∂t + i)ℜv0n‖L6t,x + 〈νn〉‖∂xℜv0n‖L6t,x + |νn − ν|‖ℜv0n‖L6t,x → 0,
as n→∞. We therefore obtain∥∥∥∥ℜ{(〈∂x〉s−1/2vn) ◦ L−1νn (t+ t˜n, x+ x˜n)− 〈ν〉s−1/2 e−it
λ
1/2
n
ψ0ε
( t
λ2n
,
x
λn
)}∥∥∥∥
L6t,x
. ‖〈∂x〉1/2ℜ{vn − v1n}‖L6t,x +
∥∥∥(〈∂x〉s−1/2 − 〈ν〉s−1/2)ℜv1n∥∥∥
L6t,x
+ 〈ν〉s−1/2
∥∥∥∥ℜ{v1n ◦ L−1νn (t+ t˜n, x+ x˜n)− e−it
λ
1/2
n
ψ0ε
( t
λ2n
,
x
λn
)}∥∥∥∥
L6t,x
→ 0,
which concludes the proof of Theorem 6.3. 
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6.1. Remark on the focusing cases. The arguments in §6 are also valid for the
focusing cases if we assume that the initial data are below the corresponding static
solutions. More precisely, we can treat the following focusing equation
(6.21) − ivt + 〈∂x〉v − 〈∂x〉−1N (ℜv) = 0
or
(6.22) − ivt + 〈∂x〉v − 1
2
〈∂x〉−1|ℜv|4ℜv = 0.
We recall the scattering result obtained by Dodson [2] for the focusing mass-
critical nonlinear Schro¨dinger equation:
(6.23)
(
i∂t +
1
2
∂2x
)
w = − 5
32
|w|4w.
The standing wave solution wQ associated to (6.23) is
wQ(t, x) := e
it2
4
√
2
5
Q(
√
2x),
where Q is the ground state, which is defined (1.4). Note that M(wQ) =
4√
5
M(Q).
Theorem 6.9 ([2]). Let w0 ∈ L2(R) and assume that M(w0) < 4√5M(Q). Then,
there exists a unique global solution w ∈ C(R;L2x(R)) to (6.1) with w(0) = w0.
Furthermore, the solution w satisfies
‖w‖L6t,x(R×R) ≤ C(M(u0)).
As a consequence, w scatters as t→ ±∞ in L2x(R), that is, there exists w± ∈ L2(R)
such that the identity holds:
lim
t→±∞
‖w(t)− eit∂2x/2w±‖L2x = 0.
Conversely, for any w± ∈ L2(R), there exists a unique global solution w to (6.23)
so that the above holds.
Corollary 6.10. Let φ ∈ L2(R), and assume also that M(φ) < 4√
5
M(Q). Then,
the same statement as in Theorem 6.3 holds true for (6.21) or (6.22).
7. Minimal-energy blowup solutions
In this section, we construct so-called minimal-energy blowup solutions in the
contradiction argument. First we introduce the definition of almost periodicity
modulo translations.
Definition (Almost periodicity modulo translations). We say that a global solution
u to (1.1) is almost periodic modulo translations (in H1x×L2x) if there exist functions
x : R→ R and C : R+ → R+ such that for every t ∈ R and η > 0, we have∫
|x−x(t)|>C(η)
(|u(t, x)|2 + |ux(t, x)|2 + |ut(t, x)|2) dx < η(7.1) ∫
|ξ|>C(η)
(|〈ξ〉uˆ(t, ξ)|2 + |uˆt(t, ξ)|2) dξ < η.(7.2)
We refer to x(t) as the spatial center function and to C as the compactness modulus
function.
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We suppose that Theorem 1.1 fails. Then, there exists a critical energy Ec > 0
such that if u is a real-valued solution to (1.1) with E(u, ut) < Ec, then the solution
u scatters. The goal of this section is to prove the following.
Theorem 7.1. Suppose that Theorem 1.1 fails. Then there exists a global solution
u to (1.1) with E(u, ut) = Ec. Moreover, u is almost periodic modulo translations
and blows up (that is, posesses infinite scattering size) both forward and backward
in time.
Remark 7.2. The global solution u constructed in Theorem 7.1 has zero momentum,
i.e., P (u) = 0. Indeed, if P (u) 6= 0, the Cauchy-Schwarz inequality yields that
|P (u)| < ‖ux‖L2‖ut‖L2 ≤ 1
2
‖ux‖2L2 +
1
2
‖ut‖2L2 ≤ E(u, ut).
Here, equality in the first inequality would imply that u is a solution to a transport
equation, namely u(t, x) = u0(x − kt) for some k ∈ R, which is inconsistent with
the fact that u is a solution to (1.1) and P (u) 6= 0. By setting
ν := − P (u)√
E(u, ut)2 − P (u)2
,
it follows from Corollary 3.5 that uν := u ◦ Lν is a global solution to (1.1) with
P (uν) = 0 and
E(uν , uνt ) =
√
E(u, ut)2 − P (u)2 < E(u, ut) = Ec.
This contradicts to the criticality of Ec.
Once we get the following Proposition 7.3, Theorem 7.1 follows from the same
argument as in the proof of Theorem 7.19 in [11]. Hence, we only prove Proposition
7.3.
Proposition 7.3. Suppose that Theorem 1.1 fails. Let s ∈ (12 , 1112 ) and let Ec be
the critical energy. Assume that {un} is a sequence of global solutions to (1.1)
satisfying
E(un) ≤ Ec and lim
n→∞
E(un) = Ec,(7.3)
lim
n→∞
S≤0(〈∂x〉s−1/2 un) = lim
n→∞
S≥0(〈∂x〉s−1/2 un) =∞.(7.4)
Then, after passing to a subsequence, (un(0), ∂tun(0)) converges in H
1×L2, modulo
translation.
Let vn := un+ i〈∂x〉−1∂tun to work with the first-order version of our equation.
Since we are considering defocusing case, we have
‖vn(0)‖2H1 . E(vn) . Ec <∞,(7.5)
which implies that {vn(0)} is a bounded sequence in H1. By applying the linear
profile decomposition (Theorem 5.1),
vn(0) =
J∑
j=1
φjn + w
J
n , 1 ≤ J < J0(7.6)
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where φjn := Txjne
itjn〈∂x〉  LνjnDλjnP
j
nφ
j . We have J0 ≥ 2 since (7.4) is not compatible
with (5.2) when J0 = 1. Passing to a subsequence, we may assume that E(φ
j
n)
converges for each j ∈ [1, J0). By the energy decoupling (5.6), we have
lim
n→∞

J∑
j=1
E(φjn) + E(w
J
n)
 = limn→∞E(vn) = Ec,(7.7)
for each J ∈ [1, J0). One of the following scenarios occurs by the positivity of the
energy.
Case I. There is only a single profile and it satisfies
lim
n→∞
E(φ1n) = Ec.
Case II. There exists δ > 0 such that for every 1 ≤ j < J0,
lim
n→∞
E(φjn) < Ec − δ.(7.8)
In Case I, we have wn → 0 in H1 as n→∞. Moreover we devide the following
three cases in this case:
Case I-A. λ1n →∞.
Case I-B. λ1n ≡ 1 and t1n → ±∞.
Case I-C. λ1n ≡ 1 and t1n ≡ 1.
We will observe that both of the first and second cases do not occur. Note that
Case I-C implies the conclusion of the proposition.
In Case I-A, by using Theorem 6.3, the stability theory (Proposition 3.2), and
the fact w1n → 0 in H1, we get a contradiction.
Next we consider Case I-B. Suppose that λ1n ≡ 1 for all n ∈ N and t1n →
±∞ as n → ∞. We only treat the case t1n → −∞ since the other case can be
treated in a similar manner. By the Strichartz inequality (Lemma 2.2), we see that
〈∂x〉s−1/2e−it〈∂x〉φ1 ∈ L6t,x(R× R), and so
‖〈∂x〉s−1/2e−i(t−t1n)〈∂x〉φ1‖L6t,x([0,∞)×R) → 0 as n→∞.
Hence by the local well-posedness (Proposition 3.1 and see also Proposition 3.2), if
v1n is the unique solution to (2.1) with initial data v
1
n(0) = φ
1
n, then for n sufficiently
large, S≥0(〈∂x〉s−1/2v1n) <∞. As in Case I-A, we can now use the stability lemma
(Proposition 3.2) to conclude that for sufficiently large n, we see S≥0(〈∂x〉s−1/2vn) <
∞, which derives a contradiction. Next we consider Case II.
Case II: We will show that this case is inconsistent with (7.4) by using the
identity (7.6) to produce a nonlinear profile decomposition of the vn and then
applying the stability theory (Proposition 3.2). We begin by introducing nonlinear
profiles vjn, whose definition depends on the behavior of the parameters λ
j
n.
First assume that j is such that λjn ≡ 1 for all n ∈ N. Then we see that φj ∈ H1x
and
φjn = Txjne
itjn〈∂x〉φj .
If, in addition, tjn ≡ 0 for all n ∈ N, then we set vj be the maximal-lifespan solution
to (2.1) with vj(0) = φj . If tjn → −∞ (respectively tjn →∞), then we set vj be the
maximal-lifespan solution to (2.1) which scatters forward (respectively backward)
in time to e−it〈∂x〉φj .
Lemma 7.4. In Case II, if λjn ≡ 1 for some j, then vj defined as above is global
and scatters.
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Proof of Lemma 7.4. This follows from the well-posedness result (Proposition 3.1).
If tjn ≡ 0, then E(φjn) = E(φj) = E(vj) by the conservation of the energy. If
tjn → ±∞, then by using the dispersive estimate (Lemma 2.1) and approximating
φj in H1x by Schwartz functions, we see that
lim
n→∞
E(φjn) = lim
n→∞
1
2‖φjn‖2H1x = 12‖φ
j‖2H1x = E(v
j).
Since we are considering Case II, we have E(vj) < Ec, which implies that v
j scatters
as t→ ±∞. 
If λjn ≡ 1 for all n ∈ N, we may define nonlinear profiles by
vjn(t, x) := v
j(t− tjn, x− xjn).
Next, we consider the case where limn→∞ λjn = ∞. Then by Theorem 6.3, for
sufficiently large n, we define vjn as the unique solution to (2.1) with initial data
vjn(0) = φ
j
n.
Lemma 7.5. In Case II, for each j (regardless of the behavior of the λjn) we have
lim
n→∞E(v
j
n) = limn→∞E(φ
j
n),(7.9)
lim
n→∞
SR(〈∂x〉s−1/2vjn)2 . lim
n→∞
E(vjn).(7.10)
Furthermore, for each j and ε > 0, there exists ψj = ψjε ∈ C∞c (R × R) and Nj,ε
such that if ψjn is defined as in Theorem 6.3 and n > Nj,ε, then we have
(7.11) ‖ℜ(ψjn − 〈∂x〉s−1/2vjn)‖L6t,x < ε.
Proof of Lemma 7.5. Equality (7.9) is a tautology if λjn →∞ as n→∞ or λjn ≡ 1
and tjn ≡ 0 for all n ∈ N, since in these cases vjn(0) = φjn. If λjn ≡ 1 for all n ∈ N
and tjn → ±∞ as n→∞, then by the definition of vjn and the local well-posedness
result (Proposition 3.1) (see small data scattering statement) we have
E(vjn) = E(v
j) = 12‖φj‖2H1x = limn→∞E(φ
j
n),
where for the last equality, we have used the dispersive estimate (Lemma 2.1) as in
the proof of Lemma 7.4.
When the value limn→∞E(φjn) is below the small data scattering threshold,
(7.10) follows from the well-posedness result (Proposition 3.1). On the other hand,
by the identities (7.7), the limiting energy can only exceed this small data scattering
threshold for finitely many values of j. For these cases, we invoke the estimate (7.8)
and the definition of the critical energy Ec. As we are invoking the contradiction
hypothesis here, there is no hope of being explicit about the constant in (7.10) other
than that it is independent of j.
As for (7.11), in the case λjn ≡ 1 for all n ∈ N, this follows from the fact that
vjn is just a translation of 〈∂x〉s−1/2vj ∈ L6t,x(R × R2). In the case λjn → ∞ as
n→∞, this approximation follows from Theorem 6.3. This completes the proof of
the lemma. 
We continue to prove Proposition 7.3. For 1 ≤ J < J0, we set
V Jn (t) :=
J∑
j=1
vjn(t) + e
−it〈∂x〉wJn ,
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which is defined globally in time for sufficiently large n (depending on J). Our
immediate goal is to show that V Jn (t) is a good approximation to vn(t) when n and
J are sufficiently large by the stability theory (Proposition 3.2).
Lemma 7.6. We have the following spacetime bounds on V Jn
(7.12) lim sup
J→∞
lim sup
n→∞
{‖〈∂x〉s−1/2ℜV Jn ‖L6t,x + ‖V Jn ‖L∞t Hsx} <∞.
The V Jn are approximate solutions to (2.1) in the sense that
(−i∂t + 〈∂x〉)V Jn + 〈∂x〉−1N (ℜV Jn ) = EJn ,
where
(7.13) lim
J→∞
lim sup
n→∞
‖〈∂x〉s+1/2EJn‖L6/5t,x = 0.
Furthermore, for each J , we have
(7.14) lim
n→∞
‖vn(0)− V Jn (0)‖H1x = 0.
Proof of Lemma 7.6. First we prove (7.14). By the triangle inequality and the
definitions of vjn,
lim
n→∞
‖vn(0)− V Jn (0)‖H1x ≤ limn→∞
J∑
j=1
‖vjn(0)− φjn‖H1x = 0.
We note that combining (7.10) and (7.7) yields
(7.15) lim sup
J→∞
lim sup
n→∞
J∑
j=1
‖〈∂x〉s−1/2ℜvjn‖2L6t,x . limJ→∞ limn→∞
J∑
j=1
E(vjn) ≤ Ec.
We now bound the L6tW
s−1/2,6
x term in (7.12). By (7.11) and Proposition 5.3,
the nonlinear profiles decouple in the sense that whenever j 6= j′, we have
(7.16) lim
n→∞
‖(〈∂x〉s−1/2ℜvjn)(〈∂x〉s−1/2ℜvj
′
n )‖L3t,x = 0.
Combining this with (5.2) and then using (7.15) show
lim sup
J→∞
lim sup
n→∞
‖〈∂x〉s−1/2ℜV Jn ‖6L6t,x = lim supJ→∞ lim supn→∞
J∑
j=1
‖〈∂x〉s−1/2ℜvjn‖6L6t,x . E
3
c .
(7.17)
Thus we get the first estimate in (7.12).
Next, we prove (7.13). A simple computation shows that
EJn (t) = 〈∂x〉−1N
(
ℜ
J∑
j=1
vjn(t) + ℜe−it〈∂x〉wJn
)
− 〈∂x〉−1
J∑
j=1
N (ℜvjn),
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and so, by the triangle inequality, it is enough to show
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥〈∂x〉s−1/2
N
( J∑
j=1
ℜvjn + ℜe−it〈∂x〉wJn
)
−N
( J∑
j=1
ℜvjn
)
∥∥∥∥∥∥
L
6/5
t,x
= 0,
(7.18)
lim
J→∞
lim sup
n→∞
∥∥∥∥∥∥〈∂x〉s−1/2
N
( J∑
j=1
ℜvjn
)
−
J∑
j=1
N (ℜvjn)

∥∥∥∥∥∥
L
6/5
t,x
= 0.(7.19)
For simplicity, we set A :=
∑J
j=1 ℜvjn and B := ℜe−it〈∂x〉wJn . Since N (u) =∑∞
l=2
u2l+1
l! , (7.18) can be estimated as follows.∥∥∥〈∂x〉s−1/2{N (A +B)−N (A)}∥∥∥
L
6/5
t,x
=
∥∥∥∥∥
∞∑
l=2
1
l!
〈∂x〉s−1/2{(A+B)2l+1 −A2l+1}
∥∥∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
∥∥∥〈∂x〉s−1/2{(A+B)2l+1 −A2l+1}∥∥∥
L
6/5
t,x
.
Since we have
(A+B)2l+1 −A2l+1 =
2l+1∑
m=1
(
2l+ 1
m
)
A2l+1−mBm,
we get
∞∑
l=2
1
l!
∥∥∥〈∂x〉s−1/2{(A+B)2l+1 −A2l+1}∥∥∥
L
6/5
t,x
(7.20)
.
∞∑
l=2
1
l!
2l+1∑
m=1
(
2l+ 1
m
)∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
.
If 1 ≤ m ≤ 4, then, by the fractional Leibniz rule, we have∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
. l
(∥∥∥〈∂x〉s−1/2A∥∥∥
L6t,x
‖A‖2l−3L∞t,x ‖A‖
4−m
L6t,x
‖B‖mL6t,x
+
∥∥∥〈∂x〉s−1/2B∥∥∥
L6t,x
‖A‖2l−3L∞t,x ‖A‖
4−m
L6t,x
‖B‖m−1L6t,x
)
.
If 5 ≤ m ≤ 2l, we have∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
. l
(∥∥∥〈∂x〉s−1/2A∥∥∥
L6t,x
‖A‖2l−mL∞t,x ‖B‖
4
L6t,x
‖B‖m−4L∞t,x
+
∥∥∥〈∂x〉s−1/2B∥∥∥
L6t,x
‖A‖2l−m+1L∞t,x ‖A‖
4
L6t,x
‖B‖m−5L∞t,x
)
.
If m = 2l + 1, we have∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
. l
∥∥∥〈∂x〉s−1/2B∥∥∥
L6t,x
‖B‖4L6t,x ‖B‖
2l−4
L∞t,x
.
We note that ‖〈∂x〉s−1/2A‖L6t,x + ‖〈∂x〉s−1/2B‖L6t,x ≤ C holds by (5.2), (7.15), and
(7.16), where C = C(Ec) is a positive constant independent of n ant J . More-
over, we also have ‖A‖L∞t Hsx + ‖B‖L∞t H1x ≤ C. While ‖B‖L∞t H1x ≤ C is trivial,
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‖A‖L∞t Hsx ≤ C is shown later. Therefore, (7.20) is estimated as follows.
∞∑
l=2
1
l!
2l+1∑
m=1
(
2l+ 1
m
)∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
2l+1∑
m=1
(
2l + 1
m
)
lC2l+1
≤
∞∑
l=2
1
(l − 1)! (2C)
2l+1
= (2C)3
∞∑
l=1
1
l!
(4C2)l
≤ (2C)3 exp(4C2).
Thus, by (5.2) and the Lebesgue dominated convergence theorem, we obtain∥∥∥〈∂x〉s−1/2{N (A +B)−N (A)}∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
2l+1∑
m=1
(
2l+ 1
m
)∥∥∥〈∂x〉s−1/2(A2l+1−mBm)∥∥∥
L
6/5
t,x
→ 0
as n, J →∞. Thus we obtain (7.18).
Here, we show ‖A‖L∞t Hsx ≤ C. Note thatA =
∑J
j=1 ℜvjn satisfies the following
equation.
(−i∂t + 〈∂x〉)A+ 〈∂x〉−1
J∑
j=1
N (ℜvjn) = 0.
Since (7.9), (7.10), and (7.7) yield that ‖ℜvjn‖L6t,x ≤ ‖〈∂x〉s−1/2(ℜvjn)‖L6t,x ≤ C
and ‖ℜvjn‖L∞t,x ≤ ‖ℜvjn‖L∞t H1x ≤ E(vjn)1/2 ≤ C, we apply the Strichartz estimate
(Lemma 2.2) and the fractional Leibniz rule to obtain
lim sup
n→∞
∥∥∥∥∥∥〈∂x〉s
∫ t
0
e−i(t−s)〈∂x〉〈∂x〉−1
J∑
j=1
N (ℜvjn)ds
∥∥∥∥∥∥
L∞t L
2
x
. lim sup
n→∞
∥∥∥∥∥∥〈∂x〉s−1/2
J∑
j=1
N (ℜvjn)
∥∥∥∥∥∥
L
6/5
t,x
. lim sup
n→∞
J∑
j=1
∞∑
l=2
1
l!
∥∥∥〈∂x〉s−1/2(ℜvjn)2l+1∥∥∥
L
6/5
t,x
. lim sup
n→∞
J∑
j=1
∞∑
l=2
1
l!
(2l + 1)
∥∥∥〈∂x〉s−1/2(ℜvjn)∥∥∥
L6t,x
∥∥ℜvjn∥∥4L6t,x ∥∥ℜvjn∥∥2l−4L∞t,x
. lim sup
n→∞
J∑
j=1
∞∑
l=2
C2l−1
(l − 1)!
∥∥∥〈∂x〉s−1/2(ℜvjn)∥∥∥2
L6t,x
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.
∞∑
l=2
C2l−1
(l − 1)!
J∑
j=1
lim sup
n→∞
E(φjn)
. C3
∞∑
l=1
C2l
l!
≤ C3 exp(C2).
By (7.14) and (7.5), we get
lim sup
n→∞
‖A‖L∞t Hsx
. lim sup
n→∞
‖vn(0)‖H1x + ‖wJn‖H1x +
∥∥∥∥∥∥〈∂x〉s
∫ t
0
e−i(t−s)〈∂x〉〈∂x〉−1
J∑
j=1
N (ℜvjn)ds
∥∥∥∥∥∥
L∞t L
2
x

.Ec 1.
Next, we consider (7.19). We observe that∥∥∥∥∥∥〈∂x〉s−1/2
N
( J∑
j=1
ℜvjn
)
−
J∑
j=1
N (ℜvjn)

∥∥∥∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
∥∥∥∥∥∥〈∂x〉s−1/2

( J∑
j=1
ℜvjn
)2l+1
−
J∑
j=1
(ℜvjn)2l+1

∥∥∥∥∥∥
L
6/5
t,x
.
Since we have( J∑
j=1
ℜvjn
)2l+1
−
J∑
j=1
(ℜvjn)2l+1
=
∑
0≤mj<2l
m1+m2+···+mJ=2l+1
(2l + 1)!
m1!m2! · · ·mJ !
(ℜv1n)m1(ℜv2n)m2 · · · (ℜvJn)mJ .
we get
∞∑
l=2
1
l!
∥∥∥∥∥∥〈∂x〉s−1/2

( J∑
j=1
ℜvjn
)2l+1
−
J∑
j=1
(ℜvjn)2l+1

∥∥∥∥∥∥
L
6/5
t,x
≤
∞∑
l=2
1
l!
∑
0≤mj<2l
m1+m2+···+mJ=2l+1
(2l+ 1)!
m1!m2! · · ·mJ !
∥∥∥〈∂x〉s−1/2 {(ℜv1n)m1(ℜv2n)m2 · · · (ℜvJn)mJ}∥∥∥
L
6/5
t,x
.
Now, by the fractional Leibniz rule, we have∥∥∥〈∂x〉s−1/2 {(ℜv1n)m1(ℜv2n)m2 · · · (ℜvJn)mJ}∥∥∥
L
6/5
t,x
. JlC2l−1
∑
j 6=k
∥∥∥〈∂x〉s−1/2(ℜvjn · ℜvkn)∥∥∥
L3t,x
+
∑
j 6=k
∥∥ℜvjn · ℜvkn∥∥L3t,x

≤ JlC2l+1.
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Note that ‖〈∂x〉s−1/2(ℜvjn · ℜvkn)‖L3t,x and ‖ℜvjn · ℜvkn‖L3t,x tend to 0 as n → ∞
for any j 6= k. Indeed, it follows that ‖ℜvjn · ℜvkn‖L3t,x → 0 by an approximation
argument and, by the interpolation, we have
‖〈∂x〉s−1/2(ℜvjn · ℜvkn)‖L3t,x
≤ ‖ℜvjn · ℜvkn‖2(1−s)L3 ‖〈∂x〉1/2(ℜvjn · ℜvkn)‖2s−1L3
. ‖ℜvjn · ℜvkn‖2(1−s)L3
(
‖〈∂x〉1/2ℜvjn‖L6‖ℜvkn‖L6 + ‖〈∂x〉1/2ℜvkn‖L6‖ℜvjn‖L6
)2s−1
→ 0
since ‖〈∂x〉1/2ℜvjn‖L6 , ‖ℜvjn‖L6 are bounded. By the Lebesgue dominated conver-
gence theorem, we obtain for all J ,
lim sup
n→∞
∥∥∥∥∥∥〈∂x〉s−1/2
N
( J∑
j=1
ℜvjn
)
−
J∑
j=1
N (ℜvjn)

∥∥∥∥∥∥
L
6/5
t,x
= 0.(7.21)
Thus, we get (7.19).
Finally, we complete the proof of (7.12) by bounding the L∞t H
s
x norm. By the
Strichartz inequality, (7.14), and then (7.5), (7.17), and (7.13),
lim sup
J→∞
lim sup
n→∞
‖V Jn ‖L∞t Hsx
. lim sup
J→∞
lim sup
n→∞
{
‖vn(0)‖H1x + C′ + ‖〈∂x〉s−1/2EJn‖L6/5t,x
}
<∞,
where we used that∥∥∥∥〈∂x〉s ∫ t
0
e−i(t−s)〈∂x〉〈∂x〉−1N (ℜV Jn )ds
∥∥∥∥
L∞t L
2
x
.
∥∥∥〈∂x〉s−1/2N (ℜV Jn )∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
∥∥∥〈∂x〉s−1/2(ℜV Jn )2l+1∥∥∥
L
6/5
t,x
.
∞∑
l=2
1
l!
(2l+ 1)
∥∥∥〈∂x〉s−1/2(ℜV Jn )∥∥∥
L6t,x
∥∥ℜV Jn ∥∥4L6t,x ∥∥ℜV Jn ∥∥2l−4L∞t,x
.
∞∑
l=2
1
(l − 1)!E
5
cC
2l−4
≤ C′,
where we used ‖ℜV Jn ‖L∞t,x . ‖ℜV Jn ‖L∞t Hsx ≤ ‖A‖L∞t Hsx + ‖B‖L∞t Hsx ≤ C <∞. This
completes the proof of (7.12) and so also the lemma. 
By Lemma 7.6, we may apply the stability theorem (Proposition 3.2) to conclude
that in Case II, vn is defined globally in time and SR(vn) .Ec 1 for sufficiently large
n. This contradicts (7.4) and so Case II cannot occur. Tracing back, we see that
the only possibility is Case I-C, and so Proposition 7.3 is proved.
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8. Death of a solition
In this section, we prove the following theorem (Theorem 8.1), which completes
the proof of the main result (Theorem 1.1).
Theorem 8.1. There is no non-scattering solution to (1.1) with almost periodicity
modulo translation and zero momentum.
In order to prove the theorem, we need the following lemmas (Lemma 8.2 and
Lemma 8.3).
Lemma 8.2 (controlling x). Let a global solution u be almost periodic modulo
translation and its momentum is zero, i.e. P (u) = 0. Then, for sufficiently small
η > 0, there exists R = R(η) & C(η) such that
|x(t) − x(0)| ≤ R− C(η)
for any t ∈ [0, t0] where t0 > cR/η, where c is a positive constant.
This lemma means that |x(t)| = o(|t|) as |t| → ∞.
Proof. We may assume that x(0) = 0. Let R > 3C(η) and
t0 := inf{t > 0 : |x(t)| ≤ R− C(η)}.
By the finite speed of propagation, we have t0 > 0 (see the proof of Lemma 7.4 in
[8]). Note that we have |x − x(t)| ≥ C(η) if |x| ≥ R since |x(t)| ≤ R − C(η) for
t ∈ (0, t0). Let φ ∈ C∞0 (R) be an even function with 0 ≤ φ ≤ 1 and
φ(x) =
{
1 for |x| ≤ 1,
0 for |x| ≥ 2.
We define
XR(t) :=
∫
R
xφ
( x
R
)
eu(t, x)dx,
where eu :=
1
2 |u|2 + 12 |ux|2 + 12 |ut|2 + 12N˜ (u). Since u satisfies (1.1), we have
d
dt
XR(t) = −
∫
R
φ
( x
R
)
uxutdx− 1
R
∫
R
xφ′
( x
R
)
uxutdx
=
∫
R
(
1− φ
( x
R
))
uxutdx− 1
R
∫
R
xφ′
( x
R
)
uxutdx
=
∫
|x|≥R
(
1− φ
( x
R
))
uxutdx− 1
R
∫
R≤|x|≤2R
xφ′
( x
R
)
uxutdx,
where we have used P (u) = 0 in the second equality. This implies that∣∣∣∣ ddtXR(t)
∣∣∣∣ ≤ cη,(8.1)
where c is a positive constant. By the triangle inequality, we have
|XR(0)| ≤
∫
|x|≤C(η)
|x|φ
( x
R
)
eudx+
∫
C(η)≤|x|≤2R
|x|φ
( x
R
)
eudx(8.2)
≤ C(η)E(u, ut) +Rη.
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Moreover, by the triangle inequality, we have
|XR(t)|
≥
∣∣∣∣x(t)∫
R
eu(t)dx
∣∣∣∣ − ∣∣∣∣∫
R
(x − x(t))φ
( x
R
)
eu(t)dx
∣∣∣∣
− |x(t)|
∣∣∣∣(1− φ( xR))
∫
R
eu(t)dx
∣∣∣∣
≥
∣∣∣∣x(t)∫
R
eu(t)dx
∣∣∣∣ −
∣∣∣∣∣
∫
|x−x(t)|<C(η)
(x− x(t))φ
( x
R
)
eu(t)dx
∣∣∣∣∣
−
∣∣∣∣∣
∫
|x−x(t)|≥C(η)
(x− x(t))φ
( x
R
)
eu(t)dx
∣∣∣∣∣− |x(t)|
∣∣∣∣∫
R
(
1− φ
( x
R
))
eu(t)dx
∣∣∣∣
=: I − II − III − IV.
Then, for t ∈ (0, t0), we have
I = |x(t)|E(u, ut),
II ≤ C(η)E(u, ut),
III ≤
∫
|x−x(t)|≥C(η),|x|≤2R
|x− x(t)|φ
( x
R
)
eu(t)dx
≤
∫
C(η)≤|x−x(t)|≤2R+|x(t)|
|x− x(t)|φ
( x
R
)
eu(t)dx
≤ (2R+ |x(t)|)
∫
C(η)≤|x−x(t)|
eu(t)dx
≤
(
R +
1
2
|x(t)|
)
η,
IV ≤ |x(t)|
∫
|x|≥R
eu(t)dx
≤ |x(t)|
∫
|x−x(t)|≥C(η)
eu(t)dx
≤ 1
2
|x(t)|η.
Thus, we obtain
|XR(t)| ≥ |x(t)| (E(u, ut)− η)−Rη − C(η)E(u, ut).(8.3)
By (8.1), (8.2), and (8.3), for τ ∈ (0, t0), we get
cητ ≥
∣∣∣∣∫ τ
0
d
dt
XR(t)dt
∣∣∣∣
≥ |XR(τ)| − |XR(0)|
≥ |x(t)| (E(u, ut)− η)−Rη − C(η)E(u, ut)− (C(η)E(u, ut) +Rη).
Letting η < 12E(u, ut), then we have
1
2
E(u, ut)|x(t)| ≤ cητ + 2Rη + 2C(η)E(u, ut),
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and thus we get
|x(t)| ≤ 2c
E(u, ut)
ητ +
4Rη
E(u, ut)
+ 4C(η)
Taking τ → t0, then we obtain
R− C(η) ≤ 2c
E(u, ut)
ηt0 +
4Rη
E(u, ut)
+ 4C(η).
Letting η < 18E(u, ut) and R > 20C(η), we have
1
4
R <
1
2
R− 5C(η) ≤ 2c
E(u, ut)
ηt0.
This means that
E(u, ut)
8c
R
η
≤ t0.

Lemma 8.3. Let a global solution u be almost periodic modulo translation. For
any ε > 0, there exists C = C(ε) > 0 such that
‖u(t)‖2L2 ≤ ε+ C(ε)‖ux(t)‖2L2
for any t ∈ R.
Proof. Since u is almost periodic modulo translation, for any ε > 0, there exists
C = C(ε) > 0 such that ∫
|ξ|< 1√
C(ε)
|uˆ(t, ξ)|2dξ < ε.
By the Plancherel equality, we have
‖u(t)‖2L2x = ‖uˆ(t)‖
2
L2ξ
≤ ε+
∫
|ξ|≥ 1√
C(ε)
|uˆ(t, ξ)|2dξ
≤ ε+ C(ε)
∫
|ξ|≥ 1√
C(ε)
|ξ|2|uˆ(t, ξ)|2dξ
≤ ε+ C(ε)‖ux(t)‖2L2 .

We define the localized virial identity as follows.
VR(t) :=
∫
R
φ
( x
R
)
ut(u+ 2xux)dx.
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A direct calculation gives that
V ′R(t) = −2‖ux‖2L2 −
∫
R
N (u)udx+
∫
R
N˜ (u)dx
+ 2
∫
R
(
1− φ
( x
R
))
|ux|2dx+
∫
R
(
1− φ
( x
R
))
N (u)udx
−
∫
R
(
1− φ
( x
R
))
N˜ (u)dx+ 1
2R2
∫
R
φ′′
( x
R
)
|u|2dx
−
∫
R
x
R
φ′
( x
R
)
(|ux|2 − |u|2 − N˜ (u) + |ut|2)dx.
Proof of Theorem 8.1. We suppose that there exists a non-scattering solution to
(1.1) with almost periodicity modulo translation and zero momentum. We may
assume that x(0) = 0 by the translation invariance of the equation (1.1). Since
3N˜ (u) ≤ N (u)u and we have Lemma 8.2, we find
V ′R(t) ≤ −2‖ux‖2L2 −
2
3
∫
R
N (u)udx+ η,
for t ∈ (0, t0), where R and t0 satisfy the assumption in Lemma 8.2. Therefore, we
get
VR(0)− VR(t0) = −
∫ t0
0
V ′R(t)dt(8.4)
≥ 2
∫ t0
0
‖ux‖2L2dt+
2
3
∫ t0
0
∫
R
N (u)udxdt − ηt0.
On the other hand, since Lemma 8.3 gives us that
d
dt
∫
R
uutdx = ‖ut‖2L2 − ‖ux‖2L2 − ‖u‖2L2 −
∫
R
N (u)udx
≥ ‖ut‖2L2 − ‖ux‖2L2 − ε− C(ε)‖ux‖2L2 −
∫
R
N (u)udx,
we obtain
4E(u, ut) ≥
∫ t0
0
d
dt
∫
R
uutdxdt
≥
∫ t0
0
‖ut‖2L2dt− εt0 − {C(ε) + 1}
∫ t0
0
‖ux‖2L2dt−
∫ t0
0
∫
R
N (u)udxdt,
where ε is chosen later, which is independent of η and R. This implies that
{C(ε) + 2}
∫ t0
0
‖ux‖2L2dt+
∫ t0
0
∫
R
N (u)udxdt(8.5)
≥
∫ t0
0
‖ut‖2L2dt+
∫ t0
0
‖ux‖2L2dt− εt0 − 4E(u, ut).
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Combining (8.4) with (8.5), we obtain
C(ε) + 3
2
(VR(0)− VR(t0)) ≥ {C(ε) + 3}
∫ t0
0
‖ux‖2L2dt+
C(ε) + 3
3
∫ t0
0
∫
R
N (u)udxdt
− C(ε) + 3
2
ηt0
≥ {C(ε) + 2}
∫ t0
0
‖ux‖2L2dt+
∫ t0
0
∫
R
N (u)udxdt
− C(ε) + 3
2
ηt0
≥
∫ t0
0
(‖ut‖2L2 + ‖ux‖2L2)dt− εt0 − 4E(u, ut)−
C(ε) + 3
2
ηt0.
We find that there exists a positive constant δ such that ‖ut‖2L2 + ‖ux‖2L2 > δ
for any t ∈ R. Indeed, we have δscat > 0 satisfying that the solution scatters if
‖u‖2H1 + ‖ut‖2L2 < δscat by the small data scattering result. Taking ε = δscat/4
in Lemma 8.3 and assuming ‖ut(t)‖2L2 + ‖ux(t)‖2L2 < min{ δscat4 , δscat4C(δscat/4)+1} =: δ
for some t, we find that u scatters by Lemma 8.3 and the small data scattering
and thus get a contradiction. Thus, there exists a positive constant δ such that
‖ut‖2L2 + ‖ux‖2L2 > δ for any t ∈ R. Fix ε = δ/2. We get
C(ε) + 3
2
(VR(0)− VR(t0)) ≥ δt0 − εt0 − 4E(u, ut)− C(ε) + 3
2
ηt0
=
δ
2
t0 − 4E(u, ut)− C(δ/2) + 3
2
ηt0
≥ C
{
δ
2
− C(δ/2) + 3
2
η
}
R(η)
η
− 4E(u, ut).
On the other hand, we have VR(0)−VR(t0) . R(η). Therefore, for sufficiently small
η, we obtain a contradiction since
CδR(η) < C
{
δ
2
− C(δ/2) + 3
2
η
}
R(η)
η
− 4E(u, ut).

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