A multibody interatomic potential is developed for bulk SiC using a modification of the Wolf et al. summation technique ͓D. Wolf, P. Keblinski, S. R. Phillpot, and J. Eggebrecht, J. Chem. Phys. 110, 8254 ͑1999͔͒ for the electrostatic interaction. The technique is modified to account for the short-range nonpoint charge effect. The nonelectrostatic interaction is modeled by a simple Morse-stretch term. This potential is then applied to ␤-SiC to calculate various bulk properties using molecular dynamics simulations. The simulated x-ray diffraction pattern, radial distribution functions, lattice constant, elastic constants, and defect energy agree well with experimental data.
I. INTRODUCTION
Silicon carbide has long been a subject of intense research because of its great technological importance in semiconducting devices and structural ceramics. 1, 2 To understand its properties at microscopic level, atomistic simulation techniques have been widely used. Different computational models have been developed to describe bulk, surface, and defect properties of silicon carbide, including the most computationally expensive ab initio calculations. 3 Recently, Zhao and Bagayoko calculated the electronic structure and charge transfer in both 3C and 4H SiC under the framework of local density functional theory. 4 Rulis, Ching, and Kohyama studied the grain boundary in ␤-SiC. 5 Although their results are generally very close to experimental observation ͑depending on basis set͒, one obvious drawback of such calculations is the high computational cost.
Classical simulations, on the other hand, are simpler, much less computationally demanding and yet still a powerful tool to study atomistic behavior with reasonable force fields. In this method, an empirical potential is used to describe the interactions between atoms. By appropriate parametrization of the potential function, one would be able to calculate and predict various properties of the model system with reasonable accuracy. 6 One of those empirical potentials which is suitable for describing SiC is due to Tersoff, 7 who constructed a multibody potential based on the concept of bond order, which has proved quite useful. The Tersoff potential and its later modification by Tang and Yip 8 have proved to be able to describe some of the thermal and mechanical properties of SiC accurately. 2, [7] [8] [9] One of the drawbacks of Tersoff potential is that it is only suitable for highly covalent systems such as Si, C, SiC, and so on, so the transferability of this model is limited. On the other hand, even in a highly covalent system like SiC, the Si-C bond is still partially ionic. Recent ab initio calculations suggest that electrons are transferred from C atom to Si atom, although the magnitude of charge transfer in the different calculations ranges from 0.9e per atom to 1.4e per atom. 4, 5 Thus the system is subjected to an electrostatic field, which is missing in Tersoff potential. The purpose of this paper is to present a simple multibody potential and its application to ␤-SiC. The major difference between ours and the Tersoff potential is that our potential takes into account the electrostatic field by introducing partial charge to Si and C atoms. This potential form can also be transferred to highly ionic systems without any difficulty. Our selection of partial charges on atoms falls within the range observed in the ab initio calculations. 4, 5 The details of this potential will be described in the following section. Then the results of model calculation on ␤-SiC will be presented in Sec. III. All the results are obtained by molecular dynamics simulations, although under different ensembles depending on the specific property considered. We used a 6 ϫ 6 ϫ 6 cubic simulation cell with 1728 atoms in it. Periodic boundary conditions are applied to model a bulk environment. All the calculations are run for 30 000 steps with a time step of 1 fs except for elastic constants calculations, which are run for 100 000 steps. The radial distribution function, lattice constants, elastic constants, expansion, and defect energies were calculated and agree well with experimental values.
II. THEORY AND MODEL
The most critical part in a molecular dynamics ͑MD͒ calculation is the interatomic potential, which determines the quality of the simulation. In this work, the interatomic potential consists of a two-body and three-body term and can be written as
The pair term consists of a partial charge electrostatic interaction and a Morse-stretch term to describe nonelectrostatic interactions such as short-range repulsion, covalent interactions, and so on, 
The electrostatic summation in Eq. ͑4͒ should be treated with great care. Because of the slow convergence of the r −1 summation, evaluation of the total electrostatic energy has been a major challenge in condensed matter simulations. The standard Ewald sum technique is the most used to overcome this challenge although its applicability to disordered system has been questioned. 10, 11 Recently, Wolf et al. proposed a spherically truncated, pairwise r −1 summation and tested it for a few model systems 10 as did others. 11, 12 This method, although mathematically much simpler and computationally more economic, preserves the high accuracy of Ewald sum and can be extended to disordered systems. In this work, the so called Wolf summation will be used to evaluate the electrostatic interaction. After Wolf, the total electrostatic energy can be written as
In the above equation, R c is the cutoff distance and ␤ is a parameter that determines the speed of the convergence of the summation. For detailed discussion on how to choose ␤ and R c , see Refs. 10-12. A problem with Wolf summation one should note is that the use of r −1 summation is questionable. For long range interaction where the point charge assumption is valid, the interaction can certainly be described by Eq. ͑4͒. However, when dealing with interactions between atoms at or less than bonding distance, the r −1 summation is no longer valid because of the diffuse distribution of charges on atoms, where point the charge approximation is obviously invalid. One way to calculate this short-range electrostatic interaction is to evaluate the overlap integral between two atoms. It is rather cumbersome except for simple Slater orbitals. A simpler, empirical functional form also exists in literature to mimic the overlap integral. 13 In this method, the short-range r −1 interaction is substituted by an empirical function as shown in Eq. ͑6͒, where ␥ is a parameter to be determined. We refer to this as "effective R" hereafter in this paper:
For long interatomic distance, effective R summation approaches the normal r −1 summation. Thus for computational simplicity, r −1 is substituted back into the summation at long interatomic distance. We use the same cutoff distance as in Eq. ͑5͒ to distinguish the short and long range coulombic summation. Thus Eq. ͑4͒ is now
The first term in Eq. ͑7͒ is a finite summation within the cutoff distance and can be evaluated explicitly; the second term is an infinite summation and in order to utilize the Wolf summation, we first add and then subtract a same term in Eq. ͑7͒:
Obviously, the first and last term in the above summation can be evaluated explicitly; the second and third term can be combined to use the Wolf summation given in Eq. ͑5͒. Also note that to avoid any discontinuities in the energy and its derivatives at the cutoff distance, we shifted Eq. ͑8͒ the same way as described in Ref. 10 . The total electrostatic energy for a system with effective R can be written as
The forces between any two atoms can then be written as where r effc refers to the limit of r eff when r ij approaches R c . The energy and force in Eqs. ͑9͒ and ͑10͒ are not quite consistent with each other since the energy is not the correct integral of the force. Thus a system governed by them does not conserve total energy. 10 Although energy conservation is broken, by choosing a large enough R c , we could be able to make the forces arbitrarily close to "true" Coulombic forces. 10 In practice, we found that the energy is conserved fairly well. For MD runs under the microcanonical ensemble ͑N-V-E͒, we observed a small downward energy drift less than 0.0001 eV/ molecule/ ps, which is acceptable in MD simulations. Other runs were done using N-p-T simulations.
The three-body potential is adopted from the Stillinger-Weber 14 potential which was originally designed for Si, but which was used by Feuston and Garofalini to describe the interactions in the more ionic vitreous silica. 15 Since the tetrahedral angle in SiC is the same as that in silica, this potential is also suitable to study the SiC system. In short, it can be written as
͑11͒
where i is the central atom with nearest neighbors j and k, and jik is the angle between r ij and r ik with the vertex at i. The two-body potential parameters are listed in Table I , while all three-body potential parameters are listed in Table  II .
III. RESULTS AND DISCUSSION
A. Structure of ␤-SiC at 300 K The x-ray diffraction pattern of a N-p-T zero pressure ␤-SiC crystal at 300 K was calculated and is shown in Fig.  1 , along with that of a perfect crystal. There is no discernible change in the peak positions from that of a perfect crystal, as our calculated lattice constant at 300 K ͑4.346 Å͒ is only slightly smaller than the experimental value ͓4.3596 Å ͑Ref. 16͔͒. Also, Fig. 2 shows the radial distribution function at 300 K which gives a first neighbor Si-C distance of 1.88 Å, in close agreement with experimental value 1.887 Å.
B. Elastic constants
The stability of a crystal under no external stress is governed by its elastic constants. The calculation of elastic constants provided a good test of the interatomic potential. Several methods exist in the literature to calculate the elastic constants for a crystal at finite temperature. 17, 18 In this paper, we use the so called fluctuation formula 18 to calculate elastic constants of ␤-SiC. We have derived the fluctuation formulas for our potential and calculated the zero stress isothermal elastic constants of ␤-SiC up to 1500 K. For these calculations, molecular dynamics simulations were performed for 100 000 steps ͑100 ps͒. The reason why we run for such a long time is due to the poor convergence behavior of C44. As mentioned in the literature, the internal strain relaxation between Si and C sublattices is responsible for the large fluctuations in C44 while it does not affect C11 and C12 by symmetry. 2 In our simulation, the fluctuation term of C11 and C12 are much smaller than that of C44. Thus we would be able to get the desired convergence in less than 30 000 steps ͑30 ps͒ for C11 and C12. For C44, even though we run for 100 000 steps, the fluctuation is still very high compared to that of C11 and C12. The comparison of fluctuation terms of C11, C12, and C44 for a calculation at 300 K is shown in Fig. 3 . Note that we could have stopped our simulation around 50 ps to get a result with similar accuracy.
To ensure that the crystal is under zero stress, we start our simulation based on the structure obtained by constant pressure runs described above. During the simulation, the atom velocities are rescaled to generate the canonical ensemble at the desired temperature. By this method, the elastic constants of ␤-SiC from 100 to 1500 K were calculated. Although the experimental elastic constants at high temperature are not available, our calculation showed that at 300 K, the calculated results agree well with experimental values. The results at 300 K are summarized in Table III , along with experimental values and those calculated by a modified Tersoff Potential. 8 The temperature dependence of the elastic constants is shown in Fig. 4 . For the temperature range in our study, we observed the expected thermal softening behavior of the elastic constants. Also note that C11 and C44 decrease with temperature at much higher rate than C12, which is consistent with the calculation by Tang and Yip. 
C. Thermal expansion
The lattice constant of ␤-SiC up to 1500 K at zero pressure was also calculated. A constant pressure molecular dynamics simulation is carried out at each temperature to determine the equilibrium lattice constant at zero pressure. The calculated results and experimental values are given in Fig.  5 . Although our results are numerically close to the experimental data, our calculation failed to predict the temperature variance of linear thermal expansion coefficient. In the whole temperature regime, simulated lattice constants vary linearly with temperature. We fitted our data to a third-order polynomial function of temperature giving a͑nm͒ = 0.43347 + 3.31326 ϫ 10 −6 T + 7.247 Experiments showed that the coefficient of thermal expansion starts at around 0.3ϫ 10 −6 K −1 at 100 K and increases to 4.5ϫ 10 −6 K −1 at around 500 K and finally reaches 5.5ϫ 10 −6 K −1 at 1500 K. 16 Although our data do not fit perfectly with experiments, especially for the temperature from 100 to 500 K, their accuracy is still noticeable considering that our parameters are fitted only for optimized elastic constants.
D. Defect energy
As a final test of this potential, the vacancy formation energy has been calculated. A pair of Si and C atoms has been eliminated from their equilibrium position and thus two vacancy sites are formed, while maintaining the charge neu- 
IV. CONCLUSION
In this paper, we present the application of the WolfCoulomb-summation method with a short-range overlap correction in molecular dynamics simulations of ␤-SiC using a simple multibody potential. The potential was developed using the structure and elastic constants of ␤-SiC, with the thermal expansion and defect energies being predicted. Our simulated results are generally very close to experimental data. Although a couple of other potentials exist for describing SiC, our potential is computationally easier to use, with little compromise on accuracy in bulk properties. Another benefit is that the same potential form has been used in simulations of more ionic systems, such as silica and silicates, enabling use of this potential in oxidation studies of SiC.
