This paper presents a new heuristic for graph partitioning called Path Optimization (PO), and the results of an extensive set of empirical comparisons of the new algorithm with two very well-known algorithms for partitioning: the Kernighan-Lin algorithm and simulated annealing. Our experiments are described in detail, and the results are presented in such a way as to reveal performance trends based on several variables. Su cient trials are run to obtain 99% con dence intervals small enough to lead to a statistical ranking of the implementations for various circumstances. The results for geometric graphs, which have become a frequently-used benchmark in the evaluation of partitioning algorithms, show that PO holds an advantage over the others.
Introduction
A fundamental problem in graph theory is to partition the vertices of a graph into two disjoint sets of nearly equal size such that the number of edges with an endpoint in each set (cut edges) is maximized or minimized. The set of cut edges is called the cut, and the number of cut edges is the size of the cut. Partitioning into equal-sized sets such that the number of cut edges is minimized is the graph bisection problem, while partitioning into two disjoint sets such that the size of the cut is maximized is referred to as max cut.
Some variations of partitioning problems, all NP-hard, include partitioning into many sets of bounded size, partitioning graphs with vertex and/or edge weights, and partitioning hypergraphs, among many others. These problems often remain NP-hard, even under certain simplifying assumptions about the input graphs.
The problems speci cally addressed by algorithms in this work are max cut and another NP-hard variation of graph bisection called the min quotient cut problem, described in KPST84,LR88,LR93] and de ned below. Given a graph G = (V; E) and a partitioning of V into disjoint sets S and S, let C( ) denote the number of edges cut. The quotient cost of is de ned as C( ) min(jSj; j Sj) :
The min quotient cut problem is that of nding a cut with minimum quotient cost. A similar problem is min ratio cut, in which the objective function to be minimized is C( ) jSjj Sj :
These problems are convenient relaxations of the strict graph bisection problem; unbalanced partitionings are legal, but yield poor objective function values.
Approximate bisection problems like min quotient cut have many well-documented applications. The most widely cited application in the literature is in logic design ( BHP83] Ull84] ). Given a set of logic elements and interconnections, how do we divide the set into two parts of nearly equal size such that the sum of the lengths of the wires connecting logic elements in di erent parts is minimized?
A more recent application is the mapping of complicated communication graphs onto parallel architectures. This problem calls for partitioning into k sets, either directly or using recursive bisection. The partitioning system Chaco, developed at Sandia National Laboratory by Hendrickson and Leland HL93a] , is directed towards this application of cut minimization and will be discussed in Section 4.
Several real-life applications of the max cut problem are listed in PT93] . A prime example is via minimization: given a chip layout with cells and nets already in place, the problem is to assign levels to wires and position the minimum possible number of via's, or locations where wires change level, such that certain critical stretches of wire remain on the same level. The problem is modeled with a simple undirected graph and reduced to the problem of nding the max cut of a contraction of this graph. The latter happens to be a planar graph, and there are polynomial-time algorithms for the max cut problem on planar graphs Had75, OD72] . However, a slight complication of the problem yields contracted graphs with the property that for any vertex v, G ? v is planar. The max cut problem remains NP-hard for such cases.
Previous Work
The history of work on approximate graph bisection problems dates back at least thirty years. We will not attempt to chronicle this work here. A more thorough review is presented in Ber94] . An excellent survey of results in spectral and polyhedral approaches to the max cut problem is presented in PT93]. Below, we will give a very brief summary of the most familiar approaches to graph partitioning.
The de facto benchmark algorithm for more than twenty ve years has been the famous local search heuristic due to Kernighan and Lin KL70] (KL ). Many alternative approaches have been proposed and examined. Some have demonstrated improvements over KL for special classes of inputs, but it is remarkable, considering the importance of the problem and the wide variety of theoretical and experimental attention it has received, that no method has been shown to dominate this beautiful and simple idea in general.
Pseudocode for one pass of the KL algorithm is shown in Figure 2 
Path Optimization
Path Optimization can be viewed as a variation of the hill-climbing local optimization partitioning procedure. Given an initial partitioning = (S; S), PO performs a variation of simple neighborhood search. The neighborhood of is not limited to those partitionings obtainable by moving exactly one or two vertices. Instead of selecting and moving a small constant number of vertices as most local search methods do, Path Optimization develops variable-length sequences of adjacent vertices, then moves each vertex in the sequence to its opposing partition. We will call this operation a \ ip-op," and refer to the change in the size of the cut resulting from this operation as the ip cost.
Path Optimization One iteration of the PO algorithm. The full algorithm consists of as many calls to this routine as time allows.
1. Obtain an initial partitioning.
2. Assign 0 to side.
3. Repeat the following steps until there has not been an improvement in the objective function within the previous 5 paths:
4. Call nd path(side). If the call succeeds, then ip-op the vertices in the resulting path.
5.
Let side = !side. The Path Optimization (PO) procedure can be thought of as a form of local optimization with lookahead, as potentially many vertices may be examined before a single move occurs.
Like the KL and SA algorithms, PO depends on an initial partitioning generator. Most instances of such generators are randomized, so given an input graph, runs of these three algorithms may consist of improvements to an arbitrary number of initial partitionings. The result is the best overall partitioning observed during this process.
The components to the basic PO algorithm for partitioning graphs are described in Figures 3.2, 3 .3, 3.4, and 3.5. Let us de ne the cell-gain of a vertex v (cg(v)) to be the number of edges that would be added to the cut if v were to move to the other partition. This de nition will be formalized in Section 5. Fiduccia and Mattheyses use a similar de nition in FM82].
As in FM82], bucket sorting can be used to store the vertices so that nding the one with highest (or lowest) cg is a constant time operation. However PO relies on this information to a lesser extent than KL variants when determining its next move. After the initial vertex of a path has been selected by cg, PO nds subsequent path vertices by traversing adjacency lists and computing increments in the ip cost. 
4.
Repeatedly call select next cell(P ) until the path cannot be extended.
5.
If the ip cost of P is not unfavorable, signal success and return. Otherwise, return to step 2. The only parameter used to tune the PO algorithm is PATH STARTS, which tells the nd path() routine how many times to start searching for a path before reporting failure. Since initial path vertices are selected in order of cg, the PATH STARTS parameter controls the amount of non-greediness allowed in the selection of a initial vertices. 2 The select next cell routine given in Figure 3 .4 traverses the adjacency list of the vertex from which the path is to be extended (see the gure) and tests appropriate neighbors to see if their addition to the path would yield an increment to the ip cost which is \not unfavorable." This means non-positive if the problem is minimization and non-negative if maximization.
select next cell(P ) Find the next path vertex and add it to the path 1. let side be the partition opposing that of the vertex most recently added to path P.
2. If the problem is maximization, then let v be the vertex most recently added to P. If minimization, let v be the second most recently added vertex.
3. Traverse the adjacency list of v until a neighbor w is found such that w is in partition side, w is not already in P, and ip cost incr(w; P) is not unfavorable.
4. If such a w was found, add it to P, otherwise return failure. For an example, consider Figure 3 .6. Assuming that the PATH STARTS parameter is set to at least 3, the PO algorithm will nd the optimal max cut, while the KL (original or Fiduccia & Mattheyses version) will not.
A simple restriction to the PO algorithm is to select each path P such that the subgraph induced by P has no cut edges for the case of balanced minimization, and no uncut edges for the case of max cut. Empirically, this restricted approach has given partitionings of almost identical quality. In fact, this restricted approach is applied in Section 4.
Path Optimization works for hypergraphs as well, and the necessary generalizations of the algorithm will be detailed in Section 5, which will also address time complexity.
Algorithm Comparisons
In this section, we describe our computational experiments and present the results. Both of these types of graphs have been used for comparisons before in the literature, and we continue the trend in order to facilitate further comparisons.
Graphs of R G n;d present quite a di erent challenge to partitioning algorithms than those of R n;p . In fact, the ranking of algorithms can be reversed when moving from R n;p to R G n;d , as we will see below.
Although we have an implementation of PO for hypergraphs, we have not as yet run any algorithm comparisons on those inputs. Lang and Rao experimented with the MCNC benchmark circuits used in WC89] and others, but found the graphs too small to draw any real conclusions when comparing algorithms LR93].
Initial Partitionings
The KL, SA, and PO algorithms are all local search methods which accept an initial partitioning of G, then work to improve it. Let us call this process one iteration. A run of each algorithm may consist of an arbitrary number of iterations, and the result of the run is the best partitioning observed during the entire process.
Three di erent randomized algorithms were used as initial partitioning generators. The rst is a simple algorithm which begins with empty partitions S and S, and places each vertex v into S with probability 0.5 and into S with probability 0.5. We will refer to this routine as rand.
The second method, called the line heuristic, uses geometric information to split the vertex set of an instance of R G n;d into two equal sized halves with a line of randomly chosen slope. It has been demonstrated that such initial partitionings dramatically improve the performance of KL and SA JAMS89,LR93].
The third, which we call the W algorithm, is a constructive greedy procedure which starts with empty partitions, selects vertices one by one, and places them into a partition in a greedy way with respect to the objective function. The vertex selection is done by max-di , de ned as follows.
Let S and S be the partitions being constructed. Let S(v) be the set of vertices in S that are placed before v and adjacent to v, and de ne S(v) similarly with respect to S. For each vertex placement, let U be the set of unplaced vertices. In max-di selection, the next vertex is drawn at random from the appropriate set of candidates. A similar vertex ordering technique was described in CSS91]. The W algorithm is so named since the construction of a partitioning represents a single walk down an implicit backtracking tree (where the other branches of the tree are due to possible non-greedy placements.
See Ber94] for more details).
Algorithm Implementations
Our implementations of the KL, SA, and PO algorithms all share the exact same bucket data structure code and were implemented in C as parts of a single system by the same programmer. Our version of KL was tested on the set of R G n;d graphs from LR93], and it reported results comparable to those of their KL implementation, which in turn had been tested against that of JAMS89]. We also obtained the code from LR93] and ran that version of KL on our data sets. Our implementation of KL performed as well or better when running times were equalized. SA was not tested against any previous data sets, but our implementation is based directly on JAMS89] and reports similar results when run on similar inputs.
Simulated annealing ,developed by Kirkpatrick, Gellat, and Vecchi KGV83], is a local optimization approach based on ideas arising from physics which has been used with success on several well-known discrete optimization problems. It deserves special attention since it requires careful tuning to be applied to graph partitioning successfully. However, we observed better performance with the absolute di erence rather than the squared di erence. Default setting: 0.05. local optimization heuristic that allows \uphill" moves with a certain probability, which decreases with a temperature according to some cooling schedule. The idea is that, like the physical analogy, the \energy state," or nal solution quality, is better when the cooling occurs gradually rather than suddenly. This paradigm is generic enough to be easily adaptable to a striking variety of problems. Some combinatorial applications include Graph Partitioning JAMS89], Graph Coloring JAMS], and Number Partitioning JAMS], among others. However, there are several parameters inherent to the algorithm which must be set in order to tune the algorithm to a particular problem. These parameters and their settings for graph partitioning were described in Johnson et al. JAMS89] and are reproduced in Figure 4 .7. Generally, we use these default settings, with certain exceptions which are detailed below.
An initial annealing run at the beginning of the algorithm is used to nd an appropriate starting temperature for the process. The goal is to nd a temperature at which the acceptance rate for bad moves is within some epsilon of Init Prob.
For max cut on R n;p , better results are obtained if the running time is spread over one long annealing run instead of several shorter ones. This is achieved by estimating the Temp Factor for which one pass of the algorithm will take the entire allotted running time. However, for max cut on R G n;d and min quotient cut on both graph types, the Temp Factor is set as in JAMS89] and iterations are performed until the time is up.
When the inputs are from R G n;d and the starting partitioning is very good in its own right, we modify the parameters to take advantage of this and avoid \backing up." Our implementation uses Init Prob = 0.02 and Min Percent = .001 in this situation. These settings outperform the defaults.
Two modi cations to the basic simulated annealing procedure suggested in JAMS89] have been retained in our implementation. The rst is that the sequence of potential vertex moves is chosen according to a random permutation rather than choosing individual moves at random. This change was shown to yield improvements in JAMS89]. The second modi cation is that, rather than computing e ? =T at each step, we use a lookup 
Objective Functions and Timing Information
Our implementations of the algorithms support various objective functions, including those of max cut and min quotient cut. The modi cations to achieve this are small.
For each algorithm, we computed the running time spent in the main loop only. The input and initialization times were not included. This gave a slight advantage to SA, which rst makes a trial run to obtain an initial setting for its cooling ratio variable. The time was taken with the Unix getrusage() command. According to our experiments, the amount of work done per given time is virtually independent of the system load.
The basic algorithm comparisons shown in Figures 4.8 and 4.9 were run on a Sparc 5, Model 110 machine with rated at 78.6 SPECint92. The SPECint92 rating of a machine is a more standardized and reliable measure of speed than the MHz rating or MIPS rating. All other trials involving graphs of less than 100,000 vertices were run on Sparc 10 machines with 44.2 SPECint92 ratings. The trials involving graphs of 100,000 vertices or more were run either on Sparc 10 machines rated at 65.2 SPECint92, or RS6000 machines rated at 117 SPECint92. Comparisons are drawn only between runs on machines with the same SPECint92 rating with one exception, which is explained in footnote 3.
For each variation of graph parameters, a data set of more than thirty graphs was generated if the number of vertices was less than 100,000, and each algorithm was run on all instances. Graphs with larger numbers of vertices were grouped into samples of size ten. For each algorithm, only the best solution for each graph was retained. The sample mean and standard deviation of this set of observations were then computed, as well as a 99% con dence interval for the true mean solution. For a discussion of 100(1 ? )% con dence intervals, see BOD86]. In standard statistical practice, a con dence interval derived from a sample size of more than thirty trials allows an appeal to The Central Limit Theorem and an argument that, with a given con dence, the true mean lies somewhere in the interval, regardless of the distribution of the individual trials. If the number of trials is less than thirty, as with our experiments with graphs of 100,000 vertices or more, the con dence interval is obtained using Student's T distribution and the assumption is made that the population of individual trials is normally distributed. The gures indicate 99% con dence intervals for solution quality based on the sample means and standard deviations of the data sets. Note that these con dence intervals overlap for the case of dense geometric graphs. More trials would tend to narrow the intervals. For the case of min quotient cut on sparse geometric graphs, 91 trials were su cient to obtain non-overlapping intervals.
Results of Comparisons

Min Quotient Cut
This section presents the results of our experiments with min quotient cut, a balanced minimization problem de ned on page 2. As Figure 4 .8 shows, there is a marked di erence in the rankings of the algorithms between the R n;p and R G n;d testbeds. The PO algorithm holds an advantage over its competitors in the latter case. Since sparse, structured graphs probably better re ect real-life applications, we will concentrate on them for the rest of this section.
Increasing Graph Size
The data presented in Figure 4 .10 were gathered to reveal any trends in the algorithm comparisons which might exist as graph size is increased, holding density constant. Figure 4 .10 shows that the mean number of cut edges produced by W-PO is approximately 8.9% less than that of its nearest competitor, W-KL, and that this approximate advantage is maintained as the number of vertices approaches 50,000. The %99 con dence intervals are su cient to di erentiate between W-PO and W-KL for each of the 12,500, 25,000, and 50,000 vertex test suites, though the gap between intervals is less than %3. The W-SA combination is not explored until graphs with 50,000 vertices, since for smaller graphs, line-SA lags behind line-KL. The improved initial partitionings help the SA algorithm, but not as much as they help KL. Starting with such good initial partitionings requires a low starting temperature for the SA algorithm (or else the good partitioning is quickly lost), perhaps limiting its e ectiveness.
Note that the W algorithm is an excellent initial partitioning generator. For the graphs in R G n;d that we examined, the W algorithm produces better starts than the line heuristic. Figure 4 .11 illustrates these trends. In this gure, 99% con dence intervals are plotted graphically for line-KL ( ), line-SA ( ), and W-PO ( ). Note that the scales of the graphs in the gures are allowed to oat to highlight the di erences in the performance of the heuristics. The horizontal axis represents the quotient cut ( C( ) min(jSj;j Sj) ), while the vertical axis has no signi cance. As the running time allotted to each algorithm increases, some interesting trends are revealed. instances of R n;p and R G n;d . The authors conclude that FLOW is not useful for R n;p , but for R G n;d it achieves better results than line-KL as graph size increases, provided FLOW is augmented with KL or it is given longer running time.
Increasing Running Time
We made comparisons of FLOW-KL with W-PO based on the data available from LR93]. The results of our comparisons for graphs of up to 10,000 vertices are given in Table 4 .1. The FLOW-KL column refers to the quotient cut found by rst applying FLOW, then cleaning up the solution with KL. Note that there are no iterations of this process; the majority of the running time is spent in the single execution of FLOW. The latter must solve many global shortest path problems and then compute a minimum spanning tree.
For graphs of these sizes, there seems to be no clear winner. Although the average quotient cuts of FLOW-KL are slightly better, W-PO produced the best quotient cut ve out of twenty times. In LR93], FLOW-KL was run on one graph of 100,000 vertices and average degree 13.7. After 3 days of running on a 36 MHz Silicon Graphics machine, it produced a quotient cut of .014 ( 700 cut edges). In a run of similar duration on the same graph, the best achievable by W-PO was .019 ( 950 cut edges), and the best by line-KL was .020 ( 1000 cut edges). Unfortunately, FLOW-PO has not been explored. If large amounts of time are available, the FLOW heuristic is an excellent initial partitioning generator. In HL93b], Hendrickson and Leland give a multilevel algorithm which uses weighted intermediate graphs to preserve good partitionings as the graph is uncontracted. The contractions are obtained by nding maximal matchings and identifying endpoints of matching edges. After the resultant graph is partitioned using the spectral method of HL92], the original graph is restored through a series of uncontractions, with KL (FM ) occasionally cleaning the partitioning. Results are presented indicating that for bisection of large, sparse graphs, this algorithm performs signi cantly better than spectral partitioning alone.
Using Chaco HL93a], a partitioning system due to Hendrickson and Leland which implements several spectral partitioning methods and the multilevel algorithm described above, we were able to make limited comparisons with W-PO, line-KL, and line-SA. The algorithms were run on a subset of the suite of graphs from Figure 4 .10, and the results are presented in Table 4 .2. 4 The intended application for Chaco is the mapping of parallel computations, where speed is obviously extremely important. The multilevel algorithm is very fast, while the heuristics, especially W-PO, require some time to work well. The advantage of the multilevel algorithm increases with graph size for these short running times. However, its expected solution quality falls short of the longer runs of W-PO (see Figure 4 .10). A natural way to extend the running time of the multilevel algorithm would be to randomize the contraction process and perform many iterations. In future work, we hope to experiment with this possibility, and test the multilevel algorithm with longer runs and PO as a cleanup routine.
Max Cut
The results of Johnson et al. JAMS89], which concerned Graph Bisection, a minimization problem, suggested that simulated annealing was slightly better than KL for R n;p and clearly worse for R G n;d . Our results show that this is not the case in general, even for minimization of the cut for R G n;d (see Section 4.6). In fact, for the case of max cut, SA was the overall winner for both R n;p and R G n;d . For sparser graphs of R G n;d , PO holds a very slight advantage that is quickly lost as the number of vertices grows. Table 4 .12 shows the results of comparisons on larger geometric graphs. These results give another indication that the W algorithm generates good initial partitionings for local search heuristics. Note that when W is used before each run of KL, the average best KL partitioning improves enough to pass that of rand-SA for the graph testbeds of 12500 and 25000 vertices. For these sparser graphs, the sample mean partitioning of W-PO holds a very slight advantage over W-KL. Note however that the trend of increasing graph size favors SA. Even without the bene t of the W algorithm, SA is able to dominate W-PO and W-KL as graph size approaches 50,000 vertices.
Comparisons Between Heuristics
Unlike the case of min quotient cut on sparse graphs of R G n;d (see Figure 4 .11), the trends as running time allowed increases do not foretell a change in algorithm rankings. A modi cation of the ip cost incr routine from Section 3 will allow PO to partition hypergraphs. To formalize the notion of ip cost, we introduce some notation. We will de ne the ip cost for any arbitrary subset of vertices, although the PO algorithm will select much more speci c subsets.
De nition 5.1 Given a partitioning = (S; S), let loc(v) denote the partition where v resides.
De nition 5.2 An edge e containing vertex v is called type-0 critical with respect to v i 8w 2 e; loc(v) = loc(w). Similarly, e is called type-1 critical with respect to v i 8w 2 e; w 6 = v implies loc(v) 6 = loc(w). De nition 5.5 An edge e is a cut edge with respect to a partitioning = (S; S) i 9v; w 2 e where loc(v) = S and loc(w) = S. De nition 5.6 Given any set of vertices Q V (G) and a partitioning = (S; S), let Q S = Q \ S and Q S = Q \ S.
We would like to quantify the gain in cut edges realized by changing the partitioning by \ ip-opping" Q, i.e., moving all vertices of Q S into S and all vertices of Q S into S.
De nition 5.7 Let C 0 (Q) be de ned as follows:
C 0 (Q) = fe : e 2 E(G)^(e S = _ e S = )^Q \ e 6 = g:
For any vertex v in an edge e 2 C 0 (Q), cg(v) must re ect the fact that e will become a new cut edge if v is moved. When Q is ip-opped, however, the vertices of Q are moved as a group. Clearly, P v2e cg(v) will count e as a new cut edge more than once if je \ Qj > 1. For example, consider the edges a and b in Figure 5 .14, which belong to C 0 (Q). Note that P v2a cg(v) = 4, yet if the vertices of Q are ip-opped, a does not become a cut edge. In the case of edge b, P v2b cg(v) = 4, yet b accounts for only one more cut edge if the vertices in Q are ip-opped.
De nition 5.8 Let C 1 (Q) = C 1 (Q; S) C 1 (Q; S), where C 1 (Q; R) = fe : e R Q^je R j = 1^Q R \ e 6 = g.
Edges c and d in Figure 5 .14 belong to C 1 (Q). If the vertices of Q are ipopped, the sum of the cg values undercounts the actual number of edges added to the cut.
De nition 5.9 For e 2 C 1 (Q), let us de ne N m (e) = 8 > < > :
2 if jej = 2 1 if jej > 2
For e 2 C 1 (Q), N m (e) quanti es the number of edges which are counted in P v2e cg (v) as leaving the cut when the vertices of e are ip-opped, yet which remain in the cut afterwards.
De nition 5.10 Let C 2 (Q) = C 2 (Q; S) C 2 (Q; S), where C 2 (Q; R) = fe : e R Q^je R j > 1^e R 6 = ^Q R \ e = g. e.locked loc(v)]++ from locks = e.locked loc(v)], to locks = e.locked !loc(v)] from count = FR(v; e), to count = TO(v; e) /*************** process C 0(P ) ***************************/ if ((to count == 0) && (from locks > 1)) P m + + if (from locks == e:size) P m + + /*************** process C 2(P ) ***************************/ if ((to count > 0) && (from count > 1) && (to locks == 0) && (from locks == from count)) P m + + else if ((to count > 1)&&(to locks == to count)&&(from locks == 1)) P m ? ? /*************** process C 1(P ) ***************************/ where for any partitioning = (S; S), E(S; S) is de ned to be the set of cut edges, and E(S) is de ned to be the set of edges in the subgraph induced by the vertices of S.
The pseudocode for the algorithm ip cost incr is found in Figure 5 .15. 
Conclusion and Future Work
The PO results we presented were obtained by the algorithm described in Section 3. Clearly though, many variations on this theme are possible. We examined versions of KL which incorporate the ideas of PO into a KL pass and which use PO as a cleanup routine after each pass, respectively. Neither o ered a signi cant improvement over standard KL. We also examined, without nding improvement, a version of PO which selects the next vertex such that it is adjacent to any previous path vertices in the appropriate partition. This yields an underlying tree (or pair of trees) rather than a path.
Any procedure which attempts to develop vertex subsets of equal but not bounded size in each partition such that the vertices within each subset are tightly-connected, yet the subsets are loosely connected, retains the avor of PO (for minimization in this example).
The Path Optimization algorithm is de ned for hypergraphs, but the experiments have been limited to binary graphs. Certainly, future work is to explore this area.
Finally, the W algorithm has been shown to provide excellent starting partitionings when sparse, structured graphs are considered. In Ber94], a probabilisticgreedy (PG) variation of the greedy W algorithm is described and shown to outperform W in certain cases. The PG ? PO combination has yet to be explored.
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