The fundamental solution of the Dirac equation for an electron in an electromagnetic field with harmonic dependence on space-time coordinates is obtained. The field is composed of three standing plane harmonic waves with mutually orthogonal phase planes and the same frequency. Each standing wave consists of two eigenwaves with different complex amplitudes and opposite directions of propagation. The fundamental solution is obtained in the form of the projection operator defining the subspace of solutions to the Dirac equation.
I. INTRODUCTION
Considerable recent attension has been focussed on the possibility of time and space-time crystals [1] [2] [3] [4] , analogous to ordinary crystals in space. The papers [1, 2] provide the affirmative answer to the question, whether time-translation symmetry might be spontaneously broken in a closed quantum-mechanical system [1] and a time-independent, conservative classical system [2] . A space-time crystal of trapped ions and a method to realize it experimentally by confining ions in a ring-shaped trapping potential with a static magnetic field is proposed in [3] . Standing electromagnetic waves comprize another type of space-time crystals. It was shown [4] that one can treat the space-time lattice, created by a standing plane electromagnetic wave, by analogy with the crystals of nonrelativistic solid state physics. In particular, the wave functions, calculated within this framework by using the first-order perturbation theory for the Schrödinger-Stuekelberg equation, are Bloch waves with energy gaps [4] .
Standing electromagnetic waves constitute an interesting family of localized fields which may have important practical applications. In particular, optical standing waves can be used to focus atoms and ions onto a surface in a controlled manner, nondiffracting Bessel beams can be used as optical tweezers which are noninvasive tools generating forces powerful enough to manipulate microscopic particles. Superpositions of homogeneous plane waves propagating in opposite directions, the so-called Whittaker expansions, play a very important role in analyzing and designing localized solutions to various homogeneous partial differential equations [5] .
In [6, 7] we have proposed an approach to designing localized fields, that provides a broad spectrum of fields to construct electromagnetic fields with a high degree of two-dimensional and tree-dimensional spatial localization (2D and 3D localized fields) and promising practical applications. In particular, it can be used in designing fields to govern motions of charged and neutral particles. * BorzdovG@bsu.by Some illustrations for relativistic electrons in such localized fields have been presented in [7] .
In this series of papers we treat the motion of the Dirac electron in an electromagnetic field with fourdimensional periodicity, i.e., with periodic dependence on all four space-time coordinates. In terms of the threedimensional description, such electromagnetic space-time crystal (ESTC) can be treated as a time-harmonic 3D standing wave. In solid state physics, the motion of electrons in natural crystals is described by the Schrödinger equation with a periodic electrostatic scalar potential. The description of the motion of electrons in ESTCs by the Dirac equation takes into account both the spacetime periodicity of the vector potential and the intrinsic electron properties (charge, spin, and magnetic moment). In this case, the Dirac equation reduces to an infinite system of matrix equations. To solve it, we generalize the operator methods developed in [8] to the cases of infinite-dimensional spaces and finite-dimensional spaces with any number of space dimensions. The evolution, projection and pseudoinverse operators are of major importance in this approach. The evolution operator (the fundamental solution of a wave equation) describes the field dependence on the space-time coordinates for the whole family of partial solutions. The method of projection operators is very useful at problem solving in classical and quantum field theory [9] [10] [11] . It was developed by Fedorov [9, 10] to treat finite systems of linear homogeneous equations. In the frame of Fedorov's approach, it is necessary first to find projection operators which define subspaces of solutions for two subsystems (constituent parts) of the system to solve, and then to find its fundamental solution, i.e., the projection operator defining the intersection of these subspaces, by calculating the minimal polynomial for some Hermitian matrix of finite dimensions. In this paper, we present a different approach, based on the use of pseudoinverse operators, which is applicable to both finite and infinite systems of equations and has no need of minimal polynomials.
In this paper basic equations in matrix and operator forms are presented in Sec. I. The projection operator of a system of homogeneous linear equations (the key concept of our approach) and the relations for its calcu-lations by a recurrent algorithm are introduced in Sec. II. For the infinite system under consideration, the appropriate recurrent algorithm and the fundamental solution are presented in Sec. III. It is well known, e.g., see Ref. [12] , that 16 Dirac matrices form a basis in the space of 4 × 4 matrices. In appendix, we introduce a specific numeration of these basis matrices, which makes it possible, in particular, to reconstruct the matrix from its number. It yields a convenient way both to represent derived matrix expressions in a concise form and accelerate numerical calculations. The subsequent two papers will present a fractal approach to numerical analysis of electromagnetic crystals and some results of this analysis, respectively.
II. BASIC SYSTEM OF EQUATIONS

A. Matrix form
An electron in an electromagnetic field with the fourdimensional potential A = (A, iϕ) is described by the Dirac equation
where κ e = m e c/ , c is the speed of light in vacuum, is the Planck constant, e is the electron charge, m e is the electron rest mass, γ k are the Dirac matrices, Ψ is the bispinor, x 1 , x 2 and x 3 are the Cartesian coordinates, x 4 = ict, and summation over repeated indices is carried out from 1 to 4. The exact solution of this equation for the Dirac electron in the field of a plane electromagnetic wave was obtained in a few forms, e.g., see [10, 13] , and a general approach to find approximate solutions of Dirac type equations for particles of any spin in a weak electromagnetic field with an arbitrary dependence on spacetime coordinates was suggested by Fedorov [10] . In this paper, we treat the field with A 4 ≡ iϕ = 0 and
which is composed of six plane waves with unit wave normals ±e α , where e α are the orthonormal basis vectors, α = 1, 2, 3; x = (r, ict), r = x 1 e 1 + x 2 e 2 + x 3 e 3 . All six waves have the same frequency ω 0 and
They may have any polarization, so that their complex amplitudes are specified by dimensionless real constants a jk and b jk as follows
where
We seek the solution of the Dirac equation in the form of a Fourier series
where K = (k, iω/c) is the four-dimensional wave vector, k = k 1 e 1 + k 2 e 2 + k 3 e 3 , n = (n 1 , n 2 , n 3 , n 4 ) is the multi-index specifying n = n 1 e 1 + n 2 e 2 + n 3 e 3 and G(n) = (k 0 n, ik 0 n 4 ). Here, c(n) are the Fourier amplitudes (bispinors), and L is the infinite set of all multiindices n with an even value of the sum n 1 + n 2 + n 3 + n 4 . Substitution of A (2) and Ψ (5) in Eq. (1) results in the infinite system of matrix equations
where Due to the structure of the Dirac equation, the expansion of 4 × 4 matrices in the basis formed by 16 Dirac matrices (Γ k , k = 0, ..., 15) yields a convenient way both to represent derived matrix expressions in a concise form and accelerate numerical calculations (see appendix). To this end, 4 × 4 matrix V is described by the set of its components in the Dirac basis [Dirac set of matrix V , briefly, D-set of V , or D s (V )]. Let us introduce the dimensionless parameters
In this notation, the matrix coefficients V [n, s h (i)], in order of increasing i = 0, 1, ..., 12, have the following Dsets: 
where n = (n 1 , n 2 , n 3 , n 4 ), w j = q j + n j Ω.
B. Operator form
Let us treat the infinite set C = {c(n), n ∈ L} of the Fourier amplitudes c(n) of the wave function Ψ (5) as an element of an infinite dimensional linear space V C . Since, for any n ∈ L,
is the bispinor, C ∈ V C will be denoted the multispinor. Let us define a basis e j (n) in V C and the dual basis θ j (n) = e † j (n) in the space of one-forms V * C (n ∈ L):
In this notation, the system of equations (6) takes the form
where j = 1, 2, 3, 4, n ∈ L, and
These relations can be rearranged to the basic system of equations
is the Hermitian projection operator with the trace tr[P (n)] = 4 and following properties:
where α, β = 1, 2, 3, 4. The Hermitian 4 × 4 matrices L(n) and a(n) at n = (n 1 , n 2 , n 3 , n 4 ) are defined by the following D-sets:
where 
|L(n)| =I 
It is significant that, for a nonvanishing electromagnetic field (I A = 0), the determinant |L(n)| > 0 and hence equations (15)-(22) are valid for any n ∈ L.
III. PROJECTION OPERATOR OF A SYSTEM OF HOMOGENEOUS LINEAR EQUATIONS
Let V and V * be a linear space (finite or infinite dimensional) and its dual. At given ω ∈ V * , the linear homogeneous equation in x ∈ V ω, x = 0 (23)
can be transformed to the equivalent equation
is the Hermitian projection operator (dyad) with the trace tr α = 1, and ω † ∈ V. Let U be the unit operator, i.e., U x = x for any x ∈ V and ωU = ω for any ω ∈ V * . The Hermitian projection operator S = U − α is the fundamental solution of (24), i.e., for any given x 0 ∈ V, x = Sx 0 is a partial solution of (23) and (24).
Let now α and β be Hermitian projection operators
Providing the series
is convergent, it defines the Hermitian projection operator with the following properties
Hence, the system of equations in x ∈ V αx = 0, βx = 0 (28) reduces to one equation Ax = 0 and has the fundamental solution S = U − A. The operator A will be designated the projection operator of the system (28). The trace tr α of the projection operator α specifies the dimension of the image α(V) of V under the mapping α. It is significant that the relations (26) and (27) are valid for any values of integers tr α and tr β. This enables us to extend this approach to systems with any (finite or infinite) number of homogeneous linear equations. To this end, we transform (26) to the following expression [14] A = (α − αβα)
where (α − αβα) − is the pseudoinverse operator with the following properties
The similar relations for (β−βαβ) − can be obtained from (30) by the replacement α ↔ β. Numerical implementation of the pseudoinversion reduces to the inversion of (tr α) × (tr α) matrix for (α − αβα) − and (tr β) × (tr β) matrix for (β − βαβ) − . In [14] , we have proposed a technique based on the use of (29) to find the fundamental solution of the system (15). In the current series of papers, we present the advanced version of this technique based on a fractal expansion of the system of equations taking into account (the following paper) and on the use of A (26) expressed as
α, β, δ, and A are projection operators, α, β, γ, δ, and A are Hermitian operators interrelated as
In the frame of this approach, calculation of all pseudoinverse operators in use reduces to the inversion of 4 × 4 matrices.
IV. RECURRENT ALGORITHM
In this section, we present the recurrent algorithm to find the projection operator of the basic system of equations (15).
A. Product P (m)P (n)
It follows from Eq. (16) that
. At any given n, Eq. (6) relates the Fourier amplitude c(n) only with 12 amplitudes c(n + s), where g 4d (s) = 1. In consequence of this, N (m, n) ≡ 0 at g 4d (n − m) > 2. Substitution of (14) in (35) at n = m + s gives
The D-sets of 12 matrices N 1 (m, s) and the table of 56 scaler coefficients N 2 (s) will be presented in the third paper of this series.
B. Sublattices
The Hermitian operator P of the system of equations (15), by definition, has the following properties
for any n ∈ L. Let us seek it in the form of a series
where F k are the lattices satisfying the conditions
and ρ k (n) are Hermitian projection operators satisfying the relations
There exist various ways to split the lattice L into sublattices F k to fulfil conditions (39) and (41), one of them will be described in the second paper of this series. Providing these conditions are met, substitution of 
where k = 0, 1, ..., and
C. Recurrent relations
The 4×4 matrices C kj (m, n) and C jk (n, m) are related as
where m ∈ F k , k = 1, 2, ...; n ∈ F j , j = 0, 1, ..., k − 1.
The relationship between one-forms f α (m) and F β j (n) is described by 4 × 4 matrix D kj (m, n) as
The families of matrices C kj (m, n) and D kj (m, n) are defined by Eqs. (48), (50), and the recurrent relations:
From Eqs. (45)- (54) it follows
that is, G k (m) and A k (m) are Hermitian matrices with real D-sets. In numerical calculations, the projection operator ρ k (m) (44) is represented by its components
where m ′ , n ′ ∈ L; µ, ν = 1, 2, 3, 4. They can be conveniently treated as elements of 4 × 4 matrices
The Hermitian matrix A k (m) and the set of matrices Φ k (m, n ′ ) uniquely define the projection operator ρ k (m).
D. Fundamental solution
The fundamental solution of Eq. (15), i.e., the operator of projection onto the solution subspace of the multispinor space V C , has the form
where U is the unit operator in V C , which can be written as
(60) For any C 0 ∈ V C , C = SC 0 is a partial solution of Eq. (15), i.e., the function Ψ (5) with the set of Fourier amplitudes {c(n), n ∈ L} = SC 0 satisfies the Dirac equation (1) for the problem under consideration.
V. CONCLUSION
A system of homogeneous linear equations in a finitedimensional space or an infinite-dimensional space is characterized by the Hermitian projection operator of the system, directly coupled with the fundamental solution -the operator of projection onto the subspace of solutions. The relations presented in section III provide convenient means to find these operators by making use a recurrent algorithm and the pseudoinversion. In the frame of this general approach, the fundamental solution of the Dirac equation for an electron in the electromagnetic field with four-dimensional periodicity is obtained. At the presented numeration order, the structural information on each matrix Γ ν = Γ MN mn is enclosed in its number which is written above in decimal notation (ν) and binary notation (M N mn) with four binary digits for any ν = 0, ..., 15, i.e., ν = 8M + 4N + 2m + n.
(A.1)
Commonly used notation to the right of each matrix is given for convenience.
To reconstruct the matrix from its number, first we calculate the nonzero element
2) of the first matrix row, which is situated in 2M + m + 1 column. The binary digits m and n define the structure of 2 × 2 block X containing this element as follows
Finally, the digits M and N uniquely define The matrix product Γ λ Γ µ at all values of λ and µ can be written as Γ λ Γ µ = f λµ Γ ν .
It can be described by 16 × 16 multiplication tables of ν and f λµ values depending on λ, µ = 0, ..., 15. The presented numeration provides a simple way to describe this multiplication rule without recourse to tables. By using (A.1), (A.2) and the binary forms GHgh and JKjk of numbers λ and µ, i.e., . This approach is of particular assistance in solving the system of Eqs. (6) . It is best suited to the structure of its matrix coefficients, accelerates numerical calculations and reduces data files.
It should be emphasized that all major matrix operations can be performed directly with D-sets, i.e., without matrix form retrieval. In particular, the function P D , describing the matrix product C = AB in terms of D-sets, is given by 
