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The classification of SU (2)2 biquotients of
rank 3 Lie groups
Jason DeVito and Robert L. DeYeso III
Abstract
We classify all compact simply connected biquotients of the form
G/SU(2)2 for G = SU(4), SO(7), Spin(7), or G = G2 × SU(2).
In particular, we show there are precisely 2 inhomogeneous reduced
biquotients in the first and last case, and 10 in the middle cases.
1 Introduction
Geometrically, a biquotient is any manifold diffeomorphic to the quotient of a
Riemannian homogeneous space G/H by a free isometric action of a subgroup
K ⊆ Iso(G/H); the resulting quotient is denoted K\G/H . Biquotients also
have a purely Lie theoretic description: if U is a compact Lie group, then
any f = (f1, f2) : U → G × G defines an action of U on G via u ∗ g =
f1(u) g f2(u)
−1. If this action is free, the resulting quotient G/U is called a
biquotient.
In general, biquotients are not even homotopy equivalent to homogeneous
spaces. Nevertheless, one may often compute their geometry and topology,
making them a prime source of examples.
If G is a compact Lie group equipped with a bi-invariant metric, then
U acts isometrically, and thus G/U inherits a metric. By O’Neill’s formula
[18], the resulting metric on G/U has non-negative sectional curvature. In
addition, until the recent example of Grove, Verdiani and Ziller [13], and in-
dependently Dearicott [4], all known examples of positively curved manifolds
were constructed as biquotients [1, 3, 8, 2, 21]. Further, almost all known
examples of quasi-positively curved and almost positively curved manifolds
are constructed as biquotients. See [7, 5, 20, 17, 10, 16, 15, 19, 22, 23] for
these examples.
Biquotients were first discovered by Gromoll and Meyer [12] when the
exhibited an exotic sphere as a biquotient.
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In his Habilitation, Eschenburg [9] classified all biquotients G/U with G
compact simply connected of rank 2. We partially extend his classification
when G has rank 3. Using the well known classification of simple Lie groups
together with the low dimensional exceptional isomorphisms, one easily sees
that, up to cover, the complete list of rank 3 semi-simple Lie groups is SU(2)3,
G2 × SU(2), SU(3)× SU(2), Sp(2)× SU(2), Sp(3), SU(4), and SO(7).
In his thesis, the first author [5] classified all compact simply connected
biquotients of dimension at most 7; these include all examples of the form
G1 × SU(2)/SU(2)
2 where G1 has rank 2, except G1 = G2. In addition, the
authors, together with Ruddy and Wesner [7], have classified all biquotients
of the form Sp(3)/SU(2)2.
Theorem 1.1. For U = SU(2)2, G = SU(4), SO(7), or G2 × SU(2), there
are, respectively, precisely 2, 10 and 2 reduced inhomogeneous biquotients of
the form G/U . Table 1 lists them all. Further, a biquotient action of U
on Spin(7) is effectively free iff it is the lift of an effectively free biquotient
action of U on SO(7).
G Left image Right image
SU(4) diag(A,A) diag(B, I2)
SU(4) diag(A,A) diag(pi(B), 1)
SO(7) diag(pi(A), I4) diag(pi(B), i(A))
SO(7) diag(pi(A), I4) diag(i(B), I3)
SO(7) diag(pi(A), I4) diag(pi(B), pi(B), 1)
SO(7) diag(pi(A), I4) diag(pi(B), i(B))
SO(7) diag(pi(A), I4) diag(pi(A,B), pi(A))
SO(7) diag(pi(A), I4) diag(pi(A,B), pi(B))
SO(7) diag(pi(A), I4) Bmax
SO(7) diag(pi(A), i(B)) diag(pi(A), pi(A), 1)
SO(7) diag(pi(A), pi(B), 1) diag(pi(A), i(A))
SO(7) diag(ABer, 1, 1) diag(pi(B), i(B))
G2 × SU(2) (pi(A,B), A) (I, A)
G2 × SU(2) (pi(A,B), B) (I, B)
Table 1: Biquotients of the form G/SU(2)2 with G rank 3 and simple or
G = G2 × SU(2)
In Table 1, Ik denotes the k × k identity matrix, and pi, depending
on the number of arguments, denotes either of the canonical double cov-
ers SU(2) → SO(3) and SU(2)2 → SO(4). The notation i(A) refers to
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the standard inclusion i : SU(2) → SO(4) obtained by identifying C2 with
R4. The notation Bmax refers to the unique maximal SO(3) ⊆ SO(7), and
the notation ABer refers to the maximal SO(3) in SO(5), whose quotient
B7 = SO(5)/SO(3) is the positively curved Berger space [3]. The term re-
duced refers to the condition that U not act transitively on any factor of G,
and only applies in the case of G2 × SU(2). Non-reduced biquotients of the
form G2 × SU(2)/SU(2)
2 are all diffeomorphic to biquotients of the form
G2/SU(2), and are classified in [14].
It is not a priori clear, but follows from this classification that all biquo-
tients of the form SO(7)/SU(2)2 are simply connected.
The lift of an effectively free action on a connected smooth manifold to a
connected cover is effectively free, but in general, the cover admits effectively
free actions which do not induce effectively free actions on the base. Our
main tool for understanding homomorphisms from SU(2)2 into Spin(7) is
utilizing a concrete description, using the octonions and Clifford algebras, of
the spin representation Spin(7)→ SO(8).
The rest of the paper is organized as follows. Section 2 is devoted to
background material on biquotient actions, representation theory, and the
octonions. In Section 3, we prove Theorem 1.1 in regard to G = SO(7) and
Spin(7). In Section 4, we prove Theorem 1.1 when G = SU(4) orG2×SU(2).
We would like to thank the anonymous referee for suggesting an alternate
approach which significantly simplified Section 2.3.
2 Background: Biquotients and Representa-
tion Theory
In this section, we cover the necessary background for proving Theorem 1.1.
2.1 Biquotients
As mentioned in the introduction, given compact Lie groups U and G with
f = (f1, f2) : U → G × G a homomorphism, U naturally acts on G via
u ∗ g = f1(u) g f2(u)
−1.
A simple criterion to determine when a biquotient action is effectively
free is given by the following proposition.
Proposition 2.1. A biquotient action of U on G is effectively free if and only
if for any (u1, u2) ∈ f(U), if u1 is conjugate to u2 in G, then u1 = u2 ∈ Z(G).
3
Since every element of a Lie group U is conjugate to an element in its
maximal torus TU , it follows that a biquotient action of U on G is effectively
free if and only if the action is effectively free when restricted to TU .
To begin classifying biquotient actions, we note that, as mentioned in [6],
replacing (f1, f2) in any one of the following three ways will give an equivalent
action: (φ ◦ f1, φ ◦ f2) for φ an automorphism of G, (f1 ◦ ψ, f2 ◦ ψ) for ψ an
automorphism of U , or (Cg1 ◦ f1, Cg2 ◦ f2) where Cgi denotes conjugation by
gi.
Hence, we may classify all biquotient actions of U on G by classifying
the conjugacy classes of images of homomorphisms from U into G × G and
then checking each of these to see if the induced action is effectively free.
Combining this with Proposition 2.1, it follows that if f(TU) ⊆ TG×G, then
the action of U on G is (effectively) free if and only if the induced action of
TU on TG×G is (effectively) free.
We also note the following proposition, found in [14].
Proposition 2.2. Suppose U acts on G1 and G2 and that the action on G2
is transitive with isotropy group U0. Suppose further that the diagonal action
of U on G1×G2 is effectively free. Then the action of U0 on G1 is effectively
free and the quotients (G1×G2)/U and G1/U0 are canonically diffeomorphic.
So we see that, in terms of classifying biquotients, we may assume our
biquotients are reduced – that is, U does not act transitively on any simple
factor of G.
Since the restriction of any effectively free action to a subgroup is effec-
tively free, we have the following simple lemma which we will make repeated
use of.
Lemma 2.3. Suppose f = (f1, f2) : U = SU(2)
2 → G2 defines an effectively
free action of U on G. Then the restriction of f to both factors of U , as
well as to the diagonal SU(2) in U , must define an effectively free action of
SU(2) on G.
We conclude this subsection with a a proposition relating effectively free
actions on a connected cover with effectively free actions on a connected base
space.
Proposition 2.4. Suppose pi : M˜ → M is an equivariant covering of smooth
connected G-manifolds. If the G action on M is effectively free, then it is
effectively free on M˜ as well. Conversely, if the deck group is a subset of
G ⊆ Diff(M) and the action on M˜ is effectively free, it is also effectively
free on M .
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Proof. Suppose there is a g ∈ G and a p ∈ M˜ with g ∗ p = p. Then
g ∗ pi(p) = pi(g ∗ p) = pi(p), so g fixes pi(p). Since the action on M is
effectively free, g must act trivially on all of M . This implies that, for any
q ∈ M˜ , that pi(g ∗ q) = pi(q), that is, multiplication by g is an element of the
deck group of the covering. Since g fixes p, it must thus fix all of M˜ .
Conversely, suppose the G action on M˜ is effectively free and the deck
group is a subgroup of G. If pi(p) = g ∗ pi(p) = pi(g ∗ p) for some g ∈ G,
p ∈ M˜ , then we see that p = µ(g ∗ p) for some µ in the deck group. Writing
µ = g1 ∈ G, we have p = (g1g) ∗ p. Since the action on M˜ is effectively
free, we conclude that g1g fixes every point of M˜ . Then for any q ∈ M˜ ,
pi(q) = pi(g1g ∗ q) = pi(g ∗ q) = g ∗ pi(q), that is, g fixes M pointwise.
We note that the if the hypothesis on the deck group is omitted, then the
converse of Proposition 2.4 is not true in general for biquotients, though it
is for homogeneous actions. For example, the biquotient action of SU(2) =
Sp(1) on Sp(3) given by p ∗ A = diag(p, 1, 1)Adiag(1, p, p)−1 is free, but the
induced action on Sp(3)/{±I} is not effectively free because the element
−1 ∈ Sp(1) fixes [I] ∈ Sp(3)/{±I} but does not fix [diag(R(θ), 1)] unless θ
is an integral multiple of pi. In this case, the deck group element centralizes
the G action.
On the other hand, we will see that the hypothesis on the deck group is not
necessary in general: there is a unique biquotient of the form Spin(7)/SU(2)2
for which SU(2)2 ⊆ Diff(Spin(7)) does not contain the deck group, but the
induced SU(2)2 action on SO(7) is still effectively free.
2.2 Representation theory
Our homomorphisms f : U → G× G will be constructed via representation
theory. The following information can all be found in [11]. Recall that a
representation of U is a homomorphism ρ : U → Gl(V ) for some complex
vector space V . It is well known that if U is a compact semi-simple Lie group,
then ρ(U) is conjugate to a subgroup of SU(V ) and that ρ is completely
reducible – every such ρ is a direct sum of irreducible representations. The
representation ρ is called orthogonal if the image is conjugate to a subgroup
of the standard SO(n) ⊆ SU(n). If, V = C2n, and the image of ρ is conjugate
to a subgroup of the standard Sp(n) ⊆ SU(2n), ρ is called symplectic. If ρ
is neither orthogonal nor symplectic, it is called complex.
We note that an irreducible representation is complex iff it is not iso-
morphic to its conjugate representation. Recall the following well known
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proposition.
Proposition 2.5. A representation ρ is orthogonal (symplectic) if and only
if ρ ∼=
⊕
i(ψi ⊕ ψi) ⊕
⊕
j φj, where each φj is orthogonal (symplectic) and
ψi denotes the conjugate representation of ψi.
Since we are interested in the case U = SU(2)2, we note that the irre-
ducible representations of a product of compact Lie groups are always given
as outer tensor products of irreducible representations of the factors. We also
recall that an outer tensor product of two irreducible representations is or-
thogonal if the two factors are either both orthogonal or both symplectic, and
the outer tensor product is symplectic if and only if one of the representations
is symplectic and the other is orthogonal.
As mentioned in the previous subsection, we need to classify the conjugacy
classes of images of homomorphisms from U to G×G. To relate this problem
to representation theory, we use the following theorem of Mal’cev.
Theorem 2.6. Let f1, f2 : U → G with
G ∈ {SU(n), Sp(n), SO(2n+ 1)}
be interpreted as complex, symplectic, or orthogonal representations. If the
representations are equivalent, then the images are conjugate in G.
The irreducible representations for every compact simply connected sim-
ple Lie group have been completely classified. For SU(2), we have the fol-
lowing proposition.
Proposition 2.7. For each n ≥ 1, SU(2) has a unique irreducible represen-
tation of dimension n. When n is even this representation is symplectic, and
when n is odd this representation is orthogonal.
We will use the standard notation φi : SU(2) → SU(i + 1) to denote
the unique i + 1-dimensional irreducible representation of SU(2) and φij to
denote φi ⊗ φj : U → SU((i + 1)(j + 1)). We note that, if S
1 = {diag(z, z) :
z ∈ C and |z| = 1} denotes the standard maximal torus of SU(2), then
φi(S
1) = {diag(zi, zi−2, ..., z−i)} ⊆ SU(i+ 1).
Some of the lower dimensional φi are more commonly known. The repre-
sentation φ1 : SU(2) → SU(2) is the inclusion map, φ2 : SU(2) → SO(3) ⊆
SU(3) is the canonical double cover map, and φ4 : SU(2)→ SO(5) ⊆ SU(5)
is the Berger embedding of SO(3) into SO(5). The representation φ6 has
image Bmax ⊆ SO(7), mentioned just after Theorem 1.1. The representation
φ11 : SU(2)
2 → SO(4) ⊆ SU(4) is the canonical double cover map.
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Proposition 2.7 implies that all irreducible representations of both SU(2)
and U are either orthogonal or symplectic, so φi = φi. Then Proposition 2.5
implies that a representation of either SU(2) or U is orthogonal (symplectic)
iff every irreducible symplectic (orthogonal) subrepresentation appears with
even multiplicity.
2.3 The Octonions and Clifford Algebras
The octonions O, sometimes referred to as the Cayley numbers, are an 8-
dimensional non-associative normed division algebra over R. The octonions
are alternative, meaning that the subalgebra generated by any two elements
of O is associative. In fact, if x, y ∈ O, then the algebra generated by x and
y is isomorphic to either R, C, or H. All of the necessary background may
be found in [13]. We will follow the conventions in [15].
Viewing O = H+Hl, where H denotes the division algebra of quaternions,
the multiplication is defined by
(a + bl) · (c+ dl) = (ac− db) + (da+ bc)l.
We use the canonical basis
{e0 = 1, e1 = i, e2 = j, e3 = k, e4 = l, e5 = il, e6 = jl, e7 = kl},
which we declare to be orthonormal. Then the multiplication table is given
in Table 2, where the entries are of the form (row) · (column).
e1 e2 e3 e4 e5 e6 e7
e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 −e3 −1 e1 e6 e7 −e4 −e5
e3 e2 −e1 −1 e7 −e6 e5 −e4
e4 −e5 −e6 −e7 −1 e1 e2 e3
e5 e4 −e7 e6 −e1 −1 −e3 e2
e6 e7 e4 −e5 −e2 e3 −1 −e1
e7 −e6 e5 e4 −e3 −e2 e1 −1
Table 2: Multiplication table for octonions
We use the octonions to construct an explicit embedding of Spin(7) into
SO(8). We will use this embedding to understand biquotients of the form
Spin(7)/SU(2)2.
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Consider the Clifford algebra
Cl8 ∼= R
16×16 =

[
A B
C D
]
: A,B,C,D ∈ R8×8
 .
We linearly embed O into Cl8 using left multiplication: if Lx ∈ R
8×8 denotes
left multiplication by x ∈ O, then we identify x ∈ O with x̂ =
[
0 −Lx
Lx 0
]
.
A simple calculation shows x̂ŷ =
[
−LxLy
−LxLy
]
. Polarizing the identity
LxLx = 〈x, x〉I8, which follows from the fact that O is normed and alterna-
tive, we conclude LxLy + LyLx = 2〈x, y〉I8. From here, a simple calculation
shows
x̂ŷ + ŷx̂ = −2〈x, y〉I16. (2.8)
We let S7 ⊆ O denote the unit length octonions. For v ∈ S7, we note
that v̂ ∈ O(16), which follows from the fact that Lv : O→ O is an isometry.
Further, we also point out that v̂v̂ =
[
−LvLv
−LvLv
]
= −I16. It follows
that v̂−1 = −v̂.
Proposition 2.9. If v ∈ S7, then conjugation by v̂ fixes v̂ and acts as −1
on v̂⊥ ⊆ Ô.
Proof. For x ∈ O, decompose it as x = λv+x⊥ with λ ∈ R and x⊥ orthogonal
to v. Then, using (2.8), we have
v̂x̂v̂−1 = −v̂x̂v̂
= −λv̂3 − v̂x̂⊥v̂
= λv̂ − v̂
(
−2〈x⊥, v〉I16 − v̂x
⊥
)
= λv̂ + v̂2x̂⊥
= λv̂ − x̂⊥.
The result follows.
Consider S6 ⊆ S7 ⊆ O consisting of the unit length purely imaginary
octonions. Let H denote the subgroup of Cl8 generated by pairs of elements
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in Ŝ6. Since Ŝ7 ⊆ O(16), it follows that H ⊆ O(16). Further, since H is
generated by
H ′ =
v̂ŵ =
[
LvLw 0
0 LvLw
]
: v, w ∈ S6
 ,
we see that, in fact, H is naturally a subgroup of ∆O(8) ⊆ O(8)× O(8) ⊆
O(16).
In fact, H is connected, so is a subgroup of ∆SO(8) ⊆ ∆O(8). To see
this, recall that the group generated by a path connected subset containing
the identity is path connected, and then simply note that I = î −̂i ∈ H ′.
Now, consider the map pi : H → SO(ÎmO) = SO(7) given by pi(h)ŷ =
hŷh−1.
Proposition 2.10. The map pi is a double cover, so H is isomorphic to
Spin(7).
Proof. We first show that pi has image contained in SO(7). For h = v̂ŵ ∈ H ′,
we see that, by Proposition 2.9, conjugation by h corresponds to a reflec-
tion along the w axis followed by a reflection along the v axis. This fixes
span{v̂, ŵ}⊥ ⊆ Ô and rotates the plane spanned by v̂ and ŵ by twice the
angle between v̂ and ŵ. Since 1̂ ∈ span{v̂, ŵ}⊥ for any v̂, ŵ ∈ Ŝ6, pi(h) really
is an element of SO(7), so pi(H ′) ⊆ SO(7). It follows that pi(H) ⊆ SO(7).
Also, pi is surjective. This follows because SO(7) is generated by pairs of
reflections.
Finally, we note that ker pi consists of precisely two elements. To see this,
note that î î = −I16 ∈ H
′ and î −̂i = I16 ∈ H
′, but pi(−I16) = pi(I16) = I.
Thus, ker pi contains at least 2 elements. On the other hand, because H is
connected and pi1(SO(7)) ∼= Z/2Z, ker pi contains at most 2 elements.
With this description of H = Spin(7) ⊆ SO(8), we now work towards
identifying the maximal torus TH = T
3 ⊆ Spin(7) ⊆ SO(8) and the projec-
tion pi : TH → T
3 ⊆ SO(7).
Proposition 2.11. Suppose v, w ∈ S6 ⊆ ImO are independent with angle α
between them and let Hvw denote the subalgebra of O generated by v and w.
Let 0 6= x ∈ H⊥vw ⊆ O. Then LvLw preserves each of the 2-planes
P1 = span{1, vw} P2 = P
⊥
1 ⊆ Huv
P3 = LxP1 P4 = LxP2
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and rotates each Pi through an angle α.
Proof. Since v and w are purely imaginary and independent, Hvw ∼= H. In
particular, on P1, P2 ⊆ Hvw, LvLw = Lvw. Because the automorphism group
of H acts transitively on the set of pairs of orthogonal unit length purely
imaginary quaternions, we may assume v = i, w = cos(α)i+sin(α)j, and so,
vw = − cos(α) + sin(α)k. Now a simple calculation shows that Lvw rotates
P1 = span{1, k} and P2 = span{i, j} by an angle of α.
For P3 and P4, since x and v are orthogonal, we see from (2.8) that v̂x̂ =
−x̂v̂. The top left 8× 8 block of the equation v̂x̂ = −x̂v̂ is −LvLx = LxLv.
Since v and x are purely imaginary, this shows Lv and Lx anti-commute.
Similarly, Lw and Lx anti-commute.
It follows that LvLwP3 = LvLwLxP1 = LxLvLwP1 is a rotation by angle
α as well, and similarly for P4 = LxP2.
For n = 1, 2, 3, we set v = e2n−1 and w = −(cos(θ)e2n−1 + sin(θ)e2n),
so v̂ŵ ∈ H . From the proof of Proposition 2.10, we know that pi(v̂ŵ) =
pi(−v̂ · ŵ) rotates e2n−1 towards e2n by an angle 2θ. On the other hand, using
Proposition 2.11, we may compute the matrix form of LvLw ∈ H ⊆ SO(8).
We work this out in detail when n = 3, so
v = e5 = il and w = −(cos(γ)(il) + sin(γ)(jl)).
Then, P1 = span{1, k}. Then LvLw1 = cos(θ) + sin(γ)k, so LvLw rotates 1
towards k.
On P2 = span{il, jl}, we compute
LvLw(il) = −(il)(cos(γ)(il)
2 + sin(γ)(jl)(il))
= −(il)(− cos(γ) + sin(γ)k) = cos(γ)(il)− sin(γ)(il)k
= cos(γ)(il)− sin(γ)(jl),
so LvLw rotates il towards −jl.
On P3 = i span{1, k} = span{i, j}, we compute
LvLwi = −(il)(cos(γ)(il)i+ sin(γ)(jl)i)
= −(il)(cos(γ)l + sin(γ)kl)
= − cos(γ)(il)l − sin(γ)(il)(kl)
= cos(γ)i− sin(γ)j.
Thus, LvLw rotates i towards −j.
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Finally, on P4 = i span{il, jl} = span{l, kl}¡ we have
LvLw(l) = −(il)(cos(γ)(il)l + sin(γ)(jl)l)
= −(il)(− cos(γ)i− sin(γ)j)
= cos(γ)(il)i+ sin(γ)(il)j
= cos(γ)l − sin(γ)kl.
Thus, LvLw rotates l towards −kl.
Putting this all together, it follows that when
v = il and w = −(cos(γ)(il) + sin(γ)(jl)),
that LvLw has the matrix form
A3 =

cos γ − sin γ
cos γ sin γ
− sin γ cos γ
sin γ cos γ
cos γ sin γ
cos γ sin γ
− sin γ cos γ
− sin γ cos γ

.
We letR(θ) denote the standard rotation matrix, R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
,
and we use the shorthand R(θ1, ..., θk) to denote the block diagonal matrix
diag(R(θ1), R(θ2), ..., R(θk)) or (R(θ1), ..., R(θk), 1) as appropriate. In this
notation, we have now proven that pi(A3) = R(0, 0, 2γ) ∈ SO(7).
In an analogous fashion, one can show that when v = i and w = −(cos(α)i+
sin(α)j), then LvLw has the matrix form
A1 =

cosα sinα
cosα sinα
− sinα cosα
− sinα cosα
cosα − sinα
cosα sinα
− sinα cosα
sinα cosα

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with pi(A1) = R(2α, 0, 0). In addition, when v = k and w = −(cos(β)k +
sin(β)l), then LvLw has the matrix form
A2 =

cos β sin β
cos β sin β
cos β − sin β
cos β sin β
− sin β cos β
sin β cos β
− sin β cos β
− sin β cos β

with pi(A2) = R(0, 2β, 0).
One can easily verify that the Ai matrices commute, so they can be
simultaneously conjugated to the standard maximal torus of SO(8). In fact,
if we set B =

0 0 0 1 0 0 0 1
1 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 −1
1 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 0
0 0 −1 0 0 0 1 0
0 1 0 0 0 1 0 0
0 0 −1 0 0 0 −1 0

, it is easy to verify that
BA1A2A3B
−1 = R(θ1, θ2, θ3, θ4) with
θ1 = α + β − γ θ2 = α− β − γ
θ3 = α− β + γ θ4 = α + β + γ.
Thus, we have proven the following.
Proposition 2.12. Up to conjugacy, the maximal torus of H, TH ⊆ H =
Spin(7) ⊆ SO(8) is given as R(θ1, θ2, θ3, θ4) with θi as above. In addition,
the projection pi : H → SO(7) maps R(θ1, θ2, θ3, θ4) to R(2α, 2β, 2γ).
Because checking whether a biquotient is effectively free reduces to check-
ing conjugacy of elements in a maximal torus, we must determine when two
elements of TSpin(7) ⊆ Spin(7) ⊆ SO(8) are conjugate in Spin(7). To that
end, recall the maximal torus of SO(8) consists of elements of the form
R(λ1, λ2, λ3, λ4) and the Weyl group WSO(8) acts by arbitrary permutations
of the λi together with an even number of sign changes of the λi.
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We also note that, with θi defined as above, that θ1 + θ3 = θ2 + θ4. The
Weyl group of Spin(7), WSpin(7), acts as arbitrary permutations of (α, β, γ)
as well as an arbitrary number of sign changes.
Proposition 2.13. Two elements of TH ⊆ H ⊆ SO(8), defined by the
equation θ1 + θ3 = θ2 + θ4, are conjugate in Spin(7) iff there is an element
in WSO(8) which preserves T and maps the first element to the second.
Proof. We first note that the action of every element of WSpin(7) on T is the
restriction of the action of some element in WSO(8) which preserves T . To see
this, note it is enough to check it on a generating set ofWSpin(7). The element
which interchanges α and β is the restriction of the element of WSO(8) which
interchanges θ2 and θ3 and negates them both, so preserves T . Similarly, in-
terchanging β and γ corresponds to swapping θ1 and θ3. Finally, the element
of WSpin(7) which negates β corresponds to simultaneously interchanging θ1
and θ2 and interchanging θ3 and θ4. It is easy to see that these elements
generate all of WSpin(7), and so this proves the “only if” direction.
To prove the “if” direction, we first note that |WSpin(7)| = 48, so at least
48 elements of WSO(8) preserve T . We now prove there are no more.
Consider the action of WSO(8) on the set of all rank 3 sub-tori of the
maximal torus of SO(8). Because WSO(8) acts as an arbitrary permutation
of the θi, the orbit of the maximal torus of Spin(7) ⊆ SO(8) contains at least
the 3 tori defined by the equations θ1 + θ3 = θ2 + θ4, θ1 + θ2 = θ3 + θ4, and
θ1 + θ4 = θ2 + θ3. In addition, because WSO(8) also acts by changing an even
number of signs, the torus defined by the equations −θ1−θ3 = θ2+ θ4 is also
in the orbit. By the orbit-stabilizer theorem, we have |Orbit||Stabilizer| =
|WSO(8)| = 192. Since we have already shown the stabilizer has a subgroup of
size 48 and that the order of the orbit is at least 4, it follows that the order
of the stabilizer is precisely 48.
3 Biquotients of the form SO(7)/SU(2)2 and
Spin(7)/SU(2)2
In this section, we prove Theorem 1.1 in case of G = SO(7) and G = Spin(7)
We begin by listing all homomorphisms, up to equivalence, from SU(2)
and SU(2)2 into SO(7). Because SU(2) is simply connected, every such
homomorphism lifts to Spin(7).
To determine which give rise to effectively free biquotient actions, we
first classify all effectively free biquotient actions of SU(2) on Spin(7), finding
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precisely 12. We then check directly that all 12 of these descend to effectively
free actions of SU(2) on SO(7).
We use the classification of biquotients of the form Spin(7)/SU(2) and
Lemma 2.3 to classify biquotients of the form Spin(7)/SU(2)2. It fol-
lows from the classification that, with one exception, for each effectively
free biquotient action of SU(2)2 on Spin(7), either the point (−I, I) or
(I,−I) ∈ H2 ⊆ SO(8)2 is in the image of SU(2)2. Proposition 2.4 then
implies that each of these actions descends to an effectively free action of
SU(2)2 on SO(7). The exceptional case is easily checked.
Classifying homomorphisms from SU(2) into SO(7) is simply classifying
all orthogonal 7-dimensional representations of SU(2). To begin with, we
note there is a natural bijection between partitions of 7 and 7-dimensional
representations of SU(2). As mentioned in Section 2, Proposition 2.5 implies
that a sum of representations of SU(2) is orthogonal if and only if each
symplectic φi, that is, those with i odd, appears with even multiplicity. Thus,
we seek partitions in which every even number appears an even number of
times. Compiling these, we obtain Table 3.
Representation Image of TSU(2) ⊆ SO(7)
4φ0 + φ2 R(2θ, 0, 0)
3φ0 + 2φ1 R(θ, θ, 0)
2φ0 + φ4 R(4θ, 2θ, 0)
φ0 + 2φ2 R(2θ, 2θ, 0)
2φ1 + φ2 R(2θ, θ, θ)
φ6 R(6θ, 4θ, 2θ)
Table 3: Nontrivial homomorphisms from SU(2) into SO(7)
We recorded the image of the maximal torus, which is actually a subset
of SO(6), as this will be essential for determining whether a given biquotient
action is effectively free or not.
For each entry in Table 3, after lifting to Spin(7) and including this into
SO(8), we obtain an 8-dimensional orthogonal representation of SU(2).
For example, one can easily verify that if one chooses α = θ, β = γ = 0,
then image of the maximal torus of SU(2) is, in this case, R(α, α, α, α) ∈
Spin(7) ⊆ SO(8) which projects to diag(R(2α), 1, 1, 1, 1, 1) ∈ SO(7). Hence,
the lift of 4φ0 + φ2 is, up to conjugacy, 4φ1. Continuing in this fashion, we
obtain Table 4.
In a similar fashion, one can classify all homomorphisms, up to equiva-
lence, from U = SU(2)2 to SO(7). Recalling that the dimension of φij is
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Name Representation α β γ Image of TSU(2) ⊆ H ⊆ SO(8)
A 4φ0 + φ2 θ 0 0 R(θ, θ, θ, θ)
B 3φ0 + 2φ1
1
2
θ 1
2
θ 0 R(θ, 0, 0, θ)
C 2φ0 + φ4 2θ θ 0 R(3θ, θ, θ, 3θ)
D φ0 + 2φ2 θ θ 0 R(2θ, 0, 0, 2θ)
E 2φ1 + φ2
1
2
θ 1
2
θ θ R(0,−θ, θ, 2θ)
F φ6 θ 2θ 3θ R(0,−4θ, 2θ, 6θ)
Table 4: Lifts of homomorphisms from SU(2) to SO(7) into Spin(7) ⊆ SO(8)
(i + 1)(j + 1), one first tabulates a list of all representations of U of total
dimension 7. Since orthogonal representations correspond to those represen-
tations for which every φij with i and j of different parities appears with even
multiplicity, one easily finds all 7-dimensional orthogonal representations of
SU(2)2. Table 5 records all of the representations with finite kernel up to
interchanging the two SU(2) factors; those with infinite kernel are a com-
position SU(2)2 → SU(2) → SO(7) where the first map is one of the two
projection maps and the second is listed in Table 4.
Representation Image of TU ⊆ SO(7) Lift TU ⊆ H ⊆ SO(8)
3φ00 + φ11 R(θ + φ, θ − φ, 0) R(θ, φ, φ, θ)
φ00 + φ20 + φ02 R(2θ, 2φ, 0) R(θ + φ, θ − φ, θ − φ, θ + φ)
2φ10 + φ02 R(2φ, θ, θ) R(φ, φ− θ, φ, θ + φ)
φ11 + φ02 R(2φ, θ + φ, θ − φ) R(θ + φ, 0, φ− θ, 2φ)
Table 5: Immersions from SU(2)2 into SO(7) and Spin(7) ⊆ SO(8)
We now investigate which pairs of homomorphisms give rise to effectively
free actions. We begin with the homomorphisms with domain SU(2), found
in Table 3.
Proposition 3.1. Suppose f = (f1, f2) : SU(2) → Spin(7)
2 ⊆ SO(8)2 with
both f1 and f2 nontrivial. Then f induces an effectively free biquotient action
of SU(2) on Spin(7) if and only if up to order, we have
(f1, f2) ∈ {(A,B), (A,D), (A,E), (A, F ), (C,E), (D,E)}
Proof. Recall that a biquotient action defined by (f1, f2) is effectively free
if and only if for all z ∈ TSU(2), if f1(z) is conjugate to f2(z) in G, then
f1(z) = f2(z) ∈ Z(G). It immediately follows that f1 and f2 must be distinct,
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and that if either f1 or f2 is the trivial homomorphism, then the action is
automatically free, which accounts for 6 homogeneous examples. This leaves(
6
2
)
= 15 pairs of homomorphisms to check. We present a few of the relevant
calculations.
As shown in Proposition 2.13, two elements in T ⊆ Spin(7) are conjugate
in Spin(7) iff they are conjugate in SO(8) by an element which preserves
T . We recall that the Weyl group acts on an element R(θ1, ..., θ4) in the
maximal torus of SO(8) by arbitrary permutations and an even number of
sign changes.
For the pair (D,E), the two images of the maximal tori are R(2θ, 0, 0, 2θ)
and R(0,−θ, θ, 2θ). If, up to permutations and an even number of sign
changes, these are equal, then we must either have θ = 0 or 2θ = 0. Of
course, the first case only arises when both matrices are the identity matrix,
so we focus on the second case. If 2θ = 0, the first matrix becomes I,
which then forces the second to be I as well. Hence, these two elements are
conjugate iff they are both the identity, and so the action is effectively free.
On the other hand, the pair (C,D) does not give rise to an effectively
free action. The images of the two maximal tori are R(3θ, θ, θ, 3θ) and
R(2θ, 0, 0, 2θ). Choosing θ = 2pi/3, we obtain the matrices
R(0, 2pi/3, 2pi/3, 0) and R(4pi/3, 0, 0, 4pi/3) = R(−2pi/3, 0, 0,−2pi/3).
Consider the element w ∈ WSO(8) with w(θ1, θ2, θ3, θ4) = −(θ2, θ1, θ4, θ3).
The one easily sees that w maps the first torus element to the second and
w preserves the maximal torus of Spin(7). By Proposition 2.13, these two
torus elements are conjugate in Spin(7). Since they are not in Z(Spin(7)) =
{±I} ⊆ SO(8), it follows that this action is not effectively free.
One can easily verify that each pair listed in Proposition 3.1 descends
to an effectively free action on SO(7). For example, for the pair (D,E),
the image of the maximal torus in SO(7) consists of matrices of the form
R(2θ, 2θ, 0) and R(2θ, θ, θ). If these matrices are conjugate in SO(7), then
either θ = 0, which forces both matrices to be the identity, or 2θ = 0. Substi-
tuting this in to the first matrix gives the identity matrix, which then forces
the second matrix to be the identity. Hence, these matrices are conjugate iff
they are both the identity, so the action is free.
We now classify all biquotients of the form Spin(7)/SU(2)2. Our main
tool is Lemma 2.3 which asserts that for any f = (f1, f2) : SU(2)
2 →
Spin(7)2, if (f1, f2) defines an effectively free action, then after restricting
f to a maximal torus T 2 ⊆ SU(2)2 with parameters θ and φ, that setting
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θ = 1, φ = 1, or θ = φ must result in a pair of homomorphisms from
Proposition 3.1.
Proposition 3.2. Suppose (f1, f2) : SU(2)
2 → Spin(7)2 defines an effec-
tively free action of SU(2)2 on Spin(7) with f1 nontrivial. Then either f2 is
trivial, or, up to interchanging f1 and f2, the pair (f1, f2) is a lift of a pair
in Table 1.
Proof. A homomorphism f : U = SU(2)2 → G2 is nothing but a pair of
homomorphism fi : U → G. We break the proof into cases depending on
whether or not each fi has finite kernel or infinite kernel. If fi has finite kernel,
it is, up to interchanging the two SU(2) factors, the lift of a representation
found in Table 5. On the other hand, fi has infinite kernel (but is non-trivial),
it is given as the lift of a projection to either factor composed with an entry
in Table 4.
To facilitate the use of Lemma 2.3, we record in Table 6, for each repre-
sentation in Table 5, the restriction of this representation to the three natural
SU(2) subgroups.
Representation θ = 0 φ = 0 θ = φ
3φ00 + φ11 B B A
φ00 + φ20 + φ02 A A D
2φ10 + φ02 A B E
φ11 + φ02 E B D
Table 6: Restrictions of SU(2)2 → Spin(7) to SU(2) subgroups
We first handle the case where both fi have finite kernel. The first two
representations in Table 6 are symmetric in θ and φ, but the last two are not.
It follows that, in addition to checking all
(
4
2
)
= 6 pairs of representations in
Table 6, that we also must check (2φ10 + φ02, φ11 + φ20). With the exception
of (3φ0 + φ11, φ00 + φ20 + φ02), the remaining 6 pairs have at least one non-
effectively free restriction, that is, at least one restriction which is not found
in Proposition 3.1. In the exceptional case, one easily sees that θ = 2pi
5
and φ = 4pi
5
gives rise to a non-central conjugacy in Spin(7), so the induced
action is not effectively free. This completes the case where both fi have
finite kernel.
So, we assume f2 has infinite kernel. This implies that one of the re-
strictions is the trivial representation, while the other two must be the same.
This immediately rules out the case f1 = 3φ00+φ11, because the only pair in
Proposition 3.1 containing B is (A,B), which then forces the θ = φ restriction
to be (A,A), so the induced action is not effectively free.
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Similarly, if f1 = φ00+φ20+φ02, then f2 = E is the only possibility which
is not ruled out by Lemma 2.3. In this case, one has R(θ+φ, θ−φ, θ−φ, θ+φ)
and R(0,−θ, θ, 2θ). If these are conjugate, then θ = ±φ (mod 2pi), either
case of which gives rise to the pair (D,E). Hence, by Proposition 3.1, this
action is effectively free.
If f1 is one of the remaining two representations with finite kernel, then
the φ = 0 restriction forces f2 to either only depend on φ, or f2 = A with the
variable θ. In the latter case, one easily verifies that both choices of f1 give
rise to effectively free biquotients, we now assume f2 depends only on φ. If
f1 = 2φ10 + φ02, the Proposition 3.1 implies f2 = D, and, if f1 = φ11 + φ02,
then f2 = A. One easily verifies that both of these give rise to effectively free
actions.
We have now handled the case where f1 has finite kernel, so we may
assume f1 and f2 both have infinite kernel. The φ = θ restriction implies
that the only cases which can possibly give rise to effectively free actions are
those given in Proposition 3.1, where we assume f1 only depends on θ, while
f2 depends only on φ. One easily sees that the first five entries give rise to
effectively free actions.
For example, for (C,E), the two images of the maximal tori given by
R(3θ, θ, θ, 3θ) and R(0,−φ, φ, 2φ). They are not even conjugate in SO(8),
unless θ = 0.
The last entry, (D,E), does not give rise to an effectively free action. The
images of the maximal torus are R(2θ, 0, 0, 2θ) and R(0,−φ, φ, 2φ). Setting
θ = pi/2 and φ = pi gives a non-central conjugacy in Spin(7).
We note that, as a corollary to the proof, for 9 of the 10 effectively free
biquotients, the map (f1, f2) : SU(2)
2 → Spin(7)2 ⊆ SO(8)2 defining the ac-
tion has either (−I, I) or (I,−I) in its image, so Proposition 2.4 implies each
of these descends to a biquotient of the form SO(7)/SU(2)2. The exceptional
case is given by the pair (2φ10 + φ02, φ00 + 2φ02). As a representation into
SO(7), the two images of the maximal tori are R(θ, θ, 2φ) and R(2φ, 2φ, 0). If
these are conjugate in SO(7), then either θ = 0 or 2φ = 0. Either case forces
the other case to hold, so these matrices are only conjugate when both are
the identity. It follows that this action of SU(2)2 on SO(7) is effectively free,
finishing the proof of Theorem 1.1 in the case of G = SO(7) or G = Spin(7).
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4 G = SU(4) or G = G2 × SU(2)
In this section, we complete the proof of Theorem 1.1 in the case of G =
SU(4) and G = G2 × SU(2).
We begin with the case G = SU(4). We note that there are, up to equiv-
alence, precisely 5 homomorphisms from SU(2) to SU(4), corresponding to
the 5 partitions of 4. These are listen in Table 7. Similarly, up to equiva-
lence, there are precisely 2 homomorphisms SU(2)2 → G with finite kernel:
φ10 + φ01 and φ11. The image of TSU(2)2 is, respectively, diag(z, z, w, w) and
diag(zw, zw, zw, zw).
Representation Image of TSU(2)
4φ0 diag(1,1,1,1)
2φ0 + φ1 diag(z, z, 1, 1)
φ0 + φ2 diag(z
2, 1, z2, 1)
φ3 diag(z, z
3, z, z3)
2φ1 diag(z, z, z, z)
Table 7: Homomorphisms from SU(2) into SU(4)
As in the proof of the case G = SO(7), we first classify all effectively free
actions of SU(2) on SU(4). The proof is carried out just as in Proposition
3.1, which the only change being that two diagonal matrices in SU(4) are
conjugate iff the entries are the same, up to order.
Proposition 4.1. Suppose f = (f1, f2) : Sp(1) → G
2 with f1 nontrivial.
Then f induces an effectively free biquotient action of SU(2) on G if and only
if either f2 is trivial or, up to interchanging f1 and f2, (f1, f2) is equivalent
to
(2φ0 + φ1, 2φ1) or (φ0 + φ2, 2φ1).
We may now use Lemma 2.3 to complete the proof of Theorem 1.1 in the
case of G = SU(4).
Proposition 4.2. Table 1 lists all of the inhomogeneous biquotients of the
form SU(4)/SU(2)2.
Proof. As in the proof of Theorem 1.1 in the case of G = SO(7), we only
consider (fi, fj) with fi 6= fj , and neither fi the trivial map. Taking into
account the symmetry of interchanging z and w, we reduce the number to 15
pairs to check. Finally, Lemma 2.3 reduces this number down to 3, of which
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only one does not give rise to an effectively free action. We now provide the
computations for these three cases.
Consider the action induced by (φ10+φ01, φ11), with maximal torus given
by
(diag(z, z, w, w), diag(zw, zw, zw, zw)).
We set w = z3 and choose z to be a nontrivial 5th root of unity. Then the
image on the left is (z, z4, z3, z2) while the image on the right is (z4, z, z3, z2).
These two matrices are clearly conjugate in SU(4), but neither is an element
of Z(SU(4)) = {±I}.
On the other hand, the action given by (diag(z, z, 1, 1), diag(w,w, w, w))
is effectively free because if two such matrices are conjugate, we must have
w = 1, which then forces z = 1.
Finally, the action given by (diag(z, z, z, z), diag(w2, 1, w2, 1)) is effec-
tively free since to be conjugate we require z = 1, which then forces w = 1.
We now complete the proof of Theorem 1.1 in the last case case, when
G = G2 × SU(2).
As mentioned in Section 2, up to conjugacy, the identity map SU(2) →
SU(2) is the unique non-trivial homomorphism. It follows that, up to equiv-
alence, there are precisely two non-trivial biquotient actions of SU(2) on
itself: left multiplication, and conjugation. In particular, for any U action
on SU(2), at least one SU(2) factor of U acts trivially.
The left multiplication action is clearly transitive, and thus, gives rise to
a non-reduced biquotient. If SU(2) acts either trivially or by conjugation on
itself, then I is a fixed point of the action. It follows that if neither factor of
U = SU(2)2 acts transitively on the SU(2) factor of G, that, in fact, U must
act freely on G2.
As shown in [14], there is a unique effectively free biquotient action of
U on G2, giving rise to the exceptional symmetric space G2/SO(4). It
follows that there are precisely three non-reduced biquotients of the form
G2 × SU(2)/U : either U acts trivially on the SU(2) factor of G (giving the
homogeneous space (G2/SO(4))×SU(2)), or one of the two SU(2) factors of
U acts by conjugation on the SU(2) factor of G, giving the last two entries.
We note that, as mentioned in [14], the two normal SU(2)s in SO(4) have
different Dynkin indices in G2. It follows that these two actions are not
equivalent.
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