For an optimization problem with an 1 L norm objective function subject to an 2 L norm inequality constraint, this paper shows that there is an approximately linear relationship between the 1 L norm objective functional values and the 2 L norm specifications. This relationship is verified through the use of random and real world industrial data. The obtained results can be employed for 1) estimating the 1 L norm objective functional value without solving the optimization problem numerically; 2) providing an insight for defining the 2 L norm specification in which a simple method is proposed in this paper; and 3) testing whether the obtained solutions are the globally optimal solutions or not. These advantages are demonstrated via the use of random data.
Introduction
Denote 
Since only few coefficients are required for the representations of the signals, hardware implementations of these representations are very efficient. Actually, the optimal representations of the signals of many industrial databases can be formulated as sparse optimization problems [1] - [3] . Hence, the signal representations via the sparse optimizations has drawn a great attention in recent decade [11] - [13] . Denote
( )

A rank
as the total number of independent rows or the total number of independent columns of A . It is worth noting that * 0 x may not be unique for any arbitrary L norm operator, it is a common practice to replace the 0 L norm operator in (1) by the 1 L norm operator [4] - [7] . Denote 1 || || x as the 1 L norm of x . Let * 1
x be the optimal solution of the 1 L norm optimization problem. 1 1 .
Here, This 1 L norm problem can be solved via linear programming approaches. For using the 1 L norm operator, several conditions that guarantee * * = 1 0 x x have been derived [5] - [7] . However, these conditions are derived based on deterministic approaches, so they are only sufficient conditions which are too tight to be applied to practical industrial problems. With the probabilistic framework, some relaxed conditions are derived [4] . Denote
as the solution of (1) and ρ as a constant between 0 and 1. It is shown in [4] 
Under ideal circumstances, the constraint in (2) can be satisfied exactly. However, if y contains a significant amount of noise which is a typical condition in industrial environments, then satisfying the constraint in (2) exactly is not meaningful. For this case, the equality constraint is relaxed to an inequality constraint. Denote 2 
|| || x
as the 2 L norm of x . Denote ε as the acceptable user defined bound on the 2 L norm of the difference between the original signal and the reconstructed signal. Let * ε x be the optimal solution of the 1 L norm inequality constrained optimization problem. That is: [9] are solved instead by the least angle regression (LARS) algorithms or the least absolute shrinkage and selection operator (LASSO) algorithms. However, these optimization problems are different from the original optimization problems (the optimization problems with the 1 L norm objective functions subject to the 2 L norm specifications). Hence, the obtained solutions of these optimization problems are different. ε is equal to the probability that a chi square with m degrees of freedom exceeds its mean by at least two standard deviations. This quantity is about 2.5% when m is not too small. However, this approach is based on a statistical model and the noise characteristics are known. Nevertheless, the system model may not be probabilistic. Even though the system model is probabilistic, the noise characteristics are unknown in practical situations. Hence, it is important to derive a methodology to determine the value of ε when the system model is not probabilistic or the noise characteristics are unknown. This paper is to address this issue.
Since it is of significantly important to adaptively choose ε to obtain the best representation, it is required to investigate the relationship between 1 || || * ε x and ε . Although the empirical relationship between the 2 L norm objective functional values and the ∞ L norm specifications has been recently investigated [10] , the relationship between the 1 L norm objective functional values and the 2 L norm specifications has not been studied yet. Unlike the optimization problems with the 2 L norm objective functions subject to the 1 L norm specifications where their feasible sets are the convex hulls of a set of vertices and bounded by linear hyperplanes, the feasible sets of the optimization problems with the 1 L norm objective functional values subject to the 2 L norm specifications are not characterized by the convex hulls of a set of vertices and not bounded by linear hyperplanes. Hence, this kind of optimization problems cannot be solved via conventional LARS algorithms or LASSO algorithms. In fact, these optimization problems are highly non-traceable. It is very difficult to find their analytical solutions and to characterize the relationship between 1 || || * ε x and ε analytically. This paper is to address this very important issue.
The outline of this paper is as follows. The approximate linear relationship between the 1 L norm objective functional values and the 2 L norm specifications is presented in Section 2. A design of the 2 L norm specification is proposed in Section 3. Finally, conclusions are drawn in Section 4.
2.
Approximate linear relationship between 1 L norm objective functional values and 2
L norm specifications
The explanation of having the approximate data independent linear relationship between the 1 L norm objective functional values and the 2 L norm specifications is as follow. Since the optimization problem is convex and the globally optimal solution of the corresponding unconstrained optimization problem is not in the feasible set of the original optimization problem, the globally optimal solution of the original optimization problem is on the boundary of its feasible set. This implies that the globally optimal solution of the original optimization problem can be governed by an equality constraint defined by the specification bound multiplied by the unit vector. By representing the globally optimal solution into two subvectors
• 2 x , the above equality constraint can be used to eliminate one subvector • 1 x in terms of another subvector • 2 x and the unit vector. Also, the 1 L norm objective function can be expressed in terms of one subvector • 2 x and the unit vector. On the other hand, since the globally optimal solution is sparse, the globally optimal solution can also expressed as two subvectors 1 z and 2 z in which one subvector 1 z is not sparse and the other subvector 2 z is very small. Here, we have two sets of subvectors {
• 2
x } and { 1 z , 2 z } in which they are related by a simple row operation. As one subvector 2 z is very small, we can assume that this subvector 2 z is the zero vector. This implies that we have another equality constraint governing the relationship between the unit vector and the original subvector • 2 x via the row operation. As a result, we have a relationship between another subvector 1 z and the unit vector. Hence, the original optimization problem can be approximated by an optimization problem with the 1 L norm objective function of the unit vector subject to this unit vector constraint. This optimization problem can be represented by an optimization problem with a linear objective function subject to the unit vector constraint. By using the Lagrange approach, the form of the unit vector is obtained. Hence, the form of the approximated globally optimal solution of the original optimization problem can be obtained accordingly. are in the same direction, as well as only considering ε within a small neighborhood, then the approximation should be accurate enough for most practical situations.
To verify the approximate linear relationship between 1 || || * ε x and ε , many test pairs of A and y are generated. After performing these tests, it is found that the approximate linear relationship between 1 || || * ε x and ε is valid for all these pairs of A and y . Only three types of experiments are presented below to support the proposed assertions because of the page limit.
Experiment 1: Signals satisfying the condition in (3)
Here, the relationship between 
It is found that the relative 2 L norm error is around 1.8%. All these 100 test pairs of A and y show similar results. . Here, 40 = m and 400 = n as well as A is randomly generated as above and the elements in y are also independently and randomly generated from a zero mean Gaussian distribution. L norm error is found to be around 2.6%. On the other hand, it is also found that an approximate linear relationship exists between L norm error is found to be 0.000046%. Again, all these 100 test pairs of A and y show similar results. 
Experiment 3: Trials using data from experimental measurements
To more readily demonstrate the application potential of the proposed relationships, vibration data from an industrial gas turbine taken over a 1 month period is illustrated as shown in Fig. 6 . y is taken directly from the first 100 samples of data and then normalized to unit energy. On the other hand, 1 A is taken from the second 100 samples of the data and then normalized to unit energy. Similarly, successive columns of A is taken from successive 100 samples of the data and then normalized to unit energy. x is given by:
From Appendix A, we can see that theoretically x by (7) will be very close to the true value. 
Design of
Since A , * ε x and y are known, let x is an optimal solution of (4 
Now, (11) can be used to choose ε . Beside, since the problems in (4) are not traceable, it is difficult to guarantee that the obtained solutions are the globally optimal solutions. By using the obtained results in Property 1, it is easier to test whether the obtained solutions are the globally optimal solutions or not.
To illustrate the appropriateness of the proposed method for designing ε , a random and the reconstruction error. For image coding, the compression ratio is dependent on the scarcity of the coefficients and the reconstruction error is dependent on the peak signal to noise ratio. In order to achieve a high coding gain, a good tradeoff between the scarcity of the coefficients and the reconstruction error is required. This problem can be approximated by the optimization problem with an 1 L norm objective function subject to the 2 L constraint. Hence, our proposed method could provide a good solution for this application. 
Conclusions
The main contributions of this paper are to study the relationship between the 1 L norm objective functional values and the 2 L norm specifications of sparse optimization problems. By making some assumptions and approximations, the proof of this property is given. To verify the validity of the assumptions and the approximations, three types of experiments are conducted. The first type of experiments is based on the signals satisfying the condition in (3). The second type of experiments is based on the randomly signals in which the condition in (3) is not satisfied. Finally, the third type of experiments is based on signals from experimental measurements. It is found that the relative 2 L norm errors for the first type of experiments, the second type of experiments and the third type of experiments are around 2.3%, 2.6% and 0.2%, respectively. This demonstrates that the relationship between the 1 L norm objective functional values and the 2 L norm specifications of sparse optimization problems is approximately linear. The obtained results can be employed for 1) estimating the 1 L norm of the optimal solution without recourse to numerical algorithms; 2) providing an insight for defining the 2 L norm specification; and 3) testing whether the obtained solutions are the globally optimal solutions or not.
Appendix A
The detail explanations of the near affine linear relationship between the 1 L norm objective functional values and the 2 L norm specifications is as follows. together. In fact, this is a row operation. Hence, there exists a It is worth noting that . Now, the above optimization problem is equivalent to the following optimization problem: remain unchanged within this small neighborhood of ε too. As a result, we have the same row operations. That is, 1 R , 2 R , 3 R and 4 R remain unchanged and they can be treated as constant matrices within the small neighborhood of ε . Let λ be the Lagrange multiplier. Define the corresponding Lagrange function as ( ) In other words, we have x . 1 A being not invertible implies that there are less than m linear independent equations. As we do not have any degree of freedoms on choosing the variables in y , in general these equations are not feasible.
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