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Abstract
Transformed diffusions (TDs) have become increasingly popular in financial modelling
for their model flexibility and tractability. While existing TD models are predominately
one-factor models, empirical evidence often prefers models with multiple factors. We pro-
pose a novel distribution-driven nonlinear multi-factor TD model with latent components.
Our model is a transformation of a underlying multivariate Ornstein Uhlenbeck (MVOU)
process, where the transformation function is endogenously specified by a flexible parametric
stationary distribution of the observed variable. Computationally effi cient exact likelihood
inference can be implemented for our model using a modified Kalman filter algorithm and
the transformed affi ne structure also allows us to price derivatives in semi-closed form. We
compare the proposed multi-factor model with existing TD models for modelling VIX. Our
results show that the proposed model outperforms all existing TD models both in the sample
and out of the sample consistently across all categories and scenarios of our comparison.
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A parametric univariate or one-factor continuous-time diffusion process, say {Yt, t ≥ 0}, is usually
described by the following Stochastic Differential Equation (SDE):
dYt = µY (y;ψ) dt+ σY (Yt;ψ) dWt (1)
where µY (y;ψ) and σ
2
Y (y;ψ) are, respectively, the drift and diffusion functions with parameter
ψ and {Wt, t ≥ 0} is a standard Brownian motion. Maximum Likelihood (ML) is usually the
preferred method of estimation. However, except for a few special cases such as the Geometric
Brownian Motion (GBM) (c.f. Black and Scholes 1973), the Ornstein Uhlenbeck (OU) process
(c.f. Vasicek 1977) and the square-root or CIR process (c.f. Cox et al. 1985), most continuous-
time diffusion models do not possess closed-form transition densities. Nevertheless, nonlinearities
beyond the assumptions of these models are often documented in the literature (c.f. Aït-Sahalia
1996b, Stanton 1997, Bu et al. 2011, Eraker and Wang 2015, and Bu, Cheng and Hadri 2017).
One strand of literature aims to find a balance between model flexibility and tractability with no
recourse to density approximations. These studies advocate the use of the so-called transformed
diffusion (TD) models. TDs are usually nonlinear transformations of tractable, typically affi ne,
underlying diffusions (UDs). Hence, TDs are potentially flexible diffusion models capable of cap-
turing nonlinear features in the data while at the same time possess some desirable analytical and
statistical tractability inherited from the more tractable UDs. Primary examples of TDs, among
others, include Ahn and Gao (1999), Bu et al. (2011), Goard and Mazur (2013), Forman and
Sørensen (2014), Eraker and Wang (2015), and most recently Bu, Jawadi and Li (2017), Bu et al.
(2018).
We propose a novel distribution-driven nonlinear multi-factor TD model with latent compo-
nents. While our approach is applicable to general multi-factor UDs, we propose more specifically
a model that is the transformation of a multivariate Ornstein Uhlenbeck (MVOU) process with
latent components, where the transformation function is endogenously determined by a flexible
parametric specification of the stationary distribution of the observed variable. We show that
exact ML inference for our model can be made effi ciently by a modified Kalman filter algorithm.
We examine the empirical performance of a two-factor specification of the proposed model in
comparison with existing models for modelling the dynamics of VIX and for pricing VXF con-
tracts. We base our comparison on both the in-sample model fitness criteria and the out-of-sample
Root Mean Square Forecasting Error (RMSFE) for modelling VIX. Our results strongly favor our
distribution-driven two-factor model, which outperforms all alternative TD models strongly and
consistently across all the categories and scenarios of our comparison.
2. A Multi-Factor Transformed Diffusion Model
2.1. The Framework
The TD approach assumes that the observed diffusion process Y is a strictly monotone and
suffi ciently smooth function of some UD X. More specifically, it assumes that
Yt = V (Xt;ϑ) (2)
dXt = µX (Xt;ω) dt+ σX (Xt;ω) dWt (3)
where µX (Xt;ω) and σ
2
X (Xt;ω) are the drift and diffusion functions of X with parameter ω.
V (x;ϑ) or equivalently its unique inverse U (y;ϑ) = V −1 (y;ϑ) is known as the transformation func-
tion with parameter ϑ, satisfying ∂V (x;ϑ)/∂x 6= 0 for all x on its domain DX . More specifically,
let pX (x|x0,∆;ω) and pY (y|y0,∆;ψ) be the transition density function of X and Y , respectively,
where ∆ is the time interval. It follows immediately that
pY (y|y0,∆;ψ) = |U ′ (y;ϑ)| pX (U (y;ϑ) |U (y0;ϑ) ,∆;ω)
Suppose that we wish to model a diffusion process Y , assuming that Yt = V (Xt;ϑ). Crucially,
we now assume that the SDE of X can be written as
dXt = µX (Xt; θt, ω) dt+ σX (Xt; θt, ω) dWX,t (4)
dθt = µθ (θt;Xt, ω) dt+ σθ (θt;Xt, ω) dWθ,t (5)
where θt is a latent process. The two-dimensional vector Zt = (Xt, θt)
T follows a bivariate dif-
fusion system with parameter ω. It is important to assume that the bivariate diffusion Z satisfy
the regularity conditions set out in Aït-Sahalia (2008, Assumptions 1-4) which ensure that Z
admits a unique weak solution in terms of the bivariate transition density pZ (z|z0,∆;ω). It
then follows that continuous-time dynamics and the transition density of the transformed system
Z̃t = (Yt, θt)
T = (V (Xt) , θt)
T can be obtained by the multivariate version of the Ito’s Lemma and
the usual Jacobian method, respectively.
3. Empirical Comparison
3.1. The Data
We compare the empirical performance of the newly proposed distribution-driven multi-factor TD
with latent component model with existing TD models for modelling the dynamics of VIX and
pricing VXFs. Our data consist of daily VIX indices from January 2, 1990 to March 20, 2015
(6352 observations) and VXF closing prices from March 26, 2004 to February 17, 2015 (19215
observations).
We plot the time series of daily VIX and the term structure of constant maturity VXF prices in
Figure 1 and 2, respectively, and some summary statistics are reported in Table 1. The evolution
of VIX indicates that the mean reversion is weak when the level of VIX is low but much stronger
when it is high. This suggests that a suitable diffusion model for VIX should have a drift function
that is close to zero when VIX is low and strongly negative when VIX is high. Meanwhile, the local
volatility of VIX is also low when VIX is low and substantially higher otherwise. This suggests
that a suitable diffusion model should also have a diffusion function that increases rapidly in VIX.
The mean of VIX is 20.61 and the standard deviation is 10.19. The large skewness 2.21 and
kurtosis 9.25 suggest strong deviation from normality. Augmented Dickey-Fuller tests on these
time series all rejected the unit root hypothesis with 4 lags at 5% significance level. Therefore,
the use of stationary diffusion models is justified. More importantly, Mencía and Sentana (2013)
show that the daily VIX series exhibits the ARMA(2,1) autocorrelation structure. Thus, the use
of our proposed two-factor TD model is justified, since it can be easily verified that it implies
the ARMA(2,1) structure. Meanwhile, the term structure of VXFs is relatively flat and the
evolutionary paths of the seven series are highly correlated. The first two eigenvalues of the
correlation matrix dominate the others, explaining approximately 99.9% of the cross sectional
variation in these series. This is further justification for the use of a two-factor models for pricing
VXFs.
[Figure 1 and 2]
[Table 1]
3.2. Analysis of Time Series of VIX
We first examine the performance of competing models for modelling the VIX time series. We
investigate both the in-sample goodness-of-fit measure and out-of-sample forecasting accuracy as
well as consider three specification tests. One of the main advantages of TDs is the availability
of closed-form transition densities. Thus, ML is our preferred choice of estimation method. The
ML estimates of the parameters of competing models are reported in the top panel Table 2. Our
initial unconstrained estimation of the CIREW model resulted in a negative estimate of δ. Since δ
is the lower bound of the support implied by the CIREW model, a negative δ is inconsistent with
the nature of VIX. We then re-estimated the model by imposing δ = 0. Meanwhile, η determines
the upper bound of support. Therefore, no standard errors are reported for these two parameters.
Moreover, when estimating the three distribution-driven models, we profiled out the parameters
m2 and s2 of the M2LN distribution by matching the model-implied stationary mean and variance
with the sample mean and variance of the VIX data. Furthermore, for the BVOUM2LN model,
normalization requires the parameters θ and σθ to be constrained, and thus no standard errors
are reported for the estimates of m2, s2, θ and σθ. For the same reason, no standard errors are
reported for σ of the CIRM2LN model and θ and σ of the OUM2LN model either.
[Table 2]
3.2.1. In-Sample Performance
We first examine the general goodness-of-fit of each model to the VIX data in terms of LL,
AIC and BIC measures reported in the middle panel of Table 2. The relative ranking of each
model is the same in terms of any of the three measures. The worst performing model is the
CIR model, followed closely by the OUDO model. This is expected, because the CIR model is a
simple linear model and also the exponential transformation of the OUDOmodel offers no effective
degrees of freedom to the simple linear underlying OU model. The remaining one-factor models
all have parameter-dependent transformations. Consequently, the goodness-of-fit of these models
are significantly better than the two benchmark models.
It is interesting to examine the relative performance of the three transformed CIR models,
since they represent the drift-driven, the diffusion-driven and the distribution-driven models, re-
spectively. The distribution-driven CIRM2LNmodel provided slightly better fit than the diffusion-
driven CIRCEV, which slightly outperformed the drift-driven CIREW model. Compared to the
CIREW model, the CIRCEV model has a well defined support on DY = (0,∞), making it a
naturally coherent model for variables such as nominal interest rates and VIX. In addition, the
CIRCEV model has a closed-form conditional mean and hence a closed-form pricing formula for
the VXFs. These features make the CIRCEV model a very attractive alternative to the CIREW
model in practice.
We plot in Figure 3 the estimated drift and diffusion functions of the one-factor models. We
can see that when VIX is low, the estimated functions are relatively close among different models,
but their differences increase quite dramatically as VIX increases. As we have seen from Figure 1,
strong mean reversion and high volatility at high levels of VIX is a prominent feature of the VIX
data. However, both functions of the CIR model are linear and very flat, unable to generate strong
enough mean reversion or large enough volatility at high levels of VIX. All the other one-factor
models have nonlinear drift and diffusion functions, but the distribution-driven CIRM2LN model
has the strongest mean reversion and the largest volatility at high levels of VIX, unsurprisingly
making it the best fitting one-factor model. Intuitively, the flexible M2LN distribution captures the
information particularly in the right tail of the distribution much better than other models. This
information is then suitably incorporated into the shapes of the drift and the diffusion functions
to produce a better fit to the data. The estimated functions for the remaining one-factor models
are relatively close.
[Figure 3]
We now turn our attention to the two-factor models. It is very interesting to note that despite
the presence of a latent central tendency factor, the BVOUMS model only performed better than
the benchmark CIR and OUDO models and was even outperformed by all other one-factor mod-
els. This is potentially an extremely important observation, as this suggests that at least for our
data, the flexibility provided by the parameter-dependent nonlinear transformations play a more
important role than the additional latent factor, if either but not both is included. Meanwhile,
the BVOUM2LN model outperformed all other models by quite clear margins. This is expected,
because the BVOUM2LN model contains not only a flexible parameter-dependent distribution-
driven transformation function, designed to capture potentially crucial information in the sta-
tionary long-run behavior of VIX, but also a latent factor, which tracks the stochastic short-run
central tendency of movement of VIX.
We plot in Figure 4 the estimated drift functions for the two two-factor models, conditional on
the latent factors, taking several values between the 1st and the 99th quantile of their estimated
stationary distributions. Note that the conditional drift functions for both models are nonlinear
and relatively close when VIX is low, but their differences start to emerge as VIX goes up. Specif-
ically, as VIX increases, the spread of the conditional drift functions across different values of the
latent factor becomes wider for the BVOUM2LN model than for the BVOUMS model. Another
striking difference is that the conditional drift functions of the BVOUMS model are globally con-
cave in the level of VIX, but those of the BVOUM2LN model are not. We can see quite clearly that
when VIX is in the middle range, the drift functions of the BVOUM2LN model have some degrees
of convexities conditional on medium to low values of the latent factor. The wider spread and
the higher degrees of nonlinearities of the conditional drift functions of the BVOUM2LN model
are but potentially vital differences in explaining the dynamics of VIX. We can only attribute
these to the flexible distribution-driven transformation. That is, the M2LN distribution can more
flexibly capture the spread and variation in the density curve of the stationary distribution of the
VIX data, and crucially such distributional features are then constructively translated into the
variations in the estimated drift functions.
[Figure 4]
To further demonstrate the differences of the two models, we plot in the left panel of Figure 5
the estimated stationary densities of the two two-factor models together with that of the bench-
mark CIR model and the nonparametric kernel density. As we can see, the implied stationary
density by the BVOUM2LN model matches the kernel density very closely, incorporating most, if
not all, key distributional features of the data. In contrast, a very large proportion in the middle
of the stationary density implied by the BVOUMS model departed significantly from the kernel
density, leading to significant differences in the estimated functions and goodness of fit to the data.
Furthermore, we plot in the right panel of Figure 5 the estimated diffusion functions for the three
models together with the nonparametric kernel diffusion estimate. Compared to the flat linear
diffusion function of the CIR model, that of the BVOUMS model is nonlinear and increases in
VIX, but it is only to a limited extent. The BVOUM2LN model, however, shows much stronger
nonlinearity and produces almost twice as much volatility for high levels of VIX, which is more
consistent with our observation from the time series plot of the VIX. Most importantly, the esti-
mated diffusion function of the BVOUM2LN model matches quite closely with the nonparametric
estimate in terms of both the level and the slope. In clear contrast, however, that of the BVOUMS
model deviates quite substantially from the nonparametric estimate, with no overlapping what-
soever except for very low levels of VIX. Above all, the superior suitability of the BVOUM2LN
model over other models is quite clear.
[Figure 5]
3.2.2. Out-of-Sample Performance
We now compare models in terms of their out-of-sample forecasting accuracy. For each model,
we produce six series of rolling sample conditional mean forecasts for the VIX corresponding to
forecasting horizons of 1 day (1D), 1 week (1W), and 1, 3, 5, 7 months (1M, 3M, 5M, 7M). For
each horizon, we compute the RMSFE based on the observed out-of-sample series and its rolling
sample forecasts produced by each model, and report the results in the bottom panel of Table 2.
For forecasting at 1D and 1W horizons, the CIR model is the best performing one-factor
model (1.207 and 2.601) followed immediately by the OUDO model (1.208 and 2.618). At 1M
horizon, however, the best performing one-factor model is the OUDO model (3.616) followed by
the CIR model (3.626). The fact that they outperform the remaining one-factor models at these
horizons suggests that at relatively short horizons, nonlinear parameter-dependent transformations
may not significantly improve the ability of one-factor TD models to track the conditional mean.
However, as the forecasting horizon increases to medium range (3M) and long range (5M and 7M),
the performance of the CIR and OUDO models deteriorate significantly and are then exceeded
by other one-factor TD models. This is not surprising, because at short forecasting horizons,
the conditional distributions of all diffusion models are close to the normal distribution. Thus,
the ability of more flexible models is minimized, but more parsimonious models usually have
the advantage. At longer horizons, however, the conditional mean tends to depend more on the
information in the stationary distribution (long-run behavior) implied by the forecasting model, for
which more sophisticated models, particularly our distribution-driven models have the advantages.
This explains why, among one-factor models, the two simplest models performed the best in short
horizons and the worst in medium to long horizons forecasts.
The main advantage of the two two-factor models is that the additional central tendency vari-
able can model the evolution of the conditional mean with more flexibility. Thus, we expect the
two two-factor models to perform well at varied horizons. We also expect the newly proposed
BVOUM2LN model to perform better than the BVOUMS model, since the distribution-driven
transformation is expected to capture the nonlinear dynamics and particularly the information in
the stationary distribution more effectively. Both of our expectations are confirmed by the fore-
casting results. Firstly, we find that both two-factor models outperformed all one-factor models at
all forecasting horizons. In particular, the margins are more substantial for longer forecasting hori-
zons than for shorter horizons. More importantly, both two-factor models outperformed one-factor
models even at the shortest horizon. Comparing between the two two-factor models, the newly
proposed BVOUM2LN model, which has additional degrees of freedom in the transformation func-
tion, outperformed the BVOUMS model by significant margins at all forecasting horizons. Most
importantly, the advantage increases monotonically as forecasting horizon increases, confirming
that the superiority of the BVOUM2LN model can indeed be attributed to its distribution-driven
transformation design to incorporate information in the stationary distribution (long-run behav-
ior) of the dynamics of VIX. In summary, the new BVOUM2LN model outperformed all competing
models both in-sample and out-of-sample in every category and scenario of comparison that we
considered.
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Figure 1: Time Series of Daily VIX

































Figure 3: Estimated Drift and Diffusion Functions of One-Factor TD Models
Figure 4: Estimated Conditional Drift Functions of Two-Factor TD Models
Figure 5: Estimated Stationary Densities and Diffusion Functions
Table 1: Summary of VIX and Constant Maturity VXFs
VXF VIX
1M 2M 3M 4M 5M 6M 7M
Correlation 1.000 0.989 0.974 0.958 0.941 0.925 0.912
1.000 0.996 0.986 0.975 0.963 0.953
1.000 0.997 0.990 0.982 0.973




Eigenvalue 6.852 0.136 0.008 0.002 0.001 0.000 0.000
Maximum 65.462 59.004 53.782 49.727 46.707 44.635 44.085 80.860
Minimum 11.287 12.230 12.540 12.870 13.200 13.530 13.687 9.310
Mean 20.502 21.128 21.521 21.824 22.096 22.343 22.539 19.921
Median 18.180 19.312 19.944 20.506 20.972 21.272 21.534 18.130
Std. Dev. 8.351 7.672 7.153 6.806 6.566 6.384 6.231 7.982
Skewness 1.845 1.535 1.279 1.082 0.951 0.854 0.794 2.072
Kurtosis 7.070 5.815 4.717 3.936 3.508 3.232 3.085 10.466
Table 2: Estimation and Forecasting Results for VIX
One-Factor Models Two-Factor Models
Transformed CIR Transformed OU Transformed BVOU
CIR CIREW CIRCEV CIRM2LN OUDO OUM2LN BVOUMS BVOUM2LN
κ 4.717 3.630 3.749 2.901 3.923 3.240 93.801 89.578
(0.634) (0.558) (0.565) (0.253) (0.578) (0.116) (13.008) (12.888)
θ 20.158 0.053 0.133 0.462 2.938 0 2.934 0
(0.906) (0.003) (0.038) (0.044) (0.051) - (0.076) -
σ 4.666 0.231 0.282 1 0.974 1 1.030 2.669











w 0.916 0.865 0.852
(0.030) (0.039) (0.038)
θ1 2.983 2.879 2.873
(0.017) (0.010) (0.011)
s1 0.365 0.331 0.330
(0.005) (0.006) (0.006)
θ2 2.483 3.336 3.333
- - -
s2 0.155 0.449 0.444
- - -
LL (×103) -10.006 -9.307 -9.305 -9.283 -9.436 -9.324 -9.364 -9.251
AIC (×104) 2.002 1.862 1.862 1.858 1.888 1.866 1.874 1.852
BIC (×104) 2.004 1.865 1.865 1.861 1.890 1.868 1.877 1.856
RMSFE_1D 1.207 1.211 1.210 1.211 1.208 1.210 1.206 1.204
RMSFE_1W 2.601 2.640 2.635 2.646 2.618 2.633 2.495 2.484
RMSFE_1M 3.626 3.697 3.674 3.727 3.616 3.639 3.402 3.371
RMSFE_3M 4.718 4.358 4.342 4.331 4.362 4.193 3.410 3.244
RMSFE_5M 5.474 5.185 5.164 5.160 5.162 5.093 4.066 3.870
RMSFE_7M 5.136 4.922 4.898 4.904 4.884 4.891 3.811 3.630
