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Abstract
Many modern methods for imitation learning and inverse reinforcement learn-
ing, such as GAIL or AIRL, are based on an adversarial formulation. These methods
apply GANs to match the expert’s distribution over states and actions with the im-
plicit state-action distribution induced by the agent’s policy. However, by framing
imitation learning as a saddle point problem, adversarial methods can suffer from
unstable optimization, and convergence can only be shown for small policy updates.
We address these problems by proposing a framework for non-adversarial imitation
learning. The resulting algorithms are similar to their adversarial counterparts and,
thus, provide insights for adversarial imitation learning methods. Most notably, we
show that AIRL is an instance of our non-adversarial formulation, which enables us
to greatly simplify its derivations and obtain stronger convergence guarantees. We
also show that our non-adversarial formulation can be used to derive novel algo-
rithms by presenting a method for offline imitation learning that is inspired by the
recent ValueDice algorithm, but does not rely on small policy updates for conver-
gence. In our simulated robot experiments, our offline method for non-adversarial
imitation learning seems to perform best when using many updates for policy and
discriminator at each iteration and outperforms behavioral cloning and ValueDice.
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1 Introduction
Imitation learning (IL, Schaal, 1999; Osa et al., 2018) and inverse reinforcement learning
(IRL, Ng and Russell, 2000) are two related areas of research that aim to teach agents
by providing demonstrations of the desired behavior. Whereas imitation learning aims
to learn a policy that results in a similar behavior, inverse reinforcement learning focuses
on inferring a reward function that might have been optimized by the demonstrator,
aiming to better generalize to different environments. Both areas of research are often
formalized as distribution-matching, that is, the learned policy (or the optimal policy for
IRL) should induce a distribution over states and actions that is close to the expert’s
distribution with respect to a given (usually non-metric) distance. Commonly applied
distances are the forward Kullback-Leibler (KL) divergence (e.g., Ziebart, 2010), which
maximizes the likelihood of the demonstrated state-action pairs under the agent’s dis-
tribution, and the reverse Kullback-Leibler (RKL) divergence (e.g., Arenz et al., 2016;
Fu et al., 2018; Ghasemipour et al., 2020) which minimizes the expected discrimina-
tion information (Kullback and Leibler, 1951) of state-action pairs sampled from the
agent’s distribution. However, since the emergence of generative adversarial networks
(GANs, Goodfellow et al., 2014) as a solution technique for both areas, other divergences
have been investigated such as the Jensen-Shannon divergence (Ho and Ermon, 2016),
the Wasserstein distance (Xiao et al., 2019) and general f -divergences (Ke et al., 2019;
Ghasemipour et al., 2020). Although GANs are typically not applied to time-series data,
their application for imitation learning is surprisingly straightforward. The discrimina-
tor can typically be trained in the exact same way—agnostically to the data-generation
process—by aiming to discriminate state-action samples of the agent and the expert.
The generator objective, on the other hand, can be typically solved using an off-the-shelf
reinforcement learning (RL, Sutton and Barto, 1998) algorithm. Apart from this flexi-
bility, the adversarial formulation is also appealing for scaling to neural network policies
and reward functions and for its efficiency, since unlike some previous approaches (e.g.,
Ratliff et al., 2006; Ziebart, 2010), they do not require to solve a full reinforcement learn-
ing problem iteratively but only perform few policy updates at each iteration. However,
it is often difficult to achieve stable optimization with adversarial approaches. Firstly,
the discriminator typically relies on an estimate of the probability density ratio which is
difficult to approximate for high-dimensional problems, especially for those areas of the
state-action-space that are not encountered by the current policy or the expert. Secondly,
the reward signal provided by the discriminator is specific to the current policy and, thus,
can quickly become invalid if the generator is updated to greedily.
In this work, we directly address the latter problem. We derive an upper bound on the
reverse Kullback-Leibler divergence between the agent’s and expert’s distribution which
allows us to guarantee improvement even for large policy updates (when assuming an
optimal discriminator). By iteratively tightening and optimizing this bound similar to
expectation-maximization, we can show convergence to the optimal solution. Similar to
adversarial methods, the reward signal in our non-adversarial formulation is based on
a density-ratio that is learned by training a discriminator to classify samples from the
agent’s distribution and the expert’s distribution. However, in contrast to the adversarial
formulation, our reward function is explicitly defined with respect to the density ratio
based on the agent’s previous distribution which is achieved by adding an additional term
that penalizes the divergence to the last policy. However, our non-adversarial formulation
is not only closely connected to adversarial imitation learning, but also to inverse rein-
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forcement learning: As our reward signal is not specific to the current policy, it can serve
as reward function for which any maximizing policy matches the expert demonstrations.
Indeed, we show that adversarial inverse reinforcement learning (AIRL, Fu et al., 2018)
learns and optimizes the lower bound reward function of our non-adversarial formulation
suggesting that AIRL is better viewed as a non-adversarial method. To the best of
our knowledge, the theoretical justification of AIRL is currently not well understood.
For example, Fu et al. (2018) justify AIRL as an instance of maximum causal entropy
inverse reinforcement learning (MaxCausalEnt-IRL, Ziebart, 2010) by relating the update
of their reward function—which corresponds to an energy-based model of the policy—
with the gradient of the maximum likelihood (forward KL) objective of MaxCausalEnt-
IRL. However, we clarify that the gradients of the different objectives only coincide
after convergence and, furthermore, only when the expert demonstrations are perfectly
matched and, thus, any divergence is minimized. Furthermore, AIRL is not a typical
adversarial method, since the discriminator directly depends on the policy and is, thus,
not held constant during the generator update. To the best of our knowledge, it has
never been investigated whether the theoretical analyses of generative adversarial nets
apply to this setting. However, based on our non-adversarial formulation, we show that
AIRL indeed enjoys stronger convergence guarantees than adversarial methods since we
can drop the requirement of sufficiently small policy updates at each iteration and instead
only assume improvement with respect to the current reward function.
Apart from deepening our understanding of AIRL, our non-adversarial formulation
gives rise to novel algorithms for imitation learning and inverse reinforcement learning.
For example, we show that the Q-function for our non-adversarial reward function can be
estimated offline based on DualDice (Nachum et al., 2019), a method for offline density-
ratio estimation. The resulting algorithm is closely connected to the recently proposed
imitation learning method ValueDice (Kostrikov et al., 2020) but does not involve solving
a saddle point problem.
The contributions of this work include
• introducing non-adversarial imitation learning (NAIL), a framework for imitation
learning that resembles adversarial imitation learning but enjoys stronger conver-
gence guarantees by not involving a saddle point problem,
• presenting an alternate derivation for adversarial inverse reinforcement learning
based on our non-adversarial formulation,
• introducing offline non-adversarial imitation learning (O-NAIL), an instance of non-
adversarial imitation learning that does not involve interactions with the environ-
ment, and
• presenting a more general derivation of several adversarial imitation learning meth-
ods (Ho and Ermon, 2016; Torabi et al., 2018; Ghasemipour et al., 2020) that is
based on matching noisy trajectory observations.
The remainder of this article is structured as follows. We formally specify our more
general formulation for imitation learning and discuss adversarial imitation learning and
AIRL in Section 2. Our derivations for non-adversarial imitation learning are presented
in Section 3. In Section 4.1, we investigate AIRL through the lens of non-adversarial
imitation learning. In Section 4.2, we present an offline imitation learning algorithm based
on our non-adversarial formulation, and in Section 5 we present experimental results. The
main insights from our work are discussed in Section 6.
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2 Preliminaries
After formalizing the problem setting, we will discuss how GANs can be applied for
imitation learning. Furthermore, we will discuss the modifications employed by AIRL for
extracting a reward function.
2.1 Problem Formulation
We consider a Markov decision process for the discounted, infinite horizon setting. At
each time step t, an agent observes the state st and uses a stochastic policy pi(at|st) to
choose an action at. Afterwards, with probability γ < 1, the agent transitions to the next
state st+1 according to stochastic system dynamics p(st+1|st, at), which we do not assume
to be known. With probability 1 − γ, the episode ends and the environment gets reset
to an initial state s0 drawn from the initial state distribution p0(s). By assuming such
environment resets, we introduce a discounting of future rewards—which is commonly
applied in practice—and ensure existence of a stationary distribution, which includes
transient behavior (van Hoof et al., 2017). We refer to the tuple containing the states
and actions encountered during an episode as trajectory τ i = (s0, a0, . . . , sTi , aTi), where
sTi and aTi correspond to the last state and action encountered at episode i. A given policy
pi induces a distribution over trajectories ppi(τ ) and for each time step t a distribution
over states and actions ppit (s, a) (which can be computed from p
pi(τ ) by marginalization).
The stationary distribution over states and actions induced by a policy pi is given by
ppi(s, a) = (1− γ)∑∞t=0 γtppit (s, a).
In a reinforcement learning setting, the agent would further obtain a reward r(st, at)
at each time step t and would aim to find a policy that maximizes the expected reward
JRL =
∫
s,a
ppi(s, a)r(s, a)dsda. However, for the purpose of this work, we do not assume
that a reward function is available. Instead, we consider the problem of imitation learning
from observations, which generalizes state-action based imitation learning. Namely, we
assume that the agent observes a set of N expert demonstrations D = {oi}1≤i≤N in
some observation space O. We further assume that p(o|τ ), the probabilistic mapping
from the agent’s trajectory to a distribution of observations, is given. For example, if
the observation space is given by the end-effector pose of a robot and the state-space
includes the robot’s joint position, the mapping from trajectory to observation space
would be given as the distribution over end-effector poses during the trajectory, which
can be computed from the states using the robot’s forward kinematics. We do not assume
that the states and actions of the expert are observed nor do we assume that the expert
acts in the same MDP as the agent. In the aforementioned example, the demonstrations
might be recorded by tracking the hand pose of a human expert. Furthermore, depending
on the probabilistic mapping, we can match distributions over full trajectories, individual
steps or transitions. This formulation generalizes the setting of several imitation learning
methods such as, GAN-GCL (Finn et al., 2016a), GAIL (Ho and Ermon, 2016), AIRL (Fu
et al., 2018) or GAIfO (Torabi et al., 2018). In imitation learning, we aim to minimize a
given divergence D(ppi(o)||q(o)) between the agent’s distribution over observations ppi(o)
and the expert’s distribution over observations q(o), that is,
JIL = min
pi
D(ppi(o)||q(o)). (1)
Optimizing Objective 1 is complicated by the fact that the agent’s distribution over
observations ppi(o) is not analytically known and can only be controlled implicitly by
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changing the agent’s policy.
2.2 Generative Adversarial Nets
We will now briefly review (Jensen-Shannon-)GANs and their generalization to general
f -divergences. We will also discuss the connection between density-ratio estimation and
optimizing a discriminator.
2.2.1 Jensen-Shannon-GANs
Generative adversarial nets (Goodfellow et al., 2014) are a popular technique to train
implicit distributions to produce samples that are similar to samples from an unknown
target distribution. Implicit distributions are distributions for which the density function
is implicitly defined by a sampling procedure but not explicitly modeled. Goodfellow et al.
(2014) proposed to minimize the Jensen-Shannon Divergence DJS(p(x||q(x)) between an
implicit distribution p(x) and a data distribution q(x) by solving the saddle point problem
JGAN(p,D) = min
p
max
D
Ex∼q [logD(x)] + Ex∼p(x) [log (1−D(x))] . (2)
Here, D(x) (typically a neural network) is called discriminator and assigns a scalar value
in the range ]0, 1[ to each sample x. The generator p(x) is typically represented as a neural
network G(z) that transforms Gaussian input noise z ∼ N (z). However, the derivations
provided by Goodfellow et al. (2014) also apply for general implicit distributions p(x).
Goodfellow et al. (2014) show that solving the saddle point problem (Eq. 2) minimizes
the Jensen-Shannon divergence and that the optimal solution can be found by alternat-
ing between optimizing the discriminator to convergence and performing small generator
updates. However, in practice, the discriminator also obtains only slight updates at each
iteration in order to avoid vanishing gradients (Arjovsky and Bottou, 2017). The dis-
criminator objective corresponds to minimizing the binary cross-entropy loss which is
commonly used for binary classification. Hence, the discriminator is trained to classify
samples from the data distribution and samples from the generator. The generator ob-
jective does not involve the probability density of the generator and can, thus, also be
optimized for implicit distributions. Whereas, the original formulation by Goodfellow
et al. (2014) minimizes the Jensen-Shannon Divergence, similar ideas can also be applied
to other divergences (Arjovsky et al., 2017; Nowozin et al., 2016). We will briefly review
f -GANs (Nowozin et al., 2016), which can minimize general f -divergences because the
family of f -divergences also includes the reverse Kullback-Leibler divergence which is
central to this work.
2.2.2 f-GANs
The family of f -divergences is defined for a given convex, lower-semicontinuous function
f as
Df (q(x)||p(x)) = Ep
[
f
(q(x)
p(x)
)]
.
Nowozin et al. (2016) showed that we can minimize the f -divergence between the data
distribution q and an implicit distribution p by solving the saddle point problem
JF-GAN(p,D) = min
p
max
D
Ex∼q [D(x)]− Ex∼p(x) [f ∗(D(x))] , (3)
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where
f ∗(t) = sup
u∈domf
ut− f(u)
is the convex conjugate of f . Depending on the choice of f , we need to ensure that
the output of the discriminator respects the domain of the convex conjugate, that is
∀x : D(x) ∈ domf∗ , which can be achieved by applying an appropriate output activation.
Nowozin et al. (2016) provide for several common choices of f their respective convex
conjugates and suitable output activations. Nowozin et al. (2016) also note, that the
optimal discriminator D?(x) for a given generator p(x) corresponds to the derivative of
f evaluated at the density-ratio q(x)
p(x)
, that is,
D?(x) = f ′
(q(x)
p(x)
)
.
Hence, for any f -divergence and when assuming the discriminator to be optimal, opti-
mizing the f -GAN objective given by Equation 3 with respect to the generator,
max
p
Ex∼p(x) [f ∗(D?(x))] = max
p
Ex∼p(x)
[
f ∗ ◦ f ′
(q(x)
p(x)
)]
= max
p
Ex∼p(x)
[
g
(q(x)
p(x)
)]
,
(4)
corresponds to maximizing the expected value of a function g = f ? ◦ f ′ of the density-
ratio φ(x) = q(x)
p(x)
, which closely connects the problem of minimizing f -divergences with
density-ratio estimation.
2.2.3 A Connection to Density-Ratio Estimation
Density-ratio estimation considers the problem of estimating the density-ratio φ(x) based
on samples from q(x) and p(x). A naive approach would perform density estimation
to independently estimate both distributions and then approximate the density ratio
based on these estimates. However, while it is possible to compute the density ratio
from the individual density, it is not possible to recover the individual densities from
their ratio, and, thus, density-ratio estimation is a simpler problem than density estima-
tion (Sugiyama et al., 2012). Indeed, density-ratio estimation is closely related to binary
classification (Menon and Ong, 2016).
To illustrate this connection, consider the following binary classification task. Assume
that we aim to classify samples that have been drawn with probability z(Q) from the
distribution q(x) and with probability z(¬Q) = 1 − z(Q) from the distribution p(x).
Hence, we consider the mixture model
z(x) = z(Q)q(x) + (1− z(Q))p(x),
where the class frequencies z(Q) and z(¬Q) are known, and we want to learn a model
z˜(Q|x) to approximate the conditional class probabilities z(Q|x)—for example, by mini-
mizing the expected cross entropy between z(Q|x) and z˜(Q|x) as in the inner maximiza-
tion in Eq. 2. The model is typically represented by squashing learned logits ν(x) with a
sigmoid, that is
z˜(Q|x) = 1
1 + exp (−ν(x)) ⇒ ν(x) = log
( z˜(Q|x)
1− z˜(Q|x)
)
.
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At the optimum, where z˜(Q|x) ≈ z(Q|x), we have
ν(x) ≈ log
( z(Q|x)
1− z(Q|x)
)
= log
( z(Q)q(x)
z(¬Q)p(x)
)
= log
( z(Q)
z(¬Q)
)
+ log
(
φ(x)
)
. (5)
Hence, when choosing equal class frequencies, that is z(Q) = z(¬Q) = 0.5, the logits
ν(x) of the optimal classifier approximate the log density-ratio log(φ(x)).
2.3 Adversarial Imitation Learning
As generative adversarial nets can be used to minimize a variety of different divergences
between an implicit distribution and the data distribution, they are suitable also for imi-
tation learning. When applying GANs to imitation learning, the generator is given by the
distribution over observations induced by the agent’s policy, ppi(o) =
∫
τ
ppi(τ )p(o|τ )dτ .
Ho and Ermon (2016) introduced this idea when they proposed generative adversarial im-
itation learning (GAIL), where they applied the Jensen-Shannon-GAN objective (Eq. 2).
However, we will directly consider the more general f -GAN objective given by Equa-
tion 3, which was congruently proposed for imitation learning by Ke et al. (2019) and
Ghasemipour et al. (2020).
2.3.1 f-GANs for Imitation Learning
When using an f -GAN for imitation learning, the saddle-point problem is given by
JAIL(pi,D) = min
pi
max
D
Eo∼q [D(o)]− Eo∼ppi(o) [f ∗(D(o))] . (6)
Please note that the minimization is still performed over ppi(o) which we can only affect
through pi. Optimizing the discriminator is performed in the same way as for stan-
dard f -GANs using samples from ppi(o) that can be obtained by executing the policy
pi. In the trajectory-centric formulation, where we make no further assumptions than
ppi(o) =
∫
τ
ppi(τ )p(o|τ )dτ , optimizing the generator corresponds to an episodic rein-
forcement learning problem
max
pi
Eτ∼ppi(τ ) [rep(τ )] , (7)
for the episodic reward
rep(τ ) =
∫
o
p(o|τ )f ∗(D(o))do.
As we can only obtain a reward signal for full trajectories, we can not apply standard
reinforcement learning algorithms that typically assume Markovian rewards r(s, a) or
r(s, a, s′), where s′ is the state at the next time step. Instead, the policy can be optimized
using stochastic search or black-box optimizers (Abdolmaleki et al., 2015; Hansen et al.,
2003).
Hence, adversarial imitation learning methods are typically restricted to step-based
distribution matching. Furthermore, they often assume direct observations of states and
actions, that is, they aim to match q(s, a) (Ho and Ermon, 2016; Xiao et al., 2019),
q(s) (Ghasemipour et al., 2020), or q(s, s′) (Torabi et al., 2018). We can incorporate
such restrictions by making further assumptions on the form of p(o|τ ) as shown by
Proposition 1.
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Proposition 1. Assume that the distribution over observations at a given time step t is
completely characterized by the state st and action at at that time step, and hence,
p(o|τ , t) = p(o|sτt , aτt ).
Then, the episodic reinforcement learning problem given by Equation 7 can be solved by
maximizing the Markovian reward function
radv(s, a) =
∫
o
p(o|s, a)f ∗(D(o))do. (8)
Proof. See Appendix B. Intuitively, when the distribution over observations can be com-
puted independently for each time step using p(o|s, a), we can obtain p(o) also by
marginalizing based on the stationary distribution ppi(s, a), which turns the optimiza-
tion over the policy in Eq. 6 into a step-based reinforcement learning problem.
While the restriction to step-based distribution matching is necessary for obtaining
Markovian rewards, assuming direct observerations of states and action is in general not
necessary. Indeed, dropping this assumption greatly generalizes the problem formulation
of imitation learning, for example, by enabling us to imitate certain features (e.g. hand
poses) of a human demonstration without assuming that their states and actions can
be observed or mapped to the agent’s MDP. However, while our derivations for non-
adversarial and adversarial imitation learning are formulated for general observations,
both instances of NAIL that we will discuss in Section 4 assume direct state-action
observations which are exploited by the optimization.
Proposition 1 can be straightforwardly extended to also include the next state by
assuming that p(o|τ , t) = p(o|sτt , aτt , sτt+1), and when maximizing the reward with respect
to the stationary distribution ppi(s, a, s′). However, the observation model needs to treat
the last time step of an episode τ i differently, because we can not make use of the next
state s′ which corresponds to the first time step of the next episode τ i+1 and thus can
not affect p(o|τ i). Instead, we could emit a distinct observation oreset—for example,
by setting a special flag (Kostrikov et al., 2018)—for final time steps. However, in the
following, we will only consider the more common imitation learning setting, where the
observations and, thus, the rewards at time step t only depend on st and at.
2.3.2 Choosing a Divergence
The exact form of the reward function depends on the choice of f and, thus, the divergence
that we want to minimize. When assuming that the expert’s distribution can be matched
exactly, all divergences yield the same optimal solution ppi(o) = q(o). However, especially
due to restriction on the agent’s policy—which is often Gaussian in the actions for a given
state—matching the expert’s distribution exactly is often not feasible. In such cases, the
choice of divergence has large impact on the solution. For example, it is well-known that
the forward KL divergence
DKL(q(o)||ppi(o)) = DKLf (ppi(o)||q(o)) = Eq
[
log
( q(o)
ppi(o)
)]
,
which corresponds to f(u) = u log(u), results in a mode averaging behavior. The agent’s
policy will maximize the likelihood of all expert demonstrations, which may require
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putting most of its probability mass on areas where we do not have expert observa-
tions. As the resulting behavior can potentially be dangerous, it is often argued that
the reverse KL divergence should be preferred for imitation learning (Finn et al., 2016a;
Ghasemipour et al., 2020). The reverse KL divergence,
DKL(p
pi(o)||q(o)) = DRKLf (ppi(o)||q(o)) = Eppi
[
log
(ppi(o)
q(o)
)]
,
is obtained when choosing f(u) = − log(u) and typically results in a mode-seeking be-
havior. The resulting policy will assign high likelihood to as many expert observations
as possible while avoiding putting much probability mass on areas where we do not have
expert observations. Although the resulting behavior might not exhibit the same variety
as the expert, it will avoid producing any observations that are significantly different
from the expert demonstrations, resulting in a safer behavior. Hence, we also focus on
the reverse KL divergence for deriving our non-adversarial imitation learning formulation.
The convex conjugate and the derivative for fRKL(u) = − log(u) are given by
f ∗RKL(t) = −1− log(−t) and f ′RKL(u) = −
1
u
.
For an optimal discriminator, the observation-based reward function is, thus,
r(o) = f ∗RKL ◦ f ′RKL
( q(o)
ppi(o)
)
= −1 + log
( q(o)
ppi(o)
)
or
radv(s, a) = −1 + log
( q(s, a)
ppi(s, a)
)
(9)
when we perform step-based matching and directly observe state and actions. As the
domain of f ∗RKL is R−, a suitable output activation for the discriminator is D(o) =
− exp(ν(o)) (Nowozin et al., 2016). The discriminator loss based on Equation 3 for the
reverse KL-divergence is then given by
JRKL-FGAN(ν) = max
ν
Eo∼ppi(o) [ν(o)]− Eo∼q(o) [exp ν(o)] + 1, (10)
where the optimal solution
ν?(o) = log (−D?(o)) = log
(
−f ′RKL
( q(o)
ppi(o)
))
= log
(ppi(o)
q(o)
)
= −r(o)− 1
corresponds to the negated log density-ratio and thus to the cost function −r(o), apart
from a constant offset that does not affect the generator optimization. Indeed, the f -GAN
discriminator objective for the reverse KL is also known as a generalized form (Menon and
Ong, 2016) of Kullback-Leibler importance estimation (KLIEP) (Sugiyama et al., 2008),
which is well-known loss for density-ratio estimation. Instead of learning the density-
ratio based on Equation 10, we can also use the discriminator objective of the Jensen-
Shannon-GAN (Eq. 2), where—as shown in Section 2.2.3—the logits of the discriminator
also converge to the log density-ratio.
We will now review adversarial inverse reinforcement learning (AIRL) which also
minimizes the reverse KL, albeit it uses a reward function that subtly differs from the
adversarial formulation given by Equation 9.
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2.4 Adversarial Inverse Reinforcement Learning
Adversarial inverse reinforcement learning was derived as an instance of maximum causal
entropy inverse reinforcement learning (MaxEnt-IRL, (Ziebart et al., 2008)), which mini-
mizes the forward KL to the expert distribution. Hence, we will briefly discuss MaxEnt-
IRL.
2.4.1 Interlude: Maximum Causal Entropy IRL
MaxCausalEnt-IRL assumes the expert to use the policy
piexpert(a|s) = exp
(
Qsoft(s, a)− V soft(s)
)
= exp
(
Asoft
)
. (11)
Here, the soft-Q function Qsoft, the soft-value function V soft and the soft-advantage func-
tion Asoft are defined as (Ziebart, 2010)
Qsoft(s, a) = rexpert(s, a) + γ
∫
s′
p(s′|s, a)V soft(s′)ds′,
V soft(s) = log
∫
a
exp
(
Qsoft(s, a)
)
da,
Asoft(s, a) = Qsoft(s, a)− V soft(s).
(12)
The soft-value function V soft(s) is the log-normalizer of pi, but also corresponds to the
value (which includes the expected entropy to come) of state s for the optimal policy of
the entropy-regularized reinforcement learning problem
max
pi
Jmaxent-RL(pi) = max
pi
∫
s,a
ppi(s, a) (rexpert(s, a)− log pi(a|s)) dsda. (13)
The expert model (Equation 11) is indeed well-motivated as it follows the principle of
maximum (causal) entropy (Jaynes, 1957; Ziebart, 2010). Namely, Ziebart (2010) showed
that this expert model corresponds to the maximum entropy policy that matches given
empirical features f˜(s, a) in expectation for a linear reward function
rexpert(s, a) = θ
>f(s, a),
where the feature function f is assumed to be given.
Maximum causal entropy IRL learns the parameters θ of the expert’s reward function
by maximizing the likelihood of the expert demonstrations
L = Es,a∼q(s,a)
[(
rθ + γEs′∼p(s′|s,a)V soft,θ(s′)− V soft,θ(s)
)]
= Es,a∼q(s,a) [rθ] + (1− γ)
∞∑
t=1
γtEs∼qt(s)
[
V soft,θ(s)
]− (1− γ) ∞∑
t=0
γtEs∼qt(s)
[
V soft,θ(s)
]
= Es,a∼q(s,a)
[
rθ
]
− (1− γ)Es∼p0(s)
[
V soft,θ(s)
]
.
(14)
As shown by Ziebart (2010), the gradient of the log-likelihood (Eq. 14) is given by
dL
dθ
= Es,a∼q(s,a)
[drθ
dθ
]
− Es,a∼pθ(s,a)
[drθ
dθ
]
= Es,a∼q(s,a)
[
f(s, a)
]
− Es,a∼pθ(s,a)
[
f(s, a)
]
,
(15)
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where pθ(s, a) is the state-action distribution induced by the optimal policy of the en-
tropy regularized reinforcement learning problem (Eq. 13) for the reward function rθ.
The first term of the gradient (Eq. 15) can be approximated based on samples from
the expert distribution. For estimating the second term one can either learn the opti-
mal policy at each iteration (Ziebart, 2010)—which is only feasible for simple problems
such as low-dimensional discrete problems (Levine et al., 2011) or linear-quadratic reg-
ulators (Monfort et al., 2015)—or employ importance sampling (Boularias et al., 2011;
Finn et al., 2016b).
2.4.2 Adversarial Inverse Reinforcement Learning
AIRL is based on an adversarial formulation and models the reward function rθ as a
neural network which is trained as a special type of discriminator. Fu et al. (2018)
show that the gradient of their discriminator objective coincides with the maximum
likelihood gradient (Eq. 15) when the generator is optimal, that is ppi(s, a) = pθ(s, a).
AIRL uses a special type of discriminator, which was suggested by Finn et al. (2016a)
for the trajectory-centric case. Namely, the logits ν(s, a) are given by
ν(s, a) = ν¯θ(s, a)− log pi(a|s) (16)
and thus directly depend on the policy pi. Actually, Fu et al. (2018) propose a second
modification to the discriminator so that their discriminator is given by
ν(s, a, s′) = fθ(s) + γg(s′)− g(s)− log pi(a|s)
which aims to recover a “disentangled”, state-only reward function fθ(s) under the as-
sumption of deterministic system dynamics. However, the latter modification is not
relevant for our theoretical analysis, and we will, thus, focus on the discriminator given
by Equation 16. The optimization is very similar to adversarial imitation learning by
alternating between updating the discriminator using the binary cross entropy loss, and
updating the policy using the discriminator logits ν(s, a) as reward function. As shown
in Section 2.3.2—and also noted by Ghasemipour et al. (2020)—such procedure would in
general minimize the reverse KL divergence. However, during the discriminator update
at iteration i, the discriminator logits ν(s, a) = ν¯θ(s, a) − log pi(i)(a|s) are trained such
that for the current policy pi(i) they approximate the density ratio q(s,a)
ppi
(i)
(s,a)
. Hence, the
generator update according to the adversarial formulation, would optimize the reward
that is computed based on the fixed policy pi(i), that is,
r(s, a) = ν(s, a) = ν¯θ(s, a)− log pi(i)(a|s).
Instead, AIRL treats the discriminator as a direct function of pi by optimizing the entropy-
regularized reinforcement learning problem
JAIRL-maxent = max
pi
∫
s,a
ppi(s, a) (ν¯θ(s, a)− log pi(a|s)) dsda, (17)
which does not correspond to the generator objective of any known adversarial formula-
tion. Fu et al. (2018) argue that the gradient of the discriminator update corresponds to
an unbiased estimate of the gradient of the MaxCausalEnt-IRL objective (Eq. 15) when
assuming that the entropy-regularized reinforcement learning problem (Eq. 17) is solved
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at each iteration. However, as shown in Appendix A we would not only need to assume
that the policy is optimal for the given reward function ν¯θ, but also that this policy
matches the expert distribution q(s, a) to show that the gradients coincide. Hence, we
can only show that the optimal reward function of the maximum-likelihood objective
is also a stationary point of the discriminator once the algorithm has converged—if the
demonstrations can be perfectly matched—, but we can not show convergence of the algo-
rithm by relating it to MaxCausalEnt-IRL. Hence, we argue that although AIRL showed
some promising results, its theoretical justification is currently not well understood. We
will now derive a non-adversarial formulation for imitation learning (NAIL), which is
neither based on MaxCausalEnt-IRL nor on generative adversarial nets, and show that
adversarial inverse reinforcement learning is indeed an instance of this non-adversarial
formulation.
3 Non-Adversarial Imitation Learning
We aim to match the observations by minimizing the reverse KL-divergence between the
agent’s and the expert’s respective distribution of observations, that is,
max
pi
−
∫
o
ppi(o) log
ppi(o)
q(o)
do
= max
pi
∫
τ ,o
ppi(τ )p(o|τ ) log q(o)
ppi(o)
dτdo
= max
pi
∫
τ
ppi(τ )r(τ , pi)dτ . (18)
Optimization Problem 18 resembles the optimization problem solved by (episodic) rein-
forcement learning. However, note that the reward function
r(τ , pi) =
∫
o
p(o|τ ) log q(o)∫
τ
ppi(τ )p(o|τ )dτ do (19)
depends on the agent’s policy via its induced trajectory distribution ppi(τ ). The de-
pendency on the current policy has two main drawbacks. Firstly, the reward function
can only be used to minimize the KL-divergence if we perform sufficiently small policy
updates. Secondly, the reward function given by Equation 19 does not solve the inverse
reinforcement learning problem, since maximizing the expected reward will in general not
match the expert distribution. We will now show that we can remove this dependency
by formulating a lower bound on Optimization Problem 18. This lower bound (which
corresponds to a negated upper bound on the reverse KL) enables us to replace ppi(τ )
in Equation 19 by a fixed, auxiliary distribution p˜(τ ). In Section 3.2, we will further
show that this lower bound can be used to maximize the original objective given by
Equation 18.
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3.1 An Upper Bound on the Reverse KL
In order to derive the lower bound, we express ppi(τ ) in terms of an auxiliary distribution
p˜(τ ) as follows:
ppi(o) =
ppi(τ )p(o|τ )
ppi(τ |o) =
ppi(τ )p(o|τ )
p˜(τ |o)
p˜(τ |o)
ppi(τ |o) = p˜(o)
ppi(τ )p(o|τ )
p˜(τ )p(o|τ )
p˜(τ |o)
ppi(τ |o)
= p˜(o)
ppi(τ )
p˜(τ )
p˜(τ |o)
ppi(τ |o) . (20)
Based on Equation 20 we can express Optimization Problem 18 in terms of the aux-
iliary distribution, that is,
max
pi
∫
τ ,o
ppi(τ )p(o|τ ) log q(o)
ppi(o)
dτdo
= max
pi
∫
τ ,o
ppi(τ )p(o|τ )
(
log
q(o)
p˜(o)
− log p
pi(τ )
p˜(τ )
+ log
ppi(τ |o)
p˜pi(τ |o)
)
dτdo
= max
pi
∫
τ ,o
ppi(τ )p(o|τ ) log q(o)
p˜(o)
dτdo−KL (ppi(τ )||p˜(τ )) (21)
+ Eppi(o) [KL (p
pi(τ |o)||p˜(τ |o))]
= max
pi
∫
τ ,o
ppi(τ )p(o|τ ) log q(o)
p˜(o)
dτdo
− (1− γ)
∑
t
γt
∫
s
ppit (s)
∫
a
pi(a|s) log pi(a|s)
p˜i(a|s)dads + Eppi(o) [KL (p
pi(τ |o)||p˜(τ |o))]
= max
pi
H(pi) +
∫
τ ,o
ppi(τ )p(o|τ ) log q(o)
p˜(o)
dτdo
+ (1− γ)
∑
t
γt
∫
s
ppit (s)
∫
a
pi(a|s) log p˜i(a|s)dads + Eppi(o) [KL (ppi(τ |o)||p˜(τ |o))] .
(22)
Here H(pi) denotes the discounted causal entropy of policy pi, which is defined as
H(pi) = −(1− γ)
∞∑
t=0
γt
∫
s
ppit (s)
∫
a
pi(a|s) log pi(a|s)dads.
As the last term of Eq. 22 is an expected KL divergence and thus non-negative, we can
omit it to obtain the lower bound
L = H(pi) +
∫
o
ppi(o) log
q(o)
p˜(o)
do + (1− γ)
∑
t
γt
∫
s
ppit (s)
∫
a
pi(a|s) log p˜i(a|s)dads. (23)
For step-based, noiseless observations of the states and action, this corresponds to an
entropy-regularized reinforcement learning problem
max
pi
JNAIL,p˜i(pi) =max
pi
∫
s,a
ppi(s, a)
(
log
q(s, a)
pp˜i(s, a)
+ log p˜i(a|s)︸ ︷︷ ︸
rp˜ilb(s,a)
− log pi(a|s)
)
dsda. (24)
In the following we will only consider this step based setting. However, the analysis
presented in this section (including Theorem 1) can be straightforwardly extended to
general observations.
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Lemma 1. Let rp˜ilb(s, a) = log
(
q(s,a)
pp˜i(s,a)
)
+log p˜i(a|s) denote the lower bound reward function
for policy p˜i. Any policy pi that improves on the lower bound objective (Eq. 24) compared
to p˜i, also decreases the reverse Kullback-Leibler divergence to the expert distribution, that
is,
JNAIL,p˜i(pi) > JNAIL,p˜i(p˜i) =⇒ DRKL(ppi(s, a)||q(s, a)) < DRKL(pp˜i(s, a)||q(s, a)).
Proof. See Appendix C. The proof is similar to the proof for expectation-maximization
presented by Bishop (2006). Namely, since the lower bound JNAIL,p˜i(pi) is tight for the
policy p˜i, improving on the lower bound also increases the expected KL term that had
been omitted for deriving the lower bound.
Comparing the policy objective for the non-adversarial formulation (Eq. 24) with the
adversarial objective for the reverse KL (following Eq. 33 and Eq. 9),
max
pi
JAIL-RKL(pi) =
∫
s,a
ppi(s, a) log
q(s, a)
ppi(s, a)︸ ︷︷ ︸
radv(s,a)
dsda,
we can identify the following differences. Due to the last term in Eq. 24, the reinforce-
ment learning problem turned into an entropy regularized reinforcement learning prob-
lem. Furthermore, the lower bound reward function rp˜ilb(s, a) contains an additional term,
namely, log p˜i(a|s). Together, these changes correspond to an additional KL objective
that penalizes deviations from the policy p˜i that was used for training the discriminator.
Furthermore, the density-ratio in the lower bound reward (and consequently also the
lower bound reward itself) explicitly depends on the auxiliary policy p˜i and not on the
policy pi that is optimized. This key difference to the adversarial formulation, enables us
to greedily optimize the policy with respect to the lower bound reward function rp˜ilb(s, a)
and ensures that, upon convergence, the lower bound reward function solves the inverse
reinforcement learning problem.
Our upper bound on the reverse KL divergence is similar to bounds that have been
previously applied for learning hierarchical models for variational inference (Agakov and
Barber, 2004; Tran et al., 2016; Ranganath et al., 2016; Maaløe et al., 2016; Arenz et al.,
2018) and I-Projection-based density estimation (Becker et al., 2020). Our derivations
are most related to the work by Becker et al. (2020) since we only assume samples from
the target distribution q(o). However, in contrast to Becker et al. (2020), we consider
time-series data and do not use the bound for learning a hierarchical model, but for
learning a reward function that is independent of the current policy.
3.2 Iteratively Tightening the Bound
Based on Lemma 1 we propose a framework for non-adversarial imitation learning that
is sketched by Algorithm 1. Theorem 1 shows that Algorithm 1 solves the imitation
learning problem when assuming that the density-ratio estimator (discriminator) is op-
timal. Although this assumption is very strong, it is also typical for adversarial meth-
ods (Goodfellow et al., 2014; Nowozin et al., 2016). An important difference to the
adversarial formulation stems from the fact, that we can show convergence for any policy
improvement, that is, we do not require “sufficiently small” generator updates. However,
the algorithmic differences compared to the adversarial formulation are quite modest:
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Algorithm 1 Non-Adversarial Imitation Learning
Require: Expert demonstrations D = {(si, ai)}i=1...N
Require: Initial policy p˜i
1: function NAIL
2: repeat
3: φ˜(s, a) =DensityRatioEstimator(p˜i,D) . Estimate q(s,a)
pp˜i(s,a)
, e.g. using
samples from pp˜i
4: p˜i ← PolicyImprovement(p˜i, φ˜(s, a)) . improve on JNAIL,p˜i using φ˜ to
estimate rp˜ilb
5: until converged
6: end function
the generator update of NAIL has an additional reward term log p˜i(a|s) and solves an
entropy-regularized reinforcement learning problem. Together these changes correspond
to an additional KL-penalty, KL (ppi(τ )||p˜(τ )) (see Eq. 21), that penalizes large devia-
tions from the policy p˜i that was used for training the discriminator. Due to the similarity
of both formulations, it can be difficult to show significant differences between the adver-
sarial and the non-adversarial approach in practice. However, we will show in the next
section that the non-adversarial formulation can help in better understanding existing
(adversarial) methods and that it can be used to derive novel algorithms.
Theorem 1. When ignoring approximation errors of the density-ratio estimator, Algo-
rithm 1 converges to a stationary point of the reverse KL imitation learning objective.
Proof. See Appendix D
4 Instances of Non-Adversarial Imitation Learning
We will discuss two instances of non-adversarial imitation learning. In Section 4.1, we
will focus on an existing method, AIRL, and show that it is an instance of non-adversarial
imitation learning even though it has been originally formulated as adversarial method.
In Section 4.2, we present a novel algorithm based on our non-adversarial formulation,
which is suitable for offline imitation learning.
4.1 Adversarial Inverse Reinforcement Learning
We showed in Section 2.4.2 that AIRL is neither a typical adversarial algorithm nor can it
be derived from maximum causal entropy IRL. However, AIRL can be straightforwardly
justified as an instance of NAIL, as shown in Corollary 1.
Corollary 1. Adversarial inverse reinforcement learning is an instance of non-adversarial
imitation learning (Algorithm 1).
Proof. Let p˜i denote the current policy during the discriminator update at any given
iteration. As shown in Section 2.2.3, the logits of the discriminator trained with the
binary cross-entropy loss approximate the log density-ratio log q(s,a)
pp˜i(s,a)
. Hence, we have
ν(s, a) = ν¯θ(s, a)− log p˜i(s, a) ≈ log q(s, a)
pp˜i(s, a)
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and thus
ν¯θ(s, a) ≈ log q(s, a)
pp˜i(s, a)
+ log p˜i(s, a) = rp˜ilb(s, a).
The policy objective JAIRL-maxent(pi) (Eq. 17) solved by AIRL, thus, corresponds to an ap-
proximation of JNAIL,p˜i(pi) (Eq. 24) based on the density-ratio estimator φ˜(s, a) = ν(s, a).
Hence, AIRL implements Algorithm 1.
Intuitively, NAIL solves the inverse reinforcement learning problem because any policy
that maximizes the lower bound reward function rp˜ilb(s, a) matches the expert demonstra-
tion at least as good as the learned policy p˜i. After convergence, when pp˜i(s, a) ≈ q(s, a),
maximizing the lower bound reward function, thus, matches the expert demonstrations.
In contrast, the adversarial reward function after convergence radv(s, a) = log
q(s,a)
pp˜i(s,a)
≈ 0
is specific to the current policy and converges to a constant, which is not suitable for
matching the expert demonstrations. However, as noted by Fu et al. (2018), when mod-
eling the expert according to Equation 11, the reward function learned by AIRL/NAIL
corresponds to the advantage function Asoftexpert(s, a) = log piexpert(a|s) if the expert’s dis-
tribution can be matched exactly by the agent. To be more specific, we can see from the
definition of rp˜ilb(s, a) that, in general, it additionally contains a correction-term based on
the mismatch of the induced state distributions, namely,
rp˜ilb(s, a) = log
(
q(s, a)
pp˜i(s, a)
)
+ log p˜i(a|s) = log
(
q(s)
pp˜i(s)
)
+ log piexpert(a|s).
As the advantage function strongly depends on the system dynamics, the learned reward
function is typically not transferable to different dynamical systems. Hence, Fu et al.
(2018) proposed to parameterize the discriminator as
ν(s, a, s′) = fθ(s) + γgη(s′)− gη(s)− log pi(a|s)
and showed that fθ(s) approximates the reward function of the expert, when assuming
that the system dynamics are deterministic and that the true reward function does not
depend on the actions. Note that this modification is also covered by our derivation
which does not make specific assumptions on the parameterization of ν¯(s, a).
4.2 Offline Non-Adversarial Imitation Learning
We will now use the non-adversarial formulation to derive a novel algorithm for offline
imitation learning. Offline imitation learning considers the imitation learning problem,
with the additional restriction that we are not able to interact with the environment dur-
ing learning. Behavioral cloning (BC) is a common approach for offline imitation learning
that frames imitation learning as supervised learning, for example, by maximizing the
likelihood of the states and actions, that is,
max
pi
[
Jbc(pi) = Es,a∼q(s,a) [log pi(a|s)]
]
.
However, as observed by Pomerleau (1989) and further examined by Ross and Bagnell
(2010) compounding errors can lead to covariate shift, that is, the learned policy may
reach states that significantly differ from the states encountered by the expert. As the
policy was not trained on these states, it is often not able to recover from such mistakes.
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4.2.1 Interlude: ValueDice
Our method is inspired by ValueDice (Kostrikov et al., 2020) which is able to outperform
behavioral cloning for offline imitation learning. ValueDice aims to match the expert
distribution q(s, a) by expressing the reverse KL divergence using the Donsker-Varadhan
representation (Donsker and Varadhan, 1983), that is,
min
pi
KL(ppi(s, a)||q(s, a)) = min
pi
max
ν
− log Es,a∼q(s,a) [exp (ν(s, a))] + Es,a∼ppi(s,a) [ν(s, a)] .
(25)
Similar to the KLIEP loss or the binary cross-entropy loss, the optimal solution of the
inner maximization problem is given by
ν?(s, a) = log
ppi(s, a)
q(s, a)
+ const, (26)
which closely relates the saddle point problem given by Equation 25 to the previously
discussed adversarial methods for minimizing the reverse KL divergence. Indeed, a similar
algorithm to ValueDice could be straightforwardly derived from the f -GAN formulation
for the reverse KL (Eq. 10), which differs from Optimization Problem 25 by not taking
the logarithm of the first expectation.
Optimization Problem 25 can not directly be used for offline imitation learning since
we can not get samples from the agent’s state-action distribution ppi(s, a) to approximate
the second expectation. Hence, Kostrikov et al. (2020) applied a trick for offline density-
ratio estimation (Nachum et al., 2019) by using a change of variables to express ν(s, a)
in terms of the Q-Function Qpiν for policy pi where the reward function is given by ν(s, a),
that is
ν(s, a) = Qpiν (s, a)− γEs′∼p(s′|s,a)Ea′∼pi(a′|s′) [Qpiν (s′, a′)] . (27)
When applying the change of variables (Eq. 27) and optimizing Eq. 25 with respect to
the Q-function, the expected “reward” given by the second expectation can be computed
based on the initial state distribution and the Q-function, that is,
min
pi
max
Qpiν
− log Es,a∼q(s,a)
[
exp
(
Qpiν (s, a)− γEs′∼p(s′|s,a)Ea′∼pi(a′|s′) [Qpiν (s′, a′)]
)]
+ Es,a∼ppi(s,a)
[
Qpiν (s, a)− γEs′∼p(s′|s,a)Ea′∼pi(a′|s′) [Qpiν (s′, a′)]
]
= min
pi
max
Qpiν
− log Es,a∼q(s,a)
[
exp
(
Qpiν (s, a)− γEs′∼p(s′|s,a)Ea′∼pi(a′|s′) [Qpiν (s′, a′)]
)]
+ (1− γ)Es0∼p0(s)Ea0∼pi(a0|s0) [Qpiν (s0, a0)] .
(28)
As shown by Kostrikov et al. (2020), a (biased) Monte-Carlo estimate of Eq. 28 can be op-
timized based on triplets (s, a, s′) sampled from the expert demonstrations, initial states s0
sampled from the initial state distribution and actions a′ and a0 sampled from the policy.
Compared to the other adversarial methods discussed earlier, ValueDice differs mainly
by directly learning the Q-function for the adversarial reward radv(s, a) = log
(
q(s,a)
ppi(s,a)
)
which does not only make it applicable to the offline setting, but—conveniently—also
greatly simplifies the reinforcement learning problem. However, common to prior meth-
ods for adversarial imitation learning, ValueDice involves solving a saddle point problem
(Eq. 28) which may require careful tuning of the step size for the policy updates to avoid
too greedy updates.
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4.2.2 ONAIL
Instead of framing distribution matching as a saddle-point problem, we use the non-
adversarial formulation to derive a (soft) actor critic algorithm. That is, we alternate
between a critic update, where we learn the soft Q-function Qsoft, pi
(i)
lb for the current
policy pi(i) and lower bound reward function rpi
(i)
lb (s, a), and an actor update where we use
the soft Q-function to find a policy pi(i+1) that improves on the lower bound objective
JNAIL,pi(i) (Eq. 24).
The soft Q-function for the lower bound reward function rpi
(i)
lb (s, a) can be learned
analogously to the (standard) Q-function for the adversarial reward function by applying
a change of variables to the KLIEP-loss (Eq. 10) or Donsker-Varadhan-loss (Eq. 25).
However, as shown by Lemma 2, the soft Q-function for the lower bound reward can also
be directly computed from the Q-function of the adversarial reward.
Lemma 2. Let Qp˜ir be the Q-function for policy p˜i and a given reward function r. Further,
let Qsoft,p˜irlb be the soft Q-function for policy p˜i and reward function rlb(s, a) = r(s, a) +
log p˜i(a|s). Then, Qsoft,p˜irlb can be expressed in terms of Qp˜ir as follows:
Qsoft,p˜irlb (s, a) = Q
p˜i
r (s, a) + log p˜i(a|s).
Proof. see Appendix E.
Lemma 2 might seem surprising at first because in general it is neither straightforward
to transform a Q-function to a soft Q-function nor to transform the Q function for one re-
ward function to the Q-function for a different reward function. However, intuitively, the
expected negative cross-entropy to come (originating from the change of reward function)
and the expected entropy to come (originating from the change to the soft Q-function)
cancel out, since both terms are computed for policy p˜i. Hence, both Q functions only
differ by the change of the immediate reward. Lemma 2, thus, enables us to implement
the critic update by performing the inner maximization of the saddle point solved by
ValueDice 28, that is,
−Qp˜iradv = arg max
Qp˜iν
− log Es,a∼q(s,a)
[
exp
(
Qp˜iν (s, a)− γEs′∼p(s′|s,a)Ea′∼p˜i(a′|s′)
[
Qp˜iν (s
′, a′)
])]
+ (1− γ)Es0∼p0(s)Ea0∼p˜i(a0|s0)
[
Qp˜iν (s0, a0)
]
.
(29)
Please note, that we changed the sign for Qp˜iradv because ν (Eq. 26) approximates the
adversarial cost function ν(s, a) ≈ −radv(s, a) + const.
In contrast to ValueDice, we do not need to solve a saddle point problem, since we
can replace the policy update of ValueDice (based on Eq. 28) with an update based on
the loss
Lactor,pi(i)(pi) =− Es∼z(s)
[∫
a
pi(a|s)
(
Qpi
(i)
adv + log pi
(i)(a|s)− log pi(a|s)
)
da
]
(30)
=− Es∼z(s)
[Lactor,pi(i)(pi, s)] ,
which can be optimized using the reparameterization trick (Kingma and Welling, 2014;
Rezende et al., 2014). The state distribution z(s) used for training the policy should
ideally have full support on every state that is encountered by the new policy pi. In our
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Algorithm 2 Offline Non-Adversarial Imitation Learning
Require: Expert demonstrations D = {(si, ai)}i=1...N
Require: Initial policy p˜i
1: function ONAIL
2: repeat
3: Qp˜iradv ← ImplicitDensityRatioEstimator(p˜i,D) . approximately solve
Optimization Problem 29
4: p˜i ← PolicyImprovement(p˜i, Qp˜iradv) . improve on JNAIL,p˜i by decreasing lossLactor,p˜i(pi) (Eq. 30)
5: until converged
6: end function
experiments we found it sufficient to only use the states encountered during the expert
demonstrations, that is z(s) = q(s). However, it would also be possible to use artificial
states, e.g., by adding noise to the expert demonstrations, or to build a replay buffer by
rolling out the policy after each iteration (which would leave the offline-regime). The
conceptual difference between O-NAIL and ValueDice enables us to show convergence
even for large improvement on the loss (Eq. 30) based on Lemma 3.
Lemma 3. When ignoring approximation errors of the Q-function Qp˜iradv, any policy pi
that achieves lower or equal loss Lactor,pi(i)(pi, s) (Eq. 30) than pi(i) on any state s also
improves on pi(i) with respect to the lower bound objective JNAIL,pi(i)(pi) (Eq. 24), that is,
∀s : Lactor,pi(i)(pi, s) ≤ Lactor,pi(i)(pi(i), s) =⇒ JNAIL,pi(i)(pi) ≥ JNAIL,pi(i)(pi(i)).
Proof. See Appendix F.
The resulting algorithm (Alg. 2) is, thus, an instance of non-adversarial imitation
learning based on the implicit density-ratio estimator
φ˜(s, a) = exp
(
Qp˜iradv(s, a)− γEs′∼p(s′|s,a)Ea′∼pi(a′|s′)
[
Qp˜iradv(s
′, a′)
])
.
Theorem 2. When ignoring approximation errors of the Q-function Qp˜iradv, Algorithm 2
converges to a stationary point of the reverse KL imitation learning objective.
Proof. Based on Lemma 3, the theorem can be derived analogously to Theorem 1.
5 Experiments
We compared the policy updates of O-NAIL and ValueDice on the Mujoco (Todorov
et al., 2012) Hopper, Walker2d, HalfCheetah and Ant experiment. We obtained 50 expert
demonstrations—each corresponding to one trajectory consisting of thousand steps—
from a policy that was trained using soft actor-critic (SAC, Haarnoja et al., 2018). We
initialized the policy using behavioral cloning. More precisely, we used ten per cent of the
training data as validation data for early-stopping, and trained the policy by maximizing
the likelihood of the remaining expert data. Both algorithms are evaluated based on
the same implementation1 and differ only due to the different policy loss and the chosen
1The code can be downloaded from https://www.github.com/OlegArenz/O-NAIL.
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Figure 1: The plots show the approximated return (average of ten roll-outs) of the stochas-
tic policy for ten trials for O-NAIL and ValueDice for different numbers of demonstrations
and environments. For behavioral cloning, the shaded region corresponds to the 0.95 con-
fidence region based on the empirical standard error of the mean (when Gaussianity is
assumed).
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hyper-parameter value (ValueDice) value (O-NAIL)
ηpi 1× 10−5 1× 10−4
ηQ 1× 10−3 1× 10−3
Npi 1 10 000
NQ 5 1000
Table 1: The table shows the hyper-parameters used by O-NAIL and ValueDice for
the HalfCheetah experiment. O-NAIL performed better for large number of gradient
steps, whereas ValueDice performed best for few gradient updates before switching policy
updates and Q-function updates.
hyper-parameters. For ValueDice, the policy updates are performed based on a mini-
batch approximation of the saddle point problem given by Equation 28. For O-NAIL, we
use a mini-batch approximation of the I-Projection-loss (Eq. 30). Both algorithms use
a mini-batch size of 256. The Q-function and policy are each represented by a neural
networks with two hidden layers of 256 units. The policy network outputs the parameters
of a Gaussian distribution (with a diagonal state-dependent covariance matrix) and the
sampled action are squashed by a tanh to respect action bounds, as discussed by Haarnoja
et al. (2018).
We tuned the learning rates ηpi and ηQ for the policy and Q-function as well as the
number of gradient steps Npi and NQ for the policy optimization and Q-optimization.
We performed a grid-search on these hyper-parameters and present the chosen hyper-
parameters in Table 1.
The results of our experiments are shown in Figure 1. Although O-NAIL seems to
clearly outperform ValueDice on these experiment, we want to stress, that the purpose of
our evaluation was not to show practical advantages, but rather to demonstrate that we
can derive novel algorithms based on our non-adversarial formulation that achieve similar
performance compared to adversarial methods, while working at a significantly different
modus operandi—namely, by using three to four orders of magnitude more update step
for the Q-function and policy. Regarding the performance in practice, we want to point
out the following shortcomings of our evaluations:
• Lack of regularization. We did not perform any regularization on the Q-function
or policy. It is well-known that adversarial methods sometimes can significantly
benefit from regularizing the discriminator (or Q-function for ValueDice). For ex-
ample, ValueDice applied a gradient penalty similar to the one that was introduced
for Wasserstein-GANs (Gulrajani et al., 2017) on the Q-function. We actually tried
this gradient penalty also on our experiment and were not able to show a benefit.
Still, although Kostrikov et al. (2020) focused on the online setting, they also per-
formed experiments in the offline setting, where they could show that ValueDice
can outperform behavioral cloning. We believe that by introducing some type of
regularization, both algorithms could potentially also achieve significantly better
performance on our implementation. However, since these improvements are often
achieved by introducing inductive biases, which can widen the gap between theory
and practice, we have limited the evaluation to a simple implementation of the
respective algorithms.
• Initialization. We initialized the policies using behavioral cloning. When per-
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forming the same experiment with randomly initialized policies, ValueDice would
perform similarly, while O-NAIL would fail to learn at all with the chosen hyper-
parameters. The lack of convergence of O-NAIL is to be expected because using
many discriminator updates to estimate a density-ratio between distributions with
non-overlapping support typically results in sharp decision-boundaries that do not
possess meaningful gradients or maxima. However, when performing only few Q-
function-updates between optimizing the policy—which corresponds to a strong
type of early-stopping—, such problems can be mitigated. Rather than relying on
strong regularization that further disconnect theory and practice, we applied be-
havioral cloning to ensure overlapping support, which also seems reasonable and
applicable in practice.
6 Discussion
Many modern methods in imitation learning and inverse reinforcement learning are based
on an adversarial formulation. These methods frame the problem of distribution-matching
as a minimax game between a policy and a discriminator, and rely on small policy up-
dates for showing convergence to a Nash equilibrium. In contrast to these methods, we
formulate distribution-matching as an iterative lower-bound optimization by alternating
between maximizing and tightening a bound on the reverse KL divergence. This non-
adversarial formulation enables us to drop the requirement of “sufficiently small” policy
updates for proving convergence. Algorithmically, our non-adversarial formulation is very
similar to previous adversarial formulations and differs only due to an additional reward
term that penalizes deviations from the previous policy.
6.1 Limitations and Future Work
As the resulting algorithms are very similar to their adversarial counterparts, it can be
difficult to show significant differences in practice. Hence, in this work, we focused on
the insights gained from the non-adversarial formulation. For example, we showed that
adversarial inverse reinforcement learning, which was previously not well understood,
can be straightforwardly derived from our non-adversarial formulation. However, even-
tually we would like to derive stronger practical advantages from our formulation. We
demonstrated that the non-adversarial formulation can be used to derive novel algorithms
by presenting O-NAIL, an actor-critic based offline imitation learning method and our
comparisons with ValueDice suggest that the non-adversarial formulation may indeed be
beneficial. However, we hope to further distinguish O-NAIL from prior work by building
on the close connection between non-adversarial imitation learning and inverse reinforce-
ment learning in order to learn generalizable reward functions offline.
Adversarial methods have been suggested for a variety of different divergences, in-
cluding (Ghasemipour et al., 2020) but not limited to (Xiao et al., 2019) the family of
f -divergences. The non-adversarial formulation is currently limited to the reverse KL
divergence and penalizes deviations from the previous policy based on the reverse KL
divergence. It is an open question, whether our lower bound can be generalized to other
divergences, for example, when penalizing deviations based on different divergences.
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A BCE-loss of the AIRL Discriminator
The binary cross entropy loss for the AIRL discriminator is given by
JBCE(θ) =Es,a∼q(s,a)
log
 exp
(
ν¯θ(s, a)
)
pi(a|s) + exp
(
ν¯θ(s, a)
)

+ Es,a∼ppi(s,a)
log
 pi(a|s)
pi(a|s) + exp
(
ν¯θ(s, a)
)

=Es,a∼q(s,a) [ν¯θ(s, a)] + Es,a∼ppi(s,a) [log pi(a|s)]
− 2Es,a∼µ(s,a)
[
log
(
pi(a|s) + exp
(
ν¯θ(s, a)
))]
,
where µ(s, a) = 1
2
(q(s, a) + ppi(s, a)) is a mixture of the distributions induced by the
expert and the agent. The gradient with respect to the discriminator parameters is given
by
dJBCE(θ)
dθ
=Es,a∼q(s,a)
[
dν¯θ(s, a)
dθ
]
− 2Es,a∼µ(s,a)
 exp
(
ν¯θ(s, a)
)
pi(a|s) + exp
(
ν¯θ(s, a)
) dν¯θ(s, a)
dθ

=Es,a∼q(s,a)
[
dν¯θ(s, a)
dθ
]
− Es,a∼µ(s,a)
[
p¯θ(s, a)
1
2
(ppi(s, a) + p¯θ(s, a))
dν¯θ(s, a)
dθ
]
=Es,a∼q(s,a)
[
dν¯θ(s, a)
dθ
]
− Es,a∼µ(s,a)
[
p¯θ(s, a)
µ¯(s, a)
dν¯θ(s, a)
dθ
]
, (31)
where we introduced p¯θ(s, a) = p
pi(s) exp (ν¯θ(s, a)) and µ¯(s, a) =
1
2
(ppi(s, a) + p¯θ(s, a)).
Fu et al. (2018) argue that, when assuming that the policy pi maximizes the policy
objective, we would have p¯θ(s, a) = pθ(s, a) and that the gradient (Eq. 31) would then
correspond to an importance-sampling based estimate of the maximum-likelihood gradi-
ent (Eq. 15). However, for obtaining the correct importance weights, we would need to
further assume that p¯θ(s, a) = q(s, a) such that µ¯(s, a) = µ(s, a), that is, we would need
to assume that the distribution induced by the current policy ppi(s, a) = p¯θ(s, a) matches
the expert distribution. Furthermore, we would additionally need to assume that the
discriminator is optimal such that ν¯θ(s, a) = A
soft,pi(s, a) = log pi(a|s) in order to ensure
p¯θ(s, a) = pθ(s, a). While it is reassuring that both methods share a stationary point
when the expert distribution is perfectly matched and the policy and discriminator are
optimal, the connection between AIRL and MaxCausalEnt-IRL presented by Fu et al.
(2018) seems rather weak.
B Proof for Proposition 1
Let
p(t|τ ) =
{
1
T (τ )
t < T (τ )
0 otherwise
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denote the probability of observing the time step t when the trajectory τ of length T (τ ) is
given. Based on the assumption p(o|τ , t) = p(o|sτt , aτt ), we can express p(o|τ ) as follows:
p(o|τ ) =
∞∑
t=0
p(t|τ )p(o|τ , t) =
∞∑
t=0
p(t|τ )p(o|sτt , aτt ). (32)
Based on equation 32, we can express the objective of the episodic reinforcement learning
problem given by Eq. 7 as
Jrl,ep(pi) = Eτ∼ppi(τ )
[∫
o
p(o|τ )f ∗(D(o))do
]
=
∫
τ
ppi(τ )
∫
o
∞∑
t=0
p(t|τ )p(o|sτt , aτt )f ∗(D(o))dodτ
=
∞∑
t=0
p(t)
∫
τ
ppi(τ |t)
∫
o
p(o|sτt , aτt )f ∗(D(o))dodτ
=
∞∑
t=0
p(t)
∫
s,a
ppit (s, a)
∫
o
p(o|s, a)f ∗(D(o))dodsda
= (1− γ)
∞∑
t=0
γt
∫
s,a
ppit (s, a)
∫
o
p(o|s, a)f ∗(D(o))dodsda
= (1− γ)
∞∑
t=0
γt
∫
s,a
ppit (s, a)radv(s, a)dsda
=
∫
s,a
ppi(s, a)radv(s, a)dsda. (33)
Hence, we can solve the episodic reinforcement learning problem (Eq. 7) also by maximiz-
ing the expected Markovian reward radv(s, a) =
∫
o
p(o|s, a)f ∗(D(o))do. When defining
p(o|s, a) as a delta distribution at o(s, a) = [s>, a>]> or at o(s, a) = s we can also re-
cover the common objective of matching the expert’s state-action distribution or its state
marginal. However, such restrictions are not necessary to obtain Markovian rewards.
C Proof for Lemma 1
Based on Equation 22, we can express the reverse KL divergence DRKL(p˜(s, a)||q(s, a))
in terms of the lower bound JNAIL,p˜i(p˜i) (Eq.24) as
DRKL(p˜(s, a)||q(s, a)) = −JNAIL,p˜i(p˜i)− Ep˜(o) [KL (p˜(τ |o)||p˜(τ |o))] = −JNAIL,p˜i(p˜i),
and the reverse KL for a given policy pi as
DRKL(p
pi(s, a)||q(s, a)) = −JNAIL,p˜i(pi)− Eppi(o) [KL (ppi(τ |o)||p˜(τ |o))] .
Hence, for any policy pi that satisfies JNAIL,p˜i(pi) > JNAIL,p˜i(p˜i), we have
DRKL(p˜(s, a)||q(s, a))−DRKL(ppi(s, a)||q(s, a))
= JNAIL,p˜i(pi)− JNAIL,p˜i(p˜i)︸ ︷︷ ︸
>0
+ Eppi(o) [KL (p
pi(τ |o)||p˜(τ |o))]︸ ︷︷ ︸
>0
> 0.
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D Proof for Theorem 1
The sequence
{
DRKL(p
pi(i)(s, a)||q(s, a))
}∞
i=0
is monotonously decreasing (see Lemma 1)
and bounded below (due to the non-negativity of the KL) and thus convergent (Bibby,
1974). At convergence pi(i) must be a stationary point of the lower bound objective
(otherwise we could improve using gradient descent), that is
0 =
d
dpi
JNAIL,pi(i)(pi)
∣∣∣∣
pi=pi(i)
=
d
dpi
DRKL(p
pi(s, a)||q(s, a))
∣∣∣∣
pi=pi(i)
+
d
dpi
Eppi(o)
[
KL
(
ppi(τ |o)||ppi(i)(τ |o)
)] ∣∣∣∣
pi=pi(i)︸ ︷︷ ︸
=0
.
Hence, pi(i) is a stationary point of the KL objective, that is,
d
dpi
DRKL(p
pi(s, a)||q(s, a))
∣∣∣∣
pi=pi(i)
= 0.
E Proof for Lemma 2
Haarnoja et al. (2018) showed that the soft Q-function for policy pi and reward r can be
learned by repeatably applying the modified Bellman backup operator
T piQsoft(st, at) , r(st, at) + γEst+1∼p
[
V soft(st+1)
]
(34)
where
V soft(s) = Ea∼pi
[
Qsoft(s, a)− log pi(a|s)] . (35)
We will now prove that Qˆ(s, a) , Qp˜ir (s, a) + log p˜i(a|s) is the soft Q-function for policy
p˜i and lower bound reward rlb(s, a) = r(s, a) + log p˜i(a|s), that is Qˆ = Qsoft,p˜irlb , by showing
that it is a fixed point of the modified Bellman backup operator (Eq. 34).
Applying the modified Bellman update to Qˆ(s, a) yields
T p˜iQˆ(st, at) = rlb(st, at) + γEst+1∼p,at+1∼p˜i
[
Qˆ(s, a)− log p˜i(at+1|st+1)
]
= r(st, at) + log p˜i(at|st)
+ γEst+1∼p,at+1∼p˜i
[
Qp˜ir (st+1, at+1) + log p˜i(at+1|st+1)− log p˜i(at+1|st+1)
]
= r(st, at) + log p˜i(at|st) + γEst+1∼p,at+1∼p˜i
[
Qp˜ir (st+1, at+1)
]
= Qp˜ir (st, at) + log p˜i(at|st) = Qˆ(s, a).
F Proof of Lemma 3
The first part of the proof closely follows the proof given by Haarnoja et al. (2018), which
itself closely follows the proof of the policy improvement theorem given by Sutton and
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Barto (1998). However, Haarnoja et al. (2018) only considered policies that are optimal
with respect to the I-Projection-loss (Eq. 30), although the proof is also valid for the less
strict assumption of policy improvement, as shown below.
Based on our assumption we have for any state s
Ea∼pi(a|s)
[
Qsoft,pi
(i)
rlb
(s, a)− log pi(a|s)
]
≥Ea∼pi(i)(a|s)
[
Qsoft,pi
(i)
rlb
(s, a)− log pi(i)(a|s)
]
= V soft,pi
(i)
rlb
(s).
(36)
Based on Equation 36 we can repeatedly apply the soft Bellman equation to bound
the soft Q-function for the old policy by the soft Q-function for the new policy, as follows:
Qsoft,pi
(i)
rlb
(st, at) = rlb(st, at) + γEst+1∼p
[
V soft(st+1)
]
≤ rlb(st, at) + γEst+1∼p,at+1∼pi
[
Qsoft,pi
(i)
rlb
(st+1, at+1)− log pi(at+1|st+1)
]
...
≤ Qsoft,pirlb (st, at).
(37)
We now express the lower bound objective JNAIL,pi(i)(pi) in terms of its Q-function
Qsoft,pirlb and relate it to the lower bound objective of the last policy JNAIL,pi(i)(pi
(i)) using
the inequalities 37 and 36, namely,
JNAIL,pi(i)(pi) =
∫
s,a
ppi(s, a)
(
rpi
(i)
lb (s, a)− log pi(a|s)
)
dsda
=(1− γ)Es∼p0(s),a∼pi
[
Qsoft,pi
rpi
(i)
lb
− log pi(a|s)
]
≥(1− γ)Es∼p0(s),a∼pi
[
Qsoft,pi
(i)
rpi
(i)
lb
− log pi(a|s)
]
≥(1− γ)Es∼p0(s),a∼pi(i)
[
Qsoft,pi
(i)
rpi
(i)
lb
− log pi(i)(a|s)
]
= JNAIL,pi(i)(pi
(i)).
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