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Abstract
A scalable video compression algorithm was designed and implemented. Costs in efficiency
and complexity currently associated with requiring scalability to be provided by a video com-
pression algorithm are discussed. The method of Scalable Motion Compensation is presented
as a means by which a more efficient scalable algorithm can be constructed at the cost of
greater complexity. The design and performance of a complete algorithm using scalable
motion compensation is described.
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Chapter 1 Introduction:
Scalable Video
Scalability describes a class of video compression algorithms in which the act of discard-
ing bits from encoded bitstreams is accompanied in the decoder by reductions in image qual-
ity and complexity that are commensurate with the number of bits discarded. This is in
contrast to more prevalent methods in which the decoder is slaved to the encoder, and must
track it precisely and completely in order to produce usable output. Advantages associated
with scalability have been expressed [6] [28] [29] and focus on the utility of creating bitstreams
that can be transmitted at high bandwidth for complex decoders to produce high quality
images, or at low bandwidth for relatively simple decoders to produce low quality. This gives
users the freedom to make their own quality/ cost choices and facilitates interoperability of
applications. The number and variety of choices that a particular scalable system provides
defines the degree to which the system is scalable.
An ideal scalable bitstream would provide its recipient with the same complexity/effi-
ciency choices that are available in unscalable systems. Unfortunately, this ideal does not
seem to exist. Known scalable methods are not as efficient, are more complex, or both. The
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use of scalability seems to demand trade-offs with efficiency and complexity that we do not
understand completely. This lack of understanding is unfortunate, for if we did then we would
be able to better evaluate degrees of scalability that are appropriate.
This thesis describes work that was directed at understanding some of the trade-offs in
complexity and efficiency that are demanded by scalability. To this end, a scalable video com-
pression system was implemented. Chapter 2 presents the principles upon which video com-
pression and scalability are based, and also presents a model of the coding algorithms that
were the subject of this thesis work. The next two chapters more fully describe these methods
by considering them in two main groups: video transformations and transform compression
methods. Available methods in each group are identified, and the variety of complexity, effi-
ciency and scalability trade-offs are noted. In the process, temporal transformations are identi-
fied as being a functional element for which a relatively small variety of trade-offs exists, and
chapter 5 presents scalable motion compensation as a mechanism by which this variety can be
expanded. Chapter 6 describes the design of the scalable video compression algorithm that
was built, and the experiments that were performed with it. Lastly, chapter 7 presents conclu-
sions and suggestions for future work.
-10-
Chapter 2 Background
This chapter introduces general principles upon which video compression is based. Rele-
vant properties of the human visual system (HVS) and of video display technology are dis-
cussed. A video compression algorithm model is given, and a brief overview of the
mechanisms by which scalability is achieved is given. Finally, the notion of a rate-distortion
function is introduced.
2.1 The Human Visual System
The goal of any communication system design is to transmit as much information as pos-
sible given the constraint of a limited channel capacity. Often, this design problem can be cast
in terms of a signal coding one where success is defined in terms of numerical measures such
as mean-squared error. However, this approach does not transfer directly to video communica-
tion since it has been well established that changes in such error measures do not accurately
reflect perceived image quality [34]. Knowledge of human perceptual limitations can help a
video compression system better decide what information to transmit.
The vision process begins when light waves enter the eye and fall on photoreceptors
located in the retina. There are two kinds of photoreceptors: rods and cones. Rods are respon-
-11-
sible for low-light vision, and are of less interest within the context of video coding since good
lighting conditions are generally assumed. Cones occur in three different varieties which are
characterized by the amount of each incident wavelength of light that is absorbed. These char-
acteristics are known as absorption spectra, and show that the three different cones are most
sensitive to red, green and blue light, respectively (see Figure 2.1). As colored light is
absorbed by cones with different absorption spectra in the retina, they become stimulated and
cause neural activity that travels into the brain. Human perception of visual information is a
result of the brain's ability to interpret this collective neural activity.
While detailed studies of physiology have been able to explain much about how the brain
interprets these signalst, much of the knowledge useful for video coding is the result of exper-
imentation. The remainder of this section summarizes some of the relevant experiments that
have been performed.
t. For an overview of these studies, see Marr's Vision [30].
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Figure 2.1 Absorption Spectra for the three sets of cones [10].
Human sensitivity to stimuli at particular spatiotemporal frequencies has been measured
by presenting sinusoidal intensity gratings of different contrasts to observers who reported the
visibility of the stimuli [34]. Some results of these experiments is shown in Figure 2.2. Exper-
imentation by Heeger has shown that this spatiotemporal response is localized within the field
of view [15]. This suggests that the human visual system is locally sensitive to different spa-
tiotemporal frequencies in a manner that approximates a lowpass filter in both space and time.
The use of digital technology in the field of imaging requires the ability to present sam-
pled information that appears to be continuous. Flicker will be perceived if the temporal infor-
mation is displayed at too low a rate, while the human visual system will fuse together
consecutive samples if they occur in quick succession. Kelly showed that the perception of
flicker is a function of the frequency, the intensity of the stimulus, and the stimulus back-
ground [21] (See Figure 2.3). The response to flicker is most notable in its sharp decline above
approximately 30 hz.
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Figure 2.2 Perspective view of the spatio-temporal
threshold surface [34]. The contrast sensitivity is the
lowest perceptible peak-to-peak intensity ratio
Another important demonstrated effect is that the visibility of stimuli is reduced in the
presence of non-uniform backgrounds. This is more commonly referred to as masking. Most
notably, large temporal or spatial activity tends to impair perceptual sensitivity to spatial stim-
uli. This is why perception of spatial resolution is markedly reduced in video imagery in the
presence of a scene change. Also sensitivity to error in spatial information in the presence
detail or edges is reduced [34].
Human sensitivity to brightness (luminance) as opposed to color information has been
widely studied. In particular, it has been shown that humans are less sensitive to distortion in
color information both spatially [20][34] and temporally [22][23].
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Figure 2.3 Modulation amplitude needed to keep a flickering
light of different frequencies at flicker fusion threshold. The
troland is a unit of retinal luminance [21].
2.2 Video Technology
The data that a video compression system must transmit is determined by the available
capture and display technology. It is important to know how the video is captured so that some
statistical properties of the data are known.
Temporal information is presented to the viewer as a series of frames sampled in time.
The rate at which this is done in television systems is 30 Hz in the US and Japan and 25 Hz in
Europe. These values were chosen because they best match the HVS's sensitivity to flicker
(Figure 2.3) and historical design constraints imposed by the frequency of the AC current
available in different parts of the world [34].
Each image, or frame, is represented spatially by a matrix (raster) of picture elements
(pels) that correspond to data recorded at locations in the image sampled from one moment in
time. This is referred to as a progressive representation. This is in contrast to interlaced
images in which the even and odd numbered lines are sampled at times offset from each other
by one-half the frame period. This presents low spatial frequency information at twice the reg-
ular frame rate, and high vertical frequency at low rates (see Figure 2.4). This is done to match
the spatiotemporal response of the HVS shown in (Figure 2.2) [34].
While the use of interlace does provide better subjective results, it is important to note
that it produces data that is tougher to process by virtue of the diagonal frequency response.
The use of progressive video means that storing and processing video as a series of frames
accurately models the manner in which they are captured and is efficient. By contrast, the use
of the same representation for interlaced video is not accurate, and the use of accurate inter-
lace representations are more complex [5].
Color display is commonly achieved by the excitation of closely spaced phosphors whose
emission spectra are tuned to stimulate the three different types of cones in the eye (see Figure
2.1). For this reason, the phosphor colors correspond to red, green, and blue. Sampled loca-
tions in space and time are therefore represented by a triplet of values corresponding to the
- 15 -
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Figure 2.4 Sampling and spectra of interlaced and progressive video
for a 480 line raster. The X's indicate samples used from the 60 hz
480 line data, while 0's are those that are not. The shaded areas
indicate active portions of the spectrum [5].
intensity of each phosphor. This group of values is commonly referred to as an RGB triplet
[34]. Each value in the triplet is commonly represented by an 8 bit value between 0 and 255.
Color representations for coding, however, generally use a different color representation
than RGB, for not only are humans more sensitive luminance information than chrominance
(see previous section), typical video images have more luminance than chrominance data to
begin with. One such color space is the color space of CCIR-601 and is given below. In this
- 16 -
r r i Interlaced
space, each Y, Cb and Cr value ranges from 0 to 255. [31]
Yd = 0.299 x R + 0.587 x G + 0.144 x B
219 x Yd
255
126 x (B - Yd)
Cb = 255 +128
160 x (R -Yd)
r 255
2.3 Video Compression Algorithm Model
This thesis considers algorithms that perform transformations to the video representation
before actually compressing it. Video transformations are designed to isolate psychovisually
distinct features and identify dominant statistical characteristics. This latter effect is some-
times referred to energy compaction. When these operations are successful, much important
video information can be concentrated into relatively few values that can form the core for an
efficient representation. Image transformations are generally lossless, and serve mainly to
convert the input data into a representation that can be more efficiently coded.
However, before coding of the transformed data can take place, the relative importance of
each datum must be identified. This is the main function of bit allocation, for once this evalu-
ation is done, then the available channel capacity can be allocated among the components of
the data in a manner that is in proportion to each's statistical and psychovisual importance.
The other function of bit allocation is to ensure that the total data rate of the encoded bitstream
is within the capacity of the channel.
Once each component of the transformed representation has been allotted it's portion of
the channel capacity, it must be encoded for transmission. Since the allotted bitrate is gener-
ally not high enough allow coding without error, the transformed data is compressed through
-17-
the use of quantization and entropy coding.
Feature Isolation Statistical
Energy Compaction, & Efficient Lossy
& Psychovisual Compression
Psychovisual Relevance Modelling
I Figure 2.5 General 
structure of the elements 
in a video transform 
coder.
2.4 Mechanisms of Scalability
The main reason why video compression systems are forced to make quality vs. cost
choices is the exceptional amount of data involved. For example, a digitized video sequence
running at 30 frames per second and at 640 x 480 in three color channels of red, green and
blue requires 30 x 640 x 480 x 3 x 8 = 221 Megabits (27 Megabytes) of storage for every sec-
ond. In contrast, commonly available channel capacities range from multiples of 64 kilobits
per second for ISDN phone lines and 1.544 Megabits per second (Mbps) for TI lines and
compact disks. Furthermore, as a channel capacities increase, so will the demand for higher
resolution, higher frame rate video such as HDTV.
This quick examination of the numbers suggests the most straightforward way for a sys-
tem to reduce its cost. This is to simply reduce the amount of data that is coded. For example,
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instead of coding a full 30 frames per second, one might code only 15. Instead of coding every
line, one might code half as many. We can think of the video data as a space-time volume, in
which halving every dimension reduces its size by a factor of 8. Of course, when this happens
there is a commensurate loss in image quality (Figure 2.6).
One way to scale the video data would be to simply take every other value along each
dimension. Another would be to take just one area of each one. These would be simple, but do
not produce very good images. In the first case, aliasing is introduced when subsampling
occurs without filtering. In the second case, taking a window into the video would reduce its
content. This would be unacceptable since a user would not want to watch half of a television
program, or see only the middle section of the screen of a tennis match.
Because better digital subsampling can be done by filtering first, work on scalable com-
-19-
Time
'Horizontal'
Figure 2.6 A Space-Time Volume. Halving the dimensions of each
dimension reduced the number of samples that must be processed
by one-eighth. The dimensions are height, width, and time.
pression has tended to favor methods that allow direct access to frequency domain representa-
tions. The space-time volume instead is thought of as a spatiotemporal frequency domain and
desirable abilities are to remove and improve sections of this volume (Figure 2.7). However,
such abilities will depend on the efficiency of the video transform and compression algorithms
that can manipulate it.
2.5 The Rate-Distortion Function
Digital video is by no means the only kind of information that needs to be transmitted
over channels that cannot accommodate them without loss. Rate-distortion theory describes
the theoretical limits of information representations. While this field is beyond the scope of
this thesis, it provides us with some useful facts and constructs. Most importantly, rate-distor-
tion theory provides us with the notion of a rate-distortion function [16] [34]. Figure 2.8 shows
an example of one.
The function indicates the rate (R), in bits, that is needed to provide information within
- 20 -
f
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Figure 2.7 Scalability seeks access to a spatiotemporal
frequency representation in which removing areas
corresponds to removing detail instead of content. The
dimensions of this volume are vertical (f, horizontal
(fh), and temporal (ft) frequency.
certain distortion (D) which can be of any measure. Similarly, it tells us the distortion that will
be introduced if the information is transmitted at a certain rate. Different coders are character-
ized by different rate-distortion curves. Better, more complicated coders can provide a lower
rate at a given distortion, and lower distortion for a given rate. As coders get more and more
complex, their performance approaches a theoretical bound. Rate distortion functions are
always monotonically decreasing and sometimes convex. The theoretic bound is called the
Shannon Lower Bound and is always convex [16][34].
High- Complexity
Coder
Rate R
Low-Complexity
Coder
Theoretical
Bound
Distortion D
Figure 2.8 Qualitative sketch of a rate-distortion curve. As the rate increases the
distortion decreases. As the rate decreases the distortion increases. The curve shows
an information theoretic bound, and the rate distortion function of both a low and a
high complexity coder.
We can use rate-distortion functions to describe the elements of our video compression
model. The video transformation element divides the input video into components that each
have their own Shannon Lower Bounds. The quantization and entropy coding methods pro-
vide us (hopefully) with the ability to code each component as closely to this bound as possi-
ble. The bit allocation element chooses the rate and distortion for each coded component.
Psychovisual modeling provides us with an error metric for the rate-distortion function of the
entire system.
-21-
Chapter 3 Video
Transformations
This chapter describes transformation algorithms used for video compression and com-
pares their relative efficiency and complexity, and impact on scalability. First, one-dimen-
sional signal coding methods are described, then their application to video compression is
discussed.
3.1 One-Dimensional Signal Coding
This section introduces one-dimensional versions of the methods that are commonly used
to code video. The manner in which they are extended to multiple dimensions will effect the
final efficiency, complexity, and scalability of a system.
3.1.1 Linear Transforms
Digital technology is capable of performing many additions and multiplications quickly.
Consequently, we are interested in the utility of linear operations which we denote by a matrix
notation formula.i
-22 -
Ax = y
Such operations are said to describe linear systems and are often represented by a block dia-
gram (see Figure 3.1).
x A y
Figure 3.1 Linear System Block Diagram.
Signal coders are concerned primarily with matrices, A, for which a matrix B exists such
that
BAx = x.
When B exists, it is called the inverse of A and is denoted A-1 . Instead of transmitting a signal
x directly, it is possible to instead transmit a transformed signal y defined as
y = Ax
from which a reconstruction of x can be calculated at a receiver
x=A y =AAx = x.
Most generally, though, transmission introduces error, e, which is subsequently transformed
according to
A~ (y+e) = A- Ax+A- e = x+A- e
The matrices A and A-1 are said to define forward and inverse transformations and the vector e
t. In this document, uppercase symbols represent matrices and lowercase symbols represent digital sig-
nals that have been cast as vectors.
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Figure 3.2 Block diagram of signal transform coding
represents error introduced by lossy compression of the transformed signal; the rows of A are
called theforward transform kernels, and the rows of A-' are the reconstruction transform
kernels; the values of y are called the transform coefficients. If A is an identity matrix, then
this corresponds to coding a signal in its original domain, however, this is not usually done
since coding can usually be done more efficiently if a proper transform is chosen.
Theoretically, it is not necessary to apply a transformation to a signal in order for an algo-
rithm to provide efficient coding. This is implicit in the fact that the linear transformations that
we generally use are invertible, so they do not remove any information that would otherwise
need to be coded. The Shannon Lower Bound is therefore unchanged. However, the mecha-
nisms by which the compression part of the system could approach this limit without the help
of transformations are significantly more complex.
3.1.1.1 Transform Coding
The overall efficiency of common algorithms is best when the transformed signal con-
tains as little redundant information as possible. By considering values in the signal to be ran-
dom variables, we then can restate our goal by saying that the transformed random variables
should be independent. Linear operations are useful because a properly transformed vector
can have values whose second-order statistics are independent. It is important to note, how-
ever, that while second-order statistics do not completely characterize all random variable sta-
tistics, they are sufficient to characterize gaussian random variables which have been shown to
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model the behavior of a wide range of natural processes including images [36].
In general, the above discussion is what motivates the use of orthogonal transforms,
which are characterized by the equation
AT = A-1 .
Advantages of using these transforms include the simplicity of inverting them, and the isola-
tion of different types of information in different coefficients which gives a more intuitive
meaning to them [9] [25]. Of most interest to this discussion, however, is the fact that for every
vector of gaussian random variables, there exists an orthogonal transform that will completely
decorrelate it. This will now be shown.
One useful measure of statistical dependence between any two random variables x and yi
is their cross-correlation,
R , = E [xy]
where E denotes the expected value. Intuitively, this measure is useful since it will be equal to
the product of the two random variables' means if they are independent, or else will vary as a
function of the their cross-covariance
Cx, = Rxy,-E [ X]E [y ].
The object of a transformation is therefore to produce a vector whose values have cross-cova-
riances that are zero, or at least small.
To write this more precisely, we say that the vector we intend to code is composed of ran-
dom variables,
X = [X, X2 X3, ... , Xn
and that it's statistics are characterized by an autocorrelation matrix,
t. A bold character is used to denote a random variable.
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R = x~x1 x~x2
R R
which is by construction symmetric, and which is effected by a linear transformation y = Ax in
a known manner [16],
R,, = AR.AT
The goal is therefore to design A so that Ryy is diagonal.
When Rxx is known, it is possible to diagonalize it into the form
R, = S-1AS
where S is a matrix whose columns are the eigenvectors of Rxx and A is a diagonal matrix of
eigenvalues, and since Rxx is symmetric, S will be orthogonal [41]. Therefore, the transforma-
tion matrix A can be chosen to be S, yielding
R,, = SRXS-' = S (S~ 'AS)S = A.
This orthogonal transform is commonly known as the Karhunen-Loeve Transform or KLT
[16].
The KLT is not commonly used on input vectors that are large, such as the lines and col-
umns of an image. The computation required to perform the KLT, or any other transform, for
that matter, to every row and column of an image is prohibitive. One simplification generally
made is to break the input vector up into equal-sized ones and then process them separdely.
This is referred to as blockwise transform coding.
Even in blockwise transform coding, however, the KLT is not generally used. One reason
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is that it depends on accurate and adaptive measurements of the autocorrelation matrix that
must not only be performed by the encoder, but also transmitted to the decoder. Another rea-
son is that other orthonormal transforms exist that in many cases approximate it but are less
complex to implement. One such transform is the discrete cosine transform (DCT) which, for
transforms of size N is defined by an equal number of transformation kernels Ok that are
cosine functions [16]. Since 0 is actually a constant function, it's corresponding transform
value is commonly termed the DC (Direct Current), while the others are called the AC (Alter-
nating Current) values.
2 N- (2n + 1) kW
k Na (k) x (n)cos 2N
n =0
1
a(0) -a (i) = 1;(i#0)
3.1.1.2 Subband Coding
Subband coding describes another incarnation of linear transforms that was first proposed
for coding speech waveforms [11]. In general, a subband decomposition is performed by con-
volving an input signal with a set of bandpass filters called afilter bank. Each filtered signal is
subsequently subsampled to its new Nyquist rate. The subsampled signals are called sub-
bands. If the filter bank collectively covers every part of the input signal's spectrum without
overlapping, then the total number of samples among the subbands will equal the number in
the input signal [16] (Figure 3.3 and Figure 3.4). The filter that covers the lowest part of the
spectrum is said to produce the baseband, while the other subbands are commonly termed the-
highpass subbands. Since each subband is sampled at it's Nyquist rate, such subband repre-
sentations are said to be critically sampled.
In Figure 3.4, it is tacitly assumed that the filters used have perfectly sharp bandpass or
lowpass characteristics, however, such filters are not realizable in practice [16]. Real subband
filters have ripple in the bands and overlapping response, hence every subband will have
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Analysis Synthesis
Filter Bank Filter Bank
x[n] y1[n] ~x[n]
--- -- > H1(z) -> Iki -- -- k1 - Fj(z) ----
--- w H2(z) -- Ik2 ik2 - F2(z) --
-- -> Hj(z) -- ik _ I kM --- Fi(z) _ _
Figure 3.3 Block diagram of a subband coder. The input signal, x[n], is split into k
signals. Each signal is filtered and subsampled by a factor of k. This results in k
subbands, the combined size of which is equal to the size of the input signal. The
original signal can be reconstructed from the subbands by using a properly
designed synthesis filter bank.
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Figure 3.4 Frequency domain effect of a "brick-wall" subband
coder in Figure 3.3.
aliased out-of-band information in it. It is possible, however, to design perfect reconstruction
filter banks that will cancel the aliasing effects in the reconstructed signals (Figure 3.5).
Filter Response
Magnitude
Low-Pass High-Ps
0 x/2 Aliased,
out-of-band
information
Figure 3.5 Qualitative Illustration of a 2-band filter
bank response that provides alias cancellation.
The details of how this is done are not central to this thesis, and are covered elsewhere.t It
is important to know, however, that as the subbands get narrower, and as they cause less alias-
ing, filters get longer and so are more costly to implement. Furthermore, perfect reconstruc-
tion filters are usually orthogonal, or nearly so.
3.1.1.3 Linear Transform Scalability, Efficiency, and Complexity
Linear transforms are scalable. This comes directly from the reconstruction equation x =
A- 1y. If a value in y is missing (set to zero), then the only effect on the reconstruction is that it
will not contain any weighting of the value's corresponding row in A~1 . Subband coders are
good for this because they provide transform values that correspond to kernels localized in
frequency and so come close to the scalability ideal that is suggested by Figure 2.7. On the
other hand, orthogonal transform coders can provide greater efficiency. However, it is essen-
tial to realize that transform coding and subband coding are in fact variations of the same
method.
t. A sampling of papers on this topic include Crochier et. al[1 1], Vetterli & Le Gall [45], and Vaidy-
anathan[43][44].
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To make this clear, consider that a blockwise transform can be recast as a subband coder,
and that a subband coder can be recast as a transform coder. A blockwise DCT can be cast as
a subband coder by simply using the N basis functions shown at the end of section 3.1.1.1, and
by using decimation and interpolation factors equal to N. To recast a subband coder as a trans-
form, consider that each of the subband values are linear combinations of values in the input
signal. As there are as many subband samples (N) as in the input signal, there are N linear
combinations whose values can form the basis functions of a forward transform. Similarly, a
reconstruction transform can be constructed. The basic difference between these two methods
is that subband coders are linear transforms designed with more attention given to minimizing
the range of frequencies and space represented by each transform value, while orthogonal
transforms are designed to be as efficient as possible. However, it is important to note that
subband coders are efficient and do decorrelate input signals, and that orthogonal transforms
such as the DCT do have reconstruction kernels that approximate bandpass filters, although
the filters are relatively poor [40].
3.1.2 Predictive Coding
Predictive coding is based on the notion that it can be more efficient to predict a value and
code the error, than to code a value directly. Already transmitted information can often pro-
vide accurate predictions, so only small errors need be coded. Side information can also be
transmitted to improve predictions. In order for the system to work, however, the encoder
must know exactly what information is at the decoder. If this is not done, then the encoder and
decoder will form different predictions, and the error value that is transmitted by the encoder
will be inappropriate for the reconstructions at the decoder. This need for the encoder to track
the decoder is why a predictive coder will always maintain a simulated copy of the decoder.
Algorithms that repeatedly code data by using predictions from already transmitted data are
said to employ a predictive coding loop [16] (see Figure 3.6).
There are two aspects of the decoder state that must be tracked. One of these is that the
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Signal
Figure 3.6 General diagram of a predictive encoding loop. The encoder's embedded
decoder is marked by the shaded area.
encoder and decoder must use the same prediction method. If the operative prediction method
changes over time, then the encoder and decoder must know by context which prediction
method to use, or sufficient side information must be transmitted. The other tracked state is the
actual data that it decodes. This means that every piece of information that the encoder sends
to the encoder must be received without error. As long as the encoder contains a fully accurate
copy of the entire decoder, then it will be able to form the same predictions that the decoder
will, and it will always be able to send appropriate prediction error information.
Another fact that must be noted is that predictive coding loops must somehow be initial-
ized. When a transmission begins, there is no way guarantee that the encoder and decoder are
in the same state. There must be a defined way to reset the decoder. This allows the encoder to
reset its own decoder so that coding can begin. A typical reset method is to set all values in the
memory of the decoder to zero [34].
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Predictive coders are generally unscalable. If any values are not available to a decoder
because the corresponding bits were discarded, then the prediction loop will be broken and the
resulting decoded signal will have undetermined characteristics. Scalable systems tend to
avoid using predictive coding methods for this reason.
3.2 Multidimensional Video Transforms
Given the scalability of linear transform methods as opposed to prediction-based ones,
the most scalable video system could also be the most efficient one if linear methods were best
to code each dimension in the video representation. However, this is not case. While research-
ers have used subband coders to code spatial and temporal information and achieved notable
success [7][18][35], their results are not as good as those that employ some predictive ele-
ments. Specifically, color and spatial information codes well with linear transforms, while
temporal information does not. Color information is the simplest to code. Linear color spaces
that model the sensitivity of humans to color also decorrelate the RGB triplets [19][20][34]
(see section 2.2).
3.2.1 Spatial Transforms
3.2.1.1 Spatial Linear Transforms
The one-dimensional linear transforms discussed earlier in this chapter can be extended
to 2 dimensions by applying them successively to each image row and column [16]. For a sub-
band coder, this means that an M-equal-sized-band filter bank applied to an image of size H x
V will produce M2 spatial subbands of size H/M x V/M. For a transform coder, a transform of
size N will produce H/N x V/M transform blocks of N2 coefficients each.
Spatial information does tend to be modeled well by two-dimensional Gaussian random
variables[16]. In fact, the basis functions of the DCT are considered good approximations to
the KLT for typical images [16]. The 8x8 blockwise DCT is commonly used. However, since
the DCT's basis functions form filters that have poor characteristics, they are not considered
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desirable for scaling.
Subband coding provides better scaled images, and so has become commonly used
among those researching scalable compression methods; in particular, a subband coding
method called pyramid coding has received much attention. In this method, a 2-band filter
bank is used to decompose the input image into four spatial subbands. This procedure is recur-
sively applied to the low-pass image (see Figure 3.7).
Horizontal Horizontal[| Lows 1 Highs i
Figure 3.7 Pyramid subband coding. The top diagram shows a
functional diagram for pyramid decomposition at one level; note
that the lowpass band can be processed again. The lower diagram
shows the subband divisions in a 2 level pyramid.
A feature of both linear transform methods relates to the fact that their transformed values
correspond to information that is local in both space and frequency. This matches the tenden-
cies of the human visual system presented in section 2.1, and makes it possible to instruct the
lossy compression part of the system to introduce less error into more important parts of the
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spectrum. Furthermore, since spatial masking is a local phenomena, it will not be necessary to
waste channel capacity coding data that will not be seen anyway. Note that subband coders
tend to provide better frequency domain response due to their better filter characteristics,
while blockwise transform coders tend to have shorter basis functions that provide informa-
tion that is more local in space.
In summary, spatial linear transform methods are scalable and efficient. Longer basis
functions (greater complexity) can be used to code images more efficiently or provide better
scalable images, depending upon the application.
3.2.1.2 Spatial Predictive Coding
Spatial predictive coding does not work as well on images as linear transforms do.
Images tend to be statistically describable, while detail in images is often hard to predict
except in the case of pure texture. However, predictive coders that use small numbers of previ-
ously transmitted image samples are extremely simple to implement, and do provide some
coding gain. Such coders are often used to code the values in subband coding basebands, as
well as the DC values in DCT coded blocks.
3.2.1.3 The Laplacian Pyramid
Another image representation that is being used for video coding is called a Laplacian
pyramid [2]. In this method, resolution scales are produced in an encoder by decimating an
image, interpolating it again, and then taking the difference between the image before and
after the filtering process. The difference image and the lower resolution image form a resolu-
tion scale. This process can be applied recursively to the low resolution image. Original
images can be reconstructed in a decoder by interpolating low-resolution images and adding
them back to the transmitted difference images.
A notable disadvantage of this method is that it increases the number of values by a factor
of 4/3. However, there are two advantages to using this representation. One is that filter design
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Figure 3.8 Functional block diagram of a 3 level Laplacian pyramid. Each
upsampling and downsampling operation is done by filtering and sampling
both horizontally and vertically. A lowpass gaussian filter is used.
is less constrained. Filters can be chosen for their visual characteristics and their energy sepa-
ration characteristics without having to be matched with any other filters in a filter bank. The
hierarchical structure itself provides perfect reconstructions regardless of the filter that is used.
The other advantage to this form of hierarchy is that coding errors that are introduced in
low resolution images can be corrected in higher resolution ones. This cannot be done in the
critically sampled subband pyramids described above. This means that certain characteristics
(quality, bitrate) of lower resolution images can be arranged to suit an application while still
making it possible to have a high quality full resolution image. The unfortunate side to this is
that this flexibility is largely unexplored. There is no readily availablet analysis that suggests a
way to allocate bits between different resolution scales of these pyramids, so if the only goal is
to have the best possible final image quality, then that problem must be solved first. When spe-
cific constraints are placed on different resolution images, the laplacian pyramid is well suited.
In one sense, this method corresponds to an undersampled subband coder, and serves to
-35 -
t. I couldn't find any.
strengthen the utility of linear, scalable methods for spatial coding.
3.2.2 Temporal Transforms
3.2.2.1 Linear Temporal Transforms
The linear temporal transforms discussed earlier in the chapter can be simply applied to
coding temporal data. The attraction to doing this is that the operation is scalable and it mod-
els the spatiotemporal human visual response curve shown in Figure 2.2.
In some of demonstrations of temporal subband coding [18][7], 2 subbands were formed
by taking the sum and difference of successive video frames. This is equivalent to using a
temporal Haar transform. These systems were consequently able to achieve significant coding
gains due to the energy compaction that occurs. The low-pass temporal subband contains most
of the video information - which was not much more information than is contained in any one
frame. On the other hand, the highpass band contains significantly less information and so
requires significantly fewer bits to code satisfactorily. Furthermore, it is possible to distribute
the error introduced into the temporal subbands in a manner that reflects measured human
response to visual stimuli (Figure 2.2). It is important to note, however, that the 2-tap filters
used have very poor characteristics and provided very coarse divisions of the temporal fre-
quency domain. More complex temporal filter banks have been used to temporally code
video. Among these, Romano used a five temporal subband structure and was able to achieve
even better results [35].
There are, however, a number of problems associated with using temporal subband cod-
ing. One is that video sampling rate sufficient to allow humans to perceive continuous motion
corresponds to a sampling rate that causes aliasing in the temporal data [34]. Another is that
the use of temporal filters can be costly. Furthermore, the linear model of the HVS that was
assumed did not consider that humans tend to track moving objects.
The main problem in these coders, though, is that they incorporate no model of structural
motion. This causes temporal subband systems to be significantly less efficient in situations
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when video has a lot of motion. Simple motions such as translations, rotations, pans and
zooms can cause large differences to occur between consecutive samples in time - this pro-
duces more information that must be coded by the lossy channel coder. Since these situations
occur frequently in typical video footage, this problem cannot be ignored.
3.2.2.2 Predictive Temporal Coding
Modem predictive coders model frames as planes populated with rigid elements, each
translating with respect to each other. Such translations represent simple rigid-body motions.
Within this model, we can estimate the motion, warp the current frame to approximate the
succeeding one and then code the estimation errors. This method, called motion compensa-
tion, is both computationally feasible and remarkably efficient, even when the model does not
apply.
A typical motion compensation method is called blockwise motion compensation. An
encoder will code each block in an image by first finding the block from the previously trans-
mitted one that most closely matches the block being coded (Figure 3.9). The algorithm used
to do this is called the motion estimator and is the analysis component in the generic predic-
tion loop diagram (Figure 3.6). The location of this matching block is represented by it's loca-
tion relative to the block being coded - a vector that represents the amount of motion between
frames. These are called motion vectors, and the set used for a whole image is called a motion
vectorfield. [34]. In Figure 3.6, this method corresponds to coding one frame in every cycle of
the prediction loop, and to transmitting the motion vector field of an image as the side infor-
mation.
Motion estimation can be performed in many ways. If it is done well, then the predictions
will be better and performance will be too, although such methods are more complex [34].
However, since the motion estimation is done only in the encoder, this cost is considered to be
acceptable. The decoder cost will always be smaller.
Sometimes, predictions are not simply formed from successive frames. An example of
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Figure 3.9 Blockwise Motion Compensation. The block in the current
frame is predicted by a block offset from the correspond block in the
previous frame. The offset is called the motion vector and represents
the motion that took place between frames.
this is shown in Figure 3.10. In the figure, there are three types of frames. Those that use no
prediction and are used to initialize a decoder ("Intra" or I-frames), those that are predicted
from previous frames ("Predicted" or P-frames), and those that are predicted from a bilinear
interpolation of predictions from the previous and the next frame ("Bilinear" or B-frame) [31].
This structure is referred to as an IPB motion compensation structure..
This structure has two advantages. One is that the periodically occurring B-frames can be
coded to a lower quality than the others without effecting the quality of the subsequent frames
since they are not used to form predictions for them. This makes it possible to exploit reduced
human sensitivity to high-frequency temporal information. The other advantage is that it does
provide some temporal scalability. B-frame information can be discarded without effecting
the other frames.
3.2.2.3 Comparative Efficiency, Complexity, and Scalability
The results that are achieved by motion compensation far exceed those of temporal sub-
band coders. Furthermore, motion compensators are considered to be less complex. Unfortu-
nately, a motion compensator such as the one described above is not scalable.
Although a motion compensator can be designed to provide temporal scalability, it pre-
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vents the spatial scalability that is provided by the spatial transform. Specifically, if a decoder
decided to reconstruct a P-frame at a smaller spatial resolution, the prediction loop would be
broken. Removing a subband changes the image in the decoder to something other than what
the encoder assumed. Unfortunately, this presents the designer of a system with the unfortu-
nate option of having to choose an inefficient scalable method, or an efficient unscalable
method. This problem is discussed more thoroughly in chapter 6, and a different temporal
coding method is presented.
-39-
Chapter 4 Video Transform
and Subband Compression
The video transformation methods described in the previous chapter affect energy com-
paction and feature extraction, and model some behavior of the human visual system. How-
ever, while these functions are useful for video compression, they do not actually compress
the data. The transformations are invertible, and do not remove information or bits from the
representation.
Compression of video transform data is commonly performed by quantization, and
entropy coding under control of a bit allocation algorithm. Quantization and entropy coding
reduce the number of bits needed to represent components of the transformed representation.
The quantizer is a lossy operation that maps the continuum (or wide range) of video transform
values onto a discrete, smaller set. Entropy coding converts the quantized values into an effi-
cient bitstream by exploiting their non-uniform statistics. Bit allocation algorithms allocate
the available channel capacity among the transformed video components by controlling the
quantization parameters used to compress them.
This chapter describes quantization, entropy coding, and bit allocation methods that are
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used to compress transformed video representations. Algorithms for each are described and
the efficiency, complexity and scalability of each is compared. Finally, the manner in which
these methods combine to form algorithms that represent different trade-offs is described.
4.1 Quantization
The lossy element in a video coder is the quantizer. It maps the full range of video trans-
form values onto a smaller set of quantization levels. As the number of quantization levels
decreases, the bandwidth goes down and the error increases. By controlling the number and
size of the quantization levels, the quality and rate of coded parts of the video representation
are thereby controlled. Video compression algorithms use quantizers that are efficient and
dynamically adaptable to suit the bit allocation strategy.
4.1.1 Scalar Quantization
A scalar quantizer processes a single value at a time. The quantization of a value, x, is
performed by using a simple equation,
Q (x) = ri, (x e C;)
C; denotes subsets of the signal input range that define the quantization levels, and r;
denotes the representative values for each subset. There are N such subsets that partition the
input range. The quantized value of x is therefore the representative value of the subset, r;, to
which x belongs to (Figure 4.1).
The set of ri's is called a codebook that must be transmitted to the decoder. Once this is
done, quantized values can be transmitted by sending the index of the codebook entry instead
of the actual value itself. As the size of the codebook increases, the average size of each quan-
tization level decreases and so will the error, while the overall bitrate will increase since there
is a larger codebook and there is a larger transmission alphabet.
The final bitrate will also be effected by the joint statistics of the quantization indices that
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are passed to the entropy coder. This is why an important property of scalar quantizers is that
they preserve these joint statistics. By ordering the codebook entries according to the values
they represent, first and second-order statistics can be preserved. (Figure 4.2)
p(x)
Ci C1 , Ck C1
n(x) = n, (x e Cn)
p(n)I 
IT Ii
i j k 1
Figure 4.2 The probability distribution of an input
signal (top) is preserved by scalar quantization in the
probability distribution of the quantized values. (Part
of diagram taken from Makhoul)
The most common method used to define quantization levels and representative values is
to make all of the levels the same size, and to make each representative value the midpoint of
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Figure 4.1 Scalar Quantization. The quantized values for x
and y are determined by the representative values of the
quantization regions that x and y are located in.
each quantization level's range. This method is referred to as uniform scalar quantization
[16]. Uniform scalar quantizers have the property that the codebook is completely specified by
a single value which is the size of the quantization levels. This means that the quantizer can be
adapted simply by specifying a different step size.
4.1.2 Vector Quantization
A more general form of quantization operates on vectors of values instead of scalars. This
is called vector quantization, or VQ [13]. The method by which VQ works can be described
simply by substituting vectors for the scalars in the equation of the previous section,
Q (1) = (-;,( e C )
For a 2-dimensional vector quantizer, the mapping illustrated by Figure 4.1 would therefore
correspond to the example in Figure 4.3.
To illustrate the major advantage associated with vector quantization, consider the exam-
ple in Figure 4.4. It shows a 2-dimensional plotting of vectors to be coded that are in two clus-
ters. If scalar quantization is used to code each of the two vector components with 1 bit, then 2
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Figure 4.3 A sample 2-dimensional vector quantizer. The scalar
quantities (x and rg) in Figure 4.1 become vectors, while the regions that
define quantization levels are areas instead of line segments. (Partially
taken from Preparata & Shamos, "Computational Geometry")
bits will be required to represent each vector. However, if a vector quantizer is used, then 1 bit
is sufficient. In fact, it has been shown that quantizers of larger dimension will always perform
2-D Sample Space Scalar Quantization Vector Quantization
Figure 4.4 Vector vs. Scalar Quantization. On the left, a simple 2-D
sample space is shown. A scalar quantizer (middle) would divide
this space up separably and require 2 bits to specify a cluster. A
properly designed Vector Quantizer (right) would need only 1 bit to
achieve the same result.
better than smaller or scalar ones, even if there are no redundancies among the values. This is
because the vector quantizer can provide a dense packing of values in a multidimensional
space, while a scalar quantizer can provide only multidimensional "squares". However, this
advantage only holds true if a proper codebook has been designed. [13]
A method for designing optimal codebooks was first demonstrated by Linde, Buzo and
Gray [27]. This method is characterized by a computational complexity that grows exponen-
tially with the number of vector dimensions, and by a lack of dynamic control over the code-
book that is used to code a particular sampling of vectors. Work since then has produced
codebook design algorithms that are less complex [12] and that accommodate dynamic
changes in the codebook [8].
4.1.3 Quantization and Scalability
Quantization can effect scalability in two ways. One way is that use of VQ can interfere
with scalability if the vectors are formed from values that should be discarded at different
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times. Since a single vector quantization index represents the entire vector, it is not possible to
discard one value without discarding the others as well.
Quantization can also be used to provide new scalable features. In section 2.4 it was noted
that scalability can be achieved by discarding values, however, another manner in which scal-
ability can be achieved is by progressive transmission. For scalar values, this is easily under-
stood by considering the transmission of values in MSB (most significant bit) to LSB (least
significant bit) order. The JPEG still image compression draft standard supports such a feature
[17]. This idea was extended to multi-dimensional vectors by Singh who achieved the same
effect by constraining the design of the codebook [39]. In both JPEG's work and in Singh's,
the extra scalability is associated with reduced efficiency and added complexity [17][39].
4.2 Entropy Coding
The final stage in the coding process formats the quantized values into a bitstream. The
most direct way to do this would be to collect the quantized values and other side information
together into a stream and simply transmit it. Scalability could be accommodated by placing a
unique bit pattern at the beginning of each frame's coded data. A decoder could then identify
information simply from its location in the stream relative to the beginning of the frame. As
long as the decoder knows the format of the stream, any data in it could be discarded without
preventing the ability to locate and read other information. By definition, this would be scal-
able.
The problem with the above approach is that it is not efficient. The quantized values will
contain significant statistical redundancies that can be exploited by entropy coding. This sec-
tion describes entropy, entropy coding methods that can be used to compress quantized trans-
form values, and how these methods can effect the scalability of the resulting bitstream.
4.2.1 Entropy
Transmitting values that are each one of K quantization levels can be thought of as send-
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ing a message composed of symbols from an alphabet A of size K. The simplest way to repre-
sent these symbols is to use afixed-length code for each symbol. For example, if there were
128 quantization levels, then 7 bits would be used for each one. In general, one would need
log2K bits per symbol [16]. However, savings can be realized if the symbols do not occur with
equal probability. A simple example would be if one-half of the quantization levels were
never actually used. In such a case it should be possible to use 1 less bit per symbol to transmit
the same message. Specifically, information theory shows that the minimum number of bits
per symbol needed to transmit a message with statistically independent symbols is given by
the zeroth-order entropy
H (A) = - P (a) log 2P (a)
a
where the summation is over all of the symbols in the alphabet A and P(a) is the probability of
occurrence for one symbol a [34].
More generally, we can choose to transmit our symbols as N-tuples, a = (ala2a3 ...aN)
from an alphabet A of size NK for which we define an N-th order entropy
H (A) =- P (a) log 2P (a)
a
Similarly, conditional entropies can be calculated from the conditional probabilities of sym-
bols, thereby indicating the amount of new information that is contained in a value as a func-
tion of the values that have preceded it [34].
The example given in Figure 4.4 to illustrate the advantage associated with vector quanti-
zation can also be used to illustrate the advantage associated with entropy coding values in N-
tuples. If scalar quantization were used in that example, then there would be two quantization
levels for each of the two values, and one would always be related to the other in a determinis-
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tic way. Entropy coding the values would clearly result in using 2 bits per pair. However, cod-
ing them as pairs would result in only 1 bit per pair since the second-order entropy is 1. If VQ
had been used then the entropy of the symbol passed to the entropy coder would already be 1.
It is important to note, however, that this does not imply that N-tuple entropy coding can
replace Vector Quantization. Vector Quantization still benefits from the fact that it can define a
denser packing in multidimensional spaces and thereby minimize quantization error even in
the absence of statistical dependencies [16].
4.2.2 Variable-Length Coding
The simplest entropy coding method is variable-length coding (VLC) whereby symbols
occurring rarely are given long codes while those occurring frequently are given short ones.
Messages are then formed by appending the VLC's together in a stream which can then be
decoded as long as no VLC code is a prefix of another. Huffman showed how optimal VLC's
can be constructed that achieve within 1 bit of entropy. These codes are commonly referred to
as Huffman codes [34].
An unfortunate limitation of VLC's is that they can never provide bitrates of less than 1
bit per symbol since they use integral numbers of bits to code each symbol. However, bitrates
below 1 bit per value and within 1 bit of zeroth-order entropy can be achieved by coding N-
tuples of values. As the size of the N-tuples grows, however, the VLC tables become more
complex to design [34].
A particular multi-dimensional entropy coding method that has become widely used is
called run-length VLC coding. In this method, pairs of values are coded, but only one of the
values is a quantized value. The other value can indicate the number of times the quantized
value in the pair is repeated, or the number of zeros that precede it. For example, a run-length
coder might turn the sequence of values (0,0,0,3,0,0,7,0,0,0,6) into a sequence of three pairs
of values [(3,4), (7,3), (6,4)]. These 2-tuples are then VLC coded by using a Huffman code.
This method is useful when there is a priori knowledge that long runs will occur [34].
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Unfortunately, while VLC coders provide significant coding gains, they have a serious
impact on scalability. Variable-length codes make it impossible to jump into a bitstream with-
out decoding it from the beginning. This means that the order in which values are entropy
coded is important. Values that might be discarded to affect scalability must appear at the end
of a stream, otherwise the act of discarding them will prevent use of the remaining data.
4.2.3 Arithmetic Coding
Arithmetic coding is a more recent and complex technique that enables greater reductions
in bit rate than can be achieved by optimum Huffman codes. It does this by compiling a code
string which is the arithmetic combination of the individual symbol probabilities, and then
coding it as a single VLC. The VLC is computed arithmetically from the symbol probabilities
and occurrences and so does not need to be transmitted. This permits efficient coding of mes-
sages of arbitrary length [24].
Another advantage to arithmetic coding is that it can incorporate dynamic statistical mod-
els of symbol occurrence probabilities. This is because each symbol is coded by using it's cal-
culated probability directly [24]. By contrast, a VLC coder needs to explicitly re-design it's
codebook each time symbol probabilities change.
An arithmetic coder that has received much attention recently is a binary arithmetic coder
called the Q-coder. It codes strings of binary data by using an efficient arithmetic code, and by
using a state-machine driven probability estimation method. Several state-machines are used
in the encoder and decoder to estimate and track a variety of conditional symbol probabilities.
Numbers are then decomposed by binary decisions such as zero/nonzero, positive/negative,
magnitudes and actual values that are coded efficiently by using the estimated probabilities.
Furthermore, since the encoder and decoder track the same statistics independently, no side
information such as probabilities or VLC's need be transmitted. The arithmetic coding and
state-machine estimation are both simple and efficient when compared to other binary arith-
metic coding methods [37].
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Arithmetic coded streams have the same impact on scalability that VLC's do. Namely, if
bits are discarded from an arithmetic-coded bitstream, the remaining data cannot be decoded.
4.3 Bit Allocation
A bit allocation algorithm selects the quantization parameters, or equivalently the channel
rates, for each component of the transformed representation. These algorithms are generally
designed to maximize the quality of the reconstructed video while producing a bitstream that
satisfies the channel bitrate and buffering constraints. In a scalable system, the bit allocation
algorithm also determines the rate and quality of the scaled sequences.
4.3.1 Bit Allocation Goals
In a video compression system, two parameters govern the manner in which the encoded
bitstream is delivered to the decoder. One parameter is the maximum guaranteed deliverable
bitrate. This is also sometimes referred to as the maximum sustainable bitrate and is com-
monly measured in bits per second (bps) or megabits per second (Mbps). The other parameter
is the size of data buffers that are located in the encoder and the decoder. As the bitstream is
created it is stored in the encoder's buffer from where it is removed and transmitted at a con-
stant rate. In the decoder the bitstream is received at a constant rate and then decoded. As the
buffer size increases, the bitstream can be created and decoded at rates that vary around the
average.
One purpose of a bit allocation algorithm is to ensure that the compressed bitstream can
be delivered by the encoder to the decoder without violating the bitrate and buffering limita-
tions of the system. If data is created at too high a rate then the encoder's buffer will become
full ("overflow"), while if it is created too slowly then the encoder's buffer will become empty
("underflow") and channel capacity will be wasted [34]. In a video subband or transform
coder, the problem of preventing buffer underflow or overflow is exacerbated by the fact that
the transmitted bitstream is composed of many coded streams that represent different coded
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components of the representation.
The simplest bit allocation scheme is to use equal numbers of bits for every component in
the video representation. This is done in uncoded video representations, but is completely
inappropriate for video compression. Decorrelating transforms such as those in Chapter 3 are
specifically designed to concentrate information into a few components, leaving the others
with little. Bit allocation schemes must adapt to changing statistics. For example, fixing the
data rate for color information is clearly wasteful if the input signal is black and white. Simi-
larly, the distribution of information among subbands, transform coefficients or coded predic-
tion errors will change depending on the content of the data.
A typical way to adjust bit allocations to accommodate changing video statistics is to
select allocations that minimize a numerical measure of the reconstruction error. Mean-
squared error is commonly used for this purpose. However, the statistics mentioned above
indicate the distribution of information, and not necessarily their contribution to the final per-
ceived result. An important part of a good bit allocation scheme is a model of the human
visual system.
The simplest example of this is when masking occurs (section 2.1). If there is a scene
change, frames on either side of it need not be of the same quality as other frames in the
sequence. The sudden change in temporal information masks out errors that might otherwise
be perceived in those frames. Similarly, regions of an image that contain detail need not be of
the same quality as regions that are featureless [34].
More subtle psychovisual effects can also be exploited. In particular, the psychovisual
response shown in Figure 2.2 suggests that components can be coded with error that is related
to their spatio-temporal frequencies. This has been widely demonstrated for spatial informa-
tion [17][31], and less so for temporal data [7][35].
4.3.2 Common Bit Allocation Methods
Some bit allocation schemes explicitly choose how many bits to use for each piece of
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data, such as a subband or a frame, and then find the quantizer parameters that result in the
desired allocation. Other bit allocation schemes allocate the bits implicitly by choosing the
quantization parameters directly.t
Explicit bit allocation schemes operate by the notion that the range of parameters that can
be used to control the quantizer and entropy coder define a rate-distortion curve for each com-
ponent of the video representation, and that for a given bitrate there exists an optimal set of
rate-distortion combinations that results in the best reconstructed images. This idea was dem-
onstrated for subband coders by Biemond et. al. who actually tried a large permutation of the
possible quantizer parameters for image sub-bands and then measured the distortion of each
result. Each data point was then plotted on a rate-distortion graph. The best solutions formed a
convex hull that represented the best set of quantizer parameter choices and bit allocations for
each rate or distortion (Figure 4.5)[3].
p EM
One modification to this method is to develop a model of each component's rate-distor-
tion function so that the best quantizer choices can be made analytically. For example, by
t. The terms explicit and implicit, as used in this document, are taken from Popat [38].
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Figure 4.5 Rate-distortion function of a subband coder. Each data
point represents a set of quantizer decisions for the subbands. The
convex hull of these points is what defines the algorithm's rate-
distortion function. From [3]
modeling image subband values as jointly gaussian random variables, it is possible to com-
pute their Shannon Lower Bounds from measurements of their variances. If we then assume
that errors in individual subbands will be statistically independent, then a LaGrangian multi-
plier method will give the bit allocation that minimizes a weighted sum of the subband errors
for a bitrate R [16]. The formula that results from this analysis applied to unequally-sized sub-
bands is given in Figure 4.6.
Definitions Bit Allocation Equation
R = Target Bits/pel
Ri= Bits/sample for subband i ( 2
M =Total # of Sub-bands I I
wi = fraction of # of samples in output image w.that are in sub-band i.R. = R + log
vi = Visual importance of sub-band i MWk
02i = Variance of data in sub-band i. K7! (Vkk
'k=1 k
Figure 4.6 Optimal Bit allocation for subband coding of
scalar quantizers with constant quantization factors. Larger
visual importance factors indicate more important subbands.
It is important to note some assumptions that are made by explicit bit allocation methods.
One such assumption is that it is possible to associate bitrates with each coded component
whose bitrate should be controlled. This is false when a quantizer or entropy coder produces
bits for entire groups of values. Another assumption is that it is possible to write a closed-form
expression for subjective quality of an image. This means that a closed-form expression must
be written. If the expression is simple (such as mean-squared error) then the subjective quality
will be lower than if a more complex measure is derived.
Implicit bit allocation methods work by specifying a relationship between the quantizer
parameters for each component of the video stream. As long as the relationship between the
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quantizer parameters reflects the relative psychovisual importance of the data, then the rela-
tive errors introduced into each component is controlled directly. Since the quantizer parame-
ters determine how many bits will be used for each component, this defines the bit allocation
implicitly. In some cases, this method gives an MSE optimal solution [38]. Buffer underflow
and overflow is prevented by monitoring the state of the encoder transmission buffer and scal-
ing all of the quantization parameters for the stream accordingly as the buffer becomes full or
empty.
An example of an implicit bit allocation scheme is that used by the emerging MPEG
video compression standard. In this blockwise motion compensated DCT coder, a quantiza-
tion matrix is specified that determines a linear relationship between the quantizer stepsizes
for each DCT coefficient. The matrix is then scaled differently for each region depending
upon its content [26] [31]. This mechanism thereby permits psychovisual bit allocation with-
out writing a close-form expression for image quality.
4.3.3 Bit Allocation and Scalability
A bit allocation method designed to produce the best possible full-rate video quality
requires the ability to allocate bits among different video components freely as the content of
data changes. So, if a bitstream is scaled by consistently removing the same components from
the entire stream, then there will be no guaranteed fixed-rate bitrate and there will be no guar-
anteed quality (Figure 4.7). When scaled streams at particular rates or of specific qualities are
desired, it is necessary to either scale the bitstream adaptively or fix those parameters at
encode time. However, the former method will result in suboptimal scaled images while the
latter will cause the full-rate quality to suffer since the fixed allocations will not necessarily
match the best quality ones.
4.4 Trade-offs
The least complex quantizer, entropy coder, and bit allocation method combination would
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Figure 4.7 Example distribution of bits among the different levels of a
multiresolution coder. The relative allocations change depending on the content
of three different scenes, so if the bitstream is scaled by simply removing one
resolution of detail for the entire sequence, then the scaled stream has no
consistent bitrate and no consistent quality.
consist of a scalar quantizer, a 1 -tuple entropy coder, and a fixed rate bit allocation. While
such a combination is certainly scalable, it is not the most efficient. There are good reasons to
use each of the other methods described in the previous three sections, and the use or non-use
of each is associated with a trade-off between efficiency, complexity, and scalability for the
system as a whole.
Bit allocation methods have the simplest to characterize effect on a system. More com-
plex methods produce better quality images within the quality and rate constraints that are
defined for the scaled and full-sized video streams. So, since scalability is never prevented by
a bit allocation algorithm, the trade-off associated with a particular bit allocation algorithm is
simply a function of its ability to properly control whatever quantizer is being used. The trade-
offs associated with different entropy coders and quantizers, however, are not as simple to
characterize.
In particular, Figure 4.4 was used in sections 4.1.2 and 4.2.1 to illustrate how more com-
plex quantization and entropy coding methods could both exploit statistical redundancies in
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input data, and it was also noted how these methods can effect scalability. VQ and entropy
coding can be used within subbands without preventing scalability, while using them to code
values across subbands can.
A variety of the methods that code values within subbands have been implemented. VQ
of subbands have been shown by Romano [35] and Butera [7], and scalable VQ was been
demonstrated by Singh [39]. Also, both multialphabetic [38] and binary [17][26] arithmetic
coders have been efficiently and scalably applied to subbands and transforms. However, these
methods still do not provide the best possible quality.
The strongest remaining correlations in video subbands exist across subbands and not
within them [4]. Vector quantization has been used to exploit these correlations [4] [33], and so
represents a trade-off that can be made for complexity in order to achieve greater efficiency.
However, this trade-off is also associated with a loss in scalability that comes directly from the
unscalability of VQ.
An entropy coding method that is becoming widely used to exploit these cross-subband
correlations is that which is being used in the JPEG and MPEG international standards - run-
length coding. In these standards, blocks of 8x8 DCT coefficients are quantized with a uni-
form scalar quantizer. The quantized values are then ordered by a zigzag scanning of the block
that follows a deterministic path from the lowest frequency coefficient to the highest fre-
quency one. This produces a vector of 64 values which are then huffman coded as 2-tuples of
zero runs and quantized values. The final run of symbols is coded as a separate symbol, end-
of-block (EOB) (Figure 4.8) [26][31][17].
Unfortunately, zigzag scanning is implemented in these standards in an unscalable way.
While the entropy coded bits for each zigzag coded block are in an order that is amenable to
scalability, each block is VLC coded in single stream that cannot be broken [31]. Since there
are typically at least several hundred blocks, significant bandwidth would be wasted if resyn-
chronization markers were placed at the head of each block. This problem could be addressed,
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Figure 4.8 Zigzag Run-length coding of DCT transformed blocks
however, if the run-length pairs were "shuffled" into a different order. Specifically, one could
first send all runs that started at coefficient 0, then those that started at position 1, then position
2, and so on. It would then be possible for the decoder to put the run-length pairs back in the
right place by first filling the coefficient 0 for each block, then the first, then the second, and so
on. However, while shuffling the run-length pairs would provide scalability and not effect effi-
ciency, it would increase the complexity of the system. The shuffling itself would have to be
implemented, and decoders designed to process only blocks at a time would be forced to
maintain larger buffers that could unpack the stream. On the other hand, a subband coder
might not be as effected by this since it must maintain extra buffers anyway.
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The use of run-length VLC's for coding values across subbands represents a trade-off that
can be made for complexity to achiever greater efficiency, and that can be accompanied by a
loss in scalability unless more complexity is added to keep the method scalable. It should be
noted, however, that a scalable zigzag entropy coder would not make MPEG scalable. MPEG
uses motion compensation which is not scalable, so a scalable entropy coder is thereby ren-
dered useless. A scalable zigzag coder would be more appropriate for temporally subband
coded or scalably motion compensated video.
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Chapter 5 Scalable Motion
Compensation
In Chapter 3, it was noted that critically sampled subband systems are typically forced to
choose between an efficient temporal coding method that prevents scalability (motion com-
pensation), and a scalable method that is not as efficient (subband coding). It would be best if
there were another option between these two extremes.
5.1 Subband Motion Compensation
Ideally, it would be possible to put each spatial subband in a separate motion compensa-
tion loop. Each subband of a predicted frame would be predicted only from the corresponding
subband in the previous frame. This would prevent the problems that normally occur when
subbands are discarded in a motion compensated system, since the predictions for each sub-
bands would not depend on the other ones. However, there is a problem with trying this
approach in the most obvious way.
The direct way to predict one spatial subband from another would be to use a standard
block-matching algorithm; divide the subband into equal sized blocks, find appropriate
motion vectors for each block, and then use the vectors to form the prediction. However,
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rigid-body motion in a scene does not cause simple translations in image subbands - subband
decomposition is a space-variant operation. Motion compensation assumes that simple
motions will result in simple translations, and so it will not work in this case.
To see this, consider a simple one-dimensional example. Let x(t) be a function of time
that is of constant value in one section, and then another value elsewhere. Further suppose that
the Haar transform is used as the filter bank and applied to the signal. The lowpass subband
will reflect the pairwise average values of the signal, whereas the highpass band will be all
zeros except for a doublet in the place where the value in the input signal changes. Call this
highpass filtered signal hx(t). This signal is then subsampled to form the subband that is to be
transmitted, call it hsx(t). This subband will be zero everywhere except for one value that will
be either positive or negative, depending upon where the sampling occurs. For this example,
let's assume that the value will be positive.
Next, consider happens if a new input signal y(t) is simply x(t-1). That is, x(t) but delayed
by one sample. Clearly, the lowpass subband will look virtually the same as it did for x(t).
However, the value in the highpass band, hsy(t), that corresponds to the step in the input will
change sign due to the fact that the subsampling will occur one position over. (see figure Fig-
ure 5.1) A similar analysis holds for two-dimensional signals..
Another way to see why straightforward motion compensation will not work on subbands
is to consider what happens when cosine waves are put into a 2-band subband coder that has
an ideal lowpass filter and an ideal highpass filter. Since the filters are ideal, they will not alter
the cosine wave in any way as long as it is in the bandpass region of the filter. Let's call the
input signal x(t) which is a cosine function of time and radian frequency,
x(t) = cos (2itft)
Then let the subband, sx(t), be the subsampled subband.
s (t) = cos (47cft)
- 59 -
I 111111 111111
-e
hs,(t)
-C
Figure 5.1 Effect of rigid motion on a simple highpass subband. y(t)
is x(t) delayed by one sample. However, the resulting subsampled
subband hsx(t) and hsy(t) are very different from each other.
We will then use y(t) to denote x(t) when it has been shifted by 1 sample, and sy(t) to
denote the subsampled subband.
y (t) = x(t -- 1) = cos (2nf(t - 1))
s Y (t) = cos (2nf (2t - 1) )
Since a 1 sample shift corresponds to a half-sample shift for the same signal at half reso-
lution, a prediction for sy(t) is formed by using bilinear interpolation to shift sx(t) by half a
sample. This operation corresponds to a straightforward use of motion compensation on the
subbands, and we can now write the error of the prediction as e(t).
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Through trigonometry, e(t) can be simplified, and then e2(t) can be integrated in order to
give a function that gives the mean-squared-error of the prediction,
1
2f
e (t) = 2sin2 (nf) cos (27f(2t - 1)) MSE = 2f e2 (t) dt
0
E 4s1 sin (4n (1 -f) ) + sin (4xf)MSE = 4 sino ( 2) + 2(- 8n
MSE = 2 sin 4 (irj)
The fact that is most notable about the final equation for the mean squared error is that it
is a function of frequency. A plot of this function is given in Figure 5.2.
5.2 Scalable Motion Compensation
Given that a straightforward motion compensation method will not work properly on sub-
bands, a different method is needed. Scalable motion compensation is such a method.
The idea behind scalable motion compensation comes from the last example. In that
example, the previous subsampled subband was motion compensated directly. A modification
would be to reconstruct the previous unsampled subband (by upsampling the sampled one),
motion compensate it, and then resample it. (see Figure 5.3)
Note that this method is applicable to subbands in any type of subband structure. For
example, a temporal subband could be motion compensated. The "Analysis Filter" element in
the diagram can be one or more filtering/subsampling operations, as can the "Analysis Filter
Inverse". The only requirement that scalable motion compensation places on the filters is that
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Figure 5.2 Error of using half-band subband to predict next subband of moving cosine
function. Plotted as a function of radian frequency, from zero frequency up to the
nyquist rate.
it should be possible to design filters that can come acceptably close to being the inverse of the
analysis filter. It does not matter if the analysis filter is actually multiple filters in a subband
tree or a bandpass filter in a filter bank that has many subbands. Note that the use of the analy-
sis filter when resampling is needed to remove out of band information that is introduced by
blocking effects of motion compensation. It may be possible that this filtering operation could
be skipped when blocking artifacts are minimal.
One assumption that is made, however, is that information in one subband will stay in
that subband as it moves. For truly rigid body motion in a "brick-wall" subband coder, this
assumption will clearly be correct. However, in the general case there is no guarantee as to
how accurate this assumption will be.
It should be noted that the method proposed is computationally demanding. Filtering
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Figure 5.3 Functional Diagram of Scalable Motion Compensation. The top row of
operations show the straightforward approach to motion compensating subbands that is
known not to work. At the bottom of the diagram, the process that produces the subband
that needs to be predicted is diagramed. Scalable motion compensation begins by
estimating x(t) from sx(t). The estimated x(t) can then be warped by a motion
compensator to produce an estimation of y(t) from which a corresponding sy(t) is
derived by the same process that produces the real sy(t). Clearly, if the filters are ideal
and the motion compensation is correct, then the prediction will be perfect.
image subbands up to full scale and then filtering them back down is expensive in terms of
both computation and memory usage. However, Figure 5.2 indicates that a lowpass band in a
2-band coder could be predicted usefully without any filtering. This suggests that it may be
possible to identify the quality-cost trade-offs that are associated with each filtering operation
implied by Figure 5.3 and reduce this cost. This is a topic that needs to be more fully investi-
gated.
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This thesis work did not include a full examination of the relative performance of differ-
ent implementations of scalable motion compensation. The notion that motion compensation
can be applied to a video subband coder is what is considered important. The specific loss in
efficiency that results from using it instead of conventional motion compensation is not con-
sidered as important as long as it is small. In the next chapter, the algorithm built for this thesis
work is described and then used to show that at least one incarnation of scalable motion com-
pensation introduced a loss of only about 1.5 dB to the luminance signal of a compressed
sequence.
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Chapter 6 MFC - The "Movies
of the Future Coder"
The previous chapters of this thesis have reviewed video compression techniques and
described how they effect the relationship between the efficiency, complexity and scalability
of a video compression algorithm. However, to better understand these analyses, it helps to
examine a working example. This chapter describes the evolution of one that was imple-
mented for this thesis, and some of the experiments that were performed with it. Most notably,
a comparison between scalable and non-scalable motion compensation is given.
The simulations were performed within the computing environment of the Movies of the
Future Group at the MIT Media Lab, hence the name "Movies of the Future Coder." (MFC)
The software for this algorithm was implemented by using C programs and C-shell scripts
within the UNIX programming environment, and used the DATFILE file format that was
developed by DSPG at MIT. The simulations were run on DecStation 5000's and an IBM
6000.
First, the coder's development is described up to the point at which it was submitted for
contribution to the second phase of work in ISO/IEC's Motion Picture Expert's Group
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(MPEG). Finally, subsequent modifications to the algorithm are described and results are
given, including a comparison between using scalable and nonscalable motion compensation.
6.1 MPEG Requirements
Some of the parameters in the coder are determined by the MPEG-2 submission require-
ments. In particular, the length of motion compensated groups of pictures is constrained to be
12, and the coder has to encode and decode CCIR-601 format video. Consequently, the lumi-
nance data is 704 x 480 interlaced, and two chrominance channels are 352x480 interlaced.
The frame rate is 30hz. The color space definition is the Y-Cb-Cr color space defined at the
end of section 2.2. [32]
6.2 Overview
The basic structure is a QMF pyramid sub-band coder. The coder operates on frames that
are created by using two successive source fields. Lower resolution sub-bands are coded using
scalable motion compensation while the highest resolution sub-bands are temporally subband
coded. The sub-bands are compressed with a weighted, uniform scalar quantizer and a binary
arithmetic coder.
The chrominance channels were both subsampled vertically by using the lowpass filter
shown in Figure 6.1. This resulted in chrominance channels each 1/4 the size of the luminance
signal.
6.3 Spatial Transform
The MFC's spatial transform is based on the pyramid subband structure illustrated in Fig-
ure 3.7. A 3 level pyramid is used for the luminance and a 2 level pyramid is used for each of
the chrominance channels. 9-tap QMF filters are used (Figure 6.1). This structure provides 4
levels of resolution (full, 1/4/, 1/16 and 1/64), while the 9-tap QMF filters provide for reason-
able scaled images.
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The only experiment performed with the spatial transform was a comparison in perfor-
mance between using a level 4 pyramid as opposed to a level 3 pyramid. The level 3 pyramid
performed better and was therefore chosen.
6.4 Temporal Processing
MFC decomposes the highest level of the pyramid into two temporal subbands. This was
done instead of using scalable motion compensation for two reasons. One is that it provides
more scalability- 8 temporal subbands can be selectively discarded as opposed to just one
level of resolution. The other is that MFC needed to code interlaced video, which has irregular
spatiotemporal characteristics (section 2.2). By using a 2-band temporal subband structure
and an extra vertical subband split in the high vertical frequency subbands, the spatiotemporal
characteristics of interlaced video can be approximated in a stepwise fashion [5](see Figure
6.2).Unfortunately, this method introduced artifacts that were not anticipated and that went
undetected at the time the simulations were run. Later simulations improved upon this and are
mentioned at the end of the chapter.
For the lower levels of the pyramid, a modification was made to the scalable motion com-
pensation algorithm described in the previous chapter. Within the pyramid subband coding
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Low-pass High-passTap # Tap Value Tap Value
1 0.019955 0.019955
2 -0.042705 0.042705
3 -0.052242 -0.052242
4 0.292705 -0.292705
5 0.564575 0.564575
6 0.292705 -0.292705
7 -0.052242 -0.052242
8 -0.042705 0.042705
9 0.019955 0.019955
Figure 6.1 Filter coefficient values of QMF filter
pair used for MFC sub-band decomposition.
Original Frame N+ 1
To Low-
Encoder
To High-Resolution
Encoder ~
Figure 6.2 Partial diagram of MFC's sub-band structure. First, each frame in a
pair is spatially decomposed into a one level pyramid. The two basebands are fed
into the low-resolution encoder, while the remaining sub-bands are decomposed
into temporal subbands. The subbands with vertical detail are further split
vertically. This results in ten high resolution sub-bands for each frame pair.
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tree, it was possible to identify a simple modification that addresses scalable motion compen-
sation's problems with complexity and with the assumption that all motion remains in specific
spatial subbands.
The modification is that each group of three detail subbands at each level of resolution
were motion compensated together. This has two advantages. One advantage is that this mod-
ified system can effectively motion compensate information that moves around among sub-
bands at the same resolution, while still permitting 4 levels of spatial resolution. This
improved the performance of the system significantly. The other advantage to this method is
that it requires 3 full-scale interpolation/decimation operations as opposed to a number equal
to the total number of subbands (10). (see Figure 6.3 and Figure 6.4) Losing the ability to pro-
vide as many spatial resolution as there are subbands (10) was not deemed to be a great loss.
The interpolation filter was chosen to be the subband synthesis filter - this is probably not the
best filter that could be used, but was still. effective.
In order to allow MFC to provide random access, I-frames for the low-resolution images
were coded every 12 frames. The other frames were predicted from the previous frames.
There were no B-frames.
It should be noted that this incarnation of scalable motion compensation is similar to
work that had been done by Woods and Naveen that we were not aware of [46] [47]. Their
work uses the same structure except that motion compensated images are not interpolated up
to the full size of the image.
6.5 Bit Allocation
Image quality for full-rate sequences was deemed more important than rate and quality
control for scaled sequences, so it was decided to use a bit allocation method optimized for
full-scale. While this decision made the design simpler, it did not make the job easy. Basic bit
allocation techniques are widely known, but the details of many methods are not disclosed.
Since the time that this thesis work was done, several companies participating in MPEG have
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Figure 6.3 Diagram of low-resolution coder. The previously coded low-resolution image
is compared to the low-resolution image being coded in order to derive a motion vector
field. This motion vector field is used to derive predictions for the subbands. For each
band, either the original sub-band or the error signal of the prediction is then quantized and
compressed using the arithmetic coder in order to obtain the bits that will be transmitted.
started to publish their bit allocation methods, but as this information was not available, a
complete bit allocation method had to be designed. This section describes the process by
which this was done.
6.5.1 Explicit Bit Allocation
The first bit allocation methods experimented with were explicit and statistically driven.
The first one explicitly calculated the rate-distortion curve for every subband in the pyramid,
found the rate-distortion points that minimized the overall mean-squared error, and then used
them to determine the quantizer parameters. This method was extremely complex and slow.
Next, the equation shown in Figure 4.6 was used to determine the bit allocation. The
results obtained with this equation were extremely close to those of the more complicated
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Figure 6.4 Diagram of MFC's Scalable Motion Compensator. The previously
decoded frame at each level of resolution is separately warped using the motion
vector field in order to obtain a prediction at each level. These predictions are
then used to obtain predictions of the detail sub-bands at the level.
method.
The use of these methods were useful in one main way- they provided a mechanism by
which bit allocations could be done automatically. This provided the power to code long
sequences of images, and removed hand tweaking and ad hoc decisions from the system.
However, these equations specified a bit allocation that had a number of problems.
As was mentioned in section 4.3.2, the most important problem with the explicit bit allo-
cation methods is that they are driven by the statistics of the video and not by the characteris-
tics of the human visual system. Psychovisual factors are included but are not the basis for the
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allocation. This problem manifested itself in the simulations by suddenly reducing the quanti-
zation level of low resolution subbands when high detail entered an image, or when a pan
caused energy to suddenly appear in high temporal subbands.
Another problem with statistically driven allocation is that it makes temporal allocation
of bits awkward. Since it approaches the bit allocation problem as a mathematical optimiza-
tion problem, it requires as input every piece of information that will be coded. This means
that if bits are going to be optimized over 12 frames, then all 12 frames must be analyzed and
coded at a time. This either implies that a multi-pass system is needed, or a that system with a
lot of memory is needed.
6.5.2 Implicit Bit Allocation
Due to the unsatisfactory results obtained by using explicit allocation methods, it was
decided to try an implicit method. This is the method that was finally chosen to use in the
coder.
The quantization step size for each value in MFC's subband structure is the product of
three values. One value is determined by a factor in the frequency quantization matrix that
corresponds to the subband in which the sample is located.
Another value is determined by the spatial location of the value within its subband and is
taken from a spatial quantization matrix. The third and final value is a function of the simu-
lated data buffer state and is called the quantization factor.
6.5.2.1 Spatial, Frequency, and Color Allocation
The frequency quantization matrix was determined from the relative psychovisual impor-
tance that can be assigned to each of MFC's subbands. MPEG-I's suggested quantization
matrix was used as a guide for some empirical experiments that produced values that worked
well for a variety of images.[31] Weights were chosen for chrominance and luminance sub-
bands, thus implicitly defining bits among the color channels. The values that were conse-
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quently arrived at are shown in Figure 6.5.
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Figure 6.5 Frequency weighting matrices for MFC
The spatial quantization matrix is computed for each frame by measuring the normalized
energy in each 16x16 region of the full-sized input image. Initially, this method caused some
blocks to be allocated far too few or far too many bits, so it was decided to clip these values
above and below at empirically determined values 0.5 and 2. This method is based on a spatial
masking technique presented to MPEG by Cesar Gonzales at IBM [14]. This results in a
44x30 matrix that maps to a 2x2 grid for the lowest resolution subbands and to a 4x4 grid for
the next highest resolution. For the high-resolution temporal subbands, a different spatial
quantization matrix is used. This extra matrix is defined to be the value-by-value minima of
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the spatial matrices of the frames forming the temporal subbands. This last step was heuristi-
cally chosen and was not the result of any experimentation.
6.5.2.2 Temporal Allocation
The quantization factor is what provides the mechanism by which buffer and rate control
is exercised. Generally, subsequent frames of a sequence are considered to be equally impor-
tant. For this reason, the rate allocation method attempts to maintain a constant quantization
factor. However, when the rate is too high it must increase the quantization factor, and when
the rate is too low it must decrease it. In order to do this, there must be a way to recognize
when the rate is not on target, and there must be a way do decide how much the quantization
factor should be corrected.
Evaluating the buffer state for a motion compensated coder is not simple. Unlike a frame
based coding system in which every frame ought to use similar numbers of bits, a motion
compensated system uses different numbers of bits for each frame. So, while the buffer for a
frame based system should stay constant within a scene, a motion compensated system will
always have an oscillating bitrate, where the oscillation period corresponds to the size of the
GOP.
The method by which MFC evaluates the buffer state is based on the assumption that the
ratio between the number of bits that are used by I-frames and by P-frames is locally constant
in time. This assumption is reasonable since the amount of motion in a scene will determine
this ratio, and the amount of motion in a scene will not change rapidly within a scene. This
ratio is termed the intra-predicted ratio. Throughout a sequence, this is measured by calculat-
ing the ratio between the number of bits used to code each I-frame and its successive P-
frames. To ensure integrity of this measurement, the quantization factor is never changed
between the coding of an I-frame and it's succeeding P-frame. At any time, a prediction can
be formed for what the buffer state will be at the end of the GOP by knowing the number of P-
frames remaining to be coded in the GOP and by assuming that the remaining P-frames will
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be coded with the same number of bits as the last one was. A target end-of-GOP-state is then
defined to correspond to one in which the average state of the buffer will be at 50%. This can
be calculated from the intra-predicted ratio, the number bits used to code the last P-frame, and
the GOP size. The explicit formulation of this method is described by Tsunamisha [42]. How-
ever, since the MFC codes sequences in frame pairs, this method had to be modified for sys-
tems that code more than one frame as its smallest temporal unit. The equations for this are
shown in Figure 6.6.
Once the buffer state is evaluated, changes to the quantization factor can be made. If the
projected buffer state is diverging from the desired state, then a different quantization factor
will be used for subsequent frames. This is an obvious course of action but there are a number
of ways to select the amount by which to change the quantization factor. For the MFC, the
quantization factor is adjusted by an amount proportional to the difference between the pro-
jected GOP buffer state and the current GOP buffer state. The proportion itself was empiri-
cally determined. This creates large adjustments when then divergence is significant, and
small corrections when divergence is small.
A more difficult problem is posed by situations in which the projected buffer state is con-
verging towards the desired state, but not converging quickly. One course of action that we
shall call method A would be to adjust the quantization factor so that it converges more
quickly, the other course of action (method B) would be to let the buffer state settle slowly.
For the upcoming example, assume that the buffer is filling up and that method A will increase
the quantization factor.
Let To be the time when it is recognized that the buffer is converging slowly. We shall call
TA and TB the times at which method A and B each cause the desired state to be reached, so TB
> TA. Let Q0 be the quantization factor that is used at To, and let QA be the quantization factor
at TA if method A is used. Similarly define QB. Clearly, QB will be equal to Qo and QA will be
greater. Now consider the results of using the two different methods.
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Variable Definitions
TargetRate
LastP
BufferSize
CurrentState
NextState
GOPSize
Tsize
FrameRate
AvgBitsPerUni
PredGOP
TargetP
TargetGOP
= # of bits/sec
= # of bits for last predicted temporal unit
= size of simulated buffer
= # unsent bits in simulated buffer before
coding last temporal unit
= # unset bits in simulated buffer after
coding last temporal unit
= # of frames in a GOP
= # of frames in each temporal unit
= # of frames/sec
t = Average bitrate per time unit
= Predicted end-of-GOP-bufferstate
= Target # of bits for each P-unit that
results in TargetGOP
= Target end-of-GOP-bufferstate
IPRatio = Intra-Predicted Ratio
RemainingUnits = # of uncoded temporal units in the GOP
AvgBitsPerUnit = TargetRate x Tsize
FrameRate
NextState = CurrentState - AvgBitsPer Unit + LastP
PredGOP = NextState +Remaining Units (LastP - AvgBitsPerUnit)
TargetP =
FrameRateAvgBitsPerUnit x TsieTsize
FrameRate 
- 1) + IPRatio
Tsize
TargetGOP = Buffersize IPRatio (TargetP + AvgBitsPer Unit)2 2
Figure 6.6 Buffer rate control equations for systems where
the smallest temporal unit is of size Tsize.
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With method A the desired buffer state will be reached quickly. However, the state will
quickly diverge. This can be seen easily since QA will have been increased by so much that the
instantaneous bitrate will be well below the target rate. This follows from the fact that QA is
known to be greater than Q0 which corresponds to a rate below the target rate. Method A will
again diverge. The result will be a process that is analogous to a swinging pendulum.
A more desirable situation occurs when using method B. This is because the desired rate
is arrived at slowly, but in a more controlled manner. QB will be close to the quantization fac-
tor that corresponds to a steady state, so the quantization factor will diverge slowly and so be
altered more gradually. Method B is used in the MFC. These methods were simulated, and
qualitative results are shown in Figure 6.7.
Rate control methods must also behave properly when there is a scene change. In a
motion compensated system, a scene change generally causes an increase in bit rate. However,
in the MFC, temporal masking is exploited by discarding the high resolution subbands in
frame pairs before and after scene changes.
When a scene is detected, any decrease that would normally be made to the quantization
factor is dampened. This is done in order to allocate less bits to the frames surrounding the
scene change, and to make more bits available to avoid overflow if the next scene's footage is
difficult to code.
Scene changes are detected through examination of the motion vector fields. A sum is
taken of the absolute difference between the neighboring vector components for each compo-
nent of each vector. The idea is that a motion vector field that does not correspond to a scene
change will have a significantly lower "difference-sum" than a motion vector field for a scene
change. The scene change code was only run on the MPEG test sequences, which contained
only one scene that had a scene change.
The result of using this bit allocation method is shown in the following figures. The
graphs show the signal-to-noise ratio and the number of bits per frame pair for two different
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Figure 6.7 Temporal rate control example. Over-correction of
temporal controls (method A) causes oscillating quality and rates
while more passive control (method B) results in consistent quality.
sequences coded at 9 megabits. The sequence "Mobile and Calendar" is a difficult to code
sequence with no scene changes. "Table Tennis" has complex content, but also has two scene
changes. The results were considered satisfactory since quality and allocations are consistent
over time.
6.6 MFC Subband Compression
Since the MFC is constrained to be a scalable system, it was decided not to use vector
quantization or entropy coding across subbands. This left a choice between vector or scalar
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quantization. It was decided to use a Q-coder to code either the vector or scalar indices.
Singh's scalable quantizer [39] was not considered since it is less efficient.
The way that the quantizer for the MFC was finally chosen was through experimentation.
The performance of a Q-coded scalar quantizer was compared to vector quantizers for which
the zeroth-order entropy was calculated, and to a Q-coded DPCM coder. Lattice and Kd-tree
vector quantizers of varying dimensions were compared. Since adaptive control was consid-
ered important, the size of the codebooks were included in the rate calculations; not doing so
would imply the use of adaptive vector quantization methods that were not available in the
simulation. The Q-coded scalar quantizer performed the best for detail subband while the
DPCM coder worked best for the basebands.
A dead zone was also added to the uniform quantizer for some subbands since it provided
better results.
6.7 Results and Experiments
MFC was one of 30 proposals that were evaluated in Kurihama, Japan in December of
1991 by ISO's Motion Picture Experts Group (MPEG). These proposals are what is currently
forming the core for it's current work which is focusing on developing a generic digital video
standard at bitrates of about 5 to 10 Mbps.
Algorithms were judged in three areas - image quality, complexity, and its functionality.
MFC did not fare well in either the quality or the complexity evaluations. However, MFC was
one of the only 3 algorithms that demonstrated any kind of scalability. The "Mobile & Calen-
dar", "Flower Garden", and "Table Tennis" sequences were coded at both 4 and 9 Mbps, and
"Popple" was coded at 9 Mbps only. The signal-to-noise ratios of the submitted sequences are
shown in Figure 6.8.
After the Kurihama tests, a problem was identified with the decision to discard some of
the temporal subbands. Because of the viewing conditions that were available in the labora-
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tory, artifacts that were objectionable on D-l video tape in Kurihama had been somewhat hid-
den by chroma crawl artifacts on one-inch video tape at the lab.
MFC was consequently modified to perform scalable motion compensation at all levels of
the pyramid, thus removing temporal subband coding from the algorithm. The resulting
images were 4 dB better for "Mobile" at 9 Mbps, although would still have been below aver-
age quality at the Kurihama tests.
In order to evaluate the loss of efficiency that using this incarnation of scalable motion
compensation introduced into the coder, a simulation was also run using unscalable motion
compensation. This resulted in images that were about 1.5 dB better for Mobile at 9 Mbps.
The signal-to-noise ratios of the luminance signal for each frame of these tests are shown in
Figure 6.9.
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4 Mbps 9 Mbps
Y Cr Cb Y Cr Cb
Mobile 23.1 31.2 31.3 25.0 33.9 34.3
Table Tennis 26.4 38.8 38.9 27.7 40.3 40.8
Flower Garden 25.6 32.1 33.8 25.1 35.3 35.6
Popple X X X 29.1 39.5 40.0
Figure 6.8 Average signal-to-noise ratios over 150 frames
for each submitted sequence. SNR's are in dB and with
respect to 255.
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Figure 6.9 Luminance SNR of Mobile sequence coded at 9 Mbps using both
scalable motion compensation (dashed line) and nonscalable motion
compensation (solid line).
Chapter 7 Conclusions and
Suggestions for Future Work
Linear transform coding is an efficient spatial coding method that also provides a simple
mechanism for scalability. However, many other efficient coding methods used in conjunction
with linear spatial transforms interfere with scalability. In particular, motion compensation,
vector quantization, and entropy coding are commonly used in unscalable ways, but can be
used scalably by sacrificing a combination of efficiency and complexity. Future work should
concentrate on improving these scalable methods so that the costs associated with using them
are minimized.
Motion compensation can be used scalably and this thesis demonstrated this in a way that
increases complexity and sacrifices some coding efficiency. In order to close the gap between
scalable and unscalable motion compensation, the effects of filter bank design and the amount
of interpolation used in scalable motion compensation should be more thoroughly examined.
Scalable vector quantization was demonstrated by Singh [39]. This work provided a new
mechanism for scalability at greater cost and with less efficiency that conventional VQ. This
work has not been the subject of widespread attention but could become important to scalabil-
- 82-
ity if VQ methods as a whole improve to the point where they are less complex to implement
and use than they currently are.
Zigzag run-length coding of spatial transforms and subbands has been shown to provide
efficient coding, but is typically used in an unscalable way. It is possible, however, to use this
method scalably without loss of efficiency but with an increase in implementation complexity.
This method has not been demonstrated and the complexity cost associated with it has not
been evaluated thoroughly.
A video compression algorithm that should be simulated would combine scalable motion
compensation, scalable zig-zag run-length coding of a linear transform, and the best bit allo-
cation methods that have provided good quality in unscalable video compression algorithms.
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