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1. INTRODUCTION 
The nonlinear boundary-value problem 
-u”(X) = Au(x) + r(x) 1 u(x)l” u(x), x E (0, ao), (l.la) 
u’(0) = 0, u(x)-+0 as x-co, (l.lb) 
has the solution u = 0 for all A E iR. The linearisation about this zero 
solution is the eigenvalue problem 
-u”(X) = Au(x), x E (0, a), (1.2a) 
u’(0) = 0, u(x) + 0 as x-co. (1.2b) 
The spectrum of this linear problem consists of the half-line [0, co) and 
contains no eigenvalue corresponding to an eigenfunction in L,. Because of 
this, the nonlinear Sturm-Liouville problem (1.1) is not one to which 
standard bifurcation theory applies. Nevertheless, the question of bifurcation 
of nontrivial solutions from the line k? = ((A, 0): A E IR} of trivial solutions 
has been considered, and we shall be concerned here with some further 
developments of the theory. 
In a recent paper [5] Kupper and Riemer proved, among other things, that 
if Y is a constant, then nontrivial solutions of (1.1) bifurcate from g at (0,O) 
in [R x W2*2(0, a) if and only if 0 < u < 4. Their methods, however, depend 
crucially on the autonomous nature of the problem (when r is constant). 
In [7, and 81 Stuart, and in [lo] Chiapinelli and Stuart have considered 
the general question of the bifurcation of solutions of nonlinear operator 
equaions when the linearised problem (about the trivial solution) has no 
eigenvalues. The variational approach of [ 7,8] has no difficulty in treating 
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the nonautonomous problem (1.1) under the hypotheses that Y(X) -+ 0 and 
either 
iif,, (1 +x)+(x) > 0 and 4-o-2t>o (1.3) 
or 
O<a<2. (1.4) 
In an extension of this general theory specially taylored with (1.1) in mind, 
Stuart shows in [9] that, provided r is monotone nonincreasing with 
lim T(X) > 0 and 0<0<4, (1.5) X-TC 
Eqs. (1.1) can be similarly treated by variational methods. The conclusion is 
that if one of (1.3~(1.5) holds, then for every c > 0 there exists a solution of 
(1.1) whose &norm is c. Moreover, nontrivial solutions of (1.1) bifurcate 
from K at (0,O) in R x lP2(0, co). Also he shows that if T(X) is bounded 
and either 
lim sup (1 + x)‘r(x) < 00 and 4-cr-2t<o 
or 
then bifurcation does not occur. His hypotheses are, therefore, close to best 
possible when bifurcation in R x W2,2(0, co) is under consideration. 
The purpose of this paper is to circumvent he variational approach to the 
nonautonomous problem (1.1). The method here has a lot in common with 
that of [ 1, lo]. There a singular eigenvalue problem is replaced by a 
sequence of approximate problems to which standard global bidurcation 
theory is applied, before a limiting process yields a similar result for original 
problem. In practice, the difficulty in applying this procedure arises when 
taking the limit, in showing that nontrivial solutions of the approximate 
problems converge to a nontrivial solution of the original, singular problem. 
In [lo] it is seen how this difficulty can be handled when the approach is 
used to study a class of nonlinear Sturm-Liouville integro-differential 
equations on the half-line. 
Here we apply the method to the boundary-value problem (1.1) under the 
hypothesis that o > 0, and r is a continuous, nonnegative, nonincreasing 
function on [0, CD), and r(0) > 0. Further restrictions on the behaviour of r, 
related to the value of (T, will be introduced in due course, but first we need 
to discuss notation. 
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We shall use L,, 1 < p < co to denote the space of Lebesgue measurable 
“functions” which are flh power integrable on (0, co) and L, to denote the 
space of essentially bounded, Lebesgue measurable functions on (0, co). The 
usual norm off E L, will be denoted by ]fla, 1 < p < co. By Wm*p we shall 
mean the Sobolev space of functions on (0, co) all of whose distributional 
derivatives of orders up to and including m > 1, are in L,, 1 < p < 00. The 
usual norm off E Wmqp, will be denoted by If],,, , m 2 1, 1 < p < co. The 
space of k-times continuously differentiable functions on a closed interval 
[a, b] will be denoted by Ck[a, 61, and Ck[a, co) will denote the space of 
functions, all of whose first k derivatives on (a, co) have a continuous, 
bounded extension to [a, co). The usual norm off E Ck[a, b] (or Ck(u, co)) 
will be denoted by ]]f]lk, k> 0. To describe our results we will need the 
following extra notation. Let .Y denote the set 
((A, u) E R X Cz [0, co): (A, u) sutisfies (1.1) with 
u > 0 and u’ < 0 on (0, 00)) u {(O, 0)). 
(1.6) 
We prove that if VP is the maximal subset of .Y which contains (0, 0), and 
which is conneccted in R x L,, then gp is connected in R x W2Vq for all 
p < q < 00 (Theorem 3.3). 
The main results of this paper on the occurrence of bifurcation are then 
summarized as follows: 
(I) If p E [ 1, oo)n (a, co), then %\{(O, O)} is unbounded in R x L, 
(without further restriction on the behavior of r). 
(II) If there exists s >, 1 such that lim,,, r(x)‘-’ J”; r(t) dt = +co, 
then Up\{(O, O)} is unbounded in IF? x L, for all p E [ 1, co) n 
[os/(2s - l), co). 
As we will see presently, the above two results give an almost complete 
picture of the bifurcation in 9 of solutions of (l.l), which depends on a 
classification of the functions r given below. First, though, the following 
observations are in order. 
If, for some s* E [l, a~); 
.x 
r(x)s* - ’ 
! 
r(t) dt 
0 
is bounded, then r E L, for all s > s *. This follows because r is decreasing, 
and so 
r(x)s* < 
Mr(x) M 
1: r(t) dt ’ x’ 
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If r E L,, s E (1, 00) and (A, U) 6 Y’\{(O, 0)}, then 
.N .N 
! . N-1 I _ N-I 
whence, by inequality (3.3), 
Hence by inequality (3.2), 
by Holder’s inequality, where l/s t l/s’ = 1, 
< I?$ #(o)(~‘s+o) Iz4(;‘s’ 
< (const.)(Ju’IL’p Jul~‘4)(p’s+0) Iu/~“‘, 
where l/p + l/q = 1 (since max, >J u(x)1 < (const.) 1 U’ 1;“’ (u ILlq) 
,i (const.) ~~~(1’s+o’p)‘2 JuJpPto, (1.7) 
since (z/I2 </Al [a(’ by (3.3). A similar argument yields (1.7) if r E L, for 
any s, 1 < s 4 co. Hence for any such r, there results that gp\{ (0, 0)} is 
empty if 
(1.8) 
It is, therefore, immediate from (1.8) and (I) that when r E L, and p > 1, 
G$ # ((0, 0)) if and only if p > u. If, on the other hand, r(x) --$ a > 0 it 
follows by (1.8) and (II) that gP # ((0, 0)} if and only if p > u/2. In both 
these cases y;b is unb6unded when gP\((O, 0)} is nonempty. We will show 
later that gP is unbounded in R x W2,q, for all p < q < 03, when it is non- 
trivial. 
There is, however, a more delicate statement o be made about the 
occurrence of bifurcation for (1.1) when r is in one of the R,, 1 < s < co, 
classes which are now introduced. 
DEFINITION. A nonnegative, nonincreasing continuous function r on 
(0, co) is said to be 
(i) in R, if {r(x)S-’ jz r(t) dt: x E (0, co)} is bounded for all 
sE(l,co)andrGLL,; 
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(ii) in R, iflim,,, r(~)~.- l l; r(c) dt = + 00 for all s E [ 1, co); 
(iii) in R,, zf {r(~)~-’ j”t r(t) dt: x E (0, co)} is bounded for all s > s* 
and lim,,, r(x)S-l(~r(t)dt=+coforalZs<s*,s*E(l,cO). 
While it is clear that functions exist which are continuous, non-increasing 
and non-negative on (0, co), yet which do not belong in any R,, the classes 
R, nonetheless contain many common functions met with in applications. 
The following conclusions follow at once from (I) and (II) in the light of 
the implications of (1.8). Suppose that p > 1. Then 
(III) if r E R 1, then qP\( (0, 0)) # 0 if and onZy ifp > u, in which case 
G$ is unbounded; ifr E L, then gP\{ (0, 0)} # 0 if and only ifp > o, in which 
case “?, is unbounded, 
(IV) if rER,, 1 <s < co, then qP\{(O, 0)} #0 if and only if 
p > os/(2s - l), and then G$ is unbounded: if r E L,, 1 < s < 00, and r E R,, 
for all 1 < s’ < s then G$\{ (0, O)} # 0 if and onZy ifp > as/(2s - 1). 
While these results bear a close resemblance to those of [ 9 ] and are highly 
motivated by them, the methodology is that of [ 1, lo]. The basis of this 
approach is to apply the following alternative description of global bifur- 
cation to the problem in hand. 
LEMMA 1.1. Let X be a Banach space, and S c iR x X be closed and 
such that its bounded sets are relatively compact. If (0,O) E S, then the 
maximal connected subset of S which contains (0,O) is closed and 
unbounded if and only if 8LJ n S # 0 for every bounded open subset U in 
IR x X which contains (0,O). 
A proof of this result is implicit in [3] and may be found in 16; Sect. 3] or 
[ 1, Appendix]. To prove the global bifurcation results mentioned above, we 
will prove that, for those choices p and u, aU n Y f 0 where U is a 
bounded open subset of R x L, containing (0,O). This is accomplished first 
under the hypothesis that r(x) + a > 0 as x-+ co by considering the 
nonsingular boundary-value problem 
-u”(x) = h(x) + r(x) / u(x)l”u(x), 
u’(0) = u(n) = 0. 
x E (0, n), (1.9a) 
(1.9b) 
In Section 2, the existence of an unbounded connected set @‘,’ of 
solutions of (1.9) is established. Moreover ((n/2n)‘, 0) E g’, and if 
(A, u) E g,+\{((7t/2n)‘, 0)}, then k < (n/2n)*, and u > 0 and U’ < 0 on (0, n). 
For each (A, u) E g,’ we extend u to be zero on (n, co), and in so doing 
indentify %‘z with an unbounded connected subset of R x L, which contains 
((n/2n)‘, 0). If (0,O) E U, and U is a bounded, open subset of R XL,, then 
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$F,’ n aU # 0 for all n sufficiently large. In Theorem 2.5 an estimate is 
established which ensures that, provided T(X) + a > 0 and p > a/2, a limit 
may be taken to ensure that Y naU # 0. Lemma 1.1 may then be applied 
to infer a global bifurcation theorem for (1.1) (Theorem 3.6). 
With this result in hand, we are in a position to treat the case when r -+ 0 
as x-, co. To do this in Section 3.2, we replace r by rk in (l.l), where {rk} is 
a sequence of decreasing functions which have nonzero limits as x+ co, but 
which approximate r uniformly on [O, co). If p > us/(2s - l), 1 < s < co, 
then p > u/2, and so for each k there exists an unbounded connected set 
G$(k) of solutions of 
-u”(X) = h(x) + ?-k(X) U(Xy+‘, x E (0, co>, 
u’(0) = 0, u(x) -+ 0 as x-+00, 
in IR x L,, which contains only one trivial solution, (0,O). If U is as before, 
then XJ n@*(k) # 0. Provided p > o, or provided 
lim r(x)‘-’ I_’ r(t) dl = +co for s > 1 
“0 
and p > as/(2s - l), we can take the limit as k-+ co to show that 
aU A 9 # 0. It then follows by essentially the same arguments, and the use 
of Lemma 1.1, that eD is unbounded in IR x L,. These results are obtained in 
Section 3, using estimates which may be obtained directly from Eq. (1.1) and 
which are independent of r (Theorems 3.1 and 3.2). The main existence 
results of the paper are presented in Theorems 3.6, 3.8, and 3.9 and their 
corollaries. Nonexistence is a consequence of (1.7) which holds when r E L,. 
Similar arguments are presented for a system of equations in [ 111. 
2. THE NON-SINGULAR APPROXIMATION 
The boundary-value problem 
-u”(X) = h(x) + r(x) 1 u(x)pl(x), x E (0, n> (2.1 a) 
u’(0) = u(n) = 0 (2.lb) 
is well-understood since the fundamental paper of Crandall and 
Rabinowitz [2]. To study the global bifurcation phenomenon associated with 
it, it is best to reformulate it as a nonlinear integral equation: u E C*[O, n] 
satisfies (2.1) if and only if, for all x E (0, n), 
4x> = j.” G,(x, YNWY) + r(y) I~(Y)I”~(Y)I 4~9 (2.2) 
0 
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where, for (x, y) E [0, n] x [0, n], 
G,(x, y) = n - x if 0 < y < x, 
=n-y if x< y<n. 
Clearly, G, is the kernel of a linear Fredholm operator, which maps Ck[O, nl 
compactly into itself and continuously into Ck “[O, n] for all k > 0. If, for 
(424) E R x C’[O, n], 
F(J, u>(x) = w> + r(x) I u(x>l”u(x), x E (0, n], 
then F maps R X C’[O, n] continuously into C’[O, n] and 
IIWT u) - ~4lo/II UII, + 0 (2.3) 
as )( uI(, + 0, uniformly for 1 in bounded intervals. Moreover, the right-hand 
side of (2.2) defines a mapping from W x C*[O, n] into C*[O, n], the tirst- 
order and second-order-mixed Frechet derivatives of which, with respect o 
(A, U) E iR x C*[O, n], are continuous. The linearisation of (2.2) about u = 0 
is 
u(x) = A ! 1 G,(x, Y) U(Y) dy (2.4) 
which is equivalent o the eigenvalue problem 
-u”(x) = h(x), x E (0, oo>, (2Sa) 
u’(0) = u(n) = 0. (2Sb) 
Hence the solutions (A, u) of (2.4), with ]lullo = 1, form the sequence 
((yk, cos(y,x))), where m is a nonnegative integer and 
No confusion will arise in suppressing the dependence upon n, since n is 
fixed throughout his section. However, for convenience with later notation 
we put 
pn = 7c/2n. (2.7) 
Note that p: is the smallest eigenvalue of (2.5) and is simple. 
Now let gn denote the line {(A, 0): A. E R} of trivial solutions of (2.2), and 
let 9, denote the set ((A, U) E IF? X C*[O, n]: (A, U) satisfies (2.2) and 
u # 0) U (l.j,ao(yt, 0)). The following global bifurcation theorem for 
Eq. (2.2) is now immediate. 
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THEOREM 2.1. (a) There exists E,, > 0 and continuous even mappings 
A: (-1, 1)--t I? and w: (-1, l)+ C*[O, n ] such that A(0) = pi, w(0) = 0, and 
9JQB,o= {(A@), t(v, + w(t)>): tE (-1, 111, P-8) 
where B, denotes a ball in IR x C*[O, n], with centre (pi, 0) and radius E, 
and v,(x) = cos(,a,x). 
(b) Let F’,’ =‘X,f U (@‘,,O)}, h w ere GF’,* is the maximal, connected 
subset of Yn\{(,ttb, 0)} which contains {(A(t), t(v, + w(t)): t E (0, l)}. Then 
either (i) S%Yz is unbounded in IR X C* [a, n]; or (ii) (yi, 0) E %?‘,’ for some 
m > 0; or (iii) there exists (A, u) E %“,’ such that (A, -u) E g’,’ and u # 0. 
Proof. This result is a consequence of the standard global bifurcation 
theory [3, Theorem 1.241. The evenness of ,4 and w follows from the oddness 
of F(k, .) as a function of u. Q.E.D. 
Remark. Since w: [0, 1) --) C’[O, n] is continuous and w(0) = 0, it 
follows from the definition of GYz that 
(u: (A, u) E g’,’ n B,,} c K, U {O}, (2.9) 
for some E* > 0 sufftciently small, where 
K, = {u E C2 [0, n]: u’(x) < 0 and u(x) > 0, x E (0, n)}. 
However, even more is true. 
THEOREM 2.2. If r is continuous, nonnegative and nonincreasing on 
[0, n], then 
and is unbounded in IR x C’[O, n]. 
The proof depends on the following result. 
LEMMA 2.3. Suppose that (n, u) is a solution of (2.1) with u > 0, u’ < 0 
on (0, n) and u not identically zero. If r is a continuous, nonnegative and 
nonincreasing function on [0, n], then 
u(x) > 0 on [O, n) and u’(x) < 0 on (0, n] (2.10) 
and 
u’(x)2 + Au(x)2 + ( 1 -& r(x) ~(x)O+~ > 0 on [0, n]. (2.11) 
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Proof. If u is not identically zero, then it follows from the maximum 
principle that u(x) > 0 on (0, n) and u’(n) < 0. Now an integration over 
(x, n) after multiplying Eq. (2.la) by u’ yields 
u’(x)’ = u’(n)* - h(x)* + 2 fn r(c) u(t)“+ ‘u’(t) dt 
‘X 
> -/k(x)’ - i 1 -& r(x) U(Xy+ *. 
Thus (2.11) is established. From (2. la) there results that for 2 E (0, n), 
-u’(i) = I.x (L + r(c) u(t))“) u(t) dr. 
*o 
(2.12) 
If u’(X) = 0, then by (2.11) and the fact that u(i) > 0 if x^ E (0, n), there 
results that 
2 + r(x) u(x)” > 0 on (O,.?). 
But this contradicts (2.12). Hence, u’(g) # 0 on (0, n), and (2.10) follows 
from this and (2.11). Q.E.D. 
ProofofTheorem2.2. LetA={(1,u)E~‘,t:i,<iU~,UEK,}U{01~,0)}. 
If (A, u) is a solution of (2.1) with u > 0 but not identically zero, then an 
integration of (2.la) after multiplying by cos@,,x) yields 
.n 
p; Jo cos@,x) u(x) dx > /I .n cos(u,x) u(x) dx. I 0 
(2.13) 
Therefore, A < P’,, and so by (2.9) 
‘27; nB,, CA. (2.14) 
To show that A = @‘,’ it is suffices, because of the connectedness of W?,’ , to 
show that A is both open and closed in g’,’ with respect to the relative 
topology of R x C’[O, n]. To show that A is closed, we will now prove that 
(A, u) E A, when {(Ak, uk)} is a sequence in A which converges to 
(A, 24) E g’,‘. Suppose, first of all, that u # 0. Then (2.10) holds, and so 
A ( y’, by (2.13). In other words, (A, u) EA. If, however, u = 0, then from the 
definition on G?‘,‘, it follows that A = y’, for some m = 0, 1, 2... . But 
f&c < 4 < Y;, for each k and each m > 1. Hence R, -+ ,ui, and (A, u) = 
(pi, 0) EA. Hence A is closed. 
To show that A is open, we seek a contradiction by supposing that 
(4,qJ + (4 u> E 4 yet i@,, dJ c %?‘,+\A. By (2.14) it is clear that 
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(4 u) f NPL WI9 and so I < ,ui and u satisfies (2.10) and (2.11). Since 
(Lk, uk) E g’,‘\p, we must consider two possibilities: 
(I) for an infinity of k there exists t, E [0, n) with uk(t,) < 0; 
(II) for an infinity of k there exists t, E (0, n] with I; > 0. 
If (I) occurs, then there exists fk E [0, n] with u&J < 0 and u’(?,J = 0. If 
t^,- i (which we may suppose, without loss of generality), then 
u(?) = ~‘(0 = 0. Since (A, U) E A, this is a contradiction. We may therefore 
assume without loss of generality that uk > 0 on (0, n) and that (II) occurs. 
It therefore follows that for each k there exists fk E (0, n] such that 
u;(i,J = 0. If fk -+ ?, we may then conclude that n’(t^> = 0. However, since 
(2.10) holds, i= 0. Hence ik + 0, and there exjsts tt, with 0 < tz < t,, such 
that ~[(tz) = 0. Hence u”(0) = 0 = Au(O) + ~(0) u(O)O+‘. Since u(0) # 0 by 
(2.10), this contradicts (2.11). Therefore neither (I) nor (II) occurs, with the 
result that A is open in g,‘. Hence A = Fz. 
Since ($5, 0) is the only trivial solution of (2.1) in @‘,‘, it follows that only 
alternative (i) in Theorem 2.1(b) can occur. This completes the proof of the 
theorem. Q.E.D. 
THEOREM 2.4. The set SF’,’ is unbounded in R X L, if r(x) > a > 0 on 
10, fil. 
Proof: Suppose the result is false. Since GY’,’ is bounded in R x C2 if it is 
bounded in Co, there exists a sequence { (&, u,J} c %?‘,’ such that {A,} is 
bounded, but ~~(0) + co as k -+ co. If A, is nonnegative, then uk is concave, 
and so .n 
I 2’ 
u > nu,(O) 
k/ 
.O 
Since, by assumption, the left-hand side of this inequality is bounded, but the 
right-hand side is not, we may infer that ;I, < 0 for all k sufficiently large. 
Hence from (2.11) it follows that there exists X, E [0, ~1 such that 
1 Ak / = r(Xk) u”(xk>, and u is convex on [X,, a] and concave on [0, X,]. 
Sincer(x)>a>Oon [O,n],and (lAkj}’ b is ounded, it follows that (u(X,)} is 
bounded. Therefore, 
(* uk > +t”kto) + uk(xk>> xk* 
-0 
and hence X,-+0 as k+ co, since uk(0)+ co ask-+ co. But on (Xk,n), uk is 
convex, whence 
uk(xk) 
-u;(n) G (n _ xk) * 
This shows that {u;(n)} is bounded. 
92 J.F.TOLAND 
However, from the differential equation 
-u;(n)” = -A,u,(0)2 + 2 j.” mu+ Iu’ 
0 
< -I, u,(o)* - 
2r(n) Uk(0)“f2 
(a + 2) ’ 
since u; < 0 and r > a > 0 is nonincreasing on (0, n). Hence 
2a 
(u + 2) uk(o) 
O+ 2 f &pk(o)2 < u;(n)‘. 
Since {A,} is bounded, and ~~(0) -+ co as k + a, this is a contradiction. 
Q.E.D. 
THEOREM 2.5. If u > 0 and r(x) -+ a > 0 as x + 00, then there exists a 
constant independent of n, A and u such that for all p > 1, 
.n 
! 
u(x)” dx f (const.) u(O)‘~-“‘~’ 
0 
for all (A, u) E SF”,’ and n > 1. 
ProoJ If u z 0, then the result is trivial. If u f 0, then (A, U) satisfies 
inequalities (2.10) and (2.11). If A > 0, then 
A+ ( 1 & r(x) zf(x)O > 0 
on [0, n], while if A < 0 there exists a unique X E (0, n] such that 
Then 
while 
A+ 
2 
( ) 
- r(x) Us > 0 
a+2 
on IO, X), 
/I+ 2 ( 1 0+2 r(x) u(x)O < 0 on (X, n]. 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
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Taking X = n if 1 > 0, (2.1) and inequalities (2.15) and (2.17) give 
-u”(X) = Au(x) + r(x) U(Xy+’ 
> c ) -$ r(x) u(xy+ 1 > i 1 5 u(xy+l for all x E [0, X], 
since T(X) > a. The monotonicity of u now yields that for all x E [ 0, X], 
.x 
u’(x)2 = 2 
J U’(f) u”(t) dl> 0 
(o$;,2 (u(O)“+* - u(x)“+~) > 0. (2.19) 
If X < n, then (2.18) and (2.11) yield that 
u’(x)2 > 111 u(x)’ - c ) -& T(X) u(x)“+ * 
= ( i & W’MX) Gw- 44 u(x)“> 
> 2G) / a+2 u(x>2Mx>o - u(x)“) ( 1 
2 ( 1 & u(x>2(u(x)u - u x)“), XEIX n], (2.20) 
since r is nonincreasing and ]A] is given by (2.16). 
Hence, using the change of. variables U(X) = t, we have that 
.n .X 
I (1 uxpdx= -0 I (1 
.n 
UX”G!X+- I (1 uxpdx -0 -X 
Q (const*) Jo,” (1 -t;o:2,1,2 
I 
tP-’ dt 
+Jy (1 -to)“* 
u(())@-“/2’ 
< (const.) u(O)‘~-“‘*‘. 
The constant depends only on p and on cr. Q.E.D. 
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3. GLOBAL BIFURCATION 
The following estimates for solutions of (1.1) which lie in Y involve 
constants which are independent of 1, u and of r. They depend only on the 
assumption that r is a continuous, nonnegative, nonincreasing function on 
(0, co) with r(0) > 0, and 0 > 0. 
THEOREM 3.1. Let a and r be as above, and let (A, u) be a solution of 
(1.1) with u # 0, and such that h 
u(x) > 0 and 
x) > 0 and u’(x) < d on (0, co). Then 
u’(x) < 0 on (0, ~1; (3.1) 
A < 0; (3.2) 
u(x)’ on (0, co>; (3.3) 
u’(x)2 + /b4(x)2 + 
t 1 
* r(x) u(x)O+’ > 0 on IO, oo), (3.4) 
and inequality (3.4) is strict at x = 0 unless r is a constant. 
Proof: Since u > 0, it follows that A < 0, for otherwise u would be a 
bounded concave function which is nonconstant, and this is not possible. The 
strict inequalities in (3.1) are immediate by the maximum principle. 
Multiplying (1.1) by u’ and integrating over (x, co) yields 
u’(x)2 + h4(x)2 - 2 \a ruU+ ‘u’ = 0. 
‘X 
(Since 1 < 0, and u + 0 as x--, co, it follows that U’ --$O as x+ co.) Since 
U’ < 0 on (0, co), inequality (3.3) follows, and since r is nonincreasing on 
(0, co), inequality (3.4) follows. Clearly it is strict if r is not a constant. 
Q.E.D. 
THEOREM 3.2. Let (,I, u) be as in Theorem 3.1. Then (i) there exists 
X E [ 0, co) such that 
(3.5) 
and on (0, X) 
u’(x)~ > (const.) r(x){u(0)U+2 - u(x)“+‘} 
> (const.) r(X){ u(O)“+’ - u(x)“+2 } > 0, 
while on (X, 00 ), 
(3.6) 
(3.7) 
u’(x)~ > (const.) r(X)(u(X)” - u(x)“) u(x)’ (3.8) 
> (const.) r(x){u(X)U - u(x)“} u(x)’ > 0. (3.9) 
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(ii) When X is given by (3.5), then for p > 1, 
(40)/l u Ip>2p < IA I < (const.)(u(O)/lu Jp)2p, (3.10a) 
and 
u(0) 2p 
C-1 I4, 
< 111 < (const.) if p >a/2. (3.10b) 
The constants are all independent of A, u and r. They depend on o and, in the 
case of (3.10) on p as well. 
Proof: (i) If r is a constant on (0, co), then equality holds in (3.4) on 
(0, co). Hence X = 0 is the solution of (3.5), and (3.8) and (3.9) are 
immediate. The value of the constant is 2/(a + 2) in this case. 
If r is not a constant, then the inequality (3.4) is strict at x = 0. Hence, 
since u’(0) = 0 and u(0) > 0, it follows that (2/(a + 2)) r(x) u(x)” + 1 is a 
strictly decreasing function which is positive at 0 and ultimately negative. 
Hence there exists a unique point X E (0, co) satisfying (3.5). If x E (X, co), 
then from (3.4) there results that 
u’(x)2 > ( 1 & {r(X) Us u(x)’ - r(x) u(x)O+ ’ } 
> 3 {u(x)” - u(x)“} u(x)’ 
( 1 
> s {u(X)” - u(x)“} u(x)’ > 0. 
( 1 
If x E (0, X), then 
A>- 
and since (A, U) satisfies (1.1) we can conclude that 
-u”(X) > 
( ) 
5 r(x) u(x)“+ ‘, x E (0, X). 
An integration over (0, x), after multiplying by U’ now yields 
u’(x)* > (;;y2 {u(o)Q+2 - u(xy+2} 
> 2ur(X) {u(o)“+* - u(x)“+2} > 0. 
’ ((I. + 2)2 
Thus, (3.5)-(3.9) have been established. 
505/44/l-l 
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(ii) By (3.3) and the change of variables t = u(x), there results that 
On the other hand, by (3.7) and (3.8) there results that 
I 
X 
0 
(const.) 
j 
l u(O)~-~‘*~~ dt 
mod-~ 
4X) & (const.) - - 
( 1 
O’* u(O)P < u(O)p 
u(O) fi ‘X’ 
by (3.5), and 
I 
cc up < (const.) 
X I 
ucx) tP-’ dt 
‘dmo l.mfi-7 
= (const*) u(x)p-o12 
m 
(const.) ~(O)~/fi P> 1, 
= (const.) ‘$ < 
4x> (const.) - 
( 1 
O’* u(O)P 
u(0) X’ p+ 
This establishes (3.10). Q.E.D. 
THEOREM 3.3. Suppose G7 is a subset of .Y which is connected in 
R~L~.Then~isconnectedinlR~W~~~forallq,p~q~oo. 
Proof. By inequality (3.3) there results that 59 is a subset of R x WIvp, 
and hence of R x L, . Now the differential equation yields that 
$9 c IR x W2vq, for all q, p < q < co. To complete the proof it suffices to 
show that if { (Ak, uk)} c 0 and (&, uk) + (A, u) E %Y in R x L,, then 
&, uk)+ (A, u) in R x W2*q, for any q, p < q < 00. 
Let E > 0. Then since uk + u in L,, and {uk} is bounded in L,, there 
exists N > 0 and X > 0 which depend only on E and q such that 
.m 
! ’ ’ 
u,q<E 
X 
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for all k > N. Because of the inequality (3.3), X can be chosen so that 
for all k > N. Because (&, u,J is a solution of (1. l), X can be chosen so that 
for all k > N. Now {uk} is a sequence of functions which, when restricted to 
[0,X], converges in C*[O, X] to the function u restricted to [0,X]. Thus for 
all q, p < q < co, {uk} is a Cauchy sequence, and so u -+ u in W2*q, 
p < q < co. Since {uk} is convergent in W2yq for all q s p, it is also 
convergent in W’@. The differential equation (1.1) now gives that uk + u in 
w . 2.m Q.E.D. 
The final results of this section give a simple criterion for compactness in 
R x L, of solutions of the differential equations under consideration. 
LEMMA 3.4. Let { &, u,J} c R x L,, p > 1, be a bounded sequence, the 
elements of which satisfy 
-u&q = 1, u&J + Sk(X) u,(x), x E (0, a>, (3.1 la) 
u;(o) = 0, Uk(X) > 0, u;(x) < 0 on (0, w). (3.1 lb) 
If the functions sk are continuous, nonnegative, bounded and tend to zero, 
uniformly in k, as x - CQ, and ifA, -+ 1 < 0, then {z+} is bounded in W2*q for 
all q, p < q < 00 and is compact in L,. 
ProoJ Choose Y > 0 such that 
SkW G IA l/2 for all k> 1, and x> Y, 
and choose K > 0 such that 
A, < 3L/4 < 0 for all k > K. 
so 
-u/y(x) Q $h,(x) for XE (Y, co) and k>K, 
which, after multiplying by u’ and integrating over (x, co) yields’that 
u;(x)’ > (IA l/4) +4*, x E (Y, co). 
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Hence 
h(x) < GY) exp(-dFiP (x - Y>> for all y > Y and k > K. (3.12) 
Since (3.3) holds, it follows that {z+,} is bounded in W”P, and hence, by 
the differential equation (3.1 l), bounded in W2*9 for all q, p < q < 00. In 
particular {uk} is bounded in L, and so, for each E > 0 there exists Y, > 0 
such that 
J 
.cc 
upk < E for all k 2 K, 
Y, 
by (.3.12). Since {u,}is compact in Co [0, Y,], its compactness in L, follows. 
Q.E.D. 
3.2. The case when r(x) --) a > 0. 
Let c4v be the set defined by (1.6), and let gP denote the maximal subset of 
y which contains (0,O) and which is connected in R x L,. We know that 
FP is connected in R X W2,q, for all q, p < q < co. The sets w ‘,‘, which were 
discussed in Theorems 2.2, 2.4 and 2.5, may be identified with subsets of 
R x L, by extending u as zero on (n, co), if (1, u) E g?,’ for any n. Each is 
then an unbounded connected subset of R x L,, and (&,, 0) E g’,’ for each 
n. Since ,u, + 0 as it -+ co, there results that if (0,O) E U, a bounded open 
subset of R x L,, then 
~;f-lau#: for all n sufficiently large. 
Let us suppose that, for each n, 
(A,, 24,) E aun5F; and u, # 0. (3.13) 
THEOREM 3.5. The sequence {(A,, u,J} given by (3.13) is bounded in 
W’*p and compact in L,, when r(x) + a > 0 as x 4 00, provided that 
PE [I, co)n(o/2,00). 
Proof. Since each U, satisfies Eq. (2.la), and u, E L,, p > 1, it follows 
that u, is in C’[O, n]. Because u,, satisfies (2.lb), its extension as zero on 
(n, co) is a function in W ‘,JJ An integration of the differential equation (2.1) .
after multiplication by u: yields 
uk(x)2 < -l.nu,(~)2 + u;(n)’ for x E (0, n). (3.14) 
The boundedness of {u:} in L, will follow once it is shown that {nu;(n)P} 
is bounded. But p > o/2 and so if lim inf u,(O) = 0, then according to 
Theorem 2.5 there exists a subsequence, which we also denote by {u,}, such 
that u,(O)-+0 and ]u,/,-,O. Since {(I,, u,)} c XJ we conclude that 
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A, + 3, f 0. Since 1, < ,ui for each n and ,u,, + 0, it follows that A < 0. Since 
{u, } is a sequence of nonincreasing functions which is bounded in L,, then 
%l(x) G I %I Ipx - ‘lp < (const.) x - ‘lp. (3.15) 
Moreover, because u, satisfies (2.1) and 1, -t A < 0, it follows by (3.15) that 
there exists Y > 0 such that u, is convex on (Y, co) for all n. Hence 
< .O” ! u,(x)p dx for n sufficiently large, 0 
whence 
1 u~(n)lp(n - Y),+ ’ < (p + 1) I U, 1; < const. 
Hence {nuA(n)“} is bounded, and so 1~; Ip is bounded by (3.14). 
Suppose now that lim inf u,(O) > 0. If A,, ( 0, then there exists y, E (0, n) 
with r(y,) u,( y,)” = I A,,(. If 1, > 0, put yn = n. In both cases u, is concave 
on (0, y,) and so 
Since lim inf ~~(0)~ >0, it follows that ( y,} is bounded. Hence there exists Y 
as above, and arguing as before we find that {u,} is bounded in Wlvp in this 
case also. 
Therefore {a,} has a subsequence which converges on compact intervals. 
Since (3.15) holds, we may extract a subsequence of {(A,, u,)}, which for 
convenience with notation we again denote by {(A,, u,)}) such that 
and 
u, + ll uniformly on (0, ao), 
where (A, u) is some element of R X L,. Clearly (A, u) 
Since u, is nonincreasing for each n, there results that 
(3.16) 
(3.17) 
is a solution of (1.1). 
o< f 
2 1 
( )J 
U”(X) cos 
0 ( 1 
;x dx-$&(l) 
.I 
=- 
! u;(x) cos ( ) 
Ax dx 
0 2 
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= i,’ (A, u,(x) + r(x) u,(x)O+ ‘) cm (+ x) dx 
< (A, + r(O) u,(O)") 1; u,(x) cos (3 x) dx. (3.18) 
This gives that 
(3.19) 
and so u,(O) + 0 implies that lim 1, > 0. However, A, <pi for each n, and 
pn -+ 0. Therefore, u,(O) --t 0 implies that A,, + 0. It also implies that (u, IP -+ 0 
by Theorem 2.5, since p > u/2, and this contradicts the fact that 
(A,, u,) E XJ and (0,O) E U. 
The conclusion to be drawn is that u # 0. Since (A, u) is a solution of 
(l.l), it follows that (3.1) and (3.2) are satisfied. Moreover, because of (3.2) 
and (3.15), there exists Y > 0 such that 
-%xX) < (J/2) U”(X) for all x E (Y, n) 
and for all n suffkiently large. The number Y is independent of n, and so 
I~XX)12 ww u(x)* for all x E (Y, n) 
whence 
u,(x) < u,(u) w+-~ (x - Y)) (3.20) 
for all x E (Y, n). The boundedness of {u,) in W’*” now gives that {u,(Y)} is 
bounded and the compactness of {u,) in Lp follows by (3.17) and (3.20). 
Q.E.D. 
THEOREM 3.6. Zf r(x) -+ a > 0 as x -+ co, p > 1 and u > 0, then the 
following four statements are equivalent: 
6) p > 42; 
(ii) gp is unbounded in (--co, 0] x L, ; 
(iii) gpis unbounded and connected in R x W2Tq for all q > 1 with 
o/2(q~oo,indeed~p=G?,forallof2(p~q~ao.’ 
(iv) ep f ((0, 0)). 
Proof. If (i) holds, then the sequence {(A,,, u,)) given by (3.13) has a 
’ Since .sC consists only of solutions of (1.1), VD contains no nontrivial solutions with 
u = constant. Hence, in the autonomous case when r = constant, the set of trivial constant 
solutions A= -ruO, u = arbitrary constant, are not in gW. 
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subsequence which converges strongly in R x L, to (A, U) according to 
Theorem 3.5. In the proof we saw that u # 0, and that 1 < 0. Hence,’ by 
Theorem 3.1, (II, U) E LUY n Y. If we show that bounded subsets of 9 are 
relatively compact in R x L,, p > u/2, then (ii) will follow. However, if 
{ (&, z+)} is a sequence which is bounded in IT? x L,, then the proof of 
Theorem 3.5 may be adapted, using estimates (3.1)-(3.9) to prove the 
existence of a Cauchy subsequence in R x L, of {(A,, u,J}. Thus (i) implies 
(ii) and (iv). It follows also that eP is connected in W2*q for all 
q, p < q < 03. To prove that (i) implies (iii) it suffices to show that FP 2 qq 
fr all o/2 < p < q < co. Since the continuous image of a connected set is 
connected, it will suffice by the maximality of FP to take a sequence 
((A,, u,J} c Wq which is convergent in F? x W2,q, and to infer that it is 
convergent in R x L,. If (&, UJ solves (1.1) and r+(x) --t 0 as x + co, then 
the argument for Theorem 2.5 yields that 
1 uk Ip < (const.) z+(O)~-“/*, (3.2 1) 
when we use estimates (3.7) and (3.8) in place of (2.19) and (2.20). 
However, since {uk} is bounded in W2vq, q > 1, it follows from (3.21) that 
((A,, z+)} is bounded in R x L,. This yields that it is compact in IF? x L, and 
so is convergent in R x L, since it converges in R x L, for p < q < co. Thus 
(i) implies (ii), (iii) and (iv). 
To complete the proof, we observe that (iv) implies (i). This is a conse- 
quence of the discussion in Section 1, and inequality (1.8) with s = co. 
Q.E.D. 
3.3. The case when r(x) --f 0 
Ifr(x)+Oasx+co,let 
r/Lx) = w if r(x) > r(O)/k 
= r(O)/k if r(x) < r(O)/k 
for all k > 1. Then if r(0) > 0, each r, is a continuous, nonincreasing 
function on [0, co), and 
43 lim rk(x) = k > 0, 
x+m 
for each k. 
If Yk is defined by (1.6) where, instead of (1. l), (A, u) is required to satisfy 
the boundary-value problem 
-u”(x) = Au(x) + rk(x) )24(x)1” u(x), x E (0, oo>, 
u’(0) = 0 and u(x) -+ 0 
(3.22) 
asx-+oo 
and if gP(k), p > 1, is the maximal subset ofY, which contains (0,O) and 
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which is connected in R x L,, then qP(k) # ((0,O)) if and only if p > u/2. 
The behaviour of %5”(k) is given in detail by Theorem 3.6. 
If U is any bounded open subset of Ii? x L, with p E [ 1, co) n (u/2, co) 
and (0,O) E U, then for each k and any fixed choice of p 
gp,(k) n i?U f 0. 
If for each k 
(JL u/J E gp’,(k) n au, (3.23) 
then, according to Theorem 3.1, & < 0 and uk satisfies (3.3). From the last 
observation, and the fact that U is bounded, we know that { (Ak, uk)} is 
bounded in W2~4 for all q such that p ,< q < 00. The following result is the 
analogue of Theorem 3.5. 
THEOREM 3.7. (a) Let p E [ 1, co) ~7 (0, co). Then the set ((A,, u,J} is 
compact in IR X L,. 
(b) Let p E [ 1, co) n [as/(28 - l), co) and let lim,,, r(x)‘-’ 
1: r(t) dt = +co, for some s > 1. Then { (Ak, t(J } is compact in IR x L, . 
Proof: Since {uk} is bounded in L, and each uk is nonincreasing, there 
exists a constant such that 
uk(x) < (const.) x-VP. (3.24) 
Since {uk} is bounded in W 2,q for all q, p < q < co, there exists a subse- 
quence such that 
u/( -+ u uniformly on (0, co), (3.25) 
where u E L, satisfies (3.24) for the same constant. If uk + 0, then the 
argument for (3.18) and (3.19) yields that 
whence A, -+ 0 as k -+ co. In order to show that this is not possible, we need 
to deal with the cases (a) and (b) separately. 
(a) According to Theorem 3.2, there exists an X,, for each k, such 
that inequalities (3.5)-(3.10) hold with L, u, r and X replaced by A,, uk, rk 
and X,, respectively. In particular, it follows from (3.10b) that since p > a/2, 
(3.26) 
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when 
(3.27) 
However, it is immediate from the differential equation (3.22) that 
and by (3.3), which is satisfied by (Ak, u,), it follows that 
(3.28) 
(3.29) 
by (3.10b), and the constant here is independent of k. Since {(A,, u,J} c aiJ, 
and A, + 0, it follows that 1 ukIp > const., and so (3.29) now becomes 
.oo 
! 
rk 24; +p < (const.) z~~(O)~~-~U~(X~)~. 
0 
Hence, because uk is nonincreasing for each k 
< (const.) u~(O)~~-~U~(X~)~ 
and therefore 
(-ff$+r (1:” rk) < (const.) uk(0)P--O. 
Since u <p, and (3.26) holds, the fact that ~~(0) + 0 implies that 
J 
.xk 
rk + 0 ask-co. 
0 
(3.30) 
Hence X, --t 0 as k + co, since rk > r. and r is a continuous function with 
r(0) > 0. 
Hence rk(Xk) > const. > 0 for all k > 1, and (3.27) yields that 
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for all k. This, along with the second inequality in (3.10b) gives that 
whence luklP -+ 0 as k --) co. We have shown that if p > u, and if uk + 0 
uniformly on (0, a), then (Ak, uk) + 0 in R x L,, and this contradicts the 
fact that (Ak, u,J E aU, and (0,O) E U. We have shown that if (a) holds, then 
u # 0 in (3.25). 
(b) Consider first the case s > 1. If u = 0 in (3.25) then 
(&, uk) + (0, 0) in IR X L,, and hence there exists a constant such that 
1 ukJP > const. > 0. By (3.29) there results that for any x E (0, co), 
.x 
0 ) 
rk uk(x)o+p < (const.) Undo, (3.3 1) 
0 
and the constant is independent of k. For any E > 0 there exists Y, > 0 such 
that 
r(x)‘- ’ (,” r ) > f for all x > Y, . 
0 
It follows from (3.31) that 
e-2rk(x)‘-Suk(x) Otp < (const.) z+(O)*~, x> y, 
whence 
rk(X) ) E-w(s-lyconst~) u~(~)-~2Pl~s-I~~~~(x)~~u+P~I~s-1~~ (3.33) 
for all x > Y,, where Y, is independent of k. 
If X,, as defined by (3.27), exceeds Y,, then (3.26) and (3.33) together 
give that 
r/&J > E- 2/(s-lyconst*) uk(o)(u-PM- 1). (3.34) 
By assumption X, > Y,, and substituting (3.34) into (3.7) and (3.8) yields 
that 
and 
u’(x)* > ~-~“~-“(const.) uk(0)(u-p)~(S-‘) 
x {uk(o)u+2 -z+(x)“+*} on (Y,, X,), 
u’(x)* > E-2’(s-1)(const.) ~~(O)(~~~)‘(~-~)u~(x)~ 
x MXX - KdxY 1 on (X,, 00). 
The constants here are independent of both E and k. 
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The use of the substitution U(X) = t now gives that 
i 
m 
uf < E(S-lyCOnSt~) u~(~)~~2Ps-os-P~l~2~s-l~~~, 
Y, 
where the constant is independent of k and of E. Since 2ps - trs -p > 0, and 
since E > 0 was chosen arbitrarily, it follows that if X, -+ co as k + co, then 
given E > 0 there exists Y, > 0 such that 
for all k sufficiently large. However, by assumption, u = 0 in (3.25), and so 
(uklp+O as k-t co, if X, + co as k -+ co. We know this to be false since 
{(A, uJI = XJ and 1, + 0. Hence there is no loss of generality in supposing 
that (X,} is bounded. This implies that rk(Xk) > const. > 0 since we are 
considering case (b). But the use of this observation in (3.27) gives that 
and when this is substituted into the second inequality of (3.10b), with 
(&, ZQ) in place of (A, u), there results that 
1 uklF < (const.) u~(O)~~-O. 
This implies that 1 uklp --f 0 as k+ co, which is again a contradiction. 
Finally, we consider (b) when s = 1, which is equivalent to saying that 
r & L,. This implies that r(x) > 0 for all x E [0, co), and (3.31) yields that 
(s)“” (iox* rk) < (const.) r4k(0)p-0 < (const.) since p > 0. 
By (3.26) there results that 
and this implies that {X,} is bounded, and there exists a constant such that 
rk(Xk) > const. > 0. Just as in the proof of (a), this gives that 
) uk(~ < (const.) u~(O)~~-~, 
which once again implies that 1 uklp --) 0 as k -+ co. 
In any case, therefore, u # 0 in (3.25). Since (A, U) E R x L, is a solution 
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of (l.l), there results from (3.2) that I < 0. Moreover there exists a constant 
such that 
0 Q uk(x) < (const.) x-I@ for all k and x E (0, co). 
Now putting sL(x) = rk(x) u,(x)” in Lemma 3.4 gives the required result. 
Q.E.D. 
THEOREM 3.8. Suppose that 
=+a3 forsomes> 1. (3.36) 
Then~~=~~forallpandqsuchthatp~landos/(2s-l)~p~q~~. 
Moreover, for all such p, @p is unbounded and connected in R x L, and in 
IFi x w2*p. 
Proof. In Theorem 3.7(b) we saw that when (3.36) holds, the sequence 
((A,, u,J} given by (3.23) and (3.25) is convergent in R x L, to a solution 
(A, U) of (1.1). In the proof we saw that u # 0 and that A ( 0, and accor- 
dingly (A, U) E Y by Theorem 3.1. In order to show that %” is unbounded in 
R x L, for p E [ 1, co) n [as/(2s - l), co) it suffices, by Lemma 1.1, to show 
that bounded subsets of Y are relatively compact in R x L,. However, the 
proof of this fact under the hypothesis (3.36) is a straightforward adaptation 
of the proof of Theorem 3.7(b) to show that if {(&, u,J} is a sequence of 
solutions of (1.1) which is bounded in R x L,, p E [l, m)n 
[os/(2s - l), co), th en it contains a convergent subsequence. 
Therefore gP is an unbounded subset of R x L, which is connected in 
R x WzVq for all p < q < co. It remains to show that qP = gq for all p > 1 
and os/(2s - 1) < p < q < co. By the maximality of qPb, and the observation 
that the continuous image of a connected set is connected, it suffices to show 
that (Ak, uk)+ (A, u) in R x L, if ()Lk, u,J + (A, u) in R X W2Vq, for 
co > q > p. To this end it suffices to show that {uk} is bounded in IR x L,, 
given that { (Izk, u,J} is convergent in R x W2*q, since the compactness in 
R x L, of bounded subsets of Y will then yield the required result. 
For each k, (A,, uk) is a solution of (l.l), and so, by Theorem 3.2 there 
exists X, E (0, co) satisfying (3.5~(3.10) with (&, uk, X,) in place of 
(k, U, X). If X,+ 0, then {r(X,)} is bounded away from zero, and so (3.5) 
and (3.10) give that 
/ ~(2 < (const.) u,(O)~~-” < const. 
Therefore we need only consider the case when X, > a > 0 for all k. 
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2P = ( 1 - u+2 r(X,) Uk(Xk)” I Uk I”,, 
by (3.5), whence, by (3.36) 
UkVk) OtPr(Xk) .Xk 
r(XkY 
< (const.) uk(Xk)U+p 
0 i 
r 
0 
This gives that 
, 
and the constant is independent of k. The use of this along with (3.5) and the 
second inequality in (3. lob) gives 
Iuk~p-p’s (J$$)p“ < (conk) u~(O)*~-~-~‘~ ( const., 
since p > 4(2s - 1) and {uk(0)} is b ounded. Since (3.10) gives that 
and s > 1, it follows that (1 uk I,} is bounded. When s = 1, the argument for 
(3.29) yields that 
u~(X~)~+~ < (const.) (y!r)“($d)” 
whence 
I uklg (lox” r) (+$f)’ < (const.) uk(0)p-U. 
Since (3.26) holds, and X, > const. > 0, it follows that uk is bounded in L,. 
Q.E.D. 
Finally we have the following result. 
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THEOREM 3.9. For any continuous, nonincreasing r on [0, co) with 
r(O)>O, gp=!Y,, for all p and q such that p>l and a<p<q<oo. 
Moreover for all such p, G$ is unbounded in IR x L, and in IR x WzSp. 
Proof. In the light of Theorem 3.7(a) and Lemma 1.1, it will sufftce for the 
unboundedness of qp, p E (a, co) n [ 1, co) to show that bounded subsets of 
5@ are relatively compact in R x L,. However, this is merely an adaption of 
the proof of Theorem 3.7(a), with r in place of rk throughout. To show that 
gp = %$ if p is as above and q > p, we argue as in the proof of Theorem 3.8 
to see that it suffices to prove the boundedness in L, of {uk} when {(,I,, u,J} 
is a subset of gq which converges in R x W2*q. Again we only need the case 
when X, > a > 0 for all k, where Xk is defined in the proof of the previous 
theorem. The argument for (3.28) and (3.29) yields, in this case, that 
< (const.) (J$$+)“($,“. 
Hence 
since p > u and {uk} is bounded in L,. However, since X, > a > 0 and 
(3.10) holds, this yields that ( uk } is bounded in L,. Q.E.D. 
The following corollary is now immediate from the above result and 
inequality (1.7) in Section 1. The set R, is defined in Section 1. 
COROLLARY 3.10. Let rE R,, s E [l, co), and let p> 1. Then the 
bur statements are equivalent: following f 
6) 
(ii) 
(iii) 
as/(2s - 
(iv) 
p > us/(2s - 1); 
gp is unbounded in (-co, 0] x L,; 
gp is unbounded and connected in IR x W2.q for all q with 
)<s<a; 
gp + m O)l. 
In this case qp=gqfor allp,qE ([I, co)n [os/(2s- l), a))U (CO}. 
Proof. That (i) implies (ii), (iii) and (iv) is the result of Theorem 3.8. 
Since r E R,, and R, c L,, for all s’ > s, it follows from inequality (1.7) that 
(iv) implies (i). Q.E.D. 
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COROLLARY 3.11. If rEL,nR,, for all s’ such that 1 <s’(s (00, 
and p > 1 the following four statements are equivalent: 
(i) p > os/(2s - 1); 
(ii) 5TFp is unbounded in (-a~, 0] x L,; 
(iii) gp is unbounded and connected in IR x W2*q for all q > 1 with 
as/(2s- 1) <q<co; 
(iv) gp’pz {(O,O)}. In this case q=‘?T$ for all p,qE([l, a)n 
(M2s - 11, 00 1) u 1 a I. 
ProoJ That (i) implies (ii)- follows by Theorem 3.9. Since r E L,, for 
all s’ > s, the converse follows by inequality (1.8). Q.E.D. 
COROLLARY 3.12. If r E R, and p 2 1, then the following four 
statements are equivalent: 
(9 P > 42; 
(ii) 53$ is unbounded and connected in IR x W2*q for all q > 1 such 
thata/2<q<oo; 
(iii) %$ # {(O,O)}. Moreover Ep=gq for all p,qE([l,m)n 
(a/2, a)) u {+a 1. 
Proof. That (i) implies (ii)-(iii) is proved in Theorem 3.8, and the 
converse is immediate from inequality (1.8) with s = co. Q.E.D. 
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