Introduction {#s1}
============

Working memory (WM) has been defined as a cognitive process for temporary storage of task-relevant information for goal-directed behaviors ([@bib17]; [@bib63]). The information can be related to past sensory events (e.g., short-term sensory memory), or to future sensory events (e.g., sensory prediction) or actions. The two types of information have been termed the retrospective and prospective codes, respectively, and both can be stored in WM to bridge sensory events or their contingent behavioral actions ([@bib15]; [@bib17]; [@bib51]; [@bib63]). Research on WM has promoted the view that the storage is accomplished by sustained attention to internal representations of information ([@bib1]; [@bib9]; [@bib21]; [@bib33]; [@bib51]; [@bib70]). It is further assumed that WM arises through the coordinated recruitment, via attention, of brain areas in a broad network ([@bib12]; [@bib51]; [@bib53]) and that the task-relevant information is stored in some of the same brain areas that also process it, such as sensory cortex, whereas prefrontal cortex (PFC) is thought to aid storage of the information in sensory cortex ([@bib17]; [@bib51]; [@bib63]).

In the auditory modality, lesion ([@bib10], [@bib11]; [@bib18]), imaging ([@bib3]; [@bib24]; [@bib26]; [@bib34]; [@bib37]; [@bib38]; [@bib46]; [@bib52]), and recording studies ([@bib2]; [@bib23]; [@bib57]; [@bib61]) have revealed that auditory cortex (AC) is involved in the performance of auditory WM tasks. Although some of these studies have demonstrated neural activity in AC that is persistently elevated or suppressed during the period when information needs to be held in WM, we argue here that such persistent changes in activity do not unequivocally reflect WM. Many studies have not controlled for potential long-lasting neural activity evoked by a stimulus and for mental processes other than WM that are associated with performing a task, such as general attention, reward expectation or preparation for behavioral responses. These processes can also be associated with changes in AC activity that last for seconds ([@bib6]). For example, in some of the imaging ([@bib34]; [@bib37]) and recording studies ([@bib2]; [@bib23]; [@bib61]), persistent changes in activity were revealed by comparing activity during the WM period with that during a baseline period. However, these two periods differed not only in WM but also with respect to the expectation of upcoming stimuli and of rewards, and with respect to preparation for behavioral responses. Therefore, the persistent changes in activity revealed in these studies do not necessarily reflect WM. They could reflect expectation and preparation. In some other studies ([@bib24]; [@bib46]), the persistent changes in activity were revealed by comparing activity in experimental conditions with different WM load. However, in these studies, the auditory stimuli always co-varied with the WM load across conditions. Therefore, differences in the persistent activity revealed in these studies could reflect differences in activity evoked by different stimuli rather than differences in WM load. Moreover, it is unclear whether persistent changes in neural activity in AC are stimulus specific ([@bib23]; [@bib34]; [@bib36]; [@bib37]; [@bib38]; [@bib52]; [@bib61]), even though stimulus specificity has been traditionally considered a hallmark of WM in sensory cortex ([@bib14]). Furthermore, with few recent exceptions ([@bib24]; [@bib46]), human studies have not attempted to localize neural activity related to the performance of auditory WM tasks (e.g., [@bib26]; [@bib31]; [@bib40]). Thus, it is still an open question whether AC exhibits persistent changes in neural activity related to auditory WM.

To address this issue, we conducted three studies on humans and nonhuman primates in which they performed different tasks on sequences of two sounds, S1 and S2, separated by a delay ([Figure 1](#fig1){ref-type="fig"}). The tasks and the sequences differed in the extent to which WM was required. They were designed to separate neural activity in AC related to WM from potential late activity evoked by S1 or activity related to mental processes other than WM. They also allowed examination of the stimulus specificity of WM-related activity in AC. In humans, we assessed neural activity in AC by means of magnetoencephalography (MEG), through which we determined the strengths of regional sources ([@bib59]). In monkeys, we recorded local field potentials (LFPs) and spike activity from core fields of AC. To track potential contributions from other brain structures, particularly from PFC, we not only compared LFPs and spike activity in core fields of AC but also recorded spike activity in PFC.10.7554/eLife.15441.002Figure 1.Experimental paradigms used to identify working-memory related neural activity.A sequence of two stimuli, S1 and S2, separated by a delay, was presented on every trial. Tasks associated with these sequences differed. For tasks 1, 2, 3 and 6, four sequences (AA, AB, BA and BB) were used. A and B represent tones of different frequencies. For task 4, S1 and S2 were tones of three different frequencies, A, B or C. For task 5, S1 was also a tone (of frequency A, B or C), whereas S2 was a noise burst (D), a frequency-modulated tone (E) or a click train (F). (**a**) Tasks 1 and 2 required a go response for sequence AA and a nogo response for the other sequences. The WM load was higher when S1 was A (thick orange traces) than when it was B (thin blue traces). Tasks 1 and 2 differed with respect to the hand used for the responses. Putative WM-related activity was identified by a within-task comparison. (**b**) Task 6 required a go response for sequence BB and a nogo response for the other sequences. The partial changes of stimulus-response associations relative to those of task 1 enabled WM-related activity to be revealed also by between-task comparisons. (**c**) Task 3, a delayed-response task, required a go response when S1 was A and a nogo response when it was B, irrespective of the frequency of S2. Potential differences in activity related to preparation for go and nogo responses could be revealed by comparing activity during the delay of trials requiring go responses (thin orange traces) and nogo responses (thin blue traces). (**d**) Task 4, a delayed-match-to-sample task, required a go response when S1 and S2 were identical and a nogo response otherwise. (**e**) Task 5, a sound-discrimination task, required a go response when S2 was the noise burst and a nogo response when S2 was the click train or the frequency-modulated tone, irrespective of the frequency of S1. WM-related activity was revealed by comparing activity during the delay in tasks 4 and 5. Feedback of whether the response was correct or not was provided to the human subjects in tasks 4 and 5 and to the monkeys in tasks 1 and 6. The human subjects were shown a smiling face immediately after a correct response and a frowning face after an incorrect response. For the monkeys, a drop of water was provided immediately after correct go and nogo responses.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.002](10.7554/eLife.15441.002)10.7554/eLife.15441.003Figure 1---figure supplement 1.Schemes of source positions used for the analysis of the MEG data.In each panel, the blue diamonds mark the locations of the regional sources seeded in the upper part of Heschl\'s gyrus in both ACs, as projected onto planes showing views of the head from left (top panel), top (middle panel), as well as back (bottom panel). The gray diamonds mark six additional sources seeded in central, frontal and occipital cortical areas in both hemispheres.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.003](10.7554/eLife.15441.003)10.7554/eLife.15441.004Figure 1---figure supplement 2.Behavioral performance of monkeys C and L in the working-memory tasks.Distributions of the proportions of correct trials for each sequence in task 1 (left column) and task 6 (right column) from monkeys C (top row) and L (bottom row). Thick and thin traces represent high- and low-WM-load trials, respectively. Orange and blue traces represent trials when S1 was 3 kHz (tone A) and when it was 1 kHz (tone B), respectively. The ordinate shows the probability of sessions with the proportion of correct trials equal to or greater than that specified by the value on the abscissae. The proportion of correct trials was ≥65% for all sequences in both tasks. The pattern of the proportion of correct trials across sequences suggests that the monkeys mainly utilized WM to solve the two tasks.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.004](10.7554/eLife.15441.004)10.7554/eLife.15441.005Figure 1---figure supplement 3.Demonstration of the recording area in prefrontal cortex.The red patch indicates the recording area on a lateral view of the macaque left hemisphere. The gray rids are the stereotactic coordinates according to [@bib65]. LS, Lateral Sulcus; PS, Principal Sulcus; AS, Accurate Sulcus.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.005](10.7554/eLife.15441.005)

Results {#s2}
=======

Study 1: Working-memory related activity in human auditory cortex revealed by contrasting auditory working memory tasks with a delayed-response task {#s2-1}
----------------------------------------------------------------------------------------------------------------------------------------------------

### Experimental overview and rationale {#s2-1-1}

Human subjects performed three tasks on an identical set of four sequences of tones. The tasks and the sequences differed in the extent to which WM was required. Each sequence was composed of two tones, S1 and S2, separated by a delay ([Figure 1a,c](#fig1){ref-type="fig"}). The tones could be of frequency A or B, resulting in the sequences AA, AB, BA, and BB.

Tasks 1 and 2 both required a go response (a button press within a limited time window after S2) to the sequence AA and a nogo response (no button press) to the other three sequences ([Figure 1a](#fig1){ref-type="fig"}). The two tasks differed with respect to the index finger used for the go response: the right for task 1 and the left for task 2. They also differed with respect to the ear stimulated: the left for task 1 and the right for task 2, contralateral to the finger used. The tasks thus controlled for potential differential effects of the side of auditory stimulation and execution of the behavioral response and allowed the investigation of whether both the left and right AC are involved in auditory WM. In order to solve tasks 1 and 2, subjects first had to identify the frequency of S1 because it determined how the remainder of the trial needed to be processed. When S1 was B, a nogo response was required, irrespective of S2, and nothing else needed to be held in WM. When S1 was A, however, subjects remained uncertain whether a go or a nogo response would be required after S2. To cope with this uncertainty, they could use different strategies involving WM. For example, they could hold in WM the two possible associations between S2 and the behavioral response (a go response when S2 was A and a nogo response when it was B), and then make the appropriate response after identifying S2. Or they could hold in WM the frequency of S1, compare it with that of S2, and then make a go or a nogo response depending on whether S2 was identical to or different from S1, respectively. Irrespective of the strategies subjects utilized, WM was involved during the delay between S1 and S2 in each trial. The random presentation of the four sequences, AA, AB, BA and BB, prevented the predictability of the sequence in the upcoming trial and, consequently, the information required for making a correct response needed to be stored and updated on a trial-by-trial basis, that is, in WM on a scale of seconds ([@bib22]). Because more information needed to be stored during the delay in trials when S1 was A than when it was B, the WM load during delay was higher in the former than in the latter trials. In the following, these trials are referred to as high- and low-WM-load trials, respectively.

If AC were involved in WM, there should be differences in AC activity during the delay between high- and low-WM-load trials, but the presence of such differences would not allow the conclusion that they are due to differences in WM load. They could also result from differences in WM-unrelated activity that is evoked by S1 but outlasts it (*late activity*) or from differences related to preparing for a possibly required go response within a limited time window after S2 in high-WM-load trials rather than for the nogo response in low-WM-load trials (*preparatory activity*). To distinguish between these possibilities, the same subjects also performed task 3 on the same stimuli and used the same finger as in task 1 ([Figure 1c](#fig1){ref-type="fig"}). Task 3 was a delayed-response task in which subjects had to hold in WM that, irrespective of the identity of S2, a go response after S2 was required when S1 was A and a nogo response was required when S1 was B. If differences in activity during the delay in task 1 were only due to differences in late activity or in preparatory activity, then the differences in activity between the high- and low-WM-load trials in task 1 should be very similar to the differences between the go and nogo trials in task 3. If, however, such a similarity is not observed, then the differences in activity during the delay in task 1 (and by inference task 2) are at least partly due to differences in WM load.

Subjects performed tasks 1, 2 and 3 in three separate blocks within one experimental session of MEG measurements. Each block consisted of 240 trials (60 trials for each sequence) and lasted \~20 min. The order of the blocks was randomized across subjects. The frequencies of tones A and B were 1.5 and 1.6 kHz, respectively. The tone duration was 100 ms and the stimulus-onset interval 2000 ms. Neural activity in AC was estimated by determining the strengths of two regional sources. They were seeded in the left and right AC, respectively, based on the anatomical MR image of each subject's brain. To obtain the grand mean source waveforms, individual source waveforms were geometrically averaged across subjects, for reasons given elsewhere ([@bib35]; [@bib41]; [@bib68]). Source strengths were analyzed for correct trials (∼90%) only.

### Results of study 1 {#s2-1-2}

We found neural activity in the human AC that was related to WM. [Figure 2a and b](#fig2){ref-type="fig"} show that in task 1, the strength of the regional sources seeded in the left and right AC increased in response to S1 and, throughout the entire delay, remained at a level higher than that before S1 (p\<0.001, permutation test). In addition, sources in the left and right AC were significantly stronger in high- (thick orange traces) than in low-WM-load trials (thin blue traces) during the final 500 ms of the delay (p\<0.05 with Bonferroni correction for multiple comparisons, permutation test; for p-values, see the numbers above the abscissae in [Figure 2a,b](#fig2){ref-type="fig"}). In contrast, the peak source strengths around the time of the M100, the most prominent component of the early responses evoked by the two different S1s, were very similar in the high- and low-WM-load trials. Similar results were obtained in task 2 ([Figure 2c,d](#fig2){ref-type="fig"}) where the sounds were presented to the opposite ear and subjects used the opposite index finger for the go responses, although the differences between the high- and low-WM-load trials during the final 500 ms of the delay were only significant at the level of 0.05 without Bonferroni correction.10.7554/eLife.15441.006Figure 2.Working-memory related neural activity in human auditory cortex identified in study 1.Strengths of the sources in AC in task 1 (**a**, **b**), task 2 (**c**, **d**) and task 3 (**e**, **f**). Data from the left and right hemisphere are shown in the left and right column, respectively. Each trace represents the grand geometric mean source waveform derived from MEG recordings in 12 subjects. Thick orange and thin blue traces in **a--d** represent source strengths in high- and low-WM-load trials, respectively. Thin orange and thin blue traces in **e--f** represent source strengths in go and nogo trials, respectively. The empty bars on the abscissae represent the timing and duration of S1 and S2. The numbers on the abscissae are the p-values of permutation tests for the ratios of the source strength in high- to that in low-WM-load trials or in go to that in nogo trials during the three 500-ms periods of the delay. Note that the ordinates have logarithmic scaling. Also note that the differences in the left and right AC in tasks 1 and 2 reflect differences in WM load.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.006](10.7554/eLife.15441.006)

It is likely that the differences in source strength between the high- and low-WM-load trials in tasks 1 and 2 were due to differences in WM load but presumably not due to differences in preparatory activity or late activity. This conclusion is supported by the results of task 3 ([Figure 2e,f](#fig2){ref-type="fig"}). In this task, differences between go and nogo trials were not significant (p\>0.05, permutation test), neither in the left AC ([Figure 2e](#fig2){ref-type="fig"}) nor in the right AC ([Figure 2f](#fig2){ref-type="fig"}).

Study 2: Working-memory related activity in human auditory cortex revealed by contrasting a delayed-match-to-sample task with a sound-discrimination task {#s2-2}
---------------------------------------------------------------------------------------------------------------------------------------------------------

### Experimental overview and rationale {#s2-2-1}

Study 2 aimed at finding independent support for the existence of WM-related activity in the human AC with new subjects and with an alternative approach that allowed the direct demonstration of WM-related activity by comparing trials that differed only in WM load and not in other characteristics including frequencies of S1 and preparation for motor responses. We contrasted a conventional delayed-match-to-sample task (task 4) with a sound-discrimination task (task 5). In task 4 ([Figure 1d](#fig1){ref-type="fig"}), tones of three different frequencies (A, B and C) were used as S1 and S2. A go response was required when the frequencies of S1 and S2 were identical and a nogo response otherwise. Subjects could solve this task by using similar strategies as in tasks 1 and 2 of study 1 for trials starting with A. All trials in task 4 constituted high-WM-load trials and a third of them required go responses. Task 5 ([Figure 1e](#fig1){ref-type="fig"}) required a go response when S2 had a specific identity and a nogo response otherwise, irrespective of the identity of S1. This specific S2 occurred on one third of the trials so that the proportions of go and nogo trials and, thus, the proportion of trials on which subject prepared for one or the other motor responses, were the same as in task 4. The WM load during the delay between S1 and S2 in task 5 was lower than that in task 4 and therefore all trials in task 5 were considered to be low-WM-load trials. For S1 in task 5, the same tones A, B and C were used as in task 4. Unlike in task 4, acoustic stimuli different from pure tones were used as S2: a noise burst (D), a click train (E), and a frequency-modulated tone (F). Subjects were instructed to make a go response when S2 was a noise burst (AD, BD and CD).

In both tasks, the frequencies of A, B and C were set to 1.5, 0.789 and 2.85 kHz, respectively. Subjects performed tasks 4 and 5 in separate blocks within one experimental session. Each block consisted of 360 trials (40 trials for each of the nine sequences) and lasted ∼30 min. The order of the blocks was randomized across subjects. Source strengths were computed for correct trials (∼95%) only.

### Results of study 2 {#s2-2-2}

We found WM-related activity in both the left and right AC by comparing the source strengths during the delay in tasks 4 and 5. [Figure 3](#fig3){ref-type="fig"} shows, for each hemisphere, the grand mean source waveforms from all trials in task 4 (thick orange traces) and task 5 (thin blue traces). As in study 1, activity in AC was stronger than before S1 throughout the entire delay (p\<0.001, permutation test) in both the delayed-match-to-sample (task 4) and the sound-discrimination task (task 5). In addition, in both ACs, the sources were stronger in task 4 than in task 5 during the entire delay, being significant during many portions of the delay (p\<0.05 with Bonferroni correction, permutation test; for p values, see the numbers above the abscissae). In contrast, the peak source strengths during the M100 component evoked by S1 were very similar in the two tasks. This suggests that levels of general attention in tasks 4 and 5 were similar during the presentation of S1 because the peak amplitude of the M100 component is strongly modulated by attention ([@bib32]; [@bib67]). Because tasks 4 and 5 differed in WM load, but not in S1 or in the proportions of go and nogo trials, we conclude that the differences in source strengths during the delay between the two tasks were due to differences in WM load and that activity in both ACs can be related to WM.10.7554/eLife.15441.007Figure 3.Working-memory related neural activity in human auditory cortex identified in study 2.Sources in the left (**a**) and right (**b**) AC were stronger in task 4 in which WM load was high (thick orange traces) than in task 5 in which WM load was low (thin blue traces). Each trace represents the grand geometric mean source waveform across 15 subjects. Other conventions as in [Figure 2](#fig2){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.007](10.7554/eLife.15441.007)

Study 3: Working-memory related activity in core fields of monkey auditory cortex {#s2-3}
---------------------------------------------------------------------------------

### Experimental overview and rationale {#s2-3-1}

In order to search for WM-related activity in core fields of AC at the level of single neurons and small groups of neurons and also in a different species, two monkeys (L and C) were each trained to perform two different tasks (tasks 1 and 6) on the same set of stimuli. Task 1 was equivalent to task 1 performed by the human subjects. It required a go response (a bar release) for the sequence AA and a nogo response (withholding a bar release) for the other three sequences AB, BA and BB ([Figure 1a](#fig1){ref-type="fig"}). Our analyses of the behavioral data ([Figure 1---figure supplement 2](#fig1s2){ref-type="fig"}) indicated that the monkeys solved the task utilizing WM and not solely by means of other strategies. Therefore, the WM load during the delay was higher in trials when S1 was A than when it was B (for detailed reasoning, see the second paragraph in Section Experimental overview and rationale).

To rule out differences in late activity evoked by S1, or preparatory activity for the behavioral responses as potential confounds (see Section Experimental overview and rationale), the two monkeys also performed task 6, which was equivalent to task 1 except that the WM loads of the A and B tones were reversed. Task 6 required a go response for the sequence BB and a nogo response for the other three sequences ([Figure 1b](#fig1){ref-type="fig"}). We contrasted task 1 with task 6, rather than with a delayed-response task (task 3), because the reversal of WM load also allowed addressing the stimulus-specificity of WM-related activity. To further examine potential sources of differences in activity during the delay of high- and low-WM-load trials, the same set of stimuli was also presented to the two monkeys while they did not perform the tasks (*passive trained condition*). The stimuli were also presented to a third, untrained, monkey (*passive untrained condition*).

As in study 1, we identified WM-related activity by comparing activity in trials from the same task that started with A versus those that started with B (*within-task comparison*). If, at a given recording site in core fields of AC, differences in activity during the delay between these trials were only due to late activity that was evoked by S1 but outlasted it, one would expect very similar differences in task 1, in task 6, and in the passive conditions. If the differences were only due to preparatory activity, one would expect opposite differences in tasks 1 and 6 and no differences in the passive conditions. Therefore, if the differences were observed in only one task but not in the other, they would be due to differences in WM load and thus indicate WM-related activity. As a second method of identifying WM-related activity, we compared trials starting with the same tone but taken from different tasks (*between-task comparison*). Results of this method ([Figure 4---source data 1](#SD1-data){ref-type="supplementary-material"}) were consistent with those of the first method. As a third method of identifying WM-related activity, we compared high- and low-WM-load trials with regard to activity differences between the delay and the baseline within the same trial. In addition to WM-related activity, this method also revealed how the neuronal activity varied in an ongoing trial with WM load.

A and B were tones of 3 kHz and 1 kHz, respectively, with a duration of 200 ms. In most experimental sessions, the stimulus-onset interval between S1 and S2 was 1000 ms, resulting in an 800-ms delay, defined as the interval from the offset of S1 to the onset of S2. In other sessions, it was 1300 ms, resulting in an 1100-ms delay. Within each session a monkey performed tasks 1 and 6 in separate, alternating blocks (2--8 per session). A block consisted of \~140 trials and lasted \~25 min. Microelectrode recordings of single-unit and multiunit activity and of local field potentials from core fields of the right AC and, later in separate experimental sessions, also from the left prefrontal cortex started once the monkeys responded correctly to each sequence in ≥65% of the trials in both tasks during 10 consecutive sessions.

### Spike activity in core fields of auditory cortex related to working memory {#s2-3-2}

The spike rates of many neurons in core fields of AC during the delay differed between high- and low-WM-load trials while the monkeys performed task 1 or task 6. [Figure 4a and b](#fig4){ref-type="fig"} show the average spike rates of two representative multiunits recorded from monkeys C and L while they performed task 6 correctly. In both examples, the differences in spike rate emerged shortly after the offset of S1 and persisted until the end of the delay. We compared the responses by computing the ratio of the spike rate in high- to that in low-WM-load trials (*high-/low-load spike-rate ratio*). Comparisons of the responses during the delay were limited to the final 500 ms to minimize the potential difference in late activity that was evoked by the S1s. Permutation tests revealed that the spike-rate ratios during the delay differed significantly from 1 (p\<0.05; green bars on the abscissae in [Figure 4a,b](#fig4){ref-type="fig"}). This was not the case during the 500-ms period directly before S1 (*baseline*). The spike rate during the delay was higher in the high- than in the low-WM-load trials in the example of [Figure 4a](#fig4){ref-type="fig"} and lower in the example of [Figure 4b](#fig4){ref-type="fig"}. In the following, we argue that such differences were due to differences in WM load.10.7554/eLife.15441.008Figure 4.Working-memory related spike activity in monkey auditory cortex.(**a**, **b**) The spike rates of two representative multiunits recorded in AC while the monkeys performed task 6 correctly. Thick and thin traces represent spike rates in high- and low-WM-load trials, respectively. S1 was 1 kHz (blue) in high-WM-load trials and 3 kHz (orange) in low-WM-load trials. The green bars on the abscissae represent the final 500 ms of the delay during which the high-/low-load spike-rate ratios differed significantly from 1. In the example in panel a, the spike rate is higher, and in the example in panel b lower, in high- than in low-WM-load trials. The empty bars on the abscissae represent the timing and duration of S1 and S2. (**c**) The high-/low-load spike-rate ratios during the final 500 ms of the delay (green) and during the 500 ms directly before S1 (*baseline*; black) for all multiunits. Significant ratios are marked by dots. The proportions of units with significant ratios are also provided. Left and right panels show the ratios obtained when the monkeys performed task 1 and task 6 correctly. The horizontal dashed lines mark the median cumulative probability and the vertical dashed lines the ratio of 1. (**d**) Task and stimulus specificity of high-/low-load spike-rate ratios during the final 500 ms of the delay. Ratios obtained from a given unit in tasks 1 and 6 are connected by a line. Spike-rate ratios which are significantly different from 1 are represented by green dots, those which are not by gray dots. The left, middle, and right panels show the data from all units where the ratios were significantly different from 1 in task 1 only, in task 6 only, or in tasks 1 and 6, respectively. The 65% of units with significant ratios in one task only are considered to be involved in WM. The proportions and the numbers of units in the three groups are also provided. (**e**) Dependence of the occurrence of significant high-/low-load spike-rate ratios on the behavioral context. The green bars show the probability of units with significant ratios during the delay of correct trials, of error trials, and during passive conditions in the two trained monkeys and in the untrained monkey. The black bar shows the probability of units with significant ratios during the baseline of correct trials. The asterisks indicate significant differences between the conditions (chi-square test, one-tailed, p\<0.001). (**f**) The mean spike rates in high- (thick traces) and low-WM-load trials (thin traces) for units with high-/low-load spike-rate ratios significantly \>1 (left panel) or \<1 (right panel). They were obtained by geometric averaging after normalizing each response to baseline. (**g**) Dominance of delay enhancement in AC. Distributions of the delay/baseline spike-rate ratios are shown separately for high- and low-WM-load trials and for task 1 and task 6. Ratios \>1 represent delay enhancement and ratios \<1 delay suppression. Significant ratios are marked by dots. Analyses were performed only on units with significant high-/low-load spike-rate ratios during the final 500 ms of the delay (panel **c**). The proportions of units with significant delay/baseline spike-rate ratios are also provided for high- and low-WM-load trials, respectively.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.008](10.7554/eLife.15441.008)10.7554/eLife.15441.009Figure 4---source data 1.Working-memory related neuronal activity identified by between-task comparison.The table shows numbers and percentages (in brackets) of recording sites where the neuronal activity during the final 500 ms of the delay was significantly different in high- and low-WM-load trials with the same S1s (p\<0.05, permutation test). Numbers of sites with significant differences in spike activity in core fields of AC, in the LFP in core fields of AC, and in spike activity in vlPFC are presented in rows. Numbers of sites with a significant difference only when S1 was A (tone A only), only when S1 was B (tone B only), or when S1 was A and when it was B (tones A and B), are presented in separate columns. The total number of recording sites was 307 for spike activity in core fields of AC, 310 for the LFP in core fields of AC, and 238 for spike activity in vlPFC.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.009](10.7554/eLife.15441.009)10.7554/eLife.15441.010Figure 4---figure supplement 1.Working-memory related spike activity of single units in monkey auditory cortex.Conventions in panel a are equivalent to those of [Figure 4c](#fig4){ref-type="fig"}, and those in panel b equivalent to those of [Figure 4d](#fig4){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.010](10.7554/eLife.15441.010)

[Figure 4c](#fig4){ref-type="fig"} shows the high-/low-load spike-rate ratios for all multiunits (124 in monkey L and 183 in monkey C) from the trials in which the two monkeys performed the two tasks correctly. The ratios ranged from 0.75 to 1.9. Ratios significantly different from 1 (*significant ratios*) were obtained from 27.4% and 34.5% of the multiunits during the delay in tasks 1 and 6, respectively (green dots), with the majority of ratios \>1 (71 of 84 in task 1; 99 of 106 in task 6). These proportions are higher than those expected by chance with a criterion of p\<0.05 used in the permutation test and higher than the proportions of significant high-/low-load spike-rate ratios during the baseline (black dots in [Figure 4c](#fig4){ref-type="fig"}; ∼6.0%; p\<0.001, chi-square test, one-tailed). Significant ratios during the delay were observed both in multiunits responding to the two S1s and in multiunits not responding to the two S1s, but more frequently in the former population (28.9% vs. 21.3% in task 1; 38.2% vs. 19.7% in task 6). Similar findings were obtained from the 152 single units isolated from the multiunit recordings, although significant high-/low-load spike-rate ratios during the delay were observed less often (15.1% in task 1; 10.5% in task 6; [Figure 4---figure supplement 1](#fig4s1){ref-type="fig"}).

Comparison of the responses in the two tasks revealed that the differences in the spike rate during the delay of high- and low-WM-load trials could not simply be explained by differences in late activity evoked by S1 with frequencies A and B or by differences in preparatory activity for the behavioral responses. Significant high-/low-load spike-rate ratios occurred in only one of the two tasks in the majority of the units and in both tasks in the minority of the units (65% vs. 35% for multiunits and 92% vs. 8% for single units; [Figure 4d](#fig4){ref-type="fig"} and [Figure 4---figure supplement 1b](#fig4s1){ref-type="fig"}). These proportions were significantly different from those expected if the significant spike-rate ratios were only due to differences in late or preparatory activity (i.e., 0% vs. 100%; p\<0.001, chi-square test, one-tailed). The occurrence of significant spike-rate ratios in only one of the two tasks was related to the units' best frequencies (for details of the assessment of the best frequency, see Sections Behavioral paradigms and Electrophysiological recordings and data analysis). Significant spike-rate ratios only in task 1 occurred more frequently in units with a best frequency of ∼3 kHz (2.67--3.37 kHz) than in other units (26.7% vs. 9.4%; p\<0.05, chi-square test, one-tailed). Significant spike-rate ratios only in task 6 occurred more frequently in units with a best frequency of ∼1 kHz (0.89--1.12 kHz) than in other units (30.1% vs. 15.4%; p\<0.05). Tasks 1 and 6 had reversed WM loads for sequences starting with A and with B. Therefore, the task specificity of the occurrence of significant spike-rate ratios in most units is equivalent to a stimulus specificity, that is, the differences emerged only when either A or B (or the S2-response associations) had to be held in WM. We thus argue that in the majority of units, those displaying the task and stimulus specificity, the differences in the spike rate during the delay of high- and low-WM-load trials were due to differences in WM load. Thus, 30.0% (92/307) of the multiunits and 21.7% (33/152) of the single units in core fields of AC were considered to exhibit WM-related spike activity.

In summary, task-relevant information is stored in core fields of AC by temporary changes of the spike rates of specific neurons. For the majority of multiunits, spike rates increased with increasing WM load (yielding ratios \>1) and for the minority spike rates decreased with increasing WM load (yielding ratios \<1; [Figure 4c,d](#fig4){ref-type="fig"}). To scrutinize the responses of the two sub-populations, we averaged the responses from the units with significant ratios \>1 or \<1 separately for high- and low-WM-load trials. These analyses revealed that in both sub-populations the differences in spike activity between high- and low-WM-load trials persisted throughout the delay ([Figure 4f](#fig4){ref-type="fig"}).

The following observations also exclude the possibility that the differences in the spike rate during the delay between high- and low-WM-load trials could simply be explained by differences in late activity evoked by S1 with frequencies A or B. In both tasks, significant high-/low-load spike-rate ratios during the delay were observed more often (p\<0.001, chi-square test, one-tailed) in multiunit recordings obtained when the monkeys performed the tasks correctly (27.4% in task 1 and 34.5% in task 6) than when they made errors (9.8% and 9.5%) or in the responses to the corresponding sequences recorded when the monkeys did not perform the tasks (5.5% and 7.5%; [Figure 4e](#fig4){ref-type="fig"}). Significant ratios were also rarely observed in the responses to the corresponding sequences recorded in the untrained naive monkey (0.0% and 3.5%; [Figure 4e](#fig4){ref-type="fig"}). Furthermore, in additional 15 sessions, monkey L performed tasks 1 and 6 also on sequences where S1 and S2 were separated by the longer delay of 1100 ms. Significant ratios during the final 500 ms of the 1100-ms delay (23.2% and 18.8% of 69 recordings in tasks 1 and 6) were observed slightly, but not significantly more frequently (p\>0.05 for tasks 1 and 6, chi-square test, one-tailed) than during the final 500 ms of the 800-ms delay (17.7% and 15.3% of 124 recordings). This result is inconsistent with that expected if significant ratios are due to differences in late activity because such differences would be expected to decay over time.

Two ways of temporarily storing task-relevant information by cortical neurons have been identified: persistent enhancement or suppression of the spike rate during the delay relative to baseline ([@bib19]; [@bib22]; [@bib66]; [@bib69]). We also observed both persistent enhancement and suppression in core fields of AC but enhancement clearly dominated in both tasks, and most prominently in high-WM-load trials. This was demonstrated by computing the ratio between the spike rate during the final 500 ms of the delay and that during the 500-ms period before S1 (*delay/baseline spike-rate ratio*). Delay/baseline spike-rate ratios \>1 represent enhancement and ratios \<1 suppression. [Figure 4g](#fig4){ref-type="fig"} shows these ratios, separately for high- and low-WM-load trials, for each of the multiunits with significant high-/low-load spike-rate ratios during the delay (84 in task 1 and 106 in task 6; see above). Delay/baseline spike-rate ratios ranged from 0.5 to 1.6, with the majority of significant ratios occurring in high-WM-load trials (65 of 84 in task 1 and 77 of 106 in task 6) and the minority in low-WM-load trials (21 of 84 in task 1 and 13 of 106 in task 6). In both high- and low-WM-load trials, and in both tasks, the majority of the significant delay/baseline ratios were \>1 ([Figure 4g](#fig4){ref-type="fig"}).

### Origins of working-memory related activity in core fields of auditory cortex {#s2-3-3}

We asked whether WM-related spike activity arose from local processing within core fields of AC or whether other brain structures contributed to it. For this purpose, we analyzed LFPs in core fields of AC, which were simultaneously recorded along with the spike activity in core fields of AC, and spike activity in PFC, which was recorded in separate sessions in monkey C. LFPs in core fields of AC partly reflect synaptic inputs to core fields of AC, and PFC has been hypothesized to exert a top-down modulation of activity in sensory cortex to aid storage of information ([@bib63]).

During the delay, differences in WM load were also reflected in the LFPs recorded in core fields of AC. [Figure 5a and b](#fig5){ref-type="fig"} show two representative sites where the LFPs during the final 500 ms of the delay of high- and low-WM-load trials were significantly different when the monkeys performed task 1 correctly. These differences emerged shortly after S1 and persisted until the end of the delay. LFP differences were computed by subtracting the amplitude in the low-WM-load trials from that in the high-WM-load trials (*high- -- low-load LFP difference*). [Figure 5c](#fig5){ref-type="fig"} shows the distributions of these differences during the final 500 ms of the 800-ms delay (green dots and traces) and during baseline (black dots and traces) for all 310 sites from both monkeys combined. Similar to the results obtained with spike activity, significant LFP differences occurred more frequently during the delay than during baseline (p\<0.001, chi-square test, one-tailed). The frequency of occurrence of significant LFP differences during the delay also depended on the behavioral context, being significantly higher (p\<0.001, chi-square test, one-tailed) when the monkeys performed the tasks correctly (25.5% and 27.1% in tasks 1 and 6, respectively) than when they made errors (13.5% and 7.9%) or than in the responses to the corresponding sequences when the monkeys did not perform the tasks in the passive condition (8.3% and 9.3%; [Figure 5e](#fig5){ref-type="fig"}). Significant LFP differences during the delay were also observed more often when the monkeys performed the tasks correctly than in the responses to the corresponding sequences in the untrained naive monkey (3.5% and 1.7%; [Figure 5e](#fig5){ref-type="fig"}). Also mirroring the spike activity, significant LFP differences occurred in only one of the two tasks at the majority of sites (107 of the 135 sites with a significant LFP difference in one or both tasks; 79%) and in both tasks at the minority of sites (28 of 135; 21%; [Figure 5d](#fig5){ref-type="fig"}). Based on these results, we conclude that at 107 of 310 sites (34.5%) the LFP differences between high- and low-WM-load trials were due to differences in WM load. Thus, task-relevant information is also stored in the synaptic potentials in core fields of AC. As with spike activity, we found that LFPs were persistently different during the delay, such that at some sites LFPs were more positive in high- than in low-WM-load trials (left panel in [Figure 5f](#fig5){ref-type="fig"}), and at other sites more negative (right panel in [Figure 5f](#fig5){ref-type="fig"}). Both effects were observed at many sites ([Figure 5c,d](#fig5){ref-type="fig"}), unlike in the case of the spike activity where increases in spike rate with WM load were much more common than decreases ([Figure 4c,d](#fig4){ref-type="fig"}).10.7554/eLife.15441.011Figure 5.Working-memory related potentials in monkey auditory cortex.(**a**, **b**) Representative local field potentials (LFPs) recorded at two different sites in AC of the two monkeys while they performed task 1 correctly. The organization of the figure and other conventions are equivalent to those of [Figure 4](#fig4){ref-type="fig"}. LFPs were compared by subtracting the LFP amplitude in low-WM-load trials from that in high-WM-load trials (*high- -- low-load LFP difference*). In panel g, LFPs were compared by subtracting the mean LFP amplitude during the 500-ms period before S1 (*baseline*) from that during the final 500 ms of the delay (*delay--baseline LFP difference*).**DOI:** [http://dx.doi.org/10.7554/eLife.15441.011](10.7554/eLife.15441.011)10.7554/eLife.15441.012Figure 5---figure supplement 1.Scheme of the superposition of the effects of working memory and other mental processes on neural activity.In all scenarios illustrated, WM is assumed to cause enhancement of neural activity after the first stimulus (*S1*) relative to that before S1 (*baseline*). The degree of enhancement increases with WM load and is represented by the length of the upward-pointing arrows. Mental processes other than WM are assumed to cause suppression whose degree, represented by the length of the downward-pointing arrows, varies between panels. In the absence of other mental processes (**a**), low WM load (thin gray line) is associated with less delay enhancement than high WM load (thick gray line). This relationship holds as long as other mental processes are associated with a degree of suppression smaller than the degree of enhancement associated with low WM load (**b**). When the degree of suppression exceeds that of the enhancement associated with low WM load, but not that associated with high WM load, high WM load will still be associated with delay enhancement but low WM load will be associated with delay suppression (**c**). When the degree of suppression associated with the other mental processes also exceeds the degree of enhancement associated with high WM load, both high and low WM load will be associated with delay suppression, but its degree will be higher for low WM load (**d**). Equivalent effects will be observed if WM is assumed to cause suppression and other mental processes cause enhancement.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.012](10.7554/eLife.15441.012)

Another difference between spike activity and LFPs was revealed when we examined how LFPs during the delay differed from baseline. [Figure 5g](#fig5){ref-type="fig"} plots the *delay--baseline LFP differences*, defined as the differences between the mean LFP amplitude during the final 500 ms of the delay and that during the 500-ms period before S1. This measure was calculated for the 79 sites in task 1 and the 84 sites in task 6 with a significant high- -- low-load LFP difference. In both tasks, significant delay--baseline LFP differences occurred at many of these sites, both in high- and in low-WM-load trials (60.8% and 58.3%, respectively, in task 1; 53.6% and 73.9% in task 6). [Figure 5g](#fig5){ref-type="fig"} shows that negative delay--baseline LFP differences prevailed over positive ones in both high- (31.7% vs 29.1% in task 1; 41.7% vs 11.9% in task 6) and low-WM-load trials (38.0% vs 20.3% in task 1; 69.1% vs 4.8% in task 6). At many of the 79 sites in task 1 (41.8%) and the 84 sites in task 6 (67.9%), LFPs during the delay changed more strongly relative to baseline in low- than in high-WM-load trials. It is conceivable that the LFPs at these sites still have the more common relationship to WM load, i.e., change more strongly in high- than in low-WM-load trials. This relationship could be disguised by other mental processes if they had a large effect on LFPs in the direction opposite to that of WM load ([Figure 5---figure supplement 1](#fig5s1){ref-type="fig"}). This conjecture also fits the observation that there was a very small number of sites at which the LFPs during the delay changed in opposite directions in high- and low-WM-load trials.

Because differences in WM load were reflected in LFPs, it is possible that synaptic inputs to core fields of AC contribute to the differences in spike activity between high- and low-WM-load trials in core fields of AC. To clarify whether some of these inputs arise from PFC, we also recorded spike activity from the ventrolateral part of PFC (vlPFC) in monkey C ([Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}). This part of PFC has been shown to play an essential role in auditory WM tasks ([@bib27]; [@bib50]; [@bib49]). We analyzed 238 multiunits recorded during 70 sessions in which the monkey performed tasks 1 and 6. Like in core fields of AC, neurons in vlPFC could discharge significantly more spikes (p\<0.05, permutation test) during the delay of high- than of low-WM-load trials ([Figure 6a](#fig6){ref-type="fig"}) or vice versa ([Figure 6b](#fig6){ref-type="fig"}). We observed that, compared to core fields of AC, a similar proportion of multiunits in vlPFC displayed high-/low-load spike-rate ratios during the delay differing significantly from 1. Also, there was a similar dependence of the occurrence of significant high-/low-load spike-rate ratios on the behavioral context (cf. [Figures 6c](#fig6){ref-type="fig"} and [4c](#fig4){ref-type="fig"}, [Figures 6e](#fig6){ref-type="fig"} and [4e](#fig4){ref-type="fig"}), and a similar task or stimulus specificity (cf. [Figures 6d](#fig6){ref-type="fig"} and [4d](#fig4){ref-type="fig"}). These results indicate WM-related activity also in vlPFC. Unlike in core fields of AC, where overall enhancement during the delay dominated and spike rates predominantly changed in high-WM-load trials ([Figure 4f,g](#fig4){ref-type="fig"}), in vlPFC suppression was as common as, or even more common than, enhancement during the delay ([Figure 6d,f,g](#fig6){ref-type="fig"}). Spike rates also frequently changed in low-WM-load trials, and sometimes even more strongly than in high-WM-load trials ([Figure 6f,g](#fig6){ref-type="fig"}). The conjecture in [Figure 5---figure supplement 1](#fig5s1){ref-type="fig"} fits this finding.10.7554/eLife.15441.013Figure 6.Working-memory related spike activity in monkey ventrolateral prefrontal cortex.(**a**, **b**) The spike rates of two representative multiunits recorded in vlPFC from monkey C while he performed task 6 correctly. The organization of the figure and all other conventions are identical to those of [Figure 4](#fig4){ref-type="fig"}.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.013](10.7554/eLife.15441.013)

Core fields of AC and vlPFC also differed in the time course of WM-related spike activity (cf. [Figure 4f](#fig4){ref-type="fig"} and [Figure 6f](#fig6){ref-type="fig"}). This issue was quantified by determining for each multiunit the earliest time, relative to the offset of S1, at which the spike rates during the delay of high- and low-WM-load trials differed significantly (*differential latency*; permutation test, p\<0.05, two-tailed). This analysis was conducted in consecutive 10-ms bins and restricted to those multiunits with significant high-/low-load spike-rate ratios during the delay. [Figure 7](#fig7){ref-type="fig"} shows the distributions of the differential latency of units in core fields of AC (dotted traces) and in vlPFC (solid traces). In both tasks, differential latencies were significantly shorter in core fields of AC than in vlPFC, with a median difference of ∼100 ms (p\<0.001, permutation test, two-tailed). This finding is difficult to reconcile with the notion that PFC exerts a top-down modulation of activity in sensory cortex ([@bib63]) and thus triggers the storage of information in core fields of AC on a trial-by-trial basis.10.7554/eLife.15441.014Figure 7.Working-memory related spike activity emerges earlier in auditory cortex than in prefrontal cortex.Differential latencies (see Results for definition) of multiunits recorded in AC (dashed traces) and vlPFC (solid traces) in tasks 1 (**a**) and 6 (**b**). The dashed horizontal lines mark the median cumulative probability. Data were obtained from monkey C.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.014](10.7554/eLife.15441.014)

Discussion {#s3}
==========

The current report provides converging evidence from humans and monkeys that neural activity in AC can reflect WM. This was demonstrated in three independent studies in which subjects performed different tasks on the same sequences of sounds, allowing separation of activity related to WM from activity related to other mental processes. Changes in WM load resulted in persistent changes of spiking activity, LFPs and magnetic fields, suggesting that AC stores information in spikes and synaptic potentials. Our results thus support the idea that early sensory cortex stores information for WM ([@bib63]).

Approaches to separate working memory from other mental processes {#s3-1}
-----------------------------------------------------------------

An auditory task has been defined as an operation requiring the production of an intentional connection between sounds, other context-relevant stimuli, and behavioral actions, which are executed because subjects are motivated to do so ([@bib58]). Activity in AC is not only related to processing the sounds and the other context-relevant stimuli but also to mental processes associated with performing a task such as selection of and preparation for behavioral actions, and expectation of rewards ([@bib6]). In the current report, we confirmed that activity in AC can persistently change for several seconds relative to baseline in a sound-discrimination task (task 5; [Figure 3](#fig3){ref-type="fig"}). Thus, persistent changes of neural activity observed during the performance of WM tasks in previous studies are, on their own, not sufficient for demonstrating that AC is involved in WM ([@bib2]; [@bib23]; [@bib24]; [@bib34]; [@bib36]; [@bib37]; [@bib38]; [@bib45]; [@bib46]; [@bib61]).

In the current report, we used three approaches to show that at least some portion of persistent changes in activity in AC was related to WM and not to other concurrent mental processes. In the first approach (study 1), we compared differences in activity between trials that differed in WM load in one task with differences in activity between trials that did not differ in WM load in another task. In the second approach (study 3), we compared differences in activity between trials that differed in WM load in one task with differences in activity between trials that also differed in WM load, but in a reversed fashion, in another task. This further enabled the determination of the stimulus-specificity of the effect of WM load. In the third approach (study 2), we directly compared activity in trials which differed only in WM load. Our approaches have the potential to single out other types of WM-related activity including rhythmic activities and spatiotemporal activation patterns and could be used in other sensory modalities. They can also be adapted to tease out activity related to other cognitive and motivational processes. However, note that the second approach requires stimulus-specificity of the neural activity under consideration. It may be difficult to demonstrate such stimulus-specificity in gross measures of the electrical activity of large neural populations, such as EEG and MEG.

How is information temporarily stored in auditory cortex? {#s3-2}
---------------------------------------------------------

Our converging results from intracranial recordings in monkeys and extracranial recordings in humans demonstrated that information is temporarily stored in AC by persistent changes in spike rates and slow potentials. This was reflected in enhancement or suppression of spike rates, positive or negative changes of LFPs, and increases in the strengths of regional sources during the delay relative to baseline. These ways of storing information in AC are similar to those considered for visual ([@bib19]), somatosensory ([@bib69]), and prefrontal cortex ([@bib22]; [@bib54]; [@bib66]). Enhancement of activity in AC during the delay may serve to refresh representations of information to keep them active while suppression of activity may serve to protect representations from internal or external interference ([@bib38]; [@bib61]). The latter has been found to be particularly relevant when recoding and rehearsal strategies were not used by subjects ([@bib38]). Information could also be stored in AC in other ways ([@bib64]), such as in spatiotemporal activation patterns, synaptic plasticity, or rhythmic activities, but these were not analyzed here.

Although our approaches revealed sites where neural activity was related to WM, it is likely that other mental processes contribute to the persistent changes in activity during the delay relative to baseline. In the spike activity, effects of other mental processes seem to be relatively small, because the spike rate barely changed during the delay relative to baseline in low-WM-load trials ([Figure 4f,g](#fig4){ref-type="fig"}). In the LFPs, effects of other mental processes seem larger, because at many sites LFPs changed during the delay even in low-WM-load trials ([Figure 5g](#fig5){ref-type="fig"}). This is consistent with the large increase of source strength during the delay relative to baseline in our MEG studies, which was only slightly smaller in low- than in high-WM-load trials ([Figures 2](#fig2){ref-type="fig"}, [3](#fig3){ref-type="fig"}). LFPs and magnetic fields have been considered to partially reflect inputs to a region of tissue, in contrast to spike activity, which has been considered to preferentially reflect output to connected areas ([@bib8]; [@bib7]; [@bib28]). Our observations that mental processes other than WM were represented differently at the input to and at the output from AC therefore suggest that selective input-output transformations occur in AC such that, at the output (spikes), the representation of WM is favored over that of other mental processes.

What information is temporarily stored in auditory cortex? {#s3-3}
----------------------------------------------------------

In our experiments, subjects could have used two behavioral strategies to solve the tasks which required WM. They could have stored either the frequency of S1 during the delay or the stimulus-response associations of S2. Which information was stored in an individual trial is difficult to assess and cannot be inferred from the behavioral response in that trial. Therefore, we cannot determine what information is reflected in the neural activity in AC. This question can be addressed in future experiments with tasks that can only be solved with a single strategy. For instance, increasing the number of frequencies for S1 in study 2 would bias the subject to solve the tasks by storing the information of the past S1, as tested in previous studies on animals (e.g., [@bib23]).

The WM-related activity in the core fields of AC, as measured in monkeys, was stimulus specific, i.e., it was observed only when a specific frequency of S1 (or specific stimulus-response associations of S2) had to be stored in WM. Since only two tones (1 and 3 kHz) were tested, the stimulus selectivity could not be assessed accurately. Our study confirms the stimulus-specificity of WM-related activity in AC revealed in fMRI studies of humans ([@bib34]; [@bib38]) but contrasts with studies of nonhuman primates which reported stimulus-specificity to be missing in AC ([@bib36]; [@bib61]).

Our report provides evidence for the sensory-recruitment hypothesis of WM ([@bib63]), which posits that storage of information recruits the same neurons in sensory cortex that represent the information. This hypothesis has mainly been based on multivariate analysis of fMRI signal patterns in early visual cortex, thus, on a signal that is only indirectly related to brain activity ([@bib39]), but not on direct measurements of electric activity in sensory cortex. Our results are also compatible with the static population coding hypothesis for WM which posits that storage of information recruits neurons without high selectivity ([@bib63]), because we also observed WM-related activity in neurons that did not respond to the two tones (1 and 3 kHz).

Spatial distribution of working-memory related neural activity {#s3-4}
--------------------------------------------------------------

Our results imply that single neurons in AC are capable of temporarily storing information by changing their spike rates. Such neurons were found in the core fields of AC, where they comprised 22% of all recorded neurons. It is conceivable that these neurons are spatially organized in clusters preferentially exhibiting either enhancement or suppression during the delay. This speculation is consistent with our finding that WM-related activity in multiunits was as common as in single units (30% vs. 22%). This would not have been observed if the neurons exhibiting enhancement or suppression were not clustered. Following similar reasoning, spatial clustering may also be present for the slow potentials, otherwise changes of LFPs in positive or negative directions would not have been observed during the delay.

While recordings of spike activity provide clear evidence for WM-related activity in the core fields of AC, we cannot clarify whether other fields of AC are also involved in WM. Because the slow potentials analyzed here can spread over millimeters, it is possible that synaptic potentials in adjacent AC fields contributed to the WM-related LFPs measured in the core fields. An involvement of AC fields outside the core in the performance of WM tasks has been demonstrated for rostral superior temporal cortex ([@bib61]) and temporal pole ([@bib45]). Our MEG studies clarified that activity in both the left and right AC was related to WM. Involvement of both ACs has been seen in previous studies for simple WM tasks with other stimuli ([@bib24]; [@bib34]; [@bib46]), for complex WM tasks that, e.g., required manipulations of WM content ([@bib3]), or for WM tasks in which subjects utilized other strategies, such as articulatory rehearsal ([@bib38]).

Our report also revealed WM-related activity in vlPFC. Such activity is consistent with previous studies showing that vlPFC is involved in non-spatial auditory WM tasks ([@bib27]; [@bib50]; [@bib49]). Although based on one monkey only, our observation of persistent enhancement and suppression of spike rates during the delay suggests that vlPFC stores information in the same ways as AC. Our observation that WM-related activity started ∼100 ms later in vlPFC than in AC suggests that vlPFC does not trigger the storage of information in AC on a trial-by-trial basis. Although PFC has been traditionally hypothesized to exert a top-down modulation to aid storage of information in sensory cortex ([@bib13]; [@bib16]; [@bib20]; [@bib43]; [@bib44]; [@bib63]), our finding challenges vlPFC as the source of top-down signals to auditory cortex.

Role of working-memory related activity in auditory cortex for hearing {#s3-5}
----------------------------------------------------------------------

The present study reported a sizable number of neurons in AC with activity related to auditory WM. The storage in AC of information about sounds over several seconds may be an essential component of the analysis of temporal patterns of sounds including speech and communication sounds ([@bib42]; [@bib48]). The WM-related persistent activity changes described here reflect active processes recruited when subjects are engaged in WM tasks. Because the change of the neural activity persisted throughout most of the period during which information needed to be stored, it is conceivable that the memory trace carried by this activity remains relatively unaltered throughout the memory period. Whether persistent activity changes in AC also support the storage of information for even longer periods and other WM processes, including spatial aspects and processes requiring modifications of stored information, is not clear and is under debate ([@bib18]; [@bib62]). Because very similar persistent WM-related activity was observed in our studies in the AC of humans and monkeys, the cellular bases of some auditory WM processes in humans can well be studied in monkeys.

Materials and methods {#s4}
=====================

Human studies {#s4-1}
-------------

### Behavioral paradigms {#s4-1-1}

Fifteen subjects (7 males, 8 females, mean age = 26 years) participated in study 1 and twenty-six (14 males, 12 females, mean age = 27 years) in study 2. All subjects gave their written informed consent to participate in the studies which were approved by the ethics committee of the Otto-von-Guericke University, Magdeburg. Data from three subjects in study 1 and from 11 subjects in study 2 were excluded prior to analysis because of strong artifacts or technical problems during measurements. The studies were designed and conducted following the guidelines for basic MEG research in the field of neuroscience ([@bib25]).

For study 1, subjects were instructed to perform tasks 1, 2 and 3 on an identical set of four two-tone sequences (AA, AB, BA and BB) within the same experimental session. Each trial started with a soft noise burst (a 25-ms burst of white noise with a sound pressure level of 16 dB), accompanied by the appearance of a fixation cross on a screen ∼1 m in front of the subject's head. One second later, the first tone (S1) was presented followed by the second tone (S2) two seconds later. Both tones had durations of 100 ms. The delay between S1 and S2, defined as the time from the offset of S1 to the onset of S2, was therefore 1.9 s. The frequencies of the two tones were either A (1.5 kHz) or B (1.6 kHz) and their sensation levels were adjusted to 80 dB SL. Stimuli were conducted to the subject's ear via a plastic tube and ear mold which fitted comfortably into the external ear canal. When a go response was required, as explained below, subjects had to make it within 2 ± 0.25 s after the onset of S2 when the next trial started (see [@bib68] for details of the experimental setup).

For tasks 1 and 2 ([Figure 1a](#fig1){ref-type="fig"}), subjects were instructed to make a go response (i.e., press a response button) when both S1 and S2 were A and a nogo response (no button press) for the other three sequences (AB, BA and BB). Sequences starting with A were high-WM-load trials and those starting with B were low-WM-load trials. Tasks 1 and 2 differed only with respect to the ear of stimulation and the hand used to make the response. For task 1, stimuli were conducted to the subject's left ear and the go response was made with the right index finger, contralateral to the stimulated ear. For task 2, stimuli were conducted to the right ear and the go response was made with the left index finger, also contralateral to the stimulated ear. For task 3 ([Figure 1c](#fig1){ref-type="fig"}), subjects were instructed to make a go response when S1 was A and a nogo response when S1 was B, irrespective of the frequency of S2. As for task 1, the stimuli were conducted to the left ear and the right index finger was used for the go response. Each subject performed the three tasks in three separate blocks. The order of the tasks was randomized across subjects.

For study 2, subjects were instructed to perform tasks 4 and 5 on two different sets of two-stimulus sequences which differed in S2 but not in S1. All stimuli had durations of 100 ms and were presented at a sound pressure level of 80 dB. Task 4 ([Figure 1d](#fig1){ref-type="fig"}) was a delayed-match-to-sample task, for which the same three tones were used as S1 and S2 (A, B and C with frequencies of 1.5, 0.789 and 2.85 kHz, respectively). The frequencies of B and C were selected such that the ratios A/B and C/A were equal to 1.9. Subjects had to make a go response when S1 and S2 were identical (AA, BB, CC) and a nogo response when S1 and S2 were different (AB, AC, BA, BC, CA, CB). For task 5 ([Figure 1e](#fig1){ref-type="fig"}), the same three tones were used as S1, whereas S2 was different. S2 was either a uniform-white-noise burst (D), a tone modulated in frequency from 0.789 to 2.850 kHz (E), or a train of 25 clicks of 1-ms duration each and presented at a rate of 250 clicks per second (F). Regardless of S1, subjects had to make a go response when S2 was the noise burst (AD, BD, CD), and a nogo response when S2 was the frequency modulated tone or the click train (AE, BE, CE, AF, BF, CF). All sequences in task 4 were high-WM-load trials and those in task 5 were low-WM-load trials.

For both tasks, the delay between S1 and S2 was 1.9 s. Subjects had to make their go responses within 1.5 s after the onset of S2. Each trial started with a visual cue (a fixation cross). A visual feedback was provided immediately after the subject's response (a smiling face for a correct response and a frowning face for an incorrect response). The inter-trial interval was 2 s. Stimuli were conducted to the subject's left ear and go responses were made with the right index finger, contralateral to the stimulated ear. Each subject performed the two tasks in two separate blocks within one experimental session. The order of the tasks was randomized across subjects.

### MEG recordings, data preprocessing and analysis {#s4-1-2}

MEG measurements were performed in a magnetically shielded chamber by means of a 248-channel whole-head magnetometer system (4-D Neuroimaging, San Diego, USA). The magnetic field was acquired continuously at a sampling rate of 678.17 Hz in study 1 and of 1017.25 Hz in study 2. Signals were filtered online between DC and 100 Hz in study 1 and between DC and 200 Hz in study 2. Note that high-pass filtering signals at 4 Hz revealed no differences between high- and low-WM-load trials. In addition, vertical and horizontal electrooculograms were recorded to track eye movements and blinks.

For further processing, the raw data were exported into the BESA software package (BESA Software GmbH, Gräfelfing, Germany). We first performed a heartbeat artifact correction ([@bib29]). The corrected signal was then segmented into 3-s epochs, ranging from 500 ms before the onset of S1 to 500 ms after the onset of S2. Epochs contaminated with other artifacts were discarded (for details, see [@bib68]). For each subject, task and sensor, the remaining artifact-free epochs were band-pass filtered (high-pass DC, low-pass 30 Hz, zero phase, 24 dB/octave). Average waveforms were obtained by arithmetically averaging the signals from epochs of trials with correct responses, separately for each subject, task and sensor. The use of the arithmetic average for this purpose is justified ([@bib68]; [@bib35]). The average waveforms were then baseline-offset corrected. The value for the baseline offset correction was determined from the mean signal amplitudes over the 300-ms interval directly before S1 and was subtracted from the waveform.

The baseline-corrected average waveforms from all sensors formed the input to the source analysis for which each dataset was co-registered with the T1-weighted anatomical MR image (3T, 192 slices) of the subject's brain using Brainvoyager QX (Brain Innovation B.V., Maastricht, The Netherlands). Separately for each subject and task, we modeled the neuronal sources underlying the magnetic field distribution around the peak of the M100 component evoked by S1 by two regional sources, one in the left and one in the right AC. These regional sources were seeded at the border of Heschl's gyrus and planum temporale ([@bib47]). In addition, we seeded three pairs of regional sources roughly symmetrically in left and right central, frontal and occipital cortical areas ([Figure 1---figure supplement 1](#fig1s1){ref-type="fig"}) to model background activity, that is, to exclude potential confounds from other brain areas. These three pairs of sources were located close to the cortical surface such that their distances to the source in the AC of the same hemisphere were relatively large. We did so to minimize the mutual influence between the signals of these sources and of the sources in AC because the mutual influence decreases with increasing distance between the sources. In contrast to the positions of the sources, their orientations and amplitudes were fitted to best account for the magnetic field distribution of the average waveforms at all sensors using the spherical volume conductor model as head model ([@bib60]). Results of this source analysis are source waveforms, one for each subject and condition. These waveforms were then exported to MATLAB (MathWorks, Natick, MA) for further analysis.

The comparison of grand mean waveforms across tasks requires homogeneous variance and a normal distribution of the underlying MEG data. We found that this could be achieved by a log-transformation of individual source waveforms, consistent with earlier studies ([@bib35]; [@bib41]; [@bib68]). To obtain the grand mean waveform, the log-transformed source waveforms were arithmetically averaged across subjects and this mean waveform was then back-transformed (by exponentiation) and plotted along a logarithmic axis.

Statistical analyses were performed by permutation tests. The significance level was set to 0.05.

Monkey study {#s4-2}
------------

### Behavioral paradigms {#s4-2-1}

Three macaque monkeys (Macaca fascicularis) participated in this study. Two of them (monkeys C and L) were trained to perform tasks 1 and 6, on an identical set of four two-tone sequences (AA, AB, BA and BB) within the same experimental sessions. Task 1 was equivalent to task 1 performed by human subjects. Each trial started with the illumination of a LED, which signaled that the monkeys had to grasp a bar within 4 s. Shortly after grasping the bar (1--2s), two tones S1 and S2 were presented. Both tones had durations of 200 ms. The stimulus-onset interval between S1 and S2 was 1000 ms in most sessions, resulting in an 800-ms delay, defined as the interval from the offset of S1 to the onset of S2. In other sessions, the stimulus-onset interval between S1 and S2 was 1300 ms, resulting in an 1100-ms delay. The frequencies of tones A and B were 3 kHz and 1 kHz, respectively, and their sound pressure level was 67 dB SPL. Each tone was presented through two loudspeakers (Karat 720), located on the left and right side of the monkey. When a go response was required, monkey L had to release the bar within 240--1360 ms after the onset of S2, and monkey C within 240--1960 ms. When a nogo response was required, the monkeys had to continue holding the bar beyond the end of these time windows. Upon correct responses, the monkeys were rewarded with a drop of water (0.2--0.3 ml). The monkeys were given at least 5 s for drinking water before the start of the next trial. The monkeys performed the tasks using their left hand.

For task 1 ([Figure 1a](#fig1){ref-type="fig"}), the monkeys had to make a go response when both S1 and S2 were A and a nogo response for the other three sequences (AB, BA and BB). For task 6 ([Figure 1b](#fig1){ref-type="fig"}), the monkeys had to make a go response when both S1 and S2 were B and a nogo response for the other three sequences (BA, AB and AA). In each experimental session, the monkeys performed the two tasks in separate, alternating blocks. In each block, trials requiring a go or nogo response were presented in random order, with go responses in ∼60% of the trials and nogo responses in ∼40% of the trials. In task 1, the LED was green and located on the right side. In task 6, the LED was red and located on the left side.

The same set of stimuli was also presented in blocks to the two trained monkeys and to a third untrained naïve monkey (monkey M) when they did not perform the tasks in the way that the LEDs were not illuminated and the touch bar was not functional. There were blocks in which the AA sequence occurred in ∼60% of the trials and the other three sequences ∼40% of the trials, as in task 1. In other blocks, the BB sequence occurred in ∼60% of the trials and the other three sequences ∼40% of the trials, as in task 6. For the two trained monkeys, these passive-condition measurements were made after they had performed the behavioral tasks, or on days in which they did not perform the behavioral tasks at all.

In an additional passive block, pure tones with 40 different frequencies were presented at ∼60 dB SPL to the monkeys to assess each unit's best frequency. Frequencies were equidistantly spaced on a logarithmic scale over a range of 8 octaves (0.0625--16 kHz). Tone duration was 100 ms. Each tone was repeated 10 times. All tones were presented in a pseudorandom order with a stimulus-onset interval of 500 ms. These tones were presented before the monkeys performed the behavioral tasks, or before the passive-condition measurements on days in which the monkeys did not perform the tasks.

The experiments were approved by the authority for animal care and ethics of the federal state of Saxony-Anhalt (No. 28-42502-2-1129IfN), and conformed to the rules for animal experimentation of the European Communities Council Directive (86/609/EEC).

### Electrophysiological recordings and data analysis {#s4-2-2}

For simultaneous recordings of action potentials and local field potentials (0.1--140 Hz) from right AC core area (mainly from A1) and left ventrolateral prefrontal cortex (vlPFC; [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}), we used a seven-channel microelectrode manipulator (2--2.5 MΩ; for details, see [@bib5]). By means of the built-in spike detection tools of the data acquisition systems (threshold crossings and spike duration), we discriminated the action potentials of a few neurons (multiunit) from each electrode and stored the time stamp and the waveform of each action potential. Single unit activity was extracted off-line from the multiunit recordings by means of principal component analysis. The position of A1 was estimated using the spatial distribution of the units' best frequencies and the penetration traces of the electrodes, i.e., electrodes passed through parietal cortex into the auditory cortex ([@bib5]; [@bib30]). The vlPFC was identified by its anatomical location (below the principal sulcus and anterior to the arcuate sulcus; [@bib55]) and by the latency and selectivity of neuronal responses for complex auditory stimuli (animal and human vocalizations, natural sounds, man-made sounds, and white noise). This follows the observation of [@bib55] that auditory neurons were tightly clustered in a small region of vlPFC outside of which no auditory neurons were found. We also found that neuronal activity in the vlPFC could be synchronized with that in auditory cortex, following the observation of [@bib56] that the vlPFC reciprocally connected with auditory cortex.

Data analysis was conducted off-line using MATLAB (MathWorks, Natick, MA). For each unit or at each site, statistical analyses were performed by permutation tests of the neuronal activity during the final 500 ms of the delay. High-pass filtering the local field potentials at 4 Hz revealed no differences between high- and low-WM-load trials. For each unit, the best frequency was assessed by analyzing the responses to the 40 pure tones as described by [@bib4].
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In the interests of transparency, eLife includes the editorial decision letter and accompanying author responses. A lightly edited version of the letter sent to the authors after peer review is shown, indicating the most substantive concerns; minor comments are not usually included.

Thank you for submitting your article \"Persistent neural activity in auditory cortex is related to auditory working memory in humans and nonhuman primates\" for consideration by *eLife*. Your article has been favorably evaluated by David Van Essen (Senior editor) and three reviewers, one of whom is a member of our Board of Reviewing Editors. One of the reviewers involved in the assessment of your article has agreed to reveal his identity: Mark D\'Esposito (Reviewer \#3).

The reviewers have discussed the reviews with one another and the Reviewing Editor has drafted this decision to help you prepare a revised submission.

Summary:

The aim of this study was to investigate whether working memory is encoded in auditory cortex by using MEG in humans and extracellular recordings of spiking activity and local field potentials in monkeys. The authors go to great lengths to rule out a contribution of other factors, specifically persistent sound-driven activity and activity preparatory to making a motor response. Furthermore, the combination of recordings from human and non-human primates is a strength of the study. This manuscript therefore provides evidence of working memory encoding within sensory cortex, corroborating other recent findings and indicating that the temporary storage of information likely recruits the same brain areas that process this information.

Essential revisions:

Although the reviewers saw considerable merit in this study and commended the ambitious nature of the experiments, a number of concerns were raised that need to be considered to bolster the conclusions being drawn.

1\) Given that there have been numerous studies that have studied auditory working memory (many of which the authors cite), the authors should be more clear that *none* of these studies have demonstrated persistent neural activity in primary auditory cortex during working memory that was not confounded by other potential processes. The authors state that this is the case, but they should back this up with a brief description of a few representative studies they have cited and why they were not conclusive. This would support their notion that the data presented in this paper represent a definitive advance rather than a replication of previous findings.

2\) The number of control task conditions designed to rule out \"non-memory\" contributions to delay period activity is impressive. However, it is the opinion of the reviewers that this endeavor has only been partially successful, and that the potential contribution of other factors, as set out in the following, needs more consideration in the manuscript.

First, the use of only two stimuli in several of the conditions, generally requiring one of two responses, may activate circuits more related to discrimination learning than to stimulus-specific encoding. In other words, the two sound pairs, AA and AB, could be learned signals. Please address this and whether your human MEG studies can measure activity in the auditory thalamus, which, in addition to the auditory cortex, is typically involved in discrimination learning. Although all of the conditions used the same sounds, it might be that those that required one of two responses depending on the second stimulus might be more heavily processed by particular brain regions.

Working memory load does not necessarily have to be higher during the delay ("the WM load during the delay was higher in trials when S1 was A than when it was B") if a learned rule is applied after hearing stimulus A. Thus, if stimulus A means do X if A is heard next or do Y if B is heard next, then subjects only need to remember to apply this rule, not necessarily to hold stimulus A in short-term memory. If additional stimuli are used with more pairings as in some of the other controls and the rule of same or different needs to be applied between S1 and S2, then working memory is required. However, this is not the case in the human conditions using two stimuli only or in the non-human primate studies.

Second, the authors need to address the concern that the neuronal activity in the 500 ms immediately preceding the S2 presentation could be a build-up of attention or anticipation/timing of S2 based on the S1 cue. This does not require that the activity be related to working memory. When longer delays were used in the Bigelow et al., 2014, paper with much longer delays, the majority of delay active units showed decreased (some increased) activity in the bins (up to 1000 ms before S2 and strongly in the last 500 ms before S2 presentation), with only a few units showing full delay effects. A ramp-up effect occurred right before S2, similar to panels A, B, C, D, etc. in [Figure 2](#fig2){ref-type="fig"}.

Attention, as well as working memory may also vary between conditions 1 and 6. Various predictable and unpredictable ISIs would help to control for that. Similarly, attention to S2 could be very different in task 4 than in task 5 (section 2.2.2).

The finding that the M100 amplitude was the same following S1 in tasks 4 and 5 (section 2.2.2) is not surprising as you would expect attention to be the same regardless of whether high or low working memory load is going to be needed on that trial and this does not rule out that the later activity is attention related.

Section 2.3.2, fourth paragraph: Were these significant ratios increases or decreases? Also, here, in the trained monkey L who performed tasks 1 and 6 on sequences where S1 and S2 were separated by longer delays of 1100 ms, the final 500 ms showed even more units that were significant. This could mean that there was more buildup of anticipation for the upcoming S2 as the animal (neurons) had to wait longer for the S2 presentation.

Section 2.3.1, third paragraph: Please provide the data.

To help answer the question of whether anticipation/timing and attention contribute to the sustained delay activity or whether there is a ramping (up or down) of activity in anticipation of a meaningful S2, the reviewers recommend that you compare in the monkey studies the sessions which used ISIs of 800 ms versus those of 1100 ms.

3\) Section 2.1.2, the sentence starting \"However, the difference in the right AC...\". If this difference was found beyond the final 500 ms of the delay, it may be influenced by the response or reward of being told one is correct. The conclusion that this reflects differences in working memory load does not seem well justified.

4\) It is unclear why a given neuron (or set of neurons) should exhibit working-memory related activity only in task 1 or in task 6, unless that is related to the frequency preferences of the neurons. Unfortunately, no information is provided about that. The frequencies of the two tones used in the monkey experiments were 1 and 3 kHz. It is stated in the Discussion (end of section 3.3) that not all neurons responded to these frequencies, but it is essential to provide the best or characteristic frequencies of the neurons in the Results section. Without this, the suggestion in the last paragraph of section 3.3 that the same neurons represent and store information becomes much weaker.

5\) No statistics appear to have been applied to the MEG data to test differences between high and low working memory loads, or any task-related signal vs. baseline. In the Results section, it is stated that \"sources in the left and right AC were significantly stronger in high than in low WM load trials\", but no statistics are presented to back this up.

6\) It should be made clear what the authors mean by \"AC\" or auditory cortex. Are they referring to primary auditory cortex? If so, they should not use this term for the MEG data since one cannot unequivocally localize MEG signals to a definitive cortical location. A similar issue is related to definitely stating that the source closest to the motor cortex is actually motor cortex. The most likely regions that would exhibit preparatory activity are premotor areas. Why didn\'t the authors attempt to perform a better source location for these regions based on anatomical images in a manner that was done for auditory cortex? Even in the monkey recordings, some justification for the claim that the recordings were localized to \"core area (mainly from A1)\" is required.

7\) The MEG data from task 5 is very perplexing given that persistent activity above baseline is found during a delay period when no working memory is required. Can the authors provide any insight into this finding?

8\) In several human fMRI studies (e.g. Curtis, J. Neuro, 2004), delay period activity has been linked to behavior. Have the authors made any attempt to relate activity to behavior in either of their human or monkey data?

9\) It is suggested in the first paragraph of section 3.4 that because working memory related activity was observed in a similar proportion of multiunits and single units, such neurons are likely to be organized in clusters. This is an extremely weak argument. Conclusions about local clustering can only be made if neighboring recordings sites show similar effects, whereas those located further apart do not.

10\) The comparison between auditory cortex and vlPFC is potentially interesting, particularly given the surprising implication that the effects observed may not originate in PFC. However, this is based on one monkey only and so these findings are arguably premature. Since simultaneous recordings were made from these regions, was there any evidence for functional connectivity between them? If not, how can the authors be sure that they were recording in appropriate regions for PFC to precede auditory cortical activity? At very least, a recording placement figure for vlPFC and AC would add value to the manuscript for comparison to data from other labs. Is the analysis of differential latencies in vlPFC and AC based only the 500 msec preceding S2, or was the entire delay including the S1 offset analyzed? No statistics are provided in the fourth paragraph of section 2.3.3. Even if this is based on permutation tests, as mentioned in the methods, the details should be provided here.
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Author response

*Essential revisions:*

*Although the reviewers saw considerable merit in this study and commended the ambitious nature of the experiments, a number of concerns were raised that need to be considered to bolster the conclusions being drawn.*

1\) Given that there have been numerous studies that have studied auditory working memory (many of which the authors cite), the authors should be more clear that none of these studies have demonstrated persistent neural activity in primary auditory cortex during working memory that was not confounded by other potential processes. The authors state that this is the case, but they should back this up with a brief description of a few representative studies they have cited and why they were not conclusive. This would support their notion that the data presented in this paper represent a definitive advance rather than a replication of previous findings.

We are convinced that the data presented in our manuscript represent a definitive advance because none of the previous studies has unequivocally demonstrated that persistent neural activity in auditory cortex reflects WM. To make this clearer, we added the following: 'For example, in some of the imaging (Kumar et al., 2016; Linke and Cusack, 2015) and recording studies (Bigelow et al., 2014; Gottlieb et al., 1989; Scott et al., 2014), persistent changes in activity were revealed by comparing activity during the WM period with that during a baseline period. \[...\] Therefore, differences in the persistent activity revealed in these studies could reflect differences in activity evoked by different stimuli rather than differences in WM load.'

*2) The number of control task conditions designed to rule out \"non-memory\" contributions to delay period activity is impressive. However, it is the opinion of the reviewers that this endeavor has only been partially successful, and that the potential contribution of other factors, as set out in the following, needs more consideration in the manuscript.*

*First, the use of only two stimuli in several of the conditions, generally requiring one of two responses, may activate circuits more related to discrimination learning than to stimulus-specific encoding. In other words, the two sound pairs, AA and AB, could be learned signals. Please address this and whether your human MEG studies can measure activity in the auditory thalamus, which, in addition to the auditory cortex, is typically involved in discrimination learning. Although all of the conditions used the same sounds, it might be that those that required one of two responses depending on the second stimulus might be more heavily processed by particular brain regions.*

Working memory load does not necessarily have to be higher during the delay ("the WM load during the delay was higher in trials when S1 was A than when it was B") if a learned rule is applied after hearing stimulus A. Thus, if stimulus A means do X if A is heard next or do Y if B is heard next, then subjects only need to remember to apply this rule, not necessarily to hold stimulus A in short-term memory. If additional stimuli are used with more pairings as in some of the other controls and the rule of same or different needs to be applied between S1 and S2, then working memory is required. However, this is not the case in the human conditions using two stimuli only or in the non-human primate studies.

We agree with the reviewers that in tasks 1, 2, and 6, in which only two tones (A and B) were used as S1, subjects could have used a strategy which the reviewers refer to as 'discrimination learning', or a strategy which requires holding relevant features of S1 in working memory. Indeed, we referred to the same two strategies in our original manuscript but used different terminologies, namely, the strategy of storing stimulus-response associations of S2 and the strategy of storing the frequency of S1. We would like to emphasize again that also with the 'discrimination learning' strategy, subjects needed to utilize working memory after S1. This is so because they would have had to remember and update rules on a trial-by-trial basis or, using the reviewers' terms, 'remember to apply' specific rules after specific S1s. For example, in task 1, when S1 was A, the rule to be remembered was to make a go response if S2 was A and a nogo response if S2 was B, which comprised two stimulus-response associations. When S1 was B, the rule to be remembered was to make a nogo response, a single stimulus-response association independent of the identity of S2. Therefore, trials where S1 was A and trials where S1 was B differed in working memory load during the delay between S1 and S2. We thus respectfully disagree with the reviewers\' concern that \'working memory load does not necessarily have to be higher during the delay if a learned rule is applied\'. To make these concepts clearer to readers, we made the following changes in the manuscript.

In the Introduction, we added: 'The two types of information have been termed the retrospective and prospective codes, respectively, and both can be stored in WM to bridge sensory events or their contingent behavioral actions (Curtis et al., 2004; D'Esposito, 2007; Postle, 2006; Sreenivasan et al., 2014).'

In Section 2.1.1, we added: 'Irrespective of the strategies subjects utilized, WM was involved during the delay between S1 and S2 in each trial. The random presentation of the four sequences, AA, AB, BA, and BB, prevented the predictability of the sequence in the upcoming trial and, consequently, the information required for making a correct response needed to be stored and updated on a trial-by-trial basis, that is, in WM on a scale of seconds (Goldman-Rakic, 1995).'

In Section 2.1.1, we changed 'Therefore, the WM load during the delay was higher in trials when S1 was A than when it was B' to: 'Because more information needed to be stored during the delay in trials when S1 was A than when it was B, the WM load during delay was higher in the former than in the latter trials.'

In Section 2.3.1, we added: '(for detailed reasoning, see the second paragraph in Section 2.1.1)'.

Our experiments do not allow measuring activity in auditory thalamus using MEG. The neuronal currents in auditory thalamus form roughly symmetric patterns (closed fields). The associated magnetic fields decay rapidly as a function of distance and, thus, are very small at the location of the MEG sensors. To detect these tiny signals in the presence of unavoidable background signals, a large number of trials are required, along with special filter settings (bandpass filters between \~150 and 1000 Hz) (for details, see: Attal et al., Rev. Neurosci. 23: 85-95, 2012; Parkkonen et al., Hum. Brain Mapp. 30: 1772-1782, 2009). For example, even after averaging up to 16,000 trials in the study by Parkkonen et al. (2009), responses from auditory thalamus were not apparent. Relating this large number of trials to one of our paradigms means that each subject would have to be measured for at least \~70 hours (\~5s per trial × 16,000 trials × 3 tasks), which is not practical.

*Second, the authors need to address the concern that the neuronal activity in the 500 ms immediately preceding the S2 presentation could be a build-up of attention or anticipation/timing of S2 based on the S1 cue. This does not require that the activity be related to working memory. When longer delays were used in the Bigelow et al., 2014, paper with much longer delays, the majority of delay active units showed decreased (some increased) activity in the bins (up to 1000 ms before S2 and strongly in the last 500 ms before S2 presentation), with only a few units showing full delay effects. A ramp-up effect occurred right before S2, similar to panels A, B, C, D, etc. in [Figure 2](#fig2){ref-type="fig"}.*

*Attention, as well as working memory may also vary between conditions 1 and 6. Various predictable and unpredictable ISIs would help to control for that. Similarly, attention to S2 could be very different in task 4 than in task 5 (section 2.2.2).*

The finding that the M100 amplitude was the same following S1 in tasks 4 and 5 (section 2.2.2) is not surprising as you would expect attention to be the same regardless of whether high or low working memory load is going to be needed on that trial and this does not rule out that the later activity is attention related.

Working memory and attention have traditionally been viewed as distinct cognitive concepts. However, a growing number of psychological and neuroscientific studies have revealed extensive overlap between these two concepts, inspiring numerous reviews and discussions about the relationship between working memory and attention as well as theories of working memory. One prevailing view is that working memory and attention share the same mechanism of prioritization of processing. Prioritization of processing is traditionally considered a hallmark of working memory when it is directed toward internal representations, and of selective attention when directed toward external stimuli (e.g., Kiyonaga and Egner, 2013; Gazzaley and Nobre, 2012). Recent influential theories of working memory directly consider working memory as internal attention sustained over time and assert that selective attention is the mechanism by which information is stored in working memory (e.g., Awh and Jonides, 2001; Chun, 2011; Postle, 2006). Although these theories have been based mainly on visual studies, evidence has also emerged from auditory studies (for example, see: Backer and Alain, J. Exp. Psychol. Hum. Percept. Perform. 38: 1554-1566, 2012; Backer et al., J. Neurosci. 35: 1307-1318, 2015; Green and McKeown, Percept. Psychophys. 69: 942-951, 2007). A few studies have shown an interplay between attention and auditory memory in the way that attention can be directed to memory traces and that existing memory can guide attention (for an example review, see Zimmermann et al., 2016).

According to these views and theories of working memory, the differences in neural activity during the delay between high- and low-WM-load trials in tasks 1, 2, and 6, and also between trials in tasks 4 and 5, are related to attention because subjects need to allocate more attention in high- than in low-WM-load trials to achieve the storage of information in working memory. Whether WM-related neural activity is ramping up or ramping down or time-invariant is still not clear in auditory cortex because none of the previous studies, including the study by Bigelow et al. (2014), has unequivocally demonstrated persistent activity related to WM. To emphasize the view that attention is a key component of working memory rather than a separate confounding process that can be disentangled from working memory, we made the following changes in our manuscript.

In the Introduction, we added: 'Research on WM has promoted the view that the storage is accomplished by sustained attention to internal representations of information (Awh and Jonides, 2001; Chun, 2011; Gazzaley and Nobre, 2011; Kiyonaga and Egner, 2013; Postle, 2006; Zimmermann et al., 2016).'

In the Introduction, we changed 'Recent models assume that this task-relevant information is stored...' to: 'It is further assumed that WM arises through the coordinated recruitment, via attention, of brain areas in a broad network (Constantinidis and Procyk, 2004; Postle, 2006; Ranganath and D\'Esposito, 2005) and that the task-relevant information is stored...'.

As stated above, working memory load, or selective attention, during the delay was higher in task 4 than in task 5. Our finding that the M100 peak amplitudes evoked by the S1s in these two tasks were very similar suggests that the levels of general attention during S1 presentation were very similar in the two tasks and that the difference in working memory load or selective attention emerged after S1. To emphasize this point, we changed the sentence in the Results -- 'this suggests that levels of attention in tasks 4 and 5 were similar because the amplitude ...' -- to: 'this suggests that levels of general attention in tasks 4 and 5 were similar during the presentation of S1 because the peak amplitude...'.

With respect to general anticipation of upcoming S2 during the delay between S1 and S2, we agree with the reviewers that it could be different between high- and low-WM-load trials in tasks 1, 2, and 6. However, we consider it part of the difference in the preparation for motor responses because timing and anticipation of S2 were essential for preparing a correct go response which was required within a limited time window after S2 (for details, see Section 4.1.1), but not for a nogo response. To make this clear to readers, we added 'within a limited time window after S2' in the second paragraph of Section 2.1.1 and added 'within a limited time window' in the third paragraph of Setion 2.1.1.

Section 2.3.2, fourth paragraph: Were these significant ratios increases or decreases? Also, here, in the trained monkey L who performed tasks 1 and 6 on sequences where S1 and S2 were separated by longer delays of 1100 ms, the final 500 ms showed even more units that were significant. This could mean that there was more buildup of anticipation for the upcoming S2 as the animal (neurons) had to wait longer for the S2 presentation.

Both, significant increases and decreases were observed. We performed additional statistical tests to compare the percentage of units with significant ratios during the final 500 ms of the 1100-ms delay with that during the final 500 ms of the 800-ms delay. We found no significant differences. Our results therefore do not support the reviewers' proposition that 'there was more buildup of anticipation for the upcoming S2 as the animal (neurons) had to wait longer for the S2 presentation'. To make the comparison clearer, we added the statistics and also made the following changes.

In Section 2.3.2, we changed the sentence 'Significant ratios during the final 500 ms of the 1100-ms delay were observed \[...\] would decay over time' to: 'Significant ratios during the final 500 ms of the 1100-ms delay (23.2% and 18.8% of 69 recordings in tasks 1 and 6) were observed slightly, but not significantly more frequently (p\>0.05 for tasks 1 and 6, chi-square test, one-tailed) than during the final 500 ms of the 800-ms delay (17.7% and 15.3% of 124 recordings). This result is inconsistent with that expected if significant ratios are due to differences in late activity because such differences would be expected to decay over time.'

Section 2.3.1, third paragraph: Please provide the data.

As requested, we provided the data for the second method (i.e., between-task comparison) by adding figure source data ([Figure 4---source data 1](#SD1-data){ref-type="supplementary-material"}) and making the following changes in the manuscript.

In Section 2.3.1, we changed 'Results of this method were similar to those of the first method and are therefore not reported in detail here' to: 'Results of this method ([Figure 4---source data 1](#SD1-data){ref-type="supplementary-material"}) were consistent with those of the first method.'

In Source data legends we added: '[Figure 4---source data 1](#SD1-data){ref-type="supplementary-material"}. Working-memory-related neuronal activity identified by between-task comparison. \[...\] The total number of recording sites was 307 for spike activity in core fields of AC, 310 for the LFP in core fields of AC, and 238 for spike activity in vlPFC.'

The data for the third method (i.e., comparing activity between the delay and the baseline in the same trial) have been partially reported in the original manuscript (see [Figures 4G](#fig4){ref-type="fig"}, [5G,](#fig5){ref-type="fig"} and [6G](#fig6){ref-type="fig"}). We therefore do not provide additional data.

To help answer the question of whether anticipation/timing and attention contribute to the sustained delay activity or whether there is a ramping (up or down) of activity in anticipation of a meaningful S2, the reviewers recommend that you compare in the monkey studies the sessions which used ISIs of 800 ms versus those of 1100 ms.

As explained above, we performed the recommended comparison and found no significant difference (for details, see our responses to the comment 'Section 2.3.2, fourth paragraph: Were these significant ratios increases or decreases? had to wait longer for the S2 presentation'). Questions related to anticipation and attention have been answered above as well.

3\) Section 2.1.2, the sentence starting \"However, the difference in the right AC...\". If this difference was found beyond the final 500 ms of the delay, it may be influenced by the response or reward of being told one is correct. The conclusion that this reflects differences in working memory load does not seem well justified.

The difference beyond the final 500 ms of the delay was referred to the difference from 500 to 1000 ms of the delay (the first green bar in [Figure 2B](#fig2){ref-type="fig"} in our original manuscript) rather than the difference after S2. We apologize that we did not make this point clear. To avoid confusion, we deleted: 'which were also found beyond the final 500 ms of the delay'.

4\) It is unclear why a given neuron (or set of neurons) should exhibit working-memory related activity only in task 1 or in task 6, unless that is related to the frequency preferences of the neurons. Unfortunately, no information is provided about that. The frequencies of the two tones used in the monkey experiments were 1 and 3 kHz. It is stated in the Discussion (end of section 3.3) that not all neurons responded to these frequencies, but it is essential to provide the best or characteristic frequencies of the neurons in the Results section. Without this, the suggestion in the last paragraph of section 3.3 that the same neurons represent and store information becomes much weaker.

To strengthen our statement, we added the requested information about the neurons' best frequencies in our manuscript.

In Section 2.3.2, we added: 'The occurrence of significant spike-rate ratios in only one of the two tasks was related to the units' best frequencies (for details of the assessment of the best frequency, see Sections 4.2.1 and 4.2.2). Significant spike-rate ratios only in task 1 occurred more frequently in units with a best frequency of ∼3 kHz (2.67-3.37 kHz) than in other units (26.7% vs. 9.4%; p\<0.05, chi-square test, one-tailed). Significant spike-rate ratios only in task 6 occurred more frequently in units with a best frequency of ∼1 kHz (0.89-1.12 kHz) than in other units (30.1% vs. 15.4%; p\<0.05).'

In Section 4.2.1, we added: 'In an additional passive block, pure tones with 40 different frequencies were presented at ∼60 dB SPL to the monkeys to assess each unit's best frequency. \[...\] These tones were presented before the monkeys performed the behavioral tasks, or before the passive-condition measurements on days in which the monkeys did not perform the tasks.'

In Section 4.2.2, we added: 'For each unit, the best frequency was assessed by analyzing the responses to the 40 pure tones as described by Brosch et al. (1999).'

5\) No statistics appear to have been applied to the MEG data to test differences between high and low working memory loads, or any task-related signal vs. baseline. In the Results section, it is stated that \"sources in the left and right AC were significantly stronger in high than in low WM load trials\", but no statistics are presented to back this up.

We had applied statistical tests for differences in activity between high- and low-WM-load trials. This was mentioned in Section 4.1.2 (in our original manuscript). We apologize that this was not clear. Our statement that 'sources in the left and right AC were significantly stronger in high than in low WM load trials' was also backed up by statistics which were presented at the end of the sentence (see our original manuscript). To make it clearer to readers that statistics were applied, we made the following changes.

We added statistics in the manuscript. We also added p-values in [Figures 2](#fig2){ref-type="fig"} and [3](#fig3){ref-type="fig"} for each 500-ms period of the delay and deleted the green bars.

In [Figure 2](#fig2){ref-type="fig"} legend, we changed the sentence 'The green bars represent the 500-ms periods of the delay during which \[...\] differed significantly from 1' to: 'The numbers on the abscissae are the p-values of permutation tests for the ratios of the source strength in high- to that in low-WM-load trials or in go to that in nogo trials during the three 500-ms periods of the delay.'

In addition, we now also performed statistical tests for differences in activity between task-related signals (i.e., source strength during the M100 period, and during the periods from 500 to 1000 ms, 1000 to 1500 ms, and 1500 to 2000 ms after S1 onset) and baseline. All differences were significant at the significance level of 0.001. To make it clear to readers, we added these statistics in the manuscript.

6\) It should be made clear what the authors mean by \"AC\" or auditory cortex. Are they referring to primary auditory cortex? If so, they should not use this term for the MEG data since one cannot unequivocally localize MEG signals to a definitive cortical location. A similar issue is related to definitely stating that the source closest to the motor cortex is actually motor cortex. The most likely regions that would exhibit preparatory activity are premotor areas. Why didn\'t the authors attempt to perform a better source location for these regions based on anatomical images in a manner that was done for auditory cortex? Even in the monkey recordings, some justification for the claim that the recordings were localized to \"core area (mainly from A1)\" is required.

We agree with the reviewers that MEG signals cannot be unequivocally localized to a definite cortical location due to the ambiguity of the MEG-inherent inverse problem. Thus, as stated in our original manuscript, we used a different approach by directly seeding regional sources at a defined location, that is, at the border of Heschl's gyrus and planum temporale (Näätänen and Picton, 1987), individually for each subject according to the anatomical MR image of the subject's brain. This approach guarantees the consistency of source locations between subjects for computing the grand average. In monkey study, the term 'auditory cortex' referred to core fields of auditory cortex, mainly primary auditory cortex (A1). To make this difference between the human MEG studies and the monkey study clear, we kept the term 'auditory cortex' for our MEG studies and changed the term 'auditory cortex' to 'core fields of auditory cortex' and 'AC' to 'core fields of AC' in some places of the manuscript for our monkey study.

We added the information about how we justified the location of A1 in monkeys by in Section 4.2.2: 'The position of A1 was estimated using the spatial distribution of the units' best frequencies and the penetration traces of the electrodes, i.e., electrodes passed through parietal cortex into the auditory cortex (Brosch et al., 2005; Kaas and Hackett, 2000).'

We agree with the reviewers that, in our MEG studies, the two central probe sources provide only a weak estimation of activity in motor or premotor cortex. However, the main purpose of the two central probe sources, just as of the two frontal and two occipital probe sources, was to model background activity (Scherg, 1990; Scherg and Ebersole, 1993). The use of these probe sources is crucial, because otherwise AC sources could reflect activity not only in AC but also, to a certain extent, outside AC. All probe sources were placed very close to the cortical surface such that their distances to the AC source of the same hemisphere were relatively large. We did so on purpose because signals of sources influence each other and this mutual influence decreases with increasing distance between the sources.

Nonetheless, we followed the reviewers' suggestions and moved the two central probe sources from the cortical surface into the hand regions of the motor cortices. We observed that signals of AC and motor cortex sources clearly intermingled due to their relatively small distance. These motor cortex sources showed an increase of their magnitude ∼100 ms after the onset of the auditory stimuli with a peak amplitude of ≥10 nAm. This observation indicates a strong influence of the signals from the AC sources. Thus, in order to minimize the mutual influence between the AC and probe sources, we decided to keep the probe sources close to the cortical surface.

In the course of moving the central probe sources into motor cortex, we detected, for few subjects, an error in our original manuscript, which occurred when exporting data files from BESA software to Matlab for further analysis. We apologize for this error and have contacted BESA company to issue a warning to prevent future users from repeating such an error. Our point has been confirmed by BESA and has been in the company's issue tracking list (issue \#370). We now have corrected this error in our revised manuscript and provided new [Figures 2 and 3](#fig2){ref-type="fig"} . Fortunately, the corrected results are very similar to those presented in our original manuscript and provide an even more clear-cut support for our conclusions. In particular, there are no longer significant differences in neural activity during the delay between go and nogo trials in task 3. This means that the differences in activity between high- and low-WM-load trials in tasks 1 and 2 cannot be accounted for by differences in preparatory activity. Thus, there is no need to further investigate activity in motor or premotor cortex. We therefore deleted the figure panels illustrating the behavior of the central probe sources (corresponding to [Figure 2G and H](#fig2){ref-type="fig"} in our original manuscript) but include them in this letter (see [Author response image 1](#fig8){ref-type="fig"}). Note that, compared to the original manuscript, the major finding of a stronger activity in go than in nogo trials during the final 500 ms of the delay in the left central source also did not change. Also note that, the strengths of the central sources were much weaker than those in auditory cortex.10.7554/eLife.15441.015Author response image 1.**DOI:** [http://dx.doi.org/10.7554/eLife.15441.015](10.7554/eLife.15441.015)

Accordingly, we changed the Results sections in human studies 1 and 2, and listed the detailed changes in the following.

In Section 2.1.2, we changed the paragraphs 'We found neural activity in the human AC that was related to WM \[...\] likely reflect differences in WM load' to the following: 'We found neural activity in the human AC that was related to WM. \[...\] In this task, differences between go and nogo trials were not significant (p\>0.05, permutation test), neither in the left AC ([Figure 2e](#fig2){ref-type="fig"}) nor in the right AC ([Figure 2f](#fig2){ref-type="fig"}).'

In Section 2.2.2, we changed 'However, in both ACs, the sources were significantly stronger in task 4 than in task 5 during considerable portions of the delay, including the final 500 ms (green bars, p\<0.05/3, permutation test)' to: 'In addition, in both ACs, the sources were stronger in task 4 than in task 5 during the entire delay, being significant during many portions of the delay (p\<0.05 with Bonferroni correction, permutation test; for p values, see the numbers above the abscissae).'

In Section 4.1.2, we added: 'These three pairs of sources were located close to the cortical surface such that their distances to the source in the AC of the same hemisphere were relatively large. We did so to minimize the mutual influence between the signals of these sources and of the sources in AC because the mutual influence decreases with increasing distance between the sources.'

In Section 4.1.2, we deleted: 'The central ECDs were also used to estimate activity in motor cortex'.

In Section 4.1.2, we changed 'Statistical analyses were performed by permutation tests of the waveforms \[...\] for multiple comparisons' to: 'Statistical analyses were performed by permutation tests. The significance level was set to 0.05.'

7\) The MEG data from task 5 is very perplexing given that persistent activity above baseline is found during a delay period when no working memory is required. Can the authors provide any insight into this finding?

In task 5, the persistent activity during the delay period above baseline might be related to mental processes such as preparation for behavioral responses, and expectation of upcoming stimuli and rewards. These mental processes could be different between delay and baseline. As we stated in our original manuscript, activity in AC is not only related to processing sounds but also related to the aforementioned mental processes. These processes could be associated with changes in AC activity that last for seconds (for an example review, see Brosch et al., 2011).

8\) In several human fMRI studies (e.g. Curtis, J. Neuro, 2004), delay period activity has been linked to behavior. Have the authors made any attempt to relate activity to behavior in either of their human or monkey data?

In our monkey study, we indeed related neuronal activity during the delay to behavior by comparing neuronal responses in correct and in error trials and by comparing neuronal responses in trials when the monkeys performed the tasks and in trials in the passive condition. These results were presented in [Figures 4E](#fig4){ref-type="fig"}, [5E,](#fig5){ref-type="fig"} and [6E](#fig6){ref-type="fig"} in our original manuscript. In our human studies, subjects' performance was very high (\~90% in study 1; \~95% in study 2). Hence, the number of error trials was too low to achieve, by averaging, a reasonable signal-to-noise ratio for comparison.

9\) It is suggested in the first paragraph of section 3.4 that because working memory related activity was observed in a similar proportion of multiunits and single units, such neurons are likely to be organized in clusters. This is an extremely weak argument. Conclusions about local clustering can only be made if neighboring recordings sites show similar effects, whereas those located further apart do not.

We agree with the reviewers that this argument is weak. Nonetheless, we would like to discuss this possibility. We have made the following changes in the manuscript.

In Section 3.4, first paragraph, we changed 'It is likely' to 'It is conceivable'.

In Section 3.4, first paragraph, we changed 'This follows from our finding that multiunits displayed WM-related activity as common as single units (30% vs. 22%)' to 'This speculation is consistent with our finding that WM-related activity in multiunits was as common as in single units (30% vs. 22%)'.

In Section 3.4, first paragraph, we changed 'should' to 'would'.

*10) The comparison between auditory cortex and vlPFC is potentially interesting, particularly given the surprising implication that the effects observed may not originate in PFC. However, this is based on one monkey only and so these findings are arguably premature. Since simultaneous recordings were made from these regions, was there any evidence for functional connectivity between them? If not, how can the authors be sure that they were recording in appropriate regions for PFC to precede auditory cortical activity? At very least, a recording placement figure for vlPFC and AC would add value to the manuscript for comparison to data from other labs.*

We indeed made some simultaneous recordings in the vlPFC and core fields of AC and found a synchronization between the two areas when the monkey performed the tasks. The vlPFC has also been demonstrated to be reciprocally connected with auditory cortex in a study combining microelectrode recording with anatomical tract-tracing (Romanski et al., 1999). In Section 4.2.2, we added this information: 'We also found that neuronal activity in the vlPFC could be synchronized with that in auditory cortex, following the observation of Romanski et al. (1999) that the vlPFC reciprocally connected with auditory cortex.'

To further justify that the recordings were in the auditory area of the vlPFC, we added in Section 4.2.2: 'This follows the observation of Romanski and Goldman-Rakic (2002) that auditory neurons were tightly clustered in a small region of vlPFC outside of which no auditory neurons were found.'

We added a figure supplement ([Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}) to demonstrate the recording placement in the vlPFC and added in [Figure 1---figure supplement 3](#fig1s3){ref-type="fig"} legend: '[Figure 1---figure supplement 3](#fig1s3){ref-type="fig"}. Demonstration of the recording area in prefrontal cortex. The red patch indicates the recording area on a lateral view of the macaque left hemisphere. The gray rids are the stereotactic coordinates according to Szabo and Cowan (1984). LS, Lateral Sulcus; PS, Principal Sulcus; AS, Accurate Sulcus.'

As explained above, we have used established criteria to justify that we made the recordings from core fields of AC. Because core fields in monkeys locate upon the lower bank of the lateral sulcus and are hidden from view by the overlying frontal and parietal lobes, a plot showing the entry points of the electrodes on cortical surface would not be informative to demonstrate that the recordings were made in core fields of AC. We therefore did not present such a figure for AC.

*Is the analysis of differential latencies in vlPFC and AC based only the 500 msec preceding S2, or was the entire delay including the S1 offset analyzed?*

The analysis of differential latencies was based on the entire delay from the offset of S1 to the onset of S2. We added this information in Section 2.3.3, last paragraph: 'relative to the offset of S1,'.

*No statistics are provided in the fourth paragraph of section 2.3.3. Even if this is based on permutation tests, as mentioned in the methods, the details should be provided here.*

We added statistics here by making the following changes in the manuscript.

In Section 2.3.3, fourth paragraph, we added: '(p\<0.05, permutation test)'. Other statistics related to comparison between experimental conditions were added in figures ([Figures 4E](#fig4){ref-type="fig"}, [5E,](#fig5){ref-type="fig"} and [6E](#fig6){ref-type="fig"}). We added in [Figure 4](#fig4){ref-type="fig"} legend: 'The asterisks indicate significant differences between the conditions (chi-square test, one-tailed, p\<0.001).'
