The best methods of text compression work by conditioning each symbol's probability on its predecessors. Prior symbols establish a context that governs the probability distribution for the next one, and the actual next symbol is encoded with respect to this distribution. But the best predictors for words in natural language are not necessarily their immediate predecessors. Verbs may depend on nouns, pronouns on names, closing brackets on opening ones, question marks on "wh"-words.
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To establish a more appropriate dependency structure, the lexical attraction of a pair of words is defined as the likelihood that they will appear (in that order) within a sentence, regardless of how far apart they are. 1 This is estimated by counting the co-occurrences of words in the sentences of a large corpus. Then, for each sentence, an undirected (planar, acyclic) graph is found that maximizes the lexical attraction between linked items, effectively reorganizing the text in the form of a low-entropy model. Here is an example of the linkage produced by our system:
This would serve as an avenue of escape
We encode a series of linked sentences and transmit them in the same manner as order-1 wordlevel PPM. To prime the lexical attraction linker, the whole document is processed to acquire the co-occurrence counts, and again to re-link the sentences. Pairs that occur twice or less are excluded from the statistics, which significantly reduces the size of the model.
The encoding stage utilizes an adaptive PPM-style method. For each term acting as a predictor, two probability distributions are maintained-one for forward and the other for backward predictions. The decoder needs additional information to restore the graph structure. We first transmit a link counts for each word (shown above, ignoring the link to the previous word); then transmit the words recursively, from left to right. The transmission order for the above sentence is:
This serve would as an escape of avenue .
Encouraging results have been achieved on Jefferson the Virginian (1.2 million words). Regular order-1 encoding saves 15% of the space occupied by a order-0 model; using the dependency graph context increases the saving to 25%. Unfortunately, this is more than offset by the cost of encoding the graph (typically 2.3 bits/term). The overhead can be artificially reduced by simplifying the graph by deleting links between non-adjacent terms if their mutual information gain is insignificant. In the extreme, when all non-adjacent links are deleted, the structure reflects the natural word order, adaptive coding reduces it to almost zero bits, and the coder's output is the same as order-1 PPM.
Lexical attraction shows promise for text compression, although further work with larger corpora is necessary to explore the limits of compression that are achievable. Perhaps the most exciting aspect is the prospect of uncovering more and more structure in text as it is compressed, and the use of compression to measure the success of structure discovery.
