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Abstract
Identifying genotypes using genetic material was at first a painstaking
laboratory task. In the decades since the first gene was sequenced,
techniques have progressed through milestones requiring massive in-
ternational collaboration. Today’s genotype sequencing facilities use
high-throughput technology to sequence entire genomes within days.
Despite these technological improvements, and the resultant volume
of genetic data, the identification of meaningful genotype-phenotype
associations has not been as straightforward as was anticipated in the
pre-genome era. The genetic architecture of many common diseases
is complex, and heritability often cannot be explained when simple
statistical tests are used.
This thesis addresses a clinically important problem in statistical ge-
netics - that of predicting disease risk based on genotype information.
First, we review progress and current limitations in genetic risk pre-
diction. We then introduce penalised regression. This thesis focusses
on ridge regression, a penalised regression approach that has shown
promise in risk prediction for high-dimensional data. The choice of the
ridge parameter, which controls the amount of penalisation in ridge
regression, has not been addressed in the literature with the specific
aim of analysing genetic data. We present a method for automatically
choosing the ridge parameter based on genome-wide SNP data. Soft-
ware implementing the method is available to the community. We eval-
uate the method using simulation studies and a real data example.
A ridge regression model does not indicate the strength of association
of individual variants with the outcome, a property that is often of
interest to geneticists. To this end we extend a previously proposed test
5
of significance in ridge regression models to high-dimensional data and
to the logistic model which commonly occurs in the biomedical context.
This test is evaluated by comparison to a permutation test, which we
view as a benchmark. This test is integrated into the software package
mentioned above.
6
Contents
Abstract 5
List of Figures 11
List of Tables 12
Nomenclature 13
1 Introduction 16
1.1 Genetic information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.1.1 Genetic variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.1.2 Genotyping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.2 Genetic risk prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3 Biological data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.4 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5 Main contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Background 25
2.1 Linear regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.1.1 Multiple linear regression . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Penalised regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 Ridge regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.3 Generalised ridge regression . . . . . . . . . . . . . . . . . . . . . 29
2.2.4 Principal components regression . . . . . . . . . . . . . . . . . . 29
2.2.5 Ridge and principal components regression compared . . . . . 30
7
2.2.6 A note on scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Choice of ridge parameter in ridge regression . . . . . . . . . . . . . . . 32
2.3.1 Graphical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 k-HKB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.3 k-LW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3.4 Generalised cross-validation . . . . . . . . . . . . . . . . . . . . . 33
2.3.5 Other proposed methods . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.6 Constrained maximum likelihood approach . . . . . . . . . . . 34
2.4 Other penalised regression approaches . . . . . . . . . . . . . . . . . . . 35
2.4.1 LASSO regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4.2 Elastic Net . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Bayesian perspective on penalised regression . . . . . . . . . . . . . . . 37
2.5.1 HyperLasso regression . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Comparison of different penalty functions . . . . . . . . . . . . . . . . . 38
2.7 Logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.7.1 Maximum likelihood estimates . . . . . . . . . . . . . . . . . . . 39
2.7.2 Ridge logistic regression . . . . . . . . . . . . . . . . . . . . . . . 39
2.7.3 Choice of ridge parameter in logistic RR . . . . . . . . . . . . . 39
2.7.4 Other penalised logistic regression models . . . . . . . . . . . . 40
2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 A semi-automatic method to guide the choice of the ridge parameter in
ridge regression 41
3.1 Choice of penalty parameter . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.1 Ideal ridge estimator . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.1.2 Relationship between RR and PCR . . . . . . . . . . . . . . . . . 42
3.2 Proposed penalty parameter . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Should we use the maximum number of PCs, or somewhat
fewer? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2.2 Semi-automatic choice of k . . . . . . . . . . . . . . . . . . . . . 45
3.2.2.1 Different definitions of degrees of freedom . . . . . . 46
3.2.3 Algorithm to compute kr . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Ridge logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
8
3.3.1 Algorithm to compute kr in ridge logistic regression . . . . . . 52
3.4 A Bayesian perspective: A prior on the number of components . . . . 53
3.5 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.1 Simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.2 Simulation study results . . . . . . . . . . . . . . . . . . . . . . . 56
3.6 Bipolar Disorder Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4 Significance testing in ridge regression 63
4.1 Variable selection in ridge regression . . . . . . . . . . . . . . . . . . . . 63
4.2 Significance testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.1 Significance testing in linear regression . . . . . . . . . . . . . . 64
4.2.2 Previously proposed significance test in RR . . . . . . . . . . . . 64
4.3 Proposed test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.1 Proposed test in logistic ridge regression . . . . . . . . . . . . . 67
4.4 Simulation studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.1 Simulated genetic data . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.2 Permutation test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4.3 Null Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.4.4 Continuous Phenotypes . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4.5 Continuous Phenotypes with Multiple Causal SNPs . . . . . . . 74
4.4.6 Computational performance comparison . . . . . . . . . . . . . 75
4.4.7 Binary phenotypes . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Application of automatically chosen shrinkage parameter . . . . . . . 77
4.6 Comparison with univariate tests of significance . . . . . . . . . . . . . 79
4.7 Lung cancer data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.8 Stability selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.8.1 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.8.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5 Implementation 89
5.1 R package ridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.1.1 Availability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.1.2 Outline of package . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
9
5.2 Basic usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.1 Comparison to existing R packages . . . . . . . . . . . . . . . . . 92
5.3 Genome-wide SNP data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.1 Coordinate descent . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.1.1 Linear ridge regression . . . . . . . . . . . . . . . . . . 94
5.3.1.2 Logistic ridge regression . . . . . . . . . . . . . . . . . 95
5.4 Future developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6 Conclusions 98
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
References 102
Appendix 114
10
List of Figures
2.1 Plots of the negative of various penalty functions . . . . . . . . . . . . 38
3.1 Comparison of MSE using kr and kHKB . . . . . . . . . . . . . . . . . . . 45
3.2 Bias-variance decomposition in RR and PCR . . . . . . . . . . . . . . . . 50
3.3 Ridge trace over a range of r . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 Cauchy and Student t distributions . . . . . . . . . . . . . . . . . . . . . 67
4.2 Approximate test and permutation test for the linear RR model . . . . 72
4.3 Bland-Altman plot of approximate and permutation tests in linear RR 74
4.4 Approximate test and permutation test for the logistic RR model . . . 77
4.5 SNP ranking in approximate and permutation tests in logistic RR . . 78
4.6 Ridge trace for the lung cancer data . . . . . . . . . . . . . . . . . . . . . 83
4.7 p-value trace for the lung cancer data . . . . . . . . . . . . . . . . . . . 84
4.8 Stability selection in RR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.1 Ridge and p-value traces generated using the package ridge . . . . . . 92
5.2 Ridge trace using kr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
11
List of Tables
3.1 Four simulation scenarios used in the evaluation of the bias-variance
decomposition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.2 Prediction squared error using r with different proportions of vari-
ance explained. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3 Prediction error comparison when data contain 200 causal variants
with small effect size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Prediction error comparison in Bipolar Disorder data . . . . . . . . . . 62
4.1 Performance comparison in null simulation. . . . . . . . . . . . . . . . 72
4.2 Performance comparison in simulated data with continuous out-
comes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Performance comparison in simulated data with multiple causal phe-
notypes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Computational performance comparison . . . . . . . . . . . . . . . . . . 76
4.5 Performance comparison in simulated data with binary outcomes. . 79
4.6 Performance of significance test using kr . . . . . . . . . . . . . . . . . . 80
4.7 Performance of univariate tests of significance in null simulation . . 80
4.8 Performance of univariate tests of significance in data with continu-
ous outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.9 Performance of univariate tests of significance in data with binary
outcomes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.10 Performance comparison in lung cancer data . . . . . . . . . . . . . . . 84
12
Nomenclature
Roman Symbols
ai linear scores (in the CLG algorithm)
c minor allele count
C population prevalence
D,d, d Diagonal matrix of singular values, vector of singular values, singular value
D2,d2, d2 Diagonal matrix of eigenvalues, vector of eigenvalues, eigenvalue
K, k Diagonal matrix of shrinkage parameters, shrinkage parameter
m number of columns, variables, SNPs or coefficients
n number of rows, observations or individuals
p significance threshold
q population allele frequency
r Number of principal components
r2 Correlation between two variables
s Genotype relative risk
t min(n, m)
W Diagonal matrix of fitted probabilities.
13
U Column-wise left singular vectors of X
V Row-wise right singular vectors of X
X,x, x matrix of predictors, vector of predictors, predictor
y, y vector of responses, response
Z Principal component scores
Greek Symbols
α,α vector of PCR coefficients, PCR coefficient
β ,β vector of coefficients, coefficient
pˆi(xi) fitted probability for the ith individual
λ j j
th eigenvalue
Subscripts
i ith row, observation, individual, or response
j jth column, variable, SNP or coefficient
Other Symbols
` Log-likelihood.
L1, L2 Vector norms.
N  µ,σ2 Normal distribution with mean µ and standard deviation σ.
P Penalty function
Acronyms
CV Cross-validation
DNA Deoxyribonucleic acid
EN Elastic Net
14
GB Gigabyte(s)
GWAS Genome-wide association study
LD Linkage disequilibrium
MSE Mean squared error
OLS(R) Ordinary least squares (regression)
PC(L)(R) Principal compnoent(s)(logistic) (regression)
PSE Prediction squared error
RR Ridge regression
SNP Single nucleotide polymorphism
SVD Singular value decomposition
15
Chapter 1
Introduction
In this introductory chapter we present the biological context of the problem ad-
dressed in this thesis. We begin by introducing the nature of genetic information,
including how this information is transmitted from one generation to the next. We
describe types of genetic variation, and how these differences between individu-
als’ genomes relates to their physical differences, including individual variation in
disease risk.
We go on to discuss methods that have been used to predict disease risk based
on genetic information. We explain where genetic information is clinically use-
ful, and outline where opportunities exist for improved methods of disease risk
prediction.
We conclude this chapter with an outline of the thesis.
1.1 Genetic information
The instructions for living organisms to develop, reproduce, and survive are en-
coded in linear molecules of deoxyribonucleic acid (DNA). A complete set of these
instructions is found in each of the cells that make up an individual. DNA is a
polymeric molecule made up of four types of subunits, referred to as A, C, G and
T. A genome is a full complement of genetic information, with a human genome
consisting of approximately 3 billion DNA ‘letters’, or nucleotides. The sequence
of nucleotides forms a code whose interpretation instructs the building of protein
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molecules. Protein molecules have diverse physical properties and the range of
roles that they perform enables the diversity of life. A specific sequence of DNA
that has a particular biological function - often, the instructions for the production
of a particular protein - is termed a gene. Each type of cell reads a different subset
of these genes, leading to the production of specific proteins in different cell types
in a process know as gene expression. The complete set of genetic instructions, or
genes, is termed the genome.
Humans and most other animals are diploid, meaning that each cell contains
two copies of the genetic material. These two sets of genes are organised as pairs
of chromosomes. Chromosomes are DNA molecules, packaged with associated
proteins which help to regulate where and when different genes are expressed. In
sexual reproduction, each parent contributes one copy of the genetic material from
their own complement of diploid DNA. Before their DNA is passed on, the chro-
mosomes of the parent exchange some DNA in a process known as recombination.
This shuffling of genetic information, followed by the combining of the genomes
of two individuals in their offspring, contributes to within-species diversity.
1.1.1 Genetic variation
In general, the genomes of individuals within a species are substantially identical.
It is the relatively small number of genetic differences between individuals that
make each one unique. Different genetic variants at the same position, or locus,
on the genome are termed alleles, and genotyping is the identification of which of
the possible alleles an individual carries.
Genetic variation can arise as a result of errors that occur when genetic infor-
mation is imperfectly copied before being passed to offspring. These errors, or
mutations, can result in genetic changes that increase or decrease the fitness of an
organism. Another source of variation is the random shuffling of DNA when the
genetic material from two parents combines. The most common type of variant is
a change at a single position in the DNA sequence, known as a single-nucleotide
polymorphism (SNP). SNPs occur approximately one in every 1,000 nucleotides in
human DNA (Frazer et al., 2007). SNPs are the most common type of genetic vari-
ation, but other types exist. These range from variation in the number of repeats in
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of small repetitive sections of DNA sequence, to deletions or duplications of entire
genes. In this thesis we focus on the analysis of SNP genotypes, but the methods
that we present are readily extensible to other forms of genetic variation.
The linear structure of DNA molecules, together with the propensity of chro-
mosomes to recombine at specific positions, means that when genetic variation is
inherited, variants close together on the genome are more likely to be transmit-
ted together. The probabiility of genetic markers at two different positions on the
genome being co-inherited can be calculated from population frequencies; the phe-
nomenon by which two alleles are inherited together more frequently than random
assortment would suggest is termed linkage disequilibrium. The co-inheritance of
nearby alleles leads to a highly correlated structure in genetic data. This correlated
structure makes analysis challenging; this is an issue that is specifically addressed
in this thesis.
DNA encodes proteins, and proteins control much of cellular behaviour. There-
fore, changes in DNA which affect protein sequence may affect how a cell, and
hence an organism, develops or how it responds to both internal and external
stimuli. An organism’s observable characteristics is referred to as its phenotype,
and phenotypic variation is the result of differences both in an individual’s geno-
type and its environment. Phenotypic characteristics may encompass observable
differences such as size or colour, and also biochemical differences. Propensity to
disease, or disease symptoms, are the phenotypes that are the focus of this the-
sis, but the methods employed here are equally applicable to other, non-disease,
phenotypes which we may wish to predict.
1.1.2 Genotyping
More than half a century has passed since DNA was identified as the hereditary ma-
terial (Avery et al., 1944). The first experiments to determine which alleles an in-
dividual carried at a particular locus were painstaking laboratory efforts (Jeffreys,
1979). Since that time, new technologies have made genotyping much faster and
less expensive. In the decades since the first gene was sequenced (Jou et al., 1972),
DNA sequencing technologies have become increasingly automatic and higher-
throughput. The completion of the first draft of the human genome sequence was
18
an enormous international collaboration (International Human Genome Sequenc-
ing Consortium, 2001; Venter et al., 2001). Today, sequencing and genotyping
technologies come together in the clinic (Saunders et al., 2012).
Despite the rapid and dramatic technological improvements in recent decades,
and the volume of genetic data that has been collected as a result, the identifica-
tion of meaningful associations between genotypes and particular phenotypes has
not been as straightforward as was anticipated in the pre-genome era (Manolio
et al., 2009). The heritability of a phenotypic trait is the proportion of observ-
able differences between individuals that arises due to genetic differences, with
other sources of these observable differences including random effects or the effect
of the environment. Heritability can be estimated using information about indi-
viduals’ relatedness. Currently identified genotype-phenotype associations do not
explain all of the heritability of many traits.
Genetic variation on a genome-wide scale can be captured by genotyping a
subset of the SNPs known to exist in the human genome. SNPs have the advan-
tage of being relatively cheap to measure. SNP chips are a technology that can
simultaneously type up to one million SNPs. Using knowledge of linkage disequi-
librium, untyped or missing SNPs can be imputed based on population frequencies
and nearby typed SNPs, a process that further increases SNP density (Howie et al.,
2012).
The association between SNPs and a phenotype of interest is traditionally stud-
ied using a genome-wide association study (GWAS). In this type of study, the re-
lationship between typed SNPs and the phenotype is typically analysed one SNP
at a time (Balding, 2006). Popular univariate approaches include tests of signif-
icance in simple linear or logistic regression, or tests based on sample genotype
counts in cases and controls. However, univariate approaches raise some statistical
challenges. The hundreds of thousands to millions of SNPs being tested causes a
multiple-testing problem requiring stringent significance thresholds. Further, test-
ing each SNP independently fails to take into account the combined effect of mul-
tiple SNPs. Multivariate methods have been proposed to address some of these
difficulties.
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1.2 Genetic risk prediction
It has long been observed that diseases run in families (Caminopetros, 1938).
Hence, many disease phenotypes are considered to be heritable traits. Therefore,
when genotyping technologies were developed, an important application was the
identification of which genetic variants caused disease or contributed to the in-
creased or decreased probability of an individual developing a condition. Knowl-
edge of disease-causing genetic mutations can provide useful information about
the biological pathways that are disrupted in a particular disease. This information
can help to suggest new biomolecular targets for pharmaceutical treatments. Thus
the identification of causal variants is an important application of genetic data.
Genetic variants are fixed before an infant is born, but disease symptoms may
not become apparent until later in life. Therefore, knowledge of genetic vari-
ants that contribute to higher risk of disease could suggest that preventative drug
treatments or lifestyle modifications could be used to delay or prevent the onset
of symptoms. Attempts have been made to develop genotype-based tests or risk
models, but few tests have been shown to be useful in the clinic.
The genetic tests that are established and used in the clinic have predictive
power because the genetic changes typed in these tests have a large effect. The dis-
eases that can be predicted using these tests show simple Mendelian inheritance,
and the disease risk is very high if the disease alleles are present. These causal
variants were identified prior to the establishment of high-throughput genotyping
technologies, using linkage strategies. Examples include the test for cystic fibrosis,
a disease that is sufficiently penetrant that antenatal testing is often used if the
parents carry the risk alleles. Another established genetc test is the test for Hunt-
ington’s disease. Whilst this test is predictively powerful, individuals with family
history of the disease may be hesitant to take the test because whilst the results of
the test predict the disease course, there is currently no treatment for the condition.
Many common diseases have complex aetiology, with genetic, environmental
and lifestyle factors contributing to disease risk. Known as complex diseases, these
conditions may have moderate to high heritability. However, they typically do not
show simple patterns of inheritance. The genetic contribution to risk of complex
diseases is thought to arise from many common causal variants with small effect
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size (Lohmueller et al., 2003). In this context, common variants are typically de-
fined as those with population minor allele frequency > 5% .
However, in most complex diseases a substantial proportion of the estimated
heritability of the disease is not explained by identified genetic variation - the so-
called ‘missing heritability’ (Eichler et al., 2010). Most loci identified as being asso-
ciated with risk of complex diseases have small effect sizes, in the range of 1.1-1.5
fold on the multiplicative odds ratio scale (Manolio et al., 2009). Much heritability
remains unexplained, and a number of reasons for this missing heritability have
been proposed:
• The variants that have been identified as associated with disease in GWAS are
seldom the causal variant. The linked causal variant could have relative risk
much higher than then typed variant. Resequencing studies of a candidate
region will aid identification of the causal variant(s) in the region.
• Undetected or untested interactions, either between multiple genes, or be-
tween genetic variants and the environment.
• Limited power (sample size too small for given effect size)
• Undetected variants (variants not typed). For example, rare variants with po-
tentially large effect size are not typed by current SNP chips. Whole genome
sequencing aims to identify rarer variants than are currently studied.
• Other sources of genetic variation being responsible for the genetic contribu-
tion to phenotype. Structural rearrangements, tri-nucleotide repeats (Han-
nan, 2010) and copy-number variation have all been shown to contribute to
disease phenotypes.
• Uncertainty in phenotyping. Some phenotypes such as cancer or psychiatric
disorders could be manifestations of diverse genetic causes.
Nonetheless efforts have been made to incorporate genetic information into
prediction models for complex diseases. Approaches have included computing a
score based on accumulated number of risk alleles, and using this score in the
prediction of disease risk. This risk score has been investigated when applied alone
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or in addition to clinical and lifestyle covariates. Models incorporating genetic
factors in the prediction of disease risk have shown limited or no improvement
over models incorporating clinical and lifestyle covariates alone. Diseases that have
been investigated using this approach include Type 2 diabetes (Lango et al., 2008).
Incorporating many more SNPs in models to predict disease risk is a plausible
approach based on the hypothesis that many more SNPs with small effect size
contribute to disease risk than are included in current disease models.
The notion of incorporating many more predictor variables in a prediction
model was further supported by recent work on the heritability of complex traits
(Yang et al., 2010). In their study, Yang et al. used human height as a model
complex trait. ∼ 50 variants that are associated with human height have been
identified, but these collectively account for only ∼ 5% of variance in height. Us-
ing ∼ 300,000 SNPs in ∼ 4,000 individuals, the authors increased the proportion
of variance explained to 45%.
1.3 Biological data
In this thesis, we focus on the analysis of genetic data. However, the methods
we discuss could be applied to any appropriate data set. Specifically in biology,
technologies have been developed to study a number of phenomena in a high-
throughput way. For example, different cell types express different genes over time
and as cellular conditions vary. Automated methods can measure gene expression
at many genes at the same time. Similarly, large numbers of proteins or metabolites
can be studied simultaneously in proteomic and metabolomic experiments. All of
these types of studies, and others, can consider hundreds to millions of variables.
Sample sizes are often much smaller than the number of variables considered, but
can nonetheless be in the hundreds or thousands, with each sample representing
one individual or cell line. The resultant data sets are then moderately to very
high-dimensional, and often contain many more predictors than observations.
Statistical challenges arise when working with any high-dimensional, corre-
lated data set. However, data from high-throughput biological experiments present
some specific difficulties. Experimental noise can be substantial, whether it arises
due to random variation or potential systematic problems such as batch effects.
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Further, missing data often arises, and this particularly problematic when random
missingness assumptions are violated. Together, these difficulties mean that bio-
logical data warrant robust and stringent quality control procedures.
Storing and manipulating large data sets has been facilitated by improvements
in computer hardware and software. Nonetheless, as data sets increase in size and
complexity, so computational demands continue to increase. Many bioinformatic
tools exist for manipulating and visualising complex data sets, however conflicts in
formatting and idiosyncratic implementation means care must be taken to avoid
introducing errors.
1.4 Structure of the thesis
This thesis is organised as follows: In Chapter 2 we introduce the statistical back-
ground upon which our methods are based. In Chapter 3 we present a novel
method to determine the shrinkage parameter in ridge regression based on the
data, with the aim of good performance in genetic prediction problems. In Chap-
ter 4 we describe a test of significance for regression coefficients that have been
computed using ridge regression, and in Chapter 5 we present a software package
that implements the methods described in the previous two chapters. Chapter 6
concludes with a summary and a discussion of further work.
1.5 Main contributions
This thesis addresses an important problem in genetics, that of predicting future
phenotypes based on the genetic information we have at hand. We focus on ridge
regression, because it has been shown to perform well in prediction problems when
compared to other prediction methods (Frank and Friedman, 1993). Further, in a
ridge regression model, all of the variables are retained in the model, which allows
small effects to be accounted for. We present a method for determining the shrink-
age parameter for ridge regression based on the data. Our aim is good predictive
performance and we demonstrate that our method performs well using simulation
studies and a real data example. The test of significance for ridge regression coeffi-
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cients that we propose will be useful for biostatisticians who often seek to evaluate
the contribution of genetic variants to a phenotype, because this can aid the iden-
tification of disease pathways or drug targets. The software that we present makes
ridge regression for genome-wide scale data feasible from within the R environ-
ment. It provides useful features not previously available in R, including functions
to produce graphical outputs and to predict using fitted ridge models. In summary,
this thesis makes ridge regression both useful and feasible for genetic data.
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Chapter 2
Background
This chapter introduces the statistical models considered in this thesis. We begin by
introducing traditional regression models, and go on to present the related family
of penalised regression approaches. We emphasise ridge regression (RR), the pe-
nalised regression method which is the focus of this thesis. We describe competing
penalised regression models and discuss why RR is an appropriate choice for the
problem presented in Chapter 1, that of using genetic data to predict disease risk.
We discuss RR for logistic regression models, a class of models which are often
used in the analysis of biomedical data. Penalised regression can be considered
from a Bayesian point of view, and we discuss the Bayesian perspective on ridge
and other penalised regression methods.
2.1 Linear regression
The relationship between genetic markers and a phenotype of interest can be mod-
elled using a linear regression model. In this section, we introduce multiple linear
regression.
Consider a data set consisting of observations about n individuals, i = 1, . . . , n.
Data about the ith individual consists of yi, the phenotype of interest, and a m-
dimensional vector xi =
 
x i1, . . . , x im

of, for example, observed genotypes at each
of m loci. In a genetic association study, yi can be a continuous measurement (such
as height or blood pressure) or a binary phenotype (indicating, for example, case
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or control status). We can represent the phenotypes
 
y1 . . . yn

as an n-dimensional
vector y and the genotypes as a matrix X. In this section on linear regression, y
is a vector of continuous outcome variables. In this thesis, we assume that the
elements of y are mean-centred, and do not consider an intercept in the model.
Then, X is an n×m matrix of m genotypes in n individuals:
X=

x11 . . . x1m
...
. . .
...
xn1 . . . xnm
 (2.1)
2.1.1 Multiple linear regression
A linear regression model assumes a linear relationship between the dependent
variable yi and the independent variables xi =
 
x i1, . . . , x im

. When y are continu-
ous variables, then the relationship between yi and xi is
yi = β1 x i1+ · · ·+ βm x im+ "i = x′iβ + "i, i = 1, . . . , n, (2.2)
Here, β1 . . .βm are the regression coefficients to be estimated and " is a normally
distributed random error term.
Data on the n individuals can be represented in matrix form:
y= Xβ + " (2.3)
β is an m-dimensional vector of regression coefficients β j, j = (1, . . . , m) and " is an
n-dimensional vector of normally distributed random errors, with "i
iid∼ N (0,σ2).
In multiple linear regression, the maximum likelihood estimates of β are the or-
dinary least squares estimates and the model is termed ordinary least squares re-
gression (OLSR):
βˆ = (X′X)−1X′y (2.4)
For non-singular X, OLSR can be used to estimate the coefficients β . However,
the typical properties of modern biomedical datasets mean that these data are not
amenable to OLSR. Where collinearity is present among the predictors X, the max-
imum likelihood (OLS) estimates of β can be unstable, having large variance. This
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means that the estimates βˆ may be far from their true values β . Further, when
the number of predictors m exceeds the number of observations n, maximum
likelihood estimates are not defined because the matrix X′X cannot be inverted.
High-throughput experimental techniques collect data on very large numbers of
predictors, and the m n situation often arises. To address this issue specifically
in the application of multiple linear regression to genetic data, a subset of SNPs
are selected to use in the model, based on univariate tests of significance or us-
ing a subset selection procedure. Penalised regression approaches are one way to
address these problems.
2.2 Penalised regression
Ridge regression is one of a family of penalised regression methods. These methods
estimate regression coefficients subject to a constraint on the maximum likelihood.
RR, and some other penalised regression methods, can be equivalently expressed
in closed form. These closed-form expressions modify the X′X matrix in such a
way as to make it invertible. In this chapter, we first introduce some notation
that simplifies exposition. We then introduce RR and principal components regres-
sion, related methods that can be expressed in closed form. Later, we discuss the
constrained maximum likelihood approach when we look at the class of penalised
regression models that perform simultaneous variable selection and shrinkage.
2.2.1 Preliminaries
As in Equation (2.1), X is an n×m matrix. Let t = min(n, m). Then, the singular
value decomposition (SVD) of X is:
X= UDV′ (2.5)
Here, U is orthonormal n× t and V is orthonormal m× t. D is a t × t diagonal
matrix with diagonal elements the t-dimensional vector d= d1 ≥ d2 ≥ · · · ≥ dt ≥ 0
the singular values of X. This factorisation is related to the factorisation of the
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symmetric m×m matrix X′X as:
X′X= VD2V′ (2.6)
Also, XX′ = UD2U′. D2 has diagonal elements d21 ≥ d22 ≥ · · · ≥ d2t ≥ 0 the eigenval-
ues of X′X
Then, X can be transformed into the n× t matrix Z as:
Z= XV (2.7)
and rewrite Equation (2.3) as:
y= Zα+ ε (2.8)
where α is related to β as
β = Vα (2.9)
2.2.2 Ridge regression
As mentioned in Section 2.1.1, when columns of X are exactly correlated, or m> n,
the matrix X′X is singular and cannot be inverted. This means that the OLS esti-
mates given in Equation (2.4) are not defined. X′X can be stabilised by the addition
of a positive constant, k, to the diagonal; the resultant matrix is invertible. The
idea of adding a constant to the diagonal of X′X in the context of regression co-
efficient estimation was suggested by several authors (for example, Hoerl (1962);
Marquardt (1963)) before the seminal papers of Hoerl and Kennard (1970a,b)
popularised the technique (Brown, 1993). With X and y appropriately centered
and scaled (see Section 2.2.6), the RR estimates βˆ k are given by
βˆ k = (X
′X+ kI)−1X′y (2.10)
where k is a positive constant, see Section 2.3. Note that when k = 0 the ordinary
least squares estimates are obtained. Among a number of regularised regression
methods, RR was shown to perform best in terms of predictive performance (Frank
and Friedman, 1993).
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2.2.3 Generalised ridge regression
In their paper, Hoerl and Kennard (1970a) use the decomposition in Equation (2.6)
and the formulation of the model in Equation (2.8) to define a general form of RR.
They write
αˆK = (Z
′Z+K)−1Z′y (2.11)
where K is a t× t diagonal matrix with diagonal elements the shrinkage parameters
for each of the principal components. Hoerl et al. (1975) use the generalised form
of RR when proposing their shrinkage parameter kHKB introduced in Section 2.3.2.
2.2.4 Principal components regression
Principal components regression (PCR) is another penalised regression method.
PCR, and its connection to RR, are relevant to Chapter 3 where we present a
method to choose the shrinkage parameter, k.
In the language of principal components analysis, V in Equation (2.7) are the
principal components loadings, and Z are the scores. Then, PCR is a regression
on the columns of Z, as in Equation (2.8). An advantage of PCR is that it is a
dimension-reduction method. Instead of a regression on all t columns of Z (Equa-
tion (2.8)), a PCR is carried out by regressing y on the first r components:
y= Zrαr + ε (2.12)
where Zr denotes the first r columns of Z and similarly αr denotes the first r
elements of α. The PCR coefficients αr can be returned to the orientation of the
original variables X using a variant of Equation (2.9):
βPCRr = Vrαr (2.13)
where Vr denotes the first r columns of V. For r = t, βPCRr are the OLS coefficients,
and for 1≤ r < t, βPCRr is a reduced regression.
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2.2.5 Ridge and principal components regression compared
The product of the predictors and the fitted coefficients is the vector of fitted obser-
vations, yˆ. The fitted observations are related to the true observations, y, through
the hat matrix, or projection matrix, H:
yˆ= Hy (2.14)
For example, in the linear model (Equation (2.3)) solved using OLS (Equation (2.4)),
H is given by
H= X(X′X)−1X′ (2.15)
The coefficients that are fitted using the penalised regression methods RR and
PCR (and some related methods) can be expressed in the following form (Brown,
1993):
βˆPEN = GX
′y (2.16)
And H takes the form
H= XGX′ (2.17)
So, in the linear model:
G= (X′X)−1 (2.18)
G is modified in RR and in PCR. In RR:
G= (X′X+ kI)−1 and H= X(X′X+ kI)−1X′ (2.19)
In PCR
G= D−2r VrV
′
r (2.20)
Here, Dr is the r × r submatrix of D, with diagonal elements d1 ≥ d2 ≥ · · · ≥ dr . In
PCR it is usual to take the first r principal components, but this is not always the
case - any subset may be chosen (Jolliffe, 1982).
The relationship between RR and PCR can be better understood when the linear
model is in canonical form (Equation (2.8)). In this form, a PCR on the first r
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components gives coefficient estimates
αˆr = D
−2
r Z
′
ry (2.21)
Information in the remaining (r +1), . . . , t components is discarded. In RR, coeffi-
cients are estimated as
αˆRR = diag

d2+ k
−2
Z′y (2.22)
With constant k for all components, and the diagonal elements of D arranged in
decreasing order, components with larger eigenvalues, which explain a greater pro-
portion of the variance in the data, are shrunk proportionally less. The coefficients
corresponding to the principal components that explain a smaller proportion of
variance are shrunk proportionally more, but no components are discarded as is
the case in PCR. This relationship between RR and PCR is relevant to our method to
determine a good shrinkage parameter based on the data, discussed in Section 3.1.
2.2.6 A note on scaling
OLS estimates βˆ (Equation (2.4)) are not sensitive to scaling of X and y. Whatever
scaling regimen is used, when the coefficients are returned to the scale of the
original data, the same estimates βˆ will be obtained (Brown, 1993). In RR or PCR
this is not the case. The exceptions are RR when k = 0, or PCR when r = t. In
these cases the penalised methods correspond to the OLS estimates.
In RR, for a given shrinkage parameter different parameter estimates on the
original scale will be obtained for different scaling regimens. In the RR procedure
proposed by Hoerl and Kennard (1970a), X is centred and scaled such that X′X is
in correlation form (with 1s along the diagonal diagonal, see Draper and Smith
(1998) p.387), and y is centred but not scaled. We follow this example in this
thesis, and scale X such that X′X is in correlation form. When outcomes are con-
tinuous, y is both centred and scaled. We return the coefficients to the scale of the
original data before predicting on new data.
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2.3 Choice of ridge parameter in ridge regression
A number of methods to choose a ‘good’ ridge parameter in RR based on the data
have been proposed in the literature, where they are evaluated using simulation
studies. The performance of the ridge parameter is usually considered in terms of
the mean squared error (MSE) of the ridge coefficients compared to the true ones.
When predictors are correlated, ridge estimators can have smaller MSE than their
OLS counterparts. MSE is defined as:
MSE=
1
m
m∑
j=1

β j − βˆ j
2
(2.23)
In this section, we discuss some of the methods that have been proposed in the
literature to choose a good shrinkage parameter.
2.3.1 Graphical methods
The ridge trace is a plot of the fitted ridge coefficients with increasing shrinkage
parameter. The ridge trace was proposed by Hoerl and Kennard (1970a) as a
graphical procedure to aid the selection of k. Some guidelines are given as to
how to use the plot: Hoerl and Kennard suggest choosing k at which the estimates
no longer change significantly with changing k, and where the fitted coefficients
have the correct sign. However, as interpretation of the ridge trace is inherently
subjective, different users may conclude that different values of k are best. Further,
the trace itself could become difficult to interpret if the number of predictors, and
hence the number of lines on the plot, is large.
2.3.2 kHKB
In their subsequent paper in 1975, Hoerl et al. explain that “once they became
acquainted with [RR], many data analysts wanted an algorithm to choose k.” A
number of such algorithms have been proposed. Hoerl et al. (1975) propose an
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algorithm for the automatic selection of k as
kHKB =
mσˆ2
βˆ
′
βˆ
=
mσˆ2
αˆ′αˆ (2.24)
It should be noted that the latter equality holds, that is, βˆ and αˆ have the same
squared length. The two are related as in Equation (2.9), where multiplication of
α by the orthogonal matrix V preserves the Euclidean norm of α in the product β .
The authors make use of this fact in the justification they propose for their choice
of shrinkage parameter. In Equation (2.24):
σˆ2 =
(y−Xβˆ)′(y−Xβˆ)
n−m =
(y− Zαˆ)′(y− Zαˆ)
n−m (2.25)
The performance of the estimator in Equation (2.24) was demonstrated by Hoerl
et al. using simulation studies. The authors demonstrated that, in correlated data,
estimates βˆ kHKB offer improvement over OLS estimates in terms of MSE.
2.3.3 kLW
Another popular algorithm was introduced by Lawless and Wang (1976) in their
study comparing a number of ridge and other regression estimates. They propose:
kLW =
mσˆ2
D2αˆ′αˆ (2.26)
Lawless and Wang compare their estimator to that of Hoerl et al. and find that both
perform well. In our study, we investigated the use of a shrinkage parameter based
on kLW, but found that this did not perform as well as the shrinkage parameter that
we propose which is based on kHKB.
2.3.4 Generalised cross-validation
Ordinary cross-validation is one possible method to choose the shrinkage parame-
ter. Cross-validation can be computationally expensive. Golub et al. (1979) used
the method of generalised cross validation (GCV), which is less computationally
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expensive than ordinary cross-validation, to obtain an estimate of k based on the
data. They point out the advantage of GCV being that it does not require an esti-
mate of σ2, and thus may be used when n−m is small or n < m. However, GCV
has the same disadvantage as the ridge trace in requiring the RR model be fitted
many times, which is itself computationally intensive for large data sets.
2.3.5 Other proposed methods
Other estimators have also been proposed, for example Saleh and Kibria (1993)
and Muniz and Kibria (2009). However, most of these, and the two examples
above, start from the maximum likelihood estimates βˆ , which do not exist in the
m> n situation that commonly occurs in genetic data.
2.3.6 Constrained maximum likelihood approach
As mentioned in Section 2.1.1, in the linear regression model (Equation (2.3)), the
ordinary least squares estimates of the regression coefficients (Equation (2.4)) are
the maximum likelihood estimates. We parameterise the problem as the minimisa-
tion of the negative log-likelihood:
βˆ = arg min
β
 n∑
i=1
 
yi −
m∑
j=1
βi x i j
!2 (2.27)
Penalised regression methods can be viewed as constrained maximum likelihood
problems. The negative log likelihood is minimised subject to some constraint.
βˆPEN = arg min
β
 n∑
i=1
 
yi −
m∑
j=1
βi x i j
!2
+P  β
 (2.28)
Here, P represents a penalty function, with different penalty functions corre-
sponding to different penalised regression estimators.
In RR, the penalty is on the squared length of the coefficient vector β , or the
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L2 norm. Then, P  β= k∑mj=1 |β2j | and ridge estimates βˆ k are given by:
βˆ k = arg min
β
 n∑
i=1
 
yi −
m∑
j=1
βi x i j
!2
+ k
m∑
j=1
|β2j |
 (2.29)
2.4 Other penalised regression approaches
Some penalised regression methods constrain some elements of the coefficient vec-
tor to be exactly zero, effectively removing these parameters from the model. In
doing so, such methods perform simultaneous variable selection and shrinkage. In
this section we discuss previous work on the use of penalised regression methods
in the analysis of genetic data. Some examples of penalised regression methods
that perform simultaneous variable selection and shrinkage are presented.
The application of penalised regression methods to the analysis of genetic data
has been considered in the literature. Ayers and Cordell (2010) investigated the
performance of a number of penalised regression methods in the analysis of genetic
data, using simulated genetic scenarios covering a range of linkage disequilibrium
patterns and disease locus effect sizes. Their study addressed the problem of cor-
rectly identifying associated SNPs among correlated predictors, and demonstrated
the advantages penalised regression approaches offer over single-SNP analyses.
The authors acknowledge the different considerations needed when fitting mod-
els with the aim of predicting on new data compared to the aim of identifying
associated variants or candidate genes.
Abraham et al. (2013) addressed both the identification of causal SNPs and
the problem of genetic prediction. They compared the performance of a range of
penalised and unpenalised regression methods, including those described in this
section. Using simulation studies, they found that penalised regression methods of-
fered a lower false-positive rate in when identifying causal SNPs; however, univari-
ate methods had higher AUC. In prediction problems, penalised regression meth-
ods generally performed better than univariate methods; studies on simulated data
showed that penalised methods incorporated many non-causal SNPs in the fitted
prediction models. Abraham et al. (2013) did not include RR in the methods they
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compared, and they determined the shrinkage parameters using cross-validation.
2.4.1 LASSO regression
One of the first simultaneous variable selection and shrinkage methods to be pro-
posed was the LASSO (least absolute shrinkage and selection operator, Tibshirani
(1996)). In LASSO regression, the penalty is applied to the absolute length of
the coefficient vector, or the L1 norm, P  β = k∑mj=1 |β j|. LASSO regression
estimates are given by:
βˆ k = arg min
β
 n∑
i=1
 
yi −
m∑
j=1
βi x i j
!2
+ k
m∑
j=1
|β j|
 (2.30)
Some elements of the resultant parameter vector are exactly zero, making LASSO
a variable selection method.
2.4.2 Elastic Net
In the elastic net (Zou and Hastie, 2005b), the penalty is a weighted combination
of the LASSO and ridge penalties. P  β= k1∑mj=1 |β j|+ k2∑mj=1 |β2j |
βˆ k = arg min
β
 n∑
i=1
 
yi −
m∑
j=1
βi x i j
!2
+ k1
m∑
j=1
|β j|+ k2
m∑
j=1
|β2j |
 (2.31)
Whereas LASSO regression will tend to retain one of a group of correlated pre-
dictors in the model, elastic net regression allows all coefficients of group of cor-
related predictors to be non-zero. Lasso regression and RR are both special cases
of the elastic net; a larger ridge penalty (k2) induces greater sparsity in the fit-
ted model. The two penalty parameters in elastic net regression are chosen using
cross-validation.
Friedman et al. (2007) present a “pathwise” approach to fitting penalised re-
gression models which enables fast computation of penalised regression coeffi-
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cients along a path of penalties. This facilitates a visualisation akin to the ridge
trace, plotting fitted coefficients as the penalty changes. The speed of their ap-
proach derives in part from the removal of predictors from the model with in-
creased penalisation, an advantage that does not arise when the ridge penalty is
used.
2.5 Bayesian perspective on penalised regression
Penalised regression models can be considered in a Bayesian framework. Adopting
a Bayesian perspective, the maximum likelihood estimates of the regression coeffi-
cients, Equation (2.27), are equivalent to the maximum a posteriori estimates of the
regression coefficients of a linear model with a noninformative prior distribution
(Gelman et al., 2004). Then, different penalised regression approaches correspond
to Bayesian linear regression with different families of priors on the coefficients.
RR corresponds to independent and identically distributed normal priors on the
regression coefficients:
Prior
 
β

=N  0,σ2/k (2.32)
A normal prior on the regression coefficients corresponds to a prior belief that most
of the coefficients have values close to, but not equal to, zero, with a smaller pos-
itive probability that they lie far from zero. In terms of genetic epidemiology, this
corresponds to a disease model consisting of many genetic variants of small effect
and few with large effect size. Our suggestion is that in terms of prediction, the
estimated effect of genetic variants with no true effect will average out around
zero, but true effect sizes will be retained in the model. Other penalised regression
models correspond to different prior beliefs about the effects. The LASSO corre-
sponds to independent Laplace priors on the coefficients. The Laplace distribution
has point mass at zero, corresponding to the shrinkage effect of LASSO regression.
2.5.1 HyperLasso regression
HyperLasso regression (Hoggart et al., 2008) is related to LASSO regression. Hy-
perLasso corresponds to a normal-exponential-gamma (NEG) prior on the regres-
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sion coefficients. Compared to the Laplace prior, the NEG prior has a sharper peak
and fatter tails, allowing coefficients to take values further from zero whilst im-
posing greater shrinkage on small effect sizes. HyperLasso tends to select only one
of a set of correlated predictors, and performs well in variable selection problems.
However it performs less well in prediction problems, because the sparsity of the
solution discards predictors that may be informative in a prediction setting.
2.6 Comparison of different penalty functions
In Figure 2.1, plots of the negative of the penalty functions for the shrinkage meth-
ods discussed in this chapter are presented. This figure, which is adapted from Ay-
ers and Cordell (2010), shows the shapes of the penalty functions from the LASSO,
RR, EN and HyperLasso. We see the peak at zero of the methods that perform
simultaneous variable selection and shrinkage, coresponding to their estimating
some regression coefficients to be exactly zero.
Figure 2.1: Plots of the negative of various penalty functions, adapted with permis-
sion from Ayers and Cordell (2010). The negative of the penalty is plotted against
the shrinkage parameter for the Lasso, EN, RR; the last plot is the log density of the
NEG prior used in HyperLasso regression. The peaks of each function are at β = 0.
In these plots, for each method, shrinkage parameters was selected to allow the
penalty functions to be plotted on approximately the same scale. Other parameter
values are as in Ayers and Cordell (2010). Figure c© Wiley-Liss Inc, 2010.
2.7 Logistic regression
Binary outcomes often arise in biomedical studies, where they represent, for ex-
ample, disease cases (1) and disease-free controls (0). In this section we introduce
38
the logistic regression model, which is often used to analyse data with binary out-
comes. We then present ridge logistic regression and the shrinkage parameters
that have been proposed for that model. We briefly discuss other penalised logistic
regression models.
In the logistic regression model, X is an n×m matrix of predictors, as before,
and xi is the i
th row of the matrix X. In this model, y is an n-dimensional vector
of binary dependent variables, taking values 0 or 1. The probability of the ith
dependent variable taking the value 1 is related to the independent variables xi as
Pr(yi = 1|xi) = Pr(xi) = exp
 
xiβ

1+ exp
 
xiβ
 (2.33)
β is a m-dimensional vector of regression coefficients, β =
 
β1, . . . ,βm
′.
2.7.1 Maximum likelihood estimates
The log-likelihood of the parameters β in the model given in Equation (2.33) is
given by
`
 
β

=
n∑
i=1

yiln
 
Pr(xi)

+
 
1− yi ln 1− Pr(xi)	 (2.34)
The maximum likelihood estimates of the logistic regression coefficients cannot be
found in closed form. Instead, numerical methods such as the Newton-Raphson
algorithm are normally used.
2.7.2 Ridge logistic regression
In common with linear RR, logistic RR penalises the maximum likelihood estimates
of the regression coefficients, with the penalty being on the squared length of the
coefficient vector:
`
 
β k

= `
 
β
− k|β |2 (2.35)
2.7.3 Choice of ridge parameter in logistic RR
Lee and Silvapulle (1988) evaluated different methods of choosing the shrinkage
parameter in logistic RR. They considered logistic RR analogues of the kHKB and
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kLW, and concluded that the shrinkage parameter derived from kHKB is the “best”,
a conclusion also reached by Schaefer et al. (1984). Lee and Silvapulle also rec-
ommend the use of the ridge trace as a diagnostic tool to identify the coefficients
most affected by correlation in the predictors.
2.7.4 Other penalised logistic regression models
LASSO regression (Wu et al., 2009), HyperLasso regression (Hoggart et al., 2008)
and the Elastic Net (Zou and Hastie, 2005b) have all been applied to the logistic re-
gression model. Penalised regression approaches are also used for other statistical
models, such as the Cox model (Tibshirani, 1997).
2.8 Summary
When we approach penalised regression from a frequentist perspective and think
about stabilising the correlation matrix or constraining the likelihood, we are im-
plicitly placing a prior on the parameter estimates from a Bayesian point of view.
In RR, a normal prior is implied, with the prior variance defined by the shrinkage
parameter we choose. Previously proposed methods to choose the shrinkage pa-
rameter have used MSE as the measure of good performance. In the chapter which
follows, we aim to determine a shrinkage parameter that performs well when the
aim is good predictive performance.
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Chapter 3
A semi-automatic method to guide the
choice of the ridge parameter in ridge
regression
In this chapter we present an method to choose the shrinkage parameter in ridge
regression based on the data, with the aim of good performance in prediction
problems. A theoretical justification for the method we propose is presented, and
algorithms are given for the application of the method to both linear and logistic
RR.
3.1 Choice of penalty parameter
As discussed in Section 2.3, the amount of penalisation in RR is controlled by the
shrinkage parameter, k. A larger value of k leads to coefficient estimates βˆ k that
are closer to 0, and a smaller value of k leads to coefficient estimates that are closer
to the OLS estimates.
The penalty parameter that we propose is based on two observations about
the shrinkage parameter suggested by Hoerl et al. (1975), referred to as kHKB,
described in Section 2.3. We observe that
1. kHKB is based on the ‘ideal’ ridge estimator, defined through the true (but
unknown) regression coefficients, which are calculated when the model has
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been transformed into canonical form; and
2. RR coefficients can be derived by shrinking the coefficients from a PCR in-
cluding all the components, in proportion to their corresponding eigenvalues
(Hastie et al., 2009).
3.1.1 Ideal ridge estimator
To recall (from Section 2.3, Equation (2.24)):
kHKB =
mσˆ2
βˆ
′
βˆ
=
mσˆ2
αˆ′αˆ
In their paper proposing kHKB, Hoerl et al. (1975) discuss results presented in
Hoerl and Kennard (1970a). In their earlier paper they show that, if X′X = I, then
the minimum MSE is obtained in a generalised RR where the jth shrinkage parame-
ter k j =
σ2
α2j
. kHKB is obtained by taking the harmonic mean of these ‘ideal’ shrinkage
estimators (Hoerl et al., 1975), replacing σ2 and α j with their OLS counterparts.
Genetic data, and other high-dimensional biological data sets such as those gen-
erated using ’omics technologies, are often highly correlated. By finding principal
components, highly correlated and high-dimensional data can usefully be repre-
sented in a lower dimensional-space. PCA has been used in population genetics
to identify population structure in the data (McVean, 2009), and in other ’omics
technologies such as metabolomics (Coen et al., 2008).
We observed that the αˆ j in kHKB are the coefficients in a PCR. Whilst the OLS
regression coefficients are not defined for a regression situation with more predic-
tors than observations, which is often the case for genetic data, PCR coefficients
are defined in such cases. Therefore, we propose using the first few components
from a PCR in computing our shrinkage estimator.
3.1.2 Relationship between RR and PCR
As discussed in Section 2.2.4, RR coefficients can be derived by shrinking the coeffi-
cients from a PCR including all the components, in proportion to each component’s
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corresponding eigenvalues. Coefficients corresponding to components which ex-
plain a smaller proportion of variance in the data are shrunk more. Hastie and
Tibshirani (1990) define the degrees of freedom for variance of a penalised re-
gression fit. In PCR, the degrees of freedom for variance are equal to the number
of components retained in the model; in RR, the degrees of freedom for variance
depend on the ridge parameter. By restricting the degrees of freedom for variance
in a ridge regression fit to be the same as for a corresponding PCR we can develop
a model with the same prediction variance as a PCR. In situations that commonly
arise in GWAS, this results in a model with smaller bias than the corresponding
PCR. This is because whilst PCR discards the information in the components not
used in the model, RR ‘spreads out’ the shrinkage across all components, thus mak-
ing more efficient use of the degrees of freedom for variance. The components that
explain less of the variance in the data are penalised more. The result is a model
with smaller average prediction error.
3.2 Proposed penalty parameter
In Section 3.1 we notice that, whilst the ridge parameter kHKB cannot be computed
when the data have more predictors than observations, it is possible to compute
a shrinkage parameter based on the PCR coefficients of the data. Thus, based on
kHKB we propose kr:
kr =
rσˆ2r
αˆ2r
(3.1)
where
σˆ2r =
(y− Zrαˆr)′(y− Zrαˆr)
n− r (3.2)
and Zr and αˆr contain the first r columns and the first r elements of Z and αˆ
respectively.
Before kr can be used in practice, we must decide the number of PCs, r, to use
in its calculation.
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3.2.1 Should we use the maximum number of PCs, or somewhat
fewer?
We address whether it is more useful to include all non-zero PCs (of which there
are at most t =min(n, m)), or to include fewer than all the non-zero PCs.
To this end, we reanalyse the data considered by Hoerl et al. (1975). We extend
their results to compare the shrinkage parameter kr to kHKB. The data being reanal-
ysed are a ten-factor dataset consisting of 36 observations. These data were first
discussed by Gorman and Toman (1966) and are described in Daniel et al. (1999).
They relate to the search for a formula to fit data taken from routine operation
records for a petroleum refining unit.
Following the approach taken by Hoerl et al. (1975), we use the ten-factor
dataset as a design matrix in a simulation study. In each replicate, a vector of re-
gression coefficients with a specified squared length is simulated. As in Hoerl et al.
(1975) we find that, subject to normalisation, our results are not sensitive to this
value. Response variables are simulated at a range of signal-to-noise ratios. For
each signal-to-noise ratio, 1000 replicates are simulated, and results are reported
as an average of these. Hoerl et al. (1975) tabulate the MSE under both the linear
and ridge models and report the percentage of replicates linear regression gives
rise to estimates βˆ with smaller MSE than ridge estimates βˆ kHKB with kHKB defined
as in Equation (2.24). Following this approach, in Figure 3.1 we plot the percent-
age of replicates that kr results in ridge estimates βˆ kr with smaller MSE than the
estimates obtained using the shrinkage parameter kHKB. From this figure we see
that, when the signal to noise ratio is not too low, estimates of βˆ with smaller MSE
are obtained using kr with r < m than when using kHKB.
With evidence that using kr with r < m as a shrinkage estimator can result in
improved estimates of βˆ compared to when kHKB is used, our method is naturally
extensible to data with more predictors than observations (m > n). Whilst OLS
estimators are not defined when there are more predictors than observations, the
eigenvectors and corresponding eigenvalues of the correlation matrix can be deter-
mined, and the first r of these used to compute kr . Again, we need to determine
whether inclusion of all nonzero PCs results in estimates with smallest prediction
error or whether smaller prediction error is obtained when using the first r PCs,
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Figure 3.1: Comparing the mean-squared error of ridge regression estimates ob-
tained using the shrinkage parameter kr to those obtained using the shrinkage
parameter kHKB. Plotted are the proportion of replicates that using kr results in
smaller MSE than the estimates fitted using kHKB (equivalent to kr with r = m).
r < n. In Table 3.2 we report average prediction squared error (PSE) when kr is
calculated using different numbers of PCs, in simulated genetic data with more pre-
dictors than observations. Because results are averaged over ten replicates, instead
of reporting PSE at different values of r, we report PSE at different cumulative
proportions of variance explained by the the PCs, because in different replicates
the correlation structure, and thus the proportion of variance explained by a given
number of principal components, differs. We see that minimum PSE is obtained
when fewer than the maximum number of PCs are used to compute kr .
3.2.2 Semi-automatic choice of k
We are interested in the predictive performance of a model on independent test
data. For a regression fit which can be expressed in the form of Equation (2.14),
PSE can be written as:
PSE= σ2+
tr(HH′)
n
σ2+
b′b
n
(3.3)
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where b = y− Xβˆ is the bias, the distance between the fitted estimates and the
true ones (Hastie and Tibshirani, 1990). The first term measures the (unavoidable)
noise in y, the second measures variance in the prediction estimates.
3.2.2.1 Different definitions of degrees of freedom
OLSR, RR and PCR all result in models of the form given in Equation (2.14). For
models that can be expressed in this form, Hastie and Tibshirani (1990) discuss
different definitions of degrees of freedom. They introduce:
tr(H) The effective number of parameters, giving an indication of the amount of
fitting that H does.
tr(HH′) The effective degrees of freedom for variance.
tr(2H−HH′) The effective number of parameters in the degrees of freedom for
error.
In OLSR, RR and PCR it can be shown that tr(HH′) ≤ tr(H) ≤ tr(2H−HH′)
(Hastie and Tibshirani, 1990). In OLSR, all three definitions of degrees of free-
dom reduce to to m, the number of parameters in the model. In PCR, all three
definitions reduce to r, the number of components retained in the PCR.
In RR with k > 0, the three definitions take values that follow the inequalities
tr
 
HH′
≤ tr(H)≤ tr 2H−HH′ (3.4)
Proof.
H= X
 
X′X+ kI

X′
= UDV′

VD2V′+ kI

VD′U′
= UDV′

V(D2+ k)V′

VD′U′
= U

D2/(D2+ k)

U′
tr(H) is the sum of the t diagonal elements of H. Each element is less than or
equal to 1. tr(HH′) is also the sum of t diagonal elements, this time of tr(HH′), and
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each of which is the square of the corresponding diagonal element of tr(H). These
diagonal elements each take a value between 0 and 1, thus the sum of their squares
is less than or equal to the sum of the original elements. A similar argument holds
for the diagonal elements of tr(2H−HH′), where the sum is greater than or equal
to the sum of the diagonal elements of H. Here, let d2j = λ j:
tr(H) =
t∑
j=1
λ2j/(λ
2
j + k) t =min(n, m)
tr
 
HH′

=
t∑
j=1
λ4j/(λ
2
j + k)
2
tr
 
2H−HH′= t∑
j=1
λ2j (λ
2
j + 2k)/(λ
2
j + k)
2
COROLLARY: For a fixed value of the degrees of freedom, kHH′ < kH < k2H−HH′
where kHH′ is k such that tr(HH′) = r, kH is k such that tr(H) = r and k2H−HH′ is k
such that tr(2H−HH′) = r (for the same value of r in all three cases).
Proof. We seek kH and kHH′ such that:
t∑
j=1
λ2j/(λ
2
j + kH) =
t∑
j=1
λ4j/(λ
2
j + kHH′)
2 = r
For each diagonal element j = 1 . . . t:
λ2j (λ
2
j + kHH′)
2 = λ4j (λ
2
j + kH)
Which simplifies to
(2+
1
λ2j
)kHH′ = kH
(2+ 1
λ2j
)> 0 so kH > kHH′
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An analogous argument shows that k2H−HH′ > kH.
The larger the value of k, the further the ridge estimates are from the OLS es-
timates, as expressed in Equation (2.22). This relationship holds when the ridge
estimates are returned to the orientation of the data by the relationship in Equa-
tion (2.9).
In RR with k > 0, the three definitions of degrees of freedom follow the inequal-
ities given in Equation (3.4). For each of the definitions, it is possible to choose
the ridge parameter such that the degrees of freedom equal some specified value.
Thus, choosing k such that tr(HH′) = r (among the three definitions of degrees
of freedom) results in regression coefficient estimates that are closest to the OLS
estimates.
In Section 2.2.4 we presented expressions for H in OLSR, RR and PCR. In OLSR,
tr (HH′) = m, the number of parameters in the regression fit. The aim in penalised
regression is to reduce the variance whilst introducing a little bias, keeping the
overall PSE lower than that of OLSR. In PCR, tr (HH′) = r, the number of compo-
nents used in the penalised regression fit.
In RR, it is straightforward to find a shrinkage parameter k such that tr (HH′) =
r where r is any specified value, by noting that tr (HH′) =
∑m
j=1
λ2j
(λ j+k)2
and us-
ing numerical methods to find k. Thus, we can compare PCR and RR in terms
of prediction error when the variance,
tr(HH′)
n
σ2, is equal in both models. With
Var( yˆ) = σ2 fixed, we are only interested in the bias term and we can find an
expression for this also, by noting that:
b=

X−XGX′Xβ (3.5)
In OLSR, the estimates are unbiased (b = 0). In a simulation study with β
known, we can compare the bias in RR and PCR when the variance of the fitted yˆ
in each model is fixed such that tr (HH′) = r.
In PCR, the coefficients of the first r PCs are their least squares counterparts;
the coefficients of the remaining components are set to zero. Thus the bias is the
difference between zero and the least squares estimate of the coefficient of the
r + 1 . . . t th components, where t = min(n, m) is the maximum number of PCs.
In RR the bias is more ‘spread out’ among the t components as the least squares
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estimate of each coefficient is ‘shrunk’ by
λ j
λ j+k
.
We illustrate this using a simulation study. The patterns of predictors and coeffi-
cients used by Zou and Hastie (2005a) are used here, to cover a range of parameter
values and correlation structures. All scenarios comprise more observations than
predictors; nonetheless they illustrate the bias-variance decomposition of the PSE.
The error in y is accounted for by other terms in the prediction error; therefore
in calculating the bias we consider only the predictors and coefficients. The four
regression scenarios are detailed in Table 3.1. In Figure 3.2, we plot b′b/n using
b defined as in Equation (3.5) for r = 1, . . . , t. We see that for regression scenar-
ios (1), (3) and (4) in Table 3.1, the bias is typically lower for RR than for PCA.
The only scenario in which PCA has lower bias than RR is scenario (2), where
there is moderate correlation among the predictors but all the coefficients have
the same effect size, a situation that is unlikely to arise in genetic data. We can
see the smooth decrease in the bias with RR whereas in PCR the bias decreases
in a stepwise manner, with each step corresponding to the inclusion of one more
component in the model. As r approaches t, the fitted coefficients approach their
least squares counterparts and the bias approaches 0, its value in OLSR.
Table 3.1. Four simulation scenarios used in the evaluation of the bias-variance decomposition.
scenario n m β Structure of X
(1) 100 8 (3,1.5, 0,0, 2,0, 0,0) corr
 
i, j

= 0.5|i− j|
(2) 100 8 0.85 for all j corr
 
i, j

= 0.5|i− j|
(3) 50 40 β j =
¨
0 j = (1, . . . , 10,21, . . . , 30)
1 j = (11, . . . , 20,31, . . . , 40) corr
 
i, j

= 0.5 for all i and j
(4) 50 40 β j =
¨
0 j = (1, . . . , 15)
1 j = (16, . . . , 40)
x j =Q1 + εxj , Q1 ∼N (0,1) j = 1, . . . , 5
x j =Q2 + εxj , Q2 ∼N (0,1) j = 6, . . . , 10
x j =Q3 + εxj , Q3 ∼N (0,1) j = 11, . . . , 15
x j ∼N (0, 1) j = 16, . . . , 40
The simulation scenarios are taken from Zou and Hastie (2005b).
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Figure 3.2: Bias

b′b
n

in PCR and RR in regression scenarios (1), (2), (3) and (4)
(Table 3.1), at different values of r.
3.2.3 Algorithm to compute kr
Here we summarise the algorithm to compute kr based on the data.
1. Calculate the eigenvectors and eigenvalues of X′X, as in Equation (2.6):
X′X= VD2V′
2. Compute the PCs of X as Z= XV, and the PCR coefficients as
αˆ= D−2Z′y
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3. For r = 1, . . . , t, compute kr as
kr =
rσˆ2r
αˆ′rαˆr
where αˆr is the r-length vector of the first r PCR coefficients, Zr are the first
r columns of Z, and
σˆ2r =
(Y− Zrαˆr)′(Y− Zrαˆr)
n− r
4. Among possible values of r, choose the value that minimises
r −
t∑
j=1
d4j
d2j + kr
2
5. Computed kr using the chosen value of r ridge estimates, and use that to
compute the fitted ridge coefficients:
βˆ kr =
 
X′X+ krI

X′y
3.3 Ridge logistic regression
In Section 2.7, we introduced the logistic regression model, which is commonly
used when data have binary outcomes, and we extended the logistic regression
model to logistic RR. As we discussed there, Schaefer et al. (1984) introduced a
‘Ridge type’ estimator and demonstrated that, when predictor variables are collinear,
this will result in coefficient estimates with smaller MSE than the maximum likeli-
hood estimates. The ridge penalty proposed by Schaefer et al. (1984) is
k =
m
βˆ
′
βˆ
(3.6)
In extending the ridge penalty that we proposed to the logistic model, we use
increasing numbers of PCs in a principal components logistic regression (PCLR)
to compute the shrinkage parameter and degrees of freedom. For a PCLR using r
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components, the corresponding penalty is calculated as
kr =
r
αˆ′rαˆr
where αˆr is the vector of r regression coefficients computed using PCLR.
To estimate the effective degrees of freedom of the logistic regression model,
we used the trace of the square of the hat matrix (as in linear regression). The hat
matrix is calculated as:
H=
 
X′WX+ kI
−1 X′WX
where W = diag(pˆi(xi)(1− pˆi(xi))). pˆi(xi) are the fitted probabilities. As in linear
RR, we compute the effective degrees of freedom for variance as tr (HH′).
3.3.1 Algorithm to compute kr in ridge logistic regression
Here we describe the algorithm to compute kr in ridge logistic regression:
1. Calculate the principal components of X as in steps 1-2 of the algorithm for
continuous traits.
2. For r = 1, . . . , t, compute kr as
kr =
r
αˆ′rαˆr
Here, αˆ is the r-length vector of the first r principal components logistic
regression (PCLR) coefficients, as in Aguilera et al. (2006). Briefly, PCLR
coefficients are computed using a subset of the principal components of the
predictors as covariates in a logistic regression model.
3. Calculate the degrees of freedom of the ridge logistic regression model fit-
ted using kr as the shrinkage parameter, and choose the number of PCs to
minimise the difference between r and the degrees of freedom of the corre-
sponding fitted ridge logistic regression model.
4. Use the corresponding shrinkage parameter kr in a ridge logistic regression
model fitted on the full data set in its original orientation.
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3.4 A Bayesian perspective: A prior on the number of
components
Ridge regression has a Bayesian interpretation (Hsiang, 1975). RR coefficients
are the maximum a posteriori estimates in a regression setting where, using the
canonical form of the linear regression model:
y∼N Zα,σ2I (3.7)
Further, we assume that elements of α are exchangeable and have a prior distribu-
tion
α j ∼N

0,σ2α

(3.8)
Then, a Bayes estimator for α is α∗, (Lawless and Wang, 1976) with
αˆ∗j =
λ j
λ j +
σ2
σ2α
αˆ j (3.9)
If we estimate σ2 by σˆ2 as in Equation (2.25), and set σ2α equal to
αˆ′αˆ
m
, then we
obtain the ridge estimator kHKB (Equation (2.24)) of Hoerl et al. (1975). To obtain
the proposed estimator kr (Equation (3.1)), we estimateσ
2 by σˆ2r (Equation (3.2)),
and set σ2α equal to
∑r
j=1 αˆ
2
j
r
.
To continue with the estimation of α from a Bayesian perspective, we can put
a prior on the number of components, r. Then, the marginal prior on α becomes
α|X,y∼N
 
0,
m∑
r=1
Pr (R= r)σ2αr
!
(3.10)
We considered the effect of different prior distributions on r on the marginal
prior on α. Simulation studies showed that the use of the proposed estimator kr
with r chosen such that r = tr (HH′) results in a ridge regression estimator that
shrinks the coefficients more than when a uniform prior on r, Pr (R= r) = 1
min(n,p)
,
was used in Equation (3.10) (results not shown).
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3.5 Simulation study
Using simulation studies, we first sought a rule for the number of PCs, r, to use
to compute kr . We then compared the predictive performance of RR models fitted
using kr to that of competing regression approaches that can be applied to high-
dimensional data.
3.5.1 Simulated data
Simulated SNP data were generated using the software FREGENE (Chadeau-Hyam
et al., 2008; Hoggart et al., 2007) as a panmictic population of 21,000 haplo-
types. FREGENE simulates the forwards-in-time evolution of sequence-like genetic
data. The forward-in-time simulation allows demographic and selection scenar-
ios to be implemented and recombination to be modelled. We used a region of
approximately 7Mb, containing 20,000 SNPs with minor allele frequency (MAF)
> 1%. The simulated data are available for download (http://www.ebi.ac.uk/
projects/BARGEN/). FREGENE simulates sequence-like data, which may differ
from the SNP data obtained from a GWAS in terms of allele frequency or patterns
of linkage disequilibrium (LD). Data from two GWAS is analysed in the real data
example in Section 3.6.
Genotype and corresponding phenotype data were simulated with both con-
tinuous and binary outcomes, analysed using linear and logistic regression respec-
tively. Each replicate consisted of 1,000 training individuals and 500 test indi-
viduals, and results were averaged over ten replicates. Data were generated and
analysed as follows:
• Continuous outcomes analysed using linear regression. 200 SNPs with MAF
10 - 15 % were randomly selected to be causal SNPs; these causal SNPs were
assigned an effect size drawn from a uniform distribution U[0.05,0.1]. All
other SNPs were given an effect size of 0. Thus the vector of effect sizes, β , of
length 20,000, contained 200 non-zero elements. Genotypes were generated
by summing two randomly selected haplotypes. Responses were generated as
Y= Xβ+ε,ε iid∼N (0,1). Model performance was evaluated using prediction
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squared error (PSE) over the test data:
PSE=
1
n
n∑
i=1
 
yi − Yˆi2 (3.11)
where Yˆi is the fitted outcome of the i
th individual.
• Binary outcomes analysed using the logistic model. 200 SNPs with MAF
10 - 15 % were randomly selected to be causal SNPs; these causal SNPs
were assigned an effect size on the log odds ratio scale drawn from a uni-
form distribution U[0.1, 0.5], corresponding to an multiplicative increase in
the odds ratio of 1.1 to 1.6 for each additional minor allele at the causal
SNP. Case-control outcomes were generated by randomly selecting two hap-
lotypes which were summed to generate a simulated genotype. The prob-
ability of an individual with that genotype being a case was generated as
Pr
 
yi = 1|xi = exp(−5+ x′iβ)/(1+ exp(−5+ x′iβ)), and that individual’s
case-control status was determined randomly according to this probability.
This process was repeated until the required (equal) number of cases and
controls was obtained.
For the data with binary outcomes, predictive performance was measured
using classification error, as in Cessie and Houwelingen (1992):
CEi =
 0 yi = 0, pˆi(xi)< 0.5||yi = 1, pˆi(xi)> 0.512 pˆi(xi) = 0.5
1 yi = 1, pˆi(xi)< 0.5||yi = 0, pˆi(xi)> 0.5
(3.12)
Here, pˆi(xi) is the estimated probability that the ith individual is a case based
on his genotypes, that is pr
 
yi = 1|xi. We take the average CE:
Average CE=
1
n
n∑
i=1
CEi (3.13)
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3.5.2 Simulation study results
First, we considered the performance of kr in prediction problems when different
numbers of PCs were used to compute it. In different simulation replicates, PCs
explain different proportions of variance. Therefore, instead of comparing results
at different values of r, we compare performance and different proportions of vari-
ance explained. Table 3.2 shows prediction squared error or classification error at
different proportions of variance explained. The column headings are as follows:
MAX: r is the maximum number of PCs where the corresponding eigenvalues are
non-zero. CV: kr with r chosen using the PRESS statistic (De Iorio et al., 2008).
The PRESS statistic uses cross-validation to determine the number of PCs to retain,
discarding the PCs that represent mostly noise. Subsets of the data are repeatedly
held out and the held-out data are predicted using increasing number of PCs of
the retained data. The idea is to choose the number of PCs to minimise the er-
ror in predicting the held-out data, over all folds of the cross-validation. DofF:
A RR model fitted using kr chosen such that tr(HH′) = r, with H defined as in
Equation (2.19). We see that the best predictive performance is obtained when
somewhat fewer than the maximum number of PCs is used to compute kr . Of
the rules we investigated, choosing r such that tr(HH′) = r offers marginally best
predictive performance.
In Figure 3.3 we plot the fitted RR coefficients with different values of r used to
compute kr . These plots are taken from one simulation replicate with continuous
outcomes. The number of components chosen using tr(HH′) = r is indicated and
a causal variant is highlighted. We see that using this rule to choose r results in
a shrinkage parameter in a region of the ridge trace where the RR coefficients are
stable and do not change much with further increases in the number of principal
components.
Having demonstrated that the rule of choosing r such that tr(HH′) = r performs
well among different ways to choose r, we compared the performance of RR using
kr to four competing methods of fitting prediction models to high dimensional
data:
1. Univariate linear or logistic regression was used to estimate the strength of
association of each predictor variable with the outcome. A proportion of the
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Table 3.2. Prediction squared error using r with different proportions of variance
explained.
Proportion of variance explained (%) RR parameter
10 50 70 90 MAX CV DofF
Continuous outcomes (mean PSE) 1.24 1.23 1.23 1.27 3.20 1.24 1.23
(sd) (0.06) (0.05) (0.05) (0.06) (0.87) (0.05) (0.05)
Binary outcomes (mean CE) 0.46 0.47 0.47 0.47 0.47 0.47 0.46
(sd) (0.03) (0.03) (0.03) (0.04) (0.03) (0.03) (0.03)
MAX - r is the maximum number of PCs where the corresponding eigenvalues are non-zero. CV - r chosen using cross-
validated PRESS statistic; DofF - r chosen based on degrees of freedom (see main text)
0 50 100 150 200
−
0 .
0 1
0
−
0 .
0 0
5
0 .
0 0
0
0 .
0 0
5
Ridge trace
number of principal components used to compute k r
e
s t
i m
a t
e d
 c
o e
f f i
c i e
n t
automatically chosen number of components
coefficient estimates of causal variant
Figure 3.3: Ridge trace showing estimated regression coefficients estimated using
kr computed using different numbers of PCs. The x-axis shows the number of PCs
used to compute kr . The vertical dotted line indicates that our proposed method
of choosing the number of components, r, chooses a ridge parameter in the region
where ridge estimates stabilise. The black line indicates a causal variant. Plotted
are the first 100 SNPs of the 20,000 in one simulation replicate, with continuous
outcomes.
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predictor variables that were most strongly associated with the outcome in
univariate tests were included in a multiple regression model. When more
than one predictor was in high LD and both predictors cannot be included in
a multiple regression model simultaneously, only one of the correlated pre-
dictors was included. Because in real applications the number of causal vari-
ables is not known a priori, we evaluated the predictive performance when a
range of proportions of predictors were included in the multiple regression.
2. RR with the ridge parameter chosen using tenfold cross-validation (RR-CV).
3. HyperLasso regression (HL, Hoggart et al. (2008)) is a penalised regres-
sion method that simultaneously considers all predictor variables in a high-
dimensional regression problem. HyperLasso was originally applied to the
problem of identifying causal variables when predictors are correlated, but
it was shown that by using a less stringent threshold for inclusion of pre-
dictors in the model, HyperLasso could be used to address the problem of
prediction. In order to obtain good predictive performance, it is necessary to
relax the penalty so that sufficient coefficients are estimated as non-zero. The
penalty in HyperLasso regression is such that, among a group of correlated
predictors, only one coefficient will be estimated as non-zero. This is a disad-
vantage in prediction using genetic data, where several correlated predictors
may contain information that is useful for prediction even if if they are not
all causal variables. HyperLasso requires the specification of two parame-
ters to control the amount of shrinkage. Following Eleftherohorinou et al.
(2009) the shape parameter in HyperLasso regression was fixed to 3.5 and
the penalty parameter was chosen using ten-fold cross-validation.
4. Elastic net (EN, Zou and Hastie (2005b)) is a penalised regression method
that combines the ridge and LASSO penalties. EN requires two parameters,
one to control the relative weights of the ridge and lasso penalties and one
to control the amount of shrinkage. EN models were fitted using the R pack-
age glmnet (Friedman et al., 2010) and the parameters were chosen using
tenfold cross-validation.
Results are presented in Table 3.3. In this regression problem, a realistic simu-
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lation of risk prediction in genetic data, RR outperforms the competing penalised
regression methods, EN and HL. Using univariate variable selection followed by
multiple regression, the best performance was obtained when the number of pre-
dictors included in the model was equal to the number of non-zero regression
coefficients when the data were generated, a proportion that would not be known
in practice. In HyperLasso regression, CV to choose the penalty parameter was
computationally demanding. We found in order to obtain the best predictive per-
formance a relaxed penalty was necessary. CV to choose the parameters for the
elastic net showed that that more than half of the time the alpha parameter was
set to zero, which makes EN equivalent to RR (Friedman et al., 2010). The CV
choice of the parameter that controls the amount of shrinkage of the regression
coefficients resulted in a large parameter being chosen, implying strong shrinkage.
Together, the CV choice of EN parameters results in the equivalent of an RR with
the regression coefficients shrunk close to zero. This reflects the structure of the
data with many predictors of small effect. RR-CV and RR-kr offer approximately
equivalent predictive performance. Whilst tenfold CV is feasible for a dataset of
this size, fitting an RR model on GW data (as in Section 3.6) using the coordinate
descent algorithm described in Chapter 5 took so long as to make cross-validation
on GW data infeasible. (On an iMac with a 2.8 GHz Intel Core i7 processor and
16 GB of RAM, running R 2.15.1 (64-bit) and GSL-1.14 fitting an RR model to
genome-wide SNP data consisting SNP data on 4,727 individuals at 336,044 SNPs
took approximately 20h.) Thus the method we propose is computationally more
straightforward than competing penalised regression methods, is applicable when
the number of predictors exceeds the number of observations, and offers predictive
performance that matches that of tenfold CV, whilst being computationally feasible
for genome-wide SNP data.
3.6 Bipolar Disorder Data
We evaluated our method using real SNP data taken from two GWAS of Bipo-
lar Disorder (BD). BD is a complex neurobehavioral phenotype, characterised by
episodes of mania and depression. The lifetime prevalence of BD is estimated to be
in the region of 1%, and the heritability of BD has been estimated to be as high as
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Table 3.3. Prediction error comparison when data contain 200 causal variants with small effect
size
Univariate RR-CV HL EN RR-kr
% of SNPs ranked by univariate p-value 0.1% 0.5% 1 % 3% 4%
Continuous outcomes (mean PSE) 1.51 1.55 1.54 2.21 3.93 1.22 2.41 3.26 1.23
Binary outcomes (mean CE) 0.49 0.48 0.48 0.49 0.50 0.46 0.50 0.48 0.46
RR (CV) - RR with the shrinkage parameter chosen using tenfold cross-validation; HL - HyperLasso; EN - Elastic Net; RR kr - RR with the
shrinkage parameter kr
85 % (McGuffin et al., 2003). A number of loci have been identified as associated
with BD; however replication studies have not always been successful (Alsabban
et al., 2011). It is thought that many genes of small effect contribute to the lia-
bility to develop BD. This hypothesis has been offered as an explanation for the
underwhelming findings from BD GWAS (Serretti and Mandelli, 2008).
We used data from the WTCCC (WTCCC, 2007) to fit models to predict BD
status. We evaluated these models using an independent test data set, a GWAS of
BD from the Genetic Association Information Network (GAIN) (Smith et al., 2009).
Before the model was fitted and evaluated, data were pre-processed and quality
control checks were performed following the documented procedures accompany-
ing each data set. Briefly, individuals and genotype calls that had been identified as
poor quality by the WTCCC were removed from the data. Missing genotypes were
imputed using Impute2 (Howie et al., 2009), with genotypes with the highest pos-
terior probability being used in the analysis. For the GAIN data, only individuals
with European ancestry and unambiguous phenotype were used in the test data.
Pre-imputation quality control involved removing one of each of pairs of individu-
als identified as related in the data, removing invariant SNPs, SNPs with call rate
< 98%, and SNPs with Hardy-Weinberg p-value < 1e−4. Individuals identified as
outliers by the program EIGENSTRAT (Price et al., 2006) were removed from their
respective datasets.
Following quality control, the WTCCC data comprised 1841 cases and 2886
controls, and the GAIN data comprised 995 cases and 1025 controls. In order to
evaluate the predictive models, it was necessary to have the same predictors (SNPs)
in both the training and test data sets. Approximately 300,000 autosomal SNPs that
were common to both datasets were used in the analysis. PLINK v1.07 [http:
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//pngu.mgh.harvard.edu/~purcell/plink/, Purcell et al. (2007)] was used
for pre-imputation quality control and data preparation steps.
Having obtained directly typed and imputed SNPs such that we had the same
SNPs in the two datasets, predictive models were fitted. In these data with a
binary outcome, the logistic model was used to describe the relationship between
genotypes and disease status.
In performing variable selection followed by multiple regression, instead of
including a pre-defined proportion of all predictor variables in the multiple regres-
sion model, we chose a significance threshold (p-value cutoff) for a variable to be
included. We evaluated predictive performance at a range of p-value thresholds.
In HyperLasso regression, as before, we fixed the shape parameter as 3.5 and chose
the penalty parameter using tenfold cross-validation.
Regression coefficients were estimated using RR, with shrinkage parameter kr
as in Equation (3.1). Results are presented with r chosen such that the degrees
of freedom for variance of the resultant model is equal to the number of compo-
nents used in the computation of kr . In order to prevent local regions of high LD
overwhelming the principal components, the training data were thinned to 1 SNP
every 100kb before choosing the number of principal components and computing
kr . This thinning of the data was evaluated in the simulation studies in the previ-
ous section, but thinning did not affect predictive performance in that case (results
not shown). Fitted coefficients were subsequently estimated on the full set of SNPs.
Results comparing the predictive performance of our proposed method with
that of models based on univariate tests of significance and models fitted using
HyperLasso regression are presented in Table 3.4. In models fitted using univari-
ate variable selection followed by multiple regression, relaxing the significance
threshold for inclusion of a SNP in the model quickly lead to more SNPs reaching
the threshold than there are observations in the data. With more predictors than
observations, a multiple regression model cannot be fitted. Thus when using the
univariate variable selection approach, we necessarily discard information in the
large number of SNPs that are moderately associated with outcome. HyperLasso
regression presents the problem of the choice of the two penalty parameters which
control the amount of shrinkage. Choice of the parameters by cross-validation is
computationally intensive, becoming unfeasibly so for large data sets such as this
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Table 3.4. Prediction error comparison in Bipolar Disorder
data
Univariate HL RR-kr
p-value threshold 10−5 10−7 10−10
Mean classification error 0.489 0.491 0.490 0.492 0.465
Logistic RR models were fitted on WTCCC-BD data. Results are reported as mean
classification error over the GAIN-BD data..
one. Our method has the advantage of not requiring cross-validation and offering
improved predictive performance. Again we see that our proposed estimator offers
good predictive performance in comparison to other regression approaches as well
as having computational advantages.
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Chapter 4
Significance testing in ridge regression
In this chapter, we present tests of significance for both linear and logistic ridge
regression coefficients. We extend a previously suggested significance testing ap-
proach to linear RR models with more predictors than observations, and propose
a novel significance test for logistic RR models. The proposed tests are evaluated
in simulation studies, and a real data example is presented. We conclude this
chapter by illustrating how our significance tests enable RR to be used with stabil-
ity selection, a method that combines subsampling with high-dimensional variable
selection.
4.1 Variable selection in ridge regression
As we discussed in Chapter 2, among penalised regression approaches RR has been
shown to offer good predictive performance (Frank and Friedman, 1993). Other
penalised regression methods that we discussed in that chapter, such as LASSO
regression (Tibshirani, 1996), HyperLasso regression, (Hoggart et al., 2008), or the
Elastic Net (Zou and Hastie, 2005b), perform simultaneous variable selection and
shrinkage. These methods estimate some regression coefficients to be exactly zero
and effectively remove the corresponding predictors from the model. In contrast,
RR is not a variable selection method. RR coefficient estimates are non-zero for all
predictors.
In a GWAS, the aim is to identify the strength of association between each
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predictor and the outcome. Strongly associated SNPs could aid the identification
of causal variants, which, as well as being useful in risk prediction, could indi-
cate potential novel drug targets in the form of nearby encoded proteins or their
regulatory partners. However, RR coefficients alone do not indicate the relative
importance of different predictors. The tests proposed in this chapter enable the
strength of associations between RR coefficients and the outcome variable to be
estimated.
4.2 Significance testing
4.2.1 Significance testing in linear regression
In (unpenalised) OLSR, the significance of an individual regression coefficient in a
multiple regression is evaluated using the Wald test statistic, T . For the jth regres-
sion coefficient, T j is defined as:
T j =
βˆ j
se(βˆ j)
(4.1)
Here, se(βˆ j) is an estimate of the standard error of the jth regression coefficient.
Standard errors are estimated as the square root of the jth element of the diagonal
of the covariance matrix, σˆ2 (X′X)−1. σˆ2 is estimated as:
σˆ2 =
(y−Xβˆ)′(y−Xβˆ)
(n−m) (4.2)
Under the null hypothesis H0 : βˆ j = 0, T j follows a Student t distribution with
n−m degrees of freedom.
4.2.2 Previously proposed significance test in RR
Halawa and El Bassiouni (2000) proposed a test of significance for RR coefficients.
They focussed on the performance of the test when one of two different methods
are used to compute the shrinkage parameter k, comparing the performance to
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that of the Wald test described in Equation (4.1). Their evaluations used a suite
of simulation studies. The test that they propose is motivated by the supposed
insensitivity of Equation (4.1) when X′X is ill-conditioned; nonetheless it is only
applicable when X is of full rank. The test statistic, Tk, takes the form:
Tk j =
βˆk j
se(βˆk j)
(4.3)
The subscript j denotes the statistics associated with the j th independent predictor.
βˆk j is as in Equation (2.10), and se(βˆk j) is an estimate of the standard error of
βˆk j . se(βˆk j) is the square root of the j
th element of the diagonal of the covariance
matrix:
var(βˆ k) = σ
2(X′X+ kI)−1X′X(X′X+ kI)−1 (4.4)
In Equation (4.4), σ2 is replaced by the residual mean square of the ridge model:
σˆ2k =
(y−Xβˆ k)′(y−Xβˆ k)
n−m (4.5)
Halawa and El Bassiouni evaluated the performance of their proposed test using
two methods to choose k: the shrinkage parameter of Hoerl et al. (1975) described
in Equation (2.24), and the method suggested in Hoerl and Kennard (1970a):
kHK =
σˆ2
max
j
(βˆ2j )
(4.6)
The test proposed by Halawa and El Bassiouni was applied to the analysis of genetic
data in a study by Malo et al. (2008). There, the authors propose using RR to
distinguish causal from non-causal variants in a region of densely typed markers in
high LD. They used the test of Halawa and El Bassiouni to identify significant SNPs
in their study, but they did not consider the performance of the test itself. Malo
et al. point out that the effective degrees of freedom (EDF) of the test statistic in
Equation (4.3) is smaller than the number of predictors in the model, m, and use
the definition described in Section 3.2.2.1, tr(H). Then, they use n− tr(H) as the
degrees of freedom of the Student t distribution under H0. The data used in the
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simulation studies of Malo et al. contain fewer SNPs than observations. They did
not address the m> n case.
4.3 Proposed test
Halawa and El Bassiouni’s test cannot be used when the dataset contains more
predictors than observations. This is because in the definition of the residual mean
square of the ridge model that they use (Equation (4.5)), the denominator would
be negative, leading to the standard errors se(βˆ j) being undefined.
Hastie and Tibshirani (1990) introduced the definition of degrees of freedom
for error that we present in Section 3.2.2.1. Using this definition, in our applica-
tion of the test of significance introduced by Halawa and El Bassiouni we replace
Equation (4.5) with
σˆ2k =
(y−Xβˆ k)′(y−Xβˆ k)
n− tr(2H−HH′) (4.7)
A second problem concerning this test arises when m n : that of the degrees of
freedom for the Student t distribution for the test statistic Tk under H0. Halawa
and El Bassiouni use n−m, as in the multiple linear regression case. Malo et al.
use n − tr(H). However, when m  n , tr(H) can become close to n, and the
corresponding t distribution with n−tr(H) has few degrees of freedom. This causes
problems for the power of the test. A t distribution with one degree of freedom,
also termed a Cauchy distribution, has fat tails, making detection of nominally
significant predictors unlikely (Figure 4.1).
An RR model using m predictors has fewer than m degrees of freedom. How-
ever, if there were close to no degrees of freedom in the model (as would be sug-
gested by using the test Malo et al. used when m  n ) this would indicate
overfitting. With ≥ 30 degrees of freedom, it is common practice to approximate
the t distribution with the normal distribution. In our application of the test, we
replace the distribution of the test statistic Tk j Equation (4.3) under the null, pre-
viously the Student t distribution, with the normal distribution. As our simulation
studies show, changing the test proposed by Halawa and El Bassiouni (2000) in
these two ways - changing the denominator of the residual mean square of the
ridge model, and approximating the t-distribution with the normal distribution in
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Figure 4.1: Comparison of a Student t distribution with 30 degrees of freedom and
the Cauchy distribution. The Cauchy distribution has fatter tails.
evaluating the significance of the test statistic - results in a test that performs well
in comparison to a permutation test, which we view as a benchmark.
4.3.1 Proposed test in logistic ridge regression
As discussed in Section 2.7, the logistic model is often used in biomedical studies
when outcomes are binary. The test presented in Section 4.3 is applicable to data
with continuous outcomes, but an analogous test for logistic RR has not, to our
knowledge, previously been considered in the literature. We extend the test pro-
posed by Halawa and El Bassiouni to the logistic RR model, thus increasing the
utility of the test for biomedical researchers.
In (unpenalised) multiple logistic regression, the significance of individual re-
gression coefficients is tested as follows. The test statistic T has the same form as
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the test statistic in the multiple linear regression case:
T j =
βˆ j
se(βˆ j)
Again, se(βˆ j) is the square root of the jth element of the diagonal of the variance
matrix of βˆ . The variance matrix is computed using the fitted coefficients βˆ , as:
var(βˆ) =
 
X′WX
−1 (4.8)
The fitted coefficients are used to compute the matrix W, which is as in Section 3.3:
W= diag
 
pˆi(xi)(1− pˆi(xi)) (4.9)
Under H0 : β j = 0, T j follows a standard normal distribution T j ∼N (0,1).
We extend this significance test to logistic RR. Analogous to the linear RR case,
the test statistic takes the form
Tk j =
βˆk j
se(βˆk j)
(4.10)
The variance matrix in logistic RR is given by (Vágó and Kemény, 2006) as:
var(βˆ) =
 
X′WX+ 2kI
−1  X′WX X′WX+ 2kI−1 (4.11)
As in the unpenalised case, under H0, Tk j is assumed to follow a standard normal
distribution Tk j ∼N (0,1).
With tests of significance for RR coefficients thus defined for both linear and
logistic RR, we evaluate the performance of the tests in simulation studies.
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4.4 Simulation studies
4.4.1 Simulated genetic data
As in Chapter 3, we use data simulated using the software program FREGENE.
Details of the software and the simulation used to generate the data are given in
Section 3.5.1. In this chapter, simulated haplotypes were 1Mb long and included
∼ 10,000 SNPs.
Based on these haplotypes, genotypes and corresponding phenotypes were gen-
erated as follows. A range of scenarios were considered, comprising n individuals
at m SNPs.
1. Designate one SNP as the causal SNP, selected at random from those with
population minor allele frequency in the range 0.10 - 0.15. A subregion of
m SNPs from the 1Mb region, containing this causal SNP, is used for the
genotype simulation. The subregion is selected at random to be of length
m and to contain the designated causal SNP. Thus the correlation structure
among the subregion depends on the correlation structure of the haplotype
region at that point. In the resultant sample, correlation with the causal SNP
ranges from low to perfect correlation.
2. Sample two haplotypes (with replacement) from the population of 21,000
haplotypes. Sum the minor allele count at each SNP to form a genotype.
3. Simulate the phenotype for this individual.
Continuous phenotypes were generated as yi ∼ N (x i jβ j,σ2), where x i j is
minor allele count at the causal SNP for the ith individual, and β j is the effect
size of the causal SNP.
Case-control phenotypes were generated following the liability model used
by Tzeng (2005). The penetrance function, fc, is the probability of being a
case, Pr (yi = 1) given having c copies of the minor allele at the causal SNP.
The genotype relative risk, s, is f1/ f0 and C is the population prevalence.
Then, with the population frequency of the minor allele of the causal SNP
as q, under an additive genetic model, f0 = C/(1− 2q + 2qs), f1 = s f0 and
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f2 = 2s f0 − f0. A sample of n/2 cases and n/2 controls was generated by
generating an individual genotype as described above, then assigning the
individual to be a case with probability fc and a control otherwise. This
process is repeated until n/2 cases and n/2 controls are obtained.
4. Record the minor allele count (0,1, 2) at the m SNPs for the ith individual,
giving rise to an n×m matrix of minor allele counts.
SNPs that were invariant in the sampled genotypes were removed from the data,
and genotypes were standardised to have mean 0 and variance 1, prior to analysis.
4.4.2 Permutation test
The empirical null distribution of the RR coefficients was used in benchmarking the
performance of the approximate tests we propose. In each simulation replicate, we
generated an empirical null distribution by randomly permuting the phenotypes
before fitting the ridge model. This was repeated 1000 times to generate a null
distribution of ridge coefficients, to which the coefficient fitted on the true (unper-
muted) data was compared.
The approximate test and the permutation test were evaluated using the true
positive rate (TPR) and false positive rate (FPR), averaged over all of the replicates
for each simulation scenario. We define TPR to be the proportion of causal SNPs,
as designated in the data simulation, significantly associated with phenotype at the
nominal significance threshold p < 0.05. TPR is not reported for the null simula-
tion, where there is no causal SNP associated with phenotype. We define FPR to be
the proportion of non-causal SNPs significantly associated with phenotype at the
same significance threshold.
4.4.3 Null Simulation
First, we evaluated the performance of the proposed test in simulation scenarios
where no SNP was assigned an effect size. Genotypes and corresponding pheno-
types were generated in two different sized data sets: (1) n = 500, m = 20 and
(2) n = 1000, m = 1000. In generating the null data, no SNP was designated the
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causal SNP. Continuous phenotypes were generated as yi ∼ N (0, 1); binary phe-
notypes were generated as yi ∼ Binom(1,0.5). FPR are reported at the nominal
significance threshold p = 0.05.
Results of the null simulations are shown in Table 4.1. We find that approximate
test gives similar results to the permutation test in terms of false positive rate,
especially in the case of continuous outcomes.
4.4.4 Continuous Phenotypes
Genotypes and corresponding phenotypes were generated as described in Sec-
tion 4.4.1, for a range of data sets dimensions: n = 500, 1000,5000 and m =
20,100, 1000 and all SNPs in the 1Mb region (approximately 10,000 SNPs). Phe-
notypes were generated as yi ∼ N (1+ 2c, 1) with c being the minor allele count
at the causal SNP. A range of values of the shrinkage parameter k were used:
k = 0.1, 1,10, 100. In Figure 4.2, the left column shows the null distributions,
generated in a permutation test, used to estimate the significance of an RR coef-
ficient for a significant SNP (top row) and for a SNP that is not associated with
phenotype (bottom row). The coefficient fitted to the original data is indicated. In
the right column, the null distribution of the test statistic used in the approximate
test is shown, with the test statistic of the fitted coefficient indicated. Figure 4.2
illustrates an example using RR models which were fitted using the shrinkage pa-
rameter k = 1. These results are examples taken from a single simulation, and
above each plot the p-value according to the permutation test (left) or the approx-
imate test (right) is shown.
Table 4.2 compares the performance of the approximate and permutation tests
in different simulation scenarios and at different values of the shrinkage parameter.
We see that the approximate test performs well compared to the permutation test
in terms of power (TPR) and that it has a slightly higher FPR. The low false positive
rate in the permutation test for the largest data sets could be attributed insufficient
permutations in the permutation test. That is, in a simulated data set comprising
thousands of individuals, 1000 permutations is insufficient to accurately sample
from the null distribution of the regression coefficients.
When ranking the SNPs in order of significance, the approximate test and the
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Table 4.1. Performance comparison in null simulation.
Approximate test Permutation test
k 0.1 1 10 100 0.1 1 10 100
n m Outcome
500 20 Continuous 0.066 0.066 0.066 0.075 0.066 0.066 0.066 0.075
Binary 0.021 0.021 0.041 0.067 0.027 0.027 0.033 0.052
1000 1000 Continuous 0.050 0.049 0.050 0.046 0.051 0.052 0.050 0.046
Binary 0.118 0.092 0.066 0.053 0.054 0.056 0.053 0.051
False positive rates at the nominal significance threshold p = 0.05 in null datasets. In each scenario, results are averaged
over ten replicates
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Figure 4.2: Left column - histogram of fitted coefficients obtained from the permu-
tation test. The coefficient fitted to the original data is indicated by a vertical line.
Right column - Null distribution of the test statistic used in the approximate test
(a standard normal distribution). The test statistic of the fitted coefficient is indi-
cated by a vertical line. Top row, a SNP associated with phenotype; bottom row, a
SNP not associated with phenotype. The causal and non-causal SNPs are from the
same replicate in the simulation study where n = 500, m = 20, k = 1. p-values are
shown above each plot.
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Table 4.2. Performance comparison in simulated data with continuous outcomes.
Approximate test Permutation test
k 0.1 1 10 100 0.1 1 10 100
n m
500 20
TPR 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FPR 0.045 0.045 0.061 0.133 0.015 0.015 0.017 0.095
100
TPR 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FPR 0.056 0.054 0.071 0.141 0.015 0.018 0.024 0.074
1000
TPR 0.100 0.500 0.900 1.000 0.000 0.200 0.800 1.000
FPR 0.038 0.045 0.049 0.080 0.007 0.006 0.010 0.029
ALL
TPR 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FPR 0.318 0.071 0.068 0.069 0.019 0.019 0.020 0.020
1000 20
TPR 0.900 1.000 1.000 1.000 0.900 1.000 1.000 1.000
FPR 0.043 0.043 0.087 0.137 0.013 0.013 0.034 0.096
100
TPR 0.900 1.000 1.000 1.000 0.900 0.900 1.000 1.000
FPR 0.051 0.052 0.060 0.108 0.023 0.023 0.019 0.062
1000
TPR 0.700 0.700 1.000 1.000 0.400 0.500 0.900 1.000
FPR 0.060 0.058 0.055 0.076 0.007 0.008 0.010 0.020
ALL
TPR 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FPR 0.166 0.155 0.110 0.071 0.015 0.015 0.015 0.017
5000 20
TPR 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
FPR 0.048 0.048 0.048 0.113 0.006 0.006 0.006 0.053
100
TPR 0.900 0.900 1.000 1.000 0.800 0.900 1.000 1.000
FPR 0.055 0.052 0.062 0.100 0.003 0.001 0.007 0.055
1000
TPR 0.700 0.700 1.000 1.000 0.700 0.700 0.900 1.000
FPR 0.046 0.046 0.045 0.060 0.006 0.007 0.008 0.014
ALL
TPR 0.400 0.500 0.900 1.000 0.300 0.900 0.900 1.000
FPR 0.026 0.027 0.029 0.042 0.007 0.007 0.007 0.009
Performance comparison between a permutation test and the approximate test. Data are simulated genotype data with
continuous phenotypes. Reported are proportion of true positive and false positive results at significance threshold
p = 0.05. TPR=True Positive Rate, FPR=False positive rate. Results for each simulation scenario are averaged over ten
replicates.
permutation test ranked the SNPs identically or nearly so (results not shown).
Figure 4.3 shows a Bland-Altman plot (Altman and Bland, 1983) of difference
(permutation test p-value − approximate test p-value) against mean for the p-
values of 1000 SNPs in 5000 individuals. p-values are plotted on the -log scale.
We see that the bias is towards smaller p-values from the approximate test, which
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is congruous with the higher false positive rate for the approximate test shown in
Table 4.2.
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Figure 4.3: Bland-Altman plot of mean versus difference for p-values computed
using both tests. p-values were computed using both the approximate test and a
permutation test for data with continuous outcomes, and are plotted on the -log
scale. n= 5000, m= 1000, k = 0.1
4.4.5 Continuous Phenotypes with Multiple Causal SNPs
For complex diseases, multiple causal SNPs are likely to affect the phenotype. We
investigated the performance of the test when more than one SNP is associated
with phenotype. We simulated data from two different scenarios: n = 500, m =
100 and n = 500, m = 1000. In each region of m simulated genotypes, ten SNPs
with minor allele frequency 0.10− 0.15 were designated causal and given effect
size 1; the non-causal SNPs had effect size 0. Phenotypes were simulated as y =
Xβ + ε,ε∼N  0,σ2I ,σ2 = 1 where β is the vector of effect sizes.
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Results are presented in Table 4.3. We see that the conclusions drawn about
the test, of adequate power at the cost of a slightly higher false positive rate, are
equally valid when multiple SNPs in the data are associated with phenotype.
4.4.6 Computational performance comparison
Using an example simulation, we compared the computational time required to
compute the approximate and the permutation tests. A data set with dimensions
n = 1000, m = 1000 and k = 1 was used. Approximate test and permutation test
p−values were computed using the R package ridge described in Chapter 5. The
computational time reported is derived by profiling the relevant C functions called
by the R package using the command-line tool sample (http://developer.
apple.com/library/mac/#documentation/Darwin/Reference/ManPages/
10.6/man1/sample.1.html). C code was called from R version 2.15.2 R Core
Team (2012) on an iMac running Mac OS X Version 10.6.8, fitted with an 2.8 Ghz
Intel Core i7 processor and 16 GB 1067 MHz DDr3 RAM. Computational times are
compared in Table 4.4. We see that in this example the permutation test takes
approximately 20 times as long as the approximate test.
4.4.7 Binary phenotypes
Genotypes and corresponding binary phenotypes were generated for nine differ-
ent data set dimensions: n = 500,5000 and m = 20, 100,1000, 2000, and n =
500, m = all SNPs in the 1Mb region (approximately 10,000 SNPs). The genotype
relative risk, s, was specified as 2.
In Figure 4.4, the left column shows the null distributions, generated in a per-
mutation test, used to estimate the significance of a RR coefficient for a significant
SNP (top row) and for a SNP that is not associated with (bottom row) in data with
binary outcomes. The coefficient fitted to the original data is indicated. In the
right column, the null distribution of the test statistic used in the approximate test
is shown, with the test statistic of the fitted coefficient indicated. Ridge regression
models were fitted using the shrinkage parameter k = 1. These results are exam-
ples taken from a single simulation, and above each plot the p-value according to
the permutation test (left) or the approximate test (right) is shown.
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Table 4.3. Performance comparison in simulated data with multiple causal pheno-
types.
Approximate test Permutation Test
k 0.1 1 10 100 0.1 1 10 100
n m
500 20
TPR 0.624 0.717 0.939 1.000 0.252 0.312 0.517 0.910
FPR 0.064 0.061 0.091 0.250 0.001 0.001 0.004 0.078
100
TPR 0.210 0.250 0.670 0.970 0.020 0.070 0.170 0.770
FPR 0.074 0.058 0.060 0.100 0.000 0.000 0.001 0.011
Performance comparison between a permutation test and the approximate test in simulated genotype data with con-
tinuous phenotypes and multiple causal SNPs. Reported are proportion of true positive and false positive results at
significance threshold α = 0.05. In each scenario ten SNPs with MAF 0.10 - 0.15 are designated causal with effect
size 1; the rest of the SNPs have 0 effect size. TPR=True Positive Rate, FPR=False positive rate. Results for each
simulation scenario are averaged over ten replicates.
Table 4.4. Computational performance compari-
son
Approximate test Permutation test
time (seconds) 2.087 20.431
Comparison of computational performance of approximate and permu-
tation tests. Computational details of the comparison are given in the
main text.
Figure 4.5 compares the ranking of the SNPs from most significant (rank= 1) to
least significant. Only twelve SNPs are shown because the SNPs that were invariant
in the data were removed before analysis. The SNPs were ranked according to both
the approximate test and the permutation test. From Figure 4.5 we see that whilst
the ranking of the SNPs was not identical, the most strongly associated SNPs are
ranked as such by both tests.
Table 4.5 compares the performance of the approximate test and a permutation
test of significance for different sized data sets and at different values of the shrink-
age parameter: k = 0.1,1, 10,100. For most data set dimensions and values of k,
the approximate test is more conservative than the permutation test, with lower
true positive and false positive rates. This is in contrast to the linear regression
case.
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Figure 4.4: Left column - histogram of fitted coefficients in the permutation test,
with the coefficient fitted to the original data indicated by a vertical line. Right
column - Null distribution of the test statistic used in the approximate test (a stan-
dard normal distribution) with the test statistic of the fitted coefficient indicated
by a vertical line. Top row, a SNP associated with phenotype; bottom row, a SNP
not associated with phenotype. . The causal and non-causal SNPs are from the
same replicate in the simulation study where n = 500, m = 20, k = 1. p-values are
shown above each plot.
4.5 Application of automatically chosen shrinkage pa-
rameter
Tables 4.1 to 4.3 and Table 4.5 show that, as would be expected when using a
penalised regression approach such as RR, the performance of the significance
tests depends on the amount of shrinkage, controlled by the shrinkage parame-
ter k. For a given shrinkage parameter, the performance of the approximate test is
comparable to that of a permutation test, with the advantage of a much-reduced
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Figure 4.5: SNPs are ranked by p-value, from 1 (most significant) to least signifi-
cant, by both the approximate test and the permutation test. Data are genotypes
with binary outcomes. The SNP name marked with an asterisk * is the causal SNP,
and is the most significant SNP according to both tests. n = 500, m = 20, k = 1.
Only twelve SNPs are shown because the SNPs that were invariant among the sam-
pled individuals were removed from the data before analysis.
computational burden. Halawa and El Bassiouni (2000) evaluate the test that they
propose using two different methods to determine the shrinkage parameter, and
find that the best shrinkage parameter to use in the test depends on the correlation
structure in the data. Using the simulation scenarios described in Sections 4.4.4
and 4.4.7, we evaluated the performance of the proposed test of significance when
the shrinkage parameter kr was used based on the data. Results are presented in
Table 4.6 .
As might be expected from a regression method designed with the aim of good
predictive performance, we see that the combination of the shrinkage parameter
kr and the approximate test is powerful, but has a high false positive rate. A
78
Table 4.5. Performance comparison in simulated data with binary outcomes.
Approximate test Permutation test
k 0.1 1 10 100 0.1 1 10 100
n n
500 20
TPR 0.300 0.500 0.900 0.900 0.400 0.600 0.900 0.900
FPR 0.023 0.036 0.068 0.142 0.078 0.078 0.099 0.174
100
TPR 0.100 0.100 0.500 0.900 0.200 0.200 0.400 0.900
FPR 0.024 0.037 0.046 0.087 0.050 0.052 0.058 0.115
1000
TPR 0.200 0.300 0.500 0.700 0.100 0.100 0.400 0.700
FPR 0.103 0.096 0.071 0.054 0.046 0.045 0.047 0.056
2000
TPR 0.000 0.300 0.500 0.700 0.200 0.300 0.300 0.700
FPR 0.008 0.056 0.081 0.063 0.052 0.049 0.048 0.055
ALL
TPR 0.000 0.000 0.600 0.900 0.700 0.700 0.700 0.700
FPR 0.000 0.000 0.014 0.068 0.050 0.050 0.051 0.052
5000 20
TPR 0.700 0.800 1.000 1.000 0.700 0.800 1.000 1.000
FPR 0.024 0.024 0.030 0.096 0.090 0.083 0.089 0.154
100
TPR 0.400 0.400 0.900 1.000 0.200 0.300 0.900 1.000
FPR 0.027 0.028 0.041 0.078 0.071 0.067 0.078 0.110
1000
TPR 0.200 0.300 0.600 1.000 0.100 0.200 0.600 1.000
FPR 0.047 0.046 0.041 0.053 0.053 0.052 0.052 0.062
2000
TPR 0.000 0.200 0.500 1.000 0.000 0.100 0.400 1.000
FPR 0.074 0.067 0.056 0.057 0.053 0.052 0.053 0.058
Performance comparison between a permutation test and the approximate test. Data are simulated genotype data with
continuous phenotypes. Reported are proportion of true positive and false positive results at significance threshold
p = 0.05. TPR=True Positive Rate, FPR=False positive rate. Results for each simulation scenario are averaged over ten
replicates.
similar situation arises in other penalised regression methods, where in order to
achieve good predictive performance, the penalty threshold must be relaxed and
more predictors included in the model.
4.6 Comparison with univariate tests of significance
As was discussed in Chapter 1, traditionally, the analysis in GWAS proceeds one
SNP at a time. The strength of association between the outcome of interest and
each SNP independently is calculated using, for example, univariate linear regres-
sion when outcomes are continuous, and univariate logistic regression in the binary
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Table 4.6. Performance of significance test
using kr
SNPs
Individuals 20 100 1000 All
500
TPR 1.00 1.00 1.00 1.00
FPR 0.15 0.16 0.14 0.09
1000
TPR 1.00 1.00 1.00 1.00
FPR 0.15 0.16 0.13 0.09
5000
TPR 1.00 1.00 1.00 1.00
FPR 0.11 0.15 0.15 0.11
Performance of the approximate test of significance when the
shrinkage parameter kr is used. Data are as in Section 4.4.4.
TPR=True Positive Rate, FPR=False positive rate. Results for
each simulation scenario are averaged over ten replicates.
Table 4.7. Performance of univariate tests of
significance in null simulation
Individuals SNPs Outcomes Univariate test
500 20 Continuous 0.106
Binary 0.05
1000 1000 Continuous 0.050
Binary 0.026
Performance of univariate tests of significance in null simulations.
False positive rates are reported at the nominal significance thresh-
old α = 0.05. In each scenario, results are averaged over ten repli-
cates.
case. Other statistical tests may also be suitable; these differ in the assumptions
that they require. The most popular approaches, and the assumptions that they
make, are outlined in Balding (2006).
We compared the performance of the tests of significance developed in this
chapter, in terms of TPR and FPR, to univariate analysis of the same simulated
data sets. Comparisons were made in each of the simulation settings: the null
simulation, and the simulations with continuous and with binary outcomes. We
used Wald tests of univariate linear or logistic regression coefficients to determine
significance levels, using the nominal significance threshold 0.05. The results are
shown in Tables 4.7 to 4.9. When compared to the results in Tables 4.1, 4.2 and 4.5,
we see that RR has the advantage over univariate tests of a much lower false
positive rate. This advanage of RR compared to univariate methods is further
illustrated in the study of lung cancer data which follows.
4.7 Lung cancer data
Genome-wide association studies have identified SNPs associated with lung cancer
disease status. In European populations, associated SNPs have been identified at
chromosomal locations 15q25 (Amos et al., 2008; Hung et al., 2008), 5p15 (McKay
et al., 2008) and 6p21 (Wang et al., 2008). These results have been validated in a
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Table 4.8. Performance of univariate
tests of significance in data with continu-
ous outcomes
Individuals SNPs Univariate test
500 20 TPR 1.000
FPR 0.341
100 TPR 1.000
FPR 0.331
1000 TPR 1.000
FPR 0.219
ALL TPR 1.000
FPR 0.100
1000 20 TPR 1.000
FPR 0.348
100 TPR 1.000
FPR 0.432
1000 TPR 1.000
FPR 0.295
ALL TPR 1.000
FPR 0.114
5000 20 TPR 1.000
FPR 0.541
100 TPR 1.000
FPR 0.498
1000 TPR 1.000
FPR 0.397
ALL TPR 1.000
FPR 0.216
Performance of univariate tests of significance in simulated
genotype data with continuous outcomes. Reported are
proportion of true positive and false positive results at sig-
nificance threshold α = 0.05. TPR=True Positive Rate,
FPR=False positive rate. Results for each simulation sce-
nario are averaged over ten replicates.
Table 4.9. Performance of univariate
tests of significance in data with binary
outcomes
Individuals SNPs Univariate test
500 20 TPR 1.000
FPR 0.134
100 TPR 1.0000
FPR 0.134
1000 TPR 1.000
FPR 0.063
2000 TPR 1.000
FPR 0.052
ALL TPR 1.000
FPR 0.033
5000 20 TPR 1.000
FPR 0.294
100 TPR 1.000
FPR 0.271
1000 TPR 1.000
FPR 0.176
2000 TPR 1.000
FPR 0.136
Performance of univariate tests of significance in simulated
genotype data with binary outcomes. Reported are pro-
portion of true positive and false positive results at sig-
nificance threshold α = 0.05. TPR=True Positive Rate,
FPR=False positive rate. Results for each simulation sce-
nario are averaged over ten replicates.
replication study (Broderick et al., 2009).
Here, we use RR to re-evaluate a set of 35 SNPs for association with lung can-
cer disease status. Whilst these data are not as high-dimensional as those from
a genome-wide study, they allow us to illustrate the features of using RR for ge-
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netic data. We show that RR is a useful technique when data are correlated, and
illustrate that multivariate methods have advantages over univariate tests of sig-
nificance.
Data consist of genotypes and non-genetic predictors from approximately 4000
individuals in the European Prospective Investigation into Cancer and Nutrition
(EPIC, Riboli et al. (2002)). Missing genotypes were imputed using mean imputa-
tion. Gender, smoking status and age were included as unconstrained parameters
in the model.
For the purpose of comparison, univariate (SNP-by-SNP) p-values were calcu-
lated. Univariate p-values were calculated by fitting a logistic regression model
for each SNP independently, with gender, smoking status and age included in the
model. A Wald test was then used to estimate the significance of the coefficient.
In this example, m < n and (unpenalised) multivariate regression does give
rise to unique parameter estimates. Multivariate p-values (equivalent to p-values
from the approximate test for RR coefficients with a ridge penalty of zero) are also
reported here. In a data set of this size, it is computationally feasible to fit a RR
model with a range of values of k. In Figure 4.6 we plot the ridge trace for the lung
cancer data.
Figure 4.7 shows a plot of p-values with increasing k. Due to low LD be-
tween most of the SNPs, most coefficient estimates do not change significantly
with increasing k and nor do estimates of their significance. SNPs rs8034191 and
rs16969968 are both located at 15q25 and are in high LD (r2 = 0.961 in HapMap
CEU population, r2 = 0.81 in our data). In contrast to most of the SNPs, coefficient
estimates for these two SNPs do change rapidly with change in the shrinkage pa-
rameter. Further, with increasing shrinkage and stabilisation of the estimates, the
approximate p-values for these SNPs become significant (Figure 4.7). rs402710,
which is not in LD with other SNPs in the data, is significant in a multiple logistic
regression model even when no penalty is included in the model (k = 0). A further
SNP, rs671330, in chromosome 6, has a nominally significant p-value in the ap-
proximate test (ranging from 0.048 to 0.040 with increased shrinkage), but again
this SNP has not previously been shown to be associated with lung cancer risk.
The p-value trace using permutation test p-values (Figure 4.6b) shows good
agreement with the approximate p-value trace (Figure 4.6a). Figure 4.6b is much
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Figure 4.6: Ridge trace for the lung cancer data. The three SNPs that have previ-
ously been shown to be associated with lung cancer risk, rs8034191, rs16969968
and rs402710, are shown in bold. Other SNPs are represented by dotted lines. The
vertical line is at λ= 150, where the ridge estimates stabilise.
more computationally expensive to produce than Figure 4.6a, thus the use of the
approximate test makes the plotting of a p-value trace for a range of values of k
more feasible.
Table 4.10 presents the univariate, multivariate, approximate and permutation
test p-values at k = 150 for four SNPs from the regions which have previously been
shown to be associated with lung cancer disease status. Using RR, we replicate the
previously found associations at 15q25 and 5p15, but fail to replicate the associa-
tion at 6p21. Using the univariate test, a further SNP, rs6746834 (on chromosome
2) was nominally significant at the 0.05 level (p = 0.049), but association at this
region has not previously been shown. This SNP was not found to be significantly
associated with lung cancer disease status by the approximate test. We interpret
this as a false positive that arises when univariate tests are used.
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Figure 4.7: Change in p-values of ridge regression coefficients in lung cancer data
with increasing shrinkage parameter. p-values are plotted on the −log scale. The
three SNPs that have previously been shown to be associated with lung cancer risk,
rs8034191, rs16969968 and rs402710, are shown in bold. Other SNPs are repre-
sented by dotted lines. The vertical line is at λ = 150, where the ridge estimates
stabilise. a approximate test p-values, b permutation test p-values.
Table 4.10. Performance comparison in lung cancer data
SNP
Univariate p-value
Multivariate p-value Approximate p-value Permutation p-value
(chromosome) unpenalised λ= 150 λ= 150
rs8034191 (15q25) 0.009 0.603 0.007 0.006
rs16969968 (15q25) 0.001 0.183 0.001 0.000
rs402710 (5p15) 0.213 0.012 0.011 0.004
rs4324798 (6p21) 0.513 0.231 0.248 0.251
Of the 35 SNPs in the lung cancer data set, four have been previously reported to be associated with lung cancer disease status. For these four
SNPs, this table reports univariate, multivariate, approximate and permutation test p-values.
The results in Table 4.10 demonstrate the advantage of multivariate tests, and
specifically of RR, over univariate tests of significance. SNP rs402710, which has
previously been shown to be associated with lung cancer disease status McKay et al.
(2008), was not found to be significant using the univariate test but was found as
such by the multivariate methods. The two SNPs that are correlated, rs8034191
and rs16969968, were not significant in multiple regression but were significant in
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RR, demonstrating the advantage of using RR when SNPs are correlated.
These results demonstrate that this approximate test of significance for coef-
ficients fitted using logistic RR reproduces previously ascertained associations, at
reduced computational cost compared to a permutation test, even when SNPs are
highly correlated.
4.8 Stability selection
In Section 4.5 we combined the significance test presented in this chapter with
automatic determination of the shrinkage parameter based on the data, introduced
in Chapter 3. This gives rise to a variable selection procedure. In this section,
we present a different approach to combining RR with variable selection based
on the significance test, namely stability selection (Meinshausen and Bühlmann,
2010). Stability selection is a method for (high-dimensional) variable selection that
has received attention in the statistical literature in recent years. The technique
combines subsampling of the data with a method for dimension reduction, with
the aim of finding consistently significant variables. Penalised regression methods
that perform variable selection, such as the Lasso (Tibshirani, 1996) and the Elastic
Net (Zou and Hastie, 2005b), have been used in stability selection.
RR is not itself a dimension reduction method. Therefore, to use RR with sta-
bility selection, a way of determining which variables to select in each subsample
of the data is required. A permutation test would be computationally expensive in
this context, rapidly becoming unfeasible for large n, if the guidelines of 100 sub-
samples of size n/2 given by Meinshausen and Bühlmann were followed. The test
of significance proposed in this chapter, being much less computationally expensive
than a permutation test, makes the combination of RR and stability selection fea-
sible. Here we present stability selection in the context of RR; the general method
for stability selection is described in Meinshausen and Bühlmann (2010).
The usefulness of stability selection for biological data is illustrated in the paper
proposing the method (Meinshausen and Bühlmann, 2010). A number of studies in
the literature apply stability selection, or variants of the method, to different high-
dimensional data sets. As well as demonstrating the properties of their method
using simulated data, Meinshausen and Bühlmann use two biological data sets:
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a data set concerning transcription-factor binding sites in DNA sequences, first
described in Conlon et al. (2003), and a gene expression data set.
Despite being a method that was developed relatively recently, stability selec-
tion has found a number of applications in biomedicine. Ryali et al. (2012) com-
bined stability selection with the elastic net penalty in the analysis of fMRI data.
Similarly, Sun and Wang (2012) used penalised logistic regression with the elastic
net penalty, with stability selection, in the analysis of DNA methylation data. Sta-
bility selection has also been applied to variable selection problems in genetic data.
Specifically concerning GWAS, Alexander and Lange (2011) reanalysed the case-
control data from the Wellcome Trust Case Control Consortium (WTCCC, 2007)
using logistic regression with the lasso penalty and stability selection. They found
that a naïve application suffered a loss of power, but that a modification group-
ing SNPs within genes improved both power and interpretability of the results.
Eleftherohorinou et al. (2011) combine stability selection with HyperLasso regres-
sion (Hoggart et al., 2008) in a pathway-driven analysis of genes associated with
rheumatoid arthritis.
4.8.1 Simulation study
We again make use of data simulated using FREGENE (Chadeau-Hyam et al.,
2008). In the simulation studies that follow, we illustrate the application of stabil-
ity selection combined with RR and the significance test we proposed, using two
simulation scenarios. In each scenario, genotypes representing 1000 individuals
were included in the simulation. The two scenarios were:
1. Simulated genome-wide SNP data. 1000 SNPs in a 1Mb region were used,
to represent the distribution of SNP markers on a SNP chip.
2. Simulated sequence-like SNP data. 1000 consecutive SNPs in a 100kb re-
gion were included in this simulation, to capture genetic variation in DNA
sequence data.
In each case, ten SNPs with MAF 0.10− 0.15 were designated as causal SNPs
with an effect size 1, and all other SNPs were assigned an effect size of zero.
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Responses were generated as
y= Xβ + ε
where β is a vector of effect sizes, and ε ∼ N  0,σ2I ,σ2 = 1 is a random error
term.
Stability selection was performed following Meinshausen and Bühlmann. In-
dividuals were randomly subsampled with subsamples of size n/2. An RR model
was fitted to the subsample of the data, using a sequence of values of the shrink-
age parameter in the range 0.1, 0.2, . . . , 2. p-values were computed for each of
the predictors, and a SNP with a Bonferroni-corrected p−value of less than 0.05
was considered to be selected. Following Meinshausen and Bühlmann (2010), a
predictor was considered ‘stably selected’ if it was selected in more than half of the
subsamples. As suggested by Meinshausen and Bühlmann, we used 100 subsam-
ples of the data.
4.8.2 Results
In Figure 4.8, we plot the proportion of subsamples in which each predictor was
selected against the increasing shrinkage parameter. The stability paths of the
causal SNPs are plotted in red. With these figures, we illustrate that the tests we
propose make RR combined with stability selection computationally feasible. Were
a permutation test to be used, the fitting of 1000 ridge models on permuted data for
each of 100 subsamples would present a heavy computational burden when data
sets are large. From the plots, we see that the power of the test is greater where
the predictors are less correlated, in the genome-wide SNP data (Figure 4.8b), a
finding that is not surprising. In the highly correlated data in Figure 4.8a, we see
that where a non-causal SNP is exactly correlated with a causal variant, their two
stability paths are indistinguishable. Were such a situation to arise in real data,
filtering of exactly correlated predictors before model fitting, and inspection of
nearby variants after fitting, could be used to address this problem.
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Figure 4.8: Stability selection in RR.
4.9 Summary
We present and evaluate the performance of a test of significance for coefficients
estimated using RR. We evaluate the test as applied to both linear and logistic
RR models. Our evaluation is by means of simulation studies across a range of
scenarios representative of genetic data. We evaluate the test by comparing its
performance to that of a permutation test, and we demonstrate the utility of the
test in stability selection.
We evaluate the performance of the test when it is applied to a real data set.
The data set comprises lifestyle data and genotypes together with lung cancer case-
control status. Using the proposed test, we successfully replicate previously found
associations at much reduced computational cost compared to a permutation test.
This demonstrates the utility of the test for detecting significant variables when
predictor variables are highly correlated, as were two significant SNPs in the lung
cancer data.
Sections 4.2 to 4.4, 4.6 and 4.7 have been published as Cule, Vineis, and De
Iorio (2011).
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Chapter 5
Implementation
The methods described in this thesis have been implemented in a software package
that has been made freely available to the scientific community. In this chapter,
we describe that implementation. The software is available in the form of an R
package, and we begin this chapter by discussing our reasoning for using the R
software environment. We present the features of our package, and discuss the
advantages of our package over existing ones. Fitting RR models to genome-wide
SNP data is computationally demanding, and we describe how ridge addresses
these challenges.We present the numerical algorithm, cyclic coordinate descent,
that we use to fit RR models to large data sets, and we describe the computational
approach that we take to making these calculations feasible. We conclude this
chapter with a discussion of the future developments of the software.
5.1 R package ridge
Software implementing our method is available in the form of an R package,
ridge. R is a software environment for statistical computing (R Core Team, 2012)
which is popular with the statistical genetics community. Many packages exist to
facilitate the analysis of genetic data in R (Montana, 2011). Distributing our soft-
ware in the form of an R package gives the code an interface that is familiar to
established R users, making it easier for them to get started using our methods.
Further, care was taken to develop functions that are both consistent with existing
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R functions and well-documented, resulting in user-friendly software.
5.1.1 Availability
ridge is available from CRAN (http://cran.r-project.org/) and is dis-
tributed under a GNU General Public Licence (version 2). This open source licence
makes the source code freely available to end users who can modify or distribute
it. ridge can be installed directly from the CRAN repository during an interactive
R session, or installed from the source code at the command line. Binaries are
available for MacOS X and for Windows.
Specific functions that enable ridge to fit RR models to genome-wide SNP data
(Section 5.3) require the GNU Scientific Library, version 1.14 or later, be installed
(Galassi et al., 2009). Where multiple computer processors are available, the code
can be made faster by linking to the openblas library (Xianyi et al., 2012) which
implements multithreaded BLAS. When ridge is installed from the source code,
the configuration is checked. If GSL is not available, ridge will still be installed.
However, the specific functions for genome-wide SNP data will be disabled.
5.1.2 Outline of package
ridge provides functions for fitting linear and logistic RR models to two types of
data sets. Where the data are small to moderately sized and can be read into the R
workspace, functions are provided to fit linear or logistic RR models directly to the
data. However, the amount of memory available in the R workspace is a property
that is both hardware and operating system specific. Genome-wide SNP data are
often too high-dimensional to be read into the R workspace, and where this is the
case, specialised functions that take file paths as arguments are provided by ridge.
These functions use C code to perform the model fitting, before passing the results
back to the R workspace. These specialised functions thus enable the fitting of RR
models to high-dimensional genetic data sets.
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5.2 Basic usage
We introduce the functions available to users of ridge who are working with small
to moderate sized data sets within the R workspace. Two functions, linearRidge
and logisticRidge, fit linear and logistic RR models respectively. By default,
these functions fit RR models using the shrinkage parameter kr described in Chap-
ter 3, but the user is free to override this behaviour. The user can specify a sin-
gle value of the shrinkage parameter, or a sequence of shrinkage parameters. Al-
ternatively, the user can specify the number of principal components, r, to use
in computing kr , overriding the automatic choice. The model to be fitted by
linearRidge or logisticRidge is specified via a formula argument, in com-
mon with existing model fitting functions in R such as lm. As was described in
Section 2.2.6, fitted ridge coefficients are affected by the scaling of the predictors
before the model is fitted. ridge makes three options are available: to standard-
ise the predictors to correlation form, to standardise the predictors to have mean
zero and variance 1, or to not standardise the predictors. The former is a require-
ment when kr is used, and attempts to specify an alternative will be overridden
with a warning message. The model fitting functions return ridgeLinear and
ridgeLogistic objects, and further functions are available to summarise, visu-
alise and predict using the fitted models.
The significance test described in Chapter 4 is implemented in ridge. Model
summaries, via the summary function, print p-values alongside fitted coefficients.
Approximate test p-values can also be fitted directly using the pvals function.
R has a rich collection of graphics features, and ridge provides functions for
visualising fitted ridge models. Both the ridge trace and the p-value trace described
in Chapter 4 can be plotted (Figure 5.1).When the shrinkage parameter was chosen
automatically, a plot of the regression coefficients or p-values against the number
of components used to compute the shrinkage parameter is produced, and the
number of components used to compute the chosen kr is indicated (Figure 5.2).
Because we are interested in the problem of risk prediction, we provide predict
methods for fitted ridge models. These functions allow for prediction using either
existing or new data, with predictor names being matched to fitted coefficients.
91
Figure 5.1: ridge can produce graphical outputs of fitted models. a Ridge trace b
p-value trace. RR models were fitted on the ten-factor dataset described in Chap-
ter 3 using a user-specified range of values of the shrinkage parameter. The ten-
factor data are included in the package.
5.2.1 Comparison to existing R packages
A few other R packages exist which fit RR models. lm.ridge from the MASS
package fits ridge models for a specified ridge parameter or series of ridge pa-
rameters. lm.ridge computes several ridge parameters based on the data: those
proposed by Hoerl et al. (1975), Lawless and Wang (1976) and the generalised
cross-validation ridge parameter proposed by Golub et al. (1979). lm.ridge is
limited to linear regression models and does not provide plot or predict func-
tions.
The function glmnet from the package of the same name (Friedman et al.,
2010) is designed to fit elastic net models (Zou and Hastie, 2005b) making use of
the speed advantages of coordinate descent algorithms . Whilst RR is a special case
of the elastic net, this package is not optimal for fitting RR models. In glmnet, a
pathwise algorithm is used to compute the penalised regression coefficients at a
sequence, or path, of shrinkage parameters, and is not optimal when the user
wishes to fit ridge models with a single ridge parameter.
92
Figure 5.2: Ridge trace, indicating the automatically chosen shrinkage parame-
ter. Simulated genetic data were analysed using logistic RR for data with binary
outcomes.
The existing packages outlined above are restricted to the analysis of small to
moderately sized data sets which which can be read into the R workspace. ridge
addresses these problems, providing functions that are capable of fitting RR models
to genome-wide SNP data.
5.3 Genome-wide SNP data
Specialised functions, linearRidgeGenotypes and logisticRidgeGenotypes,
enable the fitting of RR models to genome-wide SNP data that are too big to be
read into the R workspace. By taking file paths as arguments and passing these file
paths to underlying C code, these functions circumvent the restriction on data set
dimensions imposed by R. Optionally, these functions can also perform the test of
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significance that we propose in Chapter 4. The permutation test used in its evalua-
tion can also optionally be performed; however, this is not recommended for large
data sets due to the time it takes. These functions also choose the shrinkage param-
eter automatically based on the data as the default, but a user-specified shrinkage
parameter can be used. Corresponding predict functions, which predict using
regression coefficients fitted by the package, are also provided.
5.3.1 Coordinate descent
Linear algebra operations (such as singular value decomposition) and matrix al-
gebra (including matrix-matrix and matrix-vector multiplication) present a heavy
computational burden. This is particularly problematic when matrices are large.
To avoid the need to multiply, decompose or invert matrices with dimensions in the
thousands, we make use of coordinate descent algorithms to compute RR coeffi-
cients numerically. In coordinate descent algorithms, each coefficient is optimised
in turn with the remaining coefficients held fixed. Iteration continues until con-
vergence is reached. We implement cyclic coordinate descent for both linear and
logistic RR.
Because coordinate descent algorithms operate on each predictor in turn, geno-
types coded as 0, 1, 2 for minor allele count can be stored as integers in computer
memory, and standardised ‘on the fly’ as each the coefficient of each predictor is
optimised. This allows RR coefficients to be computed for hundreds of thousands
of genotype predictors typed in thousands of individuals.
5.3.1.1 Linear ridge regression
The function linearRidgeGenotypes calls C code implementing cyclic coordi-
nate descent for linear RR. Our implementation is adapted from Friedman et al.
(2010); the algorithm is described in Algorithm 1. Convergence is declared when
the difference between coefficient estimates at consecutive coefficient estimates is
sufficiently small.
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Algorithm 1 Cyclic coordinate descent for linear ridge regression
(Friedman et al., 2010)
Require: β j ← 0, β˜ j ← 0 for j = 1, . . . , p; y˜i ← 0 for i = 1, . . . , n; flag← 1
while flag do
for j = 1 . . . p do
for i = 1 . . . n do
update y˜ ( j)i as y˜
( j)
i ←
∑
l 6=q x ilβl
end for
update β˜ j as β˜ j ←

1
n
∑
x i j(yi − y˜ ( j)i )

/ (1+ k)
end for
if abs(β j − β˜ j)< ε∀ j then
flag← 0
end if
β ← β˜
end while
5.3.1.2 Logistic ridge regression
The function logisticRidgeGenotypes calls C code which implements the CLG
algorithm (Zhang and Oles, 2001), a cyclic coordinate descent algorithm for pe-
nalised logistic regression. The algorithm is described in detail by Genkin et al.
(2007). The CLG algorithm is initiated by setting all of the coefficient estimates to
an initial value. Then, each coefficient is updated in turn whilst holding the rest
fixed. This has the advantage of avoiding the need for the inversion of large matri-
ces. Convergence is checked after each round of updating all of the coefficients.
In the CLG algorithm, cases are coded as yi = 1 and controls as yi =−1. Find-
ing the updated coefficient, βnewj that maximises the log-likelihood whilst keeping
the other parameters fixed is equivalent to finding the z that minimises
g(z) =
 
n∑
i=1
f

ai + (z− β j)x i j yi
!
+
z2
2τ
(5.1)
where τ= 1
2k
. Here, ai = β
′xi yi are computed using the current value of β and so
are treated as constants. f (a) = ln(1+ exp(−a)), and penalty terms not involving
z are constant and therefore omitted.
The βnewj that gives the minimum value of g(·) does not have a closed form,
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so each component-wise update requires an optimization process. Zhang and Oles
(2001) use a modification of Newton’s method in computing the component-wise
updates. The proposed updates are adaptively bounded to prevent large updates
in regions where a quadratic is a poor approximation to the objective. Following
Genkin et al. (2007) we use as the proposed update:
∆ν j =
∑n
i=1(x i j yi)/(1+ exp(ai))− β j/τ∑n
i=1 x
2
i j F(ai,∆ j|x i j|) + 1/τ
(5.2)
Genkin et al. (2007) use
F(a,δ) =
(
0.25 if |a| ≤ δ
1
2+exp(|a|−δ)+exp(δ−|a|) otherwise
(5.3)
but other functions can be used [Zhang and Oles (2001)]. We then apply the trust
region restriction:
∆newj =max(2|∆β j|,∆ j/2) (5.4)
to give the actual update:
∆β j =
 −∆ j if ∆ν j <−∆ j∆ν j if −∆ j ≤∆ν j ≤∆ j
∆ j if ∆ j <∆ν j
(5.5)
Convergence is declared when (
∑n
i=1 |∆ai|)/(1+
∑n
i=1 ai) < ε, where
∑n
i=1 |∆ai|
is the sum of the changes in the linear scores once all the coefficients have been
updated, and ε is a user-specified tolerance. The CLG algorithm is summarised in
Algorithm 2.
5.4 Future developments
In Chapter 6 we discuss the extension of the methods for automatic selection of the
ridge parameter to other regression models. Such extensions could be incorporated
into ridge.
In recent years, there has been a growing interest in parallel computational
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Algorithm 2 CLG [Genkin et al. (2007); Zhang and Oles (2001)]
Require: β j ← 0,∆ j ← 1 for j = 1, . . . , p; ai ← 0 for i = 1, . . . , n; flag← 1
while flag do
for j = 1 . . . p do
compute tentative step ∆ν j (Equation (5.2)).
∆β j ← (min(max(∆ν j,−∆ j),∆ j)) (Limit step to trust region)
∆ai ←∆β j x i j yi, ai ← ai +∆ai for i = 1, . . . , n
β j ← β j +∆β j
∆ j ←max(2|∆β j|,∆ j/2) (update size of trust region)
end for
if (
∑n
i=1 |∆ai|)/(1+
∑n
i=1 ai)< ε then
flag← 0
end if
end while
methods. Where relevant hardware is available, ridge can make use of mul-
tithreaded BLAS to improve computational performance. More straightforward
parallelisation steps would be possible. Specifically, the permutation test could be
made feasible even for large data sets by computing permuted regression coeffi-
cients in parallel on a multicore processor.
Further, in recent years there has been increased interest in the use of graphics
processing units (GPU) for scientific computation. Where appropriate hardware is
available, GPU computation improves performance, specifically in linear algebra
operations and matrix multiplication. Integrating GPU computation into ridge is
a planned extension of the package.
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Chapter 6
Conclusions
We conclude this thesis by drawing connections between the elements of the work
presented. We discuss the advantages of the methods developed, along with some
limitations. To end this chapter, we suggest future directions for this work.
6.1 Summary
In this thesis, we have explored the application of ridge regression to high-dimensional
data sets. Such data sets are increasingly common in the life sciences, where there
is a growing demand for informative and practical analysis tools. Whilst biomed-
ical applications provided the motivation for this work, so-called ‘big data’ arise
in many disciplines where our methods would be equally applicable. This thesis
opens with a presentation of the motivating biological context, and goes on to
introduce the statistical methodology, providing the foundation for the chapters
which follow.
In RR, in common with other penalised regression methods, one challenge is
the choice of the shrinkage parameter, which controls the amount of shrinkage
of the regression coefficients. A principal contribution of this thesis is the develop-
ment of a method for choosing a good shrinkage parameter based on the data, with
the aim of good prediction performance in genome-wide genotype data sets. Our
proposed method takes into account the correlation structure in the data, which is a
notable concern when working with genetic information. Using simulated genetic
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data, we demonstrate that RR using our proposed shrinkage parameter performs
well when compared to other regression methods. We go on to demonstrate our
method in a real data example.
In contrast to some other penalised regression methods, RR is not a variable
selection method. RR estimates non-zero regression coefficients for all predictors;
further, it does not provide a means of estimating the relative importance of the
variables. In a second major contribution of this work, we extend a previously
proposed test of significance of coefficients fitted using linear RR, and evaluate the
performance of the proposed test in simulation studies. We propose and evaluate
an analogous test in logistic RR. We demonstrate the performance of the test in
simulation studies and in a real data example.
The methods presented in this thesis have been made available to the research
community in the form of an R package, ridge, which can be freely downloaded
from the web. ridge implements RR for linear and logistic models in a user-
friendly way, and provides functions for downstream analysis of fitted models.
Specialised functions implement RR for genome-wide SNP data sets, which can
be too big to read into the R workspace.
6.2 Discussion
Among penalised regression methods, RR has been shown to offer good predictive
performance (Frank and Friedman, 1993). Consistent with this previous finding,
we demonstrate in Chapter 3 that our method offers improved predictive perfor-
mance over competing penalised regression methods. RR has been applied to fur-
ther examples of generalised linear models not considered in this thesis, such as
multinomial and probit regression (Kibria and Saleh, 2012), as well as to related
regression models such as the Cox model (Goeman, 2008). These are all models
that find applications in biomedical studies. The extension of the automatic choice
of shrinkage parameter to these RR models would be a straightforward and logical
extension, and these models could be incorporated into the R package ridge as
they were developed.
The significance test proposed and evaluated in Chapter 4 is a useful extension
of RR, and will be of particular interest to biologists, for whom identification of
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significantly associated variables may motivate follow-up studies in the laboratory.
Extension of this test to to other statistical models would require estimation of the
standard deviation of the corresponding ridge coefficients, as well as performance
evaluation by comparison to benchmark permutation tests. Such an evaluation
would be facilitated by parallelisation of the permutation test, as discussed below.
The R package, ridge, presented in this thesis makes fitting of RR models to
genome-wide SNP data computationally feasible. ridge is an open-source package
that is readily extensible. Extension of the methods discussed in this thesis to
additional regression models could be incorporated into the package. This would
increase the range of applications of the code.
6.3 Future Directions
In developed countries, complex diseases represent a growing proportion of popu-
lation morbidity. These multifactorial conditions have in many cases been shown
to be highly heritable. Therefore, improvements in pre-symptomatic disease risk
prediction are desirable, so that preventative steps can be taken to reduce the over-
all disease burden. This thesis makes inroads into the problem of the simultaneous
analysis of genome-wide SNP data from both statistical and computational points
of view, with an emphasis on prediction problems. However, the ongoing, rapid im-
provement in high-throughput genotyping technologies means that the demand for
new analysis methods continues to increase. As whole-exome and whole-genome
sequencing becomes increasingly affordable, datasets consisting of whole genomes
of study populations are emerging. These datasets can be used to identify more,
and rarer, genetic variants. One area of interest is the analysis of rare variants,
whose presence only becomes apparent with modern genotyping methods.
Taking into account these likely future directions, and the demands of the resul-
tant data sets, we consider increased parallelisation of analytical procedures to be
an important step in making analysis feasible. Incorporation of multicore or GPU
approaches into methods such as ours will allow their application to ever-growing
data sets.
The flexibility of penalised regression approaches merits further exploration.
Related to the generalised RR introduced in Section 2.2.3, it is possible to incor-
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porate different shrinkage parameters for different coefficients in the model in its
original orientation. Practical application of this property of penalised regression
models is found in GWAS, where analyses are often adjusted for confounding vari-
ables such as age or sex, and it would be intuitive not to penalised these variables
at all.
In this thesis, we briefly considered a Bayesian perspective on our approach
(Section 3.4). Particularly in extending the model to higher-density genome se-
quence data incorporating ever more rare variants, it would be natural to consider
a Bayesian approach, allowing the ridge penalty to vary over the data, with a hi-
erarchical structure taking into account the structure of genetic variables grouped
by gene, intron or LD block.
Overall, the methods proposed and evaluated in this thesis demonstrate the
value in moving beyond traditional variant-by-variant approaches to the analysis
of genetic data, and of viewing the high-dimensionality of modern biological data
sets as a help as well as a challenge when it comes to the prediction of our collective
genetic futures.
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Appendix
Figure 2.1 on page 38 is adapted from Figure 2 in Ayers and Cordell (2010),
c© Wiley-Liss Inc, 2010. The license agreement permitting the inclusion of the
figure in this thesis is presented here.
114
JOHN WILEY AND SONS LICENSE
TERMS AND CONDITIONS
Jun 13, 2013
This is a License Agreement between Erika J Cule ("You") and John Wiley and Sons ("John
Wiley and Sons") provided by Copyright Clearance Center ("CCC"). The license consists of
your order details, the terms and conditions provided by John Wiley and Sons, and the
payment terms and conditions.
All payments must be made in full to CCC. For payment instructions, please see
information listed at the bottom of this form.
License Number 3166990082253
License date Jun 13, 2013
Licensed content publisher John Wiley and Sons
Licensed content publication Genetic Epidemiology
Licensed content title SNP Selection in genome-wide and candidate gene studies via
penalized logistic regression
Licensed copyright line © 2010 Wiley-Liss, Inc.
Licensed content author Kristin L. Ayers,Heather J. Cordell
Licensed content date Nov 22, 2010
Start page 879
End page 891
Type of use I don't see my intended use
Special requirements I would like to reuse an adaptation of a figure in my PhD thesis. The
Figure is Figure 2 from this article and I would like to reproduce it
with one of the subfigures removed.
http://onlinelibrary.wiley.com/doi/10.1002/gepi.20543/full
Total 0.00 USD
Terms and Conditions
TERMS AND CONDITIONS
This copyrighted material is owned by or exclusively licensed to John Wiley & Sons, Inc. or
one of its group companies (each a "Wiley Company") or a society for whom a Wiley
Company has exclusive publishing rights in relation to a particular journal (collectively
"WILEY"). By clicking "accept" in connection with completing this licensing transaction,
you agree that the following terms and conditions apply to this transaction (along with the
billing and payment terms and conditions established by the Copyright Clearance Center
Inc., ("CCC's Billing and Payment terms and conditions"), at the time that you opened your
RightsLink account (these are available at any time at http://myaccount.copyright.com).
Terms and Conditions
1. The materials you have requested permission to reproduce (the "Materials") are protected
by copyright.
Page 1 of 6Rightslink Printable License
13/06/2013https://s100.copyright.com/CustomerAdmin/PLF.jsp?ref=f85300cb-139e-4df4-9a14-e...
PDF Creator - PDF4Free v3.0                                                    http://www.pdf4free.com
2.You are hereby granted a personal, non-exclusive, non-sublicensable, non-transferable,
worldwide, limited license to reproduce the Materials for the purpose specified in the
licensing process. This license is for a one-time use only with a maximum distribution equal
to the number that you identified in the licensing process. Any form of republication granted
by this license must be completed within two years of the date of the grant of this license
(although copies prepared before may be distributed thereafter). The Materials shall not be
used in any other manner or for any other purpose. Permission is granted subject to an
appropriate acknowledgement given to the author, title of the material/book/journal and the
publisher. You shall also duplicate the copyright notice that appears in the Wiley publication
in your use of the Material. Permission is also granted on the understanding that nowhere in
the text is a previously published source acknowledged for all or part of this Material. Any
third party material is expressly excluded from this permission.
3. With respect to the Materials, all rights are reserved. Except as expressly granted by the
terms of the license, no part of the Materials may be copied, modified, adapted (except for
minor reformatting required by the new Publication), translated, reproduced, transferred or
distributed, in any form or by any means, and no derivative works may be made based on the
Materials without the prior permission of the respective copyright owner. You may not alter,
remove or suppress in any manner any copyright, trademark or other notices displayed by
the Materials. You may not license, rent, sell, loan, lease, pledge, offer as security, transfer
or assign the Materials, or any of the rights granted to you hereunder to any other person.
4. The Materials and all of the intellectual property rights therein shall at all times remain the
exclusive property of John Wiley & Sons Inc or one of its related companies (WILEY) or
their respective licensors, and your interest therein is only that of having possession of and
the right to reproduce the Materials pursuant to Section 2 herein during the continuance of
this Agreement. You agree that you own no right, title or interest in or to the Materials or
any of the intellectual property rights therein. You shall have no rights hereunder other than
the license as provided for above in Section 2. No right, license or interest to any trademark,
trade name, service mark or other branding ("Marks") of WILEY or its licensors is granted
hereunder, and you agree that you shall not assert any such right, license or interest with
respect thereto.
5. NEITHER WILEY NOR ITS LICENSORS MAKES ANY WARRANTY OR
REPRESENTATION OF ANY KIND TO YOU OR ANY THIRD PARTY, EXPRESS,
IMPLIED OR STATUTORY, WITH RESPECT TO THE MATERIALS OR THE
ACCURACY OF ANY INFORMATION CONTAINED IN THE MATERIALS,
INCLUDING, WITHOUT LIMITATION, ANY IMPLIED WARRANTY OF
MERCHANTABILITY, ACCURACY, SATISFACTORY QUALITY, FITNESS FOR A
PARTICULAR PURPOSE, USABILITY, INTEGRATION OR NON-INFRINGEMENT
AND ALL SUCH WARRANTIES ARE HEREBY EXCLUDED BY WILEY AND ITS
LICENSORS AND WAIVED BY YOU.
6. WILEY shall have the right to terminate this Agreement immediately upon breach of this
Agreement by you.
7. You shall indemnify, defend and hold harmless WILEY, its Licensors and their respective
directors, officers, agents and employees, from and against any actual or threatened claims,
demands, causes of action or proceedings arising from any breach of this Agreement by you.
8. IN NO EVENT SHALL WILEY OR ITS LICENSORS BE LIABLE TO YOU OR ANY
OTHER PARTY OR ANY OTHER PERSON OR ENTITY FOR ANY SPECIAL,
CONSEQUENTIAL, INCIDENTAL, INDIRECT, EXEMPLARY OR PUNITIVE
DAMAGES, HOWEVER CAUSED, ARISING OUT OF OR IN CONNECTION WITH
Page 2 of 6Rightslink Printable License
13/06/2013https://s100.copyright.com/CustomerAdmin/PLF.jsp?ref=f85300cb-139e-4df4-9a14-e...
PDF Creator - PDF4Free v3.0                                                    http://www.pdf4free.com
THE DOWNLOADING, PROVISIONING, VIEWING OR USE OF THE MATERIALS
REGARDLESS OF THE FORM OF ACTION, WHETHER FOR BREACH OF
CONTRACT, BREACH OF WARRANTY, TORT, NEGLIGENCE, INFRINGEMENT OR
OTHERWISE (INCLUDING, WITHOUT LIMITATION, DAMAGES BASED ON LOSS
OF PROFITS, DATA, FILES, USE, BUSINESS OPPORTUNITY OR CLAIMS OF
THIRD PARTIES), AND WHETHER OR NOT THE PARTY HAS BEEN ADVISED OF
THE POSSIBILITY OF SUCH DAMAGES. THIS LIMITATION SHALL APPLY
NOTWITHSTANDING ANY FAILURE OF ESSENTIAL PURPOSE OF ANY LIMITED
REMEDY PROVIDED HEREIN.
9. Should any provision of this Agreement be held by a court of competent jurisdiction to be
illegal, invalid, or unenforceable, that provision shall be deemed amended to achieve as
nearly as possible the same economic effect as the original provision, and the legality,
validity and enforceability of the remaining provisions of this Agreement shall not be
affected or impaired thereby.
10. The failure of either party to enforce any term or condition of this Agreement shall not
constitute a waiver of either party's right to enforce each and every term and condition of
this Agreement. No breach under this agreement shall be deemed waived or excused by
either party unless such waiver or consent is in writing signed by the party granting such
waiver or consent. The waiver by or consent of a party to a breach of any provision of this
Agreement shall not operate or be construed as a waiver of or consent to any other or
subsequent breach by such other party.
11. This Agreement may not be assigned (including by operation of law or otherwise) by
you without WILEY's prior written consent.
12. Any fee required for this permission shall be non-refundable after thirty (30) days from
receipt
13. These terms and conditions together with CCC's Billing and Payment terms and
conditions (which are incorporated herein) form the entire agreement between you and
WILEY concerning this licensing transaction and (in the absence of fraud) supersedes all
prior agreements and representations of the parties, oral or written. This Agreement may not
be amended except in writing signed by both parties. This Agreement shall be binding upon
and inure to the benefit of the parties' successors, legal representatives, and authorized
assigns.
14. In the event of any conflict between your obligations established by these terms and
conditions and those established by CCC's Billing and Payment terms and conditions, these
terms and conditions shall prevail.
15. WILEY expressly reserves all rights not specifically granted in the combination of (i) the
license details provided by you and accepted in the course of this licensing transaction, (ii)
these terms and conditions and (iii) CCC's Billing and Payment terms and conditions.
16. This Agreement will be void if the Type of Use, Format, Circulation, or Requestor Type
was misrepresented during the licensing process.
17. This Agreement shall be governed by and construed in accordance with the laws of the
State of New York, USA, without regards to such state's conflict of law rules. Any legal
action, suit or proceeding arising out of or relating to these Terms and Conditions or the
breach thereof shall be instituted in a court of competent jurisdiction in New York County in
the State of New York in the United States of America and each party hereby consents and
Page 3 of 6Rightslink Printable License
13/06/2013https://s100.copyright.com/CustomerAdmin/PLF.jsp?ref=f85300cb-139e-4df4-9a14-e...
PDF Creator - PDF4Free v3.0                                                    http://www.pdf4free.com
submits to the personal jurisdiction of such court, waives any objection to venue in such
court and consents to service of process by registered or certified mail, return receipt
requested, at the last known address of such party.
Wiley Open Access Terms and Conditions
Wiley publishes Open Access articles in both its Wiley Open Access Journals program
[http://www.wileyopenaccess.com/view/index.html] and as Online Open articles in its
subscription journals. The majority of Wiley Open Access Journals have adopted the
Creative Commons Attribution License (CC BY) which permits the unrestricted use,
distribution, reproduction, adaptation and commercial exploitation of the article in any
medium. No permission is required to use the article in this way provided that the article is
properly cited and other license terms are observed. A small number of Wiley Open Access
journals have retained the Creative Commons Attribution Non Commercial License (CC
BY-NC), which permits use, distribution and reproduction in any medium, provided the
original work is properly cited and is not used for commercial purposes.
Online Open articles - Authors selecting Online Open are, unless particular exceptions
apply, offered a choice of Creative Commons licenses. They may therefore select from the
CC BY, the CC BY-NC and the Attribution-NoDerivatives (CC BY-NC-ND). The CC BY-
NC-ND is more restrictive than the CC BY-NC as it does not permit adaptations or
modifications without rights holder consent.
Wiley Open Access articles are protected by copyright and are posted to repositories and
websites in accordance with the terms of the applicable Creative Commons license
referenced on the article. At the time of deposit, Wiley Open Access articles include all
changes made during peer review, copyediting, and publishing. Repositories and websites
that host the article are responsible for incorporating any publisher-supplied amendments or
retractions issued subsequently.
Wiley Open Access articles are also available without charge on Wiley's publishing
platform, Wiley Online Library or any successor sites.
Conditions applicable to all Wiley Open Access articles:
l The authors' moral rights must not be compromised. These rights include the right of
"paternity" (also known as "attribution" - the right for the author to be identified as
such) and "integrity" (the right for the author not to have the work altered in such a
way that the author's reputation or integrity may be damaged).
l Where content in the article is identified as belonging to a third party, it is the
obligation of the user to ensure that any reuse complies with the copyright policies of
the owner of that content.
l If article content is copied, downloaded or otherwise reused for research and other
purposes as permitted, a link to the appropriate bibliographic citation (authors, journal,
article title, volume, issue, page numbers, DOI and the link to the definitive published
version on Wiley Online Library) should be maintained. Copyright notices and
disclaimers must not be deleted.
¡ Creative Commons licenses are copyright licenses and do not confer any other
rights, including but not limited to trademark or patent rights.
l Any translations, for which a prior translation agreement with Wiley has not been
agreed, must prominently display the statement: "This is an unofficial translation of an
Page 4 of 6Rightslink Printable License
13/06/2013https://s100.copyright.com/CustomerAdmin/PLF.jsp?ref=f85300cb-139e-4df4-9a14-e...
PDF Creator - PDF4Free v3.0                                                    http://www.pdf4free.com
article that appeared in a Wiley publication. The publisher has not endorsed this
translation."
Conditions applicable to non-commercial licenses (CC BY-NC and CC BY-NC-
ND)
For non-commercial and non-promotional purposes individual non-commercial users
may access, download, copy, display and redistribute to colleagues Wiley Open
Access articles. In addition, articles adopting the CC BY-NC may be adapted,
translated, and text- and data-mined subject to the conditions above.
Use by commercial "for-profit" organizations
Use of non-commercial Wiley Open Access articles for commercial, promotional, or
marketing purposes requires further explicit permission from Wiley and will be
subject to a fee. Commercial purposes include:
¡ Copying or downloading of articles, or linking to such articles for further
redistribution, sale or licensing;
¡ Copying, downloading or posting by a site or service that incorporates
advertising with such content;
¡ The inclusion or incorporation of article content in other works or services
(other than normal quotations with an appropriate citation) that is then available
for sale or licensing, for a fee (for example, a compilation produced for
marketing purposes, inclusion in a sales pack)
¡ Use of article content (other than normal quotations with appropriate citation)
by for-profit organizations for promotional purposes
¡ Linking to article content in e-mails redistributed for promotional, marketing or
educational purposes;
¡ Use for the purposes of monetary reward by means of sale, resale, license, loan,
transfer or other form of commercial exploitation such as marketing products
¡ Print reprints of Wiley Open Access articles can be purchased from:
corporatesales@wiley.com
The modification or adaptation for any purpose of an article referencing the CC
BY-NC-ND License requires consent which can be requested from
RightsLink@wiley.com .
Other Terms and Conditions:
BY CLICKING ON THE "I AGREE..." BOX, YOU ACKNOWLEDGE THAT
YOU HAVE READ AND FULLY UNDERSTAND EACH OF THE
SECTIONS OF AND PROVISIONS SET FORTH IN THIS AGREEMENT
AND THAT YOU ARE IN AGREEMENT WITH AND ARE WILLING TO
ACCEPT ALL OF YOUR OBLIGATIONS AS SET FORTH IN THIS
AGREEMENT.
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If you would like to pay for this license now, please remit this license along with your
payment made payable to "COPYRIGHT CLEARANCE CENTER" otherwise you will be
invoiced within 48 hours of the license date. Payment should be in the form of a check
or money order referencing your account number and this invoice number
RLNK501042361.
Once you receive your invoice for this order, you may pay your invoice by credit card.
Please follow instructions provided at that time.
Make Payment To:
Copyright Clearance Center
Dept 001
P.O. Box 843006
Boston, MA 02284-3006
For suggestions or comments regarding this order, contact RightsLink Customer
Support: customercare@copyright.com or +1-877-622-5543 (toll free in the US) or +1-
978-646-2777.
Gratis licenses (referencing $0 in the Total field) are free. Please retain this printable
license for your reference. No payment is required.
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