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Abstract 
Authors evaluated supervised automatic classification algorithms for determination of health related web-page compliance with 
individual HONcode criteria of conduct (www.hon.ch/Conduct.html). The current study used varying length character n-gram 
vectors to represent healthcare web page documents – not the traditional approach of using word vectors. The training/testing 
collection comprised web page fragments that HONcode experts had cited as the basis for individual HONcode compliance 
during the manual certification process (described below). The authors compared automated classification performance of n-gram 
tokenization to the automated classification performance of document words and Porter-stemmed document words using a Naive 
Bayes classifier and DF (document frequency) dimensionality reduction metrics. The study attempted to determine whether the 
automated, language-independent approach might safely replace single word-based classification. Using 5-grams as document 
features, authors also compared the baseline DF reduction function to Chi-square and Z-score dimensionality reductions. While 
the Z-score approach statistically significantly improved precision for some HONcode compliance components, the Chi-square 
performance was unreliable, performing very well for some criteria and poorly for others. Overall study results indicate that n-
gram tokenization provide a potentially viable alternative to document word stemming. 
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1. Introduction 
The Internet provides health information to millions of people worldwide – including reliable, useful information 
and potentially harmful information1. Currently, no obligatory regulatory standards exist for the ethical and clinical 
quality con-tent of health-related websites. End-users experience difficulty in discerning trustworthy web-based 
health information from biased content2. The Health On the Net Foundation, created in 1996, has as its mission the 
promotion of transparency and quality for online medical and health-related information.  The HON Foundation’s 
Code of Conduct3, comprised of eight procedural guidelines, helps to indicate the credibility of online health 
information for both website editors and users. Some search engines, such as the www.HONcodeHunt.org or 
European prototype everyone.khresmoi.eu, can specifically guide the general public to reach health websites which 
are HON certified or are otherwise selected based upon an auto-mated system identifying the principles disclosed in 
a site.  Currently, HON expert reviewers manually assess, re-assess, and certify health websites for compliance with 
the HONcode principles of conduct. The authors report herein a feasibility study to determine whether a specific 
machine learning algorithm based on n-gram representation of a document’s content, can assist in the HONcode 
certification process. 
The HONcode certification program enables individuals to identify websites that conform to HONcode criteria, 
since such sites display unique HONcode seals. All such sites provide answers to questions such as ‘who is the 
author of the content’, ‘who is funding the site’, ‘where does the content come from’, and ‘when was the site last 
updated’.  While the presence of the HONcode seal indicates the website conforms to HONcode process quality 
guidelines, it does not validate a site’s content, per se (see details at 
http://www.healthonnet.org/HONcode/Conduct.html).  Recent European study shows that for end-users accessing 
health related information in their own language is very important4. Identification of quality health related 
information in their native languages is crucial to end-users worldwide. In this work, we propose an experiment to 
tackle this problem automatically. Our objective is to design an approach that is language-independent. Authors 
used character n-grams as tokens representing document contents with supervised machine learning. This type of 
tokenization has proved effective for different languages5, especially when linguistic tools such as stemmers6 were 
lacking for a given language. The n-gram approach also showed greater robustness in the setting of frequent 
typographical errors in the source text7. We propose to take advantage of such features for the detection of web-page 
quality. While only English language documents were used in the current study, the HONcode certification is 
multilingual. 
While the HONcode is the most widely utilized healthcare website Code of Conduct, the initial evaluations and 
subsequent recurring recertification audits place increasing demands on HONcode staff due to time-and-personnel 
intensive manual processes. To date, HON has certified 8’300 health websites worldwide.  Thus, using present 
methods, large-scale HON reviews for certification of hundreds of thousands of health websites is not feasible. 
Furthermore, many high-quality health websites may not have HONcode certification because the review process is 
voluntary and not proactive – a health site’s webmaster must initiate the request for HON review. Automating the 
HONcode review process (in part or in full) is a logical next step for the organization.  
The rest of this paper is organized as follows: Section 2 describes the main issues regarding the health 
information trustworthiness while Section 3 depicts main characteristics of the methods used. Section 4 displays the 
experimental results which are discussed in Sections 5. The main findings are presented in conclusions.  
2. Related work 
Taking into account the quantitative growth of Internet-based health information websites, the HONcode 
accreditation process must become at least partially automated to remain relevant.  HON has already initiated 
research in this area utilizing Machine Learning (ML) methods for automated text classification8, 9.  Since the text of 
healthcare documents cannot yet be directly interpreted by algorithmic classifiers, such documents are usually 
represented as vectors of weighted terms10. Researchers typically choose a document’s words as its terms. Other 
approaches use word stems or lemmas for this purpose, with a goal of increasing the system’s recall11, 12. Linguistic 
treatment of such stemming has proven to be a powerful tool especially with morphologically complex languages13.  
Unfortunately, the linguistic tools required to create word stems or lemmas are not available for all languages, or for 
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specific language subdomains, such as health.  Thus, the field requires a language-independent approach to this 
issue. Even though linguistic treatment in English does not imply enormous difference in performance14, showing 
the interchangeability between language-dependent (stemming, lemmatization) and language-independent 
approaches in this language, would give a credible baseline for future work with other languages. 
For text classification tasks, use of character n-grams has been widely reported13.  Machine learning systems 
represent each document as a vector of mutually independent weighted “terms” (features). A term itself can be a 
word, a lemma, or a stem, etc. The lemma or stems used as “terms” have the goal of matching different words 
derived from the same root ( e.g. derive, derived, derivation). The language-independent character n-gram approach 
uses segments composed of successive characters from the document, with length n ranging in the current study 
from 3 to 5. Thus, for the case of n=4, the document phrase  “privacy policy” would yield the following n-grams: 
“priv”, “riva”, “ivac”, “vacy”, “poli”, “olic” and “licy”.  Because feature space (total number of different features) 
for machine learning tasks can become so vast as to impede system performance substantially, researchers typically 
perform the feature selection (dimensionality reduction). Feature selection can often reduce the size of feature space 
by one or more orders of magnitude without significant loss in performance11, 15.   
Defining what is the testing/learning unit, is another issue tackled by the authors. One recent study using machine 
learning techniques used the sentence as a discrimination unit9. That approach generated numerous errors, as 
individual sentences in a document may not conform to HONcode criteria though the document as a whole may9. 
With respect to the broader problem of trustworthiness of internet-based information, most previous studies have 
focused on the e-commerce domain. Research in e-commerce led to some agreed upon criteria16. Nevertheless, 
beyond e-commerce, a basic consensus about the meaning of trust regarding internet health information remains 
elusive. Most health-related studies have tested one specific author-defined aspect of trust117, 18. Lack of standards 
regarding studies of online health information makes comparisons difficult. Even though, for example, health related 
labs exist within the CLEF initiative such as eHealth (http://clefehealth2014.dcu.ie/), none of the proposed tasks in 
these events addresses the quality of the online health information. Consequently, no quality related testing 
collection is available for the researchers to compare the obtained results.   
3. Methods 
Authors constructed the test system based on the machine learning framework19.  Experience in an earlier study1 
led authors to use a Naive Bayes machine learning algorithm for automated determination of whether a webpage 
complied with each HONcode principle15. There are eight HONcode principles: Authority, Complementarity, 
Privacy, Attribution, Justifiability, Authorship, Sponsorship and Advertising. The principle Attribution was divided 
into two separate criteria, namely Reference and Date due to disparate fulfilment requirements for these two 
elements.  Authors developed separate classifiers for each of the HONcode criteria, because a document’s belonging 
to one HONcode compliance class is independent, under all circumstances, from its conformance with other 
HONcode compliance classes (any-of classification)11. All experiments performed used ten-fold cross validation. 
Table 1. Number of extracts per criteria (English HONcode compliance extracts collection). 
Criterion No. extracts 
Authority  2812  
Complementarity  2835  
Privacy  2683  
Reference (Attribution) 2349  
Justifiability  872  
Contact details  2861  
Financial disclosure 2700  
Advertising policy  1412 
Date (Attribution) 2794 
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The substrate for machine classification is actual webpage excerpts. Whenever HONcode experts previously 
reviewed candidate websites for HONcode certification, they stored the part of the site’s webpage that indicated 
compliance with one of the HONcode principles. Each training/test collection document comprises one previous 
extract from one website for one specific HONcode criterion. Since the disrespect of the criteria most of the time 
means the absence of the criteria justification, creating the negative examples in the collection represent a challenge. 
In this study, the negative examples of one criterion are represented by positive examples of other criteria.While the 
HONcode certification process includes websites in any of a large set of languages, the majority of certified 
websites are in English, French, Spanish and German. The current study was limited exclusively to English 
language sites, because the collected set of compliance justification extracts in English was the most exhaustive of 
any language. Table 1 gives the number of extracts available in English. 
Because previous studies most commonly used words as the tokens (or terms) to represent documents, the current 
study used words (W1) as terms for its “baseline”. The study compared results obtained by the baseline to those of 
various size n-grams (e.g. C3, C4, C5) and stems (W1p) as document tokens. The goal was to determine the extent 
to which words might be replaced as tokens while not sacrificing system classification performance.   
In conducting the study, prior to the tokenization, authors removed stop words from the study documents.  The 
list contains 174 non content baring terms such as the, a, do etc. 
The current study explored three distinct metrics for dimensionality reduction by term selection:  DF, Chi-
square15 and Z-score20. In the case of Z-score algorithm, the threshold limit is set to 2.  
Feature reduction utilizes metrics for each feature such that those features below a predetermined metric value 
are eliminated. In the current experiment, only the top 30% of ranked features were retained.  
Authors chose precision (P), recall (R) and F1-measure to represent the quality of the classification for each of the 
HONcode criteria. The Fα-measure15 combines the precision and recall measures, allowing us to give relative 
importance to each of them. The F1-measure balances importance of recall and precision by giving the same weights 
to both measures. To determine whether or not a given classification strategy is statistically better than another one, 
we applied the bootstrap methodology21, with the null hypothesis H0 stating that both classifiers produce similar 
performance. In the experiments presented in this paper, statistically significant differences were detected by a two-
sided test (significance level a = 5%). Such a null hypothesis would be accepted if two classifiers returned 
statistically similar means, otherwise it would be rejected. 
4. Results 
In Table 2, the values for precision, recall and F1-measure are given. Those values are the averages of each 
respective measure over 10 runs. Word (W1), stem (W1p), 3-gram (C3), 4-gram (C4) and 5-gram (C5) tokenization 
is tested.  For the results presented in this table the DF feature reduction metrics was used.  30% features were kept 
using this reduction metrics. The best performing values are marked in bold for each measure used.  
Using the highest precision value in the presented tables as a baseline, the statistically significant differences are 
marked with “*”. 
The results presented in Table 2 indicate that the tokenization method that produces the best precision results 
varies for each HONcode criterion. The W1 tokenization provides highest precision and highest F1 value for 
“Authority” (0.64; 0.69), “Complementarity” (0.83; 0.89), “Privacy” (0.91; 0.94) and “Financial disclosure” (0.77; 
0.78). In the case of   “Justifiability” criterion even though the precision is highest for the W1 tokenization the low 
value of recall (0.31) results in an important decrease in F1 value (0.43).  For this criterion the C3 tokenization 
results in more balanced precision/recall trade off. For the criteria “Contact details” and “Date” the highest precision 
values are obtained with 3-gram (C3) tokenization.  
Finally, for the “Reference” highest precision is obtained for 5-gram tokenization. The difference between the 
highest precision value and others is always statistically significant, except for criteria “Contact details”. For this 
criterion, a statistically significant difference in the precision is only that of 3-gram (highest) and 4-gram.  
Comparing the performance of the W1p and n-grams tokenization, one can notice that the C5 is the closest in 
performance to the W1p. The relative difference in precision between W1p and C5 tokenization spans from -7.25% 
(“Justifiability”) to 3.45% (“Reference”), using W1p as baseline. The same tendencies are noticeable for recall,   
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Table 2. Precision (P), recall(R) and F1 10 fold average for DF dimensionality reduction 
Criterion M Tokenization 
W1 W1p C3 C4 C5 
Authority  P 0.64 0.63* 0.55* 0.56* 0.60* 
 R 0.75 0.71 0.72 0.69 0.65 
 F1 0.69 0.67 0.62 0.62 0.62 
Complementarity  P 0.83 0.82 0.65* 0.73* 0.77* 
 R 0.96 0.96 0.97 0.97 0.96 
 F1 0.89 0.88 0.78 0.83 0.85 
Privacy  P 0.91 0.90* 0.77* 0.85* 0.89* 
 R 0.98 0.98 0.99 0.99 0.91 
 F1 0.94 0.94 0.86 0.91 0.94 
Reference (Attribution) P 0.56* 0.58* 0.52* 0.56* 0.60 
 R 0.61 0.58 0.65 0.59 0.53 
 F1 0.59 0.58 0.58 0.57 0.56 
Justifiability  P 0.74 0.69* 0.55* 0.59* 0.64* 
 R 0.31 0.27 0.51 0.31 0.25 
 F1 0.43 0.37 0.52 0.40 0.36 
Contact details  P 0.92 0.93 0.93 0.91* 0.92 
 R 0.94 0.93 0.92 0.90 0.86 
 F1 0.93 0.93 0.92 0.91 0.89 
Financial disclosure P 0.77 0.76* 0.59* 0.66* 0.74* 
 R 0.79 0.76 0.88 0.78 0.71 
 F1 0.78 0.76 0.71 0.72 0.72 
Advertising policy  P 0.77 0.76* 0.61* 0.68* 0.72* 
 R 0.73 0.70 0.93 0.85 0.79 
 F1 0.75 0.73 0.75 0.76 0.75 
Date (Attribution) P 0.97* 0.97* 0.98 0.95* 0.95* 
 R 0.95 0.94 0.93 0.94 0.93 
 F1 0.96 0.93 0.95 0.95 0.94 
 
where the difference spans from -8.26% (“Reference”) to 12.86% (“Advertising policy”). These results indicate the 
usability of C5 as an alternative to stemming for the English language. 
Tables 3 and 4 give the average over nine criteria of the difference in the precision and recall respectively, in case 
of 30 and 80 percent of features kept with DF feature selection. To demonstrate the similar behavior of different 
tokenization in relation with dimensionality reduction, we have compared the relative precision loss and relative 
recall gain between the cases where 80% and 30% of all features are kept.  
  Table 3. Average precision loss. 
 W1 W1p C5 
Kept % 80 30 80 30 80 30 
P 0.89 0.79 0.87 0.78 0.85 0.76 
Diff %  -11.08  -10.28  -10.41 
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  Table 4. Average recall gain. 
 W1 W1p C5 
Kept % 80 30 80 30 80 30 
P 0.59 0.78 0.57 0.76 0.53 0.74 
Diff %  31.14  33.13  38.86 
 
The loss in precision, as the results in Tables 3 indicate is smallest in the case of W1p tokenization (10.28%). The 
gain in the recall is however the most important in the case of C5 being used (38.86%, Table 4). 
In the Table 5 we have compared the influence of the different feature selection functions with 5-gram 
tokenization. This size of n-gram was chosen since its performance in average is closest to that of word or stem. The 
best result is marked in bold. Using the highest value as a baseline, the statistically significant difference in precision 
is marked with “*” in this table.  
Table 5. 5-gram tokenization; Precision (P), recall (R) and F1; 10 fold average. 
Criterion M Feature selection function 
DF Ci2 Z-
score 
Authority  P 0.60 0.40* 0.61 
 R 0.64 0.42 0.63 
 F1 0.62 0.41 0.62 
Complementarity  P 0.77* 0.78* 0.81 
 R 0.96 0.96 0.95 
 F1 0.85 0.86 0.88 
Privacy  P 0.89* 0.90 0.91 
 R 0.99 0.99 0.98 
 F1 0.94 0.94 0.94 
Reference (Attribution) P 0.60* 0.42* 0.61 
 R 0.53 0.46 0.51 
 F1 0.56 0.44 0.55 
Justifiability  P 0.64* 0.73 0.77 
 R 0.25 0.28 0.20 
 F1 0.36 0.40 0.32 
Contact details  P 0.92* 0.94 0.94 
 R 0.86 0.84 0.82 
 F1 0.89 0.89 0.88 
Financial disclosure P 0.74* 0.75 0.78 
 R 0.71 0.68 0.87 
 F1 0.72 0.71 0.82 
Advertising policy  P 0.72* 0.73* 0.78 
 R 0.79 0.74 0.75 
 F1 0.75 0.74 0.76 
Date (Attribution) P 0.95 0.94* 0.96 
 R 0.93 0.93 0.92 
 F1 0.94 0.94 0.94 
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5. Discussion 
Our study results indicate that the n-gram approach is a viable alternative to both, word or stem tokenization. 
Additionally, the study examined the impact of different dimensionality reduction algorithms in combination with 
C5 tokenization. From the results presented in the Table 5, one can see that both DF and Z-score significantly 
outperformed the Chi-square in terms of precision, with the exception of the “Contact details” criterion.  
The results presented in Tables 2 and 5 indicate that by selectively determining the set of parameters to be used 
for each HONcode criterion, very good results in classification can be achieved. The criterion which proved to be 
most difficult was “Justifiability”. The main issue with this criterion was very low recall for most 
tokenization/feature selection combinations. Even though the C3 tokenization results in a recall of 0.51 for this 
criterion, this implies loss in precision of more than 20% (0.74 for W1 to 0.55 for C3). 
Comparing the automated system described here to the manual HONcode evaluation, represents the next logical 
step. Some advances have been made in this direction, and the findings presented confirm the difficulty of certain 
criteria such as “Justifiability”22.  
6. Conclusion 
In this study, authors evaluated character n-gram tokenization as an alternative to bag of words or stems. Based 
on the results presented in the Table 2, authors conclude that even though the word tokenization results in best 
performance in terms of precision, when the recall is important, the n-gram approach is best.  Additionally, different 
types of tokenization, namely word (W1), stem (W1p) or five gram (C5) show the same tendencies in 
precision/recall evolution with different levels of dimensionality reductions. This also indicates interchangeability of 
these tokenization technics. Accounting for importance of linguistic treatment for morphologically complex 
languages, and the baseline established here, one can suppose that the language-independent n-gram approach would 
not only be interchangeable but also might result in better performance for languages other than English.    
Choosing the “correct” dimensionality reduction algorithm can additionally improve the classification results. 
The choice of the “appropriate” algorithm depends on the class (HONcode criterion) and the measurement one 
strives to maximize (precision, recall or a trade-off).  As for instances of poor system performance, authors note that 
the set of documents used for learning/testing for some criteria were much smaller than for other criteria. This 
results in smaller diversity of the pertinent features. 
Broadening this research onto other languages, especially morphologically complex one, constitutes the main axe 
of our future research.  
Additionally, the integration of the automated system into the real system represents the next logical step. 
Helping the HONcode manual certification process by performing the initial screening depicts one of possible 
integrations. Integration within a vertical search system would broaden the coverage to the websites not necessarily 
requesting the HONcode certification represents another possible solution.    
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