In [17] it is proved that for certain class of perturbations of the hyperbolic equation u t = f (u)u x , there exist changes of coordinate, called quasi-Miura transformations, that reduce the perturbed equations to the unperturbed one. We prove in the present paper that if in addition the perturbed equations possess Hamiltonian structures of certain type, the same quasi-Miura transformations also reduce the Hamiltonian structures to their leading terms. By applying this result, we obtain a criterion of the existence of Hamiltonian structures for a class of scalar evolutionary PDEs and an algorithm to find out the Hamiltonian structures.
Introduction
We consider in this paper the following class of generalized scalar evolutionary PDEs of the unknown function u = u(x,t)
where u t = ∂ t u, u x = ∂ x u, u (ℓ) = ∂ ℓ x u. The functions F k are assumed to be polynomials of u x , . . . , u (k+1) with coefficients depending smoothly on u, and they are homogeneous of degree k + 1 under the following assignment of degrees: Such functions are called homogeneous differential polynomials.
In the case when the right hand side of (1.1) truncates, the equation is a usual evolutionary PDE. In generally, we allow the the right hand side of (1.1) to be nontruncated. Such equations arise, for example, when we consider an evolutionary PDE of the form u t = K(u; u x , · · · , u (N) ) (1.3)
with a function K being analytic at u x = · · · = u (N) = 0 and K(u; 0, · · · , 0) = 0. We can make the rescaling x → ε x, t → ε t, and expand the the right hand side of the equation (1.3) into a power series of ε, the resulting equation is of the form (1.1). Equations of the form (1.1) also appear when we consider PDEs of the following type 4) where the function K is given as above. An important example of such class of equations is the Camassa -Holm equation (see Example 3.6 below) which is an integrable nonlinear PDE describing shallow water waves [1, 2, 13] . We can perform the same rescaling and rewrite the equation (1.4) as follows:
the right hand side of the above equation can also be expanded into the form (1.1).
Here the Taylor expansion converges in the formal power series topology. In this paper we consider properties of the Hamiltonian structures for equations of the form (1.1). Note that equation (1.1) is a perturbation of the hyperbolic equation
This equation possesses infinitely many Hamiltonian structures. In fact, for any smooth function g (v) , there is a Poisson bracket on the space of functionals of v(x) which is defined by 6) here v(x), v(y) are regarded as distributions. Then equation (1.5) can be expressed as a Hamiltonian system
where the functional H g is defined by
We call the equation (1.1) a Hamiltonian system or a Hamiltonian perturbation of the equation (1.5) if it possesses a Hamiltonian structure
where the Poisson bracket and the Hamiltonian have the forms
Here A k,l , B l are homogenous differential polynomials of degree l. Studies of Hamiltonian perturbations of general hyperbolic systems were initiated by Dubrovin and the authors of the present paper in [8] . It was proved there that any bihamiltonian perturbation of a hyperbolic system which possesses a semisimple bihamiltonian structure is quasi-trivial, this means that the perturbation terms can be eliminated by a change of the dependent variables, called a quasi-Miura transformation, of the system. In [7] , Dubrovin studied the Hamiltonians perturbation of (1.5), and proved certain universality of behavior of solutions of the perturbed equation (1.1) near the point of gradient catastrophe. He also proved that the property of quasi-triviality still holds true at the approximation up to ε 4 for Hamiltonian perturbations of (1.5), and it plays an important role in obtaining the main result of [7] . A further study of the quasi-triviality property of equations of the form (1.1) was given in [17] , where the following theorem is given on the validity of this property without the assumption of existence of Hamiltonian structures. The quasi-Miura transformation of the above theorem is also called the reducing transformation for (1.1). In [17] this theorem is also applied to obtain a criterion of integrability for the class of equations of the form (1.1).
Now given a Hamiltonian perturbation (1.1), we consider in this paper the relationship between the Hamiltonian structure and its reducing transformation. The main result is the following: Theorem 1.2 (Main Theorem) For any Hamiltonian perturbation (1.1) of the equation (1.5) with a Hamiltonian structure of the form (1.8), (1.9) , the reducing transformation (1.10) does not depend on log u x , and it also reduces the Hamiltonian structure (1.8), (1.9) to its leading term (1.6), (1.7).
By inverting the quasi-Miura transformation, the theorem implies that any Hamiltonian structure of (1.1) comes from a Hamiltonian structure of the form (1.5) . This fact provides a method to determine whether an equation of the form (1.1) possesses Hamiltonian structures, and if so how to find them.
The paper is organized as follows: in the next section, we give a proof of the main theorem; in Section 3, we explain in detail the application of the Main Theorem to determine the existence of Hamiltonian structures for evolutionary PDEs of the form (1.1), and to find out the Hamiltonian structures. In the final section we give some concluding remarks.
Proof of the main theorem
We first recall some useful notations from [17] . Denote u ℓ = u (ℓ) (ℓ = 0, 1, 2, · · · ), and define the ring of differential polynomials by
It is a graded ring with degrees given by (1.2). Let A be its formal completion
Elements of A are also called differential polynomials.
For any X ∈ A , we can define a derivation on Â
The map A → DerA , X →X induces the following Lie bracket on A :
and A becomes a module of this Lie algebra. The Lie algebra A contains a subalgebra
each element X ∈ B defines an evolutionary PDE of the form (1.1)
(without the assumption f ′ (u) = 0 in general), so we will also call X an evolutionary PDE. If in additional f ′ (u) = 0, we say that the above PDE is generic. Let X ∈ B be an evolutionary PDE, h ∈ A be a differential polynomial. If there exists a σ ∈ A such thatX(h) = ∂ x σ , then h is called a conserved density of X . Consider the quotient space
the coset corresponding to f ∈ A is denoted by f dx, it is called a local functional defined by the density f . Note that · dx is just a formal notation, it doesn't mean integration here. It's easy to see that Λ is also an A -module (as a module of Lie algebra), the action of X on F = f dx is given in the following natural way:
is the variational derivative. In terms of these notations, h ∈ A is a conserved density of X if and only if the local functional H = h dx satisfies X .H = 0. Local functionals of this type are called the conserved quantities of X . Let us introduce the algebra of differential operators on A as follows:
It is a graded algebra under the definition (1.2) and deg ∂ x = 1. A differential operator P ∈ D is called a Hamiltonian operator if the bilinear operation
forms a Lie bracket. Note that every Hamiltonian structure of the form (1.8) corresponds to a unique Hamiltonian operator
and vice versa.
Example 2.1 Let P be a Hamiltonian operator of the form
it is easy to see that the leading term P 1 = P 10 ∂ x + P 11 is also a Hamiltonian operator. The skew-symmetry condition of the Lie bracket (2.3) implies that P 1 must be of the form
One can verify that a differential operator of the form (2.4) is automatically a Hamiltonian operator. The Jacobi identity for {·, ·} P implies that the equality
holds true for any local functionals F, G, H ∈ Λ. The differential operator ε k−1 P k satisfying the above condition is called an infinitesimal deformation of the Hamiltonian operator P 1 .
Definition 2.2 An evolutionary PDE X ∈ B is called to be Hamiltonian if there exists a Hamiltonian operator P and a local functional H such that
X = P.H = P δ H δ u . (2.5)
This X is also called a Hamiltonian vector field with respect to the Hamiltonian operator P, and H is called the Hamiltonian of X .

Proposition 2.3 For any evolutionary PDE X ∈ B and differential operator P ∈ D, there exists a unique differential operator Q ∈ D such that for any local functionals F, G we have
{F, G} Q = X .{F, G} P − {X .F, G} P − {F, X .G} P ,
The operator Q is called the Lie derivative of P w.r.t. X , and is denoted by Lie
where · is the multiplication in D. The proposition is proved. The elements of Λ, A , D are examples of local 0-, 1-, 2-vectors. In general, we can define the space of local k-vectors Λ k loc and the Schouten-Nijenhuis bracket between them
The formulae (2.2), (2.5), (2.6) are just particular cases of the Schouten-Nijenhuis bracket, in fact we have the following correspondence:
The Schouten-Nijenhuis bracket satisfies the following identities
We omit the general definition of Λ k loc and the Schouten-Nijenhuis bracket here, for more details one can refer to [9, 16, 8] .
Definition 2.4 A Hamiltonian operator P is called of hydrodynamic type if
Hamiltonian operators with hydrodynamic leading terms are called generic. This theorem is implied by the vanishing of the Poisson cohomologies [15] of the Hamiltonian structure (2.9) as proved in [14] (c.f. [10] ), see also [5, 9] . The identity (2.8) implies that for any X ∈ B, the map
is an automorphism of the graded Lie algebra (Λ * loc , [·, ·]). Such an automorphism is called a Miura type transformation. Corollary 2.6 [5, 9, 14] For any generic Hamiltonian operator P with leading term P 1 , there exists a Miura type transformation that reduces P to its leading term P 1 . In other words, there exist an X ∈ B such that g X (P) = P 1 .
Lemma 2.7
Let X ∈ B be a Hamiltonian vector field with respect to a generic Hamiltonian operator P, and
then the coefficients X 2 and P 2 of ε must vanish.
Proof By using Theorem 2.5 we know the existence of Y = h(u)u x ∈ B such that P 2 = Lie Y P 1 , then by using the formula (2.6) we easily obtain P 2 = 0. Let H = H 0 + εH 1 + · · · be the Hamiltonian of X . From the definition of local functionals we see that H 1 always vanishes, so
The lemma is proved. Now let us consider the quasi-triviality of evolutionary PDEs. Definẽ
whose elements are called almost differential polynomials [8] . We can modify the above definition of the spaces A , B, Λ, D by replacing R withR, and denote the resulting spaces byÃ ,B,Λ,D. The Schouten-Nijenhuis brackets (2.2), (2.5), (2.6) are defined in the same way.
Lemma 2.8 Let X ∈ B be an evolutionary PDE of the following form Proof This is a weaker version of the quasi-triviality theorem. The proof is similar to the full version, see [17] .
Lemma 2.9 Let X
If a homogeneous differential operator P ∈D with deg P ≥ 2 satisfies Lie X P = 0, then P = 0.
Proof We only need to consider the case when f (u) = u, since other cases can be converted to this case by applying a change of coordinateũ = f (u). Let the highest order of ∂ x in P be m, then
The vanishing of the coefficient of ∂ m x in Lie X P implies
Here N is the biggest indices of u k that P m depends on. By using Lemma 4.1 of [17] , the general solution to the above equation reads
where c is an arbitrary smooth function, and
Note that P m depends polynomially on u 2 , u 3 , · · · , it follows from the above definition of the functions φ k that c also depends polynomially on φ 2 ,. . . ,φ N . From the fact that deg φ k = −1 we obtain deg P m = 1 − m + deg c ≤ 1 − m, this contradicts with (2.12), so we must have P = 0. The lemma is proved.
Corollary 2.10 The Hamiltonian operator of a generic evolutionary PDE is also generic.
Proof Let X = ε f (u)u x + · · · be a generic evolution PDE, P = ε m−1 P m + · · · , P m = 0 be a Hamiltonian operator of X , then we have Lie f (u)u x P m = 0. If m ≥ 2, then by the above lemma we have P m = 0, which contradicts with our assumption P m = 0, so we have m = 1. The corollary is proved.
Lemma 2.11 Let P be a Hamiltonian operator of hydrodynamic type, H ∈Λ be homogeneous and deg
Proof We denote the density of
. After integrating by part, we can assume that the density of H does not depend on u N . By induction on N, we know that the density of H can be chosen to depend only on u. However, by assumption we have deg H ≥ 1, so we must have H = 0. The lemma is proved.
Proof of the Main Theorem:
Let X ∈ B be a generic evoutionary PDE
with a Hamiltonian structure X = P.H, where
It follows from Lemma 2.7 and 2.8 that there exists Y ∈B such that
Since g Y is an automorphim, we have
By using Lemma 2.9 we arrive at g Y (P) = P 1 . By using the fact that g Y is an automorphim again, we get
so it follows from Lemma 2.11 that g Y (H) = H 0 . The theorem is proved.
The Hamiltonian perturbations
In this section we propose a way to determine whether a given generic evolutionary PDE is Hamiltonian, and if so, how to find its Hamiltonian structures. Lemma 2.7 shows that a generic Hamiltonian PDE in B must take the form
Moreover, the associated Hamiltonian structure P must be generic, i.e. its leading term has the form (2.4) with φ (u) = 0. According to the Main Theorem, the reducing transformation g Y satisfying g Y (X ) = ε f (u)u x also reduces P to its leading term P 1 , where Y is of the form (2.11) given in Lemma 2.8. Thus we have
and the following corollary of the Main Theorem: Given a generic X of the form (3.1), its reducing transformation g Y can be found explicitly by using the method given in [17] . So the right hand side of (3.2) can be computed straightforwardly. In this way we obtain a criterion for testing whether a generic PDE is Hamiltonian or not. This algorithm is not hard to be carried out with the help of a computer program, and we give some examples below to illustrate it. 
Example 3.2 We consider generic evolutionary PDEs of the form
Proof The reducing transformation of the equation (3.3) can be taken to depend only on even powers of ε. Thus the Hamiltonian structure has the form P = g −1
A direct calculation shows that the term Z 1 is always a polynomial, and the polynomiality of Z 2 implies (3.4) .
The polynomiality of Z 3 , Z 4 , · · · leads to a set of ODEs of b(u), c(u), φ (u). These ODEs are too complicated to solve. Here we add a homogeneity condition to simplify the problem (see [17] for a similar condition). Since b(u) = 0, φ (u) = 0, without loss of generality we can assume that
where α, β , γ ∈ R. It follows immediately from equation (3.4) that 
Proof By solving a system of algebraic equations, we can obtain conditions i)-iv) from the polynomiality of Z 3 , Z 4 . So these conditions are necessary. Now denote by ε −1 X 1 , ε −1 X 2 , ε −1 X 3 the right hand side of (3.3) such that α, β , γ satisfy the condition i), ii), iii) respectively. We define the following differential operators:
(3.11)
12)
Then by a straightforward computation, we can show that P i are Hamiltonian operators and Lie X i P i = 0, i.e. P i is a Hamiltonian structure for X i .
In the other four exceptional cases, the equation (3.3) possesses bihamiltonian structures, as it will be shown by the next proposition. The proposition is proved.
An evolutionary PDE of the form (1.1) that is given by a vector field X ∈ B is called bihamiltonian, or a bihamiltonian perturbation of (1.5), if there are two compatible Hamiltonian operators P, Q and two local functionals H 1 , H 2 such that X = P.H 1 = Q.H 2 . Here the word "compatible" means that any linear combination of P, Q is also a Hamiltonian operator.
From the Main Theorem it follows that the reducing transformation of the bihamiltonian equation reduces both Hamiltonian operators P and Q to their leading terms which have the form (2.9). It is easy to see that any two Hamiltonian operators of the form (2.9) are compatible, so the two Hamiltonian operators P, Q of a bihamiltonian equation (1.1) are automatically compatible. 
Proof For an equation (3. 3) determined by the parameters α, β , the bihamiltonian condition requires that there exist two distinct γ 1 , γ 2 such that each (α, β , γ 1 ), (α, β , γ 2 ) satisfies one of the conditions (3.7)-(3.10). It's easy to check the pairs of α, β given in (3.14) are the only ones that meet the above requirement. Note that for all these cases, the equation (3.3) has been analysed in [17] . The first three cases are equivalent to the KdV equation via Miura-type transformations, so they possess bihamiltonian structures which are induced from that of the KdV equation via the Miura-type transformations.
For the case when (α, β ) = (0, −2), we have γ = , which are implied by the conditions (3.7) and (3.8) . So the corresponding equation has the bihamiltonian structure given by (3.11) and (3.12).
For the case when (α, β ) = (0, −1), we have γ = . The first Hamiltonian structure is given by (3.12) , and the second one is given by P 2 = u 
and w = u [1, 2] , this system also appeared in the study of hereditary symmetries of soliton equations in [13] .
Note that if (b, c) = (−1, −3), the equation is equivalent to its leading term u t = u u x . So we assume (b, c) = (−1, −3). Proof As in the above example, we can expand the right hand side of (3.2) in the form P 1 + ∑ k≥1 ε 2k Z k . The condition that Z 2 and Z 3 are differential polynomials yields two ODEs of φ (u) whose solutions must be power functions.
Without loss of generality, we assume that γ = 1, i.e. φ (u) = u d . 
Proof The proof is similar to that of the previous example. The four Hamiltonian operators under the coordinateũ = u − ε 2 u xx read
x ; (3.20)
The proposition is proved. [16] , [17] and the present paper, we can prove this fact for any evolutionary PDEs of the form (1.1). Furthermore, the main results of [8] and [16] imply the following theorem:
Theorem 4.2 Let (P, Q) be a semisimple bihamiltonian structure of hydrodynamic type with leading term (P 1 , Q 1 ). Then any bihamiltonian vector field of (P 1 , Q 1 ) can be extended to a bihamiltonian vector field of (P, Q).
We note that the semisimplicity condition is automatically satisfied in the scalar case. [11, 12, 18] 
