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Abstract. We introduce a notion of (S +N)-triangular operators in the
Hilbert space using some basic ideas from triangular representation theory.
Our notion generalizes the well-known notion of the spectral operators so that
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spectral operators. At the same time we show that wide classes of operators
are (S +N)-triangular.
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1 Main notions
1. Let us consider bounded linear operators acting in the separable Hilbert
space H . The next three definitions introduce the notions of a quasinilpotent
operator and of a scalar type operator. Recall that the notion of the scalar
type operator is introduced in terms of the resolution of identity which, in
turn, is introduced via the notion of a spectral measure.
Definition 1.1 A bounded operator N is a quasinilpotent operator if and
only if its spectrum σ(N) is concentrated at zero.
Definition 1.2 A bounded operator S is said to be of scalar type if
S =
∫
C
λE(dλ), (1.1)
1
where C is the complex plane and E is the resolution of the identity for S.
Definition 1.3 Spectral measure E is the resolution of the identity for the
operator S if
E(δ)S = SE(δ), σ(Sδ)⊆δ. (1.2)
Here δ stands for Borel sets and the symbol Sδ denotes the restriction of S
to the subspace H(δ) = E(δ)H .
Using the notions of quasinilpotent and scalar type operators, N. Dunford
[9,10] introduced the notion of a spectral operator and investigated the class
of such operators. This theory was actively developed in numerous papers
and books (see, e.g., [1–3, 6, 8, 12, 13, 20] and references therein).
Definition 1.4 A bounded operator T is a spectral operator if it is a sum
T = S +N (1.3)
of a bounded scalar type operator S and of a quasinilpotent operator N which
commutes with S.
It is proved (see [12]) that the decomposition (1.3) is unique.
2. However, the requirement that S and N commute is very strong. Var-
ious important operators do not have the ”spectral” property. In the present
paper we use some ideas of the spectral operators theory [9], [10] and trian-
gular representation theory [23–25]. We again consider the representation of
the operator T in the form (1.3), where S is a bounded scalar type opera-
tor and N is a quasinilpotent operator. However, we do not assume that the
operator N commutes with the operator S. Let us formulate our assumption.
We assume that there exists such a maximal chain of orthogonal projec-
tions Et (a ≤ t ≤ b) that
EtS = SEt, EtN = NEt, a < t < b. (1.4)
Let us remind the notion of the maximal chain.
Definition 1.5 The chain of the orthogonal projections Et (a ≤ t ≤ b) is
maximal if dim(Ea+0 −Ea)≤1, dim(Eb − Eb−0)≤1 and
EaH = 0, EbH = H, dim(Et+0 −Et−0)≤1 (a < t < b). (1.5)
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Remark 1.6 Although Et differs from a spectral measure, some maximal
chain Et corresponding to a scalar type operator S always exists, that is, the
first equality in (1.4) holds. Moreover, some maximal chain Et always exists
for a compact operator N . In (1.4) we assume that S and N have the same
maximal chain Et.
It follows from (1.4) that
EtTEt = TEt, a < t < b. (1.6)
According to (1.6) the subspaces Ht = EtH are invariant subspaces of the op-
erator T . Hence, formula (1.6) gives the triangular structure of the operator
T (see [23–25]).
Consider (S − λI)−1 and (T − λI)−1, where I is the identity operator.
Conditions on the quasinilpotent operator N :
(A) Let λ be a regular point of the resolvent (S−λI)−1. Then the operator
(S − λI)−1N is quasinilpotent.
(B) Let λ be a regular point of the resolvent (T−λI)−1. Then the operator
(T − λI)−1N is quasinilpotent.
Remark 1.7 1. If SN = NS (i.e., if the operator T is spectral), then the
conditions (A) and (B) on the operator N are fulfilled.
2. If the operator N is compact, then the conditions (A) and (B) on the
operator N are fulfilled (see [7, Ch.2, Section 17]).
Definition 1.8 We say that the operator T is (S + N)-triangular (where
S is a bounded scalar type operator and N is a quasinilpotent operator), if
relations (1.3) and (1.4) as well as conditions (A) and (B) are fulfilled.
It is easy to see that all the spectral operators are (S+N)-triangular as well.
Remark 1.9 All the operators in the finite dimensional spaces are (S + N)-
triangular.
In many important cases the corresponding operator N is compact.
Definition 1.10 We say that the operator T is (S + V )-triangular if T is
(S +N)-triangular and the corresponding operator N is compact.
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It is evident that the set of (S+V)-triangular operators is a subclass of the
class of (S+N)-triangular operators. The general theory of (S+N)-operators
and (S+V )-operators is developed in section 2. In sections 3 and 4, we apply
the general theory of the (S+V )-triangular operators to the operators of the
form
Tf = φ(x)f(x) +
∫ x
0
v(x, t)f(t)dt. (1.7)
Spectral mapping theorems, conditions under which T is decomposable (see
Definition 3.5 for the notion of a decomposable operator) and estimates for
the resolvent Rλ(T ) = (λI − T )−1 are given. In the last section 5 we study
triangular integro-differential operators with difference kernels
Tf =
d
dx
∫ x
0
s(x− t)f(t)dt, f∈H = L2(0, ω). (1.8)
In particular, we show that in the general case situation the operators of the
form (1.8) are not (S+V)-triangular.
2 (S+N)-triangular operators: spectral map-
ping theorems
We need the following well-known assertion (see for example [11], Theorem
VII.3.11).
Theorem 2.1 Let the operator T be (S +N)-triangular. Then
σ(T ) = σ(S). (2.1)
Proof. If λ/∈σ(S), then we have
(T − λI) = (S − λI)
(
I + (S − λI)−1N
)
. (2.2)
According to the condition (A) on the operator N , the operator (S − λI)−1N
is quasinilpotent. In view of (2.2) the operator (T − λI) is invertible and
λ/∈σ(T ). In the same way we prove that the relation λ/∈σ(S) follows from
the relation λ/∈σ(T ). The theorem is proved. 
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Corollary 2.2 Let the operator T be (S + V )-triangular. Then, for any
polynomial p(z), the operator p(T ) is an (S + V )-triangular operator and
p(T ) = p(S) + Vp , σ(p(T )) = σ(p(S)) = p(σ(S)) = p(σ(T )), (2.3)
where the operator Vp is quasinilpotent and compact.
The following spectral mapping theorem is valid.
Theorem 2.3 Let the operator T be (S + V )-triangular. Then, for any
function f(z) which is analytic in some neighborhood of σ(T ), we have
σ(f(T )) = f(σ(T )). (2.4)
Proof. Using relation (2.3) we see that relations (2.4) hold when f(z) is a
polynomial (i.e., f(z) = p(z)). Let us consider the case
f(z) = r(z) = p(z)/q(z),
where p(z) and q(z) are polynomials (i.e., f(z) is a rational function) and
q(z) has no zeros in σ(T ). In this case, we have
r(T )− λI =
(
p(T )− λq(T )
)(
q(T )
)−1
. (2.5)
Taking into account Corollary 2.2 and equality (2.5) we derive that the fol-
lowing assertions are equivalent:
(i) λ/∈σ(r(T ));
(ii) the polynomial p(z)− λq(z) has no zeros in σ(T );
(iii) the rational function
(
p(z)− λq(z)
)(
q(z)
)−1
= r(z)− λ has no zeros in
σ(T ). From the assertions (i) and (iii) we have
σ(r(T )) = r(σ(T )). (2.6)
According to Runge’s theorem (see, e.g., [19]), if f(z) is analytic in a neigh-
borhood of σ(T ), then there is a sequence rn(z) of rational functions with
no poles in σ(T ) such that rn(z) tends to f(z) uniformly on σ(T ). Thus, we
obtain
||rn(T )− f(T )||→0, n→∞. (2.7)
Here we used the well-known formula
f(T ) =
1
2pii
∫
C
f(λ)(λI − T )−1dλ, (2.8)
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where C is an admissible contour surrounding the spectrum of T and f(z)
is an analytic function in a neighborhood of σ(T ) . Relations (2.6) and (2.7)
imply the assertion of the theorem. 
Proposition 2.4 Let the operator T be (S + V )-triangular and assume that
f(z) is an analytic function in a neighborhood of σ(T ). Then the operator
f(T ) is an (S + V )-triangular operator and
f(T ) = f(S) + Vf , (2.9)
where the operator Vf is quasinilpotent and compact.
Proof. It follows from (2.7) and relation
||rn(S)− f(S)||→0, n→∞ (2.10)
that
||Vn − Vf ||→0, n→∞, (2.11)
where Vf = f(T ) − f(S).The operator Vn is quasinilpotent and compact.
Then in view of (2.11) the operator Vf is quasinilpotent and compact too.
The proposition is proved. 
According to (2.3),(2.4) and (2.9) we have:
Proposition 2.5 Let the operator T be (S + V )-triangular and assume that
f(z) is an analytic function in a neighborhood of σ(T ). Then
σ(f(T )) = σ(f(S)) = f(σ(S)) = f(σ(T )). (2.12)
3 (S+N)-triangular operators with self-adjoint
operators S
1. Let us consider bounded operators T :
T = Q + iB, (3.1)
acting in the Hilbert separable space H . We assume that the operator Q
is self-adjoint and the operator B is self-adjoint and compact. We need the
following definition (see [14, 18]).
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Definition 3.1 Denote by Hω the Banach space of compact operators B such
that
||B||ω :=
∞∑
1
sn(B)/(2n− 1) <∞, (3.2)
where the s-numbers sn(B) form the sequence of the non-decreasing eigenval-
ues of the operator (B∗B)1/2.
Next, some conditions, under which T is (S + V )-triangular, are given.
Theorem 3.2 Let the following conditions be fulfilled:
1.The operator T has the form (3.1).
2.The spectrum of the operator T is real.
3.The corresponding operator B belongs to the Banach space Hω.
Then the operator T is (S+V )-triangular, where the operator S is self-adjoint
and the operator V is quasinilpotent and compact.
V.I. Macaev [18] showed that the operator T satisfying the conditions of the
theorem has non-trivial invariant subspaces. In 1957, we proved [23] that in
this case there exists a maximal chain of orthogonal projections Et such that
relation (1.6) is valid. Later this result was repeated by M.S. Brodskii [7]
and by J.R. Ringrose [22] (in the years 1961 and 1962, respectively).
Proof of Theorem 3.2. We shall use (1.6) and the following statement [7,
Theorem 17.1]:
There exists a quasinilpotent and compact operator V such that
B =
1
2i
(V − V ∗), (3.3)
and the second equality in (1.4) (where N = V ) is valid.
It follows from (3.1) and (3.3) that the operator S given by
S = T − V (3.4)
is self-adjoint. Moreover, in view of the second equality in (1.4), of (1.6) and
of (3.4) we have
EtSEt = SEt. (3.5)
Since the operator S is self-adjoint, equality (3.5) implies the first equality in
(1.4). Now, the assertion of the theorem follows directly from equality (3.4).
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2. The class of compact operators B such that
||B||p :=
(∑
n
spn(B)
)1/p
<∞ (p≥1) (3.6)
is denoted by Hp. Clearly, for p ≥ 1 we have Hp⊂Hω. We note that subclasses
of (S + V )-triangular operators from Hp, p ≥ 2 (without introducing any
term for these subclasses) already appeared in the literature. More precisely,
Theorem 3.2 was proved in our paper [24] for the subcase B ∈ H2 (B is from
the Hilbert-Schmidt class). Later Theorem 3.2 was proved for the subcase
B ∈ Hp (p > 2), see [27].
3. Let the operator T be (S+V)-triangular and let the operator S be
self-adjoint. Using formula (2.2) we obtain
Rλ(T ) = (T − λI)
−1 =
(
I +
∞∑
n=1
cn(λ)
(ℑλ)n
)
(S − λI)−1, ℑλ 6=0, (3.7)
where
cn(λ) =
(
− (ℑλ)V1(λ)
)n
, V1(λ) = (S − λI)
−1V. (3.8)
Since S is self-adjoint and V1(λ) is quasinilpotent, we obtain the following
proposition.
Proposition 3.3 Let the operator T be (S + V )-triangular, where S is self-
adjoint. Then
||cn(λ)||≤M
n, lim
n→∞
||cn(λ)||
1/n = 0, ℑλ 6=0. (3.9)
Put λ = x+ iy and introduce the sequence of functions
rn(y) = sup
−∞<x<∞
||cn(x+ iy)||
1/n. (3.10)
Denote by N (y) a number of values rn(y) which are greater than |y|/2, |y|6=0.
It follows from (3.7), (3.9) and (3.10) that
||Rλ(T )||≤(C/|y|)(M/|y|)
N (y). (3.11)
Further we need some definitions from [8].
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Definition 3.4 A closed linear subspace Hi is called a maximal spectral sub-
space of T if:
1) The subspace Hi is an invariant subspace of the operator T .
2) For any other closed invariant subspace H˜i of T , such that
σ(T |H˜i)⊆σ(T |Hi), the relation H˜i⊆Hi is valid.
Definition 3.5 An operator T is called decomposable if for every finite open
covering {Gi} of σ(T ) there exists a system {Hi} of maximal spectral sub-
spaces of T such that σ(T |Hi)⊂Gi for every i and H =
∑
Hi.
Remark 3.6 The class of decomposable operators from [8] is narrower than
the class of S-operators from [17]. In the definition of an S-operator, the con-
dition H =
∑
Hi is replaced by a slightly weaker condition H =
∑
Hi. There
are examples satisfying this weaker condition which are not decomposable in
the sense of [8], see [A].
Definition 3.7 Operator T is called strongly decomposable if its restriction
to an arbitrary maximal spectral subspace is decomposable too (see [4]).
Proposition 3.8 If the inequality∫ ε
0
ln(N (y))dy <∞ (3.12)
holds for some ε > 0, then the operator T is strongly decomposable.
Proof. According to (3.11) and (3.12) we have∫ ε
0
ln ln(M(y))dy <∞, (3.13)
where
M(y) = sup
ℑλ=y
||Rλ(T )||. (3.14)
Inequality (3.13) is called Levinson’s condition [16, 17]. According to [21],
the assertion of the proposition follows from Levinson’s condition. 
Corollary 3.9 Let the operator T be (S+V )-triangular and let the operator
S be self-adjoint. If the inequalities
‖cn(λ)‖≤
(
M
(ln(n+ 1))α
)n
, α > 0 (3.15)
are valid, then
lnN (y)<(2M/|y|)1/α, 0 < |y|≤ε. (3.16)
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Using Proposition 3.8 and Corollary 3.9 we obtain the statement.
Corollary 3.10 Let conditions of Corollary 3.9 be fulfilled and let α > 1.
Then the corresponding operator T is strongly decomposable.
4 Examples
Example 4.1 Let the operator T be (S + V )-triangular, where
V f = Jβf =
1
Γ(β)
∫ x
0
(x− t)β−1f(t)dt, β > 0, f∈H = L2(0, ω), (4.1)
and
Sf = φ(x)f(x). (4.2)
(Here the real valued function φ(x) is bounded and Γ(z) is the Euler gamma-
function.)
In this case we have
V nf = Jnβf =
1
Γ(nβ)
∫ x
0
(x− t)nβ−1f(t)dt, β > 0. (4.3)
It follows from (4.3) that
||V n||≤
1
Γ(nβ)
∫ ω
0
xnβ−1dx =
1
Γ(nβ + 1)
ωnβ. (4.4)
Using (3.8) and (4.4) we derive the inequality
||cn(λ)||≤||V
n||≤
1
Γ(nβ + 1)
ωnβ. (4.5)
Taking into account Stirling’s formula, we obtain
Γ(nβ + 1)∼
√
2pinβ
(
nβ
e
)nβ
. (4.6)
According to (4.5) and (4.6), the function N (y) satisfies in this case the
relation
N (y)≤C|y|−1/β. (4.7)
Then, in view of (3.11), the following statement is valid.
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Proposition 4.2 Let the operators V and S be defined by the relations (4.1)
and (4.2), respectively. Then, the resolvent of the operator T = S+V satisfies
the inequalities
ln ||Rλ(T )||≤C|y|
−1/β|(ln |y|)|, 0 < |y|≤δ (4.8)
for some δ > 0.
Corollary 4.3 Let the operator T have the form
Tf = φ(x)f(x) +
∫ x
0
v(x, t)f(t)dt, f∈H = L2(0, ω), (4.9)
where the real valued function φ(x) is bounded and the kernel v(x, t) is such
that
|v(x, t)|≤M(x− t)β−1, β > 0. (4.10)
Then
1. The inequalities (4.7) and (4.8) are valid.
2. The corresponding operator T is strongly decomposable.
Example 4.4 Let the operator T be (S + V )-triangular, where
Vβf =
1
Γ(β)
∫ x
0
Eβ(x− t)f(t)dt, β > 0, f∈H = L
2(0, ω), (4.11)
and
Sf = φ(x)f(x). (4.12)
Here the real valued function φ(x) is bounded and
Eβ(x) =
∫ ∞
0
1
Γ(s)
e−Cssβ−1xs−1ds, C = C. (4.13)
In order to estimate N (y) we need some auxiliary results.
Lemma 4.5 The function Eβ(x) is continuous in the domain (0, ω] and
Eβ(x) =
Γ(β + 1)
x| ln(x)|β+1
[
1 +O
(
1
ln(x)
)]
, x→0. (4.14)
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Proof. It is immediate from (4.13) that Eβ(x) is continuous in the domain
(0, ω] and that
Eβ(x) =
∫ 1
0
1
Γ(s)
e−Cssβ−1xs−1ds+O(1). (4.15)
Using relations
1
Γ(s)
= s+O(s2), e−Cs = 1 +O(s), s→0 (4.16)
we obtain
Eβ(x) =
1
x
∫ 1
0
sβ[1 +O(s)]e−s| ln(x)|ds+O(1). (4.17)
Inequality (4.17) implies the inequality (4.14). The lemma is proved. 
The next statement [26, p. 24] follows from (4.14).
Proposition 4.6 The operators Vβ, defined by formula (4.11), are bounded
in all spaces Lp(0, ω), p≥1.
Proof. Indeed, according to (4.14) we have
||Vβ||p≤m(β) =
1
Γ(β)
∫ ω
0
Eβ(x)dx <∞. (4.18)
This proves the proposition. 
The operators Vβ have an important property:
Theorem 4.7 The operators Vβ defined by formula (4.11) form a semigroup,
that is,
VαVβ = Vα+β, α > 0, β > 0. (4.19)
Proof. The operator VαVβ can be represented in the form
VαVβf =
∫ x
0
Uα,β(x− y)f(y)dy, (4.20)
where
Uα,β(x) =
1
Γ(α)Γ(β)
∫ x
0
Eα(x− y)Eβ(y)dy. (4.21)
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We write the well-known formula (see [5, Section 1.5]):∫ x
0
(x− y)s−1yt−1dy = xs+t−1
Γ(s)Γ(t)
Γ(s+ t)
. (4.22)
Using (4.13) and (4.22) we rewrite equality (4.21) in the form
Uα,β(x) =
1
Γ(α)Γ(β)
∫ ∞
0
∫ ∞
0
sα−1tβ−1
Γ(s+ t)
e−C(s+t)xs+t−1dsdt. (4.23)
Changing the variable s = u − t and the order of integration in (4.23) we
have
Uα,β(x) =
1
Γ(α)Γ(β)
∫ ∞
0
1
Γ(u)
e−Cuxu−1
∫ u
0
(u− t)α−1tβ−1dtdu (4.24)
From (4.22) and (4.24) we obtain the equality Uα,β(x) =
1
Γ(α+β)
Eα+β(x). The
theorem is proved. 
2. The estimate of m(nβ) for large values of n.
By virtue of (4.13) and (4.18) we derive
m(nβ) =
1
Γ(nβ)
∫ ∞
0
1
sΓ(s)
e−Cssnβωsds. (4.25)
The asymptotic relations (4.5) and (4.16) imply that
m(nβ) =
1
Γ(nβ)
(∫ ∞
1
eAssnβs−sds+O(1)
)
, (4.26)
where A = −C + 1 + ln(ω). The function eAssnβs−s attains maximal value
at the point s0 such that
nβ = s0(ln(s0) + 1− A). (4.27)
It is easy to see that
nβ
ln(nβ)
< s0 <
nγβ
ln(nβ)
, γ > 1, n > Cγ. (4.28)
Formula (4.28) implies that
eAssnβs−s < e|A|nβγ
(
nβγ
ln(nβ)
)nβ (
nβ
ln(nβ)
)−nβ/ ln(nβ)
. (4.29)
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Hence we have ∫ nβγ
1
1
sΓ(s)
e−Cssnβ−1ωsds <
(
M
nβγ
ln(nβ)
)nβ
. (4.30)
The following inequalities hold for the integrals below:∫ ∞
nβγ
eAssnβs−sds < eAnβ
∫ ∞
nβ(γ−1)
e−u(ln(nβ)−A)du < MeAnβ . (4.31)
According to (4.26), (4.30) and (4.31), the estimate
m(nβ)≤
(
M
ln(nβ)
)nβ
(4.32)
is valid.Using (4.32) we obtain
|cn(λ)|≤m(nβ)≤
(
M
lnβ(n)
)n
(4.33)
From Corollary 3.10 and relation (4.33) we have the assertion.
Proposition 4.8 Let the operators Vβ and S be defined by the relations
(4.11) and (4.12), respectively. Then N (y), which corresponds to the op-
erator T = S + Vβ, satisfies the inequality
lnN (y)≤C
(
2M
|y|
)1/β
, 0 < |y|≤δ (4.34)
for some δ > 0.
Corollary 4.9 Let the operator T have the form
Tf = φ(x)f(x) +
∫ x
0
v(x, t)f(t)dt, f∈H = L2(0, ω), (4.35)
where the real valued function φ(x) is bounded and the kernel v(x, t) is such
that
|v(x, t)|≤MEβ(x− t), β > 0, 0≤t≤x≤ω. (4.36)
Then N (y), which corresponds to T of the form (4.35), satisfies (4.34).
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Corollary 4.10 Let the conditions of Corollary 4.9 be fulfilled and assume
that β > 1. Then the operator T of the form (4.35) is strongly decomposable.
Remark 4.11 In view of (4.14), estimate (4.36) in Corollaries 4.9 and 4.10
may be substituted by simpler ones, for instance:
|v(x, t)|≤
M
(x− t)
(
| ln(x− t)|β+1 + 1
) , β > 0, 0≤t≤x≤ω. (4.37)
Here we used the inequality
|Eβ(x)|≥m/(x| ln x|
β+1), m > 0, 0≤x≤δ < 1. (4.38)
Remark 4.12 The growth of the resolvent and spectral properties of the cor-
responding operator are closely connected. Many interesting and fundamental
results were obtained using this connection (see [1–3,16,17,20,21]). In Sec-
tion 4, we present important classes of such operators that their resolvents
satisfy growth conditions essential for the study of spectral properties.
5 Triangular integro-differential operators with
difference kernels
1. Triangular integro-differential operators with difference kernels have the
form
Tf =
d
dx
∫ x
0
s(x− t)f(t)dt, f∈H = L2(0, ω). (5.1)
We assume that
s(x)∈L2(0, ω), x1/2s′(x)∈L(0, ω). (5.2)
The operators T of the form (5.1) were studied in our paper [25].
Let us define the maximal chain of the orthogonal projections
Et (0 ≤ t ≤ ω):(
Etf
)
(x) = 0 (0 < x < ω−t),
(
Etf
)
(x) = f(x), (ω−t < x < ω). (5.3)
In this section, we prove for some classes of operators of the form (5.1) that
they are not (S+V)-triangular with respect to the maximal chain given by
(5.3). The following example plays an essential role in the present section.
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Example 5.1 Conditions (5.2) are fulfilled for the fractional integral of purely
imaginary order:
J iαf =
1
Γ(iα + 1)
d
dx
∫ x
0
(x− t)iαf(t)dt, (5.4)
where α = α and Γ(z) is the Euler function.
Remark 5.2 The problem of describing the spectrum of the operator J iα was
formulated in the book [15, Ch.XXIII, Section 6]. In [25], we proved that the
spectrum of J iα coincides with the set
e−|α|pi/2≤|z|≤e|α|pi/2. (5.5)
2. Following [25] introduce the functions:
s˜1(ξ) =
∫ ω
0
eitξs(t)(1− t/ω)dt, s˜(ξ) =
∫ ω
0
eitξs(t)dt (ξ = ξ). (5.6)
Definition 5.3 We say that the number β belongs to the set ∆+ if there is
a sequence {ξk} (ξk = ξk) such that ξk→∞ and
(
− iξks˜1(ξk)
)
→β for k →∞.
We say that the number β belongs to the set ∆− if there is a sequence
{ξk} such that ξk→−∞ and
(
− iξks˜1(ξk)
)
→β for k →∞.
We shall need the next statements which were proved in [25].
Proposition 5.4 Let a bounded operator T have the form (5.1) and let con-
ditions (5.2) be fulfilled. Then
||Te−ixξ − (−iξ)e−ixξ s˜1(ξ)||→0, ξ→∞. (5.7)
Corollary 5.5 Let the conditions of Proposition 5.4 be fulfilled. Then the
set ∆ = ∆+
⋃
∆− belongs to the spectrum of T.
Theorem 5.6 The operator T of the form (5.1) is bounded in the space
L2(0, ω) if the function ξs˜(ξ) is bounded on the axis −∞ < ξ <∞.
Proposition 5.7 In the case of the operator J iα the set ∆ coincides with
the boundary of the ring (5.5). Moreover, we have:
z∈∆+, if |z| = e−αpi/2 and z∈∆−, if |z| = eαpi/2.
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Now, we formulate our main result in this section.
Theorem 5.8 Let a bounded operator T have the form (5.1) and let con-
ditions (5.2) be fulfilled. If the corresponding set ∆ contains two different
points, then the operator T is not (S + V )-triangular (with respect to the
maximal chain given by (5.3)).
Proof. Assuming that T is (S + V )-triangular, that is,(
Tf
)
(x) = φ(x)f(x) +
(
V f
)
(x),
we prove the theorem by contradiction. We note that the operator V is
compact and eixξ→0 in a week sense when |ξ| → ∞. Hence, we have
||Teixξ − φ(x)eixξ||→0, |ξ|→∞.
By comparing the last relation and (5.7) we obtain∣∣(−iξ)s˜1(ξ)− φ(x)∣∣→0, |ξ|→∞, (5.8)
which is possible only in the case of ∆ coinciding with one point. 
From Proposition 5.7 and Theorem 5.8, the next assertion easily follows.
Corollary 5.9 The operator J iα, α = α 6=0 is not (S + V )-triangular (with
respect to the maximal chain given by (5.3)).
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