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Реферат
Магiстерська дисертацiя: 61 сторiнка, 29 слайдiв для проектора, 23 пер-
шоджерела.
Вивчаються поверхнi максимумiв спектральних щiльностей випадкових
шумiв та їх застосування у нелiнiйних моделях регрсiї.
Мета роботи полягає в отриманнi поверхонь максимумiв спектральних
щiльностей 𝑀𝐴(2), 𝐴𝑅𝑀𝐴(1, 1) процесiв у випадку дискретного часу та
поверхонь максимумiв спектральних щiльностей випадкових процесiв, що
вiдповiдають коливальному контуру та руху маятника у турбулентнiй рi-
динi у випадку неперервного часу.
Об’єктом дослiдження є регресiйнi моделi з дискрентим на неперервним
часом спостереженя. Предметом дослiдження є поверхнi максимумiв спе-
ктральних щiльностей МА(2), АRMA(1,1) процесiв, та спектральних щiль-
ностей випадкових процесiв, якi вiдповiдають коливальному контуру та
руху маятника, що рухається у турбулентнiй рiдинi. Завданням роботи є
побудова поверхонь максимумiв спектральних щiльностей вище вказаних
випадкових шумiв.
Для отримання вказаних результатiв викристано складнi поняття ста-
тистики часових рядiв та регресiйного аналiзу, а саме: великi вiдхилення
оцiнки найменших квадратiв невiдомого параметра нелiнiйних функцiй ре-
гресiї, сумiсно строго субгауссiвськi випадковi процеси, авторересiйнi про-
цеси та процеси ковзного середнього.
Ключовi слова: нелiнiйна модель регресiї, випадковий шум, сумiсно стро-
го субгауссiвський випадковий процес, коварiацiйна функцiя, спектральна




Master’s dissertation: 61 pages, 29 slides for a projector, 23 primary sources.
The surfaces of the maxima of the spectral densities of random noises and
their application in nonlinear regression models are studied. The aim of this
work is to obtain the surfaces of maxima of the spectral densities of MA(2),
ARMA(1,1) of processes in the case of discrete time and the surfaces of maxima
of the spectral densities of random processes corresponding to the oscillatory
circuit and pendulum motion in a turbulent fluid. The object of the study are
regression models with discrete and continuous observation time. The subject
of the study are the surfaces of the maxima of the spectral densities of MA
(2), ARMA (1,1) processes, and the spectral densities of random processes,
corresponding to the oscillatory circuit and the motion of a pendulum in a
turbulent fluid. The task of the work is to construct the surfaces of maxima of
the spectral densities of the above-mentioned random noises.
To obtain these results, complex concepts of time series statistics and regressi-
on analysis were used, namely: large deviations of the least squares estimator of
the unknown parameter of nonlinear regression functions, jointly strictly sub-
Gaussian random processes, autoregression processes and processes of moving
average.
Keywords: nonlinear regression model, random noise, jointly strictly sub-
Gaussian random process, covariance function, spectral density, large deviations
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Вступ
Теорiя великих вiдхилень в математичнiй статистицi та статистицi ви-
падкових процесiв має справу з асимптотичною поведiнкою хвостiв фун-
кцiй розподiлу параметричних i непараметричних статистичних оцiнок.
Що стосується параметричних оцiнок, то слiд звернутися до монографiї
Iбрагiмова i Хасмiнського [1], де була отримана експоненцiальна швидкiсть
збiжностi ймовiрностей великих вiдхилень для оцiнки максимальної вiрогi-
дностi. Цей результат привiв до появи великої кiлькостi публiкацiй на тему
великих вiдхилень статистичних оцiнок.
Далi ми будемо говорити про оцiнки найменших квадратiв (ОНК) для
параметрiв нелiнiйної моделi регресiї. В роботi Iванова [2] було доведено
твердження про степеневу швидкiсть збiжностi ймовiрностей великих вiд-
хилень ОНК для скалярного параметра в моделi нелiнiйної регресiї з не-
залежними однаково розподiленими помилками спостережень, якi мають
моменти скiнченного порядку. Пракаса Рао [3] отримав аналогiчний ре-
зультат з експоненцiальною швидкiстю збiжностi в гаусiвсськiй нелiнiйнiй
регресiї.
В роботi Сайдерса i Джапарiдзе [4] було доведено загальну теорему
2.1 про ймовiрностi великих вiдхилень M-оцiнок, яка узагальнює згаданий
результат у [1] iз застосуванням до ОНК параметрiв нелiнiйної регресiї з
предгауссiвськими i субгауссiвськими незалежними однаково розподiлени-
ми помилками спостережень (див. теореми 3.1 i 3.2 в [5]). Деякi результати
в цьому напрямку отриманi Iвановим [6].
Результати про ймовiрностi великих вiдхилень ОНК у моделях нелi-
нiйної регресiї з корельованими спостереженнями можна знайти в роботах
Iванова i Леоненко [7], Пракаса Рао [8], Ху [9], Янга i Ху [10], Хуанга i
спiвавт. [11].
Наша робота складається iз 4 роздiлiв.
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У 1-му роздiлi було розглянуто експоненцiальнi оцiнки ймовiрностей ве-
ликих вiдхилень ОНК для параметра нелiнiйної регресiї в моделях з дис-
кретним часом [12], а для моделей з неперервним часом в роботi [13].
У вказаних роботах [12], [13] в константi експоненти в правiй части-
нi оцiнки ймовiрностей великих вiдхилень ОНК присутнiй максимум спе-
ктральної щiльностi(с. щ.) сумiсно строго субгауссiвського стацiонарного
шуму. I тому дуже важливо описати поверхнi максимумiв с. щ. таких про-
цесiв, як функцiї параметрiв вiд яких, залежать цi с.щ.
У 2-му роздiлi описано поверхню максимумiв с. щ. МА(2)–процесiв в
областi їх оборотностi. Аналогiчний результат для AR(2)–процесiв в областi
їх стацiонарностi було отримано в [14]
У 3-му роздiлi знайдено поверхню максимумiв с. щ. ARMA(1,1)-процесу.
У 4-му роздiлi отримано поверхнi максимумiв с. щ., коли стацiонарний
строго субгауссiвський випадковий шум вiдповiдає коливальному контуру
та маятнику, що рухається в турбулентнiй рiдинi, якщо на них дiє субгаус-
сiвський бiлий шум.
Результати дисертацiї доповiдались на VIII Всеукраїнськiй науковiй
конференцiї з математики та фiзики [22] та IX Всеукраїнської конференцiї
студентiв, аспiрантiв та молодих вчених з математики [23].
У роботi використано подвiйну нумерацiю формул: перше число вказує
на номер роздiлу, друге – на номер формули.
9
1 Великi вiдхилення оцiнки найменших ква-
дратiв у нелiнiйних моделей регресiї
1.1 Випадок дискретного часу спостережень
У цьому пiдроздiлi викладенi деякi результати роботи [12]
Припустимо, що спостерiгається випадкова послiдовнiсть
𝑋𝑡 = 𝑎𝑡(𝜃) + 𝜀𝑡, 𝑡 ≥ 1, (1.1)
де 𝑎𝑡(𝜃), 𝜃 = (𝜃1, ..., 𝜃𝑞) ∈ Θ𝑐 ⊂ R𝑞, 𝑡 ≥ 1 - неперервнi функцiї, iстин-
не значення параметра 𝜃 належить вiдкритiй опуклiй обмеженiй множинi
Θ, часовий ряд 𝜀 = {𝜀𝑡, 𝑡 ∈ Z}, визначений на ймовiрнiсному просторi






Означення 1. Будь-який випадковий вектор 𝜃 = (𝜃1𝑇 , ..., 𝜃𝑞𝑇 )′ ∈ Θ𝑞, який
має властивiсть
𝑄𝑇 (𝜃𝑇 ) = min𝜏∈Θ𝑐 𝑄𝑇 (𝜏), 𝑄𝑇 (𝜏) =
∑︀
[𝑋𝑡 − 𝑎𝑡(𝜏)]2,
називається ОНК невiдомого параметра 𝜃, отриманою за спостереженнями
𝑋(𝑡), 𝑡 = 1, 𝑇 .
При введених вище припущеннях iснує хоча б один такий випадковий
вектор 𝜃𝑇 .
В асимптотичнiй теорiї нелiнiйної регресiї при розгляданнi ОНК ми нор-
муємо рiзницю 𝜃𝑇 − 𝜃 дiагональною матрицею [6, 7]








Далi припускається, що функцiї 𝑎𝑡(𝜏), 𝑡 ≥ 1, неперервно диференцiйовнi
за 𝜏 ∈ Θ.
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1.1.1 Великi вiдхилення в присутностi сумiсно строго субгаус-
сiвського шуму
Наступнi поняття можна знайти в [12].
Означення 2. Випадковий вектор 𝜂 = (𝜂1, ..., 𝜂𝑛)′ ∈ Z𝑛 є строго субгаус-










𝑖=1 𝜂𝑖∆𝑖, 𝐵 = (𝐵(𝑖, 𝑗))
𝑛
𝑖,𝑗=1 є коварiацiйною функцiєю 𝜂, тобто
𝐵(𝑖, 𝑗) = 𝐸𝜂𝑖𝜂𝑗, 𝑖, 𝑗 = 1, 𝑛, ⟨𝐵∆,∆⟩ =
∑︀𝑛
𝑖=1𝐵(𝑖, 𝑗)∆𝑖∆𝑗.
Означення 3. Кажуть, що часовий ряд 𝜀 = {𝜀𝑡, 𝑡 ∈ Z} є сумiсно стро-
го субгауссiвським випадковим процесом, якщо для будь-якого 𝑛 ≥ 1 i
будь-яких 𝑡1, ..., 𝑡𝑛 ∈ Z випадковий вектор 𝜀(𝑛) = (𝜀𝑡1, ... , 𝜀𝑡𝑛)
′ є строго
субгауссiвським.
Введемо наступне припущення щодо випадкового шуму 𝜀 в моделi (1.1).
N.1.(i) Часовий ряд 𝜀 є сумiсно строго субгауссiвським, 𝐵(𝑡, 𝑠) = 𝐸𝜀𝑡𝜀𝑠,
𝑡, 𝑠 ∈ Z.
(ii) Для будь-якого ∆ = (∆1, ... ,∆𝑛) ∈ R𝑇 ,
⟨𝐵∆,∆⟩ ≤ 𝑑0||∆||2 (1.2)




2 , i 𝐵 = (𝐵(𝑡, 𝑠))𝑇𝑡,𝑠=1.
Для будь-якого 𝑇 точною мажорантою в (1.2) є
⟨𝐵∆,∆⟩ ≤ 𝜆𝑚𝑎𝑥(𝑇 )||∆||,
де 𝜆𝑚𝑎𝑥(𝑇 ) є максимальним власним значенням симетричної додатно напiв-
визначеної матрицi 𝐵 (норма самосопряженого додатного напiввизначено-
го оператора 𝐵 в 𝑅𝑇 ). Звернемо увагу, що 𝜆𝑚𝑎𝑥(𝑇 ) є монотонно неспадною
числовою послiдовнiстю, тому iснує
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lim𝑇→∞ 𝜆𝑚𝑎𝑥(𝑇 ) ≤ 𝑑0 <∞.
Далi в цьому пiдроздiлi наступне твердження про експоненцiальну оцiнку
хвостiв розподiлiв зважених сум сумiсно строго субгауссiвських випадкових




Лема 1. За умов N.1
𝑃{𝑆𝑇 ≥ 𝑥} ≤ 𝐺𝑇 (𝑥), 𝑃{𝑆𝑇 ≤ −𝑥} ≤ 𝐺𝑇 (𝑥), (1.3)
𝑃{|𝑆𝑇 | ≥ 𝑥} ≤ 2𝐺𝑇 (𝑥), (1.4)







Доведення. Доведення очевидне (див., наприклад, [15]). Для будь-
яких 𝑥 > 0, 𝜆 > 0 за нерiвнiстю Чебишова-Маркова та (1.2)














Мiнiмiзацiя правої частини (1.6) по 𝜆 доводить першу нерiвнiсть в (1.3).
Доведення другої нерiвностi в (1.3) аналогiчне. Нерiвнiсть (1.4) випливає з
(1.3). 
Для формулювання умов на функцiю регресiї 𝑎𝑡(𝜏) у такому виглядi,
як в [4] (дивись, також [6] i [7]) нам потрiбнi деякi позначення. Запишемо
𝑈𝑇 (𝜃) = 𝑑𝑇 (𝜃)(Θ
𝑐 − 𝜃), Γ𝑇,𝜃,𝑅 = 𝑈𝑇 (𝜃) ∩ {𝑢 : 𝑅 ≤ 𝑢 ≤ 𝑅 + 1},
𝑢 = (𝑢1, ..., 𝑢𝑞) ∈ 𝑅𝑞 позначимо через G сiм’ю всiх функцiй 𝑔 = 𝑔𝑇 (𝑅),
𝑇 ≥ 1, 𝑅 > 0, якi мають наступнi властивостi:
1) для будь-якого фiксованого 𝑇 𝑔𝑇 (𝑅) ↑ ∞, при 𝑅 → ∞;
2) для будь-якого 𝑟 > 0
lim𝑅→∞,𝑇→∞𝑅
𝑟𝑒𝑥𝑝{−𝑔𝑇 (𝑅)} = 0.
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Нехай 𝛾(𝑅), взагалi кажучи, рiзнi полiноми вiд 𝑅 з коефiцiєнтами, що не
залежать вiд значень 𝑇, 𝜃, 𝑅, 𝑢, 𝑣. Позначимо також
∆𝑡(𝑢) = 𝑎𝑡(𝜃 + 𝑑
−1
𝑇 (𝜃)𝑢) − 𝑎𝑡(𝜃), 𝑡 = 1, 𝑇 ,
Φ𝑇 (𝑢, 𝑣) =
∑︀
(∆𝑡(𝑢) − ∆𝑡(𝑣))2, 𝑢, 𝑣 ∈ 𝑈𝑇 (𝜃).
Припустимо, що iснує функцiя 𝑔 ∈ G, константи 𝛿 ∈ (0, 12), 𝜅 > 0,
𝜌 ∈ (0, 1], полiноми 𝛾(𝑅) такi, що для достатньо великих 𝑇, 𝑅 (будемо
позначати 𝑇 > 𝑇0, 𝑅 > 𝑅0) виконуються наступнi умови.
А.1. (i) Для будь-яких 𝑢, 𝑣 ∈ Γ𝑇,𝜃,𝑅 = 𝑈𝑇 (𝜃) таких, що ||𝑢− 𝑣|| ≤ 𝜅
Φ𝑇 (𝑢, 𝑣) ≤ ||𝑢− 𝑣||2𝜌𝛾(𝑅). (1.7)
(ii) Для будь-якого 𝑢 ∈ Γ𝑇,𝜃,𝑅, Φ𝑇 (𝑢, 0) ≤ 𝛾(𝑅).
А.2. Для будь-якого 𝑢 ∈ Γ𝑇,𝜃,𝑅
Φ𝑇 (𝑢, 0) ≥ 2𝑑0𝛿−2𝑔𝑇 (𝑅). (1.8)
Теорема 1. За умов N.1, А.1 та А.2 iснують константи 𝐵0, 𝑏0 такi,
що для 𝑇 > 𝑇0, 𝑅 > 𝑅0
𝑃{||𝑑𝑇 (𝜃)(𝜃 − 𝜃)|| ≥ 𝑅} ≤ 𝐵0𝑒𝑥𝑝{−𝑏0𝑔𝑇 (𝑅)}, (1.9)






Доведення. Досить перевiрити виконання припущень (M1) i (M2) те-
ореми 2.1 з [4]. Нерiвностi (1.11) i (1.17), наведенi нижче, є цими припу-
щеннями, переформульованими так само, як i при доведеннi теореми 3.1 в
[4]. Покладемо 𝑆𝑇 (𝑢) =
∑︀
∆𝑡(𝑢)𝜀𝑡, 𝜍𝑇 (𝑢) = 𝑆𝑇 (𝑢) −
1
2
Φ𝑇 (𝑢, 0). Дотримую-
чись доведення теореми 3.1 iз [3], ми доведемо, що для будь-яких 𝑚 > 0 i
𝑢, 𝑣 ∈ Γ𝑇,𝜃,𝑅 виконується нерiвнiсть
𝐸|𝜍𝑇 (𝑢) − 𝜍𝑇 (𝑣)|𝑚 ≤ ||𝑢− 𝑣||𝜌𝑚𝛾(𝑅). (1.11)
Маємо
13
𝐸|𝜍𝑇 (𝑢) − 𝜍𝑇 (𝑣)|𝑚 ≤
𝑚𝑎𝑥(1, 2𝑚−1)(𝐸|𝑆𝑇 (𝑢) − 𝑆𝑇 (𝑣)|𝑚 + 2−𝑚|Φ𝑇 (𝑢, 0) − Φ𝑇 (𝑣, 0)|𝑚), (1.12)
|Φ𝑇 (𝑢, 0) − Φ𝑇 (𝑣, 0)| ≤
∑︀









𝑇 (𝑢, 0) + Φ
1
2
𝑇 (𝑣, 0)) ≤
2
2
3 ||𝑢− 𝑣||𝜌(𝛾(𝑅)) 12 (𝛾(𝑅)) 12 ≤ 2 12 ||𝑢− 𝑣||𝜌(𝛾(𝑅) + 𝛾(𝑅)) = ||𝑢− 𝑣||𝜌𝛾(𝑅)
вiдповiдно до А.1 (полiноми 𝛾(𝑅) рiзнi!). Таким чином, ми отримали оцiнку
|Φ𝑇 (𝑢, 0) − Φ𝑇 (𝑣, 0)|𝑚 ≤ ||𝑢− 𝑣||𝜌𝛾(𝑅). (1.13)
З iншого боку, за формулою для моментiв невiд’ємних випадкових велиин
(див., наприклад, [16] i пор. з [9]), i застосовуючи лему 1 до
∆𝑇 = ∆𝑇 (𝑢) − ∆𝑇 (𝑣), 𝑡 = 1, 𝑇 , 𝑆𝑇 = 𝑆𝑇 (𝑢, 𝑣) = 𝑆𝑇 (𝑢) − 𝑆𝑇 (𝑣),
𝐸|𝑆𝑇 (𝑢, 𝑣)|𝑚 ≤ 𝑚
∫︀∞
0 𝑥





























, 𝑚 > 0. (1.15)
Спiввiдношення (1.14) та (1.15) разом iз (1.7) дають оцiнку












𝑇 (𝑢, 𝑣) ≤ ||𝑢− 𝑣||
𝜌𝛾(𝑅). (1.16)
З (1.12), (1.13) та (1.16) випливає (1.11).
Для завершення доведення ми повиннi застосувати першу нерiвнiсть в
(1.3) леми 1 для ∆𝑡 = ∆𝑡(𝑢) i 𝑥 = 𝛿Φ𝑇 (𝑢, 0). Тодi з А.2 отримуємо







≤ 𝑒𝑥𝑝{−𝑔𝑇 (𝑅)}. (1.17)
Як випливає з (1.11) та (1.17), теорему доведено. 
Наступну умову i теорему 2 можна розглядати як спрощення умов
A.1, А.2, теореми 1. Теорема 2 узагальнює теорему 3.2 з [4].
14
А.3. Iснують числа 0 < 𝑐0(𝜃) < 𝑐1(𝜃) < ∞ такi, що для будь-яких 𝑢, 𝑣 ∈
𝑈𝑇 (𝜃) i 𝑇 > 𝑇0
𝑐0(𝜃)||𝑢− 𝑣||2 ≤ Φ𝑇 (𝑢, 𝑣) ≤ 𝑐1(𝜃)||𝑢− 𝑣||2. (1.18)
Умову типу (1.18) було введено в [2] та використано в [3, 4, 9] та iнших
роботах.
Теорема 2. В умовах N.1 i А.3 iснують константи 𝐵0 i 𝑏 такi, що для
𝑇 > 𝑇0, 𝑅 > 𝑅0
𝑃{||𝑑𝑇 (𝜃)(𝜃𝑡 − 𝜃)|| ≥ 𝑅} ≤ 𝐵0𝑒𝑥𝑝{−𝑏𝑅2}, (1.19)





Доведення. Ми перевiримо виконання умов А.1 та А.2. Тодi висновок
теореми випливе з теореми 1.
Нерiвнiсть (1.7) умови А.1 (i) випливає з правої частини нерiвностi
(1.18), якщо вiзьмемо в (1.7) 𝜌 = 1, 𝛾(𝑅) = 𝑐1(𝜃). Нерiвнiсть умови А.1 (ii)
також випливає з правої частини (1.18), якщо вiзьмемо 𝑣 = 0,
𝛾(𝑅) = 𝑐0(𝜃)(𝑅 + 1)
2.
Для перевiрки виконання умови А.2 перепишемо лiву частину (1.18)
для 𝑣 = 0:































Маємо нерiвнiсть (1.20) при 𝛿 → 12 . 
1.1.2 Частиннi випадки спiльно строго субгауссiвського шуму
Нижче використаємо частинний випадок означення 2 при 𝑛 = 1.
Означення 4. Кажуть, що випадкова величина 𝜂 є строго субгауссiв-








з 𝜎2𝜂 = 𝐸𝜂2.
Нехай {𝜉𝑗, 𝑗 ∈ Z} послiдовнiсть строго субгауссiвських незалежних
однаково розподiлених випадкових величин. Таку послiдовнiсть природно
називати (дискретним) бiлим субгауссiвським шумом.







𝜓𝑗𝜉𝑡−𝑗, 𝑡 ∈ Z, (1.21)





Умова N.2 означає, що 𝜀𝑡 є реакцiєю лiнiйної однорiдної i фiзично реалi-
зуємої системи на випадкову iмпульсну послiдовнiсть {𝜉𝑗, 𝑗 ∈ Z} (фiзично
реалiзуємий фiльтр) [17].
У роботi [12] доведено, що послiдовнiсть (1.21) є сумiсно строго субга-
уссiвським часовим рядом. Крiм того, як це добре вiдомо, (1.21) - стацiо-
нарний часовий ряд з коварiацiйною функцiєю
𝐵(𝑡) =
∑︀∞















, 𝜆 ∈ [−𝜋, 𝜋]. (1.23)
N.3. Часовий ряд (1.21) має обмежену с. щ.
𝑓0 = sup𝜆∈[−𝜋,𝜋] 𝑓(𝜆) <∞.
















i тому можна взяти в (1.2) i (1.5) 𝑑0 = 2𝜋𝑓0.
Наслiдок 1. За умов N.2, N.3 i A.2 з 𝑑0 = 2𝜋𝑓0 твердження теореми
1 справджується.





в якостi нерiвностi (1.20).
𝐴𝑅𝑀𝐴(𝑝, 𝑘) – процеси є важливим прикладом часових рядiв (1.21). Цi
процеси визначенi системою рекурентних рiвнянь (дивись, наприклад, [18])
𝜀𝑡 − 𝑎1𝜀𝑡−1 − ...− 𝑎𝑝𝜀𝑡−𝑝 = 𝜉𝑡 + 𝑏1𝜉𝑡−1 + ...+ 𝑏𝑘𝜉𝑡−𝑘, 𝑡 ∈ Z, (1.24)
де {𝜉𝑡, 𝑡 ∈ Z} є бiлим субгауссiвським шумом. Якщо 𝑆 є оператором зво-
ротнього зсуву, рiвнiсть (1.24) може бути переписана у формi
𝑎(𝑆)𝜀𝑡 = 𝑏(𝑆)𝜉𝑡,
де 𝑎(𝑧) = 1 − 𝑎1𝑧 − ... − 𝑎𝑝𝑧𝑝, 𝑏(𝑧) = 1 + 𝑏1𝑧 + ... + 𝑏𝑘𝑧𝑘. Якщо полiноми
𝑎(𝑧), 𝑏(𝑧) не мають спiльних коренiв та 𝑎(𝑧) ̸= 0, 𝑏(𝑧) ̸= 0 для |𝑧| ≤ 1, тодi
{𝜀𝑡, 𝑡 ∈ Z} є стацiонарним 𝐴𝑅𝑀𝐴(𝑝, 𝑘)-процесом.
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Iнодi зручно переписати 𝐴𝑅𝑀𝐴(𝑝, 𝑘)-процес, як процес ковзного сере-
днього 𝑀𝐴(∞) у виглядi








схожому з (1.21). Якщо ряд (1.22) збiжний, то с. щ. (1.23) може бути пере-







, 𝜆 ∈ [−𝜋, 𝜋]. (1.26)
Оскiльки полiноми 𝑎(𝑧) не мають коренiв в одиничному колi, то 𝑓(𝜆),







N.4. Помилки спостережень в регресiйнiй моделi (1.1) є𝐴𝑅𝑀𝐴(𝑝, 𝑘)-процесом
(1.24) з бiлим субгауссiвським шумом {𝜉𝑡, 𝑡 ∈ Z}.
В цьому випадку наслiдок 2 можна переформулювати так.




Дiйсно, з N.4 вiдповiдно до (1.26) та (1.27) 𝑑0 = 2𝜋𝑓0 = 𝜎2𝜉𝑓𝑚𝑎𝑥.
1.2 Випадок неперервного часу спостережень
У цьому пiдроздiлi викладенi деякi результати роботи [13].
Розглянемо регресiйну модель
𝑋(𝑡) = 𝑎(𝑡, 𝜃) + 𝜀(𝑡), 𝑡 ≥ 0 (1.28)
де 𝑎(𝑡, 𝜃), (𝑡, 𝜃) ∈ R+ × Θ𝑐, є неперервною функцiєю, iстинне значення па-
раметра 𝜃 = (𝜃1, ..., 𝜃𝑞)′ належить до вiдкритої опуклої обмеженої множини
Θ ∈ R𝑞, i випадковий шум 𝜀 = {𝜀(𝑡), 𝑡 ∈ R} задовольняє наступну умову.
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N5. 𝜀 – неперервний у середньоквадратичному i майже напевно випадковий






Означення 5. Будь-який випадковий вектор 𝜃 = (𝜃1𝑇 , ..., 𝜃𝑞𝑇 )′ ∈ Θ𝑞, який
має властивiсть
𝑄𝑇 (𝜃𝑇 ) = inf𝜏∈Θ𝑐 𝑄𝑇 (𝜏), 𝑄𝑇 (𝜏) =
∫︀
[𝑋(𝑡) − 𝑎(𝑡, 𝜏)]2 𝑑𝑡,
називається ОНК невiдомого параметра 𝜃, отриманого за спостереженнями
{𝑋(𝑡), 𝑡 ∈ [0, 𝑇 ]}.
При введених вище припущеннях iснує хоча б один такий випадковий
вектор 𝑄𝑇 .
В асимптотичнiй теорiї нелiнiйної регресiї в задачi нормального набли-
ження розподiлу ОНК рiзниця 𝜃𝑇 − 𝜃 нормується дiагональною матрицею
[7]









Далi припускається, що функцiя 𝑎(𝑡, ·) ∈ 𝐶1(Θ) для всiх 𝑡 ≥ 0.
1.2.1 Великi вiдхилення в моделях з сумiсно строго субгауссiв-
ським шумом
Означення 6. Кажуть, що {𝜉(𝑡), 𝑡 ∈ R} є сумiсно строго субгауссiвським
випадковим процесом, якщо для будь-якого 𝑛 ≥ 1 i будь-яких 𝑡1, ..., 𝑡𝑛 ∈ R
випадковий вектор 𝜉𝑛 = (𝜉(𝑡1), ..., 𝜉(𝑡𝑛))
′ є строго субгауссiвським.
Щодо випадкового шуму 𝜀 в моделi (1.28) введемо таке припущення.
N.6 (i) 𝜀 є сумiсно строго субгауссiвським випадковим процесом з коварi-
ацiйною функцiєю 𝐵(𝑡, 𝑠) = 𝐸𝜀(𝑡)𝜀(𝑠), 𝑡, 𝑠 ∈ R
(ii) Для будь-якого 𝑇 > 0, ∆(·) ∈ 𝐿2([0, 𝑇 ])
⟨𝐵∆,∆⟩𝑇 =
∫︁ ∫︁
𝐵(𝑡, 𝑠)∆(𝑡)∆(𝑠)𝑑𝑡𝑑𝑠 ≤ 𝑑0||∆||2 (1.29)
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Для фiксованого 𝑇 точна границя в (1.29) є
⟨𝐵∆,∆⟩𝑇 ≤ ||𝐵||𝑇 ||∆||2𝑇 ,
де ||𝐵||𝑇 є нормою додатного самоспряженого напiввизначеного оператора
𝐵 в 𝐿2([0, 𝑇 ]). Звернемо увагу на те, що ||𝐵||𝑇 є неспадною функцiєю вiд
𝑇 > 0, i тому iснує
lim
𝑇→∞
||𝐵||𝑇 ≤ 𝑑0 <∞,
якщо (1.2) виконується.





визначеного майже для всiх траєкторiй процесу 𝜀(𝑡), 𝑡 ∈ [0, 𝑇 ] як iнте-
грал Рiмана. Можна довести, що за умов N5, N6, iнтеграл (1.30) є строго
субгауссiвською випадковою величиною [13].
Лема 2. За умов N5 i N6 для будь-яких 𝑇 > 0, 𝑥 > 0,
𝑃{𝐼(𝑇 ) ≥ 𝑥} ≤ 𝐺𝑇 (𝑥), 𝑃{𝐼(𝑇 ) ≤ −𝑥} ≤ 𝐺𝑇 (𝑥), 𝑃{|𝐼(𝑇 )| ≥ 𝑥} ≤ 2𝐺𝑇 (𝑥),







Доведення леми 2 не вiдрiзняється вiд доведення леми 1.
Нам знадобляться деякi позначення, щоб сформулювати умови для фун-
кцiї регресiї 𝑎(𝑡, 𝜏) використовуючи пiдхiд з роботи [4] (див. також [6], [7]).
Запишемо:
𝑈𝑇 (𝜃) = 𝑑𝑇 (𝜃)(Θ
𝑐 − 𝜃), Γ𝑇,𝜃,𝑅 = 𝑈𝑇 (𝜃) ∩ {𝑢 : 𝑅 ≤ ||𝑢|| ≤ 𝑅 + 1},
𝑢 = {𝑢1, ..., 𝑢𝑞}′ ∈ R𝑞. Позначимо через 𝐺 сiм’ю всiх функцiй 𝑔 = 𝑔𝑇 (𝑅),
𝑇 > 0, 𝑅 > 0, яка має наступнi властивостi:
1) для фiксованого 𝑇 𝑔𝑇 (𝑅) ↑ ∞, при 𝑅 → ∞;
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2)для будь-якого 𝑟 > 0, 𝑅𝑟𝑒𝑥𝑝{−𝑔𝑇 (𝑅)} → 0, 𝑅, 𝑇 → ∞.
Нехай 𝛾(𝑅) полiноми вiд 𝑅 (можливо рiзнi), з коефiцiєнтами значення,
яких не залежать вiд 𝑇, 𝜃, 𝑢, 𝑣. Задамо також
∆(𝑡, 𝑢) = 𝑎(𝑡, 𝜃 + 𝑑−1𝑇 (𝜃)𝑢) − 𝑎(𝑡, 𝜃), 𝑡 ∈ [0, 𝑇 ],
Φ𝑇 (𝑢, 𝑣) =
∫︁
(∆(𝑡, 𝑢) − ∆(𝑡, 𝑣))2𝑑𝑡, 𝑢, 𝑣 ∈ 𝑈𝑇 (𝜃).
Припустимо, що iснує функцiя 𝑔 ∈ 𝐺, константи 𝛿 ∈ (0, 12), 𝜅 > 0,
𝜌 ∈ (0, 1] i полiном 𝛾(𝑅), такi, що при достатньо великих 𝑅, 𝑇 (запишемо
𝑅 > 𝑅0, 𝑇 > 𝑇0) виконуються наступнi умови.
R.1 (i) Для будь-яких 𝑢, 𝑣 ∈ Γ𝑇,𝜃,𝑅 таких, що ||𝑢− 𝑣|| ≤ 𝜅,
Φ𝑇 (𝑢, 𝑣) ≤ 𝛾(𝑅)||𝑢− 𝑣||2𝜌; (1.32)
(ii) для будь-якого 𝑢 ∈ Γ𝑇,𝜃,𝑅, Φ𝑇 (𝑢, 0) ≤ 𝛾(𝑅).
R.2. Для будь-якого 𝑢 ∈ Γ𝑇,𝜃,𝑅
Φ𝑇 (𝑢, 0) ≤ 𝛾(𝑅) ≥ 2𝑑0𝛾−2𝑔𝑇 (𝑅) (1.33)
Теорема 3. Якщо виконуються умови N5, N6, R1 та R2, то iснують
константи 𝐵0, 𝑏0 > 0 такi, що 𝑅 > 𝑅0, 𝑇 > 𝑇0
𝑃{||𝑑𝑇 (𝜃)(𝜃𝑡 − 𝜃)|| ≥ 𝑅} ≤ 𝐵0𝑒𝑥𝑝{−𝑏0𝑔𝑇 (𝑅)}, (1.34)












Для доведення теореми достатньо перевiрити виконання припущень
(M1) i (M2) теореми 2.1 з [4], переформулюваних так само, як це було
використано в доведеннi теореми 3.1, там же:
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(M1) Для будь-якого 𝑚 > 0 та 𝑢, 𝑣 ∈ Γ𝑇,𝜃,𝑅 таких, що ||𝑢− 𝑣|| ≤ 𝜅,












≤ 𝑒𝑥𝑝{−𝑔𝑇 (𝑅)}. (1.37)
З першої нерiвностi в (1.31) леми 2 для ∆(𝑡) = ∆(𝑡, 𝑢), 𝑥 = 𝛿Φ𝑇 (𝑢, 0),












= 𝑃 {𝐼(𝑇, 𝑢) ≥ 𝛿Φ𝑇 (𝑢, 0)} ≤
𝑒𝑥𝑝{−𝛿2(2𝑑0)−1Φ𝑇 (𝑢, 0)} ≤ 𝑒𝑥𝑝{−𝑔𝑇 (𝑅)}, тобто (1.38) виконується.
Подальше доведення цiєї теореми не вiдрiзняється вiд доведення теоре-
ми 1. 
Припустимо, що iснує дiагональна матриця 𝑠𝑇 = 𝑑𝑖𝑎𝑔(𝑠𝑖𝑇 , 𝑖 = 1, 𝑞) з
елементами, якi не залежать вiд 𝜏 ∈ Θ, i константи 0 < 𝑐𝑖 < 𝑐𝑖 <∞,
𝑖 = 1, 𝑞, такi, що рiвномiрно в 𝜏 ∈ Θ для 𝑇 > 𝑇0
𝑐𝑖 < 𝑠
−1
𝑖𝑇 𝑑𝑖𝑇 (𝜏) < 𝑐𝑖, 𝑖 = 1, 𝑞. (1.38)
Тодi замiсть матрицi 𝑑𝑇 (𝜃) можна без втрати загальностi розглянути нор-
малiзуючу матрицю 𝑠𝑇 .
Наступна умова є бiльш обмежуючою, нiж R1 та R2, однак вона є
простiшою через вимогу (1.38).
R.3 Iснують числа 0 < 𝑐0 < 𝑐1 <∞ такi, що для будь-яких 𝑢, 𝑣 ∈ 𝑈𝑇 (𝜃) =
𝑠𝑇 (Θ
𝑐 − 𝜃) та 𝑇 > 𝑇0,
𝑐0||𝑢− 𝑣||2 ≤ Φ𝑇 (𝑢, 𝑣) ≤ 𝑐1||𝑢− 𝑣||2. (1.39)





Умову типу (1.39) було введено в [2] та використано в [3, 4, 9] та iнших
роботах. Наступна теорема узагальнює теорему 3.2 з [4].
Теорема 4. За умов N5, N6 i R3 iснують константи 𝐵, 𝑏 > 0 такi,
що для будь-яких 𝑇 > 𝑇0, 𝑅 > 𝑅0
𝑃{||𝑆−1𝑇 (𝜃𝑇 − 𝜃)||} ≤ 𝐵𝑒𝑥𝑝{−𝑏𝑅
2}, (1.40)





Доведення. З умови R3 випливають умови R1 i R2. Нерiвнiсть (1.32)
умови R1 (i) випливає з правої частини нерiвностi (1.39), якщо взяти
𝜌 = 1, 𝛾(𝑅) = 𝑐1. Нерiвнiсть умови R1 (ii) також випливає з правої ча-
стини (1.39), якщо взяти 𝑣 = 0, 𝛾(𝑅) = 𝑐1(𝑅 + 1)2.
Для перевiрки виконання умови R2 слiд переписати лiву частину (1.39)
для 𝑣 = 0:












2. В цьому випад-
ку для експоненти маємо







Тепер, оскiльки 𝜌 = 1 в (1.35), для будь-якого 𝛽 > 0 в (1.21) ми можемо
взяти
















. Отримуємо нерiвнiсть (1.41), якщо 𝛿 → 12 . 
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1.2.2 Великi вiдхилення у випадку стацiонарного сумiсно строго
субгауссiвського шуму
Накладемо додатковi обмеження на процес 𝜀.
N.7 Випадковий процес 𝜀 є стацiонарним з коварiацiйною функцiєю 𝐵(𝑡) =




За припущенням N7 наступнi наслiдки теореми, доведенi у роздiлi 1.2.1, є
вiрними.
Наслiдок 4. Якщо умови N5, N6(i), N7, R1 i R2 виконуються, то
твердження теореми 3 справджується з 𝑑0 = 2𝜋𝑓0.
Доведення. Нам потрiбно показати, що умова N2(ii) виконується.








≤ 2𝜋𝑓0||∆||2𝑇 . 
Наслiдок 5. За умов N5, N6(i), N7 та R1 твердження теореми 4 пра-




Наше наступне припущення - конкретизацiя вимог N6 та N7.








де 𝜉 = {𝜉(𝑡), 𝑡 ∈ R} є неперервним у середньоквадратичному сумiсно
строго субгауссiвським випадковим процесом з ортогональними прироста-
ми, 𝐸𝜉(𝑡) = 0,
𝐸|𝜉(𝑡+ 𝑠) − 𝜉(𝑡)|2 = 𝑠, 𝑡 ∈ R, 𝑠 > 0;





Стохастичний iнтеграл в (1.43) розумiється, як середньоквардратичний
iнтеграл Стiльтьєса. Процес 𝜉 є iнтегровним бiлим шумом, 𝜀 може розгля-
датися як стацiонарний процес на виходi фiзично реалiзуємого фiльтру з












N8 (ii). 𝑓0 = sup𝜆∈R |ℎ(𝑖𝜆)|2 <∞.
Очевидно, N8(i) має мiсце, якщо
∫︀∞
0 |𝜓(𝑡)|𝑑𝑡 <∞.
У роботi [13] доведено, що за умов N8(ii) процес 𝜀 в (1.43) є сумiсно
строго субгауссiвським процесом.
Наслiдок 6. Якщо умови N5, N8(i), N8(ii), R1 i R2 виконуються, то
висновок теореми 3 справедливий при 𝑑0 = 2𝜋𝑓0.
Наслiдок 7. Якщо умови N5, N8(i), N8(ii) i R3 виконуються, то ви-
сновок теореми 4 правильний з константою 𝑏, що задовольняє (1.42).
Приклад 1. Розглянемо приклад сумiсно строго субгауссiвського ви-
падкового процесу 𝜉 з ортогональними приростами в формулi (1.43), вико-
ристовуючи ряди Iто-Нiсiо (дивись роботу [19] та джерела в нiй).
Розглянемо будь-який ортонормований базис {𝜙𝑘, 𝑘 ≥ 1} в 𝐿2(R+) та







𝜙𝑘(𝑢)𝑑𝑢, 𝑡 ≥ 0,
є стандартним вiнерiвським процесом з коварiацiями𝐸𝑤0(𝑡)𝑤0(𝑠) = min{𝑡, 𝑠}.
Нам треба побудувати деякий вiнерiвський процес на дiйснiй прямiй R. Не-









𝜙𝑘(𝑢)𝑑𝑢, 𝑡 ≥ 0, 𝑖 = 1, 2,
де {𝑍𝑖𝑘, 𝑘 ≥ 1, 𝑖 = 1, 2} є незалежними 𝑁(0, 1) випадковими величинами.
Тодi потрiбний вiнерiвський процес на R може бути визначений як
𝑤(𝑡) = 𝑤1(𝑡), 𝑡 ≥ 0, i 𝑤(𝑡) = 𝑤2(|𝑡|), 𝑡 < 0.
Для будь-яких дiйсних 𝑡1 < 𝑡2 ≤ 𝑡3 < 𝑡4
𝐸(𝑤(𝑡2) − 𝑤(𝑡1))(𝑤(𝑡4) − 𝑤(𝑡3)) = 0, (1.44)
тобто прирости є ортогональними. З iншого боку, для будь-яких 𝑡 > 𝑠
𝐸(𝑤(𝑡) − 𝑤(𝑠))2 = 𝑡− 𝑠.
Нехай {𝜉𝑖𝑘, 𝑘 ≥ 1, 𝑖 = 1, 2} незалежнi однаково розподiленi строго
субгауссiвськi випадковi величини (i не гауссiвськi!) з одиничними диспер-
сiями. Деякi приклади строго субгауссiвських випадкових величин можна
знайти в [15]. Таким чином, бернуллiвськi випадковi величини та випадковi




3], є строго субгауссiвськими








𝜙𝑘(𝑢)𝑑𝑢, 𝑡 ≥ 0, 𝑖 = 1, 2,
𝜉(𝑡) = 𝜉1(𝑡), 𝑡 ≥ 0, та 𝜉(𝑡) = 𝜉2(|𝑡|), 𝑡 < 0. Тодi 𝜉 = {𝜉(𝑡), 𝑡 ∈ R} є процесом
з ортогональними приростами i не є гауссiвським.
Бiльше того, вiн є сумiсно строго субгауссiвським процесом.
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2 Поверхня максимумiв щiльностi МА(2) - про-
цесу
Розглянемо 𝑀𝐴(2)-процес
𝜀𝑡 = 𝜉𝑡 + 𝑏1𝜉𝑡−1 + 𝑏2𝜉𝑡−2, 𝑡 ∈ Z, (2.1)
де 𝜉𝑡, 𝑡 ∈ Z, бiлий субгауссiвський шум з одиничними дисперсiями 𝜎2𝜉 .
Означення 7. MA(2)-процес називають оборотнм, якщо коренi рiвняння
𝑏(𝑧) = 1 + 𝑏1𝑧 + 𝑏2𝑧
2 знаходяться поза межами кола |𝑧| ≤ 1.
Знайдемо область оборотностi 𝑀𝐴(2)-процесу (2.1). Для цього знайде-












Припустимо, що 𝑏21 ≥ 4𝑏2, тобто коренi дiйснi.
Розглянемо 𝑦1:





Розглянемо праву частину нерiвностi (2.2):√︁
𝑏21 − 4𝑏2 < 2 + 𝑏1 ⇒ 𝑏1 > −2, 𝑏21 − 4𝑏2 < 4 + 4𝑏1 + 𝑏21, 𝑏1 + 𝑏2 > −1. (i)
Тепер розглянемо лiву частину нерiвностi (2.2):
𝑏1 − 2 <
√︁
𝑏21 − 4𝑏2 ⇒ 𝑏1 < 2 − виконується автоматично.
Значить, нехай 𝑏1 > 2. Тодi, 𝑏21 − 4𝑏1 + 4 < 𝑏21, 𝑏1 − 𝑏2 > 1, 𝑏2 < 𝑏1 − 1,
𝑏2 = 𝑏1 − 1 − врештi решт приводить до порожньої множини точок(𝑏1, 𝑏2).
Розглянемо тепер 𝑦2:




< 1, −2 < −𝑏1 −
√︁
𝑏21 − 4𝑏2 < 2. (2.3)
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Розглянемо праву частину нерiвностi (2.3):
−𝑏1 −
√︀
𝑏21 − 4𝑏2 > −𝑏1 − 2 ⇒ −𝑏1 − 2 > 0, 𝑏1 < −2, 𝑏21 − 4𝑏2 > 𝑏21 + 4𝑏1 + 4,
𝑏1 + 𝑏2 < −1 ⇒ протирiчить з (i).
Тепер розглянемо лiву частину нерiвностi (2.3)√︁
𝑏21 − 4𝑏2 < 2 − 𝑏1 ⇒ 𝑏1 < 2, 𝑏21 − 4𝑏2 < 4 − 4𝑏1 + 𝑏21, 𝑏1 − 𝑏2 < 1. (ii)
Розглянемо випадок комплексних коренiв:
𝑏21 < 4𝑏2, | − 𝑏1 ± 𝑖
√︁
4𝑏2 − 𝑏21| < 2, 𝑏2 + 4𝑏2 − 𝑏21 < 4, 𝑏2 < 1. (iii)
Рисунок 1. Область оборотностi МА(2)-процесу.
Запишемо с. щ. МА(2)-процесу (2.1).
𝑓(𝜆, 𝑏1, 𝑏2) =
𝜎2𝜖
2𝜋
|𝑏(𝑒−𝑖𝜆)|2, 𝑏(𝑧) = 1 + 𝑏1𝑧 + 𝑏2𝑧2. (2.4)



















2 + 2𝑏1(1 + 𝑏2)𝑐𝑜𝑠𝜆 +
2𝑏2𝑐𝑜𝑠2𝜆 = 𝐵(𝜆; 𝑏1, 𝑏2)
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Треба знайти поверхню
𝐵0(𝑏1, 𝑏2) = 𝑚𝑎𝑥𝜆∈[0,𝜋]𝐵(𝜆; 𝑏1, 𝑏2), 𝑏1, 𝑏2 ∈ 𝑆0,
𝑆0 = {(𝑏1, 𝑏2) ∈ R2 : 𝑏1 + 𝑏2 > −1; 𝑏1 − 𝑏2 < 1; 𝑏2 < 1}. (2.5)
Треба знайти максимум функцiї




2 + 2𝑏1(1 + 𝑏2)𝑐𝑜𝑠𝜆+ 2𝑏2𝑐𝑜𝑠2𝜆 = 𝐵(𝜆) (2.6)
як функцiї вiд 𝜆 за умови, що параметри 𝑏1, 𝑏2 знаходяться у множинi (2.5).
Оскiльки 𝐵(𝜆), 𝜆 ∈ [−𝜋, 𝜋] парна функцiя, достатньо знайти поверхню
𝐵0(𝑏1, 𝑏2) = 𝑚𝑎𝑥𝜆∈[0,𝜋]𝐵(𝜆; 𝑏1, 𝑏2), 𝑏1, 𝑏2 ∈ 𝑆0 (2.7)
Знайдемо похiдну 𝐵(𝜆), 𝜆 ∈ [0, 𝜋], та її критичнi точки.
𝐵′(𝜆) = −2𝑏1(1 + 𝑏2)𝑠𝑖𝑛𝜆− 4𝑏2𝑠𝑖𝑛2𝜆 (2.8)
𝐵′(𝜆) = 0, 𝑏1(1+𝑏2)𝑠𝑖𝑛𝜆+2𝑏22𝑠𝑖𝑛𝜆𝑐𝑜𝑠𝜆 = 0, 𝑠𝑖𝑛𝜆(𝑏1(1+𝑏2)+4𝑏2𝑐𝑜𝑠𝜆) = 0.
1) 𝑠𝑖𝑛𝜆 = 0, тобто 𝜆 = 0, або 𝜆 = 𝜋 - критичнi точки;
2) cos−𝑏1(1 + 𝑏2)
4𝑏2






Для того, щоб (2.7) було правильним, треба, щоб виконувались нерiв-
ностi
−1 ≤ −𝑏1(1 + 𝑏2)
4𝑏2
≤ 1 (2.9)
Розглянемо праву частину нерiвностi (2.9):
−𝑏1(1 + 𝑏2)
4𝑏2
− 1 ≤ 0, 𝑏1(1 + 𝑏2)
4𝑏2
+ 1 ≥ 0, 𝑏1𝑏2 + 𝑏1 + 4𝑏2
4𝑏2
≥ 0. (2.10)





Знаменник у формулi (2.11) завжди бiльше нуля, якщо 𝑏1 перша коорди-







є гiперболою, яка проходить через точки (0, 0) та (−2, 1). Ще одну точку
її перетиною iз прямою лiнiєю 𝑏2 = 𝑏1 − 1 знайдемо як розв’язок системи




𝑏2 = 𝑏1 − 1.
Маємо
𝑏1 − 1 = −
𝑏1
𝑏1 + 4
, (𝑏1 − 1)(𝑏1 + 4) = 𝑏21 + 3𝑏1 − 4 = −𝑏1, 𝑏21 + 4𝑏1 − 4 = 0,
𝑏1 = 2(
√
2 − 1), 𝑏2 = 2
√
2 − 3.




Зауважимо, що частина гiперболи (2.12) вiд точки (0, 0) до точки (−2, 1),
не включаючи цi точки, належить областi на рис.2.
Нехай тепер у нерiвностi (2.10) 𝑏2 > 0. Тодi 𝑏1𝑏2 + 𝑏1 + 4𝑏2 ≤ 0,





Таким чином, випадку 𝑏1 < 0 вiдповiдає область на рис.3.




Зауважимо, що частина гiперболи (2.13) вiд точки (0, 0) до точки
(2(
√
2 − 1), 2
√
2 − 3), не включаючи цi точки, належить областi на рис. 3.
Перейдемо до лiвої частини нерiвностi (2.9):





≤ 1, 𝑏1(1 + 𝑏2)
4𝑏2




Якщо 𝑏2 > 0, то 𝑏1𝑏2 + 𝑏1 − 4𝑏2 ≤ 0, 𝑏2(𝑏1 − 4) ≤ −𝑏1, або враховуючи те,










є гiперболою, яка проходить через точки (0, 0), (2, 1) та через точку, яка є
розв’язком рiвняння
−𝑏1 − 1 = −
𝑏1
𝑏1 − 4




тобто 𝑏1 = 2 − 2
√
2, 𝑏2 = −𝑏1 − 1 = 2
√
2 − 3.
Графiк областi (2.11) при 𝑏2 > 0 має вигляд, зображений на рис.4.
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Аналогiчно розглянутому випадку частина гiперболи (2.17) вiд точки
(0, 0) до точки (2, 1), не включаючи цi точки, входить в область на рис.4.
Якщо 𝑏2 < 0, то з (2.14) отримуємо, що 𝑏1𝑏2 + 𝑏1 − 4𝑏2 ≥ 0,




Графiк областi (2.17) при 𝑏2 < 0 має вигляд зображений на рис.5.
Рисунок 5. Область, де 𝑏2 < 0, 𝑏2 ≤ −
𝑏1
𝑏1 − 4





чаючи цi точки входить в область на рис. 5.
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На рис.6 вказана область в 𝑆0, де виконуються нерiвностi (2.5), i яка
отримана з областей, зображених на рис.2-рис.5.
Рисунок 6. Область −1 ≤ −𝑏1(1+𝑏2)4𝑏2 ≤ 1.
Якщо точка (𝑏1, 𝑏2) входить в область на рис.6, то









Знайдемо множини точок (𝑏1, 𝑏2) ∈ 𝑆0, в яких при критичних значеннях





∈ (0, 𝜋) функцiя 𝐵(𝜆) набуває
максимального значення. Для цього вiдьмемо другу похiдну за 𝜆 функцiї
𝐵(𝜆), користуючись формулою (2.8):
𝐵′′(𝜆) = −2𝑏1(1 + 𝑏2)𝑐𝑜𝑠𝜆− 8𝑏2𝑐𝑜𝑠2𝜆. (2.20)
Пiдставимо у (2.20) критичну точку 𝜋:
𝐵′′(𝜋) = 2𝑏1(1 + 𝑏2)𝑐𝑜𝑠𝜆− 8𝑏2.
Якщо виконується нерiвнiсть
𝑏1(1 + 𝑏2) − 4𝑏2 < 0, (2.21)
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то в точцi 𝜆 = 𝜋 досягається максимум с. щ. 𝑀𝐴(2)-процесу. Розв’яжемо





Область (2.22) показано на рис.7.
Рисунок 7. Область 𝑏2 > − 𝑏1𝑏1−4 .
Зауважимо, що сама гiпербола 𝑏2 = −
𝑏1
𝑏1 − 4
не входить в цю область.
З iншого боку, з рiвностi (2.6) маємо
𝐵(𝜋) = 1 + 𝑏21 + 𝑏
2
2 − 2𝑏1 − 2𝑏1𝑏2 + 2𝑏2 = (1 − 𝑏1 + 𝑏2)2. (2.23)
Пiдставимо критичну точку 𝜆 = 0 в другу похiдну (2.20):
𝐵′′(0) = −2𝑏1(1 + 𝑏2)𝑐𝑜𝑠𝜆− 8𝑏2.
Якщо виконується нерiвнiсть




Область (2.24) показано на рис.8.
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Рисунок 8. Область 𝑏2 > − 𝑏1𝑏1+4 .
Зауважимо, що сама гiпербола 𝑏2 = −
𝑏1
𝑏1 + 4
не входить в цю область.
Крiм цього, з (2.6) отримуємо
𝐵(0) = 1 + 𝑏21 + 𝑏
2
2 + 2𝑏1 + 2𝑏1𝑏2 + 2𝑏2 = (1 + 𝑏1 + 𝑏2)
2. (2.25)
Порiвняємо максимуми функцiї 𝐵(𝜆) в точках 0 та 𝜋, за формулами
(2.23) i (2.25). Якщо 𝑏1 < 0, то нерiвнiсть
𝑏1(1 + 𝑏2) < −𝑏1(1 + 𝑏2), (2.26)
в якiй множник 1 + 𝑏2 > 0, еквiвалентний нерiвностi 𝐵(0) < 𝐵(𝜋). Це
означає, що при 𝑏1 < 0 в областi, зображанiй на рис.9 𝐵(0) < 𝐵(𝜋).
Рисунок 9. Область де максимум в точцi 𝜆 = 0 менше максимуму в точцi
𝜆 = 𝜋.
Таким чином, при 𝑏1 < 0 нам треба обрати область, вказану на рис.10, i де
функцiя 𝐵(𝜆) набуває максимального значення при 𝜆 = 𝜋.
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Рисунок 10. Область максимуму в точцi 𝜆 = 𝜋.
Нехай тепер 𝑏1 > 0. Тодi нерiвнiсть
𝑏1(1 + 𝑏2) > −𝑏1(1 + 𝑏2) (2.27)
еквiвалентна нерiвностi 𝐵(0) > 𝐵(𝜋). Це в свою чергу означає, що при
𝑏1 > 0 в областi, зображенiй на рис.11 𝐵(0) > 𝐵(𝜋).
Рисунок 11. Область де максимум в точцi 𝜆 = 0 бiльше максимуму в
точцi 𝜆 = 𝜋.
Таким чином, при 𝑏1 > 0 нам треба обрати область вказану на рис.12, i де
функцiя 𝐵(𝜆) набуває максимального значення при 𝜆 = 0.
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Рисунок 12. Область максимуму в точцi 𝜆 = 0.
Коли 𝑏1 = 0, то 𝐵(0) = 𝑏(𝜋) = (1 + 𝑏2)2, тобто максимуми в точках 𝜋 та 0
спiвпадають.









































16𝑏22 − 𝑏21(1 + 𝑏2)2
2𝑏2
(2.28)
З рiвняння (2.25) випливає, що максимум с. щ. 𝑀𝐴(2)-процесу досягається
там, де
16𝑏22 − 𝑏21(1 + 𝑏2)2
2𝑏2
< 0 (2.29)
Дослiдимо нерiвнiсть (2.29), тобто знайдемо значення параметрiв
(𝑏1, 𝑏2) ∈ 𝑆0 в областях, для яких виконуються нерiвностi (2.9) та (2.29).
Нагадаємо, що область виконання нерiвностей (2.9) зображена на рис.6.
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Розглянемо спочатку випадок коли 𝑏2 > 0. Тодi для виконання (2.29)
потрiбно, щоб виконувалась нерiвнiсть
(4𝑏2 − 𝑏1(1 + 𝑏2))(4𝑏2 + 𝑏1(1 + 𝑏2)) < 0. (2.30)
Перевiримо знаки дужок (+,−) в (2.30):
1) 4𝑏2 − 𝑏1(1 + 𝑏2) > 0, 𝑏2 > −
𝑏1
𝑏1 − 4
- цю область можна побачити на рис.4.




Рисунок 13. Область (+,-) в (2.30) при 𝑏2 > 0.
На рис.13 позначено область одночасного виконання 1), 2) та 𝑏2 > 0. Пере-
тин цiєї областi з областю виконання (2.9) є порожнiм.
Перевiримо знаки дужок (-,+) в (2.30):





Рисунок 14. Область 𝑏2 > 0, 𝑏2 < − 𝑏1𝑏1−4 .
4) 4𝑏2 + 𝑏1(1 + 𝑏2) > 0, 𝑏2 > −
𝑏1
𝑏1 + 4
- ця область зображена на рис.2.
Перетин областей на рис.2 та рис.14 є область на рис.14, причому границя
цiєї областi в неї не входить.
Таким чином, перетин областей, де одночасно виконується 3), 4) та 𝑏2 >
0 iз областю виконання нерiвностей (2.9) є порожнiм.
Розглянемо тепер випадок коли 𝑏2 < 0. Тодi для виконання нерiвностi
(2.29) потрiбно, щоб виконувалось
(4𝑏2 − 𝑏1(1 + 𝑏2))(4𝑏2 + 𝑏1(1 + 𝑏2)) > 0. (2.31)
Перевiримо знаки дужок (+,+) в (2.31):




Вiдповiдна область показана на наступному рисунку.
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Рисунок 15. Область 𝑏2 < 0, 𝑏2 > − 𝑏1𝑏1−4 .




Вiдповiдна область показана на наступному рисунку.
Рисунок 16. Область 𝑏2 < 0, 𝑏2 > − 𝑏1𝑏1+4 .
Таким чином, сукупнiсть знакiв (+,+) i множникiв добутку (2.31) при
𝑏2 < 0 дає порожню множину точок.
Залишилось перевiрити знаки дужок (-,-) в (2.31):




Цю множину точок при 𝑏2 < 0 зображено на рис.5.
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Цю множину точок зображено на рис.3 при 𝑏2 < 0.
Перетин областей рис.3 та рис.5 дає нам область зображено на рис.17.
Рисунок 17. Область 𝑏2 < 0, 𝑏2 < − 𝑏1𝑏1+4 , 𝑏2 < −
𝑏1
𝑏1−4 .


















































= (1 − 𝑏2)2 +
𝑏21
4𝑏2
(4𝑏2 − (1 − 𝑏2)2) =
(1 − 𝑏2)2 +
𝑏21
4𝑏2
(4𝑏2 − 1 − 2𝑏2 − 𝑏22) =
(1 − 𝑏2)2 −
𝑏21
4𝑏2



























Тодi за формулою (2.32)





















, 𝑏1 < 0. Тодi
𝐵(𝜋) = (1 − 𝑏1 + 𝑏2)2 =
(︂











Рiвностi (2.33) та (2.34) показують, що при 𝑏1 < 0 максимальнi значен-










Нехай 𝑏1 > 0 i 𝑏2 = −
𝑏1
𝑏1 + 4
. Тодi за формулою (2.32):

































, 𝑏1 > 0. Тодi
𝐵(0) = (1 + 𝑏1 + 𝑏2)
2 =
(︂





(𝑏1 + 4 + 𝑏
2







Рiвностi (2.35) та (2.36) показують, що при 𝑏1 > 0 максимальнi значе-











Зауважимо, що при 𝑏1 = 0 за формулами (2.23) та (2.25) 𝐵(𝜋) = 𝐵(0) =
(1 + 𝑏2)
2. З iншого боку, при 𝑏1 = 0 за формулою (2.32) 𝐵(𝜆0) = (1 − 𝑏2)2.
Пiдсумовуючи попереднi мiркування, сформулюємо отриманий резуль-
тат користуючись рис. 18.
Теорема 5. Максимум величини 𝐵(𝜆) = |𝑏(𝑒𝑖𝜆)|2, 𝜆 ∈ (0, 𝜋), утворює-
ться:
1) в областi 𝑆1 = {𝑏1 > 0, 𝑏2 > −
𝑏1
𝑏1 + 4
} в точцi 𝜆 = 0,
та дорiвнює 𝐵0(0) = (1 + 𝑏1 + 𝑏2)2;
2) в областi 𝑆2 = {𝑏1 < 0, 𝑏2 > −
𝑏1
𝑏1 − 4
} в точцi 𝜆 = 𝜋,
та дорiвнює 𝐵0(𝜋) = (1 − 𝑏1 + 𝑏2)2;
3) в областi 𝑆3 = {𝑏2 < −
𝑏1
𝑏1 + 4
















3 Поверхня максимумiв щiльностi ARMA(1,1)
- процесу
Розглянемо 𝐴𝑅𝑀𝐴(1, 1)-процес
𝜀𝑡 − 𝑎𝜀𝑡−1 = 𝜉𝑡 + 𝑏𝜉𝑡−1, 𝑡 ∈ Z, (3.1)







, 𝜆 ∈ [−𝜋, 𝜋], (3.2)
де
(1+𝑏𝑒−𝑖𝜆)2 = (1+𝑏(𝑐𝑜𝑠𝜆− 𝑖𝑠𝑖𝑛𝜆))2 = (1+𝑏𝑐𝑜𝑠𝜆)2−(𝑏𝑖𝑠𝑖𝑛𝜆)2 = 1+2𝑏𝑐𝑜𝑠𝜆+
𝑏2𝑐𝑜𝑠2𝜆+ 𝑏2𝑠𝑖𝑛2𝜆 = 1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2,
(1−𝑎𝑒𝑖𝜆)2 = (1−𝑎(𝑐𝑜𝑠𝜆− 𝑖𝑠𝑖𝑛𝜆))2 = (1−𝑎𝑐𝑜𝑠𝜆)2−(𝑎𝑖𝑠𝑖𝑛𝜆)2 = 1−2𝑎𝑐𝑜𝑠𝜆+





· 1 − 2𝑎𝑐𝑜𝑠𝜆+ 𝑎
2








1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2




1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2
1 − 2𝑎𝑐𝑜𝑠𝜆+ 𝑎2
= min𝜆
1 − 2𝑎𝑐𝑜𝑠𝜆+ 𝑎2
1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2
= 𝐶(𝜆, 𝑎, 𝑏), 𝜆 ∈ [0, 𝜋],
тому що (3.3) - парна функцiя.
Треба знайти мiнiмум 𝐶(𝜆, 𝑎, 𝑏) як функцiї вiд 𝜆 за умови, що парамери
𝑎, 𝑏 знаходяться у множинi
𝑆0 = {(𝑎, 𝑏) ∈ R2 : −1 < 𝑎 < 1,−1 < 𝑏 < 1}. (3.4)
Обчислимо похiдну 𝐶(𝜆), 𝜆 ∈ (0, 𝜋) та знайдемо її критичнi точки:
𝐶 ′(𝜆) =
2𝑎𝑠𝑖𝑛𝜆(1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2) + 2𝑏𝑠𝑖𝑛𝜆(1 − 2𝑎𝑐𝑜𝑠𝜆+ 𝑎2)
(1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2)2
=
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2𝑎𝑠𝑖𝑛𝜆+ 4𝑎𝑏𝑠𝑖𝑛𝜆𝑐𝑜𝑠𝜆+ 2𝑎𝑏2𝑠𝑖𝑛𝜆+ 2𝑏𝑠𝑖𝑛𝜆− 4𝑎𝑏𝑠𝑖𝑛𝜆𝑐𝑜𝑠𝜆+ 2𝑎2𝑏𝑠𝑖𝑛𝜆
(1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2)2
=
(2𝑎+ 2𝑎𝑏2 + 2𝑏+ 2𝑎2𝑏)𝑠𝑖𝑛𝜆
(1 + 2𝑏𝑐𝑜𝑠𝜆+ 𝑏2)2
= 0
𝑠𝑖𝑛𝜆(2𝑎+ 2𝑎𝑏2 + 2𝑏+ 2𝑎2𝑏) = 0 (3.5)
Рiвнiсть має мiсце, коли 𝑠𝑖𝑛𝜆 = 0, тобто 𝜆 = 0, або 𝜆 = 𝜋
𝑠𝑖𝑛𝜆((𝑎+𝑏)+(𝑎𝑏2+𝑎2𝑏)) = 0, 𝑠𝑖𝑛𝜆((𝑎+𝑏)+𝑎𝑏(𝑎+𝑏)) = 0, 𝑠𝑖𝑛𝜆((𝑎+𝑏)(1+𝑎𝑏)) = 0.
Мiнiмум досягається там, де друга похiдна бiльше 0.
Знайдемо другу похiдну функцiї 𝐶(𝜆)
𝐶 ′′(𝜆) = 𝑐𝑜𝑠𝜆(𝑎+ 𝑏)(1 + 𝑎𝑏) > 0. (3.6)
Пiдставимо критичну точку 𝜆 = 0. Для того, щоб виконувалась нерiвнiсть
(3.6) треба, щоб 𝐶 ′′(0) = (𝑎 + 𝑏)(1 + 𝑎𝑏) > 0, тобто необхiдно перевiрити
знаки дужок (+,+).
𝑎+ 𝑏 > 0, 1 + 𝑎𝑏 > 0; 𝑏 > −𝑎, 𝑎𝑏 > −1; 𝑎 > 0, 𝑏 > −1
𝑎
; 𝑎 < 0, 𝑏 < −1
𝑎
.
Рисунок 19. Область, де виконується (+,+) та параметри (𝑎, 𝑏) ∈ 𝑆0.
Тепер розглянемо знаки дужок (−,−):
𝑎+ 𝑏 < 0, 1 + 𝑎𝑏 < 0; 𝑏 < −𝑎, 𝑎𝑏 < −1; 0, 𝑏 < −1
𝑎




Рисунок 20. Область, де виконується (−,−) та параметри (𝑎, 𝑏) ∈ 𝑆0.
З рисунка 20 видно, що знаки дужок (−,−) дають порожню множину.
Пiдставимо критичну точку 𝜆 = 𝜋.
𝐶 ′′(𝜋) = −(𝑎+ 𝑏)(1 + 𝑎𝑏) > 0 (3.7)
Для того, щоб виконувалась нерiвнiсть (3.7) необхiдно, щоб її множники
були рiзних знакiв. Для початку перевiримо знаки дужок (-,+). Маємо
𝑎+ 𝑏 < 0, 1 + 𝑎𝑏 > 0; 𝑏 < −𝑎, 𝑎𝑏 > −1; 𝑏 < −𝑎; 𝑎 > 0, 𝑏 > −1
𝑎




Рисунок 21. Область, де виконується (−,+) та параметри (𝑎, 𝑏) ∈ 𝑆0.
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Перевiримо тепер знаки дужок (+,−)
𝑎+ 𝑏 > 0, 1 + 𝑎𝑏 < 0; 𝑏 > −𝑎, 𝑎𝑏 < −1; 𝑏 > −𝑎; 𝑎 > 0, 𝑏 < −1
𝑎




Побудуємо область (+,-) на рис.22 за умови, що параматри (𝑎, 𝑏) ∈ 𝑆0.
Рисунок 22.
З рисунка 22 видно, що область, де знаки дужок (+,−) та те, що параметри
(𝑎, 𝑏) ∈ 𝑆0 дає порожню множину.
Пiдсумовуючи попереднi мiркування, сформулюємо отриманий результат.
Теорема 6. 𝑚𝑖𝑛𝜆∈(0,𝜋)𝐶(𝜆, 𝑎, 𝑏) утворюється:
1. в областi 𝑆4 = {(𝑎, 𝑏) ∈ 𝑆0 : 𝑏 > −𝑎} в точцi 𝜆 = 0 та дорiвнює
𝐶(0) =
1 − 2𝑎+ 𝑎2





2. в областi 𝑆5 = {(𝑎, 𝑏) ∈ 𝑆0 : 𝑏 < −𝑎} в точцi 𝜆 = 𝜋 та дорiвнює
𝐶(𝜋) =
1 + 2𝑎+ 𝑎2








4 Поверхностi максимумiв щiльностей проце-
сiв з неперервним часом
В цьому роздiлi ми будемо спиратись на пiдроздiл 1.2. i застосуємо його
результати до стацiонарних субгауссiвських, зокрема, гауссiвських випад-
кових процесiв 𝜀(𝑡), 𝑡 ∈ R, iз рацiональними вiдносно 𝜆 с. щ. 𝑓(𝜆), 𝜆 ∈ R.
Зауважимо, що будь-яка обмежена та додатна рацiональна вiдносно 𝜆




















де полiноми 𝑃 (𝑧) та 𝑄(𝑧) (𝑃 (𝑖𝑧) = 𝑃 (𝑧), 𝑄(𝑖𝑧) = ?̃?(𝑧)) мають дiйснi кое-






, 𝜆 ∈ R. (4.2)
4.1 Коливальний контур
В цьому пiдроздiлi ми розглянемо в моделi спостережень стацiонарний
субгауссiвський процес 𝜀(𝑡), 𝑡 ∈ R, що вiдповiдає коливальному контуру, на
який дiє субгауссiвський бiлий шум. Цей процес має коварiацiйну функцiю







𝛼2 + (𝜆− 𝜆0)2
+
𝛼
𝛼2 + (𝜆+ 𝜆0)2
)︂
, 𝜆 ∈ R, (4.4)
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де коефiцiєнт затухання 𝛼 та несуча частота 0 залежить вiд iндуктивностi
𝐿 катушки, ємностi 𝐶 конденсатора та опору 𝑅 коливального контуру.




𝛼(𝛼2 + (𝜆− 𝜆0)2 + 𝛼2 + (𝜆+ 𝜆0)2)
(𝛼2 + (𝜆− 𝜆0)2)(𝛼2 + (𝜆+ 𝜆0)2)
.
Чисельних цього дробу дорiвнює





𝛼2 + 𝜆20 + 𝑖𝜆
⃒⃒⃒⃒2






𝛼2 + 𝜆20 + 𝑧
)︂
.
З iншого боку, знаменник можна записати у виглядi |𝛼2+𝑖(𝜆−𝜆0)|2|𝛼2+
𝑖(𝜆 + 𝜆0)|2 = |(𝛼 + 𝑖𝜆 − 𝑖𝜆0)(𝛼 + 𝑖𝜆 + 𝑖𝜆0)|2 = |(𝛼 + 𝑖𝜆)2 + 𝜆20|2 = |𝑄(𝑖𝜆)|2,
причому полiном
𝑄(𝑧) = (𝛼 + 𝑧)2 + 𝜆20 = 𝑧
2 + 2𝛼𝑧 + 𝛼2 + 𝜆20
має коренi 𝑧1,2 = −𝛼± 𝑖𝜆0, що розташованi в лiвiй пiвплощинi, як i корiнь
полiнома 𝑃 (𝑧).




?̂?(𝑡− 𝑠)𝑑𝜉(𝑠), 𝑡 ∈ R, (4.5)
де ?̂?(𝑡) = 0, 𝑡 < 0, та 𝑎(·) ∈ L2(𝑅), 𝜉(𝑡) - проiнтегрований субгауссiв-
ський бiлий шум (див. пiдроздiл 1.2), тобто субгауссiвський шум iз орто-
гональними приростами, для якого 𝐸𝜉(𝑡) = 0, 𝑡 ∈ R, 𝐸|𝜉(𝑡2) − 𝜉(𝑡1)|2 =
𝑡2 − 𝑡1, 𝑡2 > 𝑡1. Процесу 𝜉(𝑡) вiдповiдає ортогональна схоластична мiра на
𝜎-алгебрi множин, вимiрних за Лебегом, та iнтеграл (4.5) iснує тодi i тiльки





?̂?(𝑡)𝑒−𝑖𝜆𝑡𝑑𝑡, 𝑎(·) ∈ 𝐿2(𝑅). (4.6)
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Тодi с. щ. процесу 𝜀(𝑡), 𝑡 ∈ R, можна записати у виглядi
𝑓(𝜆) = (2𝜋)−1𝑎(𝜆)𝑎(−𝜆) = (2𝜋)−1|𝑎(𝜆)|2, (4.7)





Щiльнiсть (4.4) залежить вiд двох параметрiв 𝛼 > 0, 𝜆0 > 0 i ми можемо
записати 𝑓(𝜆;𝛼, 𝜆0). Таким чином, треба знайти поверхню
𝐹 (𝛼, 𝜆0) = max
𝜆∈R
𝑓(𝜆;𝛼, 𝜆0), 𝛼 > 0, 𝜆0 > 0. (4.9)
Знайдемо пiдозрiлi на екстремум точки функцiї (4.4). Маємо
𝑓 ′(𝜆) = − 𝛼(𝜆− 𝜆0)
𝜋(𝛼2 + (𝜆− 𝜆0)2)2
− 𝛼(𝜆+ 𝜆0)
𝜋(𝛼2 + (𝜆+ 𝜆0)2)2
. (4.10)




(𝜆− 𝜆0)(𝛼2 + (𝜆+ 𝜆0)2)2 + (𝜆+ 𝜆0)(𝛼2 + (𝜆− 𝜆0)2)2
]︀
=
−𝛼[𝛼4(𝜆− 𝜆0) + 2𝛼2(𝜆2 − 𝜆20)(𝜆+ 𝜆0) + (𝜆2 − 𝜆20)(𝜆+ 𝜆0)3+
𝛼4(𝜆+ 𝜆0) + 2𝛼
2(𝜆2 − 𝜆20)(𝜆− 𝜆0) + (𝜆2 − 𝜆20)(𝜆− 𝜆0)3] =
−2𝛼[𝛼4𝜆+ 2𝛼2(𝜆2 − 𝜆20)𝜆+ (𝜆2 − 𝜆20)(𝜆2 + 3𝜆20)𝜆] =
−2𝛼𝜆[𝜆4 + 2(𝜆20 + 𝛼2)𝜆2 − 3𝜆40 − 2𝛼2𝜆20 + 𝛼4]. (4.11)
Прирiвнюючи цей вираз до нуля, отримуємо критичну точку 𝜆 = 0 та
критичнi точки, якi ми знайдемо, розв’язавши квадратне рiвняння
𝑥2 + 2(𝜆20 + 𝛼
2)𝑥− 3𝜆40 − 2𝛼2𝜆20 + 𝛼4. (4.12)
Очевидно, коренi рiвняння (4.12) мають вигляд





Корiнь зi знаком "мiнус" призводить до комплексних коренiв вихiдного
бiквадратного рiвняння (це рiвняння (4.12) вiдносно 𝜆 при 𝑥 = 𝜆2). Корiнь








причому, якщо 𝜆0 =
𝛼√
3
, то отримуємо корiнь 𝜆 = 0.











2 − (𝜆20 + 𝛼2). (4.16)
Для подальшого дослiдження щiльностi (4.4) обчислимо її другу похi-




2 + (𝜆− 𝜆0)2)2 − 4(𝜆− 𝜆0)2(𝛼2 + (𝜆− 𝜆0)2)






(𝛼2 + (𝜆− 𝜆0)2)3
.
Похiдна другого доданку правої частини (4.10) має аналогiчний вигляд,












(𝛼2 + (𝜆+ 𝜆0)2)3
. (4.17)






















, то, як ми з’ясували вище, 𝜆 = 0 є також критичною
точкою, але 𝑓 ′′(0) = 0, i харакер цiєї точки залишається невiдомим.
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𝜆 = 0 маємо мiнiмум, а при 𝜆0 <
𝛼√
3
у точцi 𝜆 = 0 маємо максимум.
З формул (4.16) та (4.17) випливає, що 𝑓 ′′(𝜆+) = 𝑓 ′′(𝜆−). Визначити знак
другої похiдної (4.17) в точцi 𝜆+, яку задано рiвнiстю (4.16), - це складна
задача. Легше з’ясувати, який знак має перша похiдна (4.10) лiвiше та
правiше точки 𝜆+. Позначимо коренi квадратного рiвняння (4.12)
𝑥1 = 𝜆
2




Очевидно, що графiк параболи (4.12) 𝑦 = 𝑥2 + 𝑝𝑥 + 𝑞, де позначено
𝑝 = 2(𝜆20 + 𝛼
2), 𝑞 = −3𝜆40 − 2𝛼2𝜆20 + 𝛼4, має вигляд .
Рисунок 24.




вираз (4.11) є додатним. Аналогiчно для додатних 𝜆 та 𝑥 = 𝜆2 >
𝜆2+ = 𝑥1 при 𝜆0 >
𝛼√
3
у виглядi (4.11) множник −2𝛼𝜆 < 0, а множник у
квадратник дужках є додатним, тобто перша похiдна набуває вiд’ємного
значення. Це означає, що при 𝜆0 >
𝛼√
3
в точках 𝜆+ та 𝜆− досягається



















𝛼4 + 𝛼4 = 0. Таким чином, перша
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точцi 𝜆 = 0 с. щ. 𝑓(𝜆) має максимум.
Пiдсумовуючи отриманi факти, ми можемо сформулювати наступне
твердження.
Теорема 7. Якщо с. щ . 𝑓(𝜆) = 𝑓(𝜆;𝛼, 𝜆0), 𝛼 > 0, 𝜆0 > 0, субгауссiв-
ського стацiонарного процесу (4.5) задано формулою (4.4), то її поверхня

















𝛼2 + (𝜆+ − 𝜆0)2
+
𝛼










𝛼2 + 𝜆20 − (𝛼2 + 𝜆20).



















+ 𝛼2 − 4
3
𝛼2 = 0,
тобто функцiя 𝐹 (𝛼, 𝜆0) є неперервною за сукупнiстю змiнних (𝛼, 𝜆0).
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Рисунок 25.
4.2 Рух маятника у турбулентнiй рiдинi
Наведемо деякi результати, що мiстяться в роботах [20], [21]
Ми розглянемо стацiонарний субгауссiвський випадковий процес 𝜀(𝑡),
𝑡 ∈ R, який описує рух маятника та задовольняє диференцiальне рiвняння
𝜀(𝑡) + 2𝛼?̇?(𝑡) + (𝛼2 + 𝜔2)𝜀(𝑡) = ?̇? (𝑡), 𝑡 ∈ R, (4.21)
де 𝜀(𝑡) є його вiдхиленням вiд стану спокою, 𝛼 - коефiцiєнт демпфiрування
(затухання), 𝜔 - демпфована циклiчна частота, ?̇? - субгауссiвський бiлий
шум, тобто похiдна субгауссiвського процесу з ортогональними прироста-
ми 𝑊 такого, що 𝐸𝑊 (𝑡) = 0, 𝑡 ∈ R, 𝐸 |𝑊 (𝑡2) −𝑊 (𝑡1)|2 = 𝑡2 − 𝑡1, 𝑡1, 𝑡2 ∈
R, 𝑡2 > 𝑡1. Похiдна ?̇? в рiвностi (4.22) розглядається в узагальненому сенсi.










I[0,∞)(𝑡), 𝛼 > 0. (4.23)























𝛼2 + 𝜔2 − 𝜆2 + 2𝛼𝑖𝜆
. (4.25)
Тодi с. щ. субгауссiвського стацiонарного процесу 𝜀 можна записати у ви-
глядi (див. формулу (4.7))
𝑓(𝜆) = (2𝜋)−1|𝑎(𝜆)|2 = 1
2𝜋
· 1
(𝜆2 − 𝛼2 − 𝜔2)2 + 4𝛼2𝜆2
, 𝜆 ∈ R. (4.26)
Перепишемо знаменник правої частини рiвностi (4.26) у формi
𝑄(𝑖𝜆) = (𝑖𝜆)2 + 2𝛼(𝑖𝜆) + 𝛼2 + 𝜔2. (4.27)
Полiном𝑄(𝑧) = 𝑧2+2𝛼𝑧+𝛼2+𝜔2 має коренi −𝛼±𝑖𝜔, що знаходяться в лiвiй







𝜀(𝑡) = ?̇? (𝑡), 𝑡 ∈ R,
а щiльнiсть (4.26) як рацiональну с. щ.
𝑓(𝜆) = (2𝜋)−1|𝑄(𝑖𝜆)|−2, 𝜆 ∈ R. (4.28)
Оскiльки 𝑓(𝜆) = 𝑓(𝜆;𝛼, 𝜔), 𝑄(𝑖𝜆) = 𝑄(𝑖𝜆;𝛼, 𝜔), 𝛼 > 0, 𝜔 > 0, то задача
полягає в знаходженнi поверхнi
𝐺(𝛼, 𝜔) = max
𝜆∈R







Зауважимо, що максимум щiльностi входить в знаменник дробу в по-
казнику експоненти формули (4.25), тобто для обчислення потрiбної кон-
станти в (4.25) треба, насправдi, знайти поверхню
𝑆(𝛼, 𝜔) = 2𝜋min
𝜆∈R
|𝑄(𝑖𝜆;𝛼, 𝜔)|2, 𝜆 ∈ R. (4.30)
на чому ми й зосередимось. Маємо
|𝑄(𝑖𝜆;𝛼, 𝜔)|2 = (𝜆2 − 𝛼2 − 𝜔2)2 + 4𝛼2𝜆2 =
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𝜆4−2(𝛼2+𝜔2)𝜆2+(𝛼2+𝜔2)2+4𝛼2𝜆2 = 𝜆4+2(𝛼2−𝜔2)𝜆2+(𝛼2+𝜔2)2.(4.31)
Визначимо критичнi точки функцiї (4.31):
𝜕
𝜕𝜆
|𝑄(𝑖𝜆;𝛼, 𝜔)|2 = 4𝜆(𝜆2 + 𝛼2 − 𝜔2) = 0. (4.32)
Розглянемо випадок 𝜔 < 𝛼. Тодi множник у дужках у (4.32) завжди
додатний, i ми маємо єдину критичну точку 𝜆 = 0. Очевидно, що 𝜆 = 0
точка мiнiмуму, тому що для вiд’ємних 𝜆 похiдна (4.32) вiд’ємна, а для
додатних 𝜆 - додатна. Коли 𝜔 = 𝛼, то точка 𝜆 = 0 також є точкою мiнiмуму.
Таким чином,
𝑆(𝛼, 𝜔) = 2𝜋(𝛼2 + 𝜔2)2, 𝜔 < 𝛼;𝑆(𝛼, 𝛼) = 8𝜋𝛼4. (4.33)
Нехай тепер 𝜔 > 𝛼. Тодi iснує ще двi критичнi точки 𝜆± = ±
√
𝜔2 − 𝛼2.
Оскiльки |𝑄(𝑖𝜆;𝛼, 𝜔)|2 є парною функцiєю, то достатньо розглянути тiльки
точку 𝜆+ =
√
𝜔2 − 𝛼2. Отримуємо далi
𝜕2
𝜕𝜆2
|𝑄(𝑖𝜆;𝛼, 𝜔)|2 = 12𝜆2+ + 4(𝛼2 − 𝜔2) = 8(𝜔2 − 𝛼2) > 0,
тобто в точцi 𝜆+ та одночасно в точцi 𝜆− маємо мiнiмум. З iншого боку,
𝜕2
𝜕𝜆2
|𝑄(𝑖𝜆;𝛼, 𝜔)| = 4(𝛼2 − 𝜔2) < 0, тобто в точцi 𝜆 = 0 маємо максимум.
Остаточно,
𝑆(𝛼, 𝜔) = 2𝜋
[︀





(𝛼2 + 𝜔2)2 − (𝜔2 − 𝛼2)2
]︀
= 8𝜋𝛼2𝜔2, 𝜔 > 𝛼. (4.34)
З огляду на рiвностi (4.33) та (4.34) сформуємо наступне твердження.
Теорема 8. Нехай стацiонарний субгауссiвський процес 𝜀(𝑡), 𝑡 ∈ R, є
розв’язком диференцiального рiвняння (4.22). Тодi його с. щ., що задана
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формулами (4.27)-(4.29), має поверхню максимумiв, яку можна записа-














Зауважимо, що на прямiй лiнiї 𝜔 = 𝛼, очевидно, 𝜆+ = 0, 2𝜋(𝛼2 +𝜔2)2 =
8𝜋𝛼2𝜔2 = 8𝜋𝛼4, тобто поверхня (4.36) є неперервною функцiєю змiнних
𝛼 > 0, 𝜔 > 0.
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Висновки
У магiстерськiй дисертацiї розглянуто експоненцiальнi оцiнки ймовiр-
ностей великих вiдхилень ОНК у нелiнiйних моделях регресiї. Для дис-
кретного часу спостережень побудовано поверхнi максимумiв с. щ. 𝑀𝐴(2),
𝐴𝑅𝑀𝐴(1, 1) процесiв. Для неперервного часу спостережень, побудовано
поверхнi максимумiв с. щ. коли стацiонарний строго субгауссiвський випад-
ковий шум вiдповiдає коливальному контуру та маятнику, що рухається в
турбулентнiй рiдинi, якщо на них дiє субгауссiвський бiлий шум.
Природним напрямком продовження цих дослiджень є перенесення ре-
зультатiв отриманих у магiстерськiй дисертацiї на випадок загальних
ARMA(p,k), AR(p) та MA(2) процесiв. Цi поверхнi максимумiв не можна
побудувати у явному виглядi, тому треба створювати програмне забезпе-
чення для розв’язання таких оптимiзацiйних задач.
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