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Abstract: In the last decade, suboptimal Bayesian filtering (BF) techniques, such as Extended Kalman
Filtering (EKF) and Particle Filtering (PF), have led to great interest for crop phenology monitoring
with Synthetic Aperture Radar (SAR) data. In this study, a novel approach, based on the Grid-Based
Filter (GBF), is proposed to estimate crop phenology. Here, phenological scales, which consist of a
finite number of discrete stages, represent the one-dimensional state space, and hence GBF provides
the optimal phenology estimates. Accordingly, contrarily to literature studies based on EKF and PF,
no constraints are imposed on the models and the statistical distributions involved. The prediction
model is defined by the transition matrix, while Kernel Density Estimation (KDE) is employed to
define the observation model. The approach is applied on dense time series of dual-polarization
Sentinel-1 (S1) SAR images, collected in four different years, to estimate the BBCH stages of rice
crops. Results show that 0.94 ≤ R2 ≤ 0.98, 5.37 ≤ RMSE ≤ 7.9 and 20 ≤ MAE ≤ 33.
Keywords: phenology; grid-based filter; SAR; Sentinel-1
1. Introduction
Knowing the current status of crops is essential for effective agricultural management,
whose aim is to maximize crop production and, at the same time, to reduce the impact of
agriculture on the environment [1].
Within such a framework, timely information on crop phenological stages, provided
at both regional and national scale, supports national and international institutions (e.g.,
including insurance companies, advisory organizations, etc.) in scheduling yield calendars
and assessing yield losses, managing claims subsidies, and so on. As an example, the
flood events that affected Bangladesh in 2017 [2] caused severe damages to the agricultural
sector, especially to rice cultivation. In this case, the knowledge of rice phenology at
the time of the floods was primarily important to assess the impact on rice production.
Regarding the floods in March–April, official authorities estimated severe damages to
almost 220,000 hectares of boro rice, whose growing stages were identified as “ready-to-be
harvested” [2]. Finally, crop phenology serves as an input for agronomic models, e.g.,
for comprehending the water and energy exchanges between the cultivated land and the
atmosphere [3].
Remote sensing represents an effective tool to monitor agricultural crops [1], since it
allows continuous observations of wide agricultural areas. In particular, microwave remote
sensing provide day and night and almost all-weather observations.
Within such a framework, spaceborne Synthetic Aperture Radar (SAR) sensors, able
to provide observations at fine spatial resolution, are well suited for crop monitoring [4]. In
addition, the use of polarimetric SAR (PolSAR) systems allows an enhanced sensitivity to
the physical and structural characteristics of the plants, which change along the cultivation
cycle. Clearly, a key requirement for this application is the availability of time series of data
with short revisit time.
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With this respect, the Sentinel-1 (S1) satellites, as a part of the Copernicus program of
the European Commission, are greatly contributing to agricultural monitoring, including
crop-type mapping [5], phenology estimation [6] and the monitoring of crop biophysical
parameters [7]. The S1 fleet consists of two polar-orbiting satellites, S1A and S1B, which
mount on board C-band SAR instruments with dual-polarimetric capabilities, i.e., HH+HV
or VH+VV channels (where H and V stand for horizontal and vertical polarization, respec-
tively), and operating in different imaging modes [8]. The Interferometric Wide Swath
(IW) mode provides images with a swath width of 250 km at a moderate spatial resolution
(5 × 20 m). Both S1A and S1B have a revisit time of 12 days, which is reduced to 6 days
when the two satellites are combined. As a matter of fact, the Sentinel sensors and the
associated data policy constitute an unprecedented source of data to build operational
monitoring services in the agricultural domain [9], due to the free and open access to the
data and the availability of dense time series.
In this study, S1 data are exploited for real time estimation of phenological stages of
agricultural crops. In the last decade, several approaches [6,10–23] have been proposed to
estimate crop phenology with SAR data. The approaches in [10–18] apply classification
methods (based on hierarchical trees, decision planes, the Wishart statistics and machine
learning algorithms) on the PolSAR features to classify phenological intervals. Here,
the classified phenology at the current date is based only on the current image, without
accounting for the temporal evolution of the crops. On the other hand, the methods
in [6,19–23] are based on the dynamical systems theory. In this case, suboptimal Bayesian
Filtering (BF) techniques, i.e., Extended Kalman Filtering (EKF) and Particle Filtering (PF),
are used to combine the crop evolution with the current PolSAR acquisition, in order to
provide a filtered estimate of the current phenological stage. Such a dynamic framework
was first introduced in [19], where EKF is employed to estimate rice phenology, based on
the use of X-band TerraSAR-X (TSX) PolSAR data. EKF is also used in [20], where the
approach is applied to C-band RADARSAT-2 (RS2) data to estimate phenological stages of
other cereal crops. Regarding PF, it was first exploited in [21], to estimate both phenological
stages and agricultural dates (i.e., sowing and panicle initiation dates) of rice fields. Note
that, also in such works, the estimated phenology consists of phenological intervals, i.e., a
discrete variable is estimated. The studies in [6,22] use PF to estimate rice phenology on a
continuous scale. In [6], authors introduce a dynamic threshold algorithm for S1 data to
estimate the rice transplanting dates, and a hierarchical tree to initialize the PF algorithm.
In [22], PF is applied on a time series of TSX and Normalized Difference Vegetation Index
(NDVI), including air temperature data. In such works, since phenology is considered to be
a continuous variable, both the prediction model (which describes the phenology evolution
with time) and the observation model (which relates the PolSAR features to the phenology)
are defined with curve fitting. In [23], PF is applied to estimate canola phenology with RS2
data. Here, the PF approach provides estimates of the crop maturity, a continuous variable
which is directly related to discrete phenological stages. It is important to remark that such
BF algorithms can be, in general, applied to other remote sensing data, including optical
(e.g., see study in [24]), and also in a data fusion context, to combine different remotely
sensed data (as demonstrated in [22]). In summary, among all the BF methods, EKF and PF
have been exploited so far for crop phenology estimation.
In this study, a novel approach, based on an optimal BF algorithm, the Grid Based
Filter (GBF), is proposed to estimate crop phenology with dual-polarization S1 SAR data.
Here, crop phenology is regarded as a discrete and finite variable. Accordingly, the GBF
filter presents a number of advantages compared with EKF and PF algorithms (see Section 2
namely: (i) no constraints, such as linearization, curve fitting or Gaussian assumptions,
are imposed on the prediction and observation model; and (ii) the algorithm provides the
optimal estimation of crop phenology, in contrast with EKF and PF that do not satisfy the
optimality criterion.
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2. Methodology
The proposed approach is described in this section, where the method is formulated
for generic SAR observations. Hence, it can be straightforwardly applied to data collected
by any kind of SAR configuration and/or other remote sensing sensors.
Throughout the paper, the following notation is adopted: unless otherwise specified,
a stochastic variable is denoted with roman type, while its realizations are denoted in italic.
2.1. Background
Agricultural crops can be regarded as dynamical systems [20]. Within this framework,
the crop variables at discrete time tk (which include phenology, crop height, etc.) are
referred to as state variables, and collected into a vector, the state vector xk, whose domain
is known as state space [25].
Since this study is focused on the estimation of only one state variable, phenology,
hereinafter a one-dimensional system is considered to describe its evolution with time.
We will explore the inter-relations between the state variables, i.e., considering a multi-
dimensional state vector, in future studies.
Such a one-dimensional system is shown in (1) [26], where x(tk), i.e., the phenological
stage at time tk, is denoted with xk. f (·) is the prediction model [22], and it is a function,
generally non-linear, of the state at time tk−1, xk−1, with vk−1 being the system noise.
xk = f (xk−1, vk−1) (1)
The SAR features measured at time tk are related to the state xk according to (2) [26].
yk = h(xk, ek) (2)
Here, yk is the observation vector at time tk, which collects the SAR features relevant
to the monitored crop at that time. h(·) is the observation model [22], a vector-valued
function, generally non-linear, of xk, with ek being the observation noise. Note that the
vector nature of h(·) and ek is due to the dimension of yk, denoted with Ny. Furthermore,
note that the functions f (·) and h(·) are time-invariant here, since they depend on the state
xk, and not on the time index k.
The filtered estimate of the current state xk is based on all the available measurements
up to time tk, i.e., y1:k = {y1, . . . , yk} [26]. Within this framework, BF techniques are
aimed at reconstructing the posterior probability density function (pdf) p(xk|y1:k) [26]. In
particular, by assuming that (i) the initial states distribution p(x0|y0) = p(x0) is known
(no observation is provided at time t0), and that (ii) the state xk in (1) follows a first-order
Markov process, p(xk|y1:k−1y1:k) can be obtained recursively in two steps: prediction and
update. At time tk−1, the prediction step uses the prediction model (1) to obtain the prior
pdf of xk, p(xk|y1:k−1). Then, at time tk, when the measurement is available, the update step
consists of updating the prior by using the observation model, thus providing the posterior
pdf p(xk|y1:k). The latter can be referred to as the complete solution to the estimation
problem [26] since it statistically characterizes xk. This solution is, generally, analytically
intractable, and it exists in two restrictive cases: the Kalman filter (KF) and the GBF, which
are referred to as optimal BF methods [26]. KF assumes Gaussian distributions for both
vk−1 and ek, and that the functions f (·) and h(·) are linear. In the case of GBF, the only
requirement is that the state space is discrete and with finite dimensions. Moreover, no
statistical assumptions are made, where vk−1 and ek follow an arbitrary distribution, and
no constraints are imposed on f (·) and h(·).
When the Gaussian and linearity assumptions do not hold, and when the state space is
not discrete and finite, neither KF nor GBF can be used, and p(xk|y1:k) can be approximated
by suboptimal algorithms. The latter include EKF and PF [26]. EKF employs a local
linearization when f (·) and h(·) are not linear, approximating the noise distributions with
Gaussian pdfs. Regarding PF, it belongs to the family of the Sequential Monte Carlo (SMC)
methods, where the posterior pdf is represented by random samples (termed “particles”)
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with associated weights. PF approaches do not impose any constraints neither on the vk−1
and ek pdf, nor on f (·) and h(·), and hence they are particularly suited for dynamical
estimation of continuous variables. For this reason, PF began a great interest in crop
phenology estimation with SAR data (see Section 1). In this case, the phenology is either
regarded as a continuous variable or, like in [23], it is related to another continuous variable.
Accordingly, the functions f (·) and h(·) are obtained by curve fitting [6,22] . Regarding
f (·), the temporal evolution of phenology (provided by ground data) is analyzed while,
in the case of h(·), the behavior of the SAR observables is evaluated as a function of
phenology. Finally, fitting approaches (e.g., based on polynomials ) are used to define these
functions. Moreover, Gaussian distributions are invoked for both vk−1 and ek to facilitate
the modeling.
A different approach is proposed in this study, where the optimal GBF is exploited
for crop phenology estimation. Our modeling strategy is to consider the phenological
evolution of crops as a discrete and finite state space. This is possible since, although crop
phenology is a continuous state variable, it is commonly measured by means of numerical
scales, where specific growth stages are labeled with discrete codes. For instance, in the
case of the BBCH scale (from Biologische Bundesanstalt, Bundessortenamt und CHemische
Industrie) [27], the one-dimensional state space of rice comprises 58 states labeled from 0 to
99. Due to the reduced number of states, the dynamic system can be modeled as a first-
order Markov process through the transition matrix formalism. This approach provides
several advantages with respect to EKF and PF:
1. Neither modeling f (·) and h(·), nor making assumptions on the noise distributions
is required.
2. Considering phenology as a discrete and finite state variable, the proposed GBF
approach is the only method to provide optimal phenology estimates. In contrast,
when dealing with continuous variables, EKF and PF are approximate nonlinear BF
that provide suboptimal estimates [26].
3. The transition matrix is a widely used formulation in many fields (robotics, speech
recognition, bioinformatics, etc.). This general framework is simpler to implement
than EKF and PF algorithms. In addition, it is straightforward to train the prediction
model in real time by updating the transition probabilities.
In summary, Table 1 shows a comparison of such BF approaches in terms of model
restrictions and optimality.
Table 1. Filter comparison according the model restrictions and optimality in phenological estimation.
Filter Prediction/ObservationModel Noise Model Optimality
KF Linear equation Gaussian Optimal
EKF Linearization Gaussian Sub-optimal
PF Curve fitting No restriction Sub-optimal
Grid-based filter No restriction No restriction Optimal
2.2. Grid-Based Filter for SAR-Based Phenology Estimation
GBF provides the optimal solution to the dynamical estimation problem, if the state
space is discrete and finite [26]. In this case, the functions f (·) and h(·), as well as the
statistical characterization of vk−1 and ek, can be arbitrary.
Crop phenology is commonly measured by means of numerical scales, e.g., [27], which
consist of discrete values ranging in a defined interval. In this study, such discrete stages
are regarded as the state variable to estimate. Therefore, we use GBF to provide an optimal
solution for phenology estimation, based on the use of SAR measurements.
Let us consider an agricultural test site where SAR acquisitions are available every n
days. Hence, the observation vector measured at a given time (2) consists of those SAR
features (e.g., backscattering coefficients) which are selected for the estimation. Then, let
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us consider a discrete phenological scale, referred to as S = {xi, i = 1, . . . , Ns}, where xi
and Ns are the ith phenological stage and the total number of stages, respectively. For a
given initial distribution p(x0), the GBF reconstructs the posterior pdf of such states in
a recursive way, providing a phenology estimate as soon as a new SAR observation is
available. For the purpose of this study, we assume that the sowing date of the fields is
known, and hence we consider only those SAR acquisitions collected after sowing. We will
extend the approach to provide the estimation of the sowing date in a future study.
Without loss of generality, we can express the posterior pdf at time tk−1 as shown in
(3) [26], where δ(·) is the Dirac Delta, and the weights wik−1|k−1 = Pr{xk−1 = x
i|y1:k−1},
i = 1, · · · , Ns, represent the conditional probabilities of the state at time xk−1, given the







The prediction step allows predicting the distribution of the states at time tk = tk−1 + n,
resulting in the prior pdf, shown in (4) [26]. Here, the weights are based on the observations















k−1), i = 1, · · · , Ns (5)
As we previously introduced, the states (1) follow a first-order Markov process. There-
fore, the conditional pdf p(xk|xk−1) describes the transitions of phenological stages between
two successive time steps. Furthermore, note that in (3)–(5) all the possible states are con-
sidered, that is, the entire set S represents the state space at each time step. Generally, this
is not the case for crop phenology, where the set of possible states is expected to change
with time as crops evolve. Accordingly, the state space at time tk, say Sk, is a subset of S ,
and it is dictated by the crop evolution. The states in Sk naturally fulfill two constraints:
(1) phenological stages are chronologically ordered, i.e., xk ≥ xk−1; (2) no sharp variations
are expected between consecutive stages over a short period of time, such as in the case of
a n = 6 days revisit time. These two conditions imply that, at each time step, among all
the states in S , only a small set of states, i.e., the ones in Sk, must have non-zero weights
(5). The remaining states represent unrealistic stages, and they have to be excluded. This
is done in two steps. First, Sk is determined as it will be explained in Section 2.3.3. Then,
once the weights for all the possible states in S are obtained from (5), unrealistic stages are
excluded as shown in (6), with the resulting weights being normalized.







, i = 1, · · · , Ns
(6)
At time tk, a new SAR observation is available, and hence a new vector, yk, is measured.




, i = 1, · · · , Ns (7)
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In this case, L(xi|yk) represents the likelihood function, which is obtained from the








In this study, we consider the mode of such a discrete density as an estimate of





To apply the proposed approach, the GBF parameters must be defined: the initial pdf
p(x0), the prediction and the observation model, and the state space Sk.
The theoretical rationale underpinning these parameters is described in this section.
Regarding the generation of the models, this is undertaken before the implementation of
the method, using data relevant to training fields. In particular, the initial pdf of the states,
the prediction model, and Sk are defined using only ground data on phenological stages
provided for these fields. Then, to define the observation model, SAR data, collected over
training fields during the growing season, are used along with ground data.
2.3.1. Initial Distribution
In this study, a uniform distribution over the interval [x0low , x0upp ] is selected as initial
density p(x0). The lower bound, x0low is chosen as the initial value of the scale S . Then,
x0upp is obtained using training fields, and it corresponds to the maximum phenological
stage observed n days after sowing.
2.3.2. Prediction Model
Since the states (1) represent a first-order Markov process, we adopt the transition
matrix formalism [28] to characterize their transitions in two consecutive time steps.
For a given phenological scale S , we consider the one-day transition matrix Ptk ,tk+1,
i.e.; the Ns × Ns matrix shown in (10). Here, the entry pji = Pr{x(tk + 1) = xi|x(tk) = xj}
represents the one-day transition probability which characterizes the transition from state
xj at day tk to state xi at day tk + 1.
Ptk ,tk+1 =

p11 p12 · · · p1 Ns−1 p1 Ns






0 0 · · · pNs−1 Ns−1 pNs−1 Ns
0 0 · · · 0 pNs Ns
 (10)
Note that (10) ensures that phenological stages are chronologically ordered, with
pij = 0, ∀xi, xj ∈ S . Furthermore, note that the transition probabilities do not depend
on time, according to the assumption that f (·) (1) is time-invariant. Therefore, such
probabilities are said to be stationary [28] and, hereinafter, Ptk ,tk+1 is referred to as P.
Accordingly, the n-days transition matrix Ptk ,tk+n, which characterizes the states transitions
over n days, is shown in (11) [28].
Ptk ,tk+n = P · P · · · P︸ ︷︷ ︸
n times
= Pn (11)
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We can now express the prediction Equation (5) as shown in (12), where
wk−1|k−1 = [w1k−1|k−1, · · · , w
Ns
k−1|k−1] collects the actual weights at day tk−1, while
wk|k−1 = [w1k|k−1, · · · , w
Ns
k|k−1] collects the predicted weights for day tk.
wk|k−1 = wk−1|k−1P
n (12)
Therefore, defining the prediction model consists of determining the transition matrix
P. This is undertaken using training data where, for each phenological stage, the one-day
transitions are evaluated. As a consequence, we do not need neither modeling the function
f (·), nor making assumptions on the vk−1 distribution.
It is important to note that since P collects the one-day transition probabilities, the
revisit time n is not necessarily fixed, but it can vary with time. This is particularly
advantageous in a data fusion context where, for instance, SAR observations are combined
with optical data. In such a scenario n is the revisit time of the combined time series, and it
varies according to the cloud conditions that severally affect optical measurements.
2.3.3. State Space Sk
Regarding Sk, it represents the set of possible phenological stages at time tk, and its
knowledge allows excluding unrealistic stages (6).
Sk is determined from the transition matrix Pn (11). In fact, given that the phenology
estimate at time tk−1 is x̂k−1 = xj, the jth row of this matrix, Pnj∗, is considered to obtain
Sk. Pnj∗ collects the transition probabilities which characterize the state xk, as shown in (13),
where pnji = Pr{xk = xi|xk−1 = xj}.
Pnj∗ = [p
n
j1, · · · , pnjNs ] (13)
The set Sk consists of those stages associated with non-zero probabilities, as shown in
(14). Such a set is bounded between xklow and xkupp , with xklow ≥ x̂k−1.
Sk = {xi ∈ S : pnji > 0} = {xklow , · · · , xkupp} (14)
2.3.4. Observation Model
Defining the observation model consists of providing the statistical characterization of
the Ny–dimensional vector yk (2). This is undertaken using training fields and considering
the observation vector measured for these fields at each phenological stage. However, in
this study, rather than modeling the function h(·) with curve fitting and assuming a certain
distribution for ek, Kernel Density Estimation (KDE) [29] is employed to model the pdf
of yk.
Let us consider a set of training parcels being at stage xi. The observation vector
relevant to such parcels is referred to as yitr. The KDE estimate of the pdf of y
i
tr conditioned





KH(yi − yij), i = 1, · · · , Ns (15)
The vectors {yi1, · · · , yiNtr} are the Ntr samples measured at the training parcels loca-
tions. KH(u) = |B|−1K(|B|−1u) is the scaled multivariate kernel, with K(·) being the multi-
variate kernel function, and B the Ny×Ny bandwith matrix [29]. KDE (15) is undertaken for
each discrete stage of the scale S , resulting in Ns pdfs. These distributions are used to model
the pdf of yk at each stage of the phenological scale, i.e., p(yk|xi) = p̂(yitr|xi), i = 1, · · · , Ns.
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Finally, during the estimation, when the vector yk is measured, p(yk|xi) allows obtain-
ing the likelihood function L(xi|yk), as shown in (16).
L(xi|yk) = p(yk = yk|x
i), i = 1, · · · , Ns. (16)
3. Test Site and Data Sets
The proposed approach is here applied to estimate phenological stages of rice fields
using S1 SAR data.
The test site consists of an area of 30 km × 30 km close to the mouth of the Guadalqui-
vir river, Sevilla, SW of Spain (37.1N, 6.15W), where rice is cultivated annually from May
to October, approximately. A Google Earth picture of the test site is shown in Figure 1.
General rice species in this area is Oryza sativa L. The specific variety cultivated in the
monitored fields corresponds to a long grain type named puntal, quite common in Spain
and other similar temperate regions.
In this specific location, sowing is carried out by spreading seeds randomly from an
airplane over the fields, which are already flooded at that time. Then, farming practices in
this area ensure the presence of a water layer on the ground during the whole cultivation
period. Exceptionally, for 3–4 days at the first month of the campaign the fields are emptied
to carry out fumigation, and then they are flooded again. The cultivation campaign lasts
about 135–150 days in this location.
Figure 1. Google–Earth picture of the rice test site in Sevilla (37.1N, 6.15W). The polygons of the
monitored parcels are overlaid with different colors.
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3.1. Ground Campaign Data
Since 2009, the local association of rice farmers (Federacion de Arroceros de Sevilla) has
collected every year (except in 2012) detailed ground measurements on a weekly basis for
a set of 4–7 selected parcels spread over the site. Note that the polygons of these parcels
are overlaid, with different colors, on the Google Earth picture in Figure 1.
The weekly measurements include phenological stages according to the BBCH
scale [27], which is described in detail in Section 3.1.1. These data are provided at the
parcel level, i.e., a single BBCH value identifies the phenology of the whole parcel. How-
ever, for years 2013–2020 the minimum and the maximum BBCH stages detected in each
parcel are also provided.
Along with phenology records, the following information is also known for each
parcel: total area (ha), sowing date, harvest date, and final yield (kg/ha). Particular aspects
for some of them have been registered also, such as fertilization activities, water salinity,
and presence of diseases. Note that neither sowing nor harvest are simultaneous in all
parcels of the site, being around 3 to 4 weeks the time span between the first and the last
of the monitored parcels in both activities. The number of monitored parcels each year,
and the corresponding number of phenology reference data, are detailed in Table 2. Note
that for the implementation of the method, these data are subdivided into training and
testing data, as it will be detailed in Section 4.1. Training data are used for the generation of
the prediction model, and as an input to define the observation model. Regarding testing
data, these are employed to evaluate the accuracy of the final phenology estimates. Finally,
there is also climate information provided by the Spanish Government under the Sistema
de Informacion Agroclimatica para el Regadio (SIAR), including daily files of temperature,
precipitation, humidity, and wind. In this region, a rainy season is common at the beginning
of autumn every year.
Table 2. Ground reference data: parcels and measurements per year. This dataset is subdivided into
testing and training data (see Section 4.1).













3.1.1. BBCH Scale of Rice
The BBCH scale of rice is depicted in Table 3. Such a scale consists of ten principal
growth stages, from Germination to Senescence (see left column of Table 3). Each of these
principal stages is subdivided into secondary growth stages (whose name is not listed for
sake of space), labeled with a code that ranges from 0 to 99 (right column of Table 3). The
secondary stages represent the final BBCH stages, with the corresponding codes being
the final BBCH values. Usually, a certain BBCH stage of the parcel is identified if at least
the 50% of the plants in the parcel reaches that stage [27]. This aspect is considered in
Section 5.1, where ground data are compared with the estimated stages to assess the
performance accuracy. We will see that, at some points in the growing cycle, parcels
develop heterogeneously, and this influences the accuracy analysis.
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From Table 3 we note that the number of secondary stages is not the same among the
principal stages. For instance, while the principal stage “Tillering” consists of 9 secondary
stages (from BBCH 21 to BBCH 29), “Flowering” comprises only three stages, i.e., BBCH
61, 65, and 69. Hence, the numerical interval between two consecutive BBCH codes is,
in general, non-uniform, thus resulting in a discrete numerical scale with a total of 58
stages, where the first and the last stages are assigned to BBCH 0 and BBCH 99, respectively.
Finally, three main phases characterize the rice evolution: the vegetative phase (BBCH 0–49,
highlighted in green); the reproductive phase (BBCH 51–69, highlighted in orange); the
maturation phase (from BBCH 71–49, highlighted in brown).
Table 3. BBCH scale used to describe rice phenology. Green: vegetative phase. Orange: reproductive
phase. Brown: maturation phase.
Principal Growth Stage Secondary Growth Stages (BBCH Codes)
0: Germination 00, 01, 03, 05, 06, 07, 09
1: Leaf development 10–19
2: Tillering 21–29
3: Stem elongation 30, 32, 34, 37, 39
4: Booting 41, 43, 45, 47, 49
5: Inflorescence emergence, heading 51–59
6: Flowering, anthesis 61, 65, 69
7: Development of fruit 71, 73, 75 ,77
8: Ripening 83, 85, 87, 89
9: Senescence 92, 97, 99
3.2. Sentinel-1 Data and Processing
In this study, we employ all the available images of one orbit acquired by the S1A/B
constellation from 2017 to 2020, hence ensuring a revisit time of 6 days and allowing for 4
different annual campaigns. Dual-polarization VV-VH images in Ground Range Detected
(GRD) format, corresponding to orbit number 74 (ascending pass), are used, which are
always acquired at 18:15 approximately.
The processing of the series of images is carried out with the SNAP software provided
by ESA, and consists of the following steps:
1. Apply orbit files.
2. Thermal noise removal.
3. Subset to the area of interest.
4. Radiometric calibration to backscattering coefficient (σ0).
5. Speckle filter: IDAN with window size equal to 20.
6. Conversion from linear to dB.
7. Orthorectification (step named Terrain Correction in SNAP) to a cartographic grid
with pixel size equal to 10 m.
As a last step, a stack is formed in SNAP with all the images of each year to ensure
a pixel-by-pixel correspondence of all the images. For the analysis at parcel level, all the
pixels located inside the polygons defined for each parcel and year are extracted.
4. Experiments
In this section, we present the experiments undertaken on the S1 dataset. We first
describe the testing/training data and the GBF modeling and then show the results for
phenology estimation.
4.1. Testing and Training Data
In this study, we undertake four experiments, one for each year of S1 acquisitions,
from 2017 to 2020. When the S1 data from a given year are selected to be tested, they are
not included in the filter modeling. The corresponding year is referred to as the testing
year, and the ground data from that year are used to evaluate the final phenology estimates.
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The remaining years are referred to as training years, and they are used to define the GBF
models. Table 4 lists, for each testing year, the corresponding training years to be used for
the prediction and observation model.
Table 4. List of testing and training years for each experiment undertaken.





Training Years for the
Observation Model
(Available S1 Data)
1 2020 2009–2019 2017, 2018, 2019
2 2019 2009–2018, 2020 2017, 2018, 2020
3 2018 2009–2017, 2019, 2020 2017, 2019, 2020
4 2017 2009–2016, 2018–2020 2018, 2019, 2020
4.2. GBF Modeling
The entire set S consists of the BBCH scale. In this study, we consider BBCH 1
(“Beginning of seed imbibition” [27]) as the initial stage of the cycle (sowing). Therefore,
S = {1, · · · , 99}, with a total number of stages Ns = 58.
4.2.1. Initial Distribution
In this case, the lower bound for the initial distribution is BBCH0low = 1. Then, having
a 6-day revisit time, the upper bound BBCH0upp consists, for each set of training years, of
the maximum BBCH code, observed among all the parcels, at 6-days after sowing.
4.2.2. Prediction Model and State Space Sk
The one-day transition matrix P (10) relevant to the BBCH scale is a 58× 58 matrix.
For a given testing year, the transition matrix to be used is defined by considering the
BBCH stages relevant to the parcels monitored in the corresponding training years (third
column of Table 4). In particular, P is obtained with the following steps:
1. Interpolation. For each parcel of each training year, since ground data are provided
on a weekly basis, we assume local linearity between phenology and time. Ac-
cordingly, the measured BBCH stages are linearly interpolated to obtain values on
a one-day basis.
2. Discretization. The interpolated values are discretized to obtain values belonging to
the BBCH scale (see Table 3).
3. Computation of the one-day transition probabilities. The discretized BBCH stages
are used to compute the probability of transiting from stage BBCH j to stage BBCHi
in one day, pji. For a given stage BBCH j, the total number of parcels transiting to
BBCHi among all the training years is considered. Then, pji is given by (17).
pji =
total number o f transitions f rom stage BBCH j to stage BBCHi in one day
total number o f transitions f rom stage BBCH j in one day
(17)
In this study, since the S1 data have a revisit time n = 6 days, we use (11) to compute
the 6-day step transition matrix P6.
In order to illustrate the prediction model, we use the transition matrix obtained from
the training years 2009–2019 (see Table 4). Here, we consider two cases, assuming two
different estimates at time tk−1. In the first (second) case, we assume that B̂BCHk−1 = 1
(B̂BCHk−1 = 53). Then, Figure 2a,b show the transition probabilities (13) conditioned to
BBCHj = 1 and BBCHj = 53, respectively. Note that, in both cases, Sk, i.e., the set of
possible stages at time tk, is also annotated. This is determined using (14), and results in
Sk = {1, · · · , 13} and Sk = {53, · · · , 73}, for the first and the second case, respectively.
Remote Sens. 2021, 13, 4332 12 of 23
(a) (b)
Figure 2. Prediction model obtained from the training years 2009–2019. Transition probabilities at
time tk = tk−1 + 6, given that (a) BBCH = 1, and (b) BBCH = 53 at time tk−1. The states space Sk is
also annotated.
4.2.3. Observation Model







VH(tk) denoting the stochastic variable associ-
ated with the received VV and VH backscattering coefficient, respectively. For each testing
year, the pdf of yk at each BBCH stage is modeled by the joint pdf of the backscattering
coefficients estimated from the data in the corresponding training years (last column of
Table 4). In particular, for a given set of training years, the following steps are undertaken:
1. Interpolation. For each parcel of each training year, the measured BBCH stages are
linearly interpolated to obtain the BBCH codes at the radar acquisition dates.
2. Discretization. The interpolated values are discretized to obtain values belonging to
the BBCH scale.
3. Stacking. For each polarimetric channel, the σ0 values of all the pixels extracted from
the parcels polygons of all the training years are stacked according to the discretized
stages. These stacked values are the training samples of the backscattered powers at
each stage of the BBCH scale.
4. KDE. For each BBCH stage, KDE (15) is applied to these samples to estimate the joint
pdf of Σ0VV and Σ
0
VH , using the multivariate Gaussian kernel [29] to model K(·). This
results in Ns = 58 estimated pdfs, i.e.; p̂(Σ0VV , Σ
0
VH |BBCH = BBCH
i), i = 1, 2, · · · , 58.
This set of distributions consists of the observation model to be used when the GBF is
implemented on the testing data.
Figure 3 shows a 2D view of the pdfs estimated from the training years 2017–2019,
at BBCH = 1, 19, 47 and 97. At BBCH = 1 (see Figure 3a), as expected, the backscattered
powers are mainly distributed around σ0VV ≈ −15 dB and σ0VH ≈ −26 dB, with a second
(lower) peak of the pdf at σ0VV ≈ −24 dB (σ0VH ≈ −26 dB). Then, at BBCH = 19, i.e., end
of “Leaf development” (see Table 3), although the highest pdf’s peak is approximately
unchanged, the distribution is spread over larger backscattering values, as shown in
Figure 3b. In fact, Σ0VV (Σ
0
VH) is mainly distributed between ∼−20 and ∼−8 dB (∼−28
and ∼−18 dB), resulting in a second peak centered at σ0VV ≈ −9 dB and σ0VH ≈ −20 dB.
This is caused by the fact that leaves are developed and plants are approaching tillering,
i.e., more plants elements are present, for which the received powers start to increase.
Hence, in Figure 3c, at BBCH = 41 (first stage of “Booting”, see Table 3), while Σ0VH results
in values mainly larger than ∼−20 dB, Σ0VV is distributed between ∼−15 and ∼−9 dB,
as a consequence of the extinction phenomena [12] caused by the vertical stems, which
induces an attenuation on the vertically polarized waves. Finally, an overall increase of the
backscattered powers is observed at the end of the season (BBCH = 97) in Figure 3d, with
the peak of the pdf being around σ0VV ≈ −8 dB and σ0VH ≈ −16 dB.
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(a) (b)
(c) (d)
Figure 3. Observation model obtained from the training years 2017–2019. 2D view of:
(a) p̂(Σ0VV , Σ
0
VH |BBCH = 1); (b) p̂(Σ0VV , Σ0VH |BBCH = 19); (c) p̂(Σ0VV , Σ0VH |BBCH = 41);
(d) p̂(Σ0VV , Σ
0
VH |BBCH = 97).
The likelihood function is obtained from the observation model using (16). However,
contrarily to approaches based on curve fitting, which result in a smooth likelihood, here
L(BBCHi|yk), i = 1, · · · , Ns = 58, is noisier, due to the fact that large backscattering
variations are observed over 58 stages only. Therefore, during the estimation, 1D KDE with
Gaussian kernels is performed to smooth L(·).
4.3. GBF Implementation
Figure 4 depicts the implementation of GBF to estimate the BBCH stages of rice using
S1 images. Note that, for a given field, only the S1 acquisitions collected after sowing
are considered.
When the first image is available, at time t1, the observation vector y1 =
[σ0VV(t1), σ
0
VH(t1)] is provided. In this case, the prior pdf p(BBCH1|y0) is the initial distri-
bution p(BBCH0). Regarding the likelihood function L(BBCHi|y1), it is first obtained from
the observation model using (16), and then smoothed with KDE. Then, since p(BBCH0)
is uniform over the interval [BBCH0low , BBCH0upp ], the weights w
i
0|0 (7) consist of the nor-
malized likelihood evaluated in that interval. Therefore, the first estimate B̂BCH1 only
depends on the likelihood.
Successively, the filter recursively estimates the BBCH stages as soon as a new S1
image is available.
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Figure 4. Implementation of GBF to estimate the BBCH stages of rice using S1 images.
Once that the k− 1th estimation is provided, both B̂BCHk−1 and the vector wk−1|k−1
serve as inputs for the prediction step. Here, the prediction model P is used to define the
6-day transition matrix P6 (11). Then, once the weights at tk are predicted (12), the jth P6
row (13) corresponding to B̂BCHk−1 is used to determine Sk (14). Successively, unrealistic
stages are excluded and the weights normalized (6).





along with the observation model p(yk|BBCHi), is used as an input at the update step to
obtain the likelihood L(BBCHi|yk) (16). The latter is first smoothed with KDE, and then,
by applying (7), is used to update the weights obtained at the prediction step. Finally,
the resulting weights wik|k, which in turn yield the posterior pdf p(BBCHk|y1:k) (8), allow
obtaining the kth BBCH estimate (9), B̂BCHk.
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4.4. Estimation Results
For each of the four testing years, the proposed approach is applied to every pixel of
each monitored parcel. Regarding the interval over which the initial distribution is defined,
in all the cases the upper bound derived from the training data is BBCH0upp = 11. Hence, a
uniform distribution in the interval BBCH 1–11 is selected as the initial distribution for all
the experiments.
For a given testing year, the estimation is validated by comparing the retrieved BBCH
stages with the true ones, measured during the ground campaign in that year. The true
phenological stages at the S1 acquisition dates are obtained by linear interpolation (and
then discretization) of the ones provided by ground data. Since the latter are provided
at the parcel level, the validation is also undertaken at the parcel level. That is, for a
given parcel, at a given acquisition date, the mode of the estimated phenology of all the
pixels is considered as the final BBCH estimate for the parcel. Then, the estimated parcel
phenology at all the acquisitions is compared with the true one by evaluating the Root
Mean Squared Error (RMSE), the coefficient of determination (R2), and the Maximum
Absolute Error (MAE).
Figures 5a–d show the estimation performance, considering all the testing parcels, for
the four years 2017–2020. Note that the RMSE, R2 and MAE values are annotated in the
figure. Furthermore, note that, for year 2017 (years 2019 and 2020) the parcel which results
in the best (worst) accuracy is annotated in red and with a different mark.
A very good agreement is observed between the estimated and the true BBCH stages.
As a matter of fact, for the four testing years RMSE ≤ 8, R2 ≥ 0.94, and a maximum MAE
of 33 are observed.
The best performance is obtained for the year 2017, which shows RMSE ≈ 5.4,
R2 = 0.98 and MAE = 20. In such a case, the best estimation is achieved for parcel El
Reboso, highlighted with red star marks. Hereinafter, this parcel is referred to as BEST. Then,
while for the year 2018 we observe RMSE ≈ 6.7, R2 = 0.95 and MAE = 24, the estimations
in the years 2019 and 2020 perform worst, with RMSE ≈ 8, R2 = 0.94 and MAE = 33
(RMSE ≈ 7.5, R2 = 0.94 and MAE = 24) for 2019 (2020). Note that, for each of these two
years, the performances are degraded by an “outlier”, which corresponds to parcel Puebla
(hereinafter referred to as O1) and El Reboso (hereinafter referred to as O2) in 2019 and 2020,
respectively. These outliers, along with parcel BEST, are analyzed in the next section.
Finally, Figure 5e shows the performance achieved by combining the four testing
years. RMSE is ∼ 6.8, while R2 and MAE are 0.95 and 33, respectively. This is a key result,
considering that both the prediction and the observation model are defined by the statistical
distributions of the training data, without neither employing curve fitting strategies, nor
assuming a particular statistical distributions.






R2      = 0.95
MAE   = 33
RMSE = 6.73
R2      = 0.95
MAE   = 26
RMSE = 7.9
R2      = 0.94
MAE   = 33
RMSE = 7.47
R2      = 0.94
MAE   = 24
RMSE = 5.37
R2      = 0.98
MAE   = 20
Figure 5. Validation of the estimated phenology for all the experiments, (a–d) estimation performance
for the years 2017–2020; (e) estimation performance combining the results from all the years.
5. Discussion
5.1. Analysis of the Estimation Performance
In this section, the performances of the estimations are discussed and carefully analyzed.
Regarding the accuracy values, these are around the ones obtained by the PF approach
applied on S1 VH products in [6], where the authors state that R2 = 0.96 and RMSE = 5.82
are achieved when the transplanting dates are estimated correctly.
Regarding the estimation performances in specific phenological intervals, all the
experiments result in very good estimations of BBCH in the range 1–40 (see Figure 5).
Then, a larger dispersion of the estimates is observed approximately in the range 40–80.
Such a dispersion, which is almost negligible for the year 2017 and quite evident for the
remaining years, is primarily due to two causes. First, phenology is estimated recursively.
This implies that, if at time tk an anomalous stage is estimated, then the corresponding
posterior distribution is likely to affect the estimates at successive epochs. Second, the
attenuation due to extinction experienced at the stem elongation/booting stages of rice [12]
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might also result in large estimation errors. In fact, this attenuation, more pronounced at
the VV channel, vanishes at later stages, thus leading to an increase of the backscattered
powers. This results in a multimodal likelihood function which, depending on the set Sk,
might affect the final estimation. Moreover, the extinction phenomena are proportional to
the plant density of the parcels. Therefore, if a parcel is too dense (sparse) the attenuation
is more (less) significant, and this affects the likelihood which, in turn, might result in
underestimations (overestimations).
It is important to underline that the evaluation of performances depends on the hetero-
geneous development of the parcels, and the sampling protocols used by practitioners to
measure the BBCH stages during the ground campaign. As explained in Section 3.1.1, the
BBCH stage of a parcel is assigned when at least the half of plants of the parcel has reached
that stage. Such a criterion does not account for the within parcel variability, i.e., different
areas of a parcel might develop at different rates. If this variability is present in certain
phases of the season and, more importantly, if it is also detected by the GBF estimates, then
the parcel level analysis is not enough for a comprehensive performances assessment. In
fact, when such heterogeneity is not considered, the performance evaluated in a specified
range (such as BBCH 40–80) might not be totally realistic. In the following, we consider the
minimum and maximum BBCH values provided by ground data for the testing parcels
in the years 2017–2020 to assess the heterogeneous development of the parcels, especially
in the range BBCH 40–80. Such minimum and maximum values are used as a reference
to analyze the GBF pixel estimates of the parcels. If these estimates lie between these
two extreme reference values, then their variability is in accordance with the real parcel
heterogeneity, and the estimation performances in the range BBCH 40–80 might be, in
reality, better than the ones evaluated by the parcel level analysis. Otherwise, if a large
discrepancy is observed, the parcel level analysis provides a comprehensive evaluation.
Figure 6 shows, for each testing year, the pixel estimates of the parcels versus the Day of
The Year (DoY). Note that since the GBF estimates consist of discrete values, at a given
acquisition date, different pixels estimated as being in the same BBCH stage are located at
the same point in the plot. Therefore, we set a level of color transparency to represent the
estimated values, such that light colors (i.e., light gray) indicate a lower amount of estimates
at that stage, while dark colors (i.e., black) represent a high number of points. In each
plot, the shadow area highlighted in cyan represents the area delimited by the minimum
and maximum BBCH reference values, obtained from all the parcels in the corresponding
year. The ground data reference area indicates a heterogeneous development in all the
years. This variability is less significant at the early stages, while is more pronounced at
BBCH 40–80. Regarding the pixel estimates, they mainly lie in the ground reference area
for all the years but the year 2020. This indicates that for years 2017–2019, the estimated
variability is in agreement with the heterogeneous development of the parcels. Hence the
parcel level analysis evaluation is not comprehensive in this case. A different situation is
observed for the year 2020, where a significant amount of pixel estimates lies outside the
shadow area from DoY 250 to DoY 300. This denotes that the results in Figure 5d provide a
comprehensive evaluation of the observed underestimations.
We now turn to analyze the estimation for parcels BEST, O1, and O2, relevant to the
years 2017, 2019, and 2020, respectively. Regarding parcel BEST, when considered alone,
it results in outstanding accuracies, with RMSE ≈ 3.76, R2 ≈ 0.99 and MAE = 10. On the
contrary, parcel O1 (O2) is significantly overestimated (underestimated) at stages BBCH
40–80, resulting in RMSE ≈ 14.4, R2 ≈ 0.9 and MAE = 33 (RMSE ≈ 12.2, R2 ≈ 0.89 and
MAE = 24).




R2      = 0.94
MAE   = 33
Figure 6. Analysis on the pixel level estimation for all the experiments, (a–d) estimation performance
for the years 2017–2020.
In order to provide further insights on these results, we show examples of phenology
estimates. For such a purpose, we considered, for each of the three parcels, those pixels
which provided the final estimates (i.e., the mode) shown in Figure 5. The average σ0VV
and σ0VH values evaluated over these pixels are considered, and the approach is applied
to such values to obtain parcel-level estimates. The performances are almost identical to
the ones obtained at the pixel-basis shown in Figure 5, with some slight differences, as
expected. The parcel-level estimations at some acquisition dates are shown, for each parcel,
in Figure 7. Here, the weights wik|k−1 and w
i
k|k (highlighted with blue and black vertical
stems, respectively), along with the likelihood function (highlighted in red), are plotted
against the BBCH stages. The true BBCH (BBCHtrue), along with the estimated one, is
annotated in the plots.
Regarding parcel BEST (see Figure 7a), since this is very well estimated at all the dates,
only one phenology estimate is considered, i.e., the one at the 15th acquisition (DoY 231),
where BBCHtrue = 51. In this case, Sk = {51, · · · , 73}, and the weights wik|k−1 exhibit a
peak at BBCH = 61, which represent the predicted stage. Then, in the interval Sk the
likelihood sharply increases from ∼ 10−3 to ∼ 0.07, thus resulting in the weights wik|k being
maximum at BBCH = 55, which is the final estimate. This example clearly shows how the
stage predicted by wik|k−1 is improved by the S1 observation through the likelihood.
In the case of parcel O1 (see Figure 7b,c), we consider two estimates, at t10 and t20,
corresponding to DoY 185 (BBCHtrue= 25) and DoY 245 (BBCHtrue= 54), respectively. At
DoY 185, Sk = {29, · · · , 43}, with the weights wik|k−1 (the likelihood) being maximum at
BBCH = 32 (BBCH = 25). Then, the resulting weights wik|k provide B̂BCH = 29. Note
that, also in this case, the predicted stage (BBCH = 32) is worse than the final estimation.
A completely different situation is observed at DoY 245. Here, Sk = {69, · · · , 89}, and
the weights wik|k−1 have their maximum at BBCH = 83. Note that the set Sk does not
include the stage BBCHtrue. This is due to the recursive nature of the filter, for which
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the overestimations experienced at the previous acquisitions (see Figure 5c, where the
true BBCH ranges from stage 40 to 61) results in Sk being different than the expected one.
Then, a multimodal likelihood, with four relative maxima at BBCH 28, 55, 73 and 85, is
observed. This is explained by the fact that the backscattered powers (not shown to save
space) exhibit similar values at these stages. At BBCHtrue such powers are higher than
expected, thus causing two peaks in the likelihood over the set Sk, at BBCH 73 and 85. This
is due to one of the following reasons: the parcel is less dense than parcel BEST (as stated
by ground information) and hence the attenuation due to extinction is less significant;
the variability observed in the parcel development at this date is too large, as shown in
Figure 6c. Finally, once that the predicted weights are updated by the likelihood, the final
estimate is B̂BCH = 83.
Regarding parcel O2 (see Figure 7d,e), also in this case two estimations are considered,
at DoY 174 (BBCHtrue = 11) and DoY 234 (BBCHtrue = 56). In the first case, Sk =
{11, · · · , 21}, and the weights wik|k−1 exhibit the maximum value at BBCH = 21. The
likelihood is maximum at BBCH = 11, resulting in wik|k being maximum at BBCH = 12,
which represents the final estimate. Again, in this case, the prediction is improved by the
likelihood. Then, on DoY 234, Sk = {34, · · · , 49}, with the weights wik|k−1 being maximum
at BBCH = 37. Regarding the likelihood, it is again multimodal, with two larger peaks at
BBCH = 29 and BBCH = 54. Between these two stages, the likelihood is approximately
flat, for which the updated weights wik|k are almost identical to the predicted ones. This
result in an underestimation, with B̂BCH = 37. Note that such a worse performance is not
driven by the within parcel variability, as discussed above, but is caused by the recursive
nature of GBF. In fact, stage BBCH 54, which corresponds to the maximum likelihood, is
not included in Sk. Hence, as a result of the underestimations experienced at the previous
acquisitions (visible in Figure 5d, at BBCH 40 to 61), Sk results in a set of significantly lower
stages, thus affecting the current estimation.
5.2. Illustration of Pixel-Level Phenology Estimates
To provide a visual inspection of the heterogeneous crop development, Figure 8 shows
the pixel-level phenology estimates, at each S1 acquisition date, for the parcel BEST. Note
that the DoY corresponding to the radar acquisition dates is also annotated. From ground
data, we know that the parcel is sown on DoY 145 (May 25) and harvested on DoY 289
(October 16).
On the first acquisition, at DoY 147, most of the pixels are estimated at BBCH 6, while
for the remaining ones, BBCH 10–11 is observed. Then, the parcel approaches smoothly
BBCH 11–13 on DoY 159, although a few pixels result in later stages (BBCH 21). On DoY
165, although the parcel phenology is mainly in BBCH 21, some areas are still in BBCH
12–13. Then, up to DoY 183, the estimated phenology smoothly transits from BBCH 21 to
BBCH 23. On DoY 189 the parcel is mainly at BBCH 29, with some inner heterogeneous
zones at BBCH 23–24. Successively, from DoY 195 to DoY 213 the parcel is mainly in the
"Stem elongation" stage, with the estimated BBCH ranging from 32 to 37 (see Table 3)
for the majority of the pixels. However, at these dates a large within field variability is
observed. In particular, at DoYs 195–201 two inner zones, which include approximately
those heterogeneous pixels observed at DoY 189, develop slower than the surrounding ones.
This situation changes at DoYs 207–213, where, in most of the cases, a smooth transition
from BBCH 34 to BBCH 37 is observed. Moreover, we note that, from DoY 201 toward
the end of the season, an area corresponding to the lower corner of the parcel develops
faster than the rest. For instance, this area is mainly at BBCH 51 at DoY 213, when the
rest of the field is at BBCH 37. The same behavior is observed at DoY 237, when this zone
is at BBCH 77, while the remaining pixels are mainly at BBCH 58–61. Such a different
development rate is less evident starting from DoY 261, when this lower corner and the
remaining areas are at BBCH 89 and BBCH 87, respectively. Finally, the field develops up
to the last phenological stages, to be mainly at BBCH 99 at DoY 285.
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Figure 7. Examples of phenology estimation at different acquisition dates for (a) parcel BEST, (b,c)
parcel O1, and (d,e) parcel O2. The true and the estimated BBCH are annotated in the plots.
In conclusion, the heterogeneous development of crop phenology plays a key role in
the proposed GBF estimation approach. The within fields variability of the GBF estimates
(in agreement with field data) is significant at stages BBCH 40–80. This has an important
impact, since this BBCH interval is one of the most relevant for decision support purposes
on the cultivation (spraying, fertilization, or impact of weather conditions, etc.).
On the other hand, the recursive nature of the filter, and the ambiguous backscattering
behavior of the crops in certain phenological stages might result in significant under- and
over-estimations. Future studies will be devoted to improving such estimation errors. For
instance, this could be addressed by extending the approach to real time estimation of the
sowing date, which would allow optimizing the evolution of the state space, or considering
other variables, such as temperature data (e.g., like in [22] with PF), as “driving forces” of
the phenological evolution.
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Figure 8. Pixel-level phenology estimates at the S1 acquisition dates obtained with the proposed
approach for the parcel BEST. The DoY of each acquisition is annotated.
Last but not least, data fusion approaches, e.g., combining SAR with optical observa-
tions, can be easily accommodated in our method. This will also be considered in future
research steps. As a matter of fact, the transition matrix after nC days, with nC being the
variable revisit time of the SAR/optical time series, is straightforwardly obtained from
the model.
6. Conclusions
In this study, a novel approach, based on the use of GBF, is proposed for real time
crop phenology estimation with SAR data. Here, any phenological scale which consists
of a finite number of discrete stages is regarded as a one-dimensional state space. In this
context, GBF provides the optimal phenology estimates.
The method is applied on dense time series of dual-pol VV-VH S1 SAR images,
collected in the years 2017–2020, to estimate the BBCH stages of rice. For each testing year,
Remote Sens. 2021, 13, 4332 22 of 23
GBF is implemented, taking as inputs the models defined with data in the corresponding
training years.
The results obtained confirm the soundness of the proposed approach, which yields
0.94 ≤ R2 ≤ 0.98, 5.37 ≤ RMSE ≤ 7.9 and 20 ≤MAE ≤ 33. Moreover, the analysis on the
estimations performances in different years shows that:
• When rice fields are at stages BBCH 1–40, on average, the final estimation, provided by
the S1 observation through the likelihood (update step), outperforms the prediction.
• For years 2017–2019, the within fields variability detected by GBF, more pronounced
at stages BBCH 40–80, is in agreement with the heterogeneous development present
in ground data.
• Due to the recursive nature of the filter, worse estimates at a given time could sev-
erally affect the estimations at successive time epochs. This is especially true at
approximately BBCH 40–80, where the extinction phenomena caused by the elon-
gating vertical stems might affect the likelihood function and then result in large
estimation errors.
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