A hyperspectral unmixing algorithm that finds multiple sets of endmembers is introduced. The algorithm, called Context Dependent Spectral Unmixing (CDSU), is a local approach that adapts the unmixing to different regions of the spectral space. It is based on a novel objective function that combines context identification and unmixing into a joint function. This objective function models contexts as compact clusters and uses the linear mixing model as the basis for unmixing. The unmixing provides optimal endmembers and abundances for each context. An alternating optimization algorithm is derived. The performance of the CDSU algorithm is evaluated using synthetic and real data. We show that the proposed method can identify meaningful and coherent contexts, and appropriate endmembers within each context.
INTRODUCTION
Context-based processing has been shown to be important in many signal processing applications [1, 2, 3] . Sets of measurements acquired over a large spatial areas often include subsets that are internally similar but different from other subsets. For example, in Ground Penetrating Radar (GPR), differences between wet and dry soils can lead to significant differences in the statistical characteristics of the signal [1] . One can enumerate a number of conditions for which one would expect differences in the radar signal. However, it has been shown that methods that autonomously define contexts are generally superior to those defined by people, probably because of many factors that influence signal behavior that are not apparent to people. In image analysis, a highly textured region may define a context that is quite different from a smooth region. In this paper, context-based processing of hyperspectral images is investigated.
Hyperspectral images have the unique characteristic that every pixel consists of tens or hundreds of spectral measures, such as radiance, reflectance, emissivity, etc. corresponding to tens or hundreds of wavelength bands. The wavelength bands are typically on the order of 10nm wide. Hence, pixels are referred to as spectra [4] . Since pixels are spectra, spectroscopy can be used to identify materials in a scene, because many materials have characteristic spectra. Hyperspectral images are usually acquired from airborne or spaceborne platforms so the spatial area covered by a single pixel can range from a square meter (very high resolution) to hundreds of square meters (not so high resolution). Therefore, the measured spectra are often a mixture of spectra from multiple materials. In order to identify the materials, the measured spectra must be unmixed [4] .
In a hyperspectral scene, the spectral signatures of pure materials are referred to as endmembers [5] . The task of decomposing pixels from a hyperspectral image into their respective endmembers and abundances is called spectral unmixing [5] . Abundances are the proportions of every endmember in each pixel. The standard model used to perform spectral unmixing is the convex geometry model (also known as the linear mixing model). It states that every pixel is a convex combination of endmembers in the scene. This has been shown in the literature to hold in cases where the spectra of the endmembers are mixed by the spatial resolution of the imaging sensor [4, 5, 6] . If the convex geometry holds, the endmembers are the spectra found at the corners of a convex region enclosing all the spectra in a hyperspectral scene. This model is defined as [5] :
where N is the number of pixels in the image, M is the number of endmembers, j is an error term, p jk is the proportion of endmember k in pixel j, and e k is the k th endmember. The proportions satisfy the constraints:
(2) Many endmember detection and spectral unmixing algorithms which rely on the linear mixing model have been proposed in the literature [4] . These methods search for a single set of endmembers and, therefore, a single convex region to describe a hyperspectral scene. Since such algorithms assume a single convex region, they often cannot find appropriate endmembers for non-convex data sets. P-COMMEND [7] and its variations [8, 9, 10] extend the linear mixing model to multiple sets of endmembers. Each endmember set is found using the convex geometry model resulting in a piece-wise convex representation of the hyperspectral data. The rationale behind this is that if a scene contains multiple distinct regions that do not share common materials, each region is composed of pixels that are linear mixtures of a distinct set of endmembers and each of these endmember sets defines a simplex. Then, the set of all image spectra will consist of a fuzzy union of all the simplexes. Hence, these regions are decided by the convex geometry regardless of the distribution of the data.
Others have considered the problem of context in hyperspectral image analysis but no one has looked at combining the piecewise convex framework with clustering [3, 11, 12, 13, 14, 15, 16] .
In this paper, we propose a different approach to identify multiple sets of endmembers. Unlike other methods, this approach takes into account the distribution of the data in the spectral space to identify the multiple sets of endmembers. In other words, the unmixing process will be adapted to different regions of the spectral space. The proposed approach, called Context Dependent Spectral Unmixing (CDSU), is based on optimizing an objective function that combines context identification and spectral unmixing into a joint function. The context or region identification component thrives to partition the input spectral space into different clusters (called contexts). The spectral unmixing component thrives to learn optimal endmembers and abundances within each cluster.
The rest of this paper is organized as follows. Section 2 presents our proposed method. Section 3 presents the experimental results on synthetic and real data sets. Finally, we conclude in section 4.
CONTEXT DEPENDENT SPECTRAL UNMIXING
In the following, we assume that we have N spectral signatures, X = {x j ∈ d , j = 1, ..., N }, obtained from a hyperspectral scene. The Context Dependent Spectral Unmixing (CDSU) combines context identification and spectral unmixing into a joint objective function. It takes into account the distribution of the data in the spectral space when finding the regions or contexts, and not only the convex geometry of the spectral unmixing as in [7] . CDSU achieves these two tasks by minimizing the following objective function:
subject to:
and p ij ≥ 0, and
In the above, x j is a 1 × d row vector representing the j th pixel spectra, C is a user-specified constant that represents the number of contexts to be extracted, M is the number of endmembers for each context, p ij is a 1 × M row vector representing the proportion values for pixel j with respect to the i th context, E i is a M × d matrix such that each row of E i , e ik , is the 1 × d vector representing the k th endmember in the i th context, u ij is a membership value that indicates the fuzzy degree to which the j th sample belongs to the i th context, α and β = [β 1 , ..., β C ] are constants used to balance the three terms.
The first term in (3) is the unsupervised learning component. It is the sum of intra-cluster distances and is the objective function used in the Fuzzy C-Means (FCM) algorithm [17] . It seeks to partition the N samples into C clusters, and represent each cluster by a center c i . Each sample x j will be assigned to each cluster i with a membership degree u ij . In this term, m ∈ (1, ∞) is used to control the degree of fuzziness [17] . The second term in (3) is the spectral unmixing component. It attempts to learn cluster-dependent endmembers and abundances. This unmixing term is the sum of the SSD term (Sum of Squared Differences between actual pixels and their estimations from the endmembers) and the term of the volume enclosed by these endmembers.
When all terms are combined and the parameters α and β are chosen properly, the algorithm seeks to partition the data into compact clusters while learning the endmembers and abundances for each cluster.
To optimize J with respect to the centers c i , the memberships u ij , the proportions p ij and the endmembers E i , we incorporate the constraints in (4) and (5) using Lagrange multipliers and obtain To obtain the optimal endmember set E i , we set the derivative of L with respect to E i to zero, and obtain
The notation [A] −1 means the inverse of matrix A. To obtain the optimal proportions p ij , we set the derivative of L with respect to p ij to zero, and obtain
The Karush-Kuhn-Tucker (KKT) conditions [18] , namely the dual feasibility and the complementary slackness, state that ξ ij should be equal to zero. Finally, we enforce the nonnegativity constraint on the proportion values and get
If the proportion values are clipped at zero, we do renormalize them to ensure that they sum to one. Using the fact that 1 1×M p T ij = 1, we solve for γ ij and obtain
To obtain the optimal memberships u ij , we set the derivative of L with respect to u ij to zero, and obtain
Using the fact that C i=1 u ij = 1, we solve for λ j , and obtain
To obtain the optimal centers c i , we set the derivative of L with respect to c i to zero, and obtain
CDSU is an iterative algorithm that involves successive updates of the endmember proportions p, the memberships U, the endmember sets E, and the clusters' centers c. It is summarized in Algorithm 1.
In the current implementation of the algorithm, the centers are initialized using the FCM algorithm [17] , and the endmember sets are initialized using the Minimum Volume Simplex Analysis (MVSA) algorithm [19] . Furthermore, the convergence of the algorithm is checked by comparing the values Initialize c and E. repeat Update p using (9) and (10). Update U using (11) and (12). Update E using (7). Update c using (13) . until parameters do not change significatively return U, c, E, p of the objective function from successive iterations. If the difference is below some threshold, the algorithm is stopped.
EXPERIMENTAL RESULTS
In the following, CDSU is tested using a two-dimensional synthetic data set and a real hyperspectral data set. In both experiments, we use M = 3, α = 1 and m = 1.25.
Two-Dimensional Data
We run CDSU on a synthetic two-dimensional data set that was generated from two sets of three endmembers. The data is shown in Figure 1a . The results are shown in Figure 1b . These results were generated using C = 2 and β = [0.025 0.025]. As shown in the figure, the CDSU algorithm was able to find well-suited endmembers for this piece-wise convex data set.
Pavia University Data
In addition to the synthetic data discussed above, a real data set were unmixed using the CDSU algorithm. It is a sampled version of the Pavia University data set, collected on July 8, 2002. This hyperspectral data were collected over an urban area of Pavia, in northern Italy by the Reflective Optics System Imaging Spectrometer (ROSIS). The image originally contains 610 × 340 pixels with 103 bands. The sampled image considered in this experiment has 305 × 170 pixels with 103 bands, and contains both natural and urban regions as shown in Figure 2 . CDSU was applied to this data with the following parameter settings: C = 3 and β = [5 5 5] . The proportion maps associated with the three endmembers for each of the three contexts found by CDSU are shown in Figures 3, 4 and 5. Comparing Figure 3a with the RGB image in Figure 2 , we can see that the proportion map corresponding to the first endmember in context 1 represents Asphalt (roads) and Bitumen (top of some roofs). Similarly, we can see that the proportion map in Figure 3b corresponding to the second endmember in context 1 represents uneven bare soil. The proportion map in Figure 3c corresponding to the third endmember in context 1 represents shadows.
In context 2 (Figure 4) , the proportion map in Figure 4a corresponding to the first endmember represents regions with high grass or trees. The proportion map in Figure 4b corresponding to the second endmember represents regions with low grass. Finally, the proportion map in Figure 4c corresponding to the third endmember represents even bare soil.
In context 3 ( Figure 5 ), the proportion map in Figure 5a corresponding to the first endmember represents cars. The proportion map in Figure 5b corresponding to the second endmember represents metal roofs. Finally, the proportion map in Figure 5c corresponding to the third endmember represents cement (parking lots, sidewalks and roofs) and bricks (roofs).
We can notice that the three contexts found by CDSU are meaningful and coherent in the sense that they represent manmade scenes (context 1 and 3) or natural scenes (context 2).
(c) Fig. 3 : Proportion maps for context 1 estimated by the CDSU algorithm from the hyperspectral data. Each pixel in the proportion maps was multiplied by the corresponding membership value for each context such that the endmembers with high proportion for each data point are highlighted.
CONCLUSION
The Context Dependent Spectral Unmixing algorithm provides an endmember detection and spectral unmixing method that takes into account both, the convex geometry as well as the distribution of the data in the spectral space. It allows several sets of endmembers to be determined, one for each context. The approach is based on a single objective function combining the context identification task and the spectral unmixing task. The optimization is performed iteratively until stabilization of the parameters.
The algorithm was tested using a synthetic two-dimensional data set and a real hyperspectral data set. In both experiments, CDSU was able to detect meaningful contexts and appropriate endmembers for each context.
Future work for this method include automatically estimating the number of contexts and the number of endmembers for each context.
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