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図 1 FPGAのチップの構成例 (参考文献 [1])
HDLや VHDLなどのハードウェア記述言語 (Hardware Description Language,
HDL)等が用いられる。FPGAは何度でも論理の再構成可能であるため、製造後


































FPGA タブレット (図 2) は塩谷によって開発された、Xilinx 社の Pro-














る。制御部は FPGA及び ARMコアを搭載した Xilinx社の ZedBoardを使用し


















































































S AXIS TREADY output
S AXIS TDATA input 64bit
M AXIS TVALID output
S AXIS TLAST input
S AXIS TVALID input
M AXIS TDATA output 64bit
M AXIS TLAST output









ケーションからデータを受け取る状態では、S AXIS TDATAに 64ビットずつ
データが転送されてくる。このとき、転送元はアプリケーションが動作している
プロセッサではなく、DMA領域からの転送である。また、逆の通信として、部











 changeLogic(byte[] data) as void
引数のバイトデータ（部分専用回路データ）を FPGAに書き込む。







 initialize() as boolean
DMAの初期化を行う。
 cleanUp() as void
15
DMAの後始末を行う。
 setBaseAddr() as long
DMAのアドレスをセットする。
 getBaseAddr() as long
DMAのアドレスを取得する。
 setRxAddr() as long
受信データのアドレスを設定する。
 getRxAddr() as long
受信データのアドレスを取得する。
 setTxAddr() as long
送信データのアドレスを設定する。
 getTxAddr() as long
送信データのアドレスを取得する。
 isRxBusy() as Boolean
受信中かどうかを取得する。
 isTxBusy() as Boolean
送信中かどうかを取得する。















 Constructor(long addr, long size)
MemoryAccessクラスのコンストラクタである。引数のアドレスとサイズ
でメモリ領域を確保する。
 map(long addr, long size) as void
引数のアドレスとサイズでメモリ領域を確保する。
 unmap() as void
確保したメモリ領域を解放する。
 read(long oset) as void
引数で指定したオフセットから 32bit整数としてデータを読み込む。
 readArray(long oset, int[] dest, long length) as long
引数で指定したオフセットと長さ lengthにあるデータを 32bit整数型配列
として destへとデータを読み込む。
 readf(long oset) as void
引数で指定したオフセットから 32bit 浮動小数点数としてデータを読み
込む。
 readArrayf(long oset, oat[] dest, long length) as void
引数で指定したオフセットと長さ lengthにあるデータを 32bi浮動小数点
数型配列として destへとデータを読み込む。
 write(long oset, int value) as void
引数で指定したオフセットに 32bit整数としてデータを書き込む。
 writeArray(long oset, int[] value) as void
引数で指定したオフセットにあるデータを 32bit 整数型配列として書き
込む。
 writef(long oset) as void
引数で指定したオフセットに 32bit浮動小数点数としてデータを書き込む。























3.1.1 An FPGA-based Othello endgame solver
Wongらは FPGA上にオセロゲームを実行することに成功している [4]。オセ
ロを実装する上で、石が置けるかどうかの確認や、挟んだ石を裏返す処理等が必















































































1 for i:=0 to 7 do
2 begin
3 for j:=0 to 7 do
4 begin
5 for dx= 1 to 1 do
6 begin


















例えば、図 10のような盤面で (i; j) = (3; 2)の位置への、黒石の配置を調べる判
定には、赤の矢印方向に対して白石を挟めるかどうかを調べる。この場合、左向
きの矢印の方向に対して、白石を挟むことができ、この (3; 2)の位置に黒石を置
















P1+P2+P3+P4+P5+P6 = True+False+False+False+False+False = True
Pn(n = 1; 2; :::)はそれぞれのパターンとのマッチングである。P1から P6 は aに
関する論理式である。図 12において P1 とのマッチング結果は Trueのため最終

































図 14 d = 4の測定結果
図 15 d = 5の測定結果
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表 4から、d = 4において、FPGAは CPUに対してピークで約 1.9倍の性能
を示している。ピーク時以外の AIの手番では平均して 2.5倍の高速化となった。







　 d = 4と d = 5を比較すると、dが 1階層深くなることで計算時間が約 10倍
に増大している。より先の展開を考慮した手の探索は、計算時間が指数関数的に




築方法はMin-Max法を採用しているが、これを     法に変更すると高速化が
望める。ここで、    法は、Min-Max法のようにゲーム木を構築する際にそ
の部分木で計算しなくても、親ノードの値が自明になるパターンを考慮したアル
ゴリズムである。このアルゴリズムを用いて d = 5の場合の計算時間のグラフを






































































4.1.1 Accelerating Deep Convolutional Neural Networks Using Specialized Hardware


































る重み wnを掛けて合計したものを活性化関数 f を作用させた値 zを出力とする。






























w(t+1) = w(t)   rE
はある十分小さい値である。この式から、負の勾配方向に対して少しだけ重み










り、ある l層の uはさらにその前の l  1層の入力が必要となり、結果的に活性化
関数 f の入れ子状態となる。




























らは、2012年に 14層の畳み込みニューラルネットワーク [8]を用いて ILSVRC
で優勝した。このニューラルネットワークのように、通常であれば、畳み込み層
やプーリング層を多層に配置したより深いネットワークを構築するいが、FPGA
























T = TCPU + TFPGA + TCOM














Nf Wout Hout(C Wfil Hfil + 1)














Nf  Lout2(C  L2fil + 1)
4.4.2 測定結果
TCPU ; TCOM について、FPGAタブレット上で測定した結果を表 5に示す。ま
た、今回実装する畳み込み層のパラメータより、6× 6フィルタ 12枚、入力画像









表 6 単純な高位合成結果 (レイテンシ)
min max
レイテンシ (clock sycles) 1,623,577 60,900,889















に関するデータを表 6 と表 7 に示す。 畳み込み層の順伝播に必要なデータは、
層への入力、フィルタの値、バイアス値となる。高位合成された回路モジュール




表 7 単純な高位合成結果 (回路資源)
DSP48E FF LUT
Expression - 0 213
Instance 5 348 711
Multiplexer - - 197
Register - 358 -



















































































表 11 全ループをアンローリングした高位合成結果 (レイテンシ)
min max
レイテンシ (clock sycles) 27,084,313 27,084,313
インターバル (clock sycles) 27,084,314 27,084,314
表 12 単純な高位合成結果 (回路資源)
DSP48E FF LUT
Expression - 0 6,560
Instance 5 348 711
Multiplexer - - 1,839
Register - 1,653 -
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