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[前書き] 本稿では 1次元の 2階微分作用素のスペクトル理論を扱う．











区間 I(⊂ R)における 2階の微分作用素








素は c(x)を c′(x) = b(x)/a(x)となるように定めると対称形







に直すことができ，さらに dm(x) = (1/a(x))dx, ds(x) = (1/c(x))dxとおくと



























f(x + ϵ) − f(x)















の記号も使う．よってL = DmD+s である．
もうひとつ補足する．じつは k(x) ≥ 0を 0階微分項として付加した







の公式で処理することが多いので，ここでは k(x) = 0の場合だけを扱う．もっ
とも，k(x) ≥ 0が付いていても以下の議論は殆どそのまま適用できる．







































+ (λ − k(x))
}
y = 0
と変形されるので，dm(x) = r(x)dx, ds(x) = (1/p(x))dxとおけば (1.4)は (1.3)




移確率密度 p(t, x, y) をもつ：xから出発した粒子の t秒後の位置をXtとすると
き．それが集合Aの中にいる確率を Px(Xt ∈ A)で表すと











となる．なお，p(t, x, y)は dxではなく dm(x)に関する密度というところが大事
で，その結果として x, yについて対称（p(t, x, y) = p(t, y, x)）となる．
本稿で問題としたいのは，この p(t, x, y)の存在証明と計算方法・表現方法で
ある．（それを用いて p(t, x, y)の色々な性質を調べるのが次のステップであるが，
本稿ではそこまで手が回らない．）マルコフ過程の理論の基本事項によればこの
問題は次のように偏微分方程式の初期値問題に言い換えることができる．(1.5)





v(t, x) = Lv(t, x)
v(+0, x) = f(x)
(t > 0)
一般に，方程式 (1.6)の解が

































−f(x) + αu(x) = Lu(x)
すなわち












(1.10) Gα(x, y) :=
∫ ∞
0
e−αtp(t, x, y) dt.
よって逆にいうと，有界連続な f に対して (1.8)の有界解を (1.9)の形で与える
ようなGα(x, y)が見つかればそれが推移確率密度p(t, x, y)の Laplace変換 (1.10)
であり，逆変換により p(t, x, y) が求まることになる．
その様なわけで，次節からは (1.8)を解く（あるいはGα(x, y)をみつける）こと










v(t, x) = Lv(t, x)




て変数分離できないかというアイデアである．すなわち，v(t, x) = a(t)u(x)の
形にならないかというわけである．このとき (2.1)は










a(t) = a(0)e−λt, Lu(x) = −λu(x)
と同じである．一方，(2.2)の第2の式（初期条件）からu(x) = cf(x) (c = 1/a(0))
であるから Lf(x) = −λf(x)でなくてはならない．よってまとめると，与えら
れた初期値である関数 f(x)が方程式Lu(x) = −λu(x)の解であるとき，またそ
のときに限り，(2.1)の解は
v(t, x) = e−λtf(x)
となる．では初期条件 f(x)が Lu(x) = −λu(x)を満たさないときはどうなる












よってつぎに考えることは，先に f が与えられたとき (2.4)の形に展開でき
るか？という問題である．これは例えば L2(I, dm(x))で考えたとき「{uj}j が
C.O.N.S.（完全正規直交系）になるようとれるか？」という問題である．もし可

































と，Lu(x) = −λu(x)の解からC.O.N.S.となる{uj}jを選ぶことができれば (2.6)
が熱方程式の基本解になるわけである．
そのようなわけで，以下の節では「Lu(x) = −λu(x)の解から C.O.N.S.を作
ることが出来るか？」という問題を扱っていることになる．これが本稿の表題
の「固有関数展開」の意味である．
3. 予備知識：斉次方程式Lu(x) = −λu(x)の解の基本系
R内の有限または無限区間で 2階の微分作用素




, −ℓ− < x < ℓ+
を考える．ただし−∞ ≤ −ℓ− < ℓ+ ≤ ∞とし，m(x)はこの区間またはその閉
包での単調非減少，右連続関数とする．簡単のため −ℓ− ≤ 0 < ℓ+としmは
m(−0) = 0と正規化しておく．
λ ∈ C について，斉次方程式
Lu(x) = −λu(x)
の一般解は 1次独立な 2つの解の線形結合で得られることは初等知識であるか
ら既知とする．そこで各 λ ∈ Cについて 1組の解 φλ(x), ψλ(x) として
φλ(0) = 1, D
+
s φλ(−0) = 0, ψλ(0) = 0, D+s ψλ(0) = 1
なる解をとる．たとえば λ = 0のとき，φ0(x) = 1, ψ0(x) = s(x) − s(0)である．
D+s φλ(0) = 0ではなくD
+





D+s φλ(+0) − D+s φλ(−0) = −λm(+0)φλ(0)
となる．（ 一方 ψλについては ψλ(0) = 0なので同様の心配がなく，つね
にD+s ψλ(+0) = D
+
s ψλ(−0)である．）
一般にLu = −λuの 2つの解 u1, u2のロンスキアン
W [u1, u2](x) := u1(x)(D
+
s u2)(x) − (D+s u1(x))u2(x)
はよく知られているように定数である（微分 dW [u1, u2](x)を計算してみればよ
い4）．u1, u2が一次独立であるための必要十分条件はW [u1, u2](x) ̸= 0である．
4積の微分公式は (3.7)参照．
6
上記の φλ, ψλの場合W [φλ, ψλ](x) = 1であり，1次独立である．よって任意の
解は φλ, ψλの 1次結合となる．より具体的には u(0) = a,D+s u(−0) = bのとき














































mn−1(u) dm(u), (n ≥ 1)
とおく．DmD+s mn = mn−1である．なお，後に使うので






(−λ)nmn(x) (λ ∈ C)
形式的に与積分方程式に代入してみるとこれが解であることはDmD+s mn = mn−1
から明らかであり，厳密な証明もルーチンなので省略する．
この級数が収束することをみるには，次の不等式に注意すればよい．簡




, (n = 0, 1, 2, . . . )
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(3.6) |φλ(x)| ≤ exp{|λ|m1(x)} (λ ∈ C)





|ψλ(x)| ≤ exp{|λ|xm1(x)} (λ ∈ C)
となる．
(3.4)の級数展開の収束半径は無限大であるから5，つぎのこともわかる．
φλ(x), ψλ(x)は xを固定すると，λ ∈ C について（複素関数論で
いう）整関数である．
話しは変わるが，次節以降で使うので，準備として次のことをここで注意し
ておく．f, g が有界変動で右連続のとき，積 fg も有界変動であり，符号付き
Lebesgue-Stieljes測度の意味で積の微分公式
d(fg) = fdg + gdf
が成り立つことに注意する．ただし，f, gは右連続ではあるが連続とは限らない
ので，厳密に言うと










としては熱方程式 (1.6)の基本解（推移確率密度）p(t, x, y)を (2.6)の形にかき
たいのであるが，un は φλn と ψλn の線形結合であるから，un(x)un(y)は


































































前節では斉次方程式 (L + λ)u = 0を扱ってきたが，この節では非斉次方程式
(L+ λ)u = −f を考える．すなわち，（前節までの記号との整合性の都合により）
−λを α とかくと，(1.8)で与えた




u1, u2 を斉次方程式 Lu = αuの 1次独立解（すなわち W [u1, u2](0) ̸= 0）




Cu1(x)u2(y) (x ≥ y)
Cu1(y)u2(x) (x < y)


























補題 5.1. α ∈ Cとし，Gα(x, y)をLu = αuの 1次独立解 u1, u2からつく
られたグリーン関数とし，f(x)をGαf(x)が意味を持つような有界連続関
数とする．このとき g(x) := Gαf(x)は非斉次方程式 (5.1)をみたす．
逆に，(5.1)をみたす g(x)は次の形（特殊解プラス斉次一般解）をしている．
g(x) = Gαf(x) + c1u1(x) + c2u2(x) (c1, c2 ∈ R)
証明. 前半は素直に g(x) = Gαf(x)についてLgを計算してみるだけでよい．一
応，以下に計算をかいておく．












































































dD+s u2(x) − f(x)dm(x).












αD+s u2(x)dm(x) − f(x)dm(x)




s g(x) = αg(x) − f(x)
意味する．よってLg = αg − f すなわち
(α − L)g = f.
11
逆の主張を示そう．ルーチン議論である7．u(x) := g(x)−Gαf(x)を考えると，
これは斉次方程式 Lu = αuをみたすが，u1, u2が一次独立という仮定から uは
c1u1 + c2u2の形である． ¤
例 5.1 (Brown 運動). c > 0としてL = (1/c)d2/dx2 を I = R で考える（c = 2
のとき「標準Brown運動」という）．このときは s(x) = x, dm(x) = c dxである．

































は (α − L)u = f の一般解を与える．そのうち有界な解は C1 = C2 = 0のとき．
なお，Gα(x, y)の Laplace 逆変換をとると







となり8，Brown運動の（dm(x) = c dx に関する）確率推移密度が得られる．
なお，補題 5.1の証明中に出てきた g(x), D+s g(x)の形から次を得る：



















よって，ここで x ↑ ℓ+ または x ↓ −ℓ−としてみると
補題 5.2. u1 が右端で境界条件
c1u1(ℓ+) + c2D
+
s u1(ℓ+) = 0
を満たせば g = Gαf も同じ境界条件
c1g(ℓ+) + c2D
+
s g(ℓ+) = 0
をみたす．同様に，u2 が左端で境界条件






c1g(−ℓ−) + c2D+s g(−ℓ−) = 0
を満たす．
例 5.2 (反射壁 Brown運動). L = (1/2)d2/dx2 を I = [0,∞)で考える．dm(x) =
2dxである．
Lu = αu (α > 0)
の一次独立な解として u1(x) = e−
√



















となる．よって有界連続な f について (α − L)u = f の一般解は









であり，g′(0−) = 0を要求すると c1 = 0，さらに gに有界性を要求すると c2 = 0
となるので，
(α − L)u(x) = f(x), D+s u(0+) = 0
の有界な解は一意に，u(x) = Gαf(x)で与えられる．
また，Gα(x, y)の Laplace 逆変換をとると










(x, y ≥ 0)


















補題 5.3. λ ∈ Cとする．f が連続関数のとき
−Lu(x) = λu + f(x), u(0) = D+s u(−0) = 0
の一意解は g(x) = Kf(x)で与えられる．
13
証明. 2つ解があればその差は斉次方程式
−Lu(x) = λu(x), u(0) = D+s u(−0) = 0
をみたすが，これは u(x) = 0を意味するから解の一意性の部分は明らかである．
g(x) = Kf(x)が (−λ − L)u(x) = f(x)をみたすことはGαf のときと同様に
計算するだけでよい．たとえばGαf のときと同様な計算で









となる．残るは条件 u(0) = D+s u(−0) = 0のチェックであるが，g(0) = 0は (5.3)

















, x > 0
となるものである．ρ ∈ Rを次元といい， ν := (ρ/2) − 1をオーダーという．ρ
が自然数のときは ρ次元Brown 運動の動径成分に相当する．











































log x (ν = 0)
, x > 0.






k! Γ(ν + k + 1)
ただし，ν = −1,−2, . . . については右辺が意味をもたないので別途










これも ν = −1,−2, . . . のときはそのままでは意味がないので limϵ→0 Kν+ϵ(x) を
考えるが細部は特殊関数の専門書に譲る．
なお，とくに ρ = 1すなわち ν = −1/2のとき
(6.2) Iν(x) =
√












2α), g(x) = x−νI−ν(x
√
2α)





2α), u2(x) = x
−νI−ν(x
√




の中から 2つを選べばよい．（ただし νが整数のときは Iν と I−ν は同じなので，
{u1, u2}という組み合わせは不可．）なお，Iν(x)の定義式から
D+s u1(0) = 0, u2(0) = 0
がわかり，また u3(x)はよく知られているように遠方で有界である9 ．
[原点が正則な場合]( 0 < ρ < 2;−1 < ν < 0)
一般に，m(+0) も s(+0) も有限であるとき，原点は正則境界であるという
（確率論的には流入と流出が可能な境界である）．Bessel 過程の場合，0 < ρ <
2;−1 < ν < 0 のとき（またそのときに限り）原点は正則境界となる．一方，
u1(x)は反射壁の境界条件D+s u(0) = 0を満たす．また u3(x)は遠方で有界。ま
た両者のロンスキアンは 1なので（この節の最後の計算参照），原点反射壁の場
合のグリーン関数は





2α) (0 < x ≤ y)
で与えられる．また，u2(0) = 0であるから，原点吸収壁の場合は同様に





2α) (0 < x ≤ y)
である．
[原点が流出・非流入の場合](ρ ≤ 0; ν ≤ −1)
9Kν(x) ≈
√
π/(2x)e−x (x → ∞)
15
u1(x)は x → +0のとき有界でないので，(α − L)u = f の有界解を与えるグ
リーン関数を作るためには u2と u3を選ぶ必要があり，「正則・吸収壁｝のとき
と同じである．
[原点が流入・非流出の場合]( ρ > 2; ν > 0)
u2(x)は x → +0のとき有界でないので，(α−L)u = fの有界解を与えるため
には u1と u3という組を選ぶ必要があり，「正則・反射壁｝のときと同じである．

























2α), g(x) := x−νI−ν(x
√
2α)
に L = DmD+s を施してみよう．　






















































, D+s f(0) = 0


































· 2α xν+1Iν(x) × x−(2ν+1) = αg(x)
このように f , gは Lu = αuの 2つの解である．
さきに定義した u1, u2, u2はそれぞれ








す Lu = αuの解で，そのロンスキアンは (6.5)により
W [u1, u3] =
π
2 sin(νx)
W [f, g − f ](x) = π
2 sin(νx)








d(fD+s g) = fd(D
+
s g) + (D
+




























が成り立つ．（ただし，a, bがm(x)の不連続点のときはそれぞれ a + 0, b + 0と理
解する．）















この公式を {φλ, φµ}および {ψλ, ψµ}に適用してみよう．どちらのケースも
Lf = −λf,Lg = −µg, W [f, g](0) = 0であることに注意すると次をえる．λ, µ ∈
C について
W [φλ, φµ](b) = (λ − µ)
∫ b
0
φλ(x)φµ(x)dm(x) (0 ≤ b ≤ ℓ+).
とくに，µ = λとおくと12 φλ(x) = φλ(x)に注意すれば（(3.4)参照）次をえる．
補題 7.2.




より一般に Lf = −λf を満たす f とその複素共役 g = f に適用してみよう．
Lg = −λ g であるから






















W [f, f ](x)
|D+s f(x)|2




















= Im{f(b)D+s f(b)} − Im{f(0)D+s f(0)}
ただし，D+s f(b) = 0またはD
+
s f(0) = 0のときは真ん中の式は分母が 0で意
味がないので除く．






















この節では，考える区間は原点を含む 有限 閉区間 I = [−ℓ−, ℓ+] であり，





(8.1) u(ℓ+) + t+D
+
s u(ℓ+) = 0, u(−ℓ−) − t−D+s u(−ℓ−) = 0
を付加する13．ただし，t± = ∞ のときは (8.1)はそれぞれ
(8.2) D+s u(ℓ+) = 0, D
+





u(ℓ+) sin θ+ − D+s u(ℓ+) cos θ+ = 0




といい，t± = ∞のとき反射壁（または自由端）の境界条件という．0 < t± < ∞
のときは弾性壁である．
確率論では (8.1)をもう少し一般化した境界条件
αu(ℓ+) + βD+s u(ℓ+−) + γLu(ℓ+) = 0
のタイプが現れるが，実はそれも (8.1)に帰着出来ることを後に (13.2)
で触れる．また，細かいことをいうとD+s u(ℓ+−)とD+s u(ℓ+)の使い分




(α − L)u = f
を解くことを考えよう．与えられた f について未知関数 uを境界条件 (8.1)の下
で求めようという意味である．前節でみたように，グリーン関数が作れるとき




まず，ひとつ言葉を準備する：一般に，斉次方程式 Lu = −λuの非自明解 u
で両端の境界条件 (8.1)をみたすものがあるとき，その λ ∈ Cと uの組をこの境
界値問題の固有値と固有関数という．
定理 8.1. t+, t− ∈ (−∞,∞]とし，−α(∈ C)が境界値問題 (8.1)の固有値でない
とする．
このときLu(x) = αu(x)の非自明解で，それぞれ境界条件
(8.3) u1(ℓ+) + t+Dsu1(ℓ+) = 0, u2(−ℓ−) − t−Dsu2(−ℓ−) = 0














た，その逆をみるには次のようにすればよい．u(x) := Gαf(x)−g(x)はLu = αu
を満たし，また両端の境界条件も満たすので，（−αが固有値でないという仮定に
より）u(x) = 0である． ¤
例 8.1. 　 [0, 1] で u′′(x) = αu(x) を両端吸収壁で考えよう．簡単のため，α = 0
の場合だけを考える．u(1) = 0 なる解は u1(x) = 1− xであり，u(0) = 0 なる解
は u2(x) = xである．これらのヤコビアンは 1なのでグリーン関数は
G0(x, y) =
{
x(1 − y) (x ≤ y)
y(1 − x) (y < x)
となり，
u′′(x) = f(x), u(0) = u(1) = 0
の一意解はG0f(x)である．
つぎに (8.3)を満たす u1, u2について考察してみよう．u1は φ−αと ψ−αの線
形結合であるから，とくに u1(0) ̸= 0であれば定数倍して u1(0) = 1と正規化し
ておくと







s u1(ℓ+) = 0





φ−α(ℓ+) + t+D+s φ−α(ℓ+)
であることがわかる．u2についても同様である．この cは α ∈ Rに依存するの
で次のように h±(α)で表すことにする：





φ−α(ℓ+) + t+D+s φ−α(ℓ+)
h−(α) := −
ψ−α(−ℓ−) − t−D+s ψ−α(−ℓ−)
φ−α(−ℓ−) − t−D+s φ−α(−ℓ−)
21









u1(x) = φ−α(x) −
1
h+(α)




はそれぞれ右端，左端の境界条件を満たす解となる．例えば，t+ ≥ 0 とすれば
分母・分子は非負であるから，少なくとも α > 0 のとき h+(α), u1, u2は意味を
もつ．なお，のちに αを複素数まで拡張して考える場面がある．この場合は誤
解のないように文字を hからHに変えて




φz(ℓ+) + t+D+s φz(ℓ+)
(8.5)















定理 8.2. t ∈ (−∞,∞]とする．Im(z) > 0のとき
Im H±(t; z) > 0.
証明. どちらでも同じなのでH+(t; z)についてのみ述べる．




φz(ℓ+) + tD+s φz(ℓ+)
とおく．このとき tをwで表すと
t = − wφz(ℓ+) − ψz(ℓ+)
wD+s φz(ℓ+) − D+s ψz(ℓ+)
14ここでは h−(α)の定義においてマイナス符号を付けた．その理由は，Lが正側と負側で対
称なとき h+ = h− になるようにするため．これは本によって流儀が違うので注意．
22
であるから
t = − fw(ℓ+)
D+s fw(ℓ+)
















であるが，ここで右辺第 1項は (8.7)により 0であり，また第 2項は fw(0) = w,





よって，Im(z) > 0であれば Im(w) > 0.
¤
このような
「Im(z) > 0であれば Im H(z) ≥ 0」
という性質をもつ「複素上半平面で正則な関数」H(z)をNevanlinna 関数，あ
るいはHerglotz 関数といい，次のような表現が可能なことがよく知られている．
















なお，σ(λ) の連続点 s, t (s < t)については逆公式が成り立つ（留数による積分
公式である）15：











以上の準備のもとで，α ∈ R について，非斉次方程式 (α−L)u = f を解く問
題に戻る．h±(α)が存在するような α ∈ Rについて，u1, u2 を










(8.11) u1(ℓ+) + t+D
+
s u1(ℓ+) = 0, u2(−ℓ−) − t−D+s u2(−ℓ−) = 0
よって，−αがLの境界値問題の固有値でなければ上記の u1, u2 が 1次独立であ
り16h(α) = 1/W [u1, u2](0)として
Gα(x, y) =
{
h(α)u2(x)u1(y) (x ≤ y)
h(α)u2(y)u1(x) (y < x)
とおけば，これが（境界値問題の）グリーン関数となる．このときは，簡単な
計算でわかるように



















有限閉区間I=[a, b] ⊂ Rで考える．I×I 区間上の複素数値の連続関数K(x, y)
がエルミット対称，すなわち






















λKu = u, u(x) ̸≡ 0
をみたす uがあるとき λ ∈ C\{0}を固有値，uを固有関数という．
一見，λKu = uではなくKu = λuではないか？と思う人がいるかも
















(g, un)un(x), dm(x) − a.e.








例 9.1. [0, 1]にてL = d2/dx2を境界条件 u(0) = u(1) = 0で考える．このとき，
α ≥ 0であればグリーン関数Gα(x, y)がある．これは実対称な積分核なので，上
記定理により固有関数展開が可能である．固有関数とは λGαu = uの解のこと
であるが，これは定理 8.1により λu(x) = αu(x) − u′′(x), u(0) = u(1) = 0 と同
等であるから




がわかる．（対応するGαの固有値は (nπ)2 + αである．）













の展開が可能である．収束は一様かつ絶対である．なお，定理は g = Gαf なる
f が存在するような gについての展開であるが，それは具体的にどのような関数
かというと，2回連続微分可能で g(0) = g(1) = 0であればよい．なぜなら，こ







(Kf, un)un(x), dm(x) − a.e.



















f(y)un(y)un(x) dm(y), dm(x) − a.e.
が成り立つ．ここで両辺を比べると














K(x, y)f(x)f(y)dm(x)dm(y) ≥ 0
がすべての連続な複素数値関数 f(x)について成り立つことをいう．正値核の定
義にエルミット対称性は陽に含まないが，実は必要条件であることがよく知ら
れている．また，正値核は対角線上で実数かつ非負（K(x, x) ≥ 0）となる．
定理 9.2 (Mercer の展開定理). K(x, y)が正値核であるとき (9.2)が成り立つ．
その収束は絶対かつ一様収束である．
略証にとどめる．線形代数の問題であるから証明は略すが，固有値は正であ
る．よって 0 < λ1 ≤ λ2 ≤ · · · → ∞ とする．このとき




















2 ≤ K(x, x)
が従う．よって (9.2)の右辺の収束が対角線上でなりたつことがわかる．なお，
対角線以外の部分については Schwarz 不等式で対角線部分の話しに帰着すれば
よい．また，KN の固有値の絶対値は |λN |以下であるから，KN の極限が 0で
ないとすると，それも正値核であるから有限な固有値をもつことになり矛盾と
なる．
10. Gα(x, y)の展開公式（その１）：両側正則でGα ≥ 0の場合
この節では引き続き，左右の境界が正則であるようなLについて，グリーン











s u(ℓ+) = 0, u(−ℓ−) − t−D+s u(−ℓ−) = 0
27
を考える．
補題 10.1. t+, t− ∈ [0,∞]のとき，グリーン関数Gα(α > 0) は正値核．このと
き，t+ = t− = ∞のときを除けば（従ってG0が定義されるときは），G0も正
値核．
通常の確率過程においては t+, t− ∈ [0,∞]という条件は標準的である．
t±が負になるのは，境界で粒子が分裂・増殖するという（特殊な？）ケー
スに相当する．
証明. u = Gαf と置くと，定理 8.1で述べたように，これは f = (α − L)uを意
味するから
(Gαf, f) = (u, (α − L)u) = α(u, u) − (u,Lu)



























はそれぞれ u(ℓ+)2/t+と u(−ℓ−)2/t−としても同じであるから，t+ = ∞あるい
は t− = ∞のときは，そちらを採用することとする．よって，t+, t− ∈ [0,∞]の
ときは (Gαf, f) > 0 (α > 0)．なお，α = 0の場合も同様． ¤
例 10.1. 例9.1では両端が吸収壁（t+ = t− = 0）のケースであるから，t+, t− ≥ 0
の条件の範囲内であり，従って，α ≥ 0のときGαは正値核である．Gαの固有値















が，アイデアを理解するために，この節では左端が原点で反射壁 (ℓ− = 0, t− = 0)
の場合のみを考えてみる．よってこの節では左端が原点で反射壁とする．
右端について一般の場合を扱いたいのであるがまず 0 ≤ t+ ≤ ∞の場合を考
えてみよう．すなわち，[0, ℓ+]上でLを境界条件
D+s u(−0) = 0, u(ℓ+) + t+D+s u(ℓ+) = 0
で考える．Lu = αuの解でD+s u(−0) = 0となるのは φ−α（の定数倍）なので，
u1として φ−αを選ぶ．また，右端の境界条件をみたすものは




であるから，グリーン関数は α > 0のとき








ただし，h(α)は u1, u2 のロンスキアンの逆数であり，実は h(α) = h+(α)であ
る．この式は後で使う．
ここでとくに，a = inf{Supp{dm(x)}}（本質的な右端）とおくと，φ−α(a) =
1, ψ−α(a) = aに注意して
(11.1) Gα(a, a) = h(α) − a
を得る．
つぎに，固有値・固有関数について検討しよう．µがGαの固有値ということ
は，µGαu = uをみたす非自明解 u(x)があるということであったが，これは既
に見てきたとおり，u(x)が (α−L)u = µuおよび境界条件をみたすことである．
よって α + λと uがGαの固有値・固有関数であることは
とおくことにする．λ + αがGαの固有値であるということは−Lu = λu かつ
uが両端での境界条件をみたすことである．この固有関数は左端（原点）での境
界条件D+s u(−0) = 0から固有関数は φλ の定数倍でなくてはいけない．このこ
とから，多重度は 1であることがわかる．さらに右端の境界条件から
(11.2) φλ(ℓ+) + t+D
+
s φλ(ℓ+) = 0
も要請される．すなわち，(11.2)をみたす λと φλが微分方程式の境界値問題に
関する固有値・固有関数で，Gαの固有値・固有関数は α + λと φλで与えられ
る．よって，Mercer の定理によれば
0 ≤ λ1 < λ2 < · · · → ∞
が存在して，
















, λ ∈ R
をスペクトル関数という．この関数を用いると (11.3)は Lebesgue-Stieljes 測度
dσ(λ)を用いて





























19(11.4)の等号は，あくまでも dm(x)dm(y)–a.e. なので x = y = 0ではだめ．
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φ−α(ℓ+) + t+D+s φ−α(ℓ+)
(α > 0)
は





(0 ≤ λ1 < λ2 < · · · → ∞, σn > 0)
の形に展開できて，この λnが Lの境界値問題の固有値であり，φλn が固
有関数である．また σn = 1/∥φλn∥2．
さらに，次の展開式がなりたつ．










(g, φλn)φλn(x)σn, dm(x) − a.s.
上記 2式において右辺の級数は一様かつ絶対収束である．
また，Hilbert-Schmidt 展開によれば，{φλn(x)/∥φλn∥} は L2([0, ℓ+], dm)で
















ℓ− = 0, t− = 0, 0 < ℓ+ < ∞, 0 ≤ t+ ≤ ∞
の場合を考える．すなわち，[0, ℓ+]上でLを境界条件
u(0) = 0, u(ℓ+) + t+D
+
s u(ℓ+) = 0
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で考える．このとき，右端の境界条件を満たす解は前節と同じく




であるが，左端の境界条件を満たす解 u2(x)は φ−α(x)ではなく ψ−α(x) に変わ
る．このとき u1, u2のロンスキアンは 1であるから，グリーン関数は α > 0の
とき

















−λu を満たすことと原点での境界条件 u(−0) = 0から，ψλ の定数倍でなくて
はいけなくて，また右端の境界条件から
(12.2) ψλ(ℓ+) + t+D
+
s ψλ(ℓ+) = 0
が要請される．すなわち，(12.2)をみたす λ を {λn}nとすると {λn + α}nがGα





とおくと α > 0のとき





σn, dm(x)dm(y) − a.s.














x = y = a := inf{Supp{dm(x)}}
とおけば良さそうに思えるかもしれないが，問題がある．実際，a > 0のときは
いいが，一番大事な a = 0の場合は ψ(0) = 0であるから20両辺が 0となってし
まい，自明な式しか得られない．
20a > 0のときは aが実質的な左端であり, 0が吸収壁という条件に合わない．
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なる µn ≥ 0, σn > 0, v ≥ 0, b ∈ R が存在して
(12.6) − 1
h+(α)



















は得られる．よって，実は {µn}n = {λn}nかつ 1/∥ψλn∥2 = σn であることがわ
かる．
まとめると，






φ−α(ℓ+) + t+D+s φ−α(ℓ+)
(α > 0)
とおくと，(12.5) をみたす
0 ≤ µ1 < µ2 < · · · → ∞, σn > 0
が存在し，−1/h+(α) は (12.6) の形に展開できて，この µnがLの境界値
問題の固有値で，ψµn が対応する固有関数である．また，σn = 1/∥ψµn∥2．
さらに，このときMercer の展開式

















σn, dm(x) − a.s.
も（少なくとも α > 0の範囲で）成り立つ．
また，{ψλn(x)/∥ψλn∥} は L2([0, ℓ+], dm)で完全正規直交系（C.O.N.S.）をな








|(f, ψµn)|2σn （Parceval 等式）
なお，この節の例としては例 9.1と例 10.1をみよ．
13. Inextensible measure
方程式Lu = αu を境界条件
(13.1) u(ℓ+) + t+D
+
s u(ℓ+) = 0, u(−ℓ−) − t−D+s u(−ℓ−) = 0
で考えているわけであるが，前の 2つの節では，t± ∈ [0,∞]の範囲で考えてき








−∞, (x ≤ −ℓ− − t−)
m(−ℓ−), (−ℓ− − t− ≤ x < −ℓ−)
m(x), (−ℓ− ≤ x < ℓ+)
m(ℓ+), (ℓ+ ≤ x < ℓ+ + t+)
+∞, (ℓ+ + t+ ≤ x)
測度の形でかけば
dmext(x) = 1(−ℓ−,ℓ+)(x)dm(x) + ∞ · δℓ++t+(dx) + ∞ · δ−ℓ−−t−(dx) (x ∈ R).




このようにm(x)を R全体に拡張しておくと，uがLu = −λu の解であれば，
（dmが (ℓ+, ℓ+ + t+)ではmass を持たないことから）uは [ℓ+, ℓ+ + t+]上では線
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形でなくてはならないので，
u(ℓ+ + t+) = u(ℓ+) + t+D
+
s u(ℓ+ + 0)
となる．よって (13.1)は
u(ℓ+ + t+) = 0, u(−ℓ− − t−) = 0
というように ‘ℓ+ + t+tと−ℓ− − t−における吸収壁’の条件としてかける．よっ
て 0 ≤ t± < ∞ のとき，Sturm–Liouvilleの境界条件は吸収壁の場合に帰着され




実は (13.1)をもう少し一般化した境界条件がある．有限区間 [−ℓ−, ℓ+]上で
m(x)が与えられたとき β ≥ 0として
mext(x) =

m(x), (x < ℓ+)
m(ℓ+) + β, (ℓ+ ≤ x < ℓ+ + t+)
+∞, (x ≥ ℓ+ + t+)
−∞, (x < −ℓ−)
を考える．要するに，ℓ+ に β だけ mass を付け加え，ℓ+ + t+ に吸収壁を置
くわけである．このとき −Lu = λu の解で u(ℓ+ + t+) = 0という条件を考
えてみよう．前述のとおり，これは u(ℓ+) + t+D+s u(ℓ+) = 0と同じであるが，
dD+s u(x) = −su(x)dm(x)であるから D+s u(ℓ+) = D+s u(ℓ+ − 0) − βsu(ℓ+) =
D+s u(ℓ+ − 0) + βLu(ℓ+) なので，u(ℓ+ + t+) = 0は ℓ+における条件に書き換え
ると
(13.2) u(ℓ+) + t+D
+
s u(ℓ+ − 0) + γLu(ℓ+) = 0
となる（γ := βt+ である）．実は，確率論的には (13.2)がより一般の境界条件
であり，βは境界での滞留を表すパラメータである21．
このように，有限区間で与えられたmを R全体から [−∞,∞]への写像に拡
張したもの，あるいは dm(x)を inextensible measureという．要するに，





例 13.1. [0, 1]区間で L = d2/dx2を考える．






x ∨ 0 x ≤ 1
+∞ x ≥ 1




−∞ x < 0
x 0 ≤ x < 1
1 1 ≤ x < 2
+∞ 2 ≤ x
14. Gα(x, y)の展開公式（その４）：両側の場合
この節では，有限閉区間 I = [−ℓ−, ℓ+] において t± ∈ [0,∞] の場合を考える．
また，簡単のため原点は dm(x)の Support に入っているものとする（必要なら
座標をシフトすればよい）．
t± ∈ [0,∞] の場合であるから，既に述べた通り，Gαは正値核である．固有値
0 ≤ λ1 < λ2 < · · · → ∞ と固有関数 un(x) があって







, dm(x)dm(y) − a.s.
と展開できる（Mercer の展開式）．この unを φλ, ψλを用いて表すことを考え
る．要するに sin, cosを用いた Fourier 級数展開の一般化である．
本論に入る前に，準備を 1つしておく．(14.1)の収束についての評価式である．























































は反射壁のとき φλn(x)，吸収壁のとき ψλn(x) となったが，今度は

































(i) σ1,1n , σ
2,2
n ≥ 0 であるが，σ1,2n , σ2,1n は非負とは限らない．



























































まず，x ≤ y のとき





















































とやりたいところであるが，この議論は正当化出来ない．実際，x = −0, y = +0
のかわりに x = +0, y = −0で考えると異なる結果が出てくる．その原因は (5.2)
でみたようにGα(x, y)が対角線上で微分可能でないからである．別の見方をす
ると，右辺の級数が収束していないことが背景にある．しかし，α0 > 0として
























































もっとも，（hの定義から）−h/h+ = h/h− − 1であるので，(14.9)は実質的に








































































































t+, t− ∈ [0,∞]という条件を外すと，もはやGα(x, y)は正値核ではないので，
Gα(x, y)自身のMercer展開は期待できない．しかし，Hilbert–Schmidtの展開
（固有関数による Fourier型の展開）の部分は成立する．すなわち，Lu = αu の
自明でない解で左右両方の境界条件
(15.1) u(ℓ+) + t+D
+
s u(ℓ+) = 0, u(−ℓ−) − t−D+s u(−ℓ−) = 0
を満たすものがあればその−αを「（境界値問題の）固有値」といったが，それ
らは高々可算個で，かつ（無限遠点以外に）集積しないことは既に述べた．そ
れらの αを除外した α ∈ Rについて，グリーン関数Gα(x, y)が作れ，これを積
分核とするHilbert–Schmidt 展開が可能であった．
Gαの固有値は既に述べたように，αに依存しない λnを用いて λn + αの形に
なっており，対応する固有関数は un(x) = αnφλn(x) + βnψλn(x) の形をしてい































































つぎに，σj,kn (j, k = 1, 2) の計算方法を考えよう．x ≤ yのとき



















(15.4) Gαf(x) = P (α, x)φ−α(x) + Q(α, x)ψ−α(x)
の形になる．ここで


















Gαf(x)の表現が (15.3)と (15.4)の 2通り出来たので，両者を比べることによ
り，h, h±から λn, σj,kn が以下のように求まる．
以下で記号を簡単にするため，関数 F (α)について
Res(F (α); c) = lim
α→c
(α − c)F (α)
と定義しておく（複素関数 F (z) の cにおける留数の意味である）．
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まず (15.4)から，xを固定する毎に αの関数とみて
Res(Gαf(x);−λn) = Res(P (α, x);−λn)φλn(x) + Res(Q(α, x);−λn)ψλn(x)
であるが，右辺を P,Qの定義を使って計算すると
{Res(h;−λn)(f, φλn) + Res(h/h−;−λn)(f, ψλn)}φλn(x)
−
{




















φλn(x)と ψλn(x) の 1次独立性を考慮すれば次を得る．
(f, φλn)σ
1,1
n + (f, ψλn)σ
2,1
n = Res(h;−λn)(f, φλn) + Res(h/h−;−λn)(f, ψλn)
(f, φλn)σ
1,2
n + (f, ψλn)σ
2,2
n = −Res(h/h+;−λn)(f, φλn)
−Res(h/(h+h−);−λn)(f, ψλn)
さらにここで f が任意であることを考慮すると
σ1,1n = Res(h;−λn), σ2,1n = σ1,2n = Res(h/h−;−λn),
σ2,2n = Res(−h/(h+h−);−λn)










0 = Res(h;−λ), 0 = Res(h/h−;−λ),
0 = Res(−h/(h+h−);−λ)
が得られる．よって，λが固有値でないとき，−λは h, h/h−, h/(h−h+)
のいずれの極でもないことがわかる．
Appendixで証明するが，一般に h, h/h−, h/(h−h+)は


































の表現をもつことが知られているが，ここに現れる λn, σj,kn が求めるものである
ことが分かった．
(14.5), (14.12), (14.11) と多少違うように見えるかもしれないが，我々

















n + (f, φλn)(g, ψλn)σ
1,2
n(15.8)
+ (f, ψλn)(g, φλn)σ
2,1

































































則），すなわち「 ℓ+ = ∞またはm(ℓ+−) = ∞」の場合を考えよう．
このような場合はまず正則区間 [0, b] (0 < b < ℓ+)で展開式を考えて，次に






φ−α(b) + tD+s φ−α(b)





























































よって，(16.1)でとくに x = bとおいてみると









hb,min+ (α) ≤ h
b,t
+ (α) ≤ h
b,max
+ (α) (0 < t < ∞)




















から，非正則（s(ℓ+) = ∞またはm(λ+ − 0) = ∞）の仮定を考慮すると
(D+s φ−α)(x)φ−α(x) → ∞ (x ↑ ℓ+)
が成り立つ．よって (16.2)の右辺は 0に収束する．
以上から，特異境界のとき
(16.3) h+(α) := lim
x↑ℓ+
hb,t+ (α) (α > 0)

























(16.4) h+(α) ≤ hb,max+ (α) (0 < ∀b < ℓ+)
さて，[0, b]でのグリーン関数は x ≤ yのとき
Gbα(x, y) = G
b










であった．ここで b ↑ ℓ+とするとGbα(x, y)の極限Gα(x, y) は x, y対称で，次で
与えられる．











h(α)u1(x)u2(y) (y ≤ x)
h(α)u2(x)u1(y) (y < x)
ただし，ここで
u1(x) = φ−α(x) −
1
h+(α)
ψ−α(x), u2(x) = φ−α(x)
であるが，
u1(x), u2(x)はLu = αu, u(0) = 1の解であり，
u1(x)は非負非増加関数，
u2(x)はD+s u(−0) = 0なる非負非減少関数である．









(α − L)u(x) = f(x), D+s u(−0) = 0, u(x) : bounded
と同値（第 5節参照）．
つぎにこのグリーン関数Gbα(x, y)のMercer式の展開を考えよう．






の展開が可能であったから，b ↑ ℓ+とすると既に述べたとおり，hb+(α) → h+(α)










σbn, λ ∈ R
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を用いて






の表現ができた（σbnという表記は σnの b乗と紛らわしいので σ
(b)
n とでもかくべ











a∗ = aである）．αb(λ)は階段関数であるが，その極限である α(λ)は必ずしも
そうではないを強調しておく．また，(16.3)は
(16.8) σb+(λ) → σ+(λ) (b ↑ ℓ+)
が σ+(·)の連続点で成り立つことも意味する（Appendix参照）．グリーン関数
とその展開についても同様であることをみていこう：(16.6)の両辺で b ↑ ℓ+とす
ると (16.8)により次をえる．


































































から hb(α) ≤ hb0,max(α)が b ≥ b0でなりたつ．よって，xが与えられ
たとき x < b0なる b0を固定しておき
Gbα(x, x) = h
b(α)φ−α(x)2 − φ−α(x)ψ−α(x)
と組み合わせると，b ≥ b0のとき


































































dσ+(λ) dm(x)dm(y) − a.e.






(1) g(x) = Gαf(x)の形にかける g(x)はどのような関数かといえば，
[0, ℓ+) でコンパクト台をもち Lgが存在し，D+s g(−0) = 0であればよ
い．実際，このとき f(x) = (α − L)g(x)とおけば g(x) = Gαf(x)．
(2) (11.6)で x = a := inf{Supp(dm)}を代入してみると，






となるので，実は a∗ = aであることがわかる．
Hilbert-Schmidt 展開によれば，{φλn(x)/∥φλn∥} は L2([0, b], dm)で完全正規直


































|(f, φλ)|2dσb(λ) = 0
通常の sin, cosによる Fourier変換の場合を思い起こして欲しいのであ
るが，実はすべての L2関数について (16.15)を示す必要はなく，十分
たくさんの f について成り立てばよい．よって f として，Lが定義さ
れ，かつD+s f(−0) = 0をみたし，[0, ℓ+)内にコンパクト台をもつもの
に限ることにする．このとき













































ゆえに x → ∞として
h(α) = Cναν
Stieltjes 逆変換をすれば次をえる．
σ(λ) = const · λν+1





















前節で片側の場合（I = [0, ℓ+)）を扱ったが，両側の場合もほぼ同様である．


















で定義する．グリーン関数Ga,bs (x, y) (x, y ∈ [a, b])は x ≤ yのとき





































σi,jn,a,b (i, j = 1, 2)
とおくと

























f(x)ψλ(x)dm(x) (λ ∈ R)
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こうすると，(17.1) は a ↓ −ℓ−, b ↑ ℓ+ のとき
(17.6) Gα(x, y) = Gα(y, x) := h(α)u1(x)u2(y) (x ≥ y)
に収束する．ここに






































































































































































序で述べたとおり，Gα(x, y)は推移確率密度 p(t, x, y)のLaplace変換であった
ので，上記の展開式の逆変換を考えると次をえる：













とくに x = y = 0とおくとよく知られた次の公式を得る．
p(t, 0, 0) =
∫ ∞
0
e−tλ dσ1,1(λ) (t > 0)
例 17.1. L = d2/dx2 を−∞ < x < ∞で考える．すでに例 5.1で扱ったとおり，


























































第 1の式から σ1,1(λ) = (1/π)
√


















































































































































cos(λx) cos(λy) + sin(λx) sin(λy)
α + λ2
dλ (α > 0).
Laplace逆変換をとると






2t{cos(λx) cos(λy) + sin(λx) sin(λy)}dλ (t > 0).
なお，被積分関数内の三角関数の積を和に直すと
cos(λx) cos(λy) + sin(λx) sin(λy) = cos λ(x − y).
18. 一般展開定理
(−ℓ−, ℓ+)の片側あるいは両側が特異境界としよう．便宜上，両側特異の場合
だけをかく．[a, b] ⊂ (−ℓ−, ℓ+)なる区間を考えると，この区間では第 15節の








φ−α(ℓ+) + t+D+s φ−α(ℓ+)
等を用いて計算できた．そして，前節では ta, tb ∈ [0,∞]であれば
(18.1) h+(α) := lim
b↑ℓ+
hb,tb+ (α), h−(α) := lim
a↓−ℓ−
ha,ta− (α) (α > 0)
が ta, tbの選び方に依らない極限をもち，よってスペクトル関数の収束がいえた．
しかし，そこでは ta, tbが非負という条件が効いて，スペクトルが非負の側しか
ないという事情がある．よって，条件 ta, tb ∈ [0,∞]を外すと状況が変わる．以
下ではその場合の扱いを考えてみよう．ただし概説にとどめ細部には深入りし
ないことにする．（確率論的には t± ≥ 0の場合が重要なので．）
ta, tbが非負という条件を外すとスペクトルが負の側にも出てくるので，スペ
クトルの収束を (18.1)のような hb,tb+ (α)の収束に帰着することができない．なぜ
なら t± ∈ [0,∞]のとき hb,tb+ (α)等は α > 0の範囲で意味をもったが，t± < 0の
ときはそうではないので (18.1)は一般には意味がなく，スペクトル関数の収束
を考えるには，(8.5)でかいたように，αを複素数 z まで拡げて













点はすべて実軸上にあった．よって z 7→ Hb+(t+; z)は {z ∈ C; Im(z) > 0}で正則
となり），（上半平面を上半平面に写すので）次の表現をもつ．
(18.3)
Hb+(t; z) = a









dσb,t(λ), ab,t ∈ R, vb,t ≥ 0












Cz0(b) := {Hb+(t; z0); t ∈ (−∞,∞]}










円 {Hb(t; z0); t ∈ R}は b ↑ ℓ+のとき内部に縮小していく．その極
限は円になる場合と，1点になる場合がある．
極限円・極限点の問題は次節で議論することにして，以下で必要なことはい
ずれの場合も（z0を固定したとき）{Hb(t; z0); t ∈ R} は b ↑ ℓ+のとき有界にと
どまるということである．
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ここでとくに z0 = iとすると
Im Hb+(t; i)
は上記のとおり b, tについて一様有界であるから次のことがわかる（Appendix
参照）．与えられた bn ↑ ℓ+と tn ∈ Rについて，適当に部分列を選べば，ある
Nevanlinna 関数


















, v(b) ≥ 0




















とおくと，対応するスペクトル測度は dσj,k(λ)の連続点 s < tで



























; ξc := −D/C
であり，半径は
(18.5) r =





鏡像’すなわち ‘円の中心’に移される．よって中心は ξc := −C/Dの像
である上記のwc である．また，半径 rは，円の中心wcと円上の任意の
一点（例えば z = 0の像 A/C）との距離であるから
r =
∣∣∣∣BC − ADDC − DC − AC
∣∣∣∣ = ∣∣∣∣BC − ADDC − DC
∣∣∣∣
となり (18.5)が得られる．
さて，b ∈ (0, ℓ+)と虚数 z (Im(z) > 0) をそれぞれ固定して，一次分数変換











φz(b) + tD+s φz(b)
; t ∈ R
}
の半径 r = r(z, b)は (18.5)より
r =











よって，φz ∈ L2([0, ℓ+), dm) であれば b ↑ ℓ+ のとき r → c (> 0) となり極限
円である．また φz /∈ L2([0, ℓ+), dm) のとき r → 0となり，極限点となる．まと
めると；
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系 18.1. Im(z) > 0とする．極限円になるための必要十分条件は




さて，上では b ↑ ℓ+のとき円の半径は小さくなっていくことを示したが，じつ
は内部に縮んでいくことの証明にはもう少し議論が必要である．そのためには，
円の内部，外部の特徴付けが必要であるから，それをみていこう．(18.6)の対応
では，実軸が上記の円 Cb(z)の円周に移るので，上半平面C+ = {ξ; Im(ξ) > 0}
はこの円の内部全体か外部全部のどちらかに対応するはずであるが，次にしめ
すとおり，Im(z) > 0のとき内部の方に対応する．言い換えると，
wが円の内部にあるための必要十分条件はw = Hb(ξ; z)としたと
き Im(ξ) > 0．
定理 18.1. Im(z) > 0なる zを固定する．
ξ ↔ w = Hb(ξ; z)
の対応で実軸は上記の円周に，上半平面 C+ = {ξ; Im(ξ) > 0} は円の内部に対
応する．
また，w ∈ Cが円の内部にある必要十分条件は∫ b
0




w ∈ Cが円周上にある必要十分条件は∫ b
0











w = Hb(ξ; z)
の対応において Im(ξ) > 0であることを前半で示した．よって Im(ξ)を計算して
みよう．まず ξをwで表すと
ξ = − wφz(b) − ψz(b)
wD+s φz(b) − D+s ψz(b)
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であるから，この ξ について Im(ξ) > 0を示せばよい．そのために fw(x) =
wφz(x) − ψz(x)とおくと




















































φz(b) + tD+s φz(b)
, Ha−(t; z) := −
ψz(a) − tD+s ψz(a)
φz(a) − tD+s φz(a)
とおくと，t, bについて適当に部分列を選べば b ↑ ℓ+, a ↓ −ℓ−のときこれ
らを収束させることが出来る．収束先をH+(z), H−(z)とすると，これら





系 18.2. Im(z) > 0なる zを固定する．
(1) Lu = −zuの非自明解で u ∈ L2([0, ℓ+); dm)なるものが少なくとも 1つ存
在する．
(2) 極限円（φz ∈ L2)の場合は， Lu = −zuの解はすべて L2([0, ℓ+); dm) に
属す．
(3) 極限点（φz /∈ L2)の場合は， Lu = −zuの非自明解で L2([0, ℓ+); dm) に
属すものは定数倍を除いてただ 1つである．
証明. (1) Cb(z)の b → ℓ+の極限（円または点）の中から 1点 w0を選べば，す
べてのCb(z) の中にあるから，任意の 0 < b < ℓ+について∫ b
0








てとくに φz ∈ L2となり，極限点という仮定に反する． ¤
19. Weylによる境界の分類：極限円と極限点
この節ではつぎのことを証明する．
定理 19.1. L2 = L2([0, ℓ+); dm)において次の 4条件は互いに同値．
(1) φλ0 ∈ L2 (∃λ0 ∈ C\R)
(2) φλ0 , ψλ0 ∈ L2 (∃λ0 ∈ C)
(3) φλ, ψλ ∈ L2 (∀λ ∈ C)
(4) φ0, ψ0 ∈ L2
よって前節の極限円・極限点の定義は z ∈ C\Rによらないことになる．また，
(4)では φ0(x) = 1, ψ0(x) = s(x) − s(0)であるから，つぎのことがわかる．





















注意 19.1. (1) s(ℓ+) < ∞の場合は極限点だけである．なぜなら極限円のとき
はm(ℓ+) < ∞が必要条件であるから，もし s(ℓ+) < ∞ も成り立てば正則境界
になってしまう．
(2) よって極限円型の場合は必然的に s(ℓ+) = ∞ かつm(ℓ+) < ∞である．確率
論的には s(ℓ+) = ∞は再帰的であることを意味し，m(ℓ+) < ∞ は正再帰的であ
ることを意味する．また，極限円の場合は∫ ℓ+
0
(s(x) − s(0))dm(x) < ∞
であるから流入境界である．しかし，流入境界は極限円とは限らないので，極
限円型の境界は「正則に近い流入境界」といえる．
例 19.1. 第 6節で扱った ρ-次元 Bessel 過程の右境界∞を考える．dm(x) =
2xρ−1dxであるから ρ ≥ 0のときm(∞) = ∞である．よって先の注意によれば
極限点型の特異境界である．ρ < 0のときも s(x)2 = const · x4−2ρを dmで積分
してみると発散するのでやはり極限点．





















よって (19.3)と (19.4)の λnの係数を比較して
(19.5) −Lun(x) = λ0un(x) + un−1(x) (n ≥ 1)
また，初期値は φλ(0) = 1, D+s φλ(0) = 0により
un(0) = D
+
s un(−0) = 0 (n ≥ 1)
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と定まる．ここで補題 5.3を使うと





K(x, y)un−1(y) dm(y) (n ≥ 1)
と具体的に定まる．なお，定義から
u0(x) = φλ0(x)
































|φλ0(x)ψλ0(y)|2 + |φλ0(y)ψλ0(x)|2 dm(y)
≤ 2{∥ψλ0∥2 · ∥φλ0∥2 + ∥φλ0∥2 · ∥ψλ0∥2} = 4∥ψλ0∥2 · ∥φλ0∥2
であるから ∥ψλ0∥, ∥φλ0∥ < ∞の仮定から
















































n−1 (n ≥ 2)
なお，P (ℓ+) < ∞であったことに注意（(19.7)参照）．























していれば s > s0でも収束している．例えば f が有界であれば s > 0の範囲で
考えることができる．なお，s を複素数まで拡張して考えることもある．そのと







を考えることもあり，そのときは両側 Laplace 変換という．Laplace 変換からも
との f(x) は（殆ど到るところの意味で）一意に定まる23．
つぎに [0,∞)上の非負単調非減少な右連続関数 σ(x) について σ(−0) = 0と












が成り立つので，関数の Laplace変換の話しに帰着され，g(s) から σ(x)は一意
に定まる．












を dσ(x) の Stieltjes 変換という．これは容易にわかるように，上記 Laplace-
Stieltjes 変換 g(s) の更なる Laplace 変換になっている．よって Stieltjes 変換
h(s) から g(s) が定まり，従って σ(x) も一意に定まる．
20.2. Stieltjes 変換の連続性. Stieltjes 変換に非負定数を加えた形の関数全体
H1 =
{









を考える．このとき（[0,∞)をコンパクト化した） [0,∞]上の有限測度 τ(dx) =
dσ(x)/(1 + x) + aδ∞(dx) を用いると24


















となり，τ(dλ) の total mass が h(1)であることがわかる．よって，hn ∈ H1 の
とき，supn hn(1) < ∞ であれば {τn(dλ)}nは弱位相に関して相対コンパクトと
23Fourier 変換の一意性に帰着できる．



















hn(s) (s > 0)
が存在するとき h ∈ H1であり，したがって











の表現をもつ．さらにこのとき τn(dλ)は τ(dλ)に弱収束し，従ってσn(λ) → σ(λ)
が σの連続点で成り立つ．
逆に，τn(dλ)が τ(dλ) に弱収束するならば hn(s)は h(s)に各点収束する．
[注意]　 an → a は一般には不成立．正しくは
a ≥ lim sup
n→∞
an












等号が成り立たない例としては an = 0, τn(dλ) = δn(dλ)がある26．こ
のとき τ(dλ) = δ∞(dx) なので an = 0にもかかわらず a = 1 となる．
定理 20.2. h ∈ H1 のとき h∗(s) := 1/(sh(s)) ∈ H1.
（h∗ を h の dual という．(h∗)∗ = h となる．）
Proof. 初等的に証明しよう．前定理により，次の形の場合に示せば十分である
（一般の場合は σ(λ)を階段関数で近似すればよい）．





, a ≥ 0, σj > 0, 0 ≤ λ1 < · · · < λn.
このとき h(s)は有理関数であり，零点は負の側にしかなく，微分してみればわ
かるが，その重複度は 1である．よって，h∗(s) は部分分数に分解すると





, 0 ≤ λ∗1 < · · · < λ∗m
25有限測度の列が弱位相で収束するとは，任意の有界連続関数についてその積分が収束する
ことである．
26δn(dλ)は点 nにおける unit mass.
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の形である．P (s)は多項式であるが，a = 0のときは sh(s) →
∑
j σj(s → ∞)




た a > 0のときは sh(s) → ∞(s → ∞) により P (s) = 0であることがわかる．
いずれにしても P (s)は非負定数である．したがって，残るは σ∗j > 0の証明だ
けである．実際に微分してみれば分かるように，(sh(s))′ > 0 が特異点以外で成
り立つので h∗(s)′ < 0．したがって，h∗(s)は（特異点以外で）単調減少でなく
てはならないが，それには σ∗j > 0でなければならない． ¤
系 20.1. h1, h2 ∈ H1 のとき h3 を 1/h3 = 1/h1 + 1/h2 で定義すると，h3 ∈ H1.











3 ∈ H1．よって h3 = (h∗3)∗ ∈
H1． ¤














































































ただし，c ∈ Rは定数であり，また a∗は以前のままであるから a∗ ≥ 0である．
上記をまとめると
定理 20.3. 　 h ∈ H1 のとき，−1/h(s) は (20.3)をみたす dσ•(λ) と a∗ ≥ 0,
c ∈ R をもちいて (20.4)の表現をもつ．
なお，とくに h ∈ H1 が




















































このことを念頭に，(20.7)の仮定のもとに a ∈ R, v ≥ 0 について









dσ(λ), a ∈ R, v ≥ 0
の形の関数を考えると，これは複素上半平面で正則な関数である．











であるから，「Im z > 0 であれば Im H(z) ≥ 0 」という性質をもつ．逆に，こよ
うな性質をもつ複素上半平面で正則な関数は上記の表現をもつことが知られて
いて，Nevanlinna 関数，あるいはHerglotz 関数とよばれる．
前節の h ∈ H1は














定理 20.4. Nevanlinna 関数













Hn(z) (Im(z) > 0)
が存在するときH(z)はふたたびNevanlinna 関数である．よって









dσ(λ), a ∈ R, v ≥ 0
とおけるが，このとき σn(λ2) − σn(λ1) → σ(λ2) − σ(λ1) が σの連続点 λ1 < λ2
で成り立つ．
Proof. (20.9)により












束するという仮定から {τn(dλ)}は total mass が有界であるから弱位相について
相対コンパクトである．この τn(dλ) を用いて Hnを書き直すと




























H(z) = a∞ +
∫
R∪{∞}
1 + λ
λ − z
τ∞(dλ)
がわかる．また，極限の一意性を考慮すれば，上記は実は部分列の選び方に依
らないことがわかる．あとは読者に任せる． ¤
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