We consider set-valued mappings defined on a linear normed space with convex n Ž . closed images in ‫ޒ‬ . Our aim is to construct selections that are Hadamard directionally differentiable using some approximation of the multifunction. The constructions assume the existence of a cone approximation given by a certain ''derivative'' of the mapping. The first one makes use of the properties of Steiner points. A notion of generalized Steiner points is introduced. The second construction defines a continuous selection that passes through given points of the graph of the multifunction and is Hadamard directionally differentiable at those points, with derivatives belonging to the corresponding ''derivatives'' of the multifunction. Both constructions lead to a directionally differentiable Castaing representation of a multifunction possessing appropriate differentiability properties. The results are applied to obtain statements about the asymptotic behavior of measurable selections of random sets via the delta method. ᮊ 1998 Academic Press
INTRODUCTION
Ž . Analysis of the behavior of set-valued mappings multifunctions gives rise to a natural question: Can we find selections of the mapping under consideration that inherit its regularity properties?
Let F : X i ‫ޒ‬ n be a multifunction acting from a linear normed space n n Ž . Ž . X to ‫ޒ‬ . A mapping f : X ª ‫ޒ‬ is a selection of F if f x g F x for all x g X.
By the axiom of choice, such a mapping exists whenever F has nonempty images. One is usually interested in finding a selection with some addi-tional properties, like measurability, continuity, differentiability, etc., motivated by the specifics of the particular investigation.
This paper is devoted to the question of how differentiability properties of a multifunction are inherited by its selections.
One of the most celebrated results on the existence of continuous w x selections is the theorem of Michael 24 that establishes the existence of a continuous selection for a lower semicontinuous mapping with closed w x convex images defined in a paracompact space. In 15 , Deutsch and Kenderov provide a topological characterization of those mappings that admit continuous -approximate selection. The existence of Lipschitz-conw x w x tinuous selections has been shown in 6 and in 16 . Fundamental results w x on the existence of measurable selections are contained in 11, 12, 22 . An overview of the basic facts about how selections inherit measurability, w x Lipschitz-continuity, etc., is given in 7 . The reader can find that there is also a presentation of some special selections and their properties, which are widely studied in the literature.
The stronger the regularity required for the selection, the more difficult it is to construct. The requirement of differentiability is motivated by the natural attempt to relate some differentiability properties of a set-valued mapping to the differentiability of a selection, as well as by the so-called delta method.
Several concepts of differentiability of set-valued mappings have been developed in the literature. Some pioneering geometrical concepts are w x presented in 7 , which correspond to looking at a certain tangent cone to the graph of the multifunction. The contingent cone and the Clarke-tanw x gent cone are considered in 4᎐7 , and an intermediate type of tangent w x w x cone was first treated in 37 and 17, 18 . A stronger differentiability notion, called protodifferentiability, has been introduced by Rockafellar w x w x 28 and related to interesting phenomena in optimization in 26᎐28 . Another attractive concept of differentiability of multifunctions is semidifw x ferentiability. This concept goes back to Penot 25 and corresponds to the w x concept of the tangential approximation due to Shapiro 32, 33 . Semidifferentiability plays an important role in the delta method, which provides information about the asymptotic behavior of stochastic processes. In particular, mappings containing optimal solutions of stochastic programs are of this kind.
Our intention is to establish relations between the directional differentiability and semidifferentiability of a set-valued mapping and the existence Ž . of Hadamard-directionally differentiable selections. To this end, we extend the notion of the Steiner center in two directions. A generalized Steiner center is defined with respect to an arbitrary probability measure having smooth density. A Steiner center is also introduced for a class of unbounded sets and other results on the existence of Lipschitz-continuous selections are obtained. w x The existence of a differentiable selection has been treated in 16, 19 . Gautier and Morchadi consider the Steiner selection and its properties in w x w x 19 . In 16 , Dommisch establishes two results on the topic. A kind of Steiner selection as well as a construction exploiting the existence of a smooth partition of unity in ‫ޒ‬ n is considered there, to prove the existence of a smooth selection under certain conditions.
Steiner selections as well as selections implicitly using the partition of unity will be considered in this paper. Both constructions preserve measurability and lead to a Castaing representation with differentiability properties of the measurable multifunction. It has nontrivial consequences for the convergence in distribution of selections of random sets. This problem Ž w x . is widely studied in the literature see 1, 2 and the references therein . Here we only recall that the distribution of a random set does not determine the distributions of its selections.
Our results have a specific application in stochastic programming. Moreover, it is also possible to prove some of the presented results for mappings valued in infinite dimensional spaces. These topics exceed the scope of this paper and will be investigated elsewhere.
DIFFERENTIABILITY OF MULTIFUNCTIONS
Throughout this paper we will consider set-valued mappings F: X i ‫ޒ‬ n defined on a linear normed space X and having values in ‫ޒ‬ n . A general Ž . assumption is that F has nonempty images, i.e., F x / л for all x g X. We denote the graph of F by graph F. The following notions of differentiability of set-valued mappings will be used. Ž .
exists for all h g X, in the sense of Kuratowski᎐Painleve.
0 w x Various differentiability concepts are compared in 8, 28 . It has been established that if a mapping is directionally differentiable or protodifferentiable and pseudo-Lipschitzian, then it is also semidifferentiable. We do not provide more information about protodifferentiability because it will be not essential for our paper. Semidifferentiability has the advantage of generating a derivative that forms a continuous multifunction with respect Ž w x. Ž . Ž . to the direction see 8 , i.e., lim DF x, y; h s DF x, y; h where h ª h n n the limit is taken with respect to the Kuratowski᎐Painleve convergence. All derivatives above build some cone approximation of the graph of the multifunction. Continuous tangential approximations of set-valued mappings are also w x w x considered in 32, 33 . It has been shown in 8 that such tangential approximations, if they exist, coincide with the semiderivatives.
STEINER SELECTIONS

A Steiner Center for Asymptotically Affine Sets
In this section we introduce the notions of an asymptotically affine set and of a generalized Steiner center for such a set.
Let C : ‫ޒ‬ n be a closed convex set. We consider the representation of C as the Minkowski sum of its recession cone and a convex hull of a set Ž . possessing extreme points. Recall that the recession cone K C and the Ž . linearity subspace L C are defined by
Ž . Furthermore, we denote by T C the complement subspace of L C and by C the set of extreme points of C. It is a well-known fact from convex Ž . analysis that the set C [ C l T C possesses extreme points, i.e., C / T T л , and the set C can be represented as follows:
Ž .
TŽ
. where co C denotes the convex hull of C .
T T D EFINITION 3.1. We call a closed convex set C : ‫ޒ‬ n asymptoticallŷ affine if the corresponding set C is bounded.
T
Ž .
We denote the set co C by C . It is evident then that C is a compact 
Let the Lebesgue measure of the unit ball ‫ނ‬ in ‫ޒ‬ n be denoted by V V , and Ž its surface area computed with the n-dimensional spherical Lebesgue . measure by S S , i.e.,
Given a compact convex set C : ‫ޒ‬ n , the Steiner Ž . center s C is defined in the following way:
where ⌺ denotes the unit sphere in ‫ޒ‬ n , is the Lebesgue measure on ⌺, Ž . and и, C is the support function of C. Recall that the support function Ž .
n n Ž . и,C : ‫ޒ‬ ª‫ޒ‬ of a closed convex set C : ‫ޒ‬ is defined by p, C s ² : sup p, y .
This point was first introduced by Steiner 36 in 1840 for a C -convex plane curve as the barycenter of the curvature measure. A definition using w x normalized isometry-invariant measure was introduced by Shepard 35 . Changing the measure in the formula above could lead to obtaining points w x that do not belong to the set C. .. port function and m Ѩ p, C for the norm-minimal element in it. The Steiner center can be expressed equivalently as follows: 
3. The mapping C ¬ s C defined for all nonempty convex compact sets is Hausdorff᎐Lipschitz:
The best value for the Lipschitz constant L has been proved see 30 to be the inverse of the Wallis integral, i.e., We shall show the above properties for the generalized Steiner points. Ž . Let ٌf x denote the gradient of f calculated at x. THEOREM 3.6. For any con¨ex compact set C and probability measure Ž . ␣ g M M with a density и , the following holds: nonempty asymptotically affine sets has the following Lipschitz property:
It is continuously differentiable, and we Ž . Ž . may apply the Stokes formula to the product и, C и . We obtain p p, C p dp s p, C ٌ p q ٌ p, C p dp.
Ž . We recall also that и, C satisfies the inequalities
and it converges pointwise to и, C . Therefore, lim p p, C p dp s p p, C p dp .
On the other hand, it is shown in 7 that ٌ p, C g C and converges to Ž Ž .. Ž . m Ѩ p, C . Thus, having in mind that the maps ٌ и, C are measurable 5 5 and bounded by sup y , the following holds:
lim ٌ p, C p dp s m Ѩ p, C p dp.
Ž . We pass to the limit ª 0 in 4 and use the equality p dp s V V␣ dp . This implies the equivalent representation of the generalized Steiner point.
For each a g ‫ޒ‬ n one has
␣ dp F a, C ␣ dp
Ž . The latter inequality proves that St C g C. Using the equivalent repre-␣ Ž . sentation by formula 3 , the last statement of the theorem is a consequence of the definitions, the Lipschitz behavior of the support function, and the relation S S s nV V .
Note that for A being an asymptotically affine set, it holds that Ž . St A g A : A. Property 2, that is, the affine character of the mapping over, we suppose that, given a multifunction F: X i ‫ޒ‬ , its values F x are nonempty asymptotically affine sets for all x g X. We will call a multifunction F with the property that graph F : graph F a subfunction s s of F. Let us consider the subfunction F defined by
Ž . Ž . Ž .
s S
Ž . F is well defined by the uniqueness of the representation 1 .
, is said to be a Steiner selection of F.
If, in addition, F is a locally Lipschitzian mapping, i.e., for any x g X there exist a constant L and a neighborhood U of x such that
then the Steiner selection is locally Lipschitzian. Results about the exisw x tence of Lipschitz-continuous selections are given in 6, 7, 16 , including Ž . the case of F x being unbounded sets. An interesting result on the existence of a Lipschitz-continuous selection through any given point of w x the graph of the multifunction is contained in 16 .
The example below shows that none of the requirements for the results Ž . y1 Ž . cited above are satisfied, i.e., int F x s л for all x g X, F y is closed n Ž Ž . Ž .. for all y g ‫ޒ‬ , and d F x , F x s ϱ for all x / x . But the corre- 
Directional Differentiability of the Steiner Selection
Ž . In this section we give sufficient conditions for the Hadamard-directional differentiability of the Steiner selection. Our basic assumption throughout the whole section is that the multifunction F: X i ‫ޒ‬ n under consideration has nonempty polyhedral values. First, we prove two statements that will be applied in the proof of the main result, but might be interesting in their own right. LEMMA 3.9. Suppose that F: X i ‫ޒ‬ n is pseudo-Lipschitzian around Ž . some point x, y g graph F with a constant L and semidifferentiable at that Ž . point. Then the semideri¨ati¨e at x, y is a Lipschitzian multifunction of the direction with the same Lipschitz constant.
Here Pr y, A denotes the metric projection of n n n n yonto A. The following estimation holds for n large enough:
be compact-¨alued and locally upper Lipschitzian at x, i.e., there exists a constant L and a neighborhood U of x such that
Ž . Proof. We consider the tangent cone T y of F x at the point y.
Ž Ž . . Recall that T y slim t F x yy , where the limit is understood
By the previous lemma, we have
Ž . 
. imply our assertion for p, DF x, y; h : 
Proof. Given a direction h and p g ⌺, we consider sequences t x0
The following estimation holds for t small enough due to the assumptions and the properties of the support function: 
where C s C l ‫.ނ‬ Keeping in mind that f and g express the support functions of images n of the mapping F, it is clear that we can choose large enough such that Ž . ␣ s for all indices n large enough. Moreover, let be chosen such Ž . Ž . that F x , F x q t h : ‫ނ‬ for n large enough. By the choice of , it s s n n holds thatd
Furthermore, by the Lipschitz-behavior of the sets and the support function, we have
w x Recall that the constant , determined in 3 , is given bŷ
Ž . Ž .
H n n n n Ž . Given an ) 0, the point y g x , and thus there exist points y g n k Ž .
where o t rt ª 0, while t x0. By polyhedrality we may set s 0, i.e.,
The latter inequality implies
Since z was an arbitrary element of the semiderivative, we get the estimation The notion of semidifferentiability and upper Lipschitz-continuity have a local character, so that the question of a ''local version'' of the theorem above is of interest. Moreover, to verify these properties for particular mappings might be a difficult task. A similar question also arises if F has s empty images at some points. Such a local version is contained in the next corollary, the proof of which follows from the proof of the previous theorem. Proof. The proof is the same as that for Theorem 3.11. We have to take into account that directional differentiability, together with w x Lipschitz-continuity, implies semidifferentiability 28 . In the case of the upper Lipschitz-continuity, we follow the same line of argument considering all limits for a fixed direction h. w x It has been shown in 19 that the Steiner selection is differentiable if Ž . F x are nonempty compact convex sets and F has an affine approxima-Ž . tion A such that A x are nonempty compact convex sets as well. The semiderivatives or the directional derivatives build a cone-approximation of F, and it cannot be expected that some of them form an affine approximation. Moreover, these derivatives are always unbounded in the Ž . case where F x is not a singleton. Directional and semiderivatives are Ž approximations, often used in the literature for different purposes cf. w x . 7, 8, 13, 28, 33 , etc. .
EXISTENCE OF DIRECTIONALLY DIFFERENTIABLE SELECTIONS VIA METRIC PROJECTIONS
Ž . Ž . We call a multifunction F continuous if F x
ª F x for any x g X. n x ªx n Recall that F is continuous in this sense if and only if it is lower Ž w x. semicontinuous and has a closed graph cf. 9 . 
w x
Proof. The assertion has been proved in 8 for the case where X is a finite-dimensional space. The proof is valid also for linear normed spaces and is omitted here. Ž . Ž . Ž .
Both terms converge to zero while x ª x, and we get the continuity of f. . We denote further the set U s X _ D U and define
The definition is nonambiguous, since U l U s л for i / j, i, j g I by i ĵ Ž . Ž . the assumption i . The mapping F и is lower semicontinuous, since is F too, and it has closed convex images. Applying the Michael selection Ž . Ž . theorem, we obtain a continuous selection f of
The first term converges to 0 by the definition of the semiderivative, and Ž . the second term by the continuity of z и . Therefore, f has the desired i property.
A comparison between the two approaches might be interesting. An advantage of the last construction is that the assumptions imposed on the set-valued mapping are milder than those required in Theorem 3.11. The disadvantages are the implicit character of the construction: there is no formula for computing the value of the selection and its directional derivative; the constructed selection is directionally differentiable only at selected points; and the differentiability property cannot be globalized. However, this result has nontrivial consequences applied to the delta method for measurable selections. The existence of continuously differentiable selection has also been shown under the assumption that the graph of F has a smooth boundary.
MEASURABILITY, CASTAING REPRESENTATION, AND DELTA THEOREMS
Let the linear normed space X be equipped with a -algebra A A. The Ž . Borel -algebra will be denoted by B B X . We use the following definition Ž w x. of measurability see also 7, 9 :
Ž . Ž w x. measurable, and f x g F x almost surely. It is known see 22 that a closed-valued measurable multifunction in a Polish target space admits a measurable selection. Furthermore, for a multifunction F with nonempty Ž n . closed values in a Polish target space in our case this is ‫ޒ‬ , we can Ä 4 choose a countable family of measurable selections f that pointwise fills n up the values of the multifunction:
Such a countable family is called a Castaing representation for the multifunction. Moreover, the existence of such a representation characterizes measurability. Our aim is to construct Castaing representations of a multifunction F: X i ‫ޒ‬ n with additional regularity properties, namely directional differentiability. This is of interest when dealing with the delta method. Delta theorems are concerned with the asymptotic distribution of functions of random elements: 
Ž .
n n as random closed sets in ‫ޒ‬ n or, equi¨alently,
n n as stochastic processes on ‫ޒ‬ n .
Here semidifferentiability almost surely means that the convergence of the differential quotients hold for all directions, except for a set of -measure 0.
Some natural question arise: What is the behavior of the measurable selections of F if F satisfies the central limit formula above? Do these selections satisfy a similar central limit formula? Does the delta theorem Ž . for single-valued mappings Theorem 5.2 apply to them?
A general answer to these questions is not known. The main results of this section will contribute to the investigations of this matter. 
Ž .H
p dp Ž .
‫ނ‬
Consider the Steiner point y with respect to the measure with density . We have by construction ² : ² : a, y s a,m Ѩ p, C p dp F ␥ p dp s ␥. 
We consider the set of functions C s f g C ‫,ނ‬ ‫ޒ‬ : 
Ž .< such that sup y y y F ␦r2. Taking the Steiner point with respect ␦ to the measure ␣ with this density, we obtain 
is constructed in such a way that
for k large enough. Using this, the pseudo-Lipschitz behavior of F, and the Lipschitz behavior of the metric projection, we obtain
Ž . k i
Since D can be chosen to be arbitrarily small, the right-hand side in the last inequality will become smaller than ␦ if the constants L are k i bounded for points close enough to the given point x. This is true, since the constants L were taken to be the smallest Lipschitz constants Let us mention some of the results published on the topic of convergence in the distribution of measurable selections of multifunctions. Interw x esting results are given in 1 by Artstein, where the set of distributions of measurable selections of random sets has been studied from a slightly different point of view. The primal object there is a given distribution on some compact subset of a complete separable metric space. Artstein considers which distributions on the space are induced by selections of w x random sets with the given probability distribution. In 2 ''almost'' Castaing representations are considered. Comparable results are given by w x w x w x King 20 and Lachout 23 . In Theorem 4.3 in 20 , a generalized central limit formula for all measurable selections is established under the as-Ž . sumption that the multifunction is upper Lipschitzian, F x s y, and Ž . DF x, y; h is single-valued almost everywhere. As noticed in the same paper, under these conditions F is not far from being single-valued in a w x small neighborhood of x. Another relevant result is contained in 23 . A multifunction acting between two infinite-dimensional spaces is considered Ž . Ž . there. The values F x are supposed to be compact, and F x s y to be a singleton. The statement is that the measurable selections f of F do not satisfy the central limit formula themselves, but there are subsequences for which the formula holds.
Summarizing, we can say that we do not have a result stating a central limit formula for all selections of the multifunction, but we are able to construct a Castaing representation with this property under relatively general assumptions. Keeping in mind the literature mentioned above, it is clear that statements of this kind should be possible for all measurable selections under very restrictive assumptions only.
The nontrivial examples of set-valued mappings our results refer to are solution set mappings of stochastic programs subjected to perturbations. In w x particular, stability investigations presented in 14 identify conditions for the directional and semidifferentiability of the solution set mapping of two-stage stochastic programs with random right-hand sides by general convex perturbations. An application of the results presented in this paper would contribute to the asymptotic analysis of two-stage stochastic programs. This subject will be dealt with in a separate paper.
