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ABSTRACT
Researchers have been working on fundamental phoneme decoding since the
1920s. There are two dierent approaches to this, the rst being automatic
speech recognition (ASR). Even though many state-of-the-art analysis meth-
ods, such as LPC, STFT, and MFCC, have been used in speech recognition,
the performance of ASR has reached a plateau and the speech decoding
problem remains unresolved.
Recently, the Human Speech Recognition group (HSR) of the University of
Illinois conducted research aimed at improving our understanding of human
speech recognition (HSR). Based on the Articulation Index theory, they rst
developed a tool named the AI-gram which can display the audible compo-
nents of speech sounds. Using this tool, they discovered that a small set of
speech features in the AI-gram which they named primary cues can account
for the speech sound identication. And they proposed a method which they
called the three-dimensional deep search (3DDS), to extract those primary
cues.
However, speech masking, especially forward masking, should be consid-
ered and modeled when we extract the primary cues. In this thesis, we
propose a forward masking model and integrate it into the AI-gram. The
forward masking model consists of an RC feedback loop, a comparison op-
erator and a delay. For every speech input, our model will multiply it with
a frequency dependent gain map which represents the current status of the
cochlea outer hair cells (OHC) to obtain the output. This gain map modies
the AI-gram according to the forward masking model.
We conduct two simulations to verify the model. In the rst simulation,
we modify speech sounds according the forward masking model at SNR=12
dB. In the second experiment, we modify the f103 /tA/ at SNR= 15, 6, 0, -3
dB. What we observe in these simulations is that, while onsets are preserved,
a large amount of energy in the AI-gram is removed. We then listen and
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compare the original and modied speech sounds. The result shows that
there are only subtle dierences in quality of the modied sounds. The
obvious conclusion is that the forward masking model is doing a good job
at removing the masked speech features. One might logically conclude from
these simulations that the FM model is removing redundancy in the AI-gram
that is naturally masked by the cochlea.
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CHAPTER 1
INTRODUCTION
We argue that speech is the most important means of human communication.
Understanding exactly how the human auditory system decodes the speech
signal has attracted a great deal of attention over the decades. A great
revolution will be made once we reverse-engineer how the auditory system
decodes the speech signal. However, even after more than 100 years of work,
relatively little progress has been made. The fundamental problem is how to
decode phonemes in the presence of noise (Allen, 2005a).
By analyzing the speech waves, researchers have tried to nd key features
in the time-frequency domain to represent the speech signal, in order to do
speech recognition (Li et al., 2010; Singh and Allen, 2012). For example,
the simplest feature used in automatic speech recognition (ASR) is the zero-
crossing rate, which is widely used to detect whether a speech signal is voiced
or unvoiced. A speech sound with a high zero-crossing rate is classed as an un-
voiced sound, or noise, while a speech sound with a low zero-crossing rate will
be classed as a voiced sound. It is also common to model the vocal tract as an
all pole lter and represent the speech signal by the coecients of this lter.
This method is known as linear predictive coding (LPC) (Atal and Hanauer,
1971). LPC is widely used in automatic speech recognition when compar-
ing two speech frames. Besides LPC, another method to analyze speech is
the short-time Fourier transform (STFT), a Fourier-related transformation
which can provide the frequency and phase content of local segments of a
signal. Mel-Frequency Cepstrum Coecients (MFCC) is another common
tool used to characterize the speech spectrum, which is based on the human
auditory system, especially cochlear processing. MFCCs are derived from
cepstral representation of the speech signal. The frequency bands of MFCC
are log spaced according to the cochlear map function known as \Greenwood
function," which approximates the human auditory system's response more
closely than the linearly-spaced frequency bands of the STFT. This cochlear
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frequency warping proved to be a better representation of the perception of
sounds.
While these methods (e.g. LPC, STFT, MFCC) are widely used in many
applications of automatic speech recognition, little is known about how hu-
mans actually decode phonemes (Allen, 2005a). Recently, researchers in the
Human Speech Recognition (HSR) group, University of Illinois at Urbana-
Champaign (UIUC), conducted a series of studies on acoustic features (Phatak
et al., 2008; Phatak and Allen, 2007). They invented an improved spec-
trogram called the Articulation Index Gram (AI-gram) based on the Ar-
ticulation Index (AI) model which displays the audible part of the speech
signal (Allen, 1994). By removing dierent time-frequency elements in the
AI-gram and measuring the phoneme error rate, they found which time-
frequency elements are essential, without which humans cannot correctly i-
dentify consonant-vowels (CV). These key features in the AI-gram are known
as primary speech cues. Moreover, they also discovered that another type of
time-frequency speech feature can aect the result of perception, which they
named the conicting cues. When a primary cue exists, the consonant-vowels
can be correctly identied with strong conicting cues. When the primary
cue is masked, a conicting cue can change the perception result of a CV.
Studies and experiments demonstrate that a small set of perceptual features
well represent the consonant-vowels and can be reliable features for human
speech recognition.
Li et al. (2010) invented an eective way to manually extract the consonant
key features (perceptual cues). However, it is not easy to automatically detect
and extract perceptual features. This is due to the fact that the AI-gram is
imperfect. It encodes irrelevant but correlated acoustic cues, which cannot
be heard by the auditory system. This is because the AI-gram does not
model and implement auditory masking.
It is generally accepted that auditory masking can be classied as neural
masking, which is caused by internal neural noise, and dynamic masking,
which is caused by the cochlea, associated with cochlear gain changes in
outer-hair-cell (OHC) (Allen, 2001; Delgutte, 1980). The rst type of dy-
namic masking is simultaneous masking, in which the signal and masker are
presented to the ear at the same time. The Upward Spread of Masking (US-
M) eect and the Neural-two-Tone-Suppression (Neural-2TS) are the same
phenomena of dynamic simultaneous masking, observed on the basilar mem-
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brane (BM) and the auditory nerve, respectively (Sen and Allen, 2006).
The second type of dynamic masking is non-simultaneous masking, which
may be subdivided into backward masking (pre-stimulus masker) and forward
masking (post-stimulus masker). Forward masking (FM) occurs when the
signal is masked by a post-masker, while in backward masking the signal is
masked by a pre-masker. The main mechanism of forward masking is due to
cochlear outer hair cell dynamics, an active area of research.
Many researchers have tried to model forward masking by the adapta-
tion model and temporal integration model (Sen and Allen, 2006; Duifhuis,
1973; Dau et al., 1996a,b; Penner, 1980; Penner and Shirin, 1980; Munson,
1947; Meddis and O'Mard, 2005). Adaptation in the auditory nerve has been
proposed as a candidate cause for forward masking because auditory nerve
adaptation is similar to psychophysical forward masking in many aspects
(Allen, 2008). For instance, the growth of adaptation with increasing stim-
ulus level is nonlinear, just as the growth of forward masking is nonlinear.
But, what is the source of auditory nerve adaptation? Is this due to the
synaptic, or cochlea (i.e. OHC)? The temporal integration model assumes
that forward masking is due to a continuation of neural physical oset of the
masker; i.e., it assumes that the masking is synaptic (Meddis and O'Mard,
2005). In the forward masking model used here, it is assumed that it is the
dynamics of the OHC and basilar membrane that accounts for both simulta-
neous and forward masking. This argument was rst published in detail by
Sen and Allen (2006). The essence of this approach has been captured in a
signal processing model. Presented here for the rst time, its foundation is
based on the models of Sen and Allen (2006) and Allen et al. (2009).
This thesis mainly deals with forward masking and its application in speech
recognition. Forward masking is a well-documented phenomenon, occurring,
for instance, when we create a signal with two time-distinct pulses and listen
to what is heard. If the two pulses are close enough in time, the listener
will not hear the second pulse (Wegel and Lane, 1924). The approach pre-
sented here is to model forward masking and modify the AI-gram to remove
components which are masked by the auditory system. After removing the
redundancy in the AI-gram, it should be easier to automatically detect and
extract the relevant perceptual cues.
Here we propose an adaptation model of forward masking and study whether
our model of forward masking changes the cue identication. We assume
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that it should not. When the signal-to-noise ratio (SNR) is xed to 12 dB,
with the vowel xed to //, the forward masking eect attenuates acous-
tic components within the plosive, fricatives and nasals, by up to 20 dB.
We compare the original speech waves and model masked speech waves and
show that most of the two speech sounds are nearly identical. Then we x
the consonant-vowels and test our model SNR at 15, 6, 0, -3 dB, and show
that the model masked speech waves remain recognizable. Our experiment
results show that our forward masking model is robust and removes irrele-
vant components in the AI-gram. Our results show that forward masking
does not change the identication of the speech sound.
While this forward masking model needs a psychological and physical basis,
it is useful in speech signal processing. By introducing this forward masking
operation into the AI-gram, we can remove the irrelevant speech features,
thus reduce the computational complexity.
This thesis is organized as follows: In Chapter 2, we introduce the neces-
sary background and knowledge. In Chapter 3, we will introduce our forward
masking model and the steps to estimate and verify parameters. Chapter 4
describes two experiments on consonant-vowel masking.
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CHAPTER 2
BACKGROUND
Our forward masking model mainly involves the Articulation Index model
(AI model) (Allen, 1996) and the short-time Fourier transformation (STFT)
(Allen, 1977). In the rst part of this chapter, we will introduce the back-
ground, namely the AI model and the AI-gram. Also, we introduce a software
called Beren, developed by the Human Speech Recognition (HSR) group.
Beren can display and manipulate the audible part of the AI-gram via the
STFT. In the second part of this chapter, we will describe the essential con-
tribution of the AI-gram and Beren, namely the manipulation of perceptual
cues and the method of their extraction. Finally, we will describe dynamic
masking, in the form of forward masking.
2.1 Articulation Index Model and Beren
2.1.1 Articulation Index Model and Articulation Index Gram
The basic method discussed here is based on the Articulation Index (AI)
Model and Articulation Index gram (AI-gram) which are developed based
on the work of Harvey Fletcher during 1916-1921. The rst few speech stud-
ies were done by Rayleigh (Rayleigh, 1908) and Western Electric's George
Campbell (Campbell, 1910). George Campbell rst developed the probabilis-
tic model of speech perception and the confusion matrix method. In 1921
Fletcher discovered that he could relate the product of band errors to the
total error by breaking the speech into bands. Today this method is known
as the Articulation Index (AI) method (Allen, 1994).
Recent research results in the Human Speech Recognition group (UIUC)
(Allen, 2005b) are based on the Articulation Index method. Following Fletch-
er, two complimentary lters are used, a high-pass and low-pass lter, having
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Figure 2.1: Verication of the AI theory. Speech sounds are high and
low-pass ltered to cuto fc. The phone error score eL(fc) and eH(fc) are
plotted on a log-error scale. The ordinate is the probability of error Pe(fc)
on a log scale. The abscissa is the position along the cochlea X
corresponding to cuto frequency fc. The dashed line is the product of
eL(fc) and eH(fc). The result shows the product of the high and low-bands
obeys a simple version of Eq. 2.1 having only two bands. (Allen et al., 2009)
the same cuto frequency fc. By changing the cuto frequency, the average
speech phone error can be determined for each lter. The result is shown in
Fig. 2.1. The ordinate is the probability of error Pe(fc) on a log scale. The
abscissa is the position X along the cochlea, corresponding to cuto frequen-
cy fc. The result is based on Fletcher's 1921 method. Fletcher demonstrated
that the product of the low and high band errors is a constant. That is
etotal = eL(fc)  eH(fc) = constant. In Fig. 2.1, the dashed line along the
bottom is the product of eL(fc) and eH(fc). This dashed line shows that the
total average product error is 21%  small uctuations. The statistical bias
 is labeled B, as shaded in green. More generally, Fletcher found that
the log-errors eL(fc, SNR) and eH(fc, SNR) are linear on a cochlea place
scale X(fc) (Allen, 2005a). The total error was then generalized to 20 bands,
representing one millimeter of spacing along the basilar membrane; namely,
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the total error is
etotal = e1e2:::e20; (2.1)
where ek is the error contributing to the speech score of the kth cochlear
band. This relationship is the core assumption behind the articulation index
method (Allen, 1994, 1996, 2005b; Phatak and Allen, 2007).
Following the work of French and Steinberg (1947), Phatak and Allen
(2007) showed that the percentage of correct recognition can be modeled as
Pc(AI) = 1  etotal (2.2)
etotal = echancee
AI
min; (2.3)
where AI is the articulation index, emin is the recognition error at AI=1 and
echance is error of chance performance. Taking the log at both sides gives
log etotal = log echance + AI log emin: (2.4)
Thus the log-error is a linear function of the AI.
The AI is a parameter based on the SNRs in K = 20 articulation band-
s. Fletcher described the articulation bands as contributing equally to the
recognition of context-free speech sounds, namely
AI =
X
k
AIk (2.5)
ek = e
AIk
0 : (2.6)
Based on the formulation by French and Steinberg (1947), Allen (2005b)
rened the AI formula to be
AI =
1
K
KX
k=1
1
30
min(10 log10(1 + r
2
ksnr
2
k); 30); (2.7)
where snrk is the SNR of the kth articulation band in linear units and k is
the index of articulation bands. Factor rk accounts for the peak to the root
mean square (RMS) detection threshold, which may be dierent for dierent
articulation bands (Phatak and Allen, 2007).
Researchers in the Human Speech Recognition group, University of Illinois
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at Urbana-Champaign, created a computational model of speech reception,
called the AI-gram (Lobdell, 2009; Regnier and Allen, 2008), by integrating
Fletcher's Articulation Index (AI) model of speech intelligibility (Fletcher
and Galt, 1950; French and Steinberg, 1947; Kryter, 1962; Allen, 1994) and
a simple Fletcher based linear auditory model lter-bank. The AI-gram
provides an initial estimation of the SNR as a function of time and frequency
components in the central auditory system.
2.1.2 Beren
The Articulation Index gram (AI-gram) is a time and frequency gram, similar
to a spectrogram. The AI-gram is dierent from a spectrogram in three
aspects. First, the AI-gram is based on the articulation index model. The
AI-gram uses a cochlear lter bank while a spectrogram uses xed-bandwidth
lters. The bandwidths are given by Fletcher critical bands. Second, the
AI-gram is normalized to the noise oor in critical bands. This imitates a
cochlear spectrum, which dynamically adapts to the noise oor due to outer
hair cell nonlinear processing. Last, the intensity scale of the AI-gram is
proportional to the SNR of each critical band on a dB scale. This is related
to the partial loudness within a critical band.
The Human Speech Recognition group (UIUC) developed a software named
Beren to generate AI-grams for any speech signal. Figure 2.2 is an exam-
ple AI-gram generated by Beren. The abscissa is time on a linear scale.
The ordinate is frequency on a nonlinear scale (according to cochlear criti-
cal bands). Given a speech sound in noise, the AI-gram provides an initial
estimation of the audibility, as dened by the critical band SNR, of various
time-frequency components in the central auditory system. The AI-gram
can help researchers describe how the auditory system decodes the speech
signal. Beren allows one to manipulate the AI-gram, and then reconstruct
the modied speech, using the STFT (Allen, 1977).
Beren mimics the process of how the auditory system decodes the speech
waveform. We can choose a certain speech waveform by xing the exper-
iment, the speaker, the consonant and the vowel. Then Beren passes this
speech wave to a lter bank, which consists of 200 band-pass lters, to get
the ltered speech. This operation is similar to taking the STFT (Allen,
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Figure 2.2: Shown here is the AI-gram of the Linguistic Data Consortium
(LDC) \Sf101ba.wav." \f101" indicates the index of female speaker 101
where \ba" is the utterance. This AI-gram displays the acoustic features of
time-frequency components. In general terms, the AI-gram is a
time-frequency signal-to-noise ratio map, with the SNR normalized to the
noise oor. Each band is segmented according to cochlear critical bands
(Regnier and Allen, 2008).
1977) except the lters vary in bandwidth.
We denote the speech signal as x[n] where n represents the time index.
Then, the original signal x[n] is divided into N point overlapping frames:
x[m;n] = w[n]s[mN=4  n]; (2.8)
where w[n] is a window function. Here the overlap is 3N=4. In Beren, the
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window function is a Kaiser window. Its corresponding STFT is:
X(m; k) =
NX
n=1
x[m;n]e 2jkn=N ; (2.9)
where the index m determines the segment of the speech wave to be ana-
lyzed. Then the same STFT process is repeated on the noise. The resulting
STFT coecients X(m; k) make up a two-dimensional complex signal ma-
trix, indexed in time m and frequency k. The user can choose an SNR when
displaying the corresponding AI-gram. Beren computes the SNR for each
channel (in dB) and normalizes it between zero and one relative to noise
oor (Eq. 2.7). Zero means the signal is below or equal to the noise, while
one is the max SNR of 30 dB allowed by the AI (Allen, 1996; French and
Steinberg, 1947). Then Beren displays this normalized AI-gram.
Moreover, we can modify the speech wave by putting a masker on the AI-
gram. We denote the masker as M [m; k] where m is the time index and k is
the frequency index. The masker species the linear gain or attenuation with-
in the region. Specically, M [m; k] = 0 is feature removal, 0 < M [m; k] < 1
corresponds to an attenuation, M [m; k] > 1 is an enhancement. We mul-
tiply X[m; k] by M [m; k] to obtain the modied AI-gram (complex STFT)
Y [m; k]:
Y [m; k] = X[m; k]M [m; k]: (2.10)
Then, we compute the inverse short-time Fourier transform (ISTFT) to ob-
tain the modied speech wave (Allen, 1977):
y[m;n] =
1
N
X
k
Y [m; k]e2jkn=N : (2.11)
By overlap add analysis (OLA), a new speech signal can be made:
y[n] =
0X
m= M0
y[mN=4; n]: (2.12)
In short, Beren is a software which uses STFT to show the audible component
of the speech waveform as an AI-gram and uses ISTFT to modify the speech
waveform by modifying the AI-gram.
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2.2 Phoneme Perception and Perceptual Cue
2.2.1 Perceptual Cue
One major goal of speech signal processing is to extract the speech perceptu-
al cue to understand how the auditory system decodes the speech waveform.
The fundamental problem of speech decoding is the phoneme decoding prob-
lem. If we can solve the phoneme decoding problem, we will fundamentally
change the eectiveness of human-machine interactions. Robust phoneme
decoding will improve the performance of applications, including speech cod-
ing, speech recognition in noise, hearing aids as well as language learning.
After decades of study, many state-of-the-art speech processing techniques,
such as noise reduction in automatic speech recognition (ASR), have reached
a plateau in performance (Lippmann, 1997). Comparing the experiment
results of state-of-the-art ASR algorithm with those of the Human Speech
Recognition (HSR) method, the performance of the ASR algorithm is far
below that of HSR. The phoneme classication accuracy is below 81% in
quiet, while that of HSR method is better than 98% (Allen, 1996; Singh and
Allen, 2012; Lippmann, 1997). Researchers believe that if we can nd how
speech is decoded in the auditory system, we can improve the performance
of the ASR algorithm. To understand how speech information is represented
in the human auditory system, some basic research is needed.
Starting in 1952, Cooper et al. (1952) and Delattre et al. (1955) used speech
synthesis to study speech perception. They built a machine called the pattern
playback that generated articial speech from hand-painted spectrograms to
conduct a series of perceptual experiments. The speech signal generated by
those machines was of low quality, hardly even intelligible. Today it seems
unwise to draw conclusions based on such data.
Researchers in Human Speech Recognition group created the AI-gram to
study how a natural speech signal is decoded by the auditory system. With
the help of AI-gram, they found that many speech features were not informa-
tion bearing. By conducting a detailed series of experiments, they discovered
the specic time and frequency elements in the AI-gram that play the key
role in phoneme recognition (Li et al., 2010, 2012). The rst type of time
and frequency speech feature is called the primary cue, which is critical to
the correctly recognize a phoneme. The second type of time and frequency
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speech feature is named the conicting cue. A conicting cue cannot inu-
ence the recognition in normal hearing listeners when the intensity of the
primary cue is strong. But if we remove the primary cue, with the help of
Beren, the modied sound will not be heard as the original sound. Figures
2.3 and 2.4 show examples of primary cues and conict cues for plosives and
fricatives, respectively. Our ultimate goal is to automatically extract and
enhance the perceptual cues while removing the conict cues. The impact
of such modication has been precisely demonstrated by Kapoor and Allen
(2012).
Figure 2.3: Primary and conicting cues for plosive utterances in the
Linguistic Data Consortium (LDC), at 12-dB SNR in white noise. The
speaker is female talker 103. The red rectangular region delineates the
perceptual cue and the blue ellipses delineate the conicting cues. Both
cues were identied by the Three-Dimensional Deep Search (3DDS) method
(Li and Allen, 2011).
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Figure 2.4: Primary and conicting cues for fricatives utterance in the
Linguistic Data Consortium (LDC), at 12 dB SNR in white noise. The
speaker is female talker 103, except /fA/ by female talker 101. The red
rectangular region delineates the primary cue while the blue ellipses
delineate the conicting cues. Both cues were identied by the
Three-Dimensional Deep Search (3DDS) method (Li and Allen, 2011).
2.2.2 Three-Dimensional Deep Search
Allen and Li (2009) and the Human Speech Recognition group (UIUC), devel-
oped a systematic psychoacoustic method they called the Three-Dimensional
13
Deep Search (3DDS) method (Li et al., 2010) to identify information-bearing
time and frequency elements in the AI-gram. The core intuition behind the
3DDS method is that by removing various parts of a speech wave, and then
by estimating the importance of the removed components, researchers can
identify the primary and conicting cues.
In general terms, the 3DDS method consists of three dierent types of
experiments: 1) speech sounds are truncated in time, to detect the onset
and oset of perceptual cue; 2) speech sounds are high-pass and low-pass
ltered in frequency, to determine the low boundary and high boundary in
frequency domain; 3) speech sounds are masked with white noise to determine
the intensity threshold. The modied speech sounds are then presented to
20 normal listeners at random SNR, and for a random utterance (Allen and
Li, 2009; Li et al., 2010). By observing the recognition score, one can then
determine the corresponding time, frequency and intensity interval for each
speech token. Once the primary cue is removed, through time-truncating,
ltering and masking, the recognition score of human listeners drops abruptly
(Singh and Allen, 2012). The information from the three experiments was
then combined to create a unied estimation of each perceptual cue. This
approach has been proved successful when applied to initial consonant-vowel
(CV) sounds for both plosives (Li et al., 2010) and fricatives (Li et al., 2012).
Figure 2.5 shows how 3DDS works for sound f105 /tA/. In the time di-
mension, we combine the top left Pc(t) and bottom left AI-gram to extract
the time boundary of the perceptual feature. Observing that the recognition
score drops abruptly at about 7 cs, the onset of the perceptual cue can be
determined as 7 cs. Combining the bottom left and bottom right, we can
conclude that the boundary in the frequency domain should be 5.4 and 3.9
kHz because of the decreasing rate of the blue curve (high-pass lter) and
increasing rate of the red curve (low-pass lter). When the masking noise
is strong enough to mask the boxed region, the perception of /t/ is lost. A
summary of perceptual cues is given in Fig. 2.6 and Fig. 2.7.
Li and Allen (2011) also discovered that the conicting cue causes the
consonant confusion when the primary is masked by noise. Even though
the primary and conicting cues are typically just a small time-frequency
region in the AI-gram, speech perception is critically dependent on these
small regions of energy. Li and Allen (2011) showed that the robustness
(intelligibility) of consonants in noise is determined by the relative intensity
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Figure 2.5: Several examples of extracting perceptual feature by 3DDS
method. The top left of each gure is the recognition score at dierent
times, abscissa is time, ordinate is percentage of correctly recognized. The
top right of each gure is recognition score at dierent SNR, abscissa is
SNR, ordinate is percentage of correctly recognized. The bottom left is
AI-gram. The bottom right is recognition score at dierent cuto
frequency, abscissa is percentage of correctly recognized, ordinate is
frequency. Blue curve is for high-pass lter, red curve is for low-pass lter.
(Allen et al., 2009)
of the perceptual and conicting cues (Li et al., 2010; Regnier and Allen,
2008). Kapoor and Allen (2012) went on to show that by modifying primary
speech cues, the performance of human speech recognition can be enhanced.
Li and Allen (2011) showed that by manipulating the perceptual cue, the
quality of speech sound can be improved.
While very useful, the AI-gram is imperfect because it contains no forward
masking, no upward-spread of masking, and no neural masking components
(Allen et al., 2009). Much work remains to be done on nonlinear cochlear
models to incorporate these eects.
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Figure 2.6: Illustration of the primary cues for plosives. Each of the six sets
corresponds to a specic consonant. For example, in the upper left, we see
the perceptual cue region for /t/ which is 3 to 8 kHz of the blue region.
Along the left (blue region) are unvoiced plosives /t/, /k/ and /p/ while
along the right (red region) are voiced plosives /d/, /g/ and /b/. (Li et al.,
2010)
2.3 Nonlinear Cochlear Signal Processing and Masking
In this thesis we will model and implement forward masking and integrate it
into Beren, to reduce the redundancy in AI-gram, thus reducing the cost of
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Figure 2.7: Illustration of the primary cues for fricatives. Each rectier
corresponds to a specic consonant. For example, the red rectier at the
top corresponds to consonant /s/. And it shows that the perceptual cue for
/s/ is 4 to 8 kHz in frequency and has a 120 ms duration from the onset of
the speech wave. (Li et al., 2012)
detecting masked acoustic cues.
2.3.1 Upward Spread Masking
Auditory masking is critical to understand how the auditory system decodes
a speech signal. There are many classes of masking, and two major classes are
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easily dened. The rst class of masking, denoted as neural masking, is due to
internal neural noise and will not be discussed in the thesis (refer to Delgutte
(1980)). The second class of masking, denoted as dynamic masking, is strictly
due to cochlear nonlinearity and is associated with cochlear gain changes due
to OHC. Many researchers believe that dynamic masking comes from the
nonlinear mechanical action of cochlear OHC signal processing. Dynamic
masking can have two forms, simultaneous masking and nonsimultaneous
masking, also known as forward masking. It may be underappreciated that
nonlinear OHC processing is largely responsible for forward masking, which
results in very large eects over long time scales. For example, OHC eects
(forward masking, upward spread of masking, two tone suppression) can be
as large as 60 dB, with 200 ms return to base line of noise ow (Duifhuis,
1973; Delgutte, 1980). Forward masking and nonlinear OHC signal onset
enhancement are important to the detection and identication of perceptual
features of a speech signal.
To understand auditory masking, it is necessary to study the function
of the cochlea. Researchers have been working on trying to understand how
speech signals are processed in the cochlea for decades. It is generally accept-
ed that the two main roles of the cochlea are to separate the input acoustic
signal into overlapping frequency bands, and to compress the large acous-
tic intensity range into the much smaller mechanical and electrical dynamic
range of the inner hair cell. Compared to the low bandwidth of neural chan-
nels, the auditory stimulus has a relatively high information rate. The ear
must cope with this compression problem by converting the stimulus to a
large number of low bandwidth signals. This is a basic issue of signal, noise
and information processing by the ear. Generally, the role of the cochlea is to
convert sound at the eardrum into 30,000 neural pulse patterns in the human
auditory nerve. After being ltered by the cochlea, a low-level pure tone has
a narrow spread of excitation which excites the cilia of about 40 contiguous
inner hair cells (Allen, 1996; Allen and Neely, 1992). The inner hair cell
excitation signal is narrow-band with a center frequency that depends on the
inner hair cell's location along the basilar membrane.
Simultaneous masking includes the upward spread of masking (USM) ef-
fect, or in neural processing parlance, two-tone suppression (2TS) which is
assumed to be intimately related to cochlear frequency selectivity, sensitivity,
and dynamic range compression. Upward spread of masking is a nonlinear
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Figure 2.8: Detection thresholds of probe having a center frequency given
by the abscissa, at three dierent masker intensities Im = 40; 60; 80
dB-SPL. It is clearly shown that the increment of detection threshold is at
the same rate for the probe of center frequency below the masker (e.g. the
0.1 kHz). For the probe tones that have frequencies greater than the
masker frequency (e.g. The 1, 2 and 3 kHz probes), the level increment
required to keep the probe at its threshold of perception is greater than a
proportional increase in the level of the masker. (Sen and Allen, 2006)
phenomenon when two signals, with dierent center frequencies, are near
each other on the basilar membrane (BM) at the same time. Under certain
conditions, one signal may not be heard below a certain threshold, compared
with the intensity of the other one. The masked signal is denoted as the
probe while the other one is denoted as the masker (Wegel and Lane, 1924;
Sen and Allen, 2006). Figure 2.8 shows the eect of upward spread masking,
where a 400 Hz masker \tone" is presented at a certain level and the corre-
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Figure 2.9: Quantitative upward spread masking. The gure clearly shows
that the probes need to be increased at a higher than proportional rate of
the masker. The probes are at 1, 2, 3 and 4 kHz. The dashed line shows
the maximum slope of 3 kHz probe to be about 2.4 dB/dB, meaning that
every 1 dB increase in masker level will require the probe to be increased by
2.4 dB to keep it at the threshold of perception. (Sen and Allen, 2006)
sponding level of a second \probe" at its threshold of perception is recorded.
Figure 2.8 shows that as the level of the masker increases, the corresponding
threshold level of a higher frequency probe tone needs to be increased more
than the proportional increase in the masker level. When the probe is at a
lower frequency than the masker, there is no such phenomenon. Researchers,
such as Wegel and Lane (1924), have studied this eect by a series experi-
ments and the result is shown in Fig. 2.9, which shows the relation between
intensity growth of masker Im and growth of probe at threshold I

p (Im; fp).
The result shows that as the level of the masker increases beyond 60-70 dB
SPL, the higher frequency probes need to be increased by as much as 2.4 dB
for every 1 dB increase in the masker. Sen and Allen (2006) show that the
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upward spread masking and two-tone suppression are the same phenomenon
but measured under dierent conditions. Neural-2TS is the eect where the
neural discharge rate of a characteristic frequency auditory nerve ber is
observed to decrease during the presence of a suppressing tone of dierent
frequency (Abbas and Sachs, 1976; Fastl and Zwicker, 2007). Allen and Sen
built a micro-mechanical cochlear model to connect these two phenomena
(Sen and Allen, 2006). Though simultaneous masking is important to ex-
tract the perceptual feature in the AI-gram, we will not discuss it further in
this thesis.
2.3.2 Forward Masking
Forward masking is one type of nonsimultaneous masking. When two tones
come close in time, the detection threshold of the later signal is elevated by
an initial masker. Even though forward masking has been a topic of intense
study over the years, the mechanisms underlying forward masking remain
poorly understood, and even controversial.
Figure 2.10: Analysis of forward masking data by Duifhuis (1973). The
lines represent a time constant of =75 ms which results in decay 60 dB in
200 ms. Each line corresponds to dierent level of masker. This indicates
how forward masking is decaying linearly in decibels.
Researchers have been working to understand forward masking since the
1940s. In 1973, Duifhuis summarized the data when the masker is a wide or
narrow band impulse (Duifhuis, 1973).
Duifhuis has shown that peripheral frequency selectivity plays a core role
in producing forward masking under the constraint of a wide band masker.
Duifhuis argued that the nite response times of the auditory lters is re-
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sponsible for nonsimultaneous masking. Due to the nite bandwidth of the
cochlear lters, even when the acoustic stimuli do not overlap in frequency,
the responses to the masker impulse and narrow band signal may physically
overlap in the auditory periphery. Duifhuis also studied the decay pattern of
forward masking. From the data, Duifhuis showed that the forward masking
has an exponential decay pattern, which decays by 60 dB within 200 ms.
Figure 2.10 shows his analysis of forward masking data. These two gures
show that forward masking decays linearly in dB scale, with decay rate at
about 60 dB/200 ms. The reason why forward masking decays linearly in
decibel scale is unknown. However, Sewell (1984) showed the neural response
in a tuning curve changes proportionally with the voltage in the outer hair
cell, at the rate of 1 dB/mV. If the cochlea is excited with a strong signal,
the voltage of the membrane will decay proportionally to e t= , where  is
a parameter determined by the outer hair cell resistance/capacitance (RC)
circuit. Therefore, the voltage will decay linearly on a dB scale. As we men-
tioned in Fig. 2.9, the one dB increment of neural gain in a critical band
will require 2.4 dB increment in probe to be detected. The neural gain will
decay proportionally to e t= as the voltage in hair cell decays proportionally
to e t= , as shown by Sewell (1984). This will result in the probe intensity,
to be detected, decaying proportionally to e t= , which is linear in dB scale.
This can be a good explanation of why forward masking decays linearly in
dB scale. Sen and Allen (2006) proposed that the 2.4 dB/dB comes due the
mechanical mechanisms of cochlear transduction.
In general terms, modeling of forward masking can be divided into two
types. The rst type is inner hair cell (IHC) adaptation model. Researchers
(Smith, 1979) believe that IHC adaptation can be proposed as a candidate
cause for forward masking. Certainly, IHC adaptation is similar to psy-
chophysical forward masking in many aspects. For instance, the growth of
adaptation with increasing stimulus level is nonlinear, just as the growth of
forward masking is nonlinear, with signal threshold increasing only slowly as
a function of masker level (Jesteadt et al., 1982; Moore and Glasberg, 1983;
Shannon, 1990). These similarities have led many researchers to try to mod-
el or explain forward masking by an IHC mechanism (Meddis and O'Mard,
2005).
The second type of modeling is the temporal integration model. Some
researchers (Plomp, 1964; Penner, 1975; Zwicker, 1984; Moore et al., 1988;
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Oxenham and Moore, 1994) believe that forward masking is due to a con-
tinuation of the neural physical oset of the masker. Dau et al. (1996a,b)
model forward masking as a cascade of nonlinear feedback loops to produce
an eect similar to adaptation. Moore et al. (1988) build a linear temporal
integrator with a square-law nonlinearity model of forward masking. Moore
squares the stimuli after peripheral ltering and then passes them through
a linear temporal integrator to produce an eect similar to masking by a
masker. However, one serious limitation of these models is that they have no
physical basis.
Recent studies suggest that the nonlinear cochlea may be responsible for
forward masking. This assumption is supported by observing the response of
the basilar membrane to various signals. Rhode (1971), Sellick et al. (1982)
and Ruggero et al. (1997) nd that the response of the basilar membrane
to tones at characteristic frequency is linear at low levels (e.g. less than
40 dB SPL), but becomes nonlinear at higher levels. Plack and Oxenham
(1998) build a model with a basilar-membrane-like compressive nonlinearity,
followed by a linear sliding temporal integrator. Their predictive data sup-
port the idea that the nonlinear response of the basilar membrane should be
responsible for the nonlinearity of forward masking.
There are many unresolved problems in modeling forward masking, such as
the eect of signal duration and the interval between the masker and signal.
Our work in this thesis is to build a forward masking model, in the spirit of
Dau et al. (1996b,a), by adding an attenuating feedback loop, to produce an
eect similar to forward masking. The model is based on our knowledge of
nonlinear cochlear signal processing. Generally speaking, our model can be
classied as an adaptation model. However, it is argued that the source of
the NL eect is in the cochlear mechanism and the time constant is that of
the OHC (Sen and Allen, 2006). The details of our model are discussed in
Chapter 3.
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CHAPTER 3
IMPLEMENTATION OF FORWARD
MASKING
Even though forward masking has been studied for decades, its exact mech-
anism is unknown. Researchers have tried to model forward masking in two
ways: adaptation models and temporal integration models. Regardless of the
physical mechanism, it is clear that forward masking is important in speech
perception, as it can modify perception. In this chapter, we propose a for-
ward masking model aimed at removing the unheard (i.e. masked) portion
of the AI-gram.
To make a more accurate AI-gram, we must consider simultaneous mask-
ing, i.e., the upward spread masking, and non-simultaneous masking, i.e.,
forward masking. The upward spread of masking will initialize the cochlea
and the forward masking decays back to this unmasked state. However,
this thesis will focus not on the upward spread masking, but on the forward
masking component.
3.1 Our Forward Masking Model
In this section, we describe a model of forward masking and show how to
integrate it into the AI-gram.
Figure 3.1 is our model circuit. We denote the input as S(t) = s(t)+n(t),
where s(t) is the speech signal and n(t) is the noise. The input signal S(t) rst
passes through a band-pass lter bank, the bandwidth of which is determined
by the cochlear critical bands. The lter bank used in this paper is 200 band-
pass lters with frequency from 0.1 to 7.4 kHz. Next, the ltered signal is
processed separately for each band and we denote the output of channel k
as Sk(t). Then Sk(t) is multiplied by a cochlea gain function mk(t), which
denes the attenuation of the outer hair cell, resulting in the output Ok(t)
for this channel. We compute mk(t) by the following steps: First, the output
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Figure 3.1: Our forward masking model. The input signal S(t) rst passes
through a band-pass lter bank. Then the ltered signal Sk(t) is multiplied
by a gain function mk(t), which indicates the current status of the cochlea.
mk(t) is determined by the current status of cochlear outer hair cell voltage
k(t). We pass the output Ok(t) through a half wave rectier lter and a
low-pass lter to extract the envelope of Ok(t). We denote this output as
ek(t). We update k(t) by the larger of ek(t) and vk(t). We compute the
mk(t) by taking  power of k(t). We update the output Ok(t) by
multiplying Sk(t) with mk(t).
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signal Ok(t) is passed through a half-wave rectier lter and a low-pass lter
to get ek(t). Then, ek(t) will be compared with vk(t), which represents the
present state of the outer hair cell membrane voltage. The output of a
comparison of ek(t) and vk(t) is k(t), which will be updated by the larger
of ek(t) and vk(t). Then the signal k(t) is low-pass ltered. This lter
consists of a one-sample delay and scale factor , representing the OHC
resistance/capacitance (RC) circuit, to update vk(t). Mathematically,
k(t) = max (vk(t); ek(t)) = max ((t  T0); ek(t)): (3.1)
When ek(t) < (t  T0);
k(t) = k(to)e
 t= ; (3.2)
where  is the RC time constant.
Next we analyze the performance of the feedback loop and comparison
operator. We set the ek(t) to a strong single impulse at time t0, such as
ek(t) =
(
100 if t = t0
0 other;
and we set the initial value of vk(0) to 0, with the value of this feedback loop
and comparison operator set to zero before t0.
At time t0, ek(t0) will set k(t0) as 100 due to the max(ek(t); vk(t)) function.
After time t0, k(t) and vk(t) will decay exponentially in time scale, since we
wish this OHC voltage decay to become linear on a dB scale. We denote the
parameter  = e 1=T0 . As we show in Fig. 3.1,
vk(t) = k(t  T0): (3.3)
For every time sample of k(t), we then compute the mk(t) by taking 
power and passing it through a delay operator, having delay 0. We call this
mk(t) the gain function. Therefore,
mk(t) = [k(t  0)]; (3.4)
where 0 is a delay parameter, yet to be specied.
Finally for every input signal Sk(t), we compute the output signal Ok(t)
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as
Ok(t) = Sk(t)mk(t): (3.5)
3.2 Discussion
Our forward masking model is based on earlier psychophysical forward mask-
ing research along with some additional modeling assumptions, so that the
model response and the psychophysical data of forward masking agree.
The rst component of our model is the band-pass lter bank, the half wave
rectier and low pass lter. As we described in Chapter 2, the lter bank
mimics how the human cochlea processes the speech signal. The cochlea
separates the input acoustic signal into overlapping frequency bands and
then processes each channel separately. Moreover, as we described before,
we assume that forward masking is caused by the nonlinearity of the cochlea
and OHC ltering. The half-wave rectier and low-pass lter extract the
envelope of the ltered signal, which reects the envelope of Ok(t).
We have designed our comparison operator and feedback loop based on
previous research on forward masking. As stated in Chapter 2, forward
masking happens immediately following a dramatic decrease of the input.
Following a strong impulse, the listener will not be able to hear the signal
due to the forward masking eect. This phenomenon is similar to what
happens with our eyes when we enter a dimly lit room from a brightly lit
room.
We need a variable to represent the internal signal at t. In our model,
we simply save the value at t   1. The comparison operator then mimics
the mechanism of forward masking. Listeners will always be able to hear the
signal when the intensity increases, as the cochlea can adjust its tuning curve
sensitivity. However, when the intensity of the signal is small compared with
the present OHC state (i.e. vk(t)), the tuning curve cannot adjust immedi-
ately. In this case, the current status of the cochlea will be very important.
That is the reason why we update k(t) with the larger of ek(t), which repre-
sents the current outer hair cell voltage, and vk(t), which reects the current
status of the cochlea (i.e., OHC voltage).
We wish to use an articial signal as an example to explain how the feed-
back loop mimics the forward masking decay pattern. Imagine we compose
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an input signal which has a duration of 200 ms. From 0 to 100 ms, the signal
is a pure sine and from 100 to 200 ms, the signal is below the noise oor.
According to our model, the rst half (0 to 100 ms) of the output will be
equal to the envelope of the sine wave. The second half of output Ok(t) will
drop to the noise oor, which makes ek(t) drop to the noise oor from 101 to
200 ms. Therefore, the output of the comparison operator will be determined
by vk(t) exclusively. And vk(t) will decay exponentially in time domain.
vk(t) = vk(t  1) = e(  1 )vk(t  1): (3.6)
This agrees with the fact that forward masking decays exponentially in the
time domain and linearly in dB scale.
The parameter  is chosen to satisfy the decay rate, which is 60 dB in
200 ms (showed in Duifhuis (1973) and Fig. 2.10). It follows that the model
agrees with the decay of forward masking phenomena since the feedback loop
mimics the fact that forward masking decays linearly in decibel scale.
The reason for taking  power of k(t) (Fig. 3.1) is due to Stevens' law
for loudness. According to Stevens' law, the loudness is the  power of the
intensity I, namely:
 (I) = kI = k(
p
I)2 ; (3.7)
where  (I) is the psychophysical function relating to the subjective mag-
nitude of the sensation (i.e., loudness) evoked by the stimulus, and k is a
constant parameter. Here we have chosen the simultaneous masking to agree
with Stevens' law. We can see this by ignoring the comparison operator,
delay operator and the RC feedback loop. That is, we set
Ok(t) = Sk(t)mk(t); (3.8)
mk(t) = e

k(t); (3.9)
ek(t) = HWR(Ok(t)); (3.10)
by ignoring the feedback loop and comparison operator. Therefore, combin-
ing Eq. 3.8, Eq. 3.9 and Eq. 3.10 we can get
ek(t) = HWR(mk(t)Sk(t)) = e

k(t)HWR(Sk(t)); (3.11)
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Table 3.1: Value of  and correspond .
 0.1 0.15 1/6 0.2 0.25 0.3 0.33 0.5
=1- 1
2
-4 -7/3 -2 -3/2 -1 -2/3 -1/2 0
e1 k (t) = HWR(Sk(t)); (3.12)
and
ek(t) = HWR(Sk(t))
1
1  : (3.13)
Combining Stevens' law and Eq. 3.13
ek(t) = HWR(Ok(t)) / I = HWR(Sk(t))2 ; (3.14)
ek(t) = HWR(Sk(t))
1
1  = HWR(Sk(t))
2 : (3.15)
Therefore,
1
1   = 2 (3.16)
 = 1  1
2
(3.17)
From psychophysical experiments we know that  can vary from 0.1 to 0.5.
Table 3.1 is a summary of  and its corresponding . In next section, we
choose  =  2, or  = 1=6. As shown in Fig. 3.2 this argument is veried
experimentally for the model.
3.3 Parameter Estimation and Verication
Next, we conduct a few key experiments to verify how the model works.
These experiments allow us to choose parameters of our model to make it
agree with the forward masking data. Following that, we choose one of the
ltered input signals Sk(t) as the input to the model, and show how the
model correctly models forward masking.
3.3.1 Verify Model Agrees with Stevens' Law
In this section, we nd the relationship between the root mean square (RMS)
of the kth band output Ok(t) and input Sk(t). By design we expect the RMS
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of output to equal 2 power of RMS of input signal, according to Stevens'
law. In this section we set  =  2, which corresponds to  = 1=6.
We denote the input signal as Sk(t), and k is the index of channel, where
Sk(t) contains speech signal sk(t) and noise nk(t):
Sk(t) = sk(t) + nk(t): (3.18)
In this experiment, we choose sk(t) in the following way. We pass the
speech signal through the 200 band-pass lter bank with sk(t) being the
output of the kth channel. nk(t) is computed by a similar process.
Figure 3.2: Relation of root mean square of the input and output. The
abscissa is the RMS SNR of input which is from 1 to 1000 as controlled by
parameter . The ordinate is the corresponding RMS of output, which is
from 1 to 10. The red curve is the ideal model curve with slope of 2
(=1/6) and the blue curve is the experimental result.
We normalize the RMS of sk(t) and nk(t) to one and use  to control the
SNR. For every x , we get a xed input Sk(t) and pass it through the
forward masking model. Given the output of this certain input, we compute
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its RMS. Next, we vary the  from 1 to 1000 and plot the relationship of RMS
of output and SNR. The result is shown in Fig. 3.2. The red curve is the
ideal 2 ( = 1=6) power of RMS of SNR (Ok(t) = I
1=6 = Sk(t)
1=3) and the
blue curve is the RMS of output at a xed . Figure 3.2 shows that with 
increasing from 1 to 1000, the RMS of output increases roughly from 1 to 10.
We can conclude that our model roughly agrees with Stevens' law, namely
that the loudness will be the  power of the intensity, as experimentally
observed.
3.3.2 Feedback Loop Parameter Estimation
Next, we show how to choose the parameter  (Fig. 3.1) in the feedback loop
to make the model agree with the decay rate of forward masking.
Forward masking decays 60 dB in 200 ms. In the forward masking model,
the feedback loop has the same decay pattern with forward masking, which
decays linearly in decibel scale. We must choose  to make the decay rate
agree with that of forward masking. In this particular experiment, we focus
on the feedback loop and ignore the other components of the model. The
notation is the same as Fig. 3.1.
Input ek(t) is set to zero and vk(t) to a constant value as determined
by the signal envelope. For example, at t=1 ms, we set vk(t) to be 10000
(linear units). Next, we observe how vk(t) decreases. We compute vk(t) by
our feedback loop and plot vk(t) in log scale. As we expected, vk(t) decays
linearly in log scale. We choose  to match the decay rate. For example,
as the rst step, we try 10 values of  from 0.1 to 1.0 in small steps. We
nd =0.9 is the nearest value that can agree with the decay rate. Next,
we try 0.91, 0.92, 0.93, 0.94, 0.95, 0.96, 0.97, 0.98, 0.99. Repeating this four
times, we narrow the maximum error of  to be 0.0001. As a result of this
experiment, we found that =0.9979 makes the feedback loop decay 60 dB
in 200 ms.
The value of  in Beren is 0.9194. This is because the computing steps
of the AI-gram contain a down-sampling process with a down-sample rate
of 40. =0.9979 makes one channel decay rate to be 60 dB/200 ms but will
not decay 60 dB/200 ms for the signal before down-sampling. Considering
the 40 down-sampling operation, we should change one channel decay rate
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to 60 dB/ 5 ms instead of 60 dB/ 200 ms. Therefore, we have modied  to
be 0:997940 = 0:9194. After this modication, Beren can mimic the forward
masking decay pattern with correct decay rate, 60 dB/200 ms.
3.3.3 Narrow-Band Signal Experiment
Once the parameter  has been xed we may analyze how the forward mask-
ing model processes a critical-band signal. In this section, we set  =  2
which makes  = 1=6.
The notation is the same as Fig. 3.1. We will use Sk(t) as input, which
is the ltered signal. In this experiment we use Sk(t), of f103 /tA/ as input
and pass it through our model, with k = 100. We record the ek(t), vk(t),
mk(t), Sk(t) and Ok(t) and plot these variables on a decibel scale. The result
is shown in Fig. 3.3.
As discussed in Chapter 2, the AI-gram provides an initial estimation of
audibility in time and frequency. Considering Stevens' law, the current AI-
gram should be changed so that its output is in specic loudness units. As
shown in Fig. 3.3, the output Ok(t) (4th plot, green) is about 1=3 (2 = 1=3)
of Sk(t) (3rd plot, red) on a dB scale, in agreement with Stevens' law.
We show a clear forward masking phenomenon in Fig. 3.3. From the rst
plot, we nd that ek(t) (green) is smaller than vk(t) (red) between 125 and
140 ms, between 180 and 200 ms and between 320 and 353 ms. At the same
time, the gain function mk(t) in the second plot decays linearly in dB scale.
This shows that when vk(t) is larger than ek(t), k(t) is equal to vk(t) and
vk(t) decays linearly on a decibel scale. Since mk(t) = k(t)
, mk(t) also
decays linearly on a decibel scale. Comparing Ok(t) and Sk(t), we nd the
maximum value of Ok(t) is about 5 dB which is 1/3 (2,  = 1=6) of the
maximum value of Sk(t) (15 dB). This agrees with our expectation.
From this narrow-band experiment, we clearly see how the intensity of the
AI-gram is attenuated in a stimulus-specic way.
In the next chapter, we conduct a series of experiments with wide-band
signal at dierent SNR. The results show that the model gives reasonable
results.
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Figure 3.3: This gure shows the results of channel 100 of f103 /tA/ through
the model. The rst plot is ek(t) (green) and vk(t) (red). The second plot is
mk(t). The third plot is Sk(t), while the last is Ok(t). The abscissas of
these four plots are the same in milliseconds. The ordinates are in dB scale.
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CHAPTER 4
EXPERIMENT RESULTS
In Chapter 3, we dened and explained the forward masking model and
showed in detail how to verify the model and estimate the parameters. At
the end of Chapter 3, we conducted a simple one-channel experiment to
show how the model works and that it agrees with the forward masking
phenomenon.
In this chapter, we will extend our experiment to a wide-band speech signal.
We use the Linguistic Data Consortium (LDC) \consonants-vowels" (CV) as
the input. If the forward masking model is reasonable we should be able to
change the AI-gram without any perceptual change to the modied speech.
If the model is working, the perception of the modied speech sounds will
not change under the forward masking modications.
4.1 Wide-Band Speech Signal Experiment
In Chapter 3, we showed how to modify a channel of speech signal with for-
ward masking. In Fig. 3.1, every wide-band speech wave will pass through a
band-pass lter bank to form its critical-band components. For each narrow-
band component Sk(t), we showed how to compute the corresponding output
Ok(t), which depends on the gain function mk(t). We now extend the gain
function mk(t), which is a function of t having k=1, 2,...200 frequency chan-
nels, to a two-dimensional function Gmap(t; fk) which we call a gain map.
We then integrate the forward masking model into Beren. Once we choose
a \consonants-vowel" in Beren, it computes the AI-grams and gain map-
s at each SNR. We then save these SNR-dependent gain maps for further
manipulation.
The gures of this chapter show many typical gain maps. Figures 4.1|4.3
show the gain maps of plosive with their original and modied AI-grams at
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SNR=12 dB. Figures 4.4|4.7 show the gain maps of fricatives with their
original and modied AI-grams at SNR=12 dB. Figure 4.8 shows the gain
maps of nasals with their original and modied AI-grams at SNR=12 dB.
We conduct two experiments. In the rst experiment, we x the SNR to 12
dB, the vowel to /A/, and change the consonants. For every speech token, we
compare the original and modied speech wave. In the second experiment,
we x the CV to f103 /tA/ and test the FM model at SNR =15, 6, 0, -3 dB.
4.2 Results at SNR=12dB
In this section, we x the vowel to /A/ and set the SNR to 12dB. We conduct
an informal listening experiment for plosives, fricatives and nasals. Here, we
set  =  2 which makes  = 1=6.
4.2.1 Plosive Consonants
We analyze the plosive consonants /p, b, k, g, t, d/ with vowel /A/ from the
LDC database.
Analysis of /pA/ Figure 4.1 is the gain maps (top-left), original (top-
right) and modied (bottom-left) AI-grams of /pA/ (top 3 panels) and /bA/
(bottom 3 panels). The exact identity of each panel is described in each
panel's title. The original AI-gram of /pA/ shows that the onset of /pA/ is
at 21 cs where there is a clear burst component in high frequency: 2.8|7.4
kHz. The vowel component begins at 26 cs. Comparing the original and
modied AI-grams, we nd that the burst component (2.8|7.4 kHz, 21|24
cs) is preserved, and the components after 24 cs are attenuated by up to 14
dB (i.e. 30|33 cs, 0.7|1 kHz). The primary cue of /p/ which is 0.3|1.0
kHz, shown by Fig. 2.6, is preserved.
Analysis of /bA/ The original AI-gram of /bA/ (Fig. 4.1) shows that the
onset of /bA/ is at 28 cs with a wide-band burst component (0.2|7.4 kHz).
The vowel component starts immediately after the burst component, unlike
the unvoiced consonant /p/. A clear attenuation, starting from 30 cs, is
shown in the modied AI-gram. We can see from the gain map that the
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Figure 4.1: Gain map, original and modied AI-grams of f103 /pA/ and
f101 /bA/.
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maximum attenuation occurs at the onset of the vowel (i.e. 30{31 cs, 0.2|
0.3 kHz). Figure 2.6 shows the primary cue of /b/, which is preserved by the
FM modication.
Analysis of /kA/ Figure 4.2 shows the gain maps, original and modied
AI-grams of /kA/ and /gA/. The original AI-gram of /kA/ shows that the
onset of /kA/ is at 16 cs and there are two intense burst components at 16|
19 cs, 1.4|2 kHz and 16|19 cs, 3.9|7.4 kHz. The vowel component starts
from 20 cs. Comparing the original and modied AI-gram, we can clearly see
that the two burst components are preserved, while the components after 20
cs are attenuated. The maximum attenuation occurs at 20 cs, 0.2|0.3 kHz
and decays from 20 to 0 dB. According to Fig. 2.6, the primary cue for /k/
is a small burst at 1|2 kHz which is preserved in the modied AI-gram.
Analysis of /gA/ The original AI-gram of /gA/ (Fig. 4.2) shows that the
onset of /gA/ is at 17 cs with the onset of vowel following immediately. The
original AI-gram of /gA/ shows that there are two burst components at 17 cs
(1.4|2 kHz and 3.9|5.4 kHz). And the modied AI-gram shows that the
two burst components are preserved and the AI-gram after 20 cs is attenuated
by up to 10 dB with maximum attenuations occurring at the onset of the
vowel (i.e. 20cs, 0.2|0.3 kHz). Figure 2.6 shows that the primary cue for
/g/ is the burst component at 1|2 kHz, which is preserved by the FM
modication.
Analysis of /tA/ Figure 4.3 shows the gain maps, original and modied
AI-grams of /tA/ and /dA/. The original AI-gram of /tA/ shows that the
onset of /tA/ is at 10 cs. And there is a strong burst component at 10 cs, 3.9|
7.4 kHz. The vowel component starts from 18 cs. Comparing the original
and modied AI-gram, we nd that the burst component is preserved, while
the components after 13 cs are attenuated. The maximum 22 dB attenuation
occurs after the burst component (10 cs, 3.9|7.4 kHz). We can nd a clear
linear decay pattern starting from 10 cs, 5.4|7.4 kHz. The modication
preserves the primary cue of /t/ which is shown in Fig. 2.6.
Analysis of /dA/ The original AI-gram of /dA/ (Fig. 4.3) shows that the
onset of /dA/ is at 29 cs and there is no time interval between the onsets
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Figure 4.2: Gain map, original and modied AI-grams of f101 /kA/ and
f103 /gA/.
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Figure 4.3: Gain map, original and modied AI-grams of f103 /tA/ and
f103 /dA/.
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Table 4.1: Summary of maximum attenuation on plosive consonants /p, b,
k, g, t, d/.
Consonant-Vowels Attenuation (dB)
pA 14
bA 14
kA 18
gA 10
tA 20
dA 20
of vowel and consonant. Shown by the gain map of /dA/, the maximum
attenuations occur at the onset of the vowel. And a clear linear decay on dB
scale can be found after the high frequency burst. The primary cue of /dA/
is preserved according to the modied AI-gram.
Generally, forward masking shows an important inuence for voiced plosive
consonants. Following the burst, the plosives (F2 transition) are attenuated
by up to 10|20 dB (Fig. 4.1|Fig. 4.3). Once we apply forward masking to
these CVs, a large amount of F2 energy is removed. For example, for /tA/,
the attenuation is up to 20 dB and for some components, only 10% of the
energy is left.
When we listen to the original and modied speech sounds, we nd that
the original and modied speech sounds have only little dierence, mostly
in timbre. This is consistent with the primary cues identied by Li et al.
(2010), since the forward masking model preserves those cues. Also, we nd
that for voiced CVs, the onset of the vowel is the same as the onset of burst,
while for unvoiced CVs, there is a clear time interval between the onset of
the burst and the onset of the vowel. Due to this delay, in theory the FM
attenuates the voiced plosive /b/ more than the unvoiced plosive /p/. Table
4.1 is a summary of maximum attenuation for plosives with vowel /A/ at
SNR=12 dB.
4.2.2 Fricative
We analyze the fricatives /f, v, s, z, S, Z, T, D/ with xed vowel /A/ of LDC
database, at SNR=12 dB.
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Figure 4.4: Gain map, original and modied AI-grams of f101 /fA/ and f101
/vA/.
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Analysis of /fA/ Figure 4.4 shows the gain maps, original and modied
AI-grams of /fA/ and /vA/, in the same format as the plosives. The original
AI-gram of /fA/ shows that the onset of /fA/ is between 22 to 23 cs and
there is no clear burst component. The consonant component is at high fre-
quency: 23|33 cs, 1.4|7.4 kHz. The vowel component starts at time 33 cs.
Comparing the original and modied AI-gram, we nd that the onset of the
consonant (23|26 cs, 1.4|7.4 kHz,) is preserved, and the components after
26 cs are attenuated by up to 14 dB. The maximum attenuation occurs at the
onset of the vowel (i.e. 33 cs, 0.2|0.3 kHz) and the consonant component
(i.e. 30 cs, 3.9|7.4 kHz). We also can nd in the gain map that there is a
clear linear decay after 30 cs (6.8|7.4 kHz).
Analysis of /vA/ The original AI-gram of /vA/ (Fig. 4.4) shows that the
onset of /vA/ begins at 20 cs and there is no clear burst component either.
The vowel component starts immediately after the consonant component
which is dierent from the unvoiced consonant /f/. A clear attenuation after
23 cs is shown by comparing the original and modied AI-grams. The gain
map shows that the maximum 20 dB attenuation occurs at the onset of the
vowel (i.e. 28 cs, 0.8|0.9 kHz).
Analysis of /sA/ Figure 4.5 shows the gain maps, original and modied
AI-grams of /sA/ and /zA/. The original AI-gram of /sA/ shows that the
onset of /sA/ is at 11 cs and there is no burst component. The consonant
component is at high frequency: 11|26 cs, 2.8|7.4 kHz. The vowel compo-
nent begins at time 26 cs. Comparing the original and modied AI-grams,
we can nd that the onset of consonant (11|14 cs, 2.8|7.4 kHz) is pre-
served, and the components after 14 cs are attenuated by up to 12 dB. The
maximum attenuation occurs at the onset of vowel (i.e. 26 cs, 0.6|0.7 kHz).
Analysis of /zA/ The original AI-gram of /zA/ (Fig. 4.5) shows that the
onset of /zA/ is at 16 cs and there is a small time interval between the onset
of the vowel and the onset of the consonant. We can nd a clear attenuation
after 20 cs by comparing the original and modied AI-grams. The maximum
attenuation is 9 dB, which occurs at the onset of the vowel (i.e. 26 cs, 0.4|0.5
kHz).
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Figure 4.5: Gain map, original and modied AI-grams of f103 /sA/ and
f103 /zA/.
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Figure 4.6: Gain map, original and modied AI-grams of f103 /TA/ and
f103 /DA/.
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Analysis of /TA/ Figure 4.6 shows the gain maps, original and modied
AI-grams of /TA/ and /DA/. The original AI-gram of /TA/ shows that the
onset of /T/ is at time 11 cs while the onset of the vowel is at time 26
cs. The consonant component is at high frequency: 11|26 cs, 2|7.4 kHz.
Comparing the original and modied AI-grams, we nd that the onset of
(11|14 cs, 2|7.4 kHz) is preserved, and a clear attenuation after 14 cs can
be found by comparing the original and modied AI-gram. According to the
gain map, the maximum attenuation is 12 dB, which occurs at the onset of
the vowel (i.e. 26 cs, 2.8 kHz).
Analysis of /DA/ The original AI-gram of /DA/ (Fig. 4.6) shows that
the onset of /DA/ is at time 16 cs. There is a small interval between the
onset of the consonant and the onset of the vowel. Comparing the original
and modied AI-grams, we nd the AI-gram after 20 cs is attenuated with
maximum attenuation 8 dB, which occurs at the onset of the vowel (i.e. 26
cs, 0.2 kHz). Also, a clear linear decay in decibel scale can be found in the
gain map.
Analysis of /SA/ Figure 4.7 shows the gain maps, original and modied
AI-grams of /SA/ and /ZA/. The original AI-gram of /SA/ shows that the onset
of /S/ is at 11 cs while the onset of the vowel is at 29 cs. The consonant
component is in high frequency: 11|30 cs, 2|7.4 kHz. Comparing the
original and modied AI-gram, we can nd that the onset is unchanged while
the components after 14 cs are attenuated by up to 22 dB. The maximum
attenuation occurs in the consonant component (i.e. 19 cs, 3|3.9 kHz).
Analysis of /ZA/ The original AI-gram of /ZA/ (Fig. 4.7) shows that the
onset of /Z/ is at time 20 cs. And there is a dierence between /Z/ and other
fricatives in that the consonant component is focused at high frequency while
those of the other fricatives are at both low and high frequency. And there
is a clear time interval between the onset of the consonant and that of the
vowel. Comparing the original and modied AI-grams, we nd that the AI-
gram at 20|23 cs is preserved while the AI-gram after 23 cs is attenuated by
up to 10 dB. The maximum attenuation occurs in the consonant component
(26 cs, 3.9|5.4 kHz) which is dierent from other fricatives.
Generally, for unvoiced fricatives /f, s, T, S/ the consonant components
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Figure 4.7: Gain map, original and modied AI-grams of f101 /SA/ and f103
/ZA/.
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Table 4.2: Summary of maximum attenuation on fricative consonants /f, v,
s, z, T, D, S, Z/.
Consonant-Vowels Attenuation (dB)
fA 13
vA 18
sA 16
zA 16
TA 10
DA 8
SA 20
ZA 8
are at high frequency while for voiced fricatives /v, z, D/ the consonants are
wide band. The time interval between the unvoiced fricatives /f, s, T, S/
is longer than that of voiced fricatives /v, z, D/. The voiced fricative /Z/ is
dierent from other voiced fricatives. The consonant of /Z/ is focused at high
frequency and has a long interval between the onset of the consonant and
that of the vowel. Fricatives have no clear burst component, in contrast to
plosives. The forward masking model can preserve the onset of the AI-gram
for all fricatives.
When we listen to the original and modied speech sounds there is subtle
dierence in the perceptual result. Table 4.2 is a summary of maximum
attenuation for fricatives.
4.2.3 Nasal
Analysis of /m/ and /nA/ We conduct an experiment on nasal conso-
nants /m/ and /n/ of LDC with xed vowels /A/, at SNR=12 dB. Figure 4.8
shows the gain maps, original and modied AI-grams, in the same format
for the plosives. The original AI-grams of /mA/ and /nA/ are similar. These
two nasals /m/ and /n/ have energy at both low and high frequency, but the
high frequency energy of /nA/ is greater than that of /mA/. The maximum
of attenuation occurs at the onset of the vowel (i.e. 21 cs, 0.2|0.3 kHz of
/mA/, 17 cs, 0.2|0.3 kHz of /nA/).
Generally, for nasals /m/ and /n/, the consonant components are wide
band with relatively less energy than the vowels. The forward masking model
can preserve the onset of the AI-gram while attenuating the other components
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Figure 4.8: Gain map, original and modied AI-grams of f101 /mA/ and
f101 /nA/.
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Table 4.3: Summary of maximum attenuation on nasal consonants /m, n/.
Consonant-Vowels Attenuation (dB)
mA 14
nA 14
of the AI-gram.
When we listen to the original and modied speech sounds, we nd that
there is no dierence in perceptual result. Table 4.3 is a summary of the
maximum attenuation of nasals.
4.3 Results of Dierent SNR
In this section, we conduct an experiment to determine how the forward
masking model works at various SNR. We choose f103 /tA/ of the LDC
database as a function of SNR.
Figure 4.9|Figure 4.10 are the gain maps, original and modied AI-grams
of f103 /tA/ at SNR=15, 6, 0, -3 dB.
Comparing the original AI-grams of /tA/ at dierent SNR, we nd that
the intensity of the AI-gram decreases. The locations of consonant onset are
the same (10 cs, 3.9|7.4 kHz). As the SNR decreases, the burst components
become more distinct. This is because when SNR decreases, some compo-
nents of the AI-gram decrease to the noise oor, while the burst component
does not. In this case, more and more components are displayed as white
(noise oor) while the burst component remains black. This makes the burst
component become more distinct.
Comparing the gain maps of /tA/, we nd that as the SNR decreases,
the maximum attenuations do not decrease proportionally. The reason why
the maximum attenuation does not change proportionally is that it should
always be 2/3 of the dynamic range (maximum intensity relative to the noise
oor) of AI-gram in dB, according to the forward masking model. When
the SNR decreases, the dynamic range of speech decreases and the reduced
dynamic range reduces the attenuation. The maximum attenuations and
dynamic ranges are summarized in Table 4.4. This evidence shows that the
forward masking model works reasonably.
In low SNR conditions, we can see more clearly how the forward masking
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Figure 4.9: Gain map, original AI-gram and modied AI-gram of f103 /tA/
at SNR=15 and 6 dB.
50
Figure 4.10: Gain map, original AI-gram and modied AI-gram of f103
/tA/ at SNR=0 and -3 dB.
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Table 4.4: Summary of maximum attenuation of f103 /tA/ at SNR= 15, 6,
0, -3 dB.
SNR (dB) Maximum attenuation (dB) dynamic range 3/2 attenuation
15 24 36
6 18 27
0 14 21
-3 12 18
model aects the speech recognition. In Fig. 4.10, we can nd that when
SNR= -3 dB, the onset of the consonant remains unchanged while the other
components in the modied AI-gram are removed or attenuated. The mod-
ied AI-gram clearly preserves the burst component which is proved to be
the primary cues of /tA/ (Li et al., 2010).
Based on this analysis it should now be clear why the F2 transition cannot
play an important role in perception. The F2 transition is typically much
less intense than the burst, and this low level AI-gram is further masked by
forward masking of the intense burst.
We listened to the original and modied speech waves and there is no
dierence in speech perception. These are good examples that show the
forward masking model can work reasonably. By removing these masked
components of the AI-gram, we can reduce the computational cost in a future
feature extraction process while keeping the speech cues unchanged.
4.4 Dierent Value of 
We have shown our simulation results for  =  2 which makes  = 1=6
(Eq. 3.17). We are interested in what is the smallest value of  that keeps
the perceptual result unchanged. In this section, we change  to get three
dierent values of  according to Eq. 3.17. The selected values are  =
0:1; 0:15 and 1=3.
Comparing the gain maps for dierent , we nd that with  decreasing,
the maximum attenuation increases. This agrees with Eq. 3.7 which shows
that the output signal is proportional to I , where I is the intensity of input.
Comparing the modied AI-grams, we nd that the burst component (9|12
cs and 2.8|7.4 kHz) remains the same for every modied AI-grams. This
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Figure 4.11: Gain maps and modied AI-grams of f103 /tA/ at SNR=12
dB, for  = 1=3; 0:15 and 1/10.
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is because of our 3-cs-delay design which keeps the onset of speech sound.
The other components are attenuated by dierent levels. Modied AI-gram
of  = 1=3 shows the least attenuation and the most energy left, while that
of  = 0:1 shows the most attenuation and the least energy left.
We listen to the modied speech sounds. We nd that the speech sound
of  = 1=3 is almost the same as the original speech sound. However, the
quality of the speech sound of  = 0:15 is lower than that of  = 1=3. And
we can nd a clear dierence between the speech sound of  = 0:1 and
the original speech sound. But the perception result of the speech sound of
 = 0:1 remains the same as the original speech sound. Therefore, we can
conclude that the smallest value of , which keeps the modied speech sound
unchanged, is between 0.1 and 0.15.
4.5 \ABX" Listening Experiment
In this section, we proposed a listening experiment to verify whether the
original and modied speech sounds are identical.
We choose N normal listeners and present three CV sounds to them which
we denote as \ABX." \AB" are a pair of original and modied speech sounds,
where A can be randomly either the original or modied speech sound and B
be the other. \X" is either the original or modied speech sound, randomly.
Every listener reports which one of A or B is the same as X. We record the
choices for every listener and denote it as Xi, where i is the index of the
ith listener. Xi = 1 means X is correctly identied and Xi = 0 means the
identication is wrong. Thus Xi is Bernoulli random variable, where
P (Xi = 0) = pe; (4.1)
P (Xi = 1) = 1  pe; (4.2)
and pe is the probability of error.
We assume the listener is consistent so that Xi (i = 1; 2:::N) are indepen-
dent and identically distributed (i.i.d.) random variables. In fact, since the
subjects are human one can never be sure this is not violated.
Given N Bernoulli trials, the best estimate of the error probability pe is
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the mean.
 =
1
N
NX
i=1
Xi: (4.3)
The standard deviation of the above estimator of the mean  is
 =
r
pe(1  pe)
N
: (4.4)
According to the Vysochanskij-Petunin inequality, the 95% condence inter-
val of this estimator is given by 3.
[  3; + 3]: (4.5)
Therefore, a reasonable estimation of the 95% condence interval for  is"
  3
r
(1  )
N
;+ 3
r
(1  )
N
#
: (4.6)
We can use the formula above to compute how many Bernoulli trials we
need to give a 95% condence. If the original and modied speech sound
are identical, the expected value for pe and  is 0.5. Therefore, the 95%
condence interval is "
0:5  3
r
0:25
N
; 0:5 + 3
r
0:25
N
#
: (4.7)
If the original and modied speech sounds are not identical; the expected
value for pe and  is less than 0.5 (make less mistake). For example, if we
set pe =  = 0:05, the 95% condence interval is"
0:05  3
r
0:95 0:05
N
; 0:05 + 3
r
0:95 0:05
N
#
: (4.8)
If these two condence intervals do not overlap, we can conclude that N is
large enough to draw a conclusion. That is, if
0:05 + 3
r
0:95 0:05
N
< 0:5  3
r
0:25
N
; (4.9)
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the two condence intervals do not overlap. A general form of Eq. 4.9 is
pe + 3
r
pe(1  pe)
N
< 0:5  3
r
0:25
N
: (4.10)
Solving the inequality, we get
N >

3
0:5  pe
2 p
(1  pe)pe + 0:5
2
: (4.11)
Considering the value of pe is between 0 and 0.5, the right side of Eq. 4.11
is strictly monotonically increasing. Therefore, with pe increasing from 0 to
0.5, the smallest number of trials increases. For example, when pe = 0:01,
the smallest number of trials N is 14. When pe = 0:05, the smallest number
of trials N is 23. For dierent speech tokens the pe may vary but we can
compute the smallest number of trials by replacing the corresponding pe in
Eq. 4.11.
4.6 Summary and Discussion
We reported our simulations for several speech tokens at SNR of 12 dB, f103
/tA/ at dierent SNR and f103 /tA/ at three values of . The main result
is the large attenuations (10|20 dB) with almost no audible change. We
can get the new AI-gram by multiplying the gain function by the original
AI-gram. After computing the new speech wave from the modied AI-gram,
we have listened to the speech, to compare the original and modied speech
waves. Casual listening experiments show that the speech sounds are very
similar, but not identical in all cases.
We need to do some listening experiments to verify the model. We must
test whether speech tokens of vowels other than /A/ change under our model's
operation. Thus, systematic experiments are needed, such as ABX listening
experiments. In addition to forward masking, other types of masking must be
considered for removal of additional irrelevant components in the AI-gram,
such as backward masking and simultaneous masking.
The forward masking model could make a huge contribution to speech
recognition. As we mentioned in Chapter 2, primary cues can be used as
features to do speech recognition. How to automatically extract the primary
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cues is a complex and dicult problem. Many acoustic features are irrel-
evant to speech perception. By modeling the forward masking process, we
can signicantly attenuate many of these irrelevant parts of the AI-gram.
This should make the automatic feature extraction process more manage-
able. Therefore, the forward masking model represents a new and important
tool to improve automatic speech recognition.
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