Abstract|The problem of minimizing the vertex count at a given time index in the trellis for a general (nonlinear) code is shown to be NPcomplete. Examples are provided that show that 1) the minimal trellis for a nonlinear code may not be observable, i.e., some codewords may be represented by more than one path through the trellis and 2) minimizing the vertex count at one time index may be incompatible with minimizing the vertex count at another time index. A trellis product is de ned and used to construct trellises for sum codes. Minimal trellises for linear codes are obtained by forming the product of elementary trellises corresponding to the one-dimensional subcodes generated by atomic codewords. The structure of the resulting trellis is determined solely by the spans of the atomic codewords. A correspondence between minimal linear block code trellises and con gurations of non-attacking rooks on a triangular chess board is established and used to show that the number of distinct minimal linear block code trellises is a Stirling number of the second kind. Various bounds on trellis size are re-interpreted in this context.
Introduction
A trellis for a block code C of length n is an edge-labeled directed graph with a distinguished \root" vertex having in-degree zero and a distinguished \goal" vertex having out-degree zero, and with the following properties:
1. all vertices can be reached from the root; 2. the goal can be reached from all vertices; 3. the number of edges traversed in passing from the root to the goal along any path is n; and 4. the set of n-tuples obtained by \reading o " the edge labels encountered in traversing all paths from the root to the goal is C.
This de nition follows 1, 2] but di ers slightly in that all edges in the graph must be labeled and the tree associated with a code is not a trellis. It is useful to regard the number of edges needed to traverse from the root to a given vertex as the \time index" associated with that vertex. Block code trellises are of both theoretical and practical interest. Trellises can be viewed as a relatively compact combinatorial (as opposed to algebraic) description of a given block code. Certain parameters of the trellis may be regarded as being fundamental descriptions of the code. For example, Muder 2] regards the logarithm of the maximum number of vertices at any time index as \a fundamental descriptive characteristic, comparable to the quantities n (length), k (size), and d (minimum distance)." Practically, trellises often give rise to softdecision decoding algorithms for block codes, and suggest architectures for structuring the computations needed in such decoders.
Introduction of the \trellis" in coding theory traces back to the work of Forney 3] (see also 4] ). The connection between nite-state Markov chains and trellises is a natural one, and in this context trellises for binary linear block codes were mentioned in the work of Bahl, et al. 5] . Wolf 6] used the parity-check-based construction of Bahl, et al. to construct block code trellises and proposed use of the Viterbi algorithm for soft-decision decoding. At about the same time, Massey introduced an alternative construction procedure 1], and pointed out that re-arranging the order of the codeword digits can sometimes lead to smaller, simpler trellises. Interest in the trellis structure of block codes appeared dormant until the appendix of Forney's coset codes paper 7] sparked a urry of activity in this area 2, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] . Kot and Leung 13, 14] proved that the constructions of Wolf and Massey lead to the same, minimal, trellis. Forney 20] has shown that the so-called Hamming weight hierarchy introduced by Wei 21] is intimately connected with the trellis vertex dimension pro le for a linear block code, and has extended these ideas to lattices in 22] . The majority of these references, with the notable exception of 2], con ne their attention to trellises for linear codes.
In this paper we begin by examining the trellis structure of general (linear or nonlinear) block codes de ned on nite alphabets. Past work 2] has focussed primarily on \proper" trellises, though \improper" trellises can have signi cantly fewer vertices. The distinction between proper and improper trellises is precisely analogous to the respective distinction between deterministic and nondeterministic nite automata 23]. Improper trellises, like nondeterministic nite automata, are associated with computational intractability; for example, the main result of Section 2 is that the problem of minimizing the vertex count at a given time index (over the class of all trellises) is NP-complete. Minimal trellises for nonlinear codes may not be \observable;" i.e., some codewords may be represented more than once by distinct paths through the trellis. Such anomalies are of no great concern to decoding algorithms, though \unobservable" trellises may not be useful for encoders. Other di culties associated with minimal trellises for nonlinear codes are described in Section 2.
Fortunately, as is well known, these di culties do not arise for linear codes, for which the minimal trellis is unique and proper. In Section 3, we de ne a trellis product that may be used to construct trellises for codes with a \sum" structure. In Section 4, this trellis product is used to construct minimal trellises for linear codes by forming the product of elementary trellises corresponding to one-dimensional subcodes generated by the so-called \atomic codewords" in a code. The structure of the resulting minimal trellis is determined solely by the set of atomic spans. We use this fact to establish a one-to-one correspondence between minimal trellises for linear block codes and con gurations of non-attacking rooks on a triangular chess board, as explained in Section 5. This correspondence is used to count the number of distinct minimal trellises (which turns out to be a Stirling number of the second kind) and also to re-visit various well-known bounds on trellis size.
We intend this paper to be partly tutorial. Minimal trellises for linear block codes are essentially unique, so we do not construct any \new" trellises here. However, the particular (trellis product) approach we take in constructing these trellises gives (we hope) a fresh perspective on this topic. A possible advantage of the trellis product approach is that one may represent a variety of non-minimal trellises in this way. Non-minimal trellises may be quite useful in practice, as is suggested in Section 6.
Throughout this paper, we will insist that a trellis may not have redundant edges, i.e., parallel edges v i?1 ! v i , v i?1 0 ! v i with the same label ( = 0 ) are disallowed. We will occasionally refer to vertices in a trellis as \states," and to the edges as \branches."
Minimal Block Code Trellises
Any block code C induces a relation between a set of codeword pasts and a set of codeword futures at each time index. In this section we observe that the set of vertices at a given time in a trellis for C cover C in \product-form" subsets. Minimizing this vertex count is equivalent to nding a minimal product-form cover, a problem that turns out to be NP-complete in general.
In this section we also show that minimal trellises for nonlinear codes are not necessarily unique, nor necessarily observable. We also provide an example that shows that minimization of the vertex count at one time index may be incompatible with minimization of the vertex count at another time index.
Product-form Coverings
We introduce (as in 7] and elsewhere) projections that split codewords into two parts: a past and a future with respect to some time index i, 0 < i < n. The past, P i? (c), of a codeword c = (c 1 ; c 2 ; : : : ; c n ) at time i is the i-tuple (c 1 ; c 2 ; : : : ; c i ); the future, P i+ (c), of c is the n ? i-tuple (c i+1 ; c i+2 ; : : :; c n ). Applying these projection operations to all the codewords in a code C yields the past and future projections, P i? (C) = fP i? (c) : c 2 Cg and P i+ (C) = fP i+ (c) : c 2 Cg, respectively.
Since C P i? (C) P i+ (C), one can consider C to be a binary relation between codeword pasts and codeword futures, where a given past p \stands in relation" to a given future f if and only if (p; f) 2 C.
Consider now a vertex v at time i in a trellis for C, and let P(v) and F(v) denote the set of codeword past and futures, respectively, incident upon v. Since any codeword past p 2 P(v) can be continued freely with any codeword future f 2 P(v), the set of codewords passing through v is the Cartesian product P(v) F(v). In other words, a vertex v represents a product-form subset of the relation C at time i. Since, by de nition, all codewords must pass through some vertex at time i, the collection V i of vertices at time i cover C as a union of product-form subsets.
The problem of minimizing the vertex count at time i is therefore equivalent to the problem of nding a minimal product-form covering of the relation C at time i, i.e., the problem of nding an expression for C as with smallest possible cardinality jV i j.
This may be visualized graphically via a \Cartesian array" as shown in Fig. 1(a) , or, equivalently, via a bipartite graph as shown in Fig. 1(b) . The gure illustrates the past/future relation for the nonlinear binary code C = f00; 10; 11g at time 1. The rows of the Cartesian array are identi ed with codeword pasts and the columns with codeword futures. An indication is made in row p, column f if and only if (p; f) 2 C. In the bipartite graph representation, one set of vertices is identi ed with codeword pasts, another with codeword futures, with an edge connecting past p with future f if and only if (p; f) 2 C.
Product-form subsets appear as \complete rectangles" in the Cartesian array. For example, Fig. 2 shows two ways of covering the nonlinear code of the previous example in product-form subsets. Minimizing the trellis vertex count is equivalent to nding a minimal covering of the array in product-form subsets, a problem that is quite similar to minimizing a sum-of-products Boolean expression using a Karnaugh map. Equivalently, a product form event appears as a complete bipartite subgraph in the bipartite graph representation; minimizing the vertex count is equivalent to nding a minimal covering in complete bipartite subgraphs. This example shows that, even for nonlinear codes of length two, a minimal covering may not be unique. This is our rst observation about nonlinear codes. 
Improper versus Proper Trellises
A trellis is \proper" (or deterministic, or right resolving, or instantaneously invertible, or uni lar 1 ) if the edges emanating from any vertex have distinct labels 2]. The trellis of Fig. 2(a) is proper, while the trellis of Fig. 2(b) is improper since the root vertex has two edges labelled \1" emanating from it.
Minimal proper trellises for arbitrary nonlinear codes are easily obtained from the Cartesian array by grouping rows in the array. Any rows (set of pasts) with the same \dot pattern" (same set of futures) are combined in a single product-form subset.
In general, the minimal proper trellis for a nonlinear code will require more vertices at a given time index than the minimal (improper) trellis. As the following example shows, the di erence may be exponentially large. Consider a nonlinear code C of length two with 2 m ?1 codewords de ned as a subset of f1; 2; : : : ; 2 m?1 g f1; 2; : : : ; mg in which the Cartesian array at time 1 consists of all possible distinct (nonempty) dot patterns. Such an array is illustrated in Fig. 3 for m = 3. Since all rows of the array are distinct, the minimal proper trellis for C will have 2 m ?1 vertices at time 1, while an improper trellis obtained by grouping the columns will have only m vertices. (In fact, this trellis corresponds to the proper trellis of the time-reversed version of C). For decoding purposes, where the size of the trellis is a measure of decoding complexity, the minimal trellis (even if it is improper) may be more useful than the minimal proper trellis. Unfortunately, the problem of minimizing the vertex count at a given time index appears to be computationally infeasible. We de ne the following decision problem. Observation 2: Determination of the minimal trellis for a nonlinear code appears to be computationally infeasible in general.
Observable Trellises
A trellis with the property that distinct paths through the trellis correspond to distinct codewords is said to be observable (or \one-to-one," or \information lossless" 27, 28]). This terminology is chosen to coincide roughly with the notion of observability in systems theory: the precise sequence of vertices corresponding to each codeword can be recovered unambiguously if and only if the associated trellis is observable. Fig. 4(a) , and the minimal trellis is shown in Fig. 4(b) . Since C can be covered with two product-form subsets at time 1, the trellis has two vertices at time 1. This is the unique minimal trellis for C, but since the codeword`11' is represented with two distinct paths through the trellis, this trellis is unobservable. In decoding, where a trellis is searched for a likely codeword corresponding to a given received sequence, unobservability poses no particular problem. However, an unobservable trellis may not be particularly useful for designing encoders, i.e., algorithms that map data symbols to codewords.
Observation 3: The minimal trellis for a nonlinear code may not be observable.
Compatibility of Vertex Assignments
A natural question that arises in the context of minimizing vertex counts in a trellis asks whether a vertex assignment at one time index can be made independently at another time index. In the Appendix we provide an example of a code of length three that has a unique minimal vertex assignment with three vertices at time index 1, and, independently, a minimal vertex assignment at time index 2 also with ve vertices. We show, however, that making the minimal assignment at time index 1 forces the trellis to have six vertices at time index 2. Thus, we make the following observation.
Observation 4: A minimal vertex assignment at one time index may not be compatible with a minimal assignment at some other time index. How, then should one de ne a minimal trellis? One way to proceed would be to de ne a minimal trellis as a nondeterministic nite automaton (that accepts the given code) having the smallest number of vertices in total. Another possibility is to de ne (as in 17]) a minimal trellis as a trellis having the smallest possible maximum vertex count, where the maximum is taken over the vertex sets at di erent times.
Rectangular Past/Future Relations
None of the di culties noted above arise, however, when the past/future relation at each time index is rectangular. A relation is said to be rectangular if the corresponding Cartesian array can be arranged (by row and column permutations) into a collection of non-overlapping complete rectangles with no rows or columns in common, as shown schematically in Fig. 5(a) and for the speci c code f00; 01; 10; 11; 22g in Fig. 5(b) .
Willems' summary of the conditions for which an arbitrary code (dynamical system) C has a unique minimal state realization (as paraphrased in 11, p. 1500]) are equivalent to requiring that the past/future relation at each time index be rectangular. If this condition is satis ed, the code will have a unique minimal, observable and proper trellis. Furthermore, the vertex count is as small as possible at each time index. As shown in 11], group codes in general (and linear codes in particular) satisfy the condition that the past/future relation is rectangular at each time index.
Trellis Products
In this section we de ne a \trellis product" operation that can be used to obtain a trellis corresponding the sum of the codes represented by individual trellises. We then use this product to generate trellises for linear block codes.
Codes with Semigroup Symbol Alphabets
We consider codes with a sum structure. A k-dimensional linear code can be obtained as the sum of certain k of its one dimensional subcodes. Many useful nonlinear codes also have a sum structure; for example, the nonlinear binary Nordstrom-Robinson code is the sum of the 16,5,8] rst-order Reed-Muller code and a nonlinear code of length 16 having eight codewords 30]. The purpose of this section is to de ne a trellis product construction whereby a (not necessarily minimal) trellis for a (linear or nonlinear) \sum code" can be obtained as a product of \component" trellises.
An appropriately general setting in which to describe this trellis product is to consider codes with semigroup symbol alphabets. Recall that a semigroup is a set G together with a binary associative operation : G G ! G. Let C 1 and C 2 , with trellises T 1 and T 2 respectively, be subcodes of a Cartesian product G 1 G 2 G n of semigroups. Note that C 1 and C 2 in general lack any particular algebraic structure. What is important is that any codeword of C 1 can be multiplied (componentwise) with any codeword of C 2 so that the product commutative. It is important to note that, although the trellis product yields a valid trellis for the product code, the resulting trellis need not be minimal.
This trellis product operation will be used in the sequel to generate trellises for linear block codes, though it may be used to generate trellises for a variety of sum codebooks, including, e.g., the vector quantizer codebooks described in 31]. It can also be used to build the trellis for a multilevel code, as in, e.g., 32]. Now, and for the remainder of the paper, we specialize to the important case of a linear block code de ned on a nite eld. The minimal trellis for the binary n; 1] code generated by a nonzero codeword with span a; b] is shown in Fig. 7 . This gure is easily modi ed to accommodate nonbinary codes: a code over GF(q) would have q vertices at time index a; a+1; : : : ; b?1, corresponding to the q di erent multiples of the generator, with each such vertex having a single predecessor and a single successor. If the generator has span a; a], then the minimal trellis has one vertex at each time index, with q \parallel" edges connecting the vertex at time index a ? 1 with the vertex at time index a. It is easy to verify that such a trellis is the minimal trellis for a one-dimensional code.
Trellises for Linear Codes
Given an n; k] code C with linearly independent generators g 1 ; g 2 ; : : : ; g k , we can construct a trellis for the one-dimensional subcode spanned by each generator. A trellis for C can then be obtained by forming the product of these trellises. As the following example illustrates, the structure of the resulting trellis depends on the particular basis chosen for C. Example. Fig. 8 shows two examples of trellises obtained for the binary 3; 2] parity check code. The two examples were obtained from two di erent generator matrices, i.e., two di erent bases, G a = 110 101 ; G b = 110 011 ; for the code. The two trellises were obtained by forming the product of the one-dimensional subcodes generated by the rows of the generator matrix. The trellis of Fig. 8(b) is the minimal trellis for this code. The particular generator matrix G b corresponding to this minimal trellis is in so-called trellis-oriented form 7] . In Section 4, we describe a means of converting an arbitrary generator matrix to trellis-oriented form, i.e., a means of choosing a basis for a given code so that the resulting trellis is indeed the minimal trellis.
Construction of Trellis Diagrams
We now describe an algorithm for computing the set of successor vertices and corresponding edge labels, starting from an arbitrary vertex in a linear block code trellis. (The algorithm is easily modi ed to compute the set of predecessor vertices, as might be required in a software implementation of the Viterbi algorithm.) By applying the basic algorithm iteratively, starting from the root node, the entire trellis for a linear block code can be constructed. Of course, in a practical decoding algorithm only the portion of the trellis relevant for local computation needs to be generated; in particular, the entire trellis need not be generated.
Let fg 1 ; : : :; g k g be a set of generators for an n; k] code over GF(q). A generator g j with span a; b], b > a, is said to be active at every time index i 2 fa; a+1; : : :; b?1g and inactive otherwise. A generator with span a; a] is never active. Denote by hg i i the one-dimensional subcode generated by g i .
Note from The minimal trellis for hg j i has q vertices at time indices when g j is active, and a single vertex at all other times. Since, by construction, the number of vertices jV (i)j at any time index in the product trellis is the product of the number of vertices in the \component" trellises at the time index, it follows that
where wt M(i)] denotes the Hamming weight (the number of nonzero positions) of the active label M(i), or, equivalently, the number of active generators at time index i.
We now describe an explicit procedure for construction of the product trellis corresponding to any generator matrix for an n; k] linear code over GF(q). The entire trellis can be constructed by applying a basic \vertex extension" procedure iteratively, starting from the root node.
All vertices are labeled with a k-tuple with components from GF(q). The root node is labeled with the all-zero k-tuple. We rst consider trellises with no \parallel transitions," i.e., with no generator having a span of the form a; a]. in their \diverging" components.) The \ nal" vertex label for each successor vertex is then obtained by \masking out" the converging generators; this is done by setting to zero all vertex components in which M(i) is zero. Parallel transitions are caused by generators having a span of the form i; i]. In case of parallel transitions, the edge label computation can be eliminated; instead, the vertex v is connected to each of its successor vertices with q \parallel" edges, each labeled with a distinct element of GF(q). Note that the vertex label used with the preceding algorithm has k positions at each time index. Let s i be the number of generators active at time index i. Then at most s i vertex label positions can be nonzero at time index i; all other positions are always zero, and hence redundant. By modifying the above algorithm so that the jth vertex label component refers to the jth active generator (rather than the jth row of the generator matrix) at each time index, and modifying the edge label computation accordingly, this redundancy can be eliminated. This modi cation is useful when s i k for all i. For example, in Fig. 9 , every vertex could be labeled with a single bit; the vertices through which the all-zeros codeword pass would be labeled with a`0' and the other states with a`1.'
Note that this vertex label (or choice of state) encodes which rows of the generator matrix are active. By contrast, the vertex label in Wolf's construction 6] encodes a \partial syndrome," and so is based on the parity-check matrix. When the given generator matrix is \trellis-oriented" both approaches yield essentially the same minimal trellis.
Minimal Trellises for Linear Codes
In the previous section we showed how to construct a trellis from the rows of an arbitrary generator matrix for a linear code. In this section our purpose is to describe a means of transforming a given generator matrix to \trellis-oriented" form, so that the trellis obtained from the resulting matrix is minimal. The term \trellis-oriented" was introduced in 7, Appendix], but without de nition. The key idea is to nd a \short" basis for the code, i.e., a set of linearly independent vectors with minimum possible span length. Intuitively, if the generator span lengths are small, each generator is active over a short period only, and hence, from (2), contributes as little as possible to the vertex count at each time index. The notion that \shortest independent generators" (here called \atomic generators" for reasons to be explained) determine minimal trellises for linear codes has been repeatedly rediscovered, and may have been rst published by Roos 33] ; see also Piret 34] . Forney and Trott generalize this notion to group codes; the \atomic codewords" presented here are the granule representatives used in the \generator theorem" of 11].
Atomic Codewords
The concept of codeword span de nes an equivalence relation on any block code: two codewords are deemed equivalent if and only if they have the same span. A set of equivalent codewords compose a \span class." Certain span classes|called atomic classes|are elementary in the sense that their elements cannot be expressed as linear combinations of codewords from C all having strictly smaller span length, i.e., they cannot be linearly \split" into smaller pieces|hence the terminology. The elements of an atomic class are said to be atomic codewords.
Formally, for any linear block code C over GF(q), de ne C j as the subcode generated by elements of C having span j or less. Thus, C 0 = f0g, C 1 is the subcode generated by all codewords of unit span length, etc. A nonzero codeword c with span length L(c) is atomic if c 6 2 C L(c)?1 . Clearly any nonzero multiple of an atomic codeword is also an atomic codeword with the same span; however, an atomic class may consist of nonzero multiples of more than one codeword.
An important property of atomic codewords is the following. Atomic codewords also have the following properties.
1. Any codeword c with the same span as an atomic codeword a is atomic.
2. The elements of any set A of atomic codewords with the property that no two members of A belong to the same atomic class are linearly independent.
3. Every codeword c in a linear block code can be expressed as a combination of atomic codewords, each from a di erent atomic class, i.e., a complete set of atomic class representatives generates the code. An n; k] code therefore has k distinct atomic classes. 3. This property is trivial if c is atomic, so suppose c is not atomic, and hence can be expressed as a linear combination of codewords of strictly smaller span lengths. Any combination of two codewords having the same span may be replaced by either a single codeword with the same span, or a codeword of strictly smaller span. If any terms in this combination are themselves not atomic, then they can be further expressed as a linear combination of codewords of strictly smaller span lengths. Continuing in this way, we obtain a chain of strictly decreasing non-negative span lengths, which is bound to terminate in a nite number of steps, with the result that c is expressed as a linear combination of atomic codewords, no two from the same atomic class. 
be such a span enumerator, and let a i , 1 i k, be a representative for the ith atomic
in which a term of the form x a+b y c+d is interpreted as x min(a;b) y max(c;d) .
Trellis-oriented generator matrix
A trellis-oriented generator matrix for a code C is obtained by taking one generator from each atomic class. Applying the trellis construction algorithm described in the previous section to the one-dimensional subcode trellises corresponding to the rows of the trellis-oriented generator matrix results in the minimal trellis for C.
De ne s i = log q jV i j to be the \vertex dimension" in a trellis for a linear code over GF(q).
It is well known 7, 11] that the vertex dimension in the minimal trellis for an n,k] linear code at time i is given by
where C i? (the \past subcode") denotes the subcode of C whose codewords all have span in the interval 1; i], and C i+ (the \future subcode") denotes the subcode of C whose codewords all have span in the interval i + 1; n]. By Property 4 the dimension of C i? is given by the number of atomic generators with span in 1; i]; similarly the dimension of C i+ is given by the number of atomic generators with span in i + 1; n]. The key point is that these generators are not active at time index i in the trellis-oriented generator matrix; so, by construction, the resulting trellis has q s i vertices at time i, the minimum possible. A generator matrix is said to be in canonical trellis-oriented form if the starting position of the ith row is smaller than the starting position of the (i + 1)th row, and the starting element in each row is a \1." The set of spans in a trellis-oriented generator matrix for a given code is unique, since all atomic codewords that belong to the same atomic class have the same span and the trellis-oriented generator matrix is formed by choosing a representative from each atomic class. However, if any atomic class contains more than q ? 1 codewords, the trellis-oriented generator matrix will not be unique. either of which may be used in the second row of T.
Transformation to trellis-oriented form
We now describe a means of converting an arbitrary generator matrix to trellis-oriented form. From Theorem 1, a necessary condition for a matrix to be in trellis-oriented form requires that no two generators can either start or end at the same position.
In fact, as the following theorem shows, this condition is su cient.
Theorem 2 Any set G of k nonzero codewords drawn from an n; k] code C with the property that no two elements of G either start in the same position or end in the same position is a set of atomic codewords.
Proof: Since no two elements of G start in the same position, the elements of G are linearly independent and hence generate C. Suppose an element g 2 G is not atomic. Then it can be written as a linear combination of atomic codewords, all with strictly smaller spans. Because all generators start and end in di erent positions, the span of any linear combination of generators including g must be at least as large as the span of g. Because they have smaller span, these atomic codewords must be linear combinations of generators excluding g, i.e., they are in the subcode spanned by the elements of G ? fgg. But then g would also be an element of this subcode, which is impossible. Converting a given generator matrix to trellis-oriented form is easily accomplished by any sequence of row operations that produces a matrix whose rows satisfy the conditions of Theorem 2. This can be done, for example, in two steps of Gaussian elimination.
In the rst step, the given matrix is transformed to \row echelon form," in which the rst nonzero element in each row is a 1, and the leading 1 in any row appears in a column to the right of any leading 1 in a preceding row. The starting position of each row in the generator matrix is determined by this procedure.
In the second step, starting with the nth column, Gaussian elimination is used to ensure that no two generators end in the same position, thereby determining the ending position of each row in the generator matrix. However, in order not to perturb the row echelon form achieved in the rst step, the only row operation allowed in the second step is \cancellation above," i.e., replacing a row above a given row by the sum of itself and a scalar multiple of the given row. Furthermore, only those rows whose ending positions have not yet been determined may be involved in these row operations. It is necessary, therefore, to maintain a list of rows that may (or, equivalently, may not) be involved in these row operations.
After these two steps, the given matrix is transformed into an equivalent canonical trellisoriented form. McEliece 16] gives a similar algorithm that is also based on Theorem 2. He refers to a trellis-oriented generator matrix as a \minimum span generator matrix" and the condition of Theorem 2 as the \left-right property." For example, Fig. 10 illustrates this for a binary code and its dual. Theorem 5 implies that that whenever a trellis section is of type`d' or`c', the corresponding dual trellis section is of the same type; whenever a trellis section is of type`b' or`n', the corresponding dual trellis section is of the opposite type. While Theorem 5 is an interesting duality result, it is important to note that the set of atomic spans in C ? is not determined by the set of atomic spans in C. For example, both 111] and 101] generate codes with the same set of spans; however, the set of atomic spans in the corresponding dual codes di er. Therefore, a MacWilliams identity relating the span enumerator of a code, as de ned in (3), to that of its dual is impossible, in general.
Ordered DLPs and LDPs

Trellis Enumeration
Let T be a trellis. The structural trellis of T is the directed graph obtained from T when the edge-labels of T are suppressed. Two trellises are said to be structurally isomorphic if their structural trellises are isomorphic. In this section we enumerate the number of di erent (nonisomorphic) minimal structural trellises with which the set of n; k] codes over GF(q) can be associated. The key to this enumeration is the correspondence between block code trellises and con gurations of non-attacking rooks on a triangular chess board. In this section, we consider only minimal trellises for linear codes, so \trellis" means \minimal trellis."
Counting Trellises
We begin by showing that the structural trellis of a linear code is determined solely by the set of atomic spans. Theorem 6 Two n; k] codes over GF(q) with the same set of spans have the same set of atomic spans.
Proof: Denote the two codes by C 1 and C 2 . Let fa 1 ; : : :; a k g be a set of atomic generators for C 1 , and let fb 1 ; : : :; b k g be a set of codewords from C 2 with span b i = span a i , i = 1; : : : ; k. Then fb 1 ; : : : ; b k g satis es the conditions of Theorem 2; hence the b i are atomic generators for C 2 .
The following theorem shows that the structure of the trellis for a linear block code is determined by the set of atomic spans. (See also 29] ). Theorem 7 Two n; k] codes over GF(q) have structurally isomorphic minimal trellises if and only if the two codes have the same set of atomic spans.
Proof: If the two codes have the same set of atomic spans, then, by construction, the corresponding trellises will have the same set of vertices and the same set of edges (possibly with di erent labels) connecting the edges at any time index. By de nition, the trellises are structurally isomorphic.
By linearity, any path through the trellis describing a linear code can be taken as the reference all-zeros path, and the set of codeword spans measured by counting convergences to and divergences from the reference path. If the two trellises are structurally isomorphic, the set of codeword spans (with respect to any arbitrary reference path) in the two codes are identical. By Theorem 6, the sets of atomic spans are identical.
The set of atomic spans in a given code can be displayed in an upper triangular \chess board," in which an element in row i and column j represents the atomic span i; j]. We are now in a position to enumerate the di erent structural trellises corresponding to the set of n; k] linear codes. The key to this enumeration is Theorem 1, which states that no two atomic generators can start in the same position or end in the same position. The implication of Theorem 1 is that once an indication is made at position i; j] on the chess board, no further indication can be made in row i or column j.
In chess, a rook is a piece that attacks any opposing piece placed in the same row or column. Every set of atomic spans in an n; k] code corresponds to some way of placing k non-attacking rooks on the corresponding chess board. Conversely, for any placement of non-attacking rooks, there is some linear code with the corresponding set of spans. Thus, the problem of enumerating structural trellises for linear n; k] codes amounts to counting the number of ways of placing k non-attacking rooks on an upper triangular chess board of size n, i.e., with n rows and columns. We refer to such a placement of rooks as a \rook con guration."
The problem of placing non-attacking rooks on various chess boards is well-studied in combinatorics 35, 36] , where an extensive literature on \rook polynomials" has developed. The solution to this particular problem is easily determined. Let r(n; k) denote the number of ways of placing k non-attacking rooks on an upper triangular chess board of size n. We can nd a recurrence relation for r(n; k) as follows.
First, observe that for n > 1, the chess board obtained be deleting the rst row is another upper triangular chess board of size n?1. In a given con guration of k non-attacking rooks, a rook is either placed in the rst row, or it is not. If not, the k rooks must be placed on the remainder of the board; this can be done in r(n ? 1; k) ways. If the rst row is used, k ?1 rooks must be placed on the remainder of the board; this can be done in r(n?1; k ?1) ways. For each such con guration, there are exactly n ? k + 1 ways to place the remaining rook in the rst row. Combining these two cases, we nd that r(n; k) satis es the following recurrence relation: r(n; k) = r(n ? 1; k) + (n ? k + 1)r(n ? 1; k ? 1); n > 1; (6) with the obvious boundary condition r(1; k) = 1; k = 0; 1; 0; otherwise:
Solutions to this recurrence for small values of n and k are shown in Table 1 . Thus, for example, because r(3; 2) = 7, there are seven distinct non-isomorphic minimal structural trellises for 3; 2] codes over any particular nite eld. The binary trellises are illustrated in Table 1 : r(n; k) values for small n and k n r(n; 0) r(n; 1) r(n; 2) r(n; 3) r(n; 4) r(n; 5) r(n; 6) r(n; 7) 
subject to 0 k = 1; k = 0 0; otherwise We nd that r(n; k) = n + 1 n ? k + 1 ; (8) as can be veri ed by substituting (8) into the right hand side of (6), and using (7) to simplify the resulting expression. The rook con guration for a given code contains all the information needed to determine the structural trellis for the code. In particular, it is easy to compute the vertex count from the rook con guration. The vertex dimension at time i is equal to the number of atomic generators active at that time index, which is given by the number of atomic generators with spans contained in the set f a; b] : 1 a i; i + 1 b ng. For each i, this set forms a rectangular region on the chess board, as illustrated in Fig. 13 for i = 6 on a board of size 10.
Note that the complement of this rectangular region on the board consists of two smaller triangular boards, representing the inactive atomic generators, which generate the past subcode C i? and the future subcode C i+ at time index i, as indicated in Fig. 13 . From Theorem 5 we know that any \start" used by an atomic generator for a code C cannot be used as the \end" of an atomic generator for the dual code C, and vice versa. This constraint can be expressed in our chess board terminology, by expanding the triangular chess board of size n to a full n n chess board. A position i; j] with i j in the chess board can be interpreted as a possible span in the code C; while a position i; j] with i j in the chess board can be interpreted as the span j; i] in the dual code C ? . The main diagonal, where i = j, is shared between C and C ? . If i; i] is a atomic span in C, then i; i] cannot be an atomic span in C ? . The constraint implied by Theorem 5 is that any con guration of spans that can be achieved by an n; k] code and its dual must form a con guration of non-attacking rooks on this full chess board, with k rooks in the \upper right" half of the board and n ? k rooks in the \lower left" half of the board. This is illustrated in Fig. 14 In general, the set of spans in the primal code will constrain the spans of the dual code via the duality result of Theorem 5. It is easy to see, for example, that the codeword span of each nonzero codeword in the one-dimensional dual of an n; n ? 1] code is uniquely determined by the set of spans in the primal code. Given the set of spans for the n; k] primal code, the set of possible span con gurations for the dual code is bounded by the number of ways of placing n ? k non-attacking rooks in a subset of the \lower left" half chess board. This bound is easily determined for any given set of primal code spans by using rook polynomials. 
Hamming Distance and Trellis Size
In this section we revisit some well known bounds on trellis size in the context of our chess board interpretation of spans. Recall from Theorem 4 that s i (C) = s i (C ? ) in a minimal trellis.
The number of atomic generators that can be active at any time cannot exceed the total number of generators. Combining this with the corresponding result for the dual code, yields the Wolf bound 6], s max minfk; n ? kg for the maximum vertex dimension at any time index. In fact, as can be seen from Fig. 13 , in the chess board representation rooks representing active generators at time index i fall in a rectangular region of size i (n?i), which can contain at most minfi; n?ig non-attacking rooks. Combining this observation with the Wolf bound yields s i minfi; n ? i; k; n ? kg (9) where s i is the vertex dimension at time index i, as observed in 9].
Let L min (C) denote the minimum nonzero span length in a code C. (By atomic Property 6 of the previous section, L min then denotes the span length of some atomic codeword.) It is obvious that the Hamming weight (the number of nonzero positions) of a codeword cannot exceed its span length, i.e., wt(c) L(c): (10) Any codeword c satisfying (10) with equality is called compact. Since the minimumHamming distance of a linear code is equal to the minimum nonzero codeword weight, the simple \span
is obtained. The span bound (11) of non-isomorphic structural trellises representing n; k; d] linear codes; since the \unshaded region" is a smaller triangular chess board, it follows that t(n; k; d) r(n ? d + 1; k) (12) where r(n; k) is given in (8) .
Note that since r(n; k) = 0 if n < k, in order for a trellis for an n; k Now, let C be a linear maximum distance separable (MDS) n; k; n ? k + 1] code, i.e., a code achieving the Singleton bound. Applying (12) yields t(n; k; n ? k + 1) r(k; k) = 1; thus all n; k] linear MDS codes have structurally isomorphic trellises. These trellises are easily described. Since there is only one possible structural trellis, there is only one possible rook con guration or set of atomic spans. The set of atomic spans in an MDS code is f 1; n ? k + 1]; 2; n ? k + 2]; : : : ; k; n]g, which corresponds to a rook con guration having k rooks placed along the smallest diagonal with k positions. Since d min = L min , each atomic generator must be compact. Computing the vertex dimension is straightforward: we nd that s i satis es (9) with equality at each time index i.
It is interesting to note that all n; k] cyclic codes over GF(q) also have a unique structural trellis. Let g(x) be the generator polynomial for an n; k] code C, so that the degree of g( x) is n ? k, and the span length L(g(x)) is n ? k + 1. Since g(x) is the nonzero polynomial of minimum degree, g(x) is also of minimum span, and hence atomic. Shifts x i g(x) also have this same span, for 0 i k ? 1. In fact, since no two such shifts of g(x) start or end in the same position, by Theorem 2, this set of codewords is a set of atomic generators for C. Thus the set of spans in a cyclic code, as in an MDS code, is f 1; n?k+1]; 2; n?k+2]; : : :; k; n]g, with the same corresponding rook con guration. It follows that the vertex dimension s i at each time index i also satis es (9) with equality at each time index i.
A simple lower bound on s max can be obtained from the code decomposition illustrated in Fig. 13 . Let K q (n; d) denote the maximum dimension of any linear code of length n and minimum Hamming distance d over GF(q). If C is an n; k; d] code over GF(q), then at any time index i, the dimension of the past subcode C i? is at most K q (i; d) and the dimension of the future subcode C i+ is at most K q (n ? i; d); hence s i , the number of active generators at time index i is at least s i k ? K q (i; d) ? K q (n ? i; d): (13) We can apply the same argument to the dual code C ? , with minimum Hamming distance d ? . Combining this with with (13) 
Conclusions
The problem of minimizing the vertex count in an arbitrary nonlinear code of length two is NP complete. Furthermore, solutions to this problem may not be unique and may result in trellises that are not proper, or observable. For codes of length greater than two, simultaneous minimization of the vertex count at one time index may be incompatible with the simultaneous minimization of vertex count at another time index. We conclude that minimal trellises for nonlinear codes are inherently computationally intractable.
On the other hand, minimal trellises for linear codes are essentially unique; they are proper and observable and are easily computed. The resulting trellis has the minimum possible number of vertices at every time index.
In this paper, we have de ned a general trellis product construction useful for sum codes, and used it to construct minimal trellises for linear codes. The minimal trellis is obtained by forming the product of elementary trellises for one-dimensional subcodes spanned by atomic codewords. These atomic codewords form the rows of the trellis-oriented generator matrix. An arbitrary generator matrix may be placed into trellis-oriented form by elementary row operations.
The structure of the minimal trellis is determined solely by the spans of the atomic codewords. We have used this property to establish a correspondence between minimal linear block code trellises and con gurations of non-attacking rooks on a triangular chess board. The number of such con gurations is given by a Stirling number of the second kind. The correspondence between trellises and rook con gurations also sheds new light on several bounds that relate trellis size to the usual block code parameters.
One potential advantage of the trellis product approach used in this paper is that nonminimal trellises for linear codes may be obtained. Certain non-minimal trellises may be useful for decoding using distributed computation. For example, generators with span 1; n] split a trellis product into two halves in which the vertices of one half do not communicate with the vertices of the other half, except at the root and goal vertices. This property is extremely useful in multiprocessor decoder implementations. In general, achieving \mini-mality" of a trellis, either for linear codes or for nonlinear codes, may be less important than nding a well-structured trellis, even if non-minimal, that is \useful" for describing a code or for decoding.
Appendix|A Trellis Counter-Example
In this appendix we show that minimizing the vertex count at one time index can force an expansion in the vertex count at another time index, relative to the minimum possible vertex count at that time index.
Consider the code Fig. 16 . The codewords can be covered by the three product-form sets , and shown in Fig. 16 . In fact, this is the unique minimal vertex count at time index 1 for this code. At time index 2, we have the picture shown in Fig. 17 . We see that ve vertices are su cient to cover the set of codewords. We now show that the vertex assignment made in Fig. 16 at time index 1 forces a trellis for C to have at least six vertices at time index 2.
The trick is to nd a means of representing the possible vertex assignments at time index 2 that are compatible with the given vertex assignment at time index 1. This can be accomplished by labelling each product-form set at time index 1 with a distinct \meta- symbol" ( , , in this case). The \meta-symbol" represents the set of codeword pasts covered by the given product-form set. (In this case f1; 2g, f2; 3g and f3; 4g.)
In terms of these \meta-symbols" we obtain the modi ed code The original code can be recovered from this modi ed code by replacing each \meta-symbol" with the corresponding set of codeword pasts. Now, any vertex assignment made for C 0 at time index 2 can be expanded into a vertex assignment for C at time index 2 that is compatible with the given vertex assignment at time index 1. Indeed, a vertex assignment for C 0 at time index 2 will lead to a trellis for C 0 as shown schematically in Fig. 18 . It is clear that a vertex assignment at time index 1 can be made for C 0 that is compatible with any assignment at time index 2 simply by combining sequences starting with the same \meta-symbol" into the same product-form subset. It follows from the properties of a valid vertex assignment (or the de nition of \state") that expanding the \meta-symbols" leads to a trellis for C having the given vertex assignment at time index 1, and the same vertex count at time index 2 as in the trellis for C 0 . All codewords are covered, and no new codewords introduced by this procedure.
Conversely, any trellis for C having the given vertex assignment at time index 1 can be converted into a trellis for C 0 . We can simply replace the entire set of pasts at any time index 1 vertex by the corresponding meta-symbol. Again, from the properties of a valid vertex assignment, the set of codewords in this new trellis will correspond exactly to the codewords of C 0 .
In other words, because of this correspondence between C and C 0 , if follows that any vertex assignment made in the modi ed array will be compatible with the given vertex assignment made at time index 1; similarly, every compatible vertex assignment at time index 2 corresponds to some assignment in this array.
It is possible to show from Fig. 19 , that six product-form sets are necessary in any vertex assignment compatible with the assignment at time index 1 shown in Fig. 16 . This means that choosing the unique minimal assignment (with three vertices) at time index 1, causes an expansion (from ve vertices to six vertices) in the vertex count at time index 2. It is also possible to see that any vertex assignment at time index 1, compatible with a vertex assignment having ve vertices at time index 2, must have at least four vertices. Thus it is impossible to minimize simultaneously the number of vertices at time index 1 and time index 2.
