We derive inequality R
Introduction
The purpose of this paper is two-fold. Our first goal is to derive certain generalization of the classical interpolation inequality due to Gagliardo and Nirenberg ([13, 19] ), the second one is to present an application of the inequality derived to nonlinear elliptic eigenvalue problems in second order ODEs.
Let us start from explanation of our first approach. It is well known that the following variant of the classical Gagliardo-Nirenberg inequality holds: Lemma 1.1. For any f ∈ C ∞ 0 (R), p ≥ 2, we have
To get it, we just note that I := R |f
Now it suffices to apply Hölder's inequality and rearrange. We refer to [14] for Orlicz generalizations of (1.1).
Having this simple computation in mind, we ask the question whether it is possible to obtain a more general inequality:
where f ∈ W 2,1 loc ((a, b)) and obeys some additional assumptions, h is a given function, T h (·) is a certain transform of h such that for h ≡ 1 we have T h (λ) = λ, and constant C p does not depend on f .
In this paper we give an affirmative answer to this question, constructing the appropriate operator T h (·) and proposing the class of admissible functions h and f .
Our issue can be tracked back to Opial and Mazy'a. Indeed, Opial obtained inequalities in the form:
known as second order Opial inequalities, holding on compact interval [a, b] , where y ∈ BC 0 = {y ∈ W 2,p ((a, b)) : y(a) = y(b) = y ′ (b) = 0}, see e.g. see [20] and e.g. [6] , [8] , [11] for further issues and applications related to this inequalities. Inequality (1.3) is similar to (1.2) , as the left hand side depends on the functions y and y ′ .
Some other inequalities, having the form:
holding for all smooth, nonnegative, compactly supported functions f , can be found in Mazya's book [17] , Lemma 1, Section 8.2.1. Those inequalities were the key arguments to obtain second order isoperimetric inequalities and capacitary estimates. See also Proposition 1.9 in [18] for its weighted variant with A p -Muckenhoupt weights and to Section 2 in the same article for its extensions to nonnegative functions of several variables. Let us mention that Mazya inequalities (1.4) follow as a special case from our general result (1.2), with the same constants.
Our inequality (1.2) implies inequality: . Substituting h ≡ 1 we obtain a generalization of the classical Gagliardo-Nirenberg inequality: Taking into account possible further applications we tried to obtain inequalities (1.2) in the fullest possible generality. Sections 3, 4 and 5 are devoted to the derivation of the inequalities under various constraints (Section 3: with regular weights, Section 4: with irregular weights and nonnegative functions, Section 5: with irregular weights and possibly sign changing functions). Section 6 closes our analysis on inequalities by providing examples. To the best of our knowledge inequalities (1.2), except the just discussed cases, were not known earlier.
We are now to explain our second purpose, applications to ODEs. Let us consider the following eigenvalue problem:
where −∞ ≤ a < b ≤ +∞, τ : A → R, A is some subinterval of R (finite or not),
loc ((a, b)), f (x) ∈ A and set R defines the boundary conditions. Such equations appear in many mathematical models, for example those describing problems arising in the study of plasma physics, in determining the electrical potential in an isolated neutral atom, in the theory of vibrating string and of shallow membrane caps, in the theory of colloids, in the theory describing flow and heat transfer over a stretching sheet, or unsteady flow of a gas through a porous medium, in the models of catalytic theory, chemically reacting systems and adiabatic tubular reactors, as well as in the mathematical biology. We refer e.g. to books: [3, 4, 7, 21] , or an overview article [12] for description of the models, existence theory and more references. This type of equations are helpful in functional analysis to describe best constants in Sobolev -Poincare -type inequalities, see e.g. [7] , Chapter 5.
Using inequalities (1.2) we obtain new regularity results for solutions of (1.5). Roughly speaking, our approach can be explained in the following way. If we succeed to find a function h(·) such that
and if we can use (1.2), then we are able to deduce that |f
Automatically it follows that G(f ) is λ-Hölder continuous, where
. Consequently this allows to deduce further regularity results, including the analysis of an asymptotic behavior of solutions. Those results are presented in Section 7.
The discussion is provided by a detailed analysis within equations with homogeneous nonlinearity τ (λ) = λ α and positive functions. The model equation representing such approach would be Thomas and Fermi model found independently in 1927 to determine the electrical potential in an isolated neutral atom (see [3] , page 121, or [4] , page x, and celebrated historical articles [10] , [22] ):
Another well known model is Emden-Fowler problem (see e.g. [4] , page x) which appears in various branches of fluid dynamics:
Let us mention also the logistic equation present in mathematical biology ( [2] , [16] ):
where we can put either: a = 0 or b ≡ 0.
The presentation of models related to homogeneous nonlinearity is provided in Section 7.2.2.
It is possible to generalize this approach in many directions: to deal with n-dimensional eigenvalue problems, also including systems, analysis on Riemanian manifolds or CarnotCarathéodory groups, to obtain Orlicz variants of inequality (1.2) and regularity results within Orlicz-Sobolev spaces, or to deal with weighted inequalities and its applications. We hope that such generalizations will be an object of future papers.
Preliminaries and notation
We use standard notation: C ∞ 0 (Ω) to denote smooth compactly supported functions, W m,p (Ω) and W m,p loc (Ω) to denote the global and local Sobolev functions defined on Ω, respectively. If A ⊆ R and f is defined on A, by f χ A we denote an extension of f by zero outside set A.
In the sequel we will use the following definition. 
where λ ∈ (A, B).
In the sequel we will use the following simple lemma.
Lemma 2.1. If f : [−R, R] → R is absolutely continuous with values in the interval
3 Inequalities with regular weights h(·)
First approach. A model inequality
Our first result reads as follows. 
where T h is given by Definition 2.1.
Proof of Proposition 3.1. Let us choose r n → −∞ and R n → +∞ such that
We have 
We integrate by parts to obtain
Function h(f (x)) is positive a.e. on {x : f ′ (x) = 0}. Indeed, points x where h(f (x)) = 0 are contained in the set {x : f (x) = 0}. On that set f ′ = 0 a.e.. Thus
= 1 almost everywhere on {x : f ′ (x) = 0} and
We apply Hölder inequality with q =
to get
Since we assumed that I > 0 there exists some n 0 such that for n > n 0 we have ∞ > I n ≥ I n 0 > 0 and thus the sequence θn I (p−2)/p n converges to q ∈ [−∞, 0]. Therefore now it suffices to rearrange inequality (3.2) and converge with n to infinity.
loc (R) belongs to R in the following situations:
Indeed, first observation is obvious. Second one follows from the fact that
)| dx could not be finite. Let us explain the last observation. As |f
and we apply second observation.
Remark 3.2. Suppose that f satisfies the assumptions of Proposition 3.1. Applying Hölder inequality with θ 1 = (2q)/p > 1 and θ 2 = θ 1 /(θ 1 − 1) to the right hand side of (3.1) and treating h(f )dx as a measure, we obtain inequality:
where r is such that
. This is the nonlinear variant of classical GagliardoNirenberg inequality:
The generalization
We are now to present the variant of Proposition 3.1 which holds under minimal assumptions, provided that the function h(·) is continuous. We assume that A ≤ f ≤ B (possibly A = −∞, B = +∞) and we relax the assumption: h(λ) > 0 for λ = 0. Also, our function f can be defined on an arbitrary interval (a, b) and the admitted class of functions even in case (a, b) = R can be wider. Our result reads as follows. 
where
Proof. The proof follows by an easy modification of the proof of Proposition 3.1. As set h −1 (0) is at most countable, set B = {x : h(f (x)) = 0} is at most countable number of level sets of f . On each level set of f we have f ′ = 0 almost everywhere. Therefore f ′ = 0 almost everywhere on set B. Following the same lines as in the proof of Proposition 3.1 we get inequality (3.3), holding on every subinterval [r, R] ⊆ (a, b). To get (3.4) suffices to chose the right sequence r n ց a, R n ր b such that lim n→∞ θ(r n , R n ) ≤ 0, apply inequality (3.3) with r = r n , R = R n and let n converge to infinity.
Inequalities dealing with less regular weights h(·)
and nonnegative functions
Our next goal is to admit the more general class of functions h. We will deal with functions h which may not be defined at zero and the admitted class of functions consists of nonnegative functions only.
We start with the following lemma which is a simple consequence of Proposition 3.2.
loc ((a, b)) such that f ≥ η and for every r, R such that a < r < R < b, we have
where θ(r, R) := |f
As direct consequence of the above Lemma one obtains the following result.
In particular if f ∈R >0 (a, b) wherẽ
Some other additional assumptions allow to relax an assumption f > 0 to the weaker one that f is nonnegative almost everywhere. First result in this direction reads as follows. 
we have
Remark 4.1. Let h be as in Proposition 4.2. As H is locally absolutely continuous on (0, ∞), we have for every y > 0:
In particular h is integrable in every neighborhood of 0. The converse is also true: if h is integrable in some neighborhood of zero, then H extends to absolutely continuous function defined on [0, ∞).
Proof of Proposition 4.2. We can assume that f has some zeroes on (a, b), as otherwise the result follows directly from Proposition 4.1. Furthermore, since the integrands in (4.2) are zero a.e. on the set {x ∈ (a, b) : f ′ (x) = 0}, we may consider only integrals with respect to measure µ which is Lebesgue measure restricted to the set {x ∈ (a, b) : f ′ (x) = 0}. By our assumptions set S := {x ∈ (a, b) : f (x) > 0} is of full measure µ and is a sum of disjoint open intervals I which have one of the form: (a) I = (a, R) where a < R < b and f (R) = 0, (b) I = (r, R) where a < r < R < b and f (r) = f (R) = 0, (c) I = (r, b) where a < r < b and f (r) = 0. Proposition 4.1 and the fact that the nonnegative function f can have only double zeroes, implies that if I is of the form (a), we have
If I is of the form (b), we have
while if I is of the form (c), we have In case (A) set S is a sum of intervals of the form (b), therefore we can sum up all inequalities which have the form (4.4) to obtain
In case (B), say when a is an accumulation point of zeroes of f , we get from (4.4) and (4.5):
In second case in (B) when b is an accumulation point of zeroes of f , we get from (4.4) and and (4.3):
Therefore in case (B) assertion follows. The case (C) follows by easy modifications of our previous arguments.
Our next proposition applies to the case when h is not necessarily integrable in a neighborhood of 0. It requires some additional assumptions on function h(·). 
is contained inR ≥0 (a, b). 
We will let η converge to zero. We have
} (note that when f (x) = 0 we necessarily have f ′ (x) = 0 as nonnegative functions can have double zeroes only). The former integrand increases as η → 0. Furthermore, the latter one is no bigger than f 
On the other hand, we recognize that
because f ′′ = 0 almost everywhere on the set {x ∈ (r, R) : f (x) = 0}. As before, we note that the former integrand increases as η → 0, the latter one is no bigger than
Now we verify the convergence of θ η (r, R) as η → 0. Note that if f (R) = 0 and f (r) = 0, we get θ η (r, R) → θ 0 (r, R) as η → 0. In case f (R) = 0 (respectively f (r) = 0) we have f ′ (R) = 0 (respectively f ′ (r) = 0). Therefore in all cases θ η (r, R) converges as η → 0 tõ
Altogether gives inequality (4.1) with the assumption f ≥ η relaxed to f ≥ 0 almost everywhere andθ(r, R) instead of θ(r, R). To finish the proof of Case A, it suffices to chose the suitable sequence r n → a and R n → b applied for r and R and let n converge to infinity.
Proof of Case B. Assume for simplicity that h is bounded on some neighborhood of zero, while |T h | p 2 h is nonincreasing on some neighborhood of zero. The remaining cases follow by obvious modifications of our previous arguments. We take ǫ > 0 such that h is bounded and |T h | p 2 h is nonincreasing on (0, ǫ] and repeat previous arguments up to inequality (4.6). Then we apply Lebegue's Dominated Convergence Theorem to both integrands on the right hand side of (4.6) to deduce that
The remaining arguments are the same as in Case A. This finishes the proof. 
This follows from arguments in the proof of our last proposition.
Relaxing the nonnegativity assumption. Inequalities within less regular weights
Our next goal is to examine when similar type of results hold with function f not necessarily being nonnegative. One cannot apply directly Propositions 4.2 and 4.3 just to |f | instead of f as in such a case |f | may not have the locally integrable distributional second derivative.
We start with the following easy observation stating that all results of our previous Chapter can be adapted to the case when function f does not have single zeroes. 
The assumptions on p, a, b, h, H and T h are as in Proposition 4.3 and function f belongs to the set
loc ((a, b) ), f does not have single zeroes :
Then we have
Proof. This follows from the fact that if f ∈ W Our next proposition applies to the situation when function h possesses some regularity properties, namely when it is integrable in some (then also every) neighborhood of zero. we have
Proof. We repeat the arguments of the proof of Proposition 4.2 with |f | = f signf instead of f (so that S := {x ∈ (a, b) : |f (x)| > 0}) and note that (the modified) formulas (4.3), (4.4), (4.5) hold as well because of an assumptionH(0) = 0. Then we complete the proof by the same arguments.
Our last generalization strongly relays on the monotonicity properties of the involved functions. It reads as follows. 
Proof. The proof has the similar structure as that of Proposition 4.3. If . An easy computation shows that
According to Lemma 4.1 we may substitute f η to inequality (4.1), getting for every a < r < R < b
. We note that f η ց |f | and |f ′ η | ր |f ′ | when η ց 0. Therefore by almost the same argument as in the proof of Proposition 4.3, we have
On the other hand, we have
Moreover |f
e. on {x ∈ (r, R) : f (x) = 0}. In order to obtain convergence of integrals we will estimate the integrand of B η (r, R) and apply Lebesgue's Dominated Convergence Theorem. We note that
Now we estimate I η and II η . We have for almost every x ∈ [r, R]:
}. The former function increases as η → 0 and is no bigger than 2
, which is an integrable function. The latter function is no bigger than
which is a constant, so that it is also integrable on [r, R]. On the other hand, we have for almost every x ∈ [r, R]:
The former function increases as η → 0 to 2 p/2 |f ′ | p G h (|f |)χ {x:0<|f (x)|<ǫ} , which by assumption is an integrable function. The latter function is no bigger than
Thus by the Lebesgue's Dominated Convergence Theorem we obtain
Now we verify the convergence of θ η (r, R) as η → 0. By almost the same arguments as in the proof of Proposition 4.3, the expression |f
, which is the set of measure zero in (a, b). Therefore for every R ∈ A f , we have
By the same arguments, for almost every
Altogether gives that for every r, R ∈ A f :
It remains to chose a suitable sequence r n → a and R n → b, r n , R n ∈ A and let n converge to infinity. This finishes the proof of Case A. Proof of Case B. We proceed similarly to the proofs of Proposition 4.3 and Case A. The only noteworthy difference appears when |T h | p 2 h is bounded (and is not decreasing) near zero since we cannot estimate II η analogously to any of the previous cases. However, in this case, G h is either nonincreasing or bounded near zero. For nonincreasing G h we estimate II η exactly like in Case A, while for bounded G h we note that II η is no bigger than 2 R) )}, which is a positive constant. This finishes the proof.
Remark 5.1. Assumption (r,R)∩{0<|f |<ǫ} G g (|f (x)|)dx < ∞ for all a < r < R < b cannot be omitted in general from the definition of the class of admitted functions R G (a, b). Counterexample will be provided in Remark 6.2 in the next section.
Examples
In the sequel we present some examples illustrating Propositions 3.2, 4.3, 5.1, 5.2 and 5.3. For simplicity we assume that the admitted function f ∈ W 2,1 loc (R) has a compactly supported first weak derivative. Obviously, this assumption can be essentially weakened, taking into account our more general statements. The discussion is provided by four propositions stated below, dealing with power, logarithmic and exponential type functions h.
2: Assume that θ > Remark 6.2 (necessity of the assumptions). Let us discuss Assumption 2 on f inbounded or nonincreasing near zero. Crearly it's nonincreasing near zero. Therefore the inequality holds for every f satisfying the required assumptions.
Our last proposition provides example dealing with exponential function h. (A, B) a.e. and satisfies the following ODE:
Applications to nonlinear eigenvalue problems
where set R will serve to define boundary conditions and will be indicated later. Our goal is to establish regularity results for solutions to (7.1).
Our approach. For simplicity we only analyze the case when f is nonnegative and set set {λ ∈ (A, B) : τ (λ) = 0} is at most countable. Then equation (7.1) is automatically satisfied almost everywhere on the set where {x : τ (f (x)) = 0} as on level sets of f we have f ′′ = 0 a.e.. By formal computation we find such function h that
where p = 2q and T h is as in Definition 2.1. This can be obtained by looking for such h ≥ 0 that
For this, let us consider two cases: q > 1 and q = 1 separately.
When q > 1 function k(λ) := |τ (λ)|−1 is well defined and locally L 1 on (A, B). Therefore it possesses the locally absolutely continuous primitive denoted by K, so that K ′ = k. Let us additionally assume that K can be chosen in such a way that K(λ) = 0 when τ (λ) = 0, i. e. K has constant sign on each component of set {λ ∈ (A, B) : τ (λ) = 0}. An easy verification shows that
Moreover, function h is well defined when τ (λ) = 0 and equations (7.3) and (7.2) are satisfied. When q = 1 let us assume additionally that function τ has a continuous derivative on set {λ ∈ (A, B) : τ (λ) = 0} and that τ ′ has constant sign on each component of {λ ∈ (A, B) : τ (λ) = 0}. Then function
. Therefore equations (7.3) and (7.2) are also satisfied.
Suppose further that h and f obey the assumptions of one of the Propositions: 3.2, 4.1, 4.2, 4.3 respectively. Then we can deduce that
and we can deduce further regularity results on f . Obvious modifications and usage of Propositions: 5.1, 5.2 or 5.3 respectively allows to deal with nonlinearities like τ (|f |) instead of τ (f ) and obtain similar type of results.
ODEs dealing with strictly positive functions
This subsection is devoted to strictly positive solutions of (7.1), the case when (A, B) = (0, ∞). It is well known that such restriction arises naturally in many nonlinear phenomena describing physical models ( [3, 4] ), as well as for example in the pure mathematical approach in the study of Poincare-type inequalities in functional analysis (see e.g. [15] ).
General result
For this purpose we define the following three transforms of τ . 
where h q,τ (λ)
1 2q dλ is a locally absolutely continuous primitive of (h q,τ ) 1 2q .
Applying our arguments from the beginning of this section we immediately obtain the following fact.
loc (a, b) is a positive solution of (7.1) and h = h q,τ is as in Definition 7.1, then equation
is satisfied for almost every x ∈ (a, b), where T h (f (x)) is as in Definition 2.1 (with A = 0, B = ∞).
We arrive at the following result. 
Then we have and
.
iii) If G is of constant sign and |G| is strictly increasing then f satisfies the following estimation:
, where x, c ∈ (a, b) can be chosen arbitrary. In particular when a, b ∈ R, we have 
it maps bounded sets into bounded sets) then f ∈ W 2,q (a, x) for any x ∈ (a, b) and
, where
Number c ∈ (a, x) can be chosen arbitrary.
In particular if also b ∈ R then f ∈ W 2,q (a, b) and
, number c ∈ (a, b) can be chosen arbitrary.
Proof. i): By Lemma 7.1 we know that function h satisfies the identity (7.4). Therefore i) follows from Proposition 4.1. ii): By construction G(·) is locally Lipschitz, so that (G(f )) ′ = h 1 2q (f )f ′ and by already proven part i), it belongs to L 2q (a, b). Therefore F = G(f ) ∈ W 1,2q (r, R) for all a < r < R < b (if a and b are finite numbers then F ∈ W 1,2q (a, b)) and it suffices to apply Morrey-Sobolev inequality ( [17] , Theorem 1.4.5, part (f)):
, where x, y ∈ (a, b), x < y. iii): This is an obvious consequence of part ii). iv): We prove first statement only, as the second one is an obvious modification of the presented arguments. We may assume that G is nonnegative (the same estimations as for G hold for |G|). Let us consider an arbitrary sequence r n → a, r n > a. By the already proven part ii) we deduce that F (r n ) is a Cauchy sequence, thus it is convergent. It is easy to see that the limit does not depend on the choice of the sequence r n . Therefore F extends to a continuous function at a (denote it byF ) andF (a) = lim rցa F (r). By the very definition G maps R + to some infinite interval B = (d, ∞) and G is increasing. Therefore ifF (a) ∈ B then G −1 is well defined, bounded in the neighborhood ofF (a) and
In the other caseF (a) is one of the endpoints of B and it is finite, so thatF (a) = d ∈ R. By the monotonicity argument G extends to the continuous function at 0 and the extensionG satisfiesG(0) = d. Consequently lim xցa f (x) = lim xցa G −1 (F (x)) = lim yցd G −1 (y) = 0. In both situations the assertion follows. The estimation follows now from part iii). v): We prove first assertion only. We have:
) and |G(f )| is no bigger than A c (x) on every interval (a, x) according to part ii). It follows that τ (f ) is bounded (a, x) and |τ (f )(x)| ≤ D c (x), with an arbitrary chosen c ∈ (a, x). Therefore
. This finishes the proof of the Proposition.
) often can be deduced as a consequence of the monotonicity of f near the endpoint, see e.g. [1] and their references for analysis of the monotonicity.
The special case. Problems with homogeneous nonlinearity
We are now to consider the following ODE:
loc (0, b) is positive with yet to be specified boundary conditions. Equations with homogeneous nonlinearities naturally appear in many mathematical models. Let us mention a few of them, referring mostly to books [3, 4] for details and many more references: 1) Thomas and Fermi model found independently in 1927 to determine the electrical potential in an isolated neutral atom (see [3] , page 121, [4] , page x, and celebrated historical articles [22] , [10] ): 2) The Emden-Fowler problem (see e.g. [4] , page x) which appears in various branches of fluid dynamics: where p > 1, a ∈ R, b ≥ 0 is of special interest in mathematical biology (see e.g. [16] , [2] and their references). In case a = 0 or b ≡ 0 it reduces to ODE (7.5).
We start with the following lemma. we have k q,τ (λ) = λ −1 , so that any its locally absolutely continuous primitive K q,τ is a translation of logarithmic function. Therefore it cannot be of constant sign. It is satisfied when for example f is increasing near the endpoint b, f (0) > 0 and we have either: f is decreasing near 0 or f is C 1 up to 0 and f ′ (0) = 0.
Obviously, various extensions and modifications of Proposition 7.1 can be applied according to the required situation. One can deal with nonnegative but not necessarily strictly positive solutions ("dead core solutions", [9] ), or for example with sign changing solutions, appearing typically in nonlinear eigenvalue problems, [15] , [5] . In such cases we expect to apply Propositions: 3.2, 4.2, 4.3, 5.1, 5.2, 5.3. We skip the precise formulations, hoping that the proposed approach will serve in the future in such cases as well.
