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Abstract
We present a new physics-informed machine learning approach for the inver-
sion of PDE models with heterogeneous parameters. In our approach, the
space-dependent partially-observed parameters and states are approximated
via Karhunen-Loe`ve expansions (KLEs). Each of these KLEs is then con-
ditioned on their corresponding measurements, resulting in low-dimensional
models of the parameters and states that resolve observed data. Finally, the
coefficients of the KLEs are estimated by minimizing the norm of the residual
of the PDE model evaluated at a finite set of points in the computational
domain, ensuring that the reconstructed parameters and states are consis-
tent with both the observations and the PDE model to an arbitrary level of
accuracy.
In our approach, KLEs are constructed using the eigendecomposition of
covariance models of spatial variability. For the model parameters, we em-
ploy a parameterized covariance model calibrated on parameter observations;
for the model states, the covariance is estimated from a number of forward
simulations of the PDE model corresponding to realizations of the parame-
ters drawn from their KLE. We apply the proposed approach to identifying
heterogeneous log-diffusion coefficients in diffusion equations from spatially
sparse measurements of the log-diffusion coefficient and the solution of the
diffusion equation. We find that the proposed approach compares favorably
against state-of-the-art point estimates such as maximum a posteriori esti-
mation and physics-informed neural networks.
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1. Introduction
Parameter estimation is a critical step in modeling natural and engi-
neered systems [1]. Here, we propose a new physics-informed machine learn-
ing method for estimating both parameters and states in systems described
by differential equations. We consider the behavior of stationary physical sys-
tems modeled by PDEs over the simulation domain D ⊂ Rd, d ∈ [1, 3]. For
simplicity, we assume that the system can be described by a single spatially
heterogeneous scalar parameter y : D → R, one state variable u : D → R, and
the stationary PDE problem L(u, y) = 0, where L(·, ·) denotes the governing
equation and boundary conditions. In this context, the “forward” problem
is the problem of computing u given y, and the “inverse” problem is the
problem of estimating both y and u given measurements of y and u. In this
work, we focus on the inverse problem with spatially sparse measurements
of y and u.
We assume that Nus measurements of u, {ui}N
u
s
i=1, are collected at spatial
locations {xui }N
u
s
i=1. Similarly, N
y
s measurements of y, {yi}N
y
s are collected at
locations {xyi }N
y
s
i=1. The observations are organized into the vector of obser-
vations us = (u1, . . . , uNus )
> and ys = (y1, . . . , yNys )
>, while the observation
locations are organized into the observation matrices Xus = (x
u
1 , . . . , x
u
Nus
) and
Xys = (x
y
1, . . . , x
y
Nys
). Finally, we assume that the observations are contami-
nated by normally distributed observation error, and we denote by Σu and
Σy the error covariance matrices of the u and y observations, respectively.
The inverse problem can be defined as finding the functions u and y that
minimize the discrepancy with respect to the observed data while satisfying
the governing equations and boundary conditions [2, 3], that is,
min
u,y
‖u(Xus )− us‖2Σu + ‖y(Xys )− ys‖2Σy ,
s.t. L(u, y) = 0.
(1)
where ‖v‖Σ := v>Σ−1v denotes the `2 norm of the vector v weighted by the
inverse of the covariance matrix Σ.
The problem of Eq. (1) is often solved numerically by discretizing the
fields y and u and replacing the PDE constraint with its weak form corre-
sponding to the discretization scheme. Let N denote the number of degrees of
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freedom of the discretization of the PDE problem. In general, N  Nus +Nys ,
and the optimization problem of Eq. (1)) is ill-posed and requires regulariza-
tion to have a unique solution [4]. The regularized problem reads
min
u,y
‖u(Xus )− us‖2Σu + ‖y(Xys )− ys‖2Σy + γR(y),
s.t. L(u, y) = 0,
(2)
where R(·) is a regularization penalty encoding regularization assumptions.
The regularization parameter γ > 0 controls the degree to which the dis-
crepancy terms are minimized versus how much the regularization term is
minimized. In the context of Bayesian inference [5, 6, 7, 8], up to additive
constants, the discrepancy terms are equivalent to the negative log likelihood
of the observations, and γR(y) is equivalent to the negative log prior density
of y. Therefore, the solution for y of Eq. (2) is equivalent to the so-called
maximum a posteriori (MAP) estimate, a Bayesian point estimate defined as
the largest mode of the posterior density of y conditional on the observations.
Common choices for R(·) include the so-called H1 norm, ‖∇(·)‖22, and total
variation denoising (TVD), ‖∇(·)‖1 [9].
Another approach to regularize the optimization problem of Eq. (1) is
the pilot point method [10, 11, 12]. This method consist of parametrizing y
in terms of its value at a set of so-called “pilot points”. Everywhere else in
D, y is evaluating by regressing y measurements and the pilot point values
using, e.g., Gaussian Process regression (also known as “kriging”) [13, 14, 15,
16, 17]. The value of y at the pilot point locations are estimated from the
minimization problem of Eq. (1)).
Bayesian methods, such as Ensemble Kalman Filter (EnKF) [18, 19, 20,
21, 22] and cokriging [23, 24], are commonly used for approximately solv-
ing the inversion problem (1). Following stochastic approach to modeling
flow and transport [25], EnKF and cokriging treat y and u as the random
fields y(x, ω) = E [y(x, ω)] + y′(x, ω) and u(x, ω) = E [u(x, ω)] +u′(x, ω) with
expectations y¯(x) := E [y(x, ω)] = and u¯(x) := E [u(x, ω)], and zero-mean
fluctuations u′(x, ω) and y′(x, ω). The parameter estimate is computed us-
ing a cokriging update rule of the form
yEnKF(x) = y¯(x) + Cyu (x,X
u
s ) [Cu(X
u
s , X
u
s )]
−1 [us − u¯(Xus )]
+ Cy (x,X
y
s ) [Cy(X
y
s , X
y
s )]
−1 [ys − y¯(Xys )] , (3)
where Cy and Cu denote the covariances of the y and u random fields, re-
spectively, and Cyu denotes the y-u cross-covariance. These covariances are
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evaluated in practice using sample-based estimates. Inversion schemes of
the form of Eq. (3) are straightforward to implement and do not require di-
rectly solving a minimization problem. Nevertheless, the resulting estimate
yEnKF is not consistent with both data and physics; that is, the solution
u of L(u, yEnKF) = 0 does not match the observed at us. Fully Bayesian
methods [5] address this inconsistency but often incur in significant compu-
tational effort, although significant advances have been made in recent years
to address computational cost [26, 27].
Machine Learning (ML) methods have arisen in recent years as popular
approaches for scientific applications. In general, ML methods require a large
amount of data and therefore are not feasible for parameter estimation with
sparse measurements. To address this challenge, a physics-informed neural
networks (PINNs) [28, 29, 30] was extended for solving the inverse problem of
Eq. (1) [31]. In this method, both y and u are represented with feed-forward
deep neural networks as u(x) ≈ uˆ(x;θ) and y(x) ≈ yˆ(x;γ), where θ and γ
denote the vectors of neural network weights. Next, a “residual” network is
defined as
rˆ(x;θ,γ) = L (uˆ(x;θ), yˆ(x;γ)) , (4)
where differentiation with respect to x is performed using automatic differ-
entiation. These three networks are trained jointly by minimizing the loss
function
min
θ,γ
‖uˆ(Xus ;θ)− us‖2Σu + ‖yˆ(Xys ;γ)− ys‖2Σy + ρ ‖rˆ(Xr;θ,γ)‖22 , (5)
where the residual network is evaluated at certain “residual” points {xri ∈
D}Nri=1, organized into the matrix Xr = (xr1, . . . , xrNr). In this approach,
the PDE constraint in Eq. (1) is replaced with a weaker constraint on the
residuals of L(u, y); therefore, the estimated fields only approximately satisfy
the physics. The advantage of PINNs is that it does not require discretizing
the governing PDE for solving inverse problems.
Here, we propose a new physics-informed ML method for inverse prob-
lems based on conditional Karhunen Loe`ve expansions (cKLEs) [32]. In our
approach, we model the fields y and u as realizations of Gaussian random
fields yˆc and uˆc conditioned on observed data. These Gaussian random fields
encode the spatial correlation structure of the fields y and u; for the u vari-
able, the corresponding random field satisfies both the data and governing
PDE problem L(u, y) = 0. For both random fields, we compute their cKLEs,
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which allow us to parametrize their realizations in terms of so-called KL co-
efficients. These KL coefficients are then estimated by solving a regularized
form of Eq. (1). We refer to cKLEs trained in this manner as “physics-
informed cKLEs”, or PICKLEs.
Similarly to PINNs, PICKLEs are trained to satisfy the governing equa-
tion L(u, y) = 0 by penalizing the norm of a vector of residuals. Unlike deep
neural networks, the KLE of a field enforces its spatial correlation structure
and acts as a regularizer. Our results indicate that if the correlation structure
of the underlying fields to be estimated is known or can be well estimated
from observation data, then the PICKLE method for inverse problems leads
to more accurate parameter estimates than such state-of-the-art inversion
approaches as MAP estimation, or PINNs.
The remainder of this manuscript is structured as follows. In Section 2,
we introduce cKLEs. We describe our algorithm for inverse problems based
on PICKLEs in Section 3. Finally, in Section 4, we apply the PICKLE
method for the inverse problem of estimating the heterogeneous log-diffusion
coefficient of the diffusion equation from sparse measurements of the log-
diffusion coefficient and the solution of the diffusion equation. PICKLE
estimates are found to compare favorably against MAP and PINNs estimates.
2. Conditional Karhunen Loe`ve expansions
Karhunen Loe`ve expansions (KLEs) [33] are used for representing random
fields in terms of linear combinations of uncorrelated random variables. In
this work, we employ KLEs as parameterized, deterministic, representations
of u and y. Specifically, we treat partially known u and y as realizations
random fields uˆc : D × Ω → R and yˆc : D × Ω → R (where Ω is the
corresponding random outcome space) conditioned on observed data. Next,
we compute the KLEs of these fields, which we use to parametrize their
realizations. We refer to these KLEs as conditional KLEs, or cKLEs, as by
construction they resolve observed data, i.e., at the observation locations the
cKLE mean is equal to the field’s observation and the cKLE variance is equal
to the observation error variance.
In this section we discuss the construction of the cKLEs. The selection
of the Gaussian random field models uˆc and yˆc is discussed in Section 3.1.
To introduce cKLEs, we consider a Gaussian random field z : D×Ω→ R
with the expectation and covariance function, respectively,
z¯(x) := E [z(x, ω)] , C(x, x′) := E {[z(x, ω)− z¯(x)][z(x′, ω)− z¯(x′)]} .
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Next, we assume that a number of noisy spatial observations of z are avail-
able, and similar to Section 1, these observations and the observation lo-
cations are organized into the vector zs and the matrix Xs, respectively.
Furthermore, we denote by Cs := C(Xs, Xs)+Σ the covariance matrix of the
observations, where Σ is the covariance matrix of observation errors. Em-
ploying Gaussian process regression (GPR) [14], we find that the conditional
Gaussian process (GP) zc(x, ω) := z(x, ω) | (zs, Xs) has the conditional mean
and covariance kernels
z¯c(x) = z¯(x) + C(x,X)C−1s [zs − z¯(Xs)] , (6)
Cc(x, x′) = C(x, x′)− C(x,X)C−1s C(X, x′), (7)
where the superindex c stands for “conditional” on observations.
The cKLE of z, z(x, ξ(ω)) = z(x, ω), reads
zc (x, ξ(ω)) = z¯c(x) +
∞∑
i=1
φi(x)
√
λiξi(ω), (8)
where ξ(ω) = (ξ1(ω), ξ2(ω), · · · )> is a vector of zero-mean, independent,
identically-distributed standard Gaussian random variables, and the eigen-
pairs {φi(x), λi}∞i=1 are the solutions to the eigenvalue problem∫
D
Cc(x, x′)φ(x′) dx′ = λφ(x).
The sequence of eigenfunctions forms an orthonormal basis on L2(D).
As the sum in Eq. (8) is infinite, the cKLE in this form is not directly
amenable to numerical calculations. Instead, in this work we will truncate
cKLEs to a finite number of terms. For random fields with non-trivial cor-
relation structures (i.e., the non-zero correlation length), the eigenspectrum
(i.e., the sequence of eigenvalues λi) decays towards zero for increasing i.
This, together with the Mercer theorem, justifies the truncation of the KLE
to a finite number of terms [34]. By the Mercer theorem, the KLE truncated
to M terms,
zcM (x, ξM(ω)) = z¯
c(x) +
M∑
i=1
φi(x)
√
λiξi(ω) (9)
converges to zc(x, ω) in the L2 sense for increasing M , that is,
E
{
[zc(x, ω)− zcM (x, ξ(ω))]2
}
=
∞∑
i=M+1
λiφ
2
i (x).
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This statement of convergence provides a means for selecting M a priori in
the context of uncertainty quantification. By the orthonormality of the basis,
it follows that the bulk variance and the mean-square truncation error are
given by ∫
D
Var zc(x) dx =
∞∑
i=1
λi
and ∫
D
E
{
[zc(x, ω)− zcM(x, ξ(ω))]2
}
dx =
∞∑
i=M+1
λi, (10)
respectively. Therefore, M is commonly chosen based on either of the fol-
lowing relative and absolute conditions
∞∑
i=M+1
λi ≤ rtol
∫
D
Var z(x) dx,
∞∑
i=M+1
λi ≤ atol, (11)
for certain relative and absolute tolerances rtol and atol, respectively. We
must note that Eq. (10) is a statement about the bulk squared truncation
error averaged over all realizations of zc, and does not provide a bound for
the bulk squared truncation error for any given realization.
For the sake of brevity, we organize the sequences of eigenvalues, eigen-
vectors, and random variables into the vector of functions
ψ(x) =
[√
λ1ψ1(x), · · · ,
√
λMψM(x)
]>
, ξ(ω) = (ξ1(ω), · · · , ξM(ω))>
(12)
so that the truncated cKLE Eq. (9) can be rewritten in dot product form as
zcM (x, ξ(ω)) = z¯(x) +ψ
>(x)ξ(ω). (13)
If we treat the ξis in the sequence {ξi}Mi=1 not as random variables but
as expansion coefficients, we can understand the cKLE as a parameterized
representation of functions that satisfy up to measurement error the observed
data (zs, Xs). In this context, we refer to the ξis as the cKLE “coefficients”.
Estimating a certain function that satisfies the observed data is then a mat-
ter of estimating the cKLE coefficients. We will employ this interpretation
of cKLEs to construct our parameter estimation approach in the following
section.
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3. cKLE-based inversion
In this section, we present the PICKLE method for parameter estimation.
In Section 3.1, we describe the selection of the Gaussian random fields used
to construct the cKLEs of y and u. In Section 3.2 we describe how we train
these cKLEs subject to a PDE constraint.
3.1. Constructing cKLEs of y and u
To construct the cKLEs of y and u, we first construct conditional GPs
yˆc : D × Ω → R and uˆc : D → Ω → R. Specifically, we select the (uncon-
ditional) mean and covariance kernel of these GPs so that they encode the
spatial correlation structure of the fields to be estimated. Once the uncondi-
tional mean and covariance kernel are selected, the conditional random fields
yˆc and uˆc are obtained by conditioning on observation data using Eqs. (6)
and (7).
3.1.1. cKLE of y
For yˆc, we set the unconditional mean to zero and select the unconditional
covariance kernel from a parameterized family of covariance kernels Cy(·, · |
θ) such as the Mate´rn, exponential, or square exponential (i.e., Gaussian)
kernels. The parameters θ of the kernel are estimated from the observation
data (ys, X
y
s ) via marginal likelihood maximization or leave-one-out cross-
validation as is commonly done in GPR. We justify this GPR-based approach
by noting that it is commonly used in geophysics, under the name of kriging,
for estimating spatially heterogeneous geophysical parameters from sparse
observations.
Once the unconditional covariance kernel is selected and the conditional
mean and covariance of yˆc are evaluated (via Eqs. (6) and (7)), we construct
the cKLE of yˆc truncated to Nξ terms of the form of Eq. (13), namely,
yˆc(x, ξ) = y¯c(x) +ψ>y (x)ξ, ξ ∼ N (0, INξ), (14)
whereN (0, INξ) is the multivariate normal distribution and INξ is the Nξ×Nξ
identity matrix.
3.1.2. cKLE of u
For uˆc, the data-driven GPR-based strategy is inadequate as samples
from common parameterized Gaussian process models are not guaranteed
to satisfy the governing equations and boundary conditions. Therefore, in
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this work we employ a Monte Carlo simulation-based method for computing
the unconditional mean and covariance for u. We construct an ensemble of
Nens realizations of yˆ
c, {y(i)}Nensi=1 by sampling ξ(i) from N (0, INξ) and, then,
evaluating the cKLE model of yˆc, Eq. (14), with ξ = ξ(i), that is,
y(i)(x) = y¯c(x) +ψ>y (x)ξ
(i), ξ(i) ∼ N (0, INξ). (15)
For each member of the ensemble {y(i)}Nensi=1 , we calculate u(i) by solving
the PDE problem L(u(i), y(i)) = 0, thus obtaining the ensemble of u fields,
{u(i)}Nensi=1 . The unconditional mean and covariance for uˆc, u and Cu(x, x′),
are then computed as the ensemble estimates
u(x) =
1
Nens
Nens∑
i=1
u(i)(x), (16)
Cu(x, x
′) =
1
Nens − 1
Nens∑
i=1
[
u(i)(x)− u(x)] [u(i)(x′)− u(x′)] . (17)
This procedure is summarized in Algorithm 1.
Algorithm 1 Sampling-based covariance model for u
Require: Xus , us, Nens
1: for i← 1, Nens do
2: Generate y(i) via (15)
3: Compute u(i) by solving L(u(i), y(i)) = 0
4: end for
5: Compute ensemble mean and covariance of {u(i)}, u and Cu(x, x′), using
Eqs. (16) and (17)
6: Compute conditional mean and covariance of uˆc, uc and Ccu(x, x
′), using
Eqs. (6) and (7)
Once the unconditional mean and covariance kernels are estimated, the
conditional mean and covariance of uˆc are calculated using Eqs. (6) and (7)
and the cKLE model for uˆc is constructed in the form of Eq. (13), namely,
uˆc(x,η) = u¯c(x) +ψ>u (x)η. (18)
The ensemble covariance estimate requires some discussion. We require
Nens > N
u
s so that the rank of the unconditional covariance is larger than N
u
s
9
and the conditional covariance is not trivial. This limitation can be avoided
by instead employing shrinkage estimators, which are known to be robust for
small number of ensemble elements [35]. In [24], the computational cost of
the Monte Carlo simulations for estimating the unconditional covariance of
u was reduced by using the Multilevel Monte Carlo method [36]. For small
unconditional variance of y, the moment equation method can be used to
derive a system of deterministic equations for the unconditional covariance
of u [37, 38]. Then, the unconditional covariance of u can be found by solving
these equations numerically.
3.2. The PICKLE method for inverse problems
In this section we describe the proposed PICKLE method for inverse
problems. Similarly to PINN, in PICKLE we replace the PDE constraint
in Eq. (1) with a penalty on the norm of the vector of residuals,
r[u, y] :=
[
L(u, y) |x=xr1 , . . . ,L(u, y) |x=xrNr
]>
,
where each component of the vector corresponds to the residual of the PDE
problem evaluated at the ith “residual” point of the sequence {xri ∈ D}Nri=1.
The constraint on the residuals is added as a penalty term into the ob-
jective function, leading to the minimization problem
min
u,y
‖u(Xus )− us‖2Σu + ‖y(Xys )− ys‖2Σy + ρ‖r[u, y]‖22, (19)
where ρ > 0 is a penalty parameter.
We now proceed to introduce the cKLE models for y and u. Namely, we
interpret the cKLEs Eq. (14) and Eq. (18) as representations of functions
parameterized by the vectors of cKLE coefficients ξ and η, leading to the
deterministic cKLE models
yc(x,η) = y¯c(x) +ψ>y (x)ξ, (20)
uc(x,η) = u¯c(x) +ψ>u (x)η. (21)
Substituting Eqs. (20) and (21) into Eq. (19), we obtain the following mini-
mization problem in terms of the cKLE parameters:
min
ξ,η
‖uc(Xus ,η)− us‖2Σu + ‖yc(Xys , ξ)− ys‖2Σy + ρ ‖r[uc(·,η), yc(·, ξ)]‖22 .
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By construction, the cKLE models minimize the discrepancy terms. This
leaves only the penalty term, so that the coefficient ρ can be dropped.
It remains to regularize the problem. In this work we choose to penalize
the `2-norm of the vectors of cKLE parameters, resulting in the final PICKLE
minimization problem
min
ξ,η
‖r[uc(·,η), yc(·, ξ)]‖22 + γ
(‖ξ‖22 + ‖η‖22) , (22)
where γ > 0 is a regularization penalty. Substituting ξ and η, estimated
from Eq. (22), into Eq. (20) and Eq. (21) provides the PICKLE estimates of
the y and u fields. The proposed model inversion algorithm is summarized
in Algorithm 2.
Algorithm 2 cKLE-based inversion
Require: Xys , ys, X
u
s , us, C
y(·, · | θ), Nξ, Nη, Nens
1: Estimate θ via GPR model selection
2: Compute conditional mean and covariance of yc using Eqs. (6) and (7)
3: Calculate KLE of yc
4: Calculate cKLE model, Eq. (20), truncated to Nξ terms
5: Compute conditional mean and covariance of uc using Algorithm 1
6: Calculate KLE of uc
7: Calculate cKLE model, Eq. (21), truncated to Nη terms
8: Estimate ξ and η via Eq. (22)
9: Compute y and u from estimated ξ and η using Eq. (20) and Eq. (21)
3.3. Computational cost
Common iterative, gradient-based approaches to the solution of the PDE-
constrained optimization problem of Eq. (1) aim to minimize the objective
function with respect to y, with u given explicitly at every iteration of the
procedure as the solution of the PDE constraint, L(u, y) = 0, for given y.
The gradient of the objective function with respect to y is then found by
the application of the chain rule and the adjoint method, e.g., see [39]. Such
approaches require solving the PDE constraint at every step of the iteration
process. In contrast, in PICKLE there is no need to solve the governing
PDE. Instead, our approach requires only evaluating the norm of the vector
of residuals and its gradient with respect to the cKLE coefficients.
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The calculation of the residuals’ norm gradient deserves special consid-
eration. One can consider a strong or weak form of the PDE residual. The
strong form of the PDE residual requires evaluating the spatial derivatives of
the cKLEs of y and u, which in turn requires obtaining the cKLE in terms of
closed form functions. While the eigenproblem for the cKLE cannot be ex-
actly solved in closed form in general, closed-form approximations in terms of
orthogonal polynomials (e.g. Chebyshev polynomials) can be obtained (e.g.,
[40, 41]). The benefit of having the closed-form cKLEs is that the norm of
residuals and its gradients can be evaluated programatically using automatic
differentiation of the composition of the residual and the cKLEs. In this
work, we consider the residual of a weak form of the PDE constraint. In
this case, it suffices to solve the eigenproblems and compute the cKLEs of y
and u on the discretized grids corresponding to the weak form of the PDE
problem. In Section 4 we discuss the FV approximation of the PDE problem
employed for the numerical experiments presented in this work.
The three factors that chiefly control the computational cost of the PICKLE
approach are (i) the number of samples in the ensemble {u(i)}, Nens, (ii) the
number of cKLE parameters, (iii) and the size of the vector of residuals. In
the following, we discuss these sources of computational cost one-by-one.
(i) In PICKLE, the governing PDE is solved Nens times, a number spec-
ified a priori. In comparison, traditional gradient-based approaches to the
solution of the PDE-constrained optimization problem require a number of
solutions of the PDE constraint that cannot be controlled a priori. There-
fore, the computational cost of solving complex physics problems cannot in
general be controlled a priori for such approaches. Also, in PICKLE, each
of Nens realizations can be run independently. Therefore, PICKLE is triv-
ially parallelizable, which can dramatically reduce the computational time
associated with this cost.
(ii) As we show in Section 4, the cKLEs allow us to represent the y and
u fields in terms of a relatively low number of KLE parameters, which makes
it possible to to tackle high-dimensional problems; specifically, accurate so-
lutions can be obtained with a number of KLE parameters significantly less
than the number necessary to represent the unconditional y and u fields. The
accuracy PICKLE strongly depends on the expressive capacity of truncated
cKLEs, which is known to be limited for fields with sharp gradients or discon-
tinuities due to the Gibbs phenomenon. Nevertheless, piecewise-continuous
y fields can be treated with our approach by introducing latent fields, as
described in Section 4.2.
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(iii) With regards to the vector of residuals, the proposed inversion ap-
proach provides significant flexibility for the choice of residuals. For the
numerical experiments shown in Section 4, we employ the residuals of the
finite volume (FV) discretization of the PDE constraint evaluated at a subset
of the FV elements of the discretization. The residuals’ vector size of can be
adjusted to reduce the computational cost of the inverse problem solution.
4. Numerical experiments
In this section, we use PICKLE for estimating the heterogeneous diffusion
coefficient of the elliptic diffusion equation. Specifically, we consider the PDE
problem
∇ · [ey(x)∇u(x)] = 0, x ∈ D := [0, 1]2,
u(x) = 1, x1 = 0,
u(x) = 0, x1 = 1,
ey(x)
∂u(x)
∂x2
= 0, x2 = {0, 1},
(23)
where u(x) is the PDE solution and y(x) is the log-diffusion coefficient.
Among other problems, this equation describes saturated flow in hetero-
geneous porous media [42]. Our goal is to estimate the spatial distribution
of y from noiseless sparse observations of y and u.
In our numerical experiments, we discretize the simulation domain into
a uniform grid of 32× 32 rectangular elements, for a total of 1024 elements.
The PDE problem Eq. (23) is then discretized employing a cell-centered FV
scheme and the two-point flux approximation.
The PICKLE method is implemented in Scientific Python [43], and all
numerical experiments are executed on a Intel Xeon W-2135 workstation em-
ploying GNU Parallel [44]. To evaluate the accuracy of the PICKLE method,
we compare the reconstructed log-diffusion field to the reference field em-
ployed to generate the synthetic observations. Furthermore, we compare the
reconstructed field against the MAP estimate with H1 regularization, a com-
monly used PDE-constrained optimization-based inversion approach, and the
PINN method [31]. For both MAP and PICKLE, we use the regularization
parameter γ = 1× 10−6. The PINN method does not employ regularization,
other than the regularization provided by physics constraints. The PINN
implementation details are given in Section 4.1.
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Table 1: Properties of synthetic reference log-diffusion fields, and PICKLE estimation
parameters
λ σ Nξ Nη N
y
s N
u
s
Gaussian 0.2 1.0 100 100 50 50
Mate´rn ν = 5/2 0.2 1.0 100 100 50 50
Mate´rn ν = 3/2 0.1 1.0 300 200 200 50
4.1. Continuous diffusion field
We first consider continuous reference y fields of various degrees of smooth-
ness. Three reference fields are generated as realizations of zero-mean Gaus-
sian processes with the isotropic Mate´rn (with ν = {3/2, 5/2}) and Gaussian
kernels for the values of the kernel hyperparameters (namely the correlation
length λ and standard deviation σ), listed in Table 1. The corresponding
reference u fields are computed by solving the FV discretization of the PDE
of Eq. (23). Finally, observation locations for the y and u are chosen ran-
domly from the set of FV cell centers. The number of observations are listed
in Table 1. For the reference fields with the Gaussian and Mate´rn ν = 5/2
kernels, we assume that 50 observations for both y and u are available. For
the Mate´rn ν = 3/2 case, we use 200 y observations to estimate the field. The
larger number of observations is necessary for the latter case as this problem
is more challenging due to its short correlation length and lower smoothness.
The number of KLE terms for this kernel given by the condition Eq. (11)
with rtol = 99% is 511. The reference fields and observation locations are
shown in Fig. 1.
As described in Section 3.1.1, we construct the cKLE model for y by
training a GPR model to the observation data (ys, X
y
s ). We consider two
scenarios: (i) the data-generating kernel and its hyperparameters are known,
and (ii) the data-generating kernel is known but the hyperparameters are un-
known. We will refer to the first scenario as “cKLI” and the second scenario
as “cKLI-θ”. For cKLI-θ, the kernel hyperparameters are estimated using
the observations ys via marginal likelihood estimation, which is performed
using the library GPy [45].
Fig. 2 presents the reference y fields and the cKLI-θ and MAP estimates
of these fields. The cKLI-θ estimates are computed using Nξ and Nη listed in
Table 1. For all cases, we used Nens = 5× 103. It can be seen that the cKLI-θ
estimates of y are more accurate than the MAP estimates for all considered
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(a) y(x), Gaussian kernel (b) y(x), Mate´rn ν = 5/2 (c) y(x), Mate´rn ν = 3/2
(d) u(x), Gaussian kernel (e) u(x), Mate´rn ν = 5/2 (f) u(x), Mate´rn ν = 3/2
Figure 1: Sample reference y (above) and u (below) fields for the parameters of Table 1.
cases; this advantage is more noticeable for the Mate´rn cases, which is less
smooth than the Gaussian case. Furthermore, the MAP estimates exhibit
peaks at the y observation locations, a phenomenon typical to H1 regulariza-
tion, whereas the cKLI-θ estimates are smooth and thus better approximate
the reference fields.
We define the “relative `p error” as the `p-norm of the estimation error
with respect to the `p-norm of the reference field, that is,
relative `p error := ‖yref − yest‖p/‖yref‖p.
In Table 2, we present the relative `2 error of the estimates shown in Fig. 2.
We also present the relative error of the cKLI-θ estimate computed using
subsampled residuals with a subsampling factor of 2 in each direction (re-
sulting in a reduction in the dimension of the vector of residuals by a factor of
4). Subsampling reduces the dimension of the vector of residuals and there-
fore reduces the computational effort of computing the cKLI-θ estimate. For
comparison, we also present the `2 error in the estimates obtained with the
cKLI method. As expected, the accuracy of the cKLI estimated y is the
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(a) Mate´rn ν = 5/2 ref. (b) cKLI-θ (c) MAP
(d) Gaussian kernel ref. (e) cKLI-θ (f) MAP
(g) Mate´rn ν = 3/2 ref. (h) cKLI-θ (i) MAP
Figure 2: cKLI-θ estimate (middle) and MAP estimate (right) of the reference log-diffusion
fields of Fig. 1.
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Table 2: Relative `2 error of the y estimates shown in Fig. 2 and obtained with PINNs.
For cKLI-θ, “Full” indicates the estimate computed using the full vector of FV residuals,
and “Subsampled” indicates the estimate computed using a subsampling of the vector of
residuals by a factor of 2 in each spatial direction.
cKLI cKLI-θ MAP PINN
Full Subsampled Full Subsampled
Gaussian 0.010 0.015 0.017 0.022 0.150 0.072(27)
Mate´rn ν = 5/2 0.099 0.109 0.099 0.111 0.224 0.169(11)
Mate´rn ν = 3/2 0.257 0.254 0.262 0.261 0.419 0.388(16)
same or better than that of the cKLI-θ estimate for all considered cases.
This is because the accuracy of PICKLE estimation depends on the accu-
racy of the estimated y kernel, and in the cKLI case we assume that the y
kernel is known exactly. It can be seen that for the cases considered so far,
the PICKLE for estimating y is more accurate in the `2 sense than MAP,
and that subsampling by a factor of 2 of the vector of residuals does not
significantly increase the PICKLE estimation error.
For comparison, we also estimate y using the PINN method for parameter
estimation [31]. Here, we represent the y and u fields using deep feed-forward
neural networks with three hidden layers and 30 neurons per layer. The
residual is estimated at Nr = 1024 points. We conduct ten simulations with
different initializations using the Xavier’s initialization scheme, and train the
PINN networks by using the L-BFGS-B method. The mean and standard
deviation across initializations of the relative `2 error is reported in Table 2.
The relative `2 error of PICKLE cKLI-θ estimation is approximately 320%
smaller than of PINN estimation for the Gaussian kernel reference, 70%
smaller for the Mate´rn ν = 5/2 reference, and 50% for the Mate´rn ν = 5/2
reference.
To evaluate the robustness of PICKLE, we calculate the relative `2 es-
timation error for different reference fields (generated as realizations of the
random fields with the Mate´rn (ν = 5/2) and Gaussian kernels with σ = 1.0
and the correlation lengths λ = 0.2 and 0.5. ) and choices of observation
locations. Furthermore, we study how the relative `2 error depends on the
number of cKLE terms in the expansions of the y and u fields. For each com-
bination of kernel and correlation length, we generate 10 reference y fields
and the corresponding u fields. For each reference field, we randomly gener-
ate observation locations, and compute the cKLI and cKLI-θ estimates of y.
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We do this for Nus = 50, Nη = 100, two values of N
y
s , 10 and 50, and various
values of Nξ.
The relative `2 error as a function of Nξ is shown in Figs. 3 and 4. As in
the previous example, we can see that the accuracy of the cKLI estimated
y is the same or better than that of the cKLI-θ estimate for all considered
cases. The cKLI estimates are consistently more accurate in the `2 sense
than the MAP estimate for sufficiently large Nξ. In particular, we note that
a good rule of thumb for Nξ is to be larger than the number of KLE terms
of the reference kernel for rtol = 99% minus the number of observations.
As expected, for the rougher Mate´rn kernel, more KL terms are needed
to obtain an accurate y estimate than for the smoother Gaussian kernel. The
same observation is true with respect to the correlation length: The smaller
is the correlation length, the more KL terms are needed to obtain an accurate
y estimate.
The cKLI-θ estimates require additional discussion. For all considered
fields except one, the cKLI-θ estimate of y is more accurate than the MAP
estimate for sufficiently large Nξ. For N
y
s = 10 and the rough (Mate´rn) kernel
with small correlation length, the cKLI-θ is worse than the MAP estimate for
all consideredNξ (Fig. 3c). This is because 10 y observations are not sufficient
to obtain adequate estimates of the hyperparameters of the kernel for such a
rough y field. Fig. 3d shows that for the same Mate´rn kernel, a very accurate
estimate of hypermaparameters is obtained with 50 y measurements, and the
cKLI-θ estimates of y are as accurate as the cKLI estimates and are more
accurate than MAP estimation for sufficiently large values of Nξ.
The comparison of the cKLI and cKLI-θ results show that the more accu-
rate estimate of the y kernel is available, the less terms in the cKLE model of
y are needed to obtain an accurate estimate of y. These results also indicate
that it is not necessary to know the y kernel exactly for PICKLE estimation
to produce an accurate estimate of y, given that Nξ is sufficiently large.
4.2. Piecewise-constant diffusion field
Finally, we consider the case of a piecewise-constant diffusion field k
(Fig. 5). Due to Gibb’s phenomenon, a large number of KLE terms would be
necessary to accurately represent either k or y := log k directly [46]. There-
fore, to treat this case with our proposed method, we introduce a latent field
f(x) that can be represented accurately using a finite-dimensional represen-
tation. For this application we assume that the log-diffusion field consist of
two facies, with constant log-diffusion values of y1 and y2, with y1 > y2. The
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101 102
Nξ
10−2
10−1
100
(a) λ = 0.5, Nys = 10
101 102
Nξ
10−2
10−1
100
cKLI-θ
cKLI
MAP
(b) λ = 0.5, Nys = 50
101 102
Nξ
10−1
100
(c) λ = 0.2, Nys = 10
101 102
Nξ
10−1
100
(d) λ = 0.2, Nys = 50
Figure 3: Relative `2 error for Mate´rn covariance kernel with ν = 5/2 and with different
values of λ and Nys
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(a) λ = 0.5, Nys = 10
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(b) λ = 0.5, Nys = 50
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(c) λ = 0.2, Nys = 10
101 102
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(d) λ = 0.2, Nys = 50
Figure 4: Relative `2 error for the Gaussian covariance kernel with different values of λ
and Nys .
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log-diffusion coefficient is then approximated in terms of the latent field f(x)
as
y(x) = (y1 − y2) expit
(
ε−1f(x)
)
+ y2, (24)
where expit := 1/[1 + exp(−x)] is the logistic function, and ε > 0 is a
small constant [47]. In the limit ε→ 0, expit (ε−1(·)) approximates the step
function from 0 to 1.
To compute the PICKE cKLI-θ estimate of y, we first construct a cKLE
for the latent field f from sparse measurements of y, which we accomplish via
GP classification [14]. As the latent field is not observed directly, we cannot
use the GPR Eqs. (6) and (7) to construct the conditional GP model fˆ c(x, ω).
Instead, we proceed as follows: The observations ys = (y1, . . . , yNys )
> are
translated into a vector of binary values bs = (bi, . . . , bNys )
>, where bi = 0 and
bi = 1 indicate yi = y2 and yi = y1, respectively. These binary observations
are employed to construct the logistic GP classifier fˆ c(x, ω), corresponding
to the random field fˆ conditioned on the outcomes bi of the Bernoulli random
variables (e.g. random variables with binary outcome) with probability of
b = 1 given by expit(fˆ(Xyi ))
1, that is,
bi ∼ Bernoulli(expit(fˆ(Xyi ))), i ∈ [1, Nys ].
The conditioning is performed using the expectation propagation algorithm
as implemented by the library GPy [45]. Once the conditional mean and
covariance have been estimated, we then compute the cKLE of fˆ c.
Next, we construct the sampling-based covariance model for u by us-
ing Algorithm 1. The realizations {y(i)} are generated by sampling fields
{f (i)} from the cKLE of fˆ c, which are then substituted into Eq. (24). Once
the conditional covariance of u is found, the PICKLE estimate of f (and of
y through Eq. (24)) is computed using Algorithm 2.
Fig. 5 shows the reference binary y field and the PICKLE cKLI-θ and
MAP estimates of y using 25 measurements of y and 100 measurements
of u. The reference f field is generated as a realization of the zero-mean
Gaussian process with the isotropic Mate´rn (ν = 5/2) kernel, σ = 1.0, and
λ = 0.2. The reference y field is generated by substituting the reference f
field into Eq. (24) with  = 100. As before, the reference u field is generated
1Note that GPR, Eqs. (6) and (7), can be understood in the same terms. Specifically,
yˆc is equivalent to the random field fˆ conditioned on the outcomes ys of the random
variable N (fˆ(Xys ),Σ).
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by solving Eq. (23) for the reference y field. It can be seen that the PICKLE
cKLI-θ estimate of y is closer to the reference y and has a significantly sharper
boundary between the “y1” and “y2” regions than the MAP estimated y. The
relative l1 error of the PICKE cKLI-θ estimate of y is 0.179, more than two
times smaller than the MAP estimation error of 0.380. These results indicate
that PICKLE estimation can be employed to estimate discontinuous fields
by expressing these fields in terms of cKLEs of continuous latent fields.
(a) Ref. (b) cKLI-θ (c) MAP
Figure 5: Reference piecewise-continuous log-diffusion field, and estimates computed usign
cKLI-θ and MAP. Relative `1 error of cKLI-θ is 0.179 and of MAP is 0.380.
5. Conclusions
We presented a new physics-informed machine learning approach, termed
PICKLE, for learning parameters and states of stationary physical systems
from sparse measurements constrained by the stationary PDE models gov-
erning the behavior of said systems. In PICKLE, parameters and states are
approximated using cKLEs, i.e., KLEs conditioned on measurements, result-
ing in low-dimensional models of spatial fields that honor observed data.
Finally, the coefficients in the cKLEs are estimated by minimizing the norm
of the residual of the PDE model evaluated at a finite set of points in the com-
putational domain, ensuring that the reconstructed parameters and states are
consistent with both the observations and the PDE model to an arbitrary
level of accuracy.
The cKLEs are constructed using the eigendecomposition of covariance
models of spatial variability. For the model parameter (space-dependent dif-
fusion coefficient), we employed a parameterized covariance model calibrated
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on parameter observations; for the model state, the covariance was estimated
from a number of forward simulations of the PDE model corresponding to
realizations of the parameter drawn from its cKLE. We demonstrated that
the accuracy of the PICKLE method depends on the accuracy of the esti-
mated parameter covariance, which in turn depends on the number of mea-
surements. It is important to note that transfer learning could be used to
estimate the covariance of parameters, e.g., measurements collected in other
systems with statistically similar properties can be used to estimate the co-
variance function of the model parameters.
We applied PICKLE to solve an inverse problem associated with the
steady-state diffusion equation with unknown space-dependent diffusion co-
efficient. Specifically, we used PICKLE to estimate the log-diffusion coeffi-
cient from sparse measurements of the log-diffusion coefficient and the state
of the system. We considered continuous and discontinuous diffusion coeffi-
cients. For continuous diffusion coefficients with different degrees of rough-
ness (corresponding to different covariance kernels and correlation lengths),
we demonstrated that the PICKLE estimates of the diffusion coefficient are
more accurate than those of the MAP and physics-informed neural networks
(PINN) method. The comparison with the PINN method suggests that cK-
LEs are better representations of sparsely-measured spatially-correlated fields
than neural networks. We also found that PICKLE provides a better esti-
mate of the discontinuous conductivity field than the MAP method.
Our results indicate that the PICKLE method can be used for estimating
space-dependent parameters and states regardless of their underlying sta-
tistical distribution. Even though the cKLE expansion in PICKLE is con-
structed using the GPR estimates of the mean and covariance functions, we
demonstrated that accurate estimates can be obtained when cKLE is used to
model fields with highly non-Gaussian statistics, including the solution of the
diffusion equation on the bounded domain and the discontinuous diffusion
coefficient.
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