Integrated population modelling is widely used in statistical ecology. It allows data from population time series and independent surveys to be analysed simultaneously. In classical analysis the time-series likelihood component can be conveniently approximated using Kalman filter methodology. However, the natural way to model systems which have a discrete state space is to use hidden Markov models (HMMs). The proposed method avoids the Kalman filter approximations and Monte Carlo simulations.
Introduction

19
Integrated population modelling (IPM) is the state-of-the-art approach for estimating pa-20 rameters of population dynamics when independent data sets are available at the population 21 and individual levels on members of the same wild animal population. These data sets 22 typically relate to animal survival, productivity and abundance, in the last case through In Section 2 we describe the two case studies of the paper. In Section 3 we present models 41 for data from studies of capture-recapture, ring-recovery and productivity. We describe the 
Northern lapwing, Vanellus vanellus
57
Two data sets provide information on survival and counts for the Northern lapwing; there is 58 no sex information and age is known for survival. The count data were collected from 1965 - Throughout we use boldface to indicate generic parameters which may involve several coef-70 ficients due to variation over time and/or by age. of length T years. There will be straightforward extensions to incorporate degrees of age-91 dependence in survival in both the case studies. 
95
We define apparent survival φ i , for animals alive at time t i which remain in the study area until time t i+1 and define p j as the probability an individual which is alive at occasion t j is recaptured at that time. The probability associated with the (i, j) cell of the m-array is then given by:
and we define
The product-multinomial likelihood is then given by by a product of multinomials, as above, and the likelihood is now given by
where R i denotes the number of marked individuals released at time t i ,
for 1 i < j T , and ǫ i = 1 − T j=i+1 δ ij , for 1 i < T. 
for an initial state distribution, g 1 , a state distribution at time t, g t , and an observation 108 distribution f t , where θ denotes model parameters for the state process and ψ are parameters 109 for the observation process. The state distribution g t can be extended to greater than first-110 order dependence. We just consider linear models, although the approach of the paper is 111 general, except when the Kalman filter is used; see Besbeas and Morgan (2018) .
112
We write the likelihood for the time-series data when survival estimation is based upon 
where Λ t is a K × K Leslie matrix, Z t is an appropriate M × K matrix and Ω and Σ are 116 dispersion matrices.
117
In addition random variables appearing in the variance terms in the state Equation 6 118 are approximated by their expectations. The likelihood is easily formed, the method is
119
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Acce pted Artic le space may become large, and we shall discuss alternative ways of dealing with this feature.
131
In general, a HMM likelihood L T , can be written as a product of the initial distribution vector δ, corresponding to g 1 (n|θ) of Equation 3, the appropriate, year-dependent, transition probability matrices {Γ t }, corresponding to g t (n|N t , θ) of Equation 4 which describe the state transitions in the latent process, and the state-dependent probability matrices {P (y t )} for each year t, for the observation process, corresponding to f t (y|N t , ψ) of Equation 5. We can then write
where 1 denotes the unit row vector, which is the standard forward probability formulation Under the assumption that the data from the different surveys are independent, the likelihood for integrated modelling, L I , is given as the product of the corresponding component likelihoods. Then for capture-recapture, for example, and the models of Sections 3.1.1, 3.2 and 3.3 we obtain
with a similar equation for recovery data when productivity data are available. The expres- survival and capture probability assumed by Abadi et al. (2010) is the CJS model of Section 3.1.1 extended to include specific sex and age effects. There are two age classes for apparent survival: for birds aged one year, and for all older birds (taken not to vary with age); there is logistic-linear regression on year and additive parameters to distinguish between age and sex.
The recapture probability has a different value for each year, and an additive parameter on the logistic scale to distinguish sex. Productivity also has a different value for each year. We parameterise the model using standard logistic and logarithmic transformations as follows:
Here t indicates year, φ f,1,t (φ m,1,t ) is the survival probability of female (male) birds in their 148 first year of life at time t; φ f,a,t (φ m,a,t ) is the survival probability of older female (male) birds ) only analyse count data on female birds. They assume that breeding starts at age 1, and a balanced sex ratio at birth, so that in an obvious notation, their state equations, which only consider the female population, are given as:
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where N 1,t and N a,t denote the numbers of one-year old female birds and (adult) female birds aged 2 years respectively at time t, γ is the immigration rate, N t = (N 1,t , N a,t ) and N t = N 1,t + N a,t , for t = 1, 2, . . . , T. In terms of a Leslie matrix for a Kalman filter analysis, we can write the state equations as
where the additive binomial and Poisson error terms are specified above. The state process of Abadi et al. (2010) is thus two-dimensional. However adding Equations 10 and 11 gives
We note that we obtain the same expression as that of 
166
The observation equation adopted by Abadi et al. (2010) is given by
so that there is no separate variance for the observation equation in this case. In combination,
167
Equations 13 and 14 specify a one-dimensional state-space model which we fit using HMMs.
168
The elements of the transition probability matrices {Γ t } are the binomial-Poisson convolution 
174
For the Kalman-filter analysis, we approximate N t+1 |N t ∼ N (N t (φ f,a,t +γ +r t φ f,1,t /2), ω 2 ), with ω 2 = N t {φ f,a,t (1 − φ f,a,t ) + (γ + r t φ f,1,t /2)}, and take y t |N t ≈ N(N t , a t ), where a t is the 
Little owl results
179
We present in Figure 1 illustrative results from hidden Markov modelling, the Bayesian and in Table 1 we compare a range of models for immigration also considered by Abadi et al. 
210
[ 
which for the Kalman filter analysis have the matrix formulation,
Here again, N 1,t and N a,t denote the numbers of one-year old female birds and (adult) female 213 birds aged 2 years respectively at time t, S 1,t and S a,t are respectively the annual survival 
This explains in part why it is more efficient to use the first-order chain, given below, when, and the entries of Γ t are
where λ v = vr t S 1,t /2, w = 0, 1, 2, . . . , x = 0, 1, . . . , u + v.
221
The matrix Γ t is a partitioned matrix with the block structure given below:
where each submatrix has dimension N a,max × N a,max . We now describe the submatrices.
222
Conditional upon N 1,t = u, and N a,t = v, the appropriate submatrices of Γ t are those 
where 1 is now a 1 × N 1,max row vector of 1s, and ⊗ is the Kronecker product operator.
230
Define the column vector R w by
, for v = 0, 1, . . . , N a,max , w = 1, . . . , N 1,max , and let
and
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Then in terms of the Hadamard product we can write,
The P (y t ) are diagonal, (N 1,max N a,max × N 1,max N a,max ) matrices with appropriate entries 231 for the normal probability density function of the observations, {y t |N a,t }, replicated for each 232 of the sub matrices of Γ. Thus we can write P = I N 1,max ⊗ Q, where Q is a diagonal 233 N a,max × N a,max matrix containing the probability density terms for {y t |N a,t }. filter, demonstrate that the estimates of {N 1,t } are generally far smaller than those for {N a,t }.
244
This suggests using more bins for the adult age class than for the younger one. For the heron analysis for these models is straightforward, for example using the approximate Kalman 
252
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Lapwing results
253
The HMM modelling of the lapwing data is more complex than that of the Little owl data, respectively.
273
[ We can see from that there is little difference between these models for this application.
283
where N 2,t is the number of birds of age 2 at time t and N a,t denotes the number of birds For this analysis productivity is taken as constant, r. This article is protected by copyright. All rights reserved
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Exact integrated population modelling Table 1 Fitting Little owl data using the HMM approach: statistics from fitting 5 different models to investigate regressions of the immigration rate, γ, on time and on the vole indicator variable; ℓ denotes the maximised log-likelihood value; ∆AIC denotes the change in the Akaike information criterion (AIC) compared with the model with the smallest AIC value. 
