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INTRODUCTION 
La premiere partie de ce travail consiste a Btablir certaines proprietes des 
algebres (associatives, unitaires) avec involution, de dimension finie. 
Les algebres .& que l’on considere sont definies sur un anneau euclidien 
integre 2 de caracteristique differente de 2; on pourra prendre par exemple 
Z = Z ou Z = k[t], k &ant un corps de caracteristique differente de 2. 
On commence par Btendre l’anneau des scalaires de ral a un corps value 
R I Z et on definit une notion d’orthogonalite et d’isotropie dans R@&. On 
montre par exemple que les elements isotropes minimaux de z&’ engendrent 
des droites de R@s’ sit&es a une certaine distance des elements de S# dont 
la norme est dans Z*. 
La deuxibme partie est une application de ce qui precede dans le cas ou 
& est l’algebre de Clifford dun module quadratique (I, ‘p) libre de rang fini. 
On montre, en particulier, comment on peut gC&raliser des r&hats 
classiques sur les modules quadratiques lorsque Z = k[ t 1. La m&ode utilisee 
est completement elementaire et se rattache a celle d’Aubry [l, p. 99; 
4, p. 801. 
NOTATIONS. On suppose que Z est integre et euclidien pour une norme 
non triviale ] ] a valeurs dans N et que cette norme verifie l’inegalite 
triangulaire. Lorsque Z = k[ t] on pose IPI = 2degr’(P) pour P E Z. 
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I. ALGkBRES ASSOCIATIVES AVEC INVOLUTION 
1. D$hitions 
On suppose que .z! est un Z-module libre, dont on designe une base par 
e,, . . . , e,, et on se donne une loi inteme associative avec element unite sur LX? 
telle que pour X E Z, x et y E 54, on ait: 
On designe par RN.&’ la R-algebre deduite de ~8 par extension du corps 
des scalaires de Z a R. En tant qu’espace vectoriel, on a: 
R@.fd = Re,G3 . . . @Re, 
On suppose que .PZ est muni dun Zantiautomorphisme x * ? tel que 
17 = x et on Ctend cet antiautomorphisme a R@&; on dira que x c) X est 
l’inuolution de I’algebre ~4 [3, p. 3001. 
EXEMPLES. 
(1) Si .& est commutative, on peut prendre X = x pour tout x E ~22. 
(2) Si (I, cp) est un Zmodule quadratique libre, son algebre de Clifford 
.& = C(I) posdde dew antiautomorphismes remarquables (voir dew&me 
partie). w 
Si x = Cx,e,, on d&nit la norme de x par: 
dans le cas ultrametrique, 
dans le cas archimedien. 
11 est clair qu’il existe une constante F > 0 telle que pour x et y E 
R@Jz? on ait: 
II~YII G Wll IIYII 
F peut dtre calculee a l’aide de la table de multiplication de ~8. 
LEMME 1. Soit un R-sousespace vectoriel E de R @&et soit XE (R @&)\E, 
alors on a: 
dist(x, E) := I:fE { IN - YII> ‘0. 
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Preuve. 
(1) E peut 8tre defini par des equations lineaires (continues), done E est 
ferme. 
(2) Raisonnons par l’absurde: si dist(x, E) = 0, alors pour tout n E N il 
existerait y, E E tel que (Ix - y,Il< l/n, done x serait adherent a E et 
x E E. n 
2. orthogonulit~ 
LEMME 2. Si x E Rc3.r~ et si xX E R alms XF = Fx. 
Si de plus x2 = h E R*, alms T/A est l’inverse de x. 
Preuve. 
(1) Si xy = A E R*, alors y/X est l’inverse de x a droite, done a gauche 
PI. 
(2) On suppose ici que e, = 1 et on designe par (e:, . . . , e,,* ) la base duale 
de (e,,..., e,,). On considere les formes quadratiques: 
x 2 e,*(xF), i = l,...,n, 
x 2 e:(xiY - 2x). 
Ce que I’on vient de voir montre que: 
q2(x) = * . . = q,(x) = 0 
91(r) + 0 1 
=j 9(x)=0. 
On pose 
Q= {xER@.&; qa(x)= ... =9”(x)=(I) 
et 
U= {xEQ; 9r(x)fO}. 
U est un ouvert de Q sur lequel 9 s’annule et U n’est pas vide puisque 1 E V, 
done 9 s’annule sur l’adherence de U qui est Q tout entier pour la topologie 
de Zariski (on peut aussi utiliser la topologie ordinaire en supposant que le 
groupe de valuation de R est dense dans Iw + ). n 
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DEFINITION 1. On appelle norme (a gauche) de x E R@&, l’elitment 
N(x) = XT E RBZZ. 
On pourrait de mbme definir la norme a droite Xx de x. 
On note H(Z) [resp. H(R)] l’ensemble des elements x de z& [resp. 
II@&] tels que N(x) E Z* [resp. R*]. 
La proposition suivante, resulte du lemme 2. 
PROPOSITION 1. 
(1) H(z) (resp. H(R)) t es un sowgroupe multiplicatif du groupe des 
Uments inversibks de ~8 (resp. R@.&). 
(2) Si N(x) E R, alors N(X) = N(x). 
DEFINITION 2. Soit x E R@&‘. 
On dir-a que x est isotrope si N(x) = 0 et on Ccrira x E 9. 
9* designera par la suite l’ensemble des elements isotropes rwn nuls de 
R@.-&. 
Un sousespace vectoriel E de R@.B? sera dit totalement isotrope si tous 
ses elements seront isotropes: E c Y. 
x et y E R@& sont dits orthogonaux si: 
xy+ y?=O. 
EXEMPLE. Si .YZ! est commutative et X = x pour tout x, alors x E .Y 
equivaut a dire que x 2 = 0 et x et y sont orthogonaux si et seulement si 
xy = 0. 
PROPOSITION 2. 
(1) 3 = 9. 
(2) .!z!Y.!x? c x. 
Preuve. (1): RCsulte de la proposition 1. 
(2): Si a E .FZ? et x E X, on a: 
N(ax)=ax(Z)=a(x?)Z=O. 
Si b E ~4 et y E 3, on a: 
(yb)yb=%(@y)b. 
Or N(y) = 0 entraine yy = 0, done (yb)yb = 0 et on en deduit que N(s) = 0 
done que iV( yb) = 0. H 
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DEFINITION 3. On pose [3, p. 3031: 
(R@siqO= {xER@.%?; x=X}, 
do = d n (R@JqO; 
(RX&y= (xERc9.d; x= -?}, 
d1 = ._5? r-l (R@Jiql. 
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PROPOSITION 3. 
d = d08.d1, 
R@d = (R@.E~)~cB (R@.d)l. 
Preuve. Provient de 
XfZ x-;r 
xc-+- 
2 2 * 
REMARQUES. 
(1) Pour tout x, N(x) E (mu?)? 
(2) Si x I y, on a xij E (R@&)l. 
(3) Si x E (R@J~?)‘, N(x) = x2. Si x E (R@.5zY)‘, N(x) = -x2. 
3. Tran.sfnmutions Lidaires 
DEFINITION 4. Soit u E R@.z? et soit x quelconque dam R@.d, on 
pose: 
T,(x) = ux, 
S”(X) = uxu. 
PROPOSITION 4. 
(1) T,, = T,, 0 T,, S,, = S, 0 So. 
(2) T,(4) c 9 et S,(Y) c 9. 
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(3) Si u E R@.& (resp. &) S, induit un endcnmnphisme linkaire de 
(R@&)’ (resp. ~4’). 
(4) Si x I y, alms T,(x) _L T,(y) et si N(u) E R, S,(x) _L S,(y). 
(5) Si u est inversible, 1 ‘inverse de T, est T,-1. Si u E H(R) 1 ‘inverse de 
S,, est [N(u)]-2S,. 
Cette proposition rblte soit de la Proposition 2, soit d’un simple calcul. 
PROPOSITION 5. On pose Y* = Y\(O). 
(1) Si u E H(Z) et x E 9* n .a?, a&m T,(r) et S,,(x) sont dams Y*n d. 
(2) Si de plus u = E (mod Rx) on a: 
T,(X) = T,(f). 
(3) Si en outre x E &‘, on a S,(r) = S,(x). 
(4) Si E c (R8.d) est totakmmt isotmpe, si u E E * n .di et u = E 
(mod E), alors pour tout x E E, on a: 
S”(X) = s,(x). 
Preuve. (1): La premibre partie r&xlte des propositions 2 et 4. 
(2) et (3): Posons u = E+ Xx, A E R, on a: 
T,,@) = ux = EX + Ax? = EX, 
S,(x)=(E+hx)x(E+XX)=EXE+AEx~++x2(E+Ax). 
Si x E zZ’, on a x2 = * N(x), d’oti le rCsultat. 
(4): Posons u = E + y, y E E, on a: 
Comme yxij = - yy? = * N(y)?, le demier terme est nul. Comme E est 
orthogonal g E, on a: 
--- 
&XV = - EYX = Y&X = - jjX&. 
Mais si E C (R@d)“, on a E E (Red)’ et: 
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4. Isolement des &?hents Minimuux 
DI?FINITION 5. Si a E Y* n d, on dir-a que a est minimal, si l]a]l est 
minimal pour tous les a E .Y* n d. 
TH~ORBME 1. Soit a E Y* n A?. 
Si a est minimal, on a pour tout u E H(Z): 
F-l< dist[u,Vect(u)] 
o& Vect(u) dbigne le R-espuce vectoriel engendrd par a. 
Preuve. Soit rj > 0, il existe A E R tel que: 
\]u - Xull Q dist[u,Vect(a)] + 7. 
Posons E = u - ha, la proposition 5 entraine 
done: 
et, comme lIZI/ > 0: 
d’ou: 
1 G Fllsll 
F-’ G dist[ u,Vect(u)] + 4. w 
DEFINITION 6. Soient p E N et i E (0, l}, on considere les ensembles 
A= {a,,..., a,)c.f*n_& Otis,,..., up sont linkirement independants et 
tels que Vect(u,, . . . , up) soit totalement isotrope dans R@.&. 
Lorsque IJAIl = sup{ (Jar]],. . . , Ilu,ll} est minimal dans l’ensemble des A 
precedents, on dira que A est minimal en dimension p. 
TH~O&ME 2. Soient i E (0, l} et A c X* n di minimal en dimension 
p, &TS pour tout u E H(Z)n AL n di on a: 
F-l< dist[u,Vect(A)] 
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Preuve. Soit q> 0, il existe b E Vect(A) tel que: 
11~ - bll< dist[u,Vect(A)] + 17. 
Posons E = u - b, les propositions 4 et 5 entrainent que A’ = S,(A) c 
.F* n .di est du m6me type que A. 11 en rkulte que: 
llAll 6 IIA’II d F211All 11412 
et comme )jAIJ > 0, on a: 
1 < F211El12 
d’oti: 
FM1 <dist[u,Vect(A)] + 7. 
5. Conskquence Lorsque Z = k[t] avec k Algdbriquement Clos 
NOTATION. CY &ant un Bkment de k((l/t )), on dbsigne par [a] sa partie 
polynomiale caractbisbe par: 
(a- [(Y]l<l. 
TH~OR~ME 3. On suppose que rang 54 = n. Si a E Y* n d est minimal, 
on a: 
Ilull < (2F)“-‘. 
Preuve. On suppose que Ilull = Iall = 2d et on cherche p E Z* tel que 
IpI < 2d et 
on a (n - 1)~ Equations linbires g d inconnues, done l’espace des solutions 
est de dimension > d - (n - 1)~ sur k. On pose: 
b= [/3:] =/3el+[F]el+ e-0 +[e]e,,. 
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11 est clair que b = BeI + . . . # 0 et que jlbll < llall done N(b) # 0. Imposons 
la condition N(b) E R; cela revient a ajouter n - 1 equations quadratiques 
homogbnes. Si d - (n - 1)~ > n - 1, il existe une solution non nulle p puis- 
que k est algebriquement ~10s. 
Posons b - j3a /a 1 = E, on a d’apres le theoreme 1: 
F-r < ll&ll Q 2-“-l 
d’ou 
-log,Fg --Y-l 
et: 
(n-l)(v+l)g(n-l)log,F. 
On peut supposer que: 
d 
v= [ 1 --1 si n-l 
d d 
v=--2 si PEZ. 
n-l n-l 
Dans les dew cas: 
d’ou: 
d 
v+1>-- 1 
n-l 
d-(n-l)<(n-l)(v+l)+-1)logsF 
et 
Ilull < @q”- l. n 
II. ALGEBRES DE CLIFFORD 
1. Algsbre de Cliffid d’un Module Quadratique Libre 
On se donne un module quadratique (P, cp) sur 2 par une base Ei,. . . , 5,; 
on a done: 
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On pose: 
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Dans la suite V designera R@r = K$‘,@ . . . @R(, et C(r) [resp. C(V)] 
l’algbbre de Clifford de (r, ‘p) [resp. (V, cp)] et on notera par (e,), pour 
J c 9({1,..., r}) la base de C(r) [resp. C(V)] dhduite de (c1,...,5,) (voir 
PI)* 
TH~OR$ME 4. Si x et y E C(V), on a: 
IIXYII G Wll IIYII 
avec F = Qr duns le cas ultratitriqw, F = 2’Q’ ahns k cas architidien. 
Preuve. 
(1) Supposons que: 
x = CxIeI et y = C y,e, 
alors on a: 
XY = C%Y,W, 
I,I 
II~YII < ( s~~lleIerll)l141 Ilyll. 
(2) Remarquons maintenant que si i < j: 
On a done: 
(1) 
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11 en resulte que e,. e, = P(fi, j, eK) ou P est un polyn8me homogene de 
poids ]I ] + ]J] par rapport aux nombres d’indices et a coefficients dans 72. On 
trouve: 
llereJll G a’ si I I est ultrametrique, 
Ile,e,]l < 2’W si I I est archimedienne. 1 
(II) 
(3) Finalement (I) et (II) donnent le resultat. w 
Rappelons maintenant [2] que C(T) [resp. C(V)] est munie de dew 
involutions remarquables: l’antiautomorphisme principal T tel que: 
r( Eitj) = 5j5i 
et la conjugaison * = or = TT ou P designe l’automorphisme principal defini 
par: 
4&) = - 5i. 
Dans tout ce qui suit, on choisira comme involution x ++ 2 l’un ou l’autre 
de ces dew antiautomorphismes et on designera par AT? l’algebre C(I) munie 
de cet antiautomorphisme choisi une fois pour toutes. 
Nous allons maintenant etudier le plongement de V dans R@.&. 
LEMME~. SiaEVona, pourtoutxEV: 
S,(x) = f { cp(a)x - cp(a, x>a} E V. 
Le signe &ant + ( resp. - ) si 1 ‘on a choisi * ( resp. 7) comme involution. 
Preuve. 
cp(a)x - cp(a, x)a = aux - (ax + xa)a 
= -axa. 
Done si E = a*, on trouve S,(x) et si a = T(a), on trouve - S,(x). 
Mentionnons pour memoire la prop&t& suivante [2, ch. IX]. 
PROPOSITION 6. On suppose que u E H(R) et que, dans le cas 03 
l’involution est r, on a U = f u. Alms les conditions suivantes sont dquiva- 
k&es: 
(i) ZZexistea,,..., a,EVtelsqueay#O pouri=l,..., setu=a,...a,. 
(ii) S,(V) =v. 
Dans la suite on utilisera (i) * (ii) qui est l’implication la plus facile. 
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TH~OR~ME 5. Si a (resp. A) est minimal duns r n .F* (uoir d@nitions 5 
et 6) et si u E H(Z)n V (resp. H(Z)n V n Al) orz a: 
dist[u,Vect(a)] 
dist[u,Vect(A)] 
si ) ( est uZtram&ique, 
si 1 1 est archin&dienne. 
Preuue. On reprend la demonstration des theoremes 1 et 2. 
Le lemme 3 entraine que: 
S,(a)=S,(a)E.Y*nl?, 
IN III Ea < ( ~114121141 si I I est ultrametrique, 
2~114121141 si ) ) est archimkdienne 
et on en deduit que: 
2. Con&quence Lorsque Z = k[t] 
On reprend les notations du paragraphe 5 de la premiere partie, mais ici k 
n’est plus suppose algebriquement ~10s. 
TH$OF&ME 6. On suppose que rang r = r. 
Si a E Y* n r est minimal, on a: Ilull < @,cr-1)‘2. 
Preuue. On reprend la demonstration du theoreme 3 et on utihse le 
theoreme 5. Les inegalites suivantes (celle de gauche ritsulte du theoreme 5): 
@-l/e< ll&ll d 2-“-l 
et un choix correct de v @ savoir [d /(r - l)] si d /(r - 1) 4 Z et d /( r - 1) 
- 1 sinon) entrainent: 
n 
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REMARQUES. 
(1) Un x&&at analogue est valable sur Z [l, p. 871. 
(2) Le rapporteur m’a signali: que ce r&&at a k-t& exposC par A. Prestel g 
Obenvolfach en juin 1985 et qu’il sera prochainement pub&. 
3. Gas d’une Smnme Orthogode Directe 
On suppose que r = r’ @ I?’ avec l? I r” et on pose ‘p’ = g&-,, I$’ = f&.,,. 
On suppose que tl,. . . , 5, est une base de r’ et que &+ 1,. . . , & est une 
base de r”. 
On s’int&esse aux Blkments x de C(V) [resp. C(r)] qui sont de la forme 
x = x’+ x” avec x’E C(V’) et x” E C(W) [resp. x’E c(ry et x” E qry. 
On posera: 
C(v) = (R@d)‘, Ci(V’) = (R@dsl’)‘, Ci(V’) = (R@dtt)i, 
c”(v)={xEC(V); 77(x)=x}, 
c,(v)= {xEC(V); m(x)= -x}, etc. 
PROPOWTION 7. Soit i E (0, l}. 
(1) C”(V’)@C”(V’) c C’(V). 
(2) Si x = x’ + x” auec x’ E C,( V’) et x” E C(V) et si u E C(V), on a: 
S”(X) - S,( x”) = my 6)x’ = Tun<(u)X’. 
Done, si u7r’(E) E R: 
s,(x) = y’+ y” 
a2)ec y’ E C,(V) et y” E C(V). 
Preuve. Le seul point qui ne soit pas immkliat est le (2). En fait, si 
j’E {l,..., s} et j”E {s+l,...,r} ona: 
on en dkduit que si J”c {s+l,...,r} on a: 
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et, si J'C {l,..., s}: 
et, par linearit& 
Or si x’ E Ci(V’) on a r’ = CX,,e,. avec ]_/‘I = i (mod 2), done: 
X’U = 7ri( U)x’. n 
4. GLnnBralisation du Thh&me de Camels-Pfister 
Le rCsultat suivant gkkalise les theoremes de Cassels et Pfister [3, p. 
1481 et son analogue sur B gCnCraliserait celui de Davenport-Cassels [4, p. 
801. 
DEFINITION 7. Soit x = x’ + x” E C(P) avec x’ E Ci( r’) et x” E I?‘, on 
designe par e(x) la valeur absolue d’un p.g.c.d. des coordonnees de x’. 
TH~OR~ME 7. On suppose que #’ est anisotrope et que W’ < 2. 
(1) S ‘il existe un kht isotrope rwn ml de type prkkdent, alors il 
existe un klhent isotrope a = a’ + a” du m&n43 type tel que e(a) = 1. 
(2) M&me r&hat si 1 ‘on prend x’ E I?; alors a’ E r’ et O(a) = 1. 
Preuve: On se bornera a dkmontrer la premiere assertion. 
Soit a = a’ + a” un element isotrope du type cherche tel que 0(a) soit 
minimal. 
(1) Si 0(a) = 1, il n’y a rien a dire. 
(2) Si e(a) > 1, on considere un p.g.c.d., d, des coordonnees de a’. Le 
vecteur a”/d ne peut pas &re dans P” sinon e(a) ne serait pas minimal. 
Posons 
et e=b-: 
d’ 
On a done: 
et 
II4 = ll&“ll < 1. 
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Posons c = S,(a) E C( IY). D’aprks la proposition 5, c est isotrope et c = &(a). 
D’aprbs la proposition 7, on a: 
c = c’ + c” avec c’ E Ci( I?), c” E J?’ 
et: 
c’ = Etr7Ti( p)uf = k ,puf, 
c” = S,( u”). 
Puisque E” # 0 et que $’ est anisotrope E’!~ # 0. Done c E .Y*. On en dkduit 
que /3(c) >, e(a). Mais &“2d est un p.g.c.d. des coordonnbes de c’ done: 
e(c) = (&“2/e( u)
et comme 
on a une contradiction. n 
Remarque. Le rapporteur m’a signak que ce thborkme contient aussi un 
r&x&at d’Arason et Pfister [S, Satz 2, p. 291, dbmonstration]. 
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