In this paper we address the problem of modelling and analyzing human motion by focusing on 3D body skeletons. Particularly, our intent is to represent skeletal motion in a geometric and e cient way, leading to an accurate action-recognition system. Here an action is represented by a dynamical system whose observability matrix is characterized as an element of a Grassmann manifold. To formulate our learning algorithm, we propose two distinct ideas: (1) In the first one we perform classification using a Truncated Wrapped Gaussian model, one for each class in its own tangent space. (2) In the second one we propose a novel learning algorithm that uses a vector representation formed by concatenating local coordinates in tangent spaces associated with di↵erent classes and training a linear SVM.
Introduction 1
Human action and activity recognition is one of the most active research 2 topics in the computer vision community due to its many challenging issues.
3
The motivation behind the great interest granted to action recognition is 4 the large number of possible applications in consumer interactive entertain-5 ment and gaming [1] , surveillance systems [2] , life-care and home systems Second, using the Riemannian geometry of this manifold, we present a so-54 lution for solving the classification problem. We studied statistical modelling properties and providing the input to a linear SVM classifier.
63
While given an unknown test video, to recognize its belonging to one of 64 N action classes, we apply the first step on the sequence to represent it as 65 a point on the Grassmann manifold. Then, this point is presented by its 66 LTB as done in learning step. In order to recognize the input action, SVM 67 classifier is performed.
68
The rest of the paper is organized as follows: In section 1, the state-of-69 the-art is summarized and main contributions of this paper are highlighted.
70
In section 2, parametric subspace-based modelling of 3D joint-trajectory is 
Related works

77
In this section two categories of related works are reviewed from two 78 points of view: manifold-based approache and depth data representation. there is no training process on data.
142
Kernels [23, 24] are also used in order to transform subspaces of a man-
143
ifold onto a space where Euclidean metric can be applied. Shirazi et al.
144
[23] embed Grassmann manifolds upon a Hilbert space to minimize cluster-145 ing distortions and then apply a locally discriminant analysis using a graph.
146
Video action classification is then obtained by a Nearest-Neighbour classi-147 fier applied on Euclidean distances computed on the graph-embedded kernel.
148
Similarly, Harandi et al. [24] propose to represent the spatio-temporal as- 
152
[25] use multi-view system coupling action recognition on 2D images with 153 3D pose estimation, were the action-specific manifolds are acting as a link All these approaches cited above are based on features extracted from 156 2D video sequences as silhouettes or raw pixels from images. However, the 157 recent emergence of low-cost depth sensors opens the possibility of revisiting 158 the problem of activity modelling and learning using depth data-driven. Xia et al [30] propose a method to extract STIP a on depth videos (DSTIP).
178
Then around these points of interest they build a depth cuboid similarity 179 9 feature as descriptor for each action. In the work proposed by Vieira et al. is also used to obtain a compact Eigen Joints representation for each frame. videos. On the other hand, very few works deal with this task using depth 270 images and it is still possible to improve learning step using these models.
271
Besides, linear dynamic systems [51] show more and more promising results
272
on the motion modelling since they exhibit the stationary properties in time, 273 so they fit for action representation.
274
In this paper, we propose the use of geometric structure inherent in the
275
Grassmann manifold for action analysis. We perform action recognition by sequence can then be seen as a matrix collecting all time-series from J joints,
306
At this level, we could consider using DTW algorithm [37] 
where z 2 R d is a hidden state vector, A 2 R d⇥d is the transition matrix 
which allows to move on the manifold. 
where ✓ i is the principal angle vector which can be computed through the However, this flattening of the manifold through tangent space is not e cient 375 since the tangent space on the global mean can be far from other points.
376
A more appropriate way is to consider separate tangent spaces for each 377 class at the class-mean. The classification is then performed in these indi- class which represents the action at best. The algorithm exploits log and exp 398 maps in a predictor/corrector loop until convergence to an expected point.
399
The computation of a mean can be used to perform an action classification 
Truncated Wrapped Gaussian
404
In addition to the mean µ computed by Karcher mean on Therefore, we can restrict the tangent space by a truncation beyond a radius
). By truncation, the normalization constant changes for mul-
). In fact, it gets scaled down depending on how 420 much of the probability mass is left out of the truncation region.
421
Let f (x) denotes the probability density function (pdf) defined on
by :
After truncation, an approximation of f gives:
where z is the normalization factor :
Using Monte Carlo estimation, it can proved that the estimation of z is given 426 20 by: here for mean computation.
458
We introduce an upswing of the manifold learning so-called Local Tangent 
464
The LTBs can provide the input of a classifier, like the linear SVM clas-465 sifier as in our case. In doing so, the learning model of the classifier is con-466 structed using LTBs instead of classifying as function of the local distances
467
(mean and standard-deviation) of the point from LTBs as in TWG method.
468
We finally notice that training a linear SVM classifier on our represen-469 tation of points provided by LTB is more appropriate than the use of SVM 470 with classical Kernel, like rbf, on original points on the manifold.
471
In experiments, we compare our learning approach LTBSVM to the clas- 
Experimental results
479
This section summarizes our empirical results and provides an analysis of 480 the performances of our proposed approach on several datasets compared to 481 the state-of-the-art approaches. and the experimental protocol used for evaluation are summarized in Table   488 1. Examples of actions from these datasets are shown in Figure 4 . In all these datasets, a normalization step is performed in order to make 
507
In our LTBSVM approach, we train a linear SVM on our LTB represen- actions. Despite of all of these facilities, it is also a challenging dataset 528 since many activities appear very similar due to small inter-class variation.
529
Several works have already been conducted on this dataset. Table 2 : Recognition accuracy (in %) for the MSR-Action 3D dataset using our approach compared to the previous approaches.
of subspaces. Figure 5 shows the variation of recognition performances with 544 the change of the subspace dimension. We remark that until dimension 12, 545 the recognition rate generally increase with the increase of the size of the 546 subspaces dimensions. This is expected, since a small dimension causes a 547 lack of information but also a big dimension of the subspace keeps noise and 548 brings confusion between inter-classes. We also compare in this figure, our 549 new introduced learning algorithm LBTSVM to TWG and KM.
550
To better understand the behavior of our approach according to the action 551 type, the confusion matrix is illustrated in Figure 6 . For most actions, about 552 11 classes of actions, video sequences are 100% correctly classified.
553
The classification error occurs if two actions are very similar, such as
554
'horizontal arm wave' and 'high arm wave'. Besides, one of most problematic 555 action to classify is 'hammer' action which is frequently confused with 'draw 556 X'. The particularity of these two actions is that they start in the same These results show that, in contrast to approaches that use HMM which 570 require a large number of training data, our approach reveals robustness and 571 e ciency. This robustness is due to the fact that the Control Tangents, which play an important role in learning process, can be computed e ciently using 573 small number of action points per class on the manifold. Table 3 : Recognition accuracy, obtained by our approach using LTBSVM on MSR-Action 3D dataset, with di↵erent size of training dataset.
• Significant variation in the realization of the same action: same action 581 is done with one hand or two hands can be used to describe the 'pick 582 up' action.
583
• Variation in duration of actions: the mean and standard-deviation are 584 respectively for the whole actions 31.1 and 11.61 frames at 30 fps.
585
To compare our results with state-of-the-art approaches, we follow experi-586 ment protocol proposed by Xia et al. [35] . The protocol is leave-one-out 587 cross-validation. In Table 4 , we show comparison between the recognition 588 accuracy produced by our approach and the approach presented by Xia et 589 al. [35] .
590
This Table 4 : Recognition accuracy (per action) for the UT-kinect dataset obtained by our approach using LTBSVM compared to Xia et al. [35] .
contain variations in view point and realization of the same action. This 596 means that our approach is view-invariant and it is robust to change in action 597 types thanks to the used learning approach. The overall accuracy of Xia et al.
598
[35] is better than our recognition rate. However on MSR Action3D database, 599 the recognition rate obtained by this approach gives only 78.97%. This can 600 be explained by the fact that this approach requires a large training dataset.
601
Especially for complex actions which a↵ect adversely the HMM classification 602 in case of small samples of training. 
UCF-kinect dataset
604
In this experiment, our approach is evaluated in terms of latency, i.e. a real challenge is to define a good compromise between "making forced de-609 cision" on partial available frames (but potentially unreliable) and "waiting"
610
for the entire video sequence.
To evaluate the performance of our approach in reducing latency, we con- 
625
As shown in Figure 7 , our approach using LTBSVM clearly achieves im- Finally, the detail of recognition rates, when using the totality of frames 642 in the sequence, are shown through the confusion matrix in Figure 8 . results (see Table 2 ). In our approach (LTBSVM), both Control Tangent   670 and statistics on the manifold are used. The purpose was to formulate our 671 learning algorithm using a discriminative parametrization which incorporate ing class clusters, instead of classifying using a function of local distances.
675
The results in Table 2 in entertainment applications to resolve the problem of lag and improve some 691 motion-based games.
692
Since the proposed approach is based on only skeletal joint coordinates,
693
it is simple to calculate and it needs only a small computation time. In fact, 694 with our current implementation written in C++, the whole recognition time Limitations. Our proposed approach is a 3D joint-based framework derives minimum number of frames, it provides the highest recognition rate.
728
We would encourage future works to extend our approach to investigate 
