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The practice of using biographical data in personnel selection, commonly referred 
to as biodata, has a history that spans well over 100 years (Stokes, 1999). Although 
there has historically been definitional disagreement about what constitutes biodata, 
in the hiring or employee selection context it has traditionally been defined as 
historical and verifiable pieces of information about an individual’s personal 
background and life history that are typically collected in the application process 
(Anderson & Shackleton, 1990). For example, factual information about an 
applicant can include their age, marital status, previous jobs, years of experience in 
previous roles, and level of education. As personnel selection practices, technology, 
as well as legal, technical, and practical requirements have changed dramatically 
over the past 100 years, so has the measurement, application, and theory 
surrounding biodata.  
Although biodata items can be developed using rational or theory-driven 
approaches that focus on specific constructs (Mumford et al., 1996; Oswald et al., 
2004; Reiter-Palmon & Connelly, 2000; Stricker & Rock, 1998), empirically-
derived keys are often used to score items and improve prediction because of their 
relationships with important criteria such as job performance (Cucina et al., 2012; 
Cucina et al., 2013; Karas & West, 1999; Mitchell & Klimoski, 1982; Reiter-
Palmon & Connelly, 2000). Such an approach is often criticized as employing 
“black box” or “dust bowl” empiricism, therefore lacking in psychological 
meaning, job relatedness, and legal defensibility in the hiring or employee selection 
context. The term “black box” is used in the sciences to describe a complex device 
for which we know the inputs and outputs, but not the mechanisms or 
innerworkings that produce the outcomes. As it relates to applications of artificial 
intelligence (AI) and machine learning, we may know the inputs (i.e., training data 
used to build these models) and the resulting output (i.e., predictions based on the 
model), but the actual innerworkings of the machine remain opaque and 
unknowable by human observers. 
As it relates to biodata, for instance, a certain zip code reported on a biodata 
item could be correlated with job performance and based on that criterion, only 
candidates who live in that area may be selected. Not only can the use of such 
information result in discrimination, but it also goes against several employment 
laws. As the popularity of biodata in selection assessments grew in the 1980s and 
1990s, many attempts to develop biodata theories and guide the development of 
biodata items were introduced (e.g., Hough & Paulin, 1994; Mael, 1991; Mumford 
& Owens, 1987; Mumford et al., 1990; Nickels, 1994; Schoenfeldt, 1999; Schmitt 
et al., 1999; Steinhaus & Waters, 1991). The insights gleaned from this body of 
research are increasingly relevant in the new age of big data, AI, and machine 
learning. More than ever, AI and machine learning are being used to score 
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candidates and make hiring recommendations. Although there are several ways to 
integrate AI and machine learning, many organizations are using data-driven 
approaches, which are frequently atheoretical and usually based on correlations or 
pattern recognition. As a result, even if information about protected classes is 
removed (e.g., race and gender), algorithms often detect factors that correlate with 
these protected groups and can indirectly propagate bias in personnel selection.  
These issues speak directly to the role of industrial and organizational (I-O) 
psychologists to promote fairness, equity, and unbiased decision making in 
organizations. Although more overt discriminatory treatment such as segregation 
and wage disparities based on protected class (e.g., sex and race) have declined 
since the introduction of the Civil Rights Act of 1964, certain groups remain 
underrepresented in high-paying and high-status jobs (Berdahl & Moore, 2006). 
For instance, Fortune magazine reported that 73% of senior executives at Fortune 
500 companies are White compared to the 21% who are Asian, 3% Latino, and 
0.6% Black (Jones, 2017). Additionally, women as well as racial and ethnic 
minorities have been shown to consistently earn less compared to their male and 
white counterparts. Studies suggest that on average women earn 82 cents for every 
dollar men earn for comparable work, and men of color on average earn less than 
White men but outearn women within their race or ethnic groups for comparable 
work (Payscale, 2021). Inherent in the selection process is the consideration of 
several legal issues, regulatory bodies, and guidelines. The Civil Rights Acts of 
1964 deals with a variety of discrimination issues, while Title VII of this act is 
directed specifically at employment issues. According to Title VII, employers 
cannot discriminate based on color, national origin, race, religion, sex. In order to 
help organizations, abide by Title VII, the Equal Employment Opportunity 
Commission (EEOC) was created. In addition to key laws regarding employment 
practices, The Uniform Guidelines on Employee Selection Procedures (1978) and 
Principles for the Validation and Use of Personnel Selection Procedures (1987, 
2003) provide guidance on the implementation of scientifically valid assessments 
and fair practices in the workplace. I-O psychologists are often directly responsible 
for ensuring that organizational practice abide by existing employment 
discrimination laws and the Uniform Guidelines. 
Ostensibly, the inherent problems with AI-powered assessments and 
algorithmic scoring are akin to the historical problems with biodata. Similar to the 
way in which I-O psychologists help ensure the appropriate use of biodata, I-O 
psychologists can help ensure the appropriate use of data, legal defensibility, and 
optimal outcomes for organizations using these novel approaches. In light of these 
parallels, the present paper examines the long history of biodata use in personnel 
assessment, drawing parallels between past and present, and identifying lessons 
learned and their implications for applications of machine learning and AI in the 
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hiring process. Finally, we provide recommendations for today's problems based 
on the lessons learned from past biodata research. 
 
Overview of the Hiring Process  
 
While every organization has their own unique hiring process, there are generally 
four key stages in most hiring processes: sourcing, screening, interviewing, and 
selection (Bogen & Rieke, 2018). As noted, I-O psychologists play a critical role 
in helping organizations design hiring practices that are not only valid and predict 
who will be successful on the job but also minimize bias at each one of these steps. 
Sourcing involves generating a pool of candidates for a specific job. This is usually 
done by posting job requisitions on multiple different platforms (e.g., job boards, 
LinkedIn) as well as searching for, identifying, and then reaching out to desirable 
candidates. Screening is the next step which consists of pre-employment 
assessments that can help screen out unsuitable applicants and refine the candidate 
pool. In other words, pre-employment screening tools and assessments include 
procedures that can help make preliminary evaluations of candidates in order to 
narrow the hiring funnel. The next step is interviewing, which involves conducting 
a more in-depth evaluation of candidates through structured conversations with 
multiple key stakeholders (e.g., manager, team, etc.). This process can help 
determine who the best candidates for the job are.  
Finally, there is the selection or final evaluation stage, which consists of 
incorporating the results of all the pre-employment assessments and interviews to 
make a final decision about whom to select for the role. It is important to remember 
that the hiring process is cumulative, and decisions made at every step of the 
process can affect the quality of hire and overall fairness of the process. 
Historically, many groups have been systematically underrepresented within higher 
levels of the workforce and this is partly a result of unintended bias baked into 
commonly used pre-employment assessment or evaluation processes from the past. 
While several new high-tech tools are emerging to help tackle this problem, many 
of them also have the potential to propagate unintended bias, in turn undermining 
their value as fair and reliable.  
Given the potential for unintended bias, we believe that revisiting the 
critiques of some of these older tools and incorporating the lessons learned into 
design and administration of new pre-employment assessment procedures is key to 
actually increasing fair and diverse representation in the workplace. As noted, in 
this paper we will focus primarily on pre-employment assessments, highlighting 
the similarities between historically popular, yet highly controversial methods like 
biodata assessments and new methods like algorithmic pre-employment 
assessments. In doing so, we will focus on how their development can influence 
potential for unintended bias or discrimination and the ethical and legal 
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implications of this practice. Lastly, we will use lessons learned from the use of 
biodata assessments to inform our recommendations for algorithmic and AI-
powered assessments. 
 
The History of Biodata in Personnel Assessment 
 
Although the form and function of biodata assessments have changed drastically 
over the past century, the use of biodata is not new. For example, an early 
application of biodata was the selection of successful sales personnel in the life 
insurance industry (Goldsmith, 1922). According to a report from the International 
Personnel Management Association (IPMA; van Rijn, 1992), biodata has been 
collected in the private sector to predict a diverse set of constructs over the years 
including job performance (Walther, 1961), employee turnover (Cascio, 1975), 
managerial effectiveness (Laurent, 1962), creativity (Buel et al., 1966), vocational 
interests (Mumford & Owens, 1982), student achievement (Freeberg, 1967), credit 
risk (Moran et al., 1968) honesty (Rosenbaum, 1976), training success (Drakeley 
et al., 1988), and career success (Childs & Klimoski, 1986).  
 Scholars have pointed to the Weighted Application Form (WAF) as an early 
predecessor to biodata assessments as we know them today (Anderson & 
Shackleton, 1990). Similar to biodata items, the WAF is a form whose responses 
are assigned a numerical value. The items used in a WAF of course depend on their 
context and application, but these items typically seek to gather information and 
assign values in order to make a decision. Over 90 years ago, research demonstrated 
that the systematic analysis of items on a standard job application form could be 
used to predict the chances of candidates being successful in the job (Anderson & 
Shackleton, 1990). This procedure is similar to what is used for credit card 
applications or the determination of insurance rates. For example, insurers may 
empirically derive that young drivers, people with fast cars, and those who live in 
large cities are all at greater risk of an accident, and thereby charge them higher 
premiums. These assumptions are based on systematic evidence, and WAFs work 
on the same principle. Biodata assessments operate on a similar principle but differ 
in that they are typically tailored for a particular job and use a multiple-choice 
questionnaire that allow for the execution of detailed statistical analyses (Anderson 
& Shackleton, 1990). 
An analysis of the type of information that has historically been collected 
in biodata questionnaires reveals biodata topics that are not in line with current 
guidance surrounding employee selection procedures and legal protections for 
protected classes in the United States. Drawing from a report on the challenges and 
potential uses of biodata in the public sector from the IPMA in 1992, Table 1 
provides a summary of topic areas historically included in biodata questionnaires. 
Most of the topic areas included in Table 1, such as marital status, national origin, 
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sex, and family adjustment, would not be suitable or legally acceptable in selection 
procedures as they currently stand (Civil Rights Act, 1964, 1991; EEOC et al., 
1978). The fact that many of the topics represented in Table 1 are not used in current 
hiring practices is indicative of the role of I-O psychologists in creating assessments 
that are job-relevant, theoretically grounded, and legally defensible. In other words, 
historically, I-O psychologists have led the charge to help organizations better 
understand the tools at their disposal and only use those that are valid, fair, and 
legal.  
5
Sodhi and Cubrich: Biographical Data and Black Box Empiricism: Lessons Learned
Published by IdeaExchange@UAkron, 2021
  
 
 The 1980s and 1990s marked a turning point in the popularity and use of 
biodata assessment in personnel decisions. A summary of staff selection decisions 
Table 1  
Topic Areas Historically Included in Biodata Instruments 
Personal Skills 
 Age  Read/speak non-native language  
 Marital status   Read blueprints  
 Number of years married  Ability to type  
 Dependents, number of Birth order   Repair work on cars  
 Physical health   Possession of job skills 
 Time lost from job   Training for target job  
 Size of hometown   Machines/tools/equipment  
 Number of times moved Employment 
 Time at last address   Type of previous experience  
 Nationality   Worked while in high school  
 Weight and height   Number of previous jobs  
 Sex   Specific work experiences  
Background, General  Self-employment  
 Occupation of parent   Seniority  
 Military discharge record   Reason for leaving last job  
 Early family responsibility  Social 
 Parent family adjustment   Club memberships  
Education  Attendance at group meetings  
 Highest level of education   Offices held  
 Education level of spouse   Leadership experience  
 Major field of study  Interests 
 Subjects liked, disliked   Preference for outside work  
 Recency of education   Hobbies  
 Grades, honors, awards   Sports  
Socioeconomic  Sources of entertainment  
 Financial responsibility  Personal/Attitudinal 
 Phone number for creditors   Willingness to relocate  
 Loans as a portion of income   Willingness to travel  
 Monthly mortgage payment   Self-confidence  
 Debts   Basic personality needs  
 Net worth   Drive or energy level  
 Amount of life insurance   Job preferences  
 Properties/Investments    
 Current living expenses    
  Earnings expected      
Note. Adapted from “Biodata: Potentials and challenges in public sector employee selection,” 
by P. van Rijn, 1992, Personnel Assessment Monographs of International Personnel 
Management Assessment Council, p. 8. Most of the topic areas included in this table would 
not be suitable, acceptable, or legally defensible if used for personnel selection procedures.  
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leading into the 1990s remarked the following on biodata assessments, “Despite 
any problems they are highly cost effective and deserve to be more widely utilised 
than at present” (Anderson & Shackleton, 1990, p. 6.). Demonstrating the lack of 
utilization at the time, they pointed to a survey of major companies indicating that 
only eight percent were using biodata for selection at the time (Robertson & Makin, 
1986). The growth and popularity of biodata assessments in the 1980s and 1990s 
can be attributed to several factors. In 1992, a report from the IPMA indicated that 
reasons for increased interest in biodata include: (a) the rates of adverse impact 
associated with traditional written tests, (b) calls to expand the arsenal of predictors 
beyond the domain of cognitive ability, and (c) promising advances in the 
understanding and development of biodata questionnaires (van Rijn, 1992).  
 Further, the IPMA pointed to at least eight additional reasons for the 
growing interest in biodata assessments at the time: (a) high test-retest reliability, 
(b) high criterion-related validity, especially for objective criteria such as employee 
turnover, (c) generalizable validities that are relatively stable over time, across 
different subgroups, occupations, organizations, and situations, (d) relatively little 
adverse impact, (e) high cost-effectiveness and easy administration, especially 
when administered to a large group of applicant, (f) acceptable and non-threatening 
to most job applicants, and (g) a broad and flexible basis for assessment and 
increased composite validity when used with other assessments (van Rijn, 1992). 
Studies examining the benefits of biodata assessments have continued to 
show impressive results that support these notions. Research suggests that biodata 
assessment methods are commonly found to be related to job performance, 
turnover, and other life outcomes (Barrick & Zimmermann, 2009; Breaugh, 2014; 
Breaugh et al., 2014; Gessner et al., 1993; Hunter & Hunter, 1984; Mumford et al., 
1996; Mumford & Owens, 1987; Oswald et al., 2004; Ployhart et al., 2006; Reilly 
& Chao, 1982; Rothstein et al., 1990; Schmitt et al., 1984; Schmidt & Hunter, 1998; 
Siegel, 1956; Stricker & Rock, 1998), and tend to exhibit lower levels of adverse 
impact than many other selection tools (Hough et al., 2001; Pulakos & Schmitt, 
1996; Sharf, 1994).  
 
Algorithmic Pre-Employment Assessments, Artificial Intelligence, and 
Machine Learning 
 
With advancements in technology, algorithmic pre-employment assessments are 
becoming increasingly common. For instance, a recent Mercer study (2020) found 
that 88% of firms from a global sample use AI as a part of their HR processes. 
Further, the Global Digital Talent Acquisition Industry is estimated to grow at a 
rate of 8.8%, reaching almost 74 billion USD by 2025 (MarketWatch, 2021). This 
makes it all more critical to address and refine AI and Machine Learning 
approaches used to build employment assessments. Such approaches include using 
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computer-based algorithms to score and screen candidates on various factors in 
order to decide if candidates should progress through the hiring pipeline. This 
technology can help automate parts of the hiring process. Several companies now 
use AI and machine learning to further increase the predictive power of their 
algorithmics and decide which candidates have the greatest likelihood of success. 
In other words, these assessment technologies use data (often data that already 
exists within a company’s HR systems) to train algorithms to “learn” what 
differentiates successful candidates from unsuccessful ones and apply this 
information to make decisions about which candidates should move on to the next 
step of the hiring process. 
 There are several reasons why organizations choose to use algorithmic 
assessments. Firstly, using algorithmic assessments can help companies save time 
and money. On average, it takes about 6 weeks for an employer in the U.S. to fill a 
role (LinkedIn, 2017). Moreover, recruiters and hiring managers often spend 
several hours on each step in the hiring process. Together, this not only leads to a 
poorer candidate experience but also to a high cost per hire. Indeed, research 
suggests that it costs around $4000 to hire a new employee (Society for Human 
Resource Management, 2016) in the U.S. and talent acquisition departments often 
feel constrained when it comes to their budgets. In fact, even when projecting an 
increase in volume from one year to the next, talent acquisition departments often 
do not expect an increase in funding. All of these concerns increase the desirability 
of any process that can help make the hiring process more cost effective and less 
labor intensive.  
 Moreover, several vendors that design algorithmic or AI-powered 
assessments suggest that their processes can lead to hiring a better-quality candidate 
as well as an increase in diversity based on factors such as race, gender, age, etc. 
They also often suggest that machine learning algorithms can help predict fit which 
can increase engagement and reduce turnover (Bogen & Rieke, 2018). This 
potential benefit is important because turnover is an incredibly costly problem for 
companies to have.  
 However, while I-O psychologists were central to the conversations around 
appropriate use of biodata, the world of algorithmic pre-employment assessments 
is currently dominated by data scientists and computer scientists. This has led to a 
situation where algorithmic pre-employment assessments are not always the best 
solution and can be problematic in several ways. In fact, some of the criticisms of 
biodata assessments are actually relevant in the case of algorithm assessments as 
well, especially their ethical and legal implications related to diversity and 
inclusion. In the proceeding sections, we will start by discussing key practical and 
legal considerations when developing pre-employment assessments, as 
recommended by extensive research in the I-O psychology literature. Next, we will 
discuss the main criticisms of biodata-based screening and highlight the similarities 
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between biodata and algorithmic assessment tools. Finally, we will use lessons 
learned by I-O psychologists from the historic practice of biodata-based 
assessments to inform our recommended solutions for algorithmic assessments.  
 
Key Considerations for Developing Pre-Employment Assessments 
 
When developing or selecting a pre-employment assessment approach and 
considering their implications for diverse representation in the workplace, it is 
important to first understand the primary pre-employment assessment development 
approaches as well as the legal foundations of selection assessment.  
 
Data-driven versus theory-driven approaches 
 
Irrespective of the way in which a test is administered (e.g., paper-pencil, game-
based), it needs to meet the standards set by these laws and follow development 
guidelines provided by the EEOC. Because of these requirements, no single “type” 
of test or assessment inherently increases or decreases discrimination and legal 
liability. Instead, the way in which a test is developed (including the data used as a 
part of test development and the scoring rules or algorithms applied to selects 
candidates) determine the legal implications of the selection test or assessment. In 
other words, test development often plays a bigger role in impacting the validity 
and bias present in a test than the type of assessment or selection test (i.e., biodata, 
paper-pencil, game-based, AI-powered, etc.). Assessment development approaches 
or techniques usually fall somewhere on the continuum from theory-based to data-
driven. 
Theory-driven techniques utilize organizational psychology theory to 
identify and measure constructs that are necessary for the job (i.e., job-relatedness) 
and should be related to job performance. From a practical perspective, this would 
first involve conducting job analyses or developing competency models to 
determine the knowledge, skills, abilities, and other key characteristics (KSAOs) 
required to successfully perform the job. Next, this information would be used to 
develop assessments that measure these KSAOs in a way that is valid, reliable, and 
reduces adverse impact. On the other hand, data-driven techniques utilize big data 
approaches to identify what correlates most strongly with job performance, 
irrespective of how job-related they are. In other words, large amounts of data on 
current high performers and candidates can be mined to maximize the ability to 
predict if a candidate will fall into a certain group of interest. For instance, high 
performers may be used as benchmarks against which candidates are scored or 
scoring algorithms may measure in game behavior of high performers and use 
similarity in playing patterns as a criterion to select incumbents. However, when an 
algorithm replied on the extent to which a construct correlates with job 
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performance, “to ask whether the model is ‘job related’ in the sense of ‘statistically 
correlated’ is tautological. The more important question in the context of data 
mining is what does the correlation mean?” (Kim, 2016, p. 866). 
 
Legal foundations for selection procedures  
 
When it comes to using any form of assessments to make employee selection 
decisions (e.g., hiring, promotions) there are legal implications. Within the United 
States, there are currently several laws and guidelines in place to ensure that 
organizations use valid, reliable, and fair assessment and selection processes. 
Firstly, the Uniform Guidelines for Employee Selection Procedures (EEOC et al., 
1978) provide a framework that can help employers not just determine the proper 
use of selection instruments but also comply with the Federal law which prohibits 
discrimination in employment practices based on race, color, religion, sex, and 
national origin. Next, Title VII of the Civil Rights Act of 1964 established anti-
discrimination laws by forbidding discrimination based on race, color, religion, sex, 
and national origin. Additionally, the Age Discrimination in Employment Act 
(1967) makes it illegal to discriminate on the basis of age and the Americans with 
Disabilities Act (1990) makes it illegal to discriminate against people with 
disabilities. Finally, in the last decade and a half, privacy concerns led to additional 
legislature such as the Genetic Information Nondiscrimination Act (2008) in the 
United States which prohibits employers from asking about or acquiring genetic 
information from applicants or employees, and the General Data Protection 
Regulation (GDPR; 2018) which aims to strengthen right to privacy by regulating 
the data that organizations can collect about candidates and employees present in 
the European Union (EU). 
 
Criticisms of Biodata and Algorithmic-based Assessments  
 
Many of the criticisms associated with biodata are dependent upon the approach 
used to develop, weight, and score biodata items. The current practice of scoring 
biodata can be broadly differentiated into the three major categories: (a) rational 
keying, (b) empirical keying, and (c) hybrid blends of these respective approaches 
(Cucina et al., 2012; Speer et al., 2019). Rational approaches to developing and 
scoring biodata items use theory to guide item development, selection, and scaling 
(Reiter-Palmon & Connelly, 2000). Rational approaches seek to ensure relevance, 
generalizability, and long-term prediction by identifying specific psychological 
constructs that result in performance and writing or selecting items to reflect those 
constructs (Reiter-Palmon & Connelly, 2000). Although rational approaches have 
a clearer theoretical foundation and are potentially more legally defensible, this 
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method generally produces weaker criterion‐related validity when compared to 
empirical approaches (Cucina et al., 2012; Speer et al., 2019). 
Considering the incremental validity gained through empirical keying 
(Cucina et al., 2012, 2013), this approach remains a widely used method of scoring 
biodata in personnel selection (Hogan, 1994; Reiter-Palmon & Connelly, 2000; van 
Rijn, 1992). Although there are a variety of methods to create empirical keys, 
generally speaking, empirical keys are created by weighting and combining items 
as a function of their relationships with important criteria such as job performance 
(Reiter-Palmon & Connelly, 2000; Speer et al., 2019). This approach can maximize 
the size of the validity coefficients by capitalizing on item-criterion relationships 
(Mumford & Owens, 1987). Finally, hybrid keying is another common approach 
that uses both rational and empirical relationships to determine the final response 
weights (Speer et al., 2019). Such an approach can capitalize on the benefits of each 
of the aforementioned approaches. 
As it relates to implications for today’s hiring practices, the lessons learned 
from research on empirical keying are particularly useful. Akin to many criticisms 
of AI-based assessments, biodata assessments have historically been criticized as 
employing “black box” or “dust bowl” empiricism, therefore lacking psychological 
meaning. As such, the primary concern and criticism of biodata assessments is a 
theoretical one. An understanding of the theoretical link between a person’s life 
history and their success in different jobs has not been adequately understood 
(Stokes, 1999). Empirical keying results in robustly predictive assessments at the 
expense of a theoretically grounded understanding of what the scale is measuring 
and generalizability to other contexts is generally considered problematic (Speer et 
al., 2019). In fact, for this exact reason, an inability to explain why a biodata test is 
related to job performance can create concerns for legal defensibility.  
This concern is mirrored in the use of AI and algorithmic-based 
assessments. Although these novel assessments may maximize prediction, the 
theoretical basis of the information being used to make decisions is often unclear. 
In other words, data-driven assessment scoring algorithms based on AI and 
machine learning are often atheoretical, lack sufficient transparency, and are based 
on correlations between any number of candidate or employee data points and high 
performance. For instance, the algorithm may detect that having a certain eye color 
is correlated with high job performance and in turn recommend selecting candidates 
who have that eye color. However, for most jobs, it is unlikely that eye color is 
actually “job related” or a cause for high performance. This example illustrates the 
importance of remembering that correlation is not causation. In other words, just 
because something like zip code or eye color is correlated with high performance, 
it may not cause or lead to high performance and thus should not be a factor 
considered while making selection decisions. Not only can it discriminate against 
protected groups, it can also have legal implications. Specifically, not being able to 
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demonstrate that selection criteria is “job related for the position in question and 
consistent with business necessity” can in some cases make companies vulnerable 
to legal action under the Civil Rights Act (1991).  
The use of empirical criterion-keying can also result in biodata items that 
lack face validity (i.e., assessments do not appear to be relevant to the job, 
irrespective of if they actually are or not). Research has demonstrated that 
applicants react negatively to selection tests with no obvious relationship to job 
performance, and meta-analytic evidence has demonstrated that applicant reactions 
are significantly and meaningfully associated with performance on selection tests 
(Hausknecht et al., 2004). The same concerns can be applied to AI-based 
assessments. It may be unclear how organizations are using AI or machine learning 
to make personnel decisions, and applicants may have a general mistrust or 
unawareness of these practices, thereby introducing the potential for increased 
anxiety into the hiring process (van Esch et al., 2019). Additionally, research 
suggests that lack of face validity and the inability to understand how an assessment 
process relates to the job can actually increase the chances of legal action from 
applicants (Smither et al., 1993).  
Although the use of the biodata topics contained in Table 1 are not 
commonplace in practice today, an examination of the past reveals the types of 
extraneous and non-job relevant information that has been used historically to 
inform personnel decisions. The use of extraneous information, or information 
surrounding protected group status, is a major concern as AI is being increasingly 
used in hiring practices. As just one example, facial recognition can determine a 
candidate’s sexual orientation with a great deal of accuracy (Rule et al., 2016). 
Organizations have the potential to collect a number of additional characteristics 
during the recruitment process such as age, body image, socioeconomic status, 
gender, health condition, race, and sexual orientation (van Esch et al., 2019). When 
used incorrectly or inappropriately, this information could then be used to catalogue 
job candidates further and to discriminate where possible (van Esch et al., 2019). 
The potential for such a problem speaks directly to the role of I-O 
psychologists in maintaining fairness and legal defensibility. Similar to what was 
witnessed in the 1980s and 1990s surrounding biodata, I-O psychologists 
introduced biodata theories and methods to guide the development of biodata items 
to address potential problems (Hough & Paulin, 1994; Mael, 1991; Mumford & 
Owens, 1987; Mumford et al., 1990; Nickels, 1994; Schmitt et al., 1999; 
Schoenfeldt, 1999; Steinhaus & Waters, 1991). Even more recently, Speer et al. 
(2019) introduced a model that seeks to apply theory to empirically scoring biodata. 
As previously mentioned, development of AI-powered solutions for pre-
employment testing is dominated by data scientists and computer programmers. 
However, as AI and machine learning approaches continue to gain traction in 
personnel decision making, I-O psychologists need to assume a seat at the table to 
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help ensure the appropriate use of data, legal defensibility, and optimal outcomes 
for organizations. While many of the problems arising from the use of AI are novel, 
a retrospective look at the problems associated with biodata can inform many of 
these issues. The proceeding sections delve more deeply into the use of AI, machine 
learning, and algorithmic scoring, with a focus on insights to guide today’s 
personnel selection problems. 
 
Additional criticisms of algorithmic assessments  
 
Even though AI and machine learning algorithms may detect seemingly neutral 
criteria to select employees based on, it could lead to unintended bias, also referred 
to as classification bias. Classification bias can be defined as the use if 
“classification schemes have the effect of exacerbating inequality or disadvantage 
along line of race, sex, and other protected characteristics” (Kim, 2016, p. 911). For 
instance, an algorithm may be trained on data from high performers who are 
historically white. Based on this training dataset, the algorithm may determine that 
a certain criterion like address is highly correlated with job performance and 
recommend that candidates who live in a certain area should be selected because 
they are similar to current high performers. However, addresses are often conflated 
with socio-economic status and race. Thus, even though the algorithm wasn’t 
intentionally identifying race as the basis for selection, an unintended consequence 
was to select a proxy for race as criterion. 
These effects are often seen in the real-world, especially given the history 
of systematic oppression, segregation, and discrimination based on demographics 
that is a part of our history. In other words, systematic barriers and lack of access 
to opportunities for people belonging to certain groups is a key precedent to 
consider when thinking about bias in hiring today. As previously mentioned, even 
though overt discriminatory treatment has declined since the Civil Rights Act 
(1964), there is still potential for more subtle and systematic forms of 
discrimination to enter the system because of historic instances of bias. For 
instance, in 2015, a large technology company developed a machine learning 
algorithm to screen resumes in order to automate part of their talent acquisition 
process. However, in practice they found that instead of screening candidates in an 
unbiased way based on their skills or experience, the algorithm learned to rate 
women’s resumes lower (identified when words such as “women’s organization” 
were detected), presumably because the training set (in other words, the current 
demographic makeup of those who submit their resumes and get selected to work 
for the company) primarily consisted of men (Dastin, 2018).  
While discrimination of this kind is possible when using other forms of 
assessment, the use of machine learning algorithmics that “learn” and update 
themselves can often exacerbate these issues and make them hard to identify. In 
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addition to the ethical implications of this, using such an assessment can also leave 
employers vulnerable to legal action under section 703(a)(2) of Title VII of the 
Civil Rights Act (1964) which states that “it shall be an unlawful employment 
practice for an employer to limit, segregate, or classify his employees or applicants 
for employment in any way which would deprive or tend to deprive any individual 
of employment opportunities or otherwise adversely affect his status as an 
employee, because of such individual’s race, religion, sex, or national origin.” This 
section was not written with machine learning algorithms and classification biases 
in mind, the language can enable employees or candidates to take legal action 
against algorithmic assessments that may propagate unintended biases. 
Lastly, when using machine learning algorithms, there may be legal 
implications if the model continuously updates as and when new data becomes 
available. This is because with each model “revision”, the selection criteria may 
change, making it inconsistent across candidates (Lundquist et al., 2019). 
Additionally, each modified model is considered a separate selection instrument 
and requires validity evidence and adverse impact analysis to ensure that the 
updated criterion is still job-related, valid, and fair. A related concern is also the 
accuracy and completeness of the data used to train the algorithm or evaluate 
candidates. For instance, when data from resumes or social media profiles are used 
along with the way candidates play a game, it can lead to varying amounts of 
missing data, and in turn inconsistency in the criteria on which candidates are 
selected. Since the consistency or reliability of a measure in assessing candidates is 
critical, this is an important concern to keep in mind when evaluating game-based 
assessment vendors. 
 




One of the biggest lessons learned from the popularity of biodata assessments is the 
importance of using organizational psychology research to understand what can 
best predict performance on the job. Related to this notion is the idea that 
development of any assessment should be a cross-functional effort and it is critical 
to have I-O psychologists at the table to help make key decisions to ensure that 
there is intentional or unintentional discrimination baked into pre-employment 
assessments.  
 
Role of the I-O psychologist 
 
As noted, I-O psychologists were critical in advancing the extensive work done on 
biodata assessments and continue to produce guidelines to ensure that any criteria 
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used to make personnel decisions is driven by theory. Unfortunately, a vast majority 
work in the AI and machine learning space is predominantly conducted by 
engineers and data scientists. Although they bring an immense amount of technical 
expertise, the lack of I-O psychologists often leads to approaches that are 
atheoretical and can propagate bias.  
A major tenet of the field of I-O psychology is to promote fairness, equity, 
and unbiased decision making in the world of work. For example, a core 
responsibility of I-O psychologists is creating assessments that maximize validity 
while minimizing personnel decisions that perpetuate bias or inequality. Adverse 
impact is a legal concept, concerned with ensuring the equality of outcomes 
resulting from the implementation decision rules that are applied to real-world 
scores (Arthur et al., 2013). The real-world scores in this case would be used to 
make personnel selection decisions. Not only are I-O psychologists for 
implementing the decision rules, but they are also responsible for designing 
assessments that maximize validity while minimizing adverse impact. Techniques 
for reducing adverse impact include post-test methods such as cut scores, banding, 
and empirically derived keys that ensure validity while minimizing adverse impact 
(Arthur et al., 2013). 
Thus, we recommend that assessment development teams should be cross-
functional and include I-O psychologists who have deep knowledge of what makes 
people successful on the job as well as data scientists and designers who have the 
technical skills to build the assessment technology. At every step of the hiring 
process, I-O psychologists can help ensure the appropriate use of data, legal 
defensibility, and optimal outcomes for organizations using these novel 
approaches. 
 
Using theory to guide assessment development 
 
As is evident from the discussion above, one of the biggest lessons learned from 
the practice of biodata-based assessments and one of the biggest critiques of AI and 
machine learning based assessments is the danger of using purely data-driven 
approaches to assessment development. Since data-driven approaches use pattern 
recognitions and correlations in the existing data to predict what behaviors are 
related to important outcomes like job performance, they can increase 
discrimination, especially if existing data does not reflect diverse populations. It is 
imperative to remember that correlation does not equal causation. In other words, 
just because something correlates with job performance does not mean it can 
actually lead to increased performance. Instead, psychological theories and 
research should be used to determine exactly what should be measured or used as 
criteria to evaluate candidates. This can be done through job analysis or competency 
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modeling which help identify knowledge, skills, abilities, and other characteristics 
that are related to performing a job well.  
 
Custom versus neural networks 
 
The use of theory driven methods for developing assessment does not mean that AI 
and machine learning cannot be leveraged to increase its predictive power. Instead, 
it is a question of using the right AI systems or algorithms so that existing bias does 
not get propagated through a new assessment. There are two key types of AI 
systems used to develop scoring algorithms for assessments: neural networks and 
custom systems. Neural network AI systems are systems that analyze large volumes 
of incoming data, “learn” patterns, and adapt their behavior accordingly. This can 
lead to a situation where the algorithm may select or reject a candidate but is unable 
to explain why. Moreover, if archival or existing employee data is used for training 
the algorithm, it can result in propagation of unintentional bias. Conversely, custom 
networks observe best practices from human raters who are taught how to rate 
specific competencies. In order to minimize bias, multiple raters can be used, and 
the system can be trained to “learn” from behaviors patterns that are common 
between the way in which individual human raters score candidates. While 
generating training data in this way takes longer, the use of custom systems not 
only minimizes the chance of bias in the algorithm but increases transparency since 




In summary, the inherent problems with AI-powered assessments and algorithmic 
scoring are akin to the historical problems with biodata. Similar to the way in which 
I-O psychologists help ensure the proper use of biodata, I-O psychologists can help 
ensure the appropriate use of theory, legal defensibility, and optimal outcomes for 
organizations using these novel assessment approaches. As a field, we must not 
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