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Abstract
In this article, we present the least squares estimator for the drift parameter in a linear
regression model driven by the increment of a fractional Brownian motion sampled at random
times. For two different random times, Jittered and renewal process sampling, consistency
of the estimator is proven. A simulation study is provided to illustrate the performance of
the estimator under different values of the Hurst parameter H .
Key words: fractional Brownian motion, long memory, least squares estimator, random
times, regression model.
1 Introduction
In different research areas, such as finance, network, meteorology, and astronomy among
others, it has been noticed that the observations can be carried out sampling with random
disturbances. Some examples of this sampling are the data behavior until it is necessary
to increase the sampling frequency, measurements obtained at random times, and defining
stopping time when a particular event occurs, etc. For example, in [12] the authors studied
a Bayesian interpolation of unequally spaced time series. The case of paleoclimate time
series was considered in [11] and in [13] where it is possible to estimate the significance
of cross-correlations in unevenly sampled astronomical time series. Finally, in the area of
computer science, we can mention the works given in [4] and [17].
The study of statistical models in those situations is quite promising and has some open
problems such as statistical inference and the limit behavior of the estimators. In this
article we propose taking a first step in this direction; to study a simple regression model
with Gaussian and long memory noise, and observation measurements at random times.
We consider here specific random times along with Jittered and Renewal Process sampling
that we define properly in section 2. The term jitter is related to the temporal variability
during the sending of digital signals or as the small variation in the accuracy of the clock
signal, see [3] and the references therein. It has also recently appeared in works related to
the analysis of computational images, such as [7], [8] and [14]. The case of renewal process
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represents progressing randomness and distance from periodic sampling, see [6] for more
details.
Vilar et al. have written some previous works in this direction. In [15] the authors studied
the nonparametric kernel estimator of the regression function, m(x) = E(Y ]X = x), under
mixing dependence conditions, and the Ornstein-Uhlenbeck process driven by Brownian
motion was studied in [16].
Also, in [10] the author studied the problem of estimating an unknown probability density
function on the based on n independent observations sampled at random times.
Using a wavelet analysis Bardet et al. in [2] studied the case of a nonparametric estimator
of the spectral density of a Gaussian process with stationary increments, including the case
of fractional Brownian motion, from the observation of one path at some particular class of
random discrete times. They proved a central limit theorem and provided an application
to biological data. Philippe et al. in [1] gave one of the last works on this topic, where the
authors considered the study of the preservation of memory in a statistical model.
Our main purpose in studying a model with long memory noise is the characterization
of the strong correlations between observations or persistence, by a slow decay of the corre-
lations. To explain this phenomenon in a model, it is common to represent it through the
Hurst exponent H , which takes values in [0, 1]. In particular, the long-range dependence can
be seen when H ∈ ]1/2, 1]. Since the work of Mandelbrot et al., [9] the effect of long-range
dependence has been studied over the years . One of the most popular stochastic processes
with long memory is the fractional Brownian motion. The demand of this process is caused
by a nice set of properties, which are described below. A fractional Brownian motion BH is
a Gaussian process with the following covariance structure
RH(t, s) := E
[
BHt B
H
s
]
=
σ2
2
[
|t|2H + |s|2H − |t− s|2H
]
. (1)
The family of processes BHt : t ∈ [0, T ] has several properties such as:
1. The covariance of the increments ofBH on intervals decays asymptotically as a negative
power of the distance between intervals.
2. Fractional Brownian motion is the only finite-variance process which is self-similar
(with index H) and has stationary increments.
Those characteristics have converted the fractional Brownian motion into one of the most
natural generalizations of Brownian motion among the probability community.
With those motivations in mind, let us proceed to the mathematical description of the
model we are dealing with. Namely, we consider the following simple regression model
Yτi = aτi +∆B
H
τi
, i = 0, . . . , N(T ), (2)
where ∆BHτi+1 = B
H
τi+1
− BHτi , T is a positive fixed number, N(T ) means the number of
times that remain in the interval [0, T ]. If T = 1 we put N(1) := N . τ := {τi, 1 ≤ i} are
the random times given by Jittered sampling or associated to Renewal processes defined in
section 2. It is not hard to prove that in the case of deterministic times, τi =
Ti
N
, 1 ≤ i ≤ N
the L2-consistency of the least squares estimation for the parameter a is ensured. In fact,
the rate of convergence is of order N2.
The primary interest in this work is the parametric estimation and convergence results
in the linear regression model, with long memory noise and observations sampled at random
times. It is important to recall that model the process Y := {Yτi , 1 ≤ i} defined by equation
(2) has long range dependence and is non-stationary in the weak sense.
Finally, this work is organized as follows: in Section 2 we present the definitions of
the random times under which we will work and the model in which we will estimate the
parameter. In Section 3, we use the least squares procedure to obtain the parameter esti-
mation, convergence results as Lp and almost surely using jittered sampling and renewal
process structure. To conclude, in Section 4, a simulation study is presented to illustrate
the performance of both estimators, taking different values of H.
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2 Preliminaries
In this section, we introduce the main tools from the stochastic calculus needed in the se-
quel. We present the fractional Brownian motion evaluated at two random times that we
will consider throughout this work. Finally, the linear regression model and the least square
estimator are presented.
Fractional Brownian motion BH with Hurst parameter H ∈ (1/2, 1) is a centered Gaus-
sian process with covariance structure is given in (1). It is well-known that if H = 1/2,
then BH is a standard Brownian motion. Also, the process BH is not a semimartingale if
H 6= 1/2. Hence, we cannot apply the classical Itoˆ calculus to BH .
Let T = 1 and τ = {τi; i = 0, . . . , N} a strictly increasing sequence of random points over
time, where N is the last integer such that τN−1 ≤ 1, which exhibits one of the following
two features.
1. Jittered sampling. First, we assume that we observed a certain process at regular
times τ with period δ = 1/N > 0 but contaminated by an additive noise ν which
represents possible measurement errors. Then the sequence of random times τi, 1 ≤
i ≤ N satisfies
τi =
i
N
+ νi, i = 1, . . . , N and τ0 := 0, (3)
where {νi; 1 ≤ i ≤ N} are independent and identically distributed set of random
variables with density function g(t), which is assumed to be symmetric. In the rest
of the paper, it is assumed that νi ∼ U
[
− 12N ,
1
2N
]
for all i = 1, . . . , N , where U [a, b]
corresponds to the Uniform random variable on the interval [a, b].
2. Renewal process. In this case, the sequence τ satisfies the renewal property, i.e.
τi =
i∑
j=1
tj i = 1, 2, ... and τ0 := 0, (4)
where {tj, 1 ≤ j} is a sequence of independent and identically distributed random vari-
ables, with a common distribution function G(t) with support in [0,∞). Through the
rest of this work it is assumed that G(t) is an exponential distribution with parameter
N (number of observations). We will use the fact that an exponential distribution
with parameter N is equivalent to a gamma distribution Gamma(1, N) and the sum
of independent exponential random variables is a gamma random variable.
Let us consider the random sampled linear Regression Model with Long Memory Noise
defined in (2) For the estimation of the parameter of interest in model the (2), the least
squares estimator is computed and is determined by
aˆN =
∑N−1
i=0 τi+1Yτi+1∑N−1
i=0 τ
2
i+1
. (5)
3 Main results
In this section, we provide our main results. First, we study the parameter estimation for the
random sampled linear Regression Model (2) with random times given by Jittered sampling.
We prove that aˆN is an unbiased, L
p - consistent estimator for a. The same is proven in
the case of renewal type observations. To study the asymptotic behavior of (6), we will
separately analyse the numerator and the denominator.
Remark 1. It is worth mentioning that all the results in this article can be extended to a noise
with the same covariance structure as the fractional Brownian motion, such as Rosenblatt,
Hermite and fractional Poisson process.
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Theorem 3.1. Let τ be given by (3) or (4). Then, the LS estimator aˆN given in (5) of the
drift parameter a in the model (2) is strongly consistent, that is
aˆN
a.s.
−−−−→
N→∞
a.
Proof. Recall that, from (2) and (5) we have
aˆN − a =
1
N
∑N−1
i=0 τi+1∆B
H
τi+1
1
N
∑N−1
i=0 τ
2
i+1
:=
AN
DN
. (6)
To prove our main theorem we need an auxiliary lemma relating with the almost surely
convergence to the denominator DN . The proof of this lemma is given in Appendix 6.
Lemma 3.2. Let DN be defined in (6). If τi are the sampling random times defined in (3)
or (4), then
DN
a.s.
−−−−→
N→∞
1
3
. (7)
Hence, by Lemma 3.2, it remains to study the asymptotic behavior of AN as N → ∞.
It is quite easy to see by the definition of AN and conditioning on τ , that E [AN ] = 0.
Let us compute E
[
A2N
]
.
E
[
A2N
]
= E
[
1
N2
N−1∑
i=0
τ2i+1
(
BHτi+1 −B
H
τi
)2]
+ E

 1
N2
∑
i,j=1,...,N ;|i−j|=1
τi+1τj+1
(
BHτi+1 −B
H
τi
)(
BHτj+1 −B
H
τj
)
+ E

 1
N2
∑
i,j=1,...,N ;|i−j|≥2
τi+1τj+1
(
BHτi+1 −B
H
τi
)(
BHτj+1 −B
H
τj
)
:= E(A
(1)
N ) + E(A
(2)
N ) + E(A
(3)
N ), (8)
where we split the sum into three terms associated to the distance of the indexes.
Jittered sampling case
Let us study the first term in (8) in the case of the Jittered sampling times defined in (3).
E(A
(1)
N ) =
1
N2
N−1∑
i=0
E
[
E
[(
i+ 1
N
+ νi+1
)2 (
BHi+1
N
+νi+1
−BHi
N
+νi
)2∣∣∣∣∣ νi = si , νi+1 = si+1
]]
=
1
N2
N−1∑
i=0
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)2
E
[(
BHi+1
N
+si+1
−BHi
N
+si
)2]
fνi,νi+1(si, si+1)dsidsi+1
=
1
N2
N−1∑
i=0
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)2(
i+ 1
N
+ si+1 −
i
N
− si
)2H
N2dsidsi+1
=
1
N2
N−1∑
i=0
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)2(
1
N
+ si+1 − si
)2H
N2dsidsi+1, (9)
where fνi,νi+1(si, si+1) is the joint distribution of the couple (νi, νi+1) which is the product
of two independent Uniform[−1/2N, 1/2N ] random variables. Since si ∈ [−1/2N, 1/2N ] we
obtain
E(A
(1)
N ) ≤
1
N2
N−1∑
i=0
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+
1
2N
)2(
1
N
+
1
N
)2H
N2dsidsi+1
≤
22H−2
N4+2H
(N + 1)(N + 2)(2N + 3) ≤
C1(H)
N1+2H
. (10)
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Let us consider the case of |i− j| = 1 in (8). For simplicity we will take j = i− 1 the other
case can be treated in a similar way. Therefore
E(A
(2)
N ) =
2
N2
N−1∑
i=1
E
[
τi+1τi
(
BHτi+1 −B
H
τi
)(
BHτi −B
H
τi−1
)]
=
2
N2
N−1∑
i=1
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)(
i
N
+ si
)
× E
[(
BHi+1
N
+si+1
−BHi
N
+si
)(
BHi
N
+si
−BHi−1
N
+si−1
)]
N3dsi−1dsidsi+1, (11)
where we conditioned with respect to νi−1 = si−1, νi = si and νi+1 = si+1. Since,
E
[(
BHi+1
N
+si+1
−BHi
N
+si
)(
BHi
N
+si
−BHi−1
N
+si−1
)]
=
1
2
[∣∣∣∣si+1 − si−1 + 2N
∣∣∣∣
2H
−
∣∣∣∣si+1 − si + 1N
∣∣∣∣
2H
−
∣∣∣∣si − si−1 + 1N
∣∣∣∣
2H
]
.
Then
E
[(
BHi+1
N
+si+1
−BHi
N
+si
)(
BHi
N
+si
−BHi−1
N
+si−1
)]
≤
1
2
(
3
N
)2H
≤
C2(H)
2N2H
,with C2(H) = 3
2H .
(12)
Now, plugging inequality (12) into the equation (11) yields
E(A
(2)
N ) ≤
2
N2
N−1∑
i=1
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)(
i
N
+ si
)
C2(H)
2N2H
N3dsi−1dsidsi+1
≤
C2(H)
N2+2H
N−1∑
i=1
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+
1
2N
)(
i
N
+
1
2N
)
N3dsi−1dsidsi+1
=
C2(H)
N2+2H
N−1∑
i=1
(
i+ 1
N
+
1
2N
)(
i
N
+
1
2N
)
=
C2(H)
N2+2H
N−2∑
i=0
(
2i+ 3
2N
)2
≤
C2(H)
6N2H+4
(N(N + 1)(2N + 1)) ≤
C3(H)
N2H+1
. (13)
Let us consider the case |i− j| = 2 in (8). Conditioning on νi = si, νi+1 = si+1, νj = sj and
νj+1 = sj+1, we get
E(A
(3)
N ) =
1
N2
E

 ∑
i,j=1,...,N ;|i−j|≥2
τi+1τj+1
(
BHτi+1 −B
H
τi
)(
BHτj+1 −B
H
τj
)
=
1
N2
∑
i,j=1,...,N ;|i−j|≥2
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
∫ 1
2N
− 1
2N
(
i+ 1
N
+ si+1
)(
j + 1
N
+ sj+1
)
× E
[(
BHi+1
N
+si+1
−BHi
N
+si
)(
BHj+1
N
+sj+1
−BHj
N
+sj
)]
N4dsidsi+1dsjdsj+1. (14)
Let
I := E
[(
BHi+1
N
+si+1
−BHi
N
+si)
)(
BHj+1
N
+sj+1
−BHj
N
+sj
)]
=
1
2
[∣∣∣∣ i− j + 1N + si+1 − sj
∣∣∣∣
2H
+
∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H
−
∣∣∣∣ i− jN + si+1 − sj+1
∣∣∣∣
2H
−
∣∣∣∣ i− jN + si − sj
∣∣∣∣
2H
]
.
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By Taylor theorem applied to the function x2H allows to get
∣∣∣∣ i− j + 1N + si+1 − sj
∣∣∣∣
2H
−
∣∣∣∣ i− jN + si − sj
∣∣∣∣
2H
= 2H
∣∣∣∣ i− jN + si − sj
∣∣∣∣
2H−1 (
si+1 − si +
1
N
)
+R1N
and∣∣∣∣ i− jN + si+1 − sj+1
∣∣∣∣
2H
−
∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H
= 2H
∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H−1 (
si+1 − si +
1
N
)
+R2N .
Therefore
I = H
(
si+1 − si +
1
N
)[∣∣∣∣ i− jN + si − sj
∣∣∣∣
2H−1
−
∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H−1
]
+R1N −R
2
N .
Again, applying Taylor theorem to the function x2H−1, we obtain
I = H(2H−1)
(
si+1 − si +
1
N
)(
sj+1 − sj +
1
N
) ∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H−2
+R3N+R
1
N−R
2
N ,
which implies
I ≤
C4(H)
N2
∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H−2
. (15)
Notice here that the remainder terms R1N , R
2
N and R
3
N is of order N
−2H . Plugging (15)
into the expression (14) we obtain
E(A
(3)
N ) ≤
C4(H)
N4
∑
i,j=1,...,N ;|i−j|≥2
(
i+ 1
N
+ si+1
)(
j + 1
N
+ sj+1
) ∣∣∣∣ i− j − 1N + si − sj+1
∣∣∣∣
2H−2
≤
C4(H)
N2
1
N2
∑
i,j=1,...,N ;|i−j|≥2
(
i+ 2
N
)(
j + 2
N
)(
i− j
N
)2H−2
. (16)
Moreover, we can see the expression in (16)
1
N2
∑
i,j=1,...,N ;|i−j|≥2
(
i+ 2
N
)(
j + 2
N
)(
i− j
N
)2H−2
,
as a Riemann sum of the double integral
∫ 1
0
∫ 1
0
xy(x− y)2H−2dxdy which is finite. Then
E(A
(3)
N ) ≤
C5(H)
N2
. (17)
Finally, substituting (10) (13) (17) into the equation in (8) we obtain
E
[
A2N
]
≤
C1(H) + C3(H)
N1+2H
+
C5(H)
N2
.
Since the L2 rate of AN is faster than 1/N . A direct application of Borell-Cantelli lemma
allow us to obtain
AN
a.s.
−−−−→
N→∞
0. (18)
Renewal sampling case
Let us consider now the case where τi are the sampling times defined from (4). In this case
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is easy to see that E [AN ] = 0. Let us compute now the second moment of AN .
E
[
A2N
]
=
1
N2
E


(
N−1∑
i=0
τi+1
(
BHτi+1 −B
H
τi
))2
=
1
N2
E
[
N−1∑
i=0
τ2i+1
(
BHτi+1 −B
H
τi
)2]
+
1
N2
E

 ∑
i,j=1,...,N ;|i−j|=1
τi+1τj+1
(
BHτi+1 −B
H
τi
)(
BHτj+1 −B
H
τj
)
+
1
N2
E

 ∑
i,j=1,...,N ;|i−j|≥2
τi+1τj+1
(
BHτi+1 −B
H
τi
)(
BHτj+1 −B
H
τj
)
= A
(1)
N +A
(2)
N +A
(3)
N , (19)
where we split in three terms as in the case of jittered random times.
First, let us analyse A
(1)
N .
A
(1)
N =
1
N2
N−1∑
i=0
E
[
E
[
τ2i+1
(
BHτi+1 −B
H
τi
)2∣∣∣∣ τi = zi, τi+1 = zi+1
]]
=
1
N2
N−1∑
i=0
∫ ∞
0
∫ zi+1
0
z2i+1E
[(
BHzi+1 −B
H
zi
)2]
fτi,τi+1(zi, zi+1)dzidzi+1.
According to the probability density function for the 2-dimensional random vector (τi, τi+1)
given in Appendix 5, we have
A
(1)
N =
1
N2
N−1∑
i=0
∫ ∞
0
∫ zi+1
0
z2i+1 (zi+1 − zi)
2H N
i+1
Γ(i)
zi−1i e
−Nzi+1dzidzi+1
≤
C6(H)
N2H+1
. (20)
To estimates A
(2)
N , we take into account that |i− j| = 1. Then
A
(2)
N =
2
N2
E
[
N−1∑
i=1
τi+1τi
(
BHτi+1 −B
H
τi
)(
BHτi −B
H
τi−1
)]
. (21)
Note that for i = 1 and since τ0 = 0, the first term in the sum (21) denoted by A
(2)
N,1 is equal
to 1
N2
E
[
τ2τ1
(
BHτ2 −B
H
τ1
)
BHτ1
]
. This term can be solved in the same way that it was made
in A
(1)
N .
We defineA
(2)
N,(−1) as the sum in (21) without the termA
(2)
N,1. Conditioning on τi−1, τi, τi+1
and considering the probability distribution for the 3-valued random vector given in Ap-
pendix 5 we get
A
(2)
N,(−1) =
2
N2
N−1∑
i=2
E
[
τi+1τi
(
BHτi+1 −B
H
τi
)(
BHτi −B
H
τi−1
)]
=
2
N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
∫ zi
0
zizi+1E
[(
BHzi+1 −B
H
zi
)(
BHzi −B
H
zi−1
)]
fzi−1,zi,zi+1dzi−1dzidzi+1 .
Noting that
E
[(
BHzi+1 −B
H
zi
)(
BHzi −B
H
zi−1
)]
=
1
2
[
(zi+1 − zi−1)
2H
− (zi+1 − zi)
2H
− (zi − zi−1)
2H
]
,
(22)
7
we obtain
∣∣∣A(2)N,(−1)∣∣∣ ≤ 1N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
∫ zi
0
zizi+1 (zi+1 − zi−1)
2H N
i+1
Γ(i− 1)
zi−2i−1e
−Nzi+1dzi−1dzidzi+1
+
1
N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
∫ zi
0
zizi+1 (zi+1 − zi)
2H N
i+1
Γ(i− 1)
zi−2i−1e
−Nzi+1dzi−1dzidzi+1
+
1
N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
∫ zi
0
zizi+1 (zi − zi−1)
2H N
i+1
Γ(i− 1)
zi−2i−1e
−Nzi+1dzi−1dzidzi+1
= A
(2,1)
N,(−1) +A
(2,2)
N,(−1) +A
(2,3)
N,(−1).
We estimate separetely the terms A
(2,1)
N,(−1), A
(2,2)
N,(−1) and A
(2,3)
N,(−1). For A
(2,2)
N,(−1) we have the
following estimates
A
(2,2)
N,(−1) =
1
N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
∫ zi
0
zizi+1 (zi+1 − zi)
2H N
i+1
Γ(i− 1)
zi−2i−1e
−Nzi+1dzi−1dzidzi+1
=
1
N2
N−1∑
i=2
∫ ∞
0
∫ zi+1
0
ziizi+1 (zi+1 − zi)
2H N
i+1
Γ(i)
e−Nzi+1dzidzi+1
=
1
N2
N−1∑
i=2
∫ ∞
0
zi+1
N i+1
Γ(i)
e−Nzi+1
∫ zi+1
0
zii (zi+1 − zi)
2H
dzidzi+1. (23)
By (32) in Appendix 5 the last integral in (23) is∫ zi+1
0
zii (zi+1 − zi)
2H
dzi =
Γ(2H + 1)Γ(i+ 1)z2H+i+1i+1
Γ(2H + i + 2)
.
Plugging the last equality into equation (23) we obtain
A
(2,2)
N,(−1) =
1
N2
N−1∑
i=2
Γ(2H + 1)Γ(i+ 1)
Γ(2H + i+ 2)
N i+1
Γ(i)
∫ ∞
0
z2H+i+2i+1 e
−Nzi+1dzi+1
=
Γ(2H + 1)
N2
N−1∑
i=2
iN i+1
Γ(2H + i+ 2)
∫ ∞
0
z2H+1+2i+1 e
−Nzi+1dzi+1. (24)
By (33) in Appendix 5 the last integral in (24) is∫ ∞
0
z2H+i+2i+1 e
−Nzi+1dzi+1 = N
−2H−i−3Γ(2H + i+ 3).
Plugging the last equality into the equation (24) gives
A
(2,2)
N,(−1) =
Γ(2H + 1)
N2H+4
N−1∑
i=2
i(2H + i+ 2) ≤
C7(H)
N2H+1
. (25)
Let set x = zi+1 − zi and y = zi − zi−1. It is clear that both x, y ≥ 0. Since 1 ≤ 2H ≤ 2,
then f(x) = x2H is a convex function. This implies f(x+ y) ≤ 12 [f(2x) + f(2y)]. Then
A
(2,1)
N,(−1) ≤
22H−1
N2
N−1∑
i=2
N i+1
Γ(i− 1)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
zi
∫ zi
0
(zi+1 − zi)
2H zi−2i−1dzi−1dzidzi+1
+
22H−1
N2
N−1∑
i=2
N i+1
Γ(i− 1)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
zi
∫ zi
0
(zi − zi−1)
2H
zi−2i−1dzi−1dzidzi+1
= A
(2,1,1)
N,(−1) +A
(2,1,2)
N,(−1).
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We analyse first the term A
(2,1,1)
N,(−1).
A
(2,1,1)
N,(−1) =
22H−1
2N2
N−1∑
i=2
N i+1
Γ(i)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
zii (zi+1 − zi)
2H
dzidzi+1. (26)
By (32) in Appendix 5, the equality (26) becomes
A
(2,1,1)
N,(−1) =
22H−1
N2
N−1∑
i=2
N i+1
Γ(i)
∫ ∞
0
zi+1e
−Nzi+1
Γ(2H + 1)Γ(i+ 1)
Γ(2H + i+ 2)
z2H+i+1i+1 dzi+1
=
22H−1Γ(2H + 1)
N2
N−1∑
i=2
i
N i+1
Γ(2H + i+ 2)
∫ ∞
0
z2H+i+2i+1 e
−Nzi+1dzi+1. (27)
Invoking (33) in Appendix 5 we get the following estimates for (27),
A
(2,1,1)
N,(−1) =
22H−1Γ(2H + 1)
N2
N−1∑
i=2
i(2H + i+ 2)
N2H+2
≤
C8(H)
N2H+1
. (28)
Let us consider the term A
(2,1,2)
N,(−1). With the same techniques as in the case A
(2,1,1)
N,(−1) (see
equation (26)), and taking into account (32) and (33) we obtain
A
(2,1,2)
N,(−1) ≤
C9(H)
N2H+1
. (29)
Finally, we examine the term A
(3)
N in (19)
A
(3)
N =
2
N2
∑
i,j=1,...,N ;(i−j)≥2
∫ ∞
0
∫ zi+1
0
∫ zi
0
∫ zj+1
0
zi+1zj+1E
[(
BHzi+1 −B
H
zi
)(
BHzj+1 −B
H
zj
)]
× fτj,τj+1,τi,τi+1(zj , zj+1, zi, zi+1)dzjdzj+1dzidzi+1.
Note that
∣∣∣E [(BHzi+1 −BHzi)(BHzj+1 −BHzj)]∣∣∣ ≤ 12 [(zi+1 − zj)2H + (zi − zj+1)2H + (zi+1 − zj+1)2H + (zi − zj)2H]
≤
1
2
(
22H−1 + 1
)2 [
(zi+1 − zi)
2H
+ (zi − zj+1)
2H
+ (zj+1 − zj)
2H
]
.
According to the probability joint density function fτj,τj+1,τi,τi+1(zj , zj+1, zi, zi+1) given
in Appendix 5 we have the following estimates for |A
(3)
N |:
|A
(3)
N | =
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
∫ ∞
0
∫ zi+1
0
∫ zi
0
∫ zj+1
0
zi+1zj+1(zi+1 − zi)
2H
N i+1
Γ(j)Γ(i − j − 1)
zj−1j (zi − zj+1)
i−j−2e−Nzi+1dzjdzj+1dzidzi+1
+
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
∫ ∞
0
∫ zi+1
0
∫ zi
0
∫ zj+1
0
zi+1zj+1(zi − zj+1)
2H
N i+1
Γ(j)Γ(i − j − 1)
zj−1j (zi − zj+1)
i−j−2e−Nzi+1dzjdzj+1dzidzi+1
+
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
∫ ∞
0
∫ zi+1
0
∫ zi
0
∫ zj+1
0
zi+1zj+1(zj+1 − zj)
2H
N i+1
Γ(j)Γ(i − j − 1)
zj−1j (zi − zj+1)
i−j−2e−Nzi+1dzjdzj+1dzidzi+1
= A
(3,1)
N +A
(3,2)
N +A
(3,3)
N .
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We first analyse A
(3,1)
N . By using the expressions given in Appendix 5 by the formulas (32)
and (33) we have
A
(3,1)
N =
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
N i+1
Γ(j)Γ(i − j − 1)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
(zi+1 − zi)
2H
∫ zi
0
zj+1(zi − zj+1)
i−j−2
∫ zj+1
0
zj−1j dzjdzj+1dzidzi+1
=
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
N i+1
Γ(j + 1)Γ(i− j − 1)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
(zi+1 − zi)
2H
∫ zi
0
zj+1j+1(zi − zj+1)
i−j−2dzj+1dzidzi+1
=
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
N i+1
Γ(j + 1)Γ(i− j − 1)
∫ ∞
0
zi+1e
−Nzi+1
∫ zi+1
0
(zi+1 − zi)
2H
Γ(i − j − 1)Γ(j + 2)
Γ(i+ 1)
ziidzidzi+1
=
(
22H−1 + 1
)2
N2
∑
i,j=1,...,N ;(i−j)≥2
N i+1(j + 1)Γ(2H + 1)
Γ(2H + i+ 2)
∫ ∞
0
e−Nzi+1z2H+i+2i+1 dzi+1
=
(
22H−1 + 1
)2
Γ(2H + 1)
N2
∑
i,j=1,...,N ;(i−j)≥2
N i+1(j + 1)
Γ(2H + i + 2)
Γ(2H + i+ 3)
N2H+i+3
=
(
22H−1 + 1
)2
Γ(2H + 1)
N2H+4
∑
i,j=1,...,N ;(i−j)≥2
(j + 1)(2H + i+ 2) ≤
C10(H)
N2H
. (30)
To estimate A
(3,2)
N and A
(3,3)
N we proceed as in the case of A
(3,1)
N obtaining
A
(3,2)
N ≤
C11
N2H
and A
(3,3)
N ≤
C12
N2H
. (31)
Finally combining (25), (28), (29), (30) and (31) we obtain the desired result.
4 Simulation Study
In this section, we present a Monte Carlo simulation study to assess the finite sample prop-
erties for the least squares estimator in the linear regression model driven by a fractional
Brownian motion evaluated at random times defined by equations (3) and (4).
First, we will work with the model observed in equally spaced times, defined by Equation
(2). We simulate M = 1000 replicates of the model with a = 1 and different values of N
from N = 1 to N = 300, and we take the average of the estimators aˆN for each N . We
consider three values of Hurst parameter H = 0.55; 0.75 and 0.95. The data were simulated
according to
Yti+1 = a ti+1 +∆B
H
ti+1,
where ∆BHti+1 = B
H
ti+1 − B
H
ti
denotes the increments of the fractional Brownian motion
and ti+1 =
i+1
N
. We illustrate the convergence speed of the parameter estimations aˆN with
graphical analysis. In Figure (1) we can see that for different values of H , the estimation of
the parameter reaches in very few iterations.
We consider now, the estimation of parameter in the case of the model observed at
sampling random times. We take in this case the value a = 2. Tables (1) and (2) present
the simulation results for estimation in case 1: Jittered sampling (according to Equation
10
Figure 1: Convergence of aˆN for different values of H
(3)) and case 2: Renewal process (see Equation (4)). Performance statistics presented are
the mean, standard deviation (SD) and Kurtosis. The Kurtosis is defined as the difference
between kurtosis of a Gaussian distribution and of the simulated process. For all H values,
there is a small bias with respect to the true parameter value. For H = 0.95 there is a
small standard deviation, which is expected since, in the context of long-range dependence
processes, it is quite common for the process to be less noisy.
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a = 2 H = 0.55 H = 0.75 H = 0.95
Mean 1.998539 2.000285 1.999902
SD 0.09950515 0.03627706 0.01497767
Kurtosis 0.518058 1.154266 0.817443
Table 1: Jittered sampling: Mean, standard deviation and kurtosis for different values of H and
a = 1
a = 2 H = 0.55 H = 0.75 H = 0.95
Mean 2.006504 2.014654 2.002542
SD 0.2197203 0.2208552 0.219923
Kurtosis 0.437066 0.078133 0.644303
Table 2: Renewal process: Mean, standard deviation and kurtosis for different values of H and
a = 1
As in the case of non-random times, we illustrate the convergence speed of the parameter
estimations aˆN with a graphical analysis. In Figure (2) we can see that for different values
of H . It takes averagely no more then 50 iterations to reach complete convergence.
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(a) Convergence of aˆN for dif-
ferent values of H in Jittered
sampling
0 50 100 150 200 250 300
1.
6
1.
8
2.
0
2.
2
2.
4
N
a^
N
H=0.55
H=0.75
H=0.95
Real value
(b) Convergence of aˆN for dif-
ferent values of H in Renewal
process
Figure 2: Convergence of aˆN for different values of H.
Overall, the results in Tables (1) and (2), for allH ’s show a smaller bias for the parameter
and a considerably small standard deviation. As expected, as N increases, the bias in the
estimates decrease and so does the Standard Deviation (and consequently the variance and
the MSE), which is a reflection of the consistency of the estimator.
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Figure 3: Jittered sampling: Histograms of values of aˆN with different values of H
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Figure 4: Renewal process: Histograms of values of aˆN with different valor of H
Figures (3) and (4) show the frequency histograms (sampling distribution) of the 1000
values generated for different values of H and the parameter a = 2 follow Jittered sampling
and Renewal processes respectively.
A clear break occurs at H = 0.75 in the case of the renewal process, in which the
histogram looks rather normal, and has asymmetric with a long right tail and no left tail,
and a strong pointedness.
In conclusion, we can see that the estimation for parameter a is very precise and constant
for all values of H studied here, and for two different developing situations sampling schemes.
Furthermore, in all cases and sampling, the estimation is very accurate showing that our
estimation procedure is a good alternative to estimate parameters in a linear regression
model with random times and long memory noise.
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5 Appendix: Joint distributions for renewal process sam-
pling and estimates.
In this section we present the joint distribution associated to the sequence of random vari-
ables {ti, i = 1, . . . , N} and {τi, i = 1, . . . , N}, where
For 1 ≤ i ≤ N ; ti ∼ Gamma(1, N) are i.i.d. random variables,
For 1 ≤ i ≤ N ; τi =
i∑
j=1
tj ∼ Gamma(i, N) and
For 1 ≤ i ≤ N − 1; τi+1 = τi + ti+1. Here τi is independent of ti+1.
Joint distribution Probability Density Function Support
fτi,ti+1(a, b)
N i+1
Γ(i)
ai−1e−N(a+b) 0 ≤ a <∞
0 ≤ b <∞
fτi,τi+1(a, b)
N i+1
Γ(i)
ai−1e−Nb 0 ≤ a ≤ b
0 ≤ b <∞
fτi−1,ti,ti+1(a, b, c)
N i+1
Γ(i− 1)
ai−2e−N(a+b+c) 0 ≤ a <∞
0 ≤ b <∞
0 ≤ c <∞
fτi−1,τi,τi+1(a, b, c)
N i+1
Γ(i− 1)
ai−2e−Nc 0 ≤ a ≤ b
0 ≤ b ≤ c
0 ≤ c <∞
fτj ,τj+1,τi,τi+1(a, b, c, d)
N i+1
Γ(j)Γ(i− j − 1)
aj−1 (c− b)i−j−2 e−Nd 0 ≤ a ≤ b
0 ≤ b ≤ c
0 ≤ c ≤ d
0 ≤ d <∞
Table 3: Densities under Renewal Process
Also we present estimates used to develop some of the computations that have been used
throughout the article. ∫ a
0
(a− x)
b
xcdx =
Γ(b+ 1)Γ(c+ 1)
Γ(b+ c+ 2)
ab+c+1. (32)
∫ ∞
0
xae−bxdx = b−a−1Γ(a+ 1) for Re(b) > 0 and Re(a) > −1 (33)
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6 Appendix: Proof of Lemma 3.2
Proof. In order to prove Lemma 3.2, we will first analyze the case when τ satisfies (3), that
is we consider the case of the jittered sampling. By definition of DN , (6), we have
DN =
1
N
N−1∑
i=0
(
i+ 1
N
+ νi+1
)2
=
1
N
N−1∑
i=0
(i+ 1)2
N2
+
2
N
N−1∑
i=0
(i+ 1)νi+1
N
+
1
N
N−1∑
i=0
ν2i+1
= I1N + I
2
N + I
3
N .
First we have I1N =
1
N3
∑N−1
i=0 (i+ 1)
2 =
2N3 + 3N2 +N
6N3
. Then,
lim
N→∞
I1N =
1
3
. (34)
Now, IN2 can be written as follows
I2 =
N−1∑
i=0
ai,Nνi+1,
where ai,N =
2(i+1)
N2
. Since max1≤i≤N |ai,N | ≤ O
(
1
N
)
; E(νi) = 0 and νi ≤
1
2N for all
i = 0, . . . , N − 1, we can apply Theorem 5 in [5], to obtain
I2 =
N−1∑
i=0
ai,Nνi+1
a.s.
−−−−→
N→∞
0. (35)
For the third term I3N ,we take into account that νi+1 ∈ [−1/2N, 1/2N ] for all i =
0, . . . , N − 1. Consequently
1
N
N−1∑
i=0
ν2i+1 ≤
1
N
N−1∑
i=0
1
4N2
=
1
4N2
a.s.
−−−−→
N→∞
0. (36)
Finally, by (34), (35) and (36) the result is achieved.
Let us consider DN with the sampling random times as in (4). We have
DN =
1
N
N−1∑
i=0
τ2i+1 =
1
N
N∑
k=1
(
k∑
i=1
ti
)2
=
1
N
N∑
k=1
k∑
i=1
k∑
j=1
titj
=
1
N
N∑
i=1
N∑
j=1
(N − (i ∨ j) + 1) titj
=
1
N
N∑
i=1
(N − i+ 1) t2i +
1
N
∑
1≤i6=j≤N
(N − (i ∨ j) + 1) titj .
It is important to recall that the random times are not independent, so the previously used
techniques are not directly applicable. However, as shown before DN , can be written as
a quadratic form depending on the increments t, which are independent. We define the
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following variables
RN = E [DN ] , (37)
TN =
1
N
N∑
i=1
(N − i + 1)
(
t2i − E
[
t2i
])
, (38)
QN =
1
N
∑
1≤i6=j≤N
(tiE [tj ] + E [ti] tj − 2E [ti]E [tj ]) (N − (i ∨ j) + 1) , (39)
UN =
1
N
∑
1≤i6=j≤N
(titj − tiE [tj ]− tjE [ti] + E [ti]E [tj ]) (N − (i ∨ j) + 1) . (40)
Then, DN can be decompose as follows: DN = RN + TN + QN + UN . Now, we will show
that RN converges to 1/3, TN , QN and UN converges to 0 as N goes to infinity.
Convergence of RN to 1/3. Let us recall that for all i = 1, . . . , N , we have that E [ti] =
1
N
and E
[
t2i
]
= 2
N2
. Then
RN = E [DN ] =
1
N
N∑
i=1
N∑
j=1
(N − (i ∨ j) + 1)E [titj ]
=
2
N3
N∑
i=1
(N − i+ 1) +
2
N3
∑
1≤i<j≤N
(N − j + 1)
=
2
N3
N∑
i=1
i+
2
N3
N∑
j=2
j−1∑
i=1
(N − j + 1)
=
2
N3
N(N + 1)
2
+
2
N3
N∑
j=2
(N − j + 1) (j − 1)
=
N(N + 1)
N3
+
N(N − 1)(N + 1)
3N3
,
which converges to 1/3 a.s. as N →∞.
Almost sure convergence of TN to 0. We will prove the convergence to zero in L
2. Then
by applying Borel Cantelli lemma we will get the a.s. convergence to 0.
E
[
T 2N
]
=
1
N2
N∑
i=1
N∑
j=1
(N − i+ 1) (N − j + 1)E
[(
t2i − E
[
t2i
]) (
t2j − E
[
t2j
])]
=
1
N2
N∑
i=1
(N − i+ 1)
2
E
[(
t2i −
2
N2
)2]
+
1
N2
∑
1≤i6=j≤N
(N − i+ 1) (N − j + 1)E
[(
ant2i −
2
N2
)(
t2j −
2
N2
)]
=
1
N2
N∑
i=1
(N − i+ 1)
2
(
3!
N4
−
(
2
N2
)2)
=
2
N6
N∑
i=1
i2 =
2
6
N(N + 1)(2N + 1)
N6
,
which converges to zero as N tends to ∞. Using Borel Cantelli Lemma, we get
∞∑
N=1
P (|TN | > ǫ) ≤
1
ǫ2
∞∑
N=1
E
[
|TN |
2
] 1
N3
<∞.
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Then, TN
a.s.
−−−−→
N→∞
0.
Almost sure convergence of QN to 0.
Given QN in (39) we can write as a weighted sum of i.i.d. random variables as follows
QN =
1
N
∑
1≤i6=j≤N
(
ti
1
N
+ tj
1
N
−
2
N2
)
(N − (i ∨ j) + 1)
=
2
N
∑
1≤i<j≤N
(
ti
1
N
+
1
N
tj −
2
N2
)
(N − j + 1)
=
2
N
∑
1≤i<j≤N
(
ti
N
−
1
N2
)
(N − j + 1) +
2
N
∑
1≤i<j≤N
(
tj
N
−
1
N2
)
(N − j + 1)
=
2
N
N−1∑
i=1
N∑
j=i+1
(
ti
N
−
1
N2
)
(N − j + 1) +
2
N
N∑
j=2
j−1∑
i=1
(
tj
N
−
1
N2
)
(N − j + 1)
=
2
N
N−1∑
i=1
(
ti
N
−
1
N2
)N−i∑
j=1
j

+ 2
N
N∑
j=2
(
tj
N
−
1
N2
)
(N − j + 1) (j − 1)
=
2
N
N−1∑
i=1
(
ti
N
−
1
N2
)
(N − i)(N − i+ 1)
2
+
2
N
N∑
j=2
(
tj
N
−
1
N2
)
(N − j + 1) (j − 1)
=
2
N
N∑
i=1
(
ti
N
−
1
N2
)[
(N − i)(N − i+ 1)
2
+ (N − i+ 1)(i− 1)
]
=
N∑
i=1
(Nti − 1)
(N − i+ 1)(N + i− 2)
N3
.
Note that for all i = 1, . . . , N the random variable Xi = Nti, has a exponential distribution
with parameter 1. i.e. Xi ∼ exp(λ = 1). Besides, Xi, 1 ≤ i ≤ N are i.i.d. random variables.
Then QN can be written as a weighted sum of i.i.d. random variables as
QN =
N∑
i=1
(Xi − E [Xi])
(N − i+ 1)(N + i− 2)
N3
=
N∑
i=1
(Xi − E [Xi]) aN,i,
where aN,i are such that max1≤i≤N |aN,i| ≤ O
(
1
N
)
. Then, by [5] (Theorem 5), we conclude
that
QN =
N∑
i=1
aN,i (Xi − E [Xi])
a.s.
−−−−→
N→∞
0.
Almost sure convergence of UN to 0. Let us consider
U (ti, tj) = titj −
ti
N
−
tj
N
+
1
N2
.
It follows that E [U (ti, tj)] = 0 and E [U (ti, tj)U (tk, tl)] = 0 for (i, j) 6= (k, l). Therefore
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V ar (UN ) = E
[
U2N
]
=
1
N2
∑
1≤i6=j≤N
E
[(
titj −
ti
N
−
tj
N
+
1
N2
)2]
(N − (i ∨ j) + 1)
2
=
1
N2
∑
1≤i6=j≤N
[
E
[
t2i t
2
j
]
+
E
[
t2i
]
N2
+
E
[
t2j
]
N2
+
1
N4
− 2
E
[
t2i tj
]
N
− 2
E
[
tit
2
j
]
N
+ 2
E [titj ]
N2
+ 2
E [titj ]
N2
− 2
E [ti]
N
− 2
E [tj ]
N2
]
(N − (i ∨ j) + 1)
2
=
1
N2
∑
1≤i6=j≤N
[
13
N4
−
12
N4
]
(N − (i ∨ j) + 1)2 =
1
N6
∑
1≤i6=j≤N
(N − (i ∨ j) + 1)2 .
which is of order O
(
1
N2
)
. Using Borell-Cantelli, we have
∞∑
N=1
P (|UN | > ǫ) ≤
1
ǫ2
∞∑
N=1
E
(
|UN |
2
)
≤
1
ǫ2
∞∑
N=1
1
N2
<∞.
Therefore UN
a.s.
−−−−→
N→∞
0. Finally, the almost sure convergence of DN to 1/3 is a consequence
of the almost sure convergence of TN , QN and UN to 0, and the convergence of RN to 1/3.
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