We use the Terwilliger algebra to provide a new approach to the Assmus-Mattson theorem. This approach also includes another proof of the minimum distance bound shown by Martin as well as its dual.
Introduction
The Terwilliger algebra [27, 28, 29] is an active area of research. See [30] and the references therein. The purpose of the present paper is to demonstrate how the theory of the Terwilliger algebra can also be applied to problems in coding theory.
The Assmus-Mattson theorem is a very famous theorem relating linear codes and combinatorial designs: Theorem 1.1 (Assmus-Mattson [1] ). Let Y denote a linear code of length D over F q with minimum weight δ. Let Y ⊥ denote the dual code of Y , with minimum weight δ * . Suppose t ∈ {1, 2, . . . , D} is such that there are at most δ − t weights of Y ⊥ in {1, 2, . . . , D − t}, or such that there are at most δ * − t weights of Y in {1, 2, . . . , D − t}. Then the supports of the words of any fixed weight in Y form a t-design.
There are several proofs and strengthenings of this theorem. See [7, 6, 24, 2, 25] for instance. Delsarte [12] proved an Assmus-Mattson-type theorem for general cometric schemes, and Martin [18] studied the Assmus-Mattson theorem for Johnson schemes based on Delsarte's algebraic version. Theorem 1.1 has also been generalized to Z 4 -linear codes. See e.g., [26] .
In this paper, we use the Terwilliger algebra to provide a new approach to Theorem 1.1. In fact, we prove three versions of the Assmus-Mattson theorem (Theorems 3.2, 4.3, 5.2) and two corollaries (Corollaries 3.5, 4.6). Theorem 4.3 coincides with Delsarte's version whereas Theorem 3.2 seems new and is the dual to Theorem 4.3 for general metric schemes. Both theorems are proved by using only the basic properties of the irreducible modules of the Terwilliger algebra. Corollaries 3.5 and 4.6 may improve these theorems assuming sufficient thinness and dual thinness, respectively. Section 5 deals with metric and cometric schemes. The main theorem in this section is Theorem 5.2, and we apply recent results of Terwilliger on the displacement and split decompositions [30] . An interesting consequence is that Theorem 1.1 still holds for nonlinear codes as well (with an appropriate interpretation of the "weights of the dual code"; see Example 2.3) . This is explained in Example 5.5. In Section 6, we compare these Assmus-Mattson theorems and their corollaries. This section also includes a new proof to the minimum distance bound shown by Martin [20] as well as its dual (Examples 6.6, 6.10).
Preliminaries
Throughout this paper, let (X, R) denote a symmetric association scheme with D classes. Thus X is the vertex set and R = {R 0 , R 1 , . . . , R D } is the set of associate classes. We refer the reader to [3, 5, 27] for terminology and background materials on association schemes and the Terwilliger algebra.
Let V denote a vector space over C with a distinguished basis {x : x ∈ X} and a Hermitian inner product x,ŷ = δ xy (x, y ∈ X). For every χ ∈ V and a subspace W ⊆ V , χ| W will denote the orthogonal projection of χ on W . Let Mat X (C) denote the C-algebra of all matrices over C with rows and columns indexed by X. Then Mat X (C) acts on V from the left in an obvious manner. Let A 0 = I, A 1 , . . . , A D ∈ Mat X (C) denote the associate matrices and let E 0 = |X| −1 J, E 1 , . . . , E D denote the primitive idempotents for the BoseMesner algebra M = A 0 , A 1 , . . . , A D , where J denotes the all ones matrix.
Pick any x ∈ X. For each 0 i D, R i (x) = {y ∈ X : (x, y) ∈ R i } will denote the ith subconstituent of (X, R) with respect to x. Let E * i (x), A * i (x) ∈ Mat X (C) denote the ith dual idempotent and the ith dual associate matrix with respect to x, respectively (0 i D). They span the dual Bose-Mesner algebra M * (x) with respect to x. We recall E * i (x), A * i (x) are the diagonal matrices with (y, y)-entries (E * i (x)) yy = (A i ) xy , (A * i (x)) yy = |X|(E i ) xy . The Terwilliger algebra T (x) of (X, R) with respect to x is the subalgebra of Mat X (C) generated by M and M * (x). We remark T (x) is semisimple and any two nonisomorphic irreducible T (x)-modules in V are orthogonal.
For the remainder of this section, fix x ∈ X and write
We call W s , W * s the support and the dual support of W , respectively. The diameter (resp. the dual diameter ) of W is defined by
. We say W is thin whenever dim E * i W 1 for all i, and we say W is dual thin whenever dim E j W 1 for all j.
Suppose for the moment that (X, R) is metric with respect to the ordering
We remark that the primary module Mx is a unique irreducible T -module with endpoint zero. We shall freely use the following basic fact:
Lemma 2.1 ([27, Lemma 3.9]). Suppose (X, R) is metric with respect to the ordering A 0 , A 1 , . . . , A D and write A = A 1 . Let W ⊆ V denote an irreducible T -module and set r = r(W ), d = d(W ). Then the following hold:
Next suppose (X, R) is cometric with respect to the ordering 
(iv) If W is dual thin, then W is thin.
To avoid triviality, we say a vector χ ∈ V is a code whenever χ ∈ E 0 V and χ ∈ E * 0 (z)V for every z ∈ X. We also say a subset Y ⊆ X is a code provided its characteristic vector χ Y = y∈Yŷ is a code; in other words, Y is a code whenever 1 < |Y | < |X|. To each code χ in V we associate four fundamental parameters (with respect to the base vertex x ∈ X and given orderings of the associate matrices and the primitive idempotents):
, and so on. In this case, we also set
, s * (Y ) the minimum distance, dual distance, degree and dual degree of Y , respectively.
Some of the most important families of association schemes are associated with regular semilattices (see [11] for the definition). Below we give two examples: 
More detailed information on the irreducible T -modules of the Hamming scheme can be found in [29, Section 6] , [15] . See also [23, 14] . 
Assmus-Mattson theorem for metric schemes
In this section, we assume that (X, R) is metric with respect to the ordering A 0 , A 1 , . . . , A D . Thus Γ = (X, R 1 ) is a distance-regular graph and ∂(·, ·) will denote the graph distance in Γ. We fix x ∈ X and write
Definition 3.1. For convenience, we say a vector χ ∈ V is a relative t-codesign with respect to x if E * i χ and A ix are linearly dependent for all 1 i t. The first version of our Assmus-Mattson theorems is a variant of Delsarte's result (see the remark below):
Proof. Set A = A 1 and U = (Mx) ⊥ (the orthogonal complement in V ). We observe U is the linear span of all irreducible T -modules W ⊆ V with r(W ) > 0. Set S = {j = 0 : E j χ = 0}. Then
Since A generates M and takes s * (= |S|) distinct eigenvalues on j∈S E j U , we find M χ| U is spanned by χ| U , Aχ| U , . . . , A s * −1 χ| U and thus (cf. Lemma 2.1 (i))
This proves
The following lemma shows that the code χ in Theorem 3.2 exhibits far stronger regularity if irreducible T -modules with small endpoints are thin, and validates the term "Assmus-Mattson" above:
Lemma 3.4. Let χ denote a vector in V . Then the following are equivalent:
(ii) F χ is a relative t-codesign with respect to x for any F ∈ T . In particular,
A ℓ χ is a relative t-codesign with respect to x for 0 ℓ D.
Suppose every irreducible T -module with endpoint at most t is thin. Then the second part of (ii) implies (i) (and thus (ii)).
Proof. With the same notation as in the proof of Theorem 3.
for every irreducible T -module W ⊆ V with r(W ) > 0. Since T χ| W equals 0 or W according to whether χ| W is zero or not, the equivalence of (i) and (ii) follows immediately from this comment. Let W ⊆ V denote an irreducible T -module with 1 r(W ) t and suppose W is thin. Then M χ| W cannot be a subspace of
. This completes the proof.
As an application of the technique discussed above, we may improve Theorem 3.2 assuming sufficient thinness:
If every irreducible T -module with endpoint at most t is thin, then F χ is a relative t-codesign with respect to x for any F ∈ T .
Proof. Let W ⊆ V denote an irreducible T -module with 1 r(W ) t and set S = {j ∈ W * s : E j χ = 0}. Then as in the proof of Theorem 3.2 we find
However since W is thin and r(W ) δ x − |S|, this forces χ| W = 0 (cf. Lemma 2.1 (iii)). Now the result follows from Lemma 3.4. 
In particular, when x = (0, 0, . . . , 0) the supports of the codewords of fixed weight k form a t-design (in J(D, k)). We remark that for q = 2, (half of) Theorem 1.1 follows from Corollary 3.5.
Example 3.7. Again suppose (X, R) is the Hamming scheme H(D, q). When q is a prime power, there are many nonlinear single-error-correcting perfect codes (containing (0, 0, . . . , 0); see e.g., [22] 24 (where x, y are indeterminates). Thus Corollary 3.5 shows that a coset of weight four supports 1-designs. On the other hand, it is well-known that the codewords of a fixed weight form a 5-design. , k) ) has the following property; there exists a constant λ such that for any t-subsets ξ ⊆ x and η ⊆ Ω − x, the number of elements y ∈ Y ∩ R k (x) satisfying ξ ⊆ x − y and η ⊆ y − x is exactly λ. Such combinatorial objects are (among other things) studied in detail in [19] .
Example 3.10. The 5-(24, 8, 1) large Witt design has block intersection numbers 4, 2 and 0 so that the minimum distance is four, and it can be checked that this design has dual degree two (more precisely, it is a {1, 2, 3, 4, 5, 7}-design; see [7] ). Thus if the base vertex x is chosen from the design, then by Theorem 3.2 we can take t = 2 in the previous example.
Assmus-Mattson theorem for cometric schemes
In this section, we assume that (X, R) is cometric with respect to the ordering E 0 , E 1 , . . . , E D . We fix x ∈ X and write
Definition 4.1 ([12]). A vector
Proof. By an argument similar to the proof of Theorem 3.2, we find (ii) F χ is a relative t-design with respect to x for any F ∈ T . In particular, E * k χ is a relative t-design with respect to x for 0 k D. Suppose every irreducible T -module with dual endpoint at most t is dual thin. Then the second part of (ii) implies (i) (and thus (ii)).
Proof. Similar to the proof of Lemma 3.4.
Assuming sufficient dual-thinness, we may improve Theorem 4.3 as follows:
for each irreducible T -module W ⊆ V with 1 r * (W ) t. If every irreducible T -module with dual endpoint at most t is dual thin, then F χ is a relative t-design with respect to x for any F ∈ T .
Proof. Similar to the proof of Corollary 3.5. 
Assmus-Mattson theorem for metric and cometric schemes
In this section, we assume that (X, R) is metric with respect to the ordering A 0 , A 1 , . . . , A D and cometric with respect to the ordering E 0 , E 1 , . . . , E D . We fix x ∈ X and write
The third version of our Assmus-Mattson theorems is related to the displacement and split decompositions for (X, R) [30] . 
The displacement of W is On the other hand, for 0 i, j D we define (i) Clearly it suffices to show
See also [16, Theorem 4.6] .
(ii) Similar to the proof of (i) above.
Theorem 5.2 (Assmus-Mattson, Version 3)
. Let χ denote a code in V . Set δ x = δ x (χ), δ * = δ * (χ). Suppose t ∈ {1, 2, . . . , D} is such that for every 1 r t at least one of the following holds:
If every irreducible T -module with displacement zero and endpoint at most t is thin (thus dual thin), then the following hold.
(ii) For any F ∈ T , F χ is orthogonal to V D−j,j ∩ (Mx) ⊥ whenever 1 j t. (ii) Similar to the proof of (i) above.
Remark 5.3. The assumption on thinness in Theorem 5.2 is redundant. In fact, P. Terwilliger (private communication) pointed out that the irreducible T -modules with displacement zero are always thin for any metric and cometric schemes. This (among other things) will be discussed in a future paper.
Example 5.4. With the same hypothesis as in Theorem 5.2, assume moreover (X, R) is induced on the top fiber X of a short regular semilattice (L , ). For each object u ∈ L , let χ u = y∈X,u yŷ denote the characteristic vector of {y ∈ X : u y}. It is a standard fact that χ u ∈ V D−rank(u),rank(u) whenever u x [11] . We remark that each A kx is obviously a relative D-design with respect to x and thus also a relative t-design with respect to x (cf. [12, Corollary 9.9] and the remark that follows it). Therefore, if u, v ∈ L are two objects of rank t such that u, v x, then in view of the geometric interpretation of relative t-designs given in Example 4.2, χ u − χ v is orthogonal to A kx for every 0 k D; in other words,
⊥ . Now the second part of Theorem 5.2 implies that for each F ∈ T , F χ, χ u is independent of u x with rank t. Example 5.6. The [12, 6, 6] extended ternary Golay code has covering radius three and is self-dual with weight enumerator x 12 + 264x 6 y 6 + 440x 3 y 9 + 24y
12
(where x, y are indeterminates). Thus Theorem 5.2 shows that a coset of weight three supports 1-designs. On the other hand, it is well-known that the codewords of a fixed weight form a 5-design.
Example 5.7. Suppose (X, R) is the Johnson scheme J (N, D) . Let Y denote a code in X and set χ = χ Y in Example 5.4. Then, in this case we find that the multiset {x ∩ y : First we assume (X, R) is metric with respect to the ordering A 0 , A 1 , . . . , A D and cometric with respect to the ordering E 0 , E 1 , . . . , E D . We also assume that (X, R) is not an ordinary cycle, and D 3.
The following result was proved by Ito, Tanabe and Terwilliger in the context of tridiagonal systems: (This lemma is valid for any metric association scheme which is not an ordinary cycle.) We remark that by the above comments we have θ = θ D if (ii) holds above, and (X, R) is in fact an antipodal double cover if (iii) holds above. (i) (X, R) is bipartite and Y is a bipartite half.
(ii) (X, R) is an antipodal double cover, and Y forms an antipodal pair.
(iii) δ * t + 1.
Proof. Suppose t δ * . If δ * = D then t = D; in other words, χ Y ∈ Mx for every x ∈ Y . In this case it is easy to see that we have (i). Now we assume δ * < D and show (ii) holds. For the moment fix x ∈ Y and write
Finally, let x, y ∈ Y . Then since E δ * χ Y = 0 we must have E δ * x = ±E δ * ŷ. Since 0 < δ * < D, it follows from Lemma 6.2 that (X, R) is an antipodal double cover and {x, y} is an antipodal pair, as desired. We remark that the proof of this inequality in [20] uses the classification of perfect codes in Hamming schemes, while we have used the information on the irreducible T -modules. (i) (X, R) is bipartite and Y is a bipartite half.
(iii) δ t + 1.
Proof. Suppose t δ. If δ = D then t = D and thus χ Y ∈ Mx for every x ∈ Y . In this case we have (ii). Now we assume δ < D and show (i) holds.
Pick any x ∈ Y such that E * δ (x)χ Y = 0. Then we find E * δ (x)χ Y = A δx by an argument similar to the proof of Theorem 6.3. Apparently E * δ (y)χ Y = 0 for every y ∈ R δ (x). Thus continuing the above argument, we conclude Y contains a connected component of (X, R δ ). Since 0 < δ < D, it follows that (X, R) is bipartite and Y is a bipartite half, as desired. 
Remarks
Remark 7.1. We proved our Assmus-Mattson theorems (Theorems 3.2, 4.3, 5.2) and their corollaries (Corollaries 3.5, 4.6) by projecting the code χ to the orthogonal complement U of the primary module Mx. Thus everything still works, for instance, even if we replace s x (χ) bys x (χ) = |{i = 0 : E * i (x)χ ∈ CA ix }| and/or s * (χ) bys * (χ) = |{j = 0 : E j χ ∈ CE jx }|. This (slight) improvement seems particularly effective for codes in the binary Hamming scheme H(D, 2) (in which case dim E * D (x)V = dim E D V = 1). See also [5, Section 2.8].
Remark 7.2. Lalaude-Labayle [17] classified the self-orthogonal binary linear codes with minimum weight at most 10 (resp. 18) and whose words of minimum weight support 3-designs (resp. 5-designs).
Remark 7.3. Recently, Schrijver [23] established the semidefinite programming bound on the sizes of codes in the binary Hamming schemes and Johnson schemes, which is shown to be at least as good as Delsarte's bound based on the linear programming method [10] . This provides a remarkable application of the Terwilliger algebra. See also [14] .
