Abstract: Over the past few years we have observed a growing interest in the class of Pairwise Markov Models (PMMs). In this paper, we explore the Pairwise Kalman Filter (PKF) intended for the hidden state estimation in linear PMMs in the presence of Gaussian noises. Previous works produced the robust square-root PKF algorithm for improving a numerical stability of the estimator with respect to roundoff errors. The square-root approach is, definitely, the most popular technique for designing numerically stable filter implementations. However, the use of the modified Cholesky decomposition of corresponding error covariance matrix together with the modified weighted Gram-Schmidt orthogonalization at each iteration step of the Kalman filter was shown to improve the estimation accuracy with the reduced computational cost compared to the square-root methods. Here, we propose the UD-based approach for designing the PKF implementations. As for the classical Kalman filter, we may anticipate a high accuracy of the new UD-based PKF implementation with the reduced CPU cost. The methodology is derived in terms of covariance quantities.
INTRODUCTION
New perspective class of Markov models, called the Pairwise Markov Models (PMMs), has been extensively studied in the past few years. Nowadays, they are widely used in signal processing and segmentation problems due to their benefits over the Hidden Markov Models (HMMs); see Pieczynski and Desbouvries (2003); el Fquih B. and Desbouvries (2006) ; Némesin and Derrode (2013b, 2015) and many others. It was shown that PMMs are strictly more general than the HMMs because of the following main assumption. In Gaussian PMMs the pair, T = (X, Y ), consisting of the unobservable, X = {x i } K i=0 , and observable, Y = {y i } K i=0 , processes is assumed to be Markovian and Gaussian meanwhile in the HMMs only X = {x i } K i=0 is assumed to be Markovian. This means that there exist PMMs such that the observed variables are independent conditionally on the hidden data, and the hidden chain is not Markov; see the detailed explanation in (Lanchantin et al., 2011, p. 165) . These properties and other advantages make the PMMs preferable for solving practical problems. Here, we may mention that the PMMs utilization in segmentation problem instead of the HMMs reduces the error ratio, significantly; see Derrode and Pieczynski (2004) .
The attempts to solve hidden state estimation and parameter identification problems in the linear PMMs have resulted in development of the Kalman-like filtering, termed the Pairwise Kalman Filter (PKF) in Pieczynski and Desbouvries (2003) , and various maximum likelihood estimation strategies, respectively. More precisely, the Expectation-Maximization (EM) method based on the robust square-root PKF variant was developed by Némesin and Derrode (2013b) and Némesin and Derrode (2015) . The EM-algorithm for the closely related class of models was designed in Gibson and Ninness (2005) . The model considered in the cited paper is a linear timeinvariant (LTI) fully-parameterized state-space multipleinput, multiple-output (MIMO) system. Furthermore, the gradient-based methodology for the maximum likelihood estimation of the LTI MIMO systems was developed by Wills and Ninness (2008) as well as for linear PMMs the gradient-based adaptive filtering has been recently designed in Kulikova (2017) . This paper is concerned with the numerical stability of the PKF implementations. As for the classical Kalman filter (KF), the newly-developed PKF is numerically unstable with respect to roundoff errors; see the discussion on the KF numerical insights in Verhaegen and Van Dooren (1986) and Verhaegen (1989) . For the PKF some preliminary numerical results of ill-conditioned tests are obtained in Kulikova (2017) . To prevent the failure of the PKF estimator when solving practical problems (because of influence of roundoff errors), the square-root (SR) variant has been proposed by Némesin and Derrode (2013b) . The SR approach is, definitely, the most popular technique for
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The attempts to solve hidden state estimation and parameter identification problems in the linear PMMs have resulted in development of the Kalman-like filtering, termed the Pairwise Kalman Filter (PKF) in Pieczynski and Desbouvries (2003) , and various maximum likelihood estimation strategies, respectively. More precisely, the Expectation-Maximization (EM) method based on the robust square-root PKF variant was developed by Némesin and Derrode (2013b) and Némesin and Derrode (2015) . The EM-algorithm for the closely related class of models was designed in Gibson and Ninness (2005) . The model considered in the cited paper is a linear timeinvariant (LTI) fully-parameterized state-space multipleinput, multiple-output (MIMO) system. Furthermore, the gradient-based methodology for the maximum likelihood estimation of the LTI MIMO systems was developed by Wills and Ninness (2008) as well as for linear PMMs the gradient-based adaptive filtering has been recently designed in Kulikova (2017) . This paper is concerned with the numerical stability of the PKF implementations. As for the classical Kalman filter (KF), the newly-developed PKF is numerically unstable with respect to roundoff errors; see the discussion on the KF numerical insights in Verhaegen and Van Dooren (1986) and Verhaegen (1989) . For the PKF some preliminary numerical results of ill-conditioned tests are obtained in Kulikova (2017) . To prevent the failure of the PKF estimator when solving practical problems (because of influence of roundoff errors), the square-root (SR) variant has been proposed by Némesin and Derrode (2013b) . The SR approach is, definitely, the most popular technique for designing numerically stable filter implementations. It is based on the Cholesky decomposition of corresponding error covariance matrix where the filter updates only the corresponding square-root instead of the full matrix. It is well known in the KF community that the use of the modified Cholesky decomposition of corresponding error covariance matrix together with the modified weighted Gram-Schmidt orthogonalization at each iteration step of the KF improves the estimation accuracy with the reduced computational cost compared to the SR algorithms. Such methods are called the UD factorization-based KF implementations; see Bierman (1977) . It is also stressed in Bierman and Thornton (1977) : "The UD covariance factorization methods are computationally efficient, having CPU costs that differ negligibly from the conventional Kalman costs."
Having been motivated by the mentioned research, we propose the UD-based approach for designing the PKF implementations. The problem is solved at the same manner as it is done for the classical KF, i.e. by using as far as possible numerically stable orthogonal transformations at each iteration step of the PKF for updating the UDfactors obtained from the modified Cholesky decomposition. We stress that such UD-based variants of the PKF technology have been never derived before. The goal of this paper is to fill in this gap. Based on the KF literature review, we may anticipate a higher estimation accuracy of the newly-developed UD-based PKF implementation compared with the conventional PKF algorithm designed in Pieczynski and Desbouvries (2003) . More precisely, we expect the same high accuracy as in the SR PKF algorithm developed in Némesin and Derrode (2013b), but with the reduced CPU cost compared to the cited SR PKF. Another important reason for deriving implementation methods is mentioned in (Morf and Kailath, 1975, pp. 487) : "The diversity of implementations is valuable for its own sake, provided there is a fair possibility that the new algorithms have potential advantages in some respects, among which we should include things like the complexity, accuracy, and the conditioning of computations". Here, the UD-based methodology is developed in covariance form. The results of numerical experiments are also presented.
PROBLEM STATEMENT AND PAIRWISE KALMAN FILTERING
Consider the class of linear PMMs, i.e. the discrete-time linear stochastic systems of the following form
where x k ∈ R n and y k ∈ R m are the state and measurement vectors, respectively; k is a discrete time index
T . The process {w k } is Gaussian white-noise process that is independent of initial state Initialization (k = 0). Assume that Q y,y > 0. Set the initial values and the constants as follows:
Time Update (k = 0, . . . , K − 1). The step of going from x k|k tox k+1|k is called the time update. At this stage, the one-step ahead predicted (a priori) estimate,x k+1|k , is computed together with the corresponding error covariance P k+1|k = E { (x k+1 −x k+1|k )(x k+1 −x k+1|k ) T } as follows: 
e k+1 = y k+1 − F y,xxk+1|k − F y,y y k ,
where e k are innovations of the discrete-time PKF.
The readers can find the detailed derivation of the algorithm above in (Pieczynski and Desbouvries, 2003, Proposition 1). The smoothing PKF method is also developed in el Fquih B. and Desbouvries (2006) .
The main issue to be addressed in this paper is a numerical stability of the PKF methodology. We know from the discussion presented in Verhaegen and Van Dooren (1986) and Verhaegen (1989) that the influence of roundoff errors might violate the theoretical properties of the covariance matrix, i.e. to hinder the covariance matrix, P k|k , to be symmetric and positive definite. The same problem exists for the newly-developed PKF technique. In the KF community, a variety of implementation methods have been developed for improving a numerical stability of the conventional KF. They are commonly based on some types of error covariance matrix decomposition. The key Proceedings of the 20th IFAC World Congress Toulouse, France, July 9-14, 2017 
