Dynamic Speaker Adaptation for Feature-Based Isolated Word Recognition
Abstmct-In this paper, we describe efforts to improve the performance of FEATURE, the Carnegie-Mellon University speaker-independent speech recognition system that classifies isolated letters of the English alphabet by enabling the system to learn the acoustical characteristics of individual speakers. Even when features are designed to be speaker-independent, it is frequently observed that feature values may vary more from speaker to speaker for a single letter than they vary from letter to letter. In these cases, it is necessary to adjust the system's statistical description of the features of individual speakers to obtain improved recognition performance. This paper describes a set of dynamic adaptation procedures for updating expected feature values during recognition. The algorithm uses maximum uposterion' probability (MAP) estimation techniques to update the mean vectors of sets of feature values on a speaker-by-speaker basis. The MAP estimation algorithm makes use of both knowledge of the observations input to the system from an individual speaker and the relative variability of the features' means within and across all speakers. In addition, knowledge of the covariance of the features' mean vectors across the various letters enables the system to adapt its representation of similar-sounding letters after any one of them is presented to the classifier. The use of dynamic speaker adaptation improves classification performance of FEATURE by 49 percent after four presentations of the alphabet, when the system is provided with supervised training indicating which specific utterance had been presented to the classifier from a particular user. Performance can be improved by as much as 31 percent when the system is allowed to adapt passively in an unsupervised learning mode, without any information from individual users. H I. INTRODUCTION UMAN beings perform remarkably well in recognizing and understanding the utterances of an unfamiliar speaker. While one occasionally requires a few seconds to become acquainted with the acoustical characteristics of new speakers with heavy foreign accents, subsequent human speech recognition performance is usually comparable to that obtained from a familiar talker. Most automatic speech recognition systems, on the other hand, fare much worse with unfamiliar talkers, particularly when these speakers pronounce words in an idiosyncratic fashion. The general goal of speaker adaptation in a speech recognition system is to cause the system to learn the acoustical characteristics of individual speakers. In templatebased systems, this is generally accomplished by making the reference templates speaker-specific in some fashion.
For example, performance of the Harpy system was substantially improved by replacing the initial speaker-independent reference templates for each phone by the average of templates derived from the current user [l] . Zelinski and Class [2] describe a learning procedure in which reference templates are obtained from a running average of time-normalized representations of the utterances. Finally, Grenier and his colleagues [3] , [4] have described a procedure that performs speaker-to-speaker transformations of the reference templates used in a template-matching system.
If the speaker-to-speaker variability of the reference templates and the variability of the observed data can both be characterized statistically, Bayesian learning procedures can be applied to optimally combine a priori speaker-independent knowledge with the speaker-specific knowledge obtained from actual observations from that speaker. For example, Brown et al. [5] have used Bayesian estimation procedures to adjust the statistics characterizing the acoustical observation vectors on a speakerby-speaker basis in applying dynamic adaptation to a continuous digit recognition system based on hidden Markov modeling. In systems that perform statistical classifications on the basis of measured feature values, speaker adaptation can be achieved by modifying the parameters used by the system to classify an utterance into one of the possible classes.
Much recent work at Carnegie-Mellon University has been devoted to the development of speech recognition systems that exploit features of acoustically confusable utterances that can be used to perform fine phonetic distinctions in classifying words on a speaker-independent basis. One result of our research has been the recognition system called FEATURE that classifies the letters of the English alphabet based on the observed values of about 60 acoustical features [6] , [7] .
In this paper, we describe and discuss methods by which the CMU feature-based isolated letter recognition system FEATURE can adapt to the acoustical characteristics of individual speakers. FEATURE [6] values to classify the sound using statistical pattern recognition techniques. Even though the features used in the system were designed to be speaker-independent, the variation of individual feature values for a given letter is frequently smaller for a given speaker than the variation of values of that feature over all speakers. For example, across all speakers a given feature may have an expected value of 5 for M and 10 for N, but a specific individual speaker may produce average values of 9 for the particular feature for the letter M and 14 for N. In such cases, there may be significant overlap of the feature distributions for sets of letters over all speakers, and the performance of the recognition system can be greatly improved by adapting the statistical characterization of the feature values to the individual speaker.
We have chosen to apply maximum a posteriori probability (MAP) estimation techniques to dynamically update the mean vectors characterizing the random feature values on a speaker-by-speaker basis as new utterances are presented to the classifier. This approach to speaker adaptation was motivated by the informal observation that for many features the major speaker-dependent effect is in fact a shift in the mean value of the features for a particular letter. In general, MAP estimation specifies an optimal combination of a priori information about statistical parameters (such as the mean and covariance of a random vector) with the collection of observations input thus far to the classifier for a particular speaker. The classical MAP estimation technique has been previously applied to many types of statistical problems, including estimation of vocal tract length [8]. It is also possible, of course, to estimate the covariance matrices of the feature values on a speaker-by-speaker basis as well as their mean values. However, accurate estimation of these covariance matrices requires a larger database of utterances than is presently available, and the process of estimating covariance matrices for individual speakers would greatly increase the computational complexity required for the adaptation process. For these reasons, we have not attempted to estimate covariance matrices for individual speakers in the present study.
An important and novel attribute of our implementation of the MAP estimation algorithm is that the mean vectors of the features are characterized as random variables that may be correlated from letter to letter. This approach enables the system to use observed samples of the letter M, for example, to update estimates of the expected feature values for the letter N as well as M. As a result, the system adapts more rapidly to individual speakers than it would if all the mean values of the features were assumed to be statistically independent from letter to letter, but at the cost of greater computational complexity and storage requirements.
'
In Section I1 of this paper, we briefly review the structure of the CMU feature-based recognition system FEA-TURE and the procedures by which the mean values of the features can be dynamically adapted or "tuned" to individual speakers. In Section 111, we compare the performance of various implementations of the tuning algorithms in recognizing the English alphabet. The tuning procedures discussed in Sections I1 and I11 are forms of "supervised learning" in that the system must have knowledge of what utterance is actually spoken to perform the adaptation. We discuss in Section IV extensions of these algorithms that enable the system to adapt to new speakers without feedback from the user. Finally, we summarize the results of our work in Section V.
CLASSIFICATION AND ADAPTATION PROCEDURES

A, Feature-Based Letter Recognition
The CMU feature-based isolated letter recognition system FEATURE has been described in detail in previous publications [ 6 ] , [7] . Briefly, FEATURE performs spectral and temporal analyses on each incoming utterance, producing about 60 measurements describing various attributes of the sound. These features include characterizations of formant information, energy contours of nonvoiced segments, and temporal information such as the time from the beginning of an utterance to the vowel onset. We have assumed that these feature values are random variables with jointly Gaussian probability density functions. While the multivariate Gaussian assumption is definitely incorrect for at least some of the features, it was adopted as the most efficient way to express information about covariances among the various feature values, which we have found to be important for many of the classification tasks.
Although the optimal Bayesian classifier is well specified if the probability densities of the features are known for each letter, we do not implement a classifier that directly chooses 1 of 26 classes based on the observed values of the approximately 60 features for several practical reasons. Specifically, some of the features were designed to be meaningful for only a subset of the letters, and these features do not produce Gaussian probability densities when other letters are presented to the system. Also, our database does not have a sufficient number of utterances to estimate accurately the covariance matrices needed to train such a classifier. For these and other reasons, we have used a decision-tree structure to perform the classifications. At each node of the decision tree, the utterance is classified into a small number of decision categories, based on a relatively small number of features that are relevant to the classification in question. A diagram of the decision tree that was used for most of the classifications of the complete alphabet in the present paper is shown in Fig. 1 . While the features used at the various nodes generally differ, some of the same features are used at different nodes. At some nodes, classifications in more than one decision category are directed to the same node at'the next lower level of the decision tree as is seen (for example) with nodes 1 and 2.
In analyzing dynamic speaker adaptation in FEA-TURE, we performed classifications directly on the basis of the observed feature values, rather than the linear trans- 
B. Dynamic Speaker Adaptation for the Letter Recognition System
In deriving the estimator to update the system's characterization of the mean vectors of the feature values for a given speaker, we model these mean vectors as random parameters that are fixed for a given speaker but vary from speaker to speaker according to a jointly Gaussian probability distribution. As noted above, we specifically assume that these mean values may be correlated from letter to letter as well as from feature to feature. Given the probability density functions (pdf 's) for the observations and the mean values, the MAP estimate for the mean vector M is chosen to maximize the a posteriori probability where p ( x I M) is the condition pdf for the observed feature vectors given their mean vectors, and p (M) and p (x) are the a priori pdf 's for the mean vector and the observed features, respectively.
Except for the use of correlations of means from class to class, this general approach is well known as Bayesian learning of the mean of a probability density and is well documented (cf. [9] Under the above assumptions, $I,, the MAP estimate or where It is .easy to verify that the first term of (lb) represents the contribution of the actual observations to the estimate, the second term represents the contribution of knowledge of the a priori mean for class C1, and the third term represents the contribution of the data from the other class, C2. It is also obvious that as N1 increases, the first term (representing the observed feature values) will eventually predominate in the estimate. For a given N1 and N2, the relative salience of the first two terms is determined by the ratio of al / rl. For N1 equal to 0, a! equals 0 and the first term of $Il (the contribution of the observations from class 1) is equal to 0, as could be expected. When N1 becomes very large, a! tends to 1 and /3 tends to 0, so that the contribution of the second and third terms of dl becomes negligible. Finally, if p equals 0, /3 is equal to 0 and there is no contribution of the observations from class 2: in that case, the random variables Ml and M2 are statistically independent. /3 is a monotonically increasing function of I p I so that the contribution of the observations from class 2 increases with the amount of correlation of M1 and M2.
As we obtain a larger number of labeled observations for a given class, we not only obtain a more accurate estimate of the mean value, but the variability of the estimate progressively decreases as well. Specifically, it can be shown that [lo] 
(2)
where &,,, represents the variance of 8, after N1 presentations of the {xi } and N2 presentations of the { yj 1, and a:, a;, {:, c;, N1, N2, and p are as defined above. We note that if N1 and N2 equal 0, {:NIN2 equals {:, and that
As the estimate of the mean value of M1 becomes increasingly reliable, the variance of the a posteriori pdf characterizing the observations {xi } decreases. Specifically, after N1 observations of class 1 and N2 observations of class 2, the next observation from class 1 is Gaussian with mean 8 and variance {;N,N2 + a:. These statistics (and similar ones for class 2) are used by the classifier in making its decisions.
D. MAP Estimation with Correlated Decision Classes
approaches 0 as N1 goes to infinity.
In the general case of tuning the FEATURE system to new speakers, there are more than two decision classes and many features characterizing each decision class. Since we wish to update the estimates of all of the mean feature values simultaneously while considering correlations of mean values across the decision classes, it is more convenient to adopt a matrix formulation of the MAP estimation problem. We also introduce some special notational conventions to characterize the feature means and covariances over all decision classes, and the covariance of the mean values of the features from speaker to speaker, with concatenated vectors and matrices. Specifically, at each node of the decision tree of the FEATURE system, we adopt the following notation.
C refers to the number of decision classes, or possible outcomes, of the decision node. Each decision class could be a single letter or a group of letters. D refers to the number of features used to classify the utterance at the node in question. S is the extended covariance matrix of the features.
It is a block diagonal matrix of size CD X CD, and the kth block is the covariance matrix sk. Z, which is the covariance matrix of the extended mean vector, is referred to as the mean cross covariance
and is of size CD X CD. The mean cross covariance matrix contains information about the correlations from class to class and speaker to speaker of the mean values of the features for a given speaker.
The mean cross covariance matrix Z can be intuitively understood as a composite of C 2 matrices, each of size D X D. The (dl, d2)th element of the ( cl, c2)th block is the covariance of the mean value of feature dl from class c1 with the mean value of feature d2 from class c2. The structure of Z is illustrated in [ 101. We assume, as before, that M is normally distributed about Mo with covariance matrix Z. We also assume that the observation vector from the kth decision class is normally distributed about Mk with covariance matrix sk.
Using the assumptions stated above, and the additional (incorrect) assumption that the observations at each node of the decision tree are statistically independent, it can be shown [lo] that at each node of the decision tree M, the exact MAP estimate of the extended mean vector is AI, A2, * * * , Ac are the D-dimensional sample mean
We note that the expression for M , which is similar in form to (lb), is a linear combination of the sample mean vector of the observations, A, and the extended a priori mean vector Mo.
Similarly, the extended covariance matrix characterizing the variability of l$l after N , , N2, e -, N, observations from the various classes is
The a posteriori pdf for observations for the kth decision class is assumed to be normally distributed about M with a covariance matrix equal to the sum of S k and the kth diagonal D X D block of ZN.
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E. Implementation of Extended MAP Estimation. in FEATURE As discussed above, FEATURE classifies the letters of the alphabet using a hierarchical decision tree. At most nodes of the tree, the system classifies a subset of the alphabet into a set of decision classes, each consisting of one or more letters. In the present evaluations of speaker adaptation, we used an implementation of FEATURE that made independent decisions at each node, and we implemented the MAP estimator of the mean values of the features separately from node to node.
It is not possible to implement the complete extended MAP estimation procedure described above at each node of the decision tree if the a priori statistics of the estimator are obtained from a limited set of training data.
Specifically, the mean cross covariance matrix Z is nonsingular only if the number of speakers used to train the estimator is greater than CD, the product of the number of decision classes by the number of features used at a given node of the decision tree [ 111. This is a rather restrictive condition. The implementation of FEATURE used in the present evaluation includes nodes with as many as 9 decision classes classified according to values of as many as 16 features, so the product CD can be as large as 144 for some nodes. Since the number of speakers used to train the classifier and estimator, is as low as 19 for some of these evaluations, it was necessary to reduce the size of the mean cross covariance matrix. Our most frequent solution to this problem is to consider each feature in a given decision node separately and to construct a set of D mean cross covariance matrices of size C X C , one matrix for each of the features. Since the maximum number of classes involved in a decision is always smaller than 19, the constraint of invertibility is always satisfied. This solution, which makes use of class-to-class correlations but ignores feature-to-feature correlations of the mean vectors, is referred to as type C tuning. Other methods have also been considered, and they are discussed below.
A second problem that complicates the evaluation of the system is the observation that Sk, the actual class-conditional covariance matrix of the observed feature values, varies from speaker to speaker. Since our statistical model assumes that the covariance matrix S is speaker independent, we had to estimate its value by averaging the withinspeaker covariance matrices over the set of speakers. Since only four utterances per letter per speaker are available, we do not know whether the speaker-to-speaker variation in S represents another fundamental attribute of speaker variability, or whether it is simply due to the lack of more training data from each speaker.
Once the system is "trained" by estimating Mo, S, and Z, it is initialized for a new speaker by setting M to Mo, Z, to Z, and N to 0. After the system classifies each incoming letter, the user indicates which utterance has actually been spoken. Then, at each node of the decision tree, the system updates its estimate of & I according to (3), and it also computes a new value for Z N according to 
RESULTS-TUNING WITH FEEDBACK A. Evaluation Procedures
In this section, we compare the classification performance of FEATURE for the English alphabet, and some acoustically confusable subsets of the alphabet, with and without dynamic speaker adaptation. We also compare the performance of different implementations of the tuning algorithms. These evaluations were performed on a database of 20 speakers, 10 males and 10 females, using 4 utterances of each of the 26 English letters. The data in this section were obtained using a procedure in which the system was trained on 19 of the 20 speakers and tested on the 20th. This process was then repeated, using each of the 20 speakers as the "test" speaker in turn.
We noted in the previous section that the most general form of the MAP estimation algorithm usually cannot be used because the size of the mean cross covariance matrix is limited by the number of training speakers available. There are several ways to'reduce the dimensionality of the mean cross covariance matrix by ignoring a priori class-to-class or feature-to-feature correlations in the mean values of the features for a given speaker. We consider in this section the performance of some of these (nominally suboptimal) implementations of the MAP learning algorithm. We identify these procedures by the following notational conventions.
Type CF refers to the tuning procedure that makes use of both class-to-class and feature-tu-feature correlation of the features' mean vectors for a given speaker. This is the most general form of the extended MAP estimation algorithm, and it is theoretically the optimal implementation for a given node of the decision tree, specified by (3) and (4).
Type C refers to a tuning procedure that makes use of class-to-class correlations of the features' mean values, but ignores feature-to-feature correlations of these means.
Type F refers to a procedure that makes use of feature-to-feature correlations, but not class-to-class correlations of the features' means. This is the classical MAP algorithm for learning the mean of a set of correlated random Gaussian vectors separately for each decision class.
Type I refers to a tuning procedure that makes use of neither class-to-class nor feature-to-feature correlation. The features are updated completely independently of one another.
Type S tuning refers to the simplest form of dynamic adaptation, which is obtained by setting the mean vector of the features equal to the sample mean of the observations. While this procedure is, strictly speaking, not a Bayesian estimator, it is included for comparison because of its simplicity and its use in previous studies (e.g., [l] , [2]). Type S tuning uses a combination of the running sample covariance matrix of the mean vectors with the a priori covariance matrix of the data Sk to estimate the covariance of the observed data, so it can only be used after at least two utterances from each decision class have been presented to the classifier. Table I summarizes these notational conventions. Each column represents a different adaptation procedure, and each row represents a different type of information. Type 0 refers to no tuning. The asterisks indicate which type of information is used by each type of learning procedure.
B. Classijcation Results
Using the evaluation procedure described above, we compare in Fig. 2 the error rate for the entire alphabet using no tuning to the error rate with the type C (classto-class correlation) tuning method. The results are averaged over the 20 speakers, and each successive iteration through the alphabet is plotted separately. We note that while the average untuned speaker-independent error rate remains at about 12.5 percent over the four sets of presentations, tuning to individual speakers with the type C procedure causes the error rate to steadily decrease to 6.2 percent by the fourth set of presentations. (The untuned error rate is slightly worse than that reported in [6] and [7] because we used a different implementation of the FEATURE system in our evaluation, without the linear discriminant analyses .)
In order to compare the contributions of various types of a priori knowledge toward reducing the classification error rate through tuning, we conducted more extensive performance comparisons for individual nodes that classify acoustically confusable subsets of letters. We selected for this further experimentation the letters M and N, and B, D, P, and T because the untuned error rates are relatively large for these sets of letters, and they can be substantially reduced by tuning to individual speakers. To reduce the dependence of the classification results on the statistical fluctuations of the relatively small number of data on hand for these evaluations, we averaged the classification performance with the four utterances of each letter represented in forward and reversed order. This causes the untuned error rate to appear as a symmetric function of the iteration number.
In Fig. 3 We note that the statistical significance of the data in Figs. 3 and 4 is limited by the small number of data available for classification in these first experiments, and using a simple Bernoulli model of the classification process and a nominal 10 percent error rate, the 95 percent confidence interval is about k6.5 percent for the data in Fig. 3 and   k4 .5 percent for the data in Fig. 4 . Nevertheless, we wish to call attention to the following data trends, which we have observed in other similar comparisons as well.
Type CF tuning produces better results than type F in the first iteration in Fig. 3 , and type C tuning produces better performance than type I for the first iteration in Fig. 4 . These results imply that the use of class-to-class correlations of the mean feature values can provide an improvement in performance.
For the first iteration, type F performs worse than type I, and type CF performs worse than type C, implying that the use of feature-to-feature correlation can degrade performance. We believe that this apparently paradoxical result occurs because the actual feature-to-feature cross correlations of the mean feature values for these letters are small, and they are probably inaccurately estimated with limited training data.
For these two sets of letters, the improvement in performance provided by the use of class-to-class correlation in tuning becomes negligible after three or four presentations of the stimulus set. After this point, the simple type S tuning based on the values of the sample means appears to perform as well or better, at least for these letters and features. This indicates that only a very small amount of speaker-dependent training is needed before the contribution of apriori information becomes of negligible value.
C. Discussion-Tuning with Feedback
Although the number of samples in these evaluations is limited, it appears that the use of any of our dynamic adaptation procedures improves the performance of the recognition system. Furthermore, the tuning procedures that make use of class-to-class correlations usually enable the system to adapt more rapidly to a new user than the methods that operate on a class-by-class basis, aithough further experimentation will need to be done with a larger database for this aspect of the system to be demonstrated more convincingly. On the other hand, the very good performance of the type S procedure after a few presentations of the test data indicates that there is a great deal of information contained in the observed feature values for an individual speaker, even without much speaker-independent information at all. The performance of the different types of tuning algorithms depends to some extent on the vocabulary as well as the set of features that are used. In classifying the entire English alphabet, we also found that the rate at which the tuning procedures decrease the error rate varies considerably from node to node in the decision tree.
It is difficult to quantitatively compare our results in speaker adaptation to those of other studies because the sets of experimental data to be classified differ from study to study. However, it is worthwhile to consider the types of information used in each study. Most template-based systems, including 'those described by Lowerre [l] and Zelinski and Class [2]1 make use only of averages of the observed data in constructing templates. .In our featurebased classification system, this corresponds to the type S adaptation procedure. Brown et al. [5] used an optimal combination of this a posteriori information with a priori knowledge of the speaker-independent means and variances of template values. Their adaptation was performed independently for each feature and decision class, which corresponds, to our type I adaptation procedure. Our more elaborate adaptation procedures (labeled types C, F, and CF) are similar in philosophy, but they can also make use of class-to-class and/or feature-to-feature correlations of the mean values if there are enough different speakers available to train the classifier. As seen in Figs. 3 and 4 , the use of class-to-class correlation appears to be quite helpful in reducing the error rate of the data, while the feature-to-feature corielations of the mean feature values were not very helpful for the limited data that we examined. Brown et al. found (as did we) that the greatest advantage obtained using a Bayesian combination of a priori and a posteriori information (corresponding to our type F tuning) over using the a posteriori samples alone (corresponding to our type S) was observed when the amount of actual data ,available for a given speaker is relatively small. The system of Grenier [3], [4] differs in philosophy from the present work in that it adapts to new speakers using transition matrices that are precompiled and known for a given speaker. The acoustical characteristics of the current speaker are assumed to be unknown in the present work.
,We noted in Section 11-E that it is hard to determine whether the speaker-to-speaker variability we have observed for the covariance matrices of the feature values is inte.nsic to the nature of the features or whether this variability is simply due to the very small size of our database. Since our set of training data contains only four samples of each letter for each of the speakers, we cannot rely on estimates of the covariance matrices on a speakerby-speaker basis. Some studies (e.g., [12] ) suggest that the number of samples needed to accurately evaluate a covariance matrix is at least five to ten times the size of the matrix, and this is far from the case for the training data for these experiments. If the covariance matrices of the features do indeed vary from speaker to speaker, one could use a procedure such as that described by Wishart (e.g., [ 131) to dynamically update the covariance matrices as well as the mean vectors of each of the classes. Thus far, we have not carefully explored the possibility of tuning covariance matrices to individual speakers.
IV. TUNING WITHOUT FEEDBACK While we have been encouraged by the improvements in recognition performance afforded by dynamic adaptation to individual speakers as described in the preceding section, it can be tedious for the user to inform the system which letter has actually been presented to the classifier after each utterance, and such user feedback may be unacceptable or impractical to implement in many applications. In this section, we discuss two extensions of the tuning procedures that do not require active participation on the part of the user. The first approach is referred to as confidence-based tuning and exploits the fact that the system makes fewer errors when the a posteriori probability of the chosen candidate letter is extremely high. The system then tunes by assuming that it has made a correct decision every time it classifies a sound with sufficiently high confidence. The second approach to unsupervised learning, called correlation-based tuning, exploits the letter-to-letter correlations of feature values for a given speaker. The system computes the running sample mean of a given feature over all utterances from all decision classes. The mean values of features for a given speaker are updated according to their a priori correlation with the average over all decision classes. We describe these two procedures in more detail and compare their performances for acoustically confusable subsets of the alphabet and for the alphabet as a whole.
A. ConJidence-Based Tuning
Since FEATURE performs classifications by choosing the candidate letter with greatest a posteriori probability (given the observed feature vectors), it is possible to use that a posteriori probability as a measure of the confidence with which the decision has been made. For example, in Fig. 5 we show histograms of aposteriori probabilities from correct and incorrect classifications of the E-set letters (B, C, D, E, G, P, T, V, and 2). We note that while a percentage of misclassifications is made with high a posteriori probability, almost all of the decisions made with extremely high confidence are correct decisions.
In confidence-based tuning, we establish a threshold of a posteriori probability for the letters recognized by the classifier. If the actual a posteriori probability of a particular letter exceeds the threshold, the estimates of the means of the feature vectors (and the covariance matrices of the observed features) are updated according to the tuning procedures specified above, with the system assuming that the classification decision has been a correct one. If the a posteriori probability of a classified letter falls below that threshold, the classifier moves on to the next utterance without updating the means and covariances. Clearly, the performance of the system depends to some extent on the particular vslue of probability used as the threshold. Tuning will be implemented on a greater frac- tion of the utterances presented to the classifier as the threshold probability is decreased, but the percentage of times that the system will tune incorrectly will also increase. The system tunes after every utterance if the threshold a posteriori probability is 0.00; if the threshold is above 1.00, the system never tunes.
B. Correlation-Based Tuning
Correlation-based tuning adjusts the mean values of the features according to their correlation with the average mean values over all decision classes. This method is based on a particular application of the extended MAP learning procedure to a two-class, one-feature case, so we will discuss the method in terms of the simple two-class, one-feature example in Section 11-C. As will be recalled from (l), the MAP estimate of a single mean feature value for class 1 is a linear combination of the contributions of observations from class 1, the a priori mean of class 1 , and the observations from class 2.
Correlation-based tuning exploits the correlations of the mean values of the features in each individual decision class with the mean values of the features in a composite "grand class," class *, which consists of the union of all the decision classes. By definition, all observations presented to the classifier belong to class *. After each utterance is presented to the classifier, we calculate new estimated mean feature values for each of the actual decision classes by imagining for the kth such class that no observation from class k has yet been obtained (i.e., Nk = 0 ) and that N , the total of all observations, have been obtained from class *. The term Pkck!?* =-E[(Mk -Mok)(M* -M0*)1 represents the covariance between Mk and M, and is equal to the average of the terms in the kth row of the mean cross covariance matrix. Similarly, is equal to the average of all the terms in the mean cross covariance matrix.
Before any utterances are obseyed, k k is set to MOk.
We note that the dependences of Mk on Pk, r k , r*, and u* are all reasonable. Specifically, the amount by which the current estimate of Mk varies with the sample mean of the composite "grand class" is proportional to Pk, the correlation coefficient between the mean values of the given feature and the grand class. For large N , adjustment of & is also proportional to <k/ l* which is the ratio of the speaker-to-speaker variance of the means of Mk to the variance of the means of the grand class. For intermediate values of N , this rate of adjustment is also limited by the. parameter a:, which reflects the .variability of the observations.
Applying (2) to classes k and *, we obtain the mean square error of the estimate &&:
If we repeat this process for each of the C classes, we obtain estimates of the mean value as well as the mean square error for these estimates. These values are then used in performing subsequent classifications. Specifically, if Yk is an observation value from class k , and we assume p ( Yk I Mk) to be a normal density function of the formX(Mk, a : ) , wethenassumep(MkIx1,x2, * --, x n ) to be a normal density function of the form 32 (Qk, ! $ & ) a Therefore, p ( yk [x1, x2, -, x , ) is assumed to be of the form 32 (Qk, u: + rik). This adaptation process implicitly assumes that the various decision classes in the test set are present with the same frequency as they are in the training set, which is easily accomplished with a vocabulary that consists of the English letters. The correlationbased tuning procedure can also (in principle) be applied to tasks in which the decision classes are not equiprobable, as long as the various decision classes are present 759 with the same relative frequency in the test data as they are in the training data.
By iterating this procedure for each of the D features, we obtain estimates of the class-conditional mean vectors and covariance matrices, and thus the new class-conditional pdf's to be used in subsequent classifications.
C. Sample Results-Acoustically Confusable Letters
We first compared the performance of two methods of' tuning without feedback in classifying two sets of acoustically confusable letters of the English alphabet: the E set (B, C, D, E, G , P, T, V, and Z ) and the letters M and N. In each of these analyses, we presented to the classifier only letters from one of these two confusable sets, and all possible letters are classified at a single node of the decision tree. Classifications were made on the basis of 13 features for the E set and 7 features for the letters M and N. The data for these evaluations consisted of 4 utterances of each letter to be classified by each of 42 speakers. These data were divided into 3 sets of 14 speakers, and the system was trained on 2 sets and tested on the third. The results presented here represent the performance averaged over the 3 sets of test speakers. As in the evaluations of Section 111-D, we,averaged over forward and reverse presentation orders of the 4 utterances of each letter from each speaker, so that each iteration in Fig. 6 represents 756 classifications [ ( 9 letters) * ( 3 sets) * ( 2 presentation orders) * ( 14 speakers)] for a 95 percent confidence interval of about +2 percent, and each iteration in Fig. 7 represents 168 classifications (producing 95 percent confidence intervals of about k4.5 percent). Fig. 6 compares the error rate of E-set classifications using no tuning to the speaker, confidence-based tuning, correlation-based tuning, and tuning with feedback, all as a function of how many times the sets of letters to be classified have been presented to the classifier. The confidence-based tuning procedure used to obtain the data in Fig. 6 had a probability threshold of 0.00, which means that the system tuned after every utterance and assumed that it had always made a correct decision. In all of the tuning procedures, the system made use of class-to-class but not feature-to-feature correlations of the means. This was necessitated by the computational problems discussed in Section 11-E. With the exception of the first iteration of correlation-based tuning in Fig. 6 , both tuning procedures without feedback produce a level of classifi-.cation performance that falls between the performance achieved with no tuning and the performance achieved with tuning using letter-by-letter feedback from the speaker. The confidence-based tuning procedure is somewhat more successful than the correlation-based procedure in reducing error rate. error rate halfway between that obtained with correlationbased tuning and that obtained with no tuning.
In Fig. 8 , we examine the dependence of E-set error rate on the values of the threshold parameter used in the confidence-based procedure, with a smaller number of features than were used to obtain the data in Fig. 6 . As the threshold a posteriori probability is increased from 0.000 to 0.975, the error rate after four presentations monotonically decreases, and equals the performance obtained tuning with feedback when the threshold is set to 0.975.
D. Discussion-Tuning Without Feedback
Using correlation-based tuning on the letters M and N and confidence-based tuning (with a threshold of 0.975) on the E set, we have observed classification performance without user feedback that essentially equals the performance obtained on the same data sets with trial-by-trial feedback from the user. With all no-feedback tuning procedures considered produced a lower error rate than that obtained with no tuning, the relative performance of the procedures clearly depends on which set of letters is being considered.
We believe that the choice of an appropriate tuning procedure can be guided by statistical attributes of the letters to be classified. Specifically, we expect that the general performance of the confidence-based tuning procedures will depend on the untuned classification error rate for the letters since the system is likely to tune incorrectly after it makes a classification error. We believe that confidence-based tuning is more successful for the E set than it is for the letters M and N because the untuned error rate is lower. Similarly, we expect that the performance of the correlation-based tuning procedure will be better when the mean values of the features for the various letters from a given speaker are highly correlated. An examination of the terms of the mean cross covariance matrices confirms that the mean feature values exhibit somewhat greater letter-to-letter correlation for the letters M and N than for the E-set letters. We conjecture that an index of the relative performance to be expected from correlation-based versus confidence-based tuning procedures for a particular set of letters could be constructed from the ratio of untuned error rate to letter-to-letter correlation of the mean feature values. While this index holds true for the letters considered in the present study, we have not yet explored its validity in more general cases.
It can be seen from Fig. 8 that classification performance using the confidence-based tuning procedure is a nonmonotonic function of the confidence threshold (since performance obtained with a threshold setting of 0.975 is better than that obtained with either 0.0 or 1.0). The confidence threshold providing best performance (0.975 in this case) appears to depend on the set of letters to be classified, and we have not yet been able to predict the optimum threshold from the statistics of these letters a priori.
E. Sample Results-Complete Alphabet
We also performed some preliminary experiments in which we extended the procedures for dynamic speaker adaptation without user feedback to the classification of letters from the entire English alphabet. This is a more difficult problem than that of classifying acoustically confusable subsets of letters since, for example, features designed to separate the letters M and N do not respond in a predictable fashion to letters of the E set. Hence, any tuning procedure without user feedback should be in- voked only when a letter is recognized with extremely high confidence at all nodes of the decision tree. Tuning could then be implemented only for features that are relevant to the classification of that particular letter, with the choice between the confidence-based versus correlationbased procedure varying from feature to feature.
In the present evaluations, we adapted the system's classification of the entire alphabet by applying either the confidence-based or the correlation-based adaptation procedure at the individual nodes of the decision tree shown in Fig. 1 . The procedure used and the specific threshold probabilities used at the nodes employing the confidencebased procedure were selected empirically to minimize classification error. These choices and parameter values are summarized in Table 11 . Finally, tuning was applied only when the a posteriori probabilities observed at all nodes of the decision tree were above a fixed threshold of 0.7. We note that the confidence-based procedure proved to be more successful for most of the E-set letters and that the correlation-based procedure was better for the letters M and N, as might be expected from the results of Section IV-c.
Classification performance was obtained for the same 42 speakers used in the evaluations described in Section IV-C, using the same training and testing procedures as before. Unfortunately, these same data had also been used previously to determine the best tuning procedure for each node and to set the threshold parameters for the nodes with confidence-based tuning. The resulting error rates (for tuning without feedback) are probably somewhat lower than those that would have been obtained using completely new data, but no other corpus of data was available for this study. Fig. 9 compares recognition performance obtained for the entire alphabet using no tuning, tuning with user feedback (using the type C tuning procedure described in Section 111), and tuning without user feedback (using the combination of the confidence-based and correlationbased procedures described in this section). Each data The use of tuning without user feedback resulted in a 3 1 percent decrease (to 8.6 percent) in the observed error rate after four presentations of the alphabet, compared to the decrease of 49 percent (to 6.5 percent) that was obtained using tuning with user feedback. To the extent that these results are generally valid, the error rate using tuning without feedback may truly be regarded as speaker independent since the system was not provided with any explicit training data for individual users. Some insight into what factors limit the performance of the adaptation without user feedback may be obtained by the statistics of Table 111 , which tabulates the number of times each node of the decision tree was reached by the classifier, the number of times each node was tuned when the correct letter was hypothesized by the system, the number of times the nodes were tuned when an incorrect letter was hypothesized, and the percentage of tunings at each node that were based on an incorrect classification.
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IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 6, JUNE 1987 This particular tabulation tends to overstate the rate of "incorrect tunings. " For example, if a B is classified as a D because of an error at node 10, nodes 2, 4, and 6 would still be tuned correctly, but these nodes would be tabulated as "incorrect tunings" in Table 111 . The rate of "incorrect tunings" is irrelevant for the correlation-based procedure, and these percentages are enclosed in parentheses. We note from Table I11 that when the confidencebased method is used, the individual nodes of the decision tree are tuned incorrectly no more than about 7 percent of the time. Furthermore, about 33 percent of the time some important nodes are not tuned at all because classifications are frequently made with insufficiently high confidence. From these observations, we believe that classification performance could continue to improve with further adaptation if more utterances of each letter were presented to the system.
V. GENERAL SUMMARY AND CONCLUSIONS
We have studied the performance of several learning techniques that enable the CMU isolated letter recognition system FEATURE to dynamically adapt to the acoustical characteristics of new speakers. We have assumed that the most significant speaker-to-speaker variability is in the mean values of the features, which are estimated for individual speakers using Bayesian techniques. An important and novel aspect of our work is that the estimation procedure makes use of letter-to-letter correlations of the mean values, as well as the mean values and the covariances of the means, and of the observations in obtaining new estimates.
In evaluations in which the system was informed which letter had actually been uttered, we found that the use of the adaptation procedure reduced the speaker-averaged error rate for the isolated English letters by a factor of 2 after only four presentations of the alphabet. In further experiments with acoustically confusable subsets of the alphabet, we found that the incorporation of letter-to-letter correlations in the adaptation algorithm appeared to be especially helpful during the first two presentations of the letters to be classified. After three or four presentations of the letters, the classification performance obtained using only the sample means of the observed feature values was almost as good as the performance obtained with classification procedures that made use of a priori information about these mean values as well.
We also introduced two procedures by which the mean feature values could be learned in an unsupervised fashion. The first of these procedures assumed that decisions made with sufficiently high a posteriori probability were correct decisions, and this procedure could produce error rates for the letters of the E set that were as low as the error rates obtained with supervised adaptation. The second procedure adjusted the mean values of individual features according to their correlation with the mean value of all the features, and this procedure produced an error rate for the letters M and N that was as low as the error rate obtained with supervised adaptation. We also applied these procedures to classification of the entire alphabet and obtained a 31 percent reduction of the error rate, to 8.6 percent after four presentations of the alphabet. We believe that further reductions in error rate may occur after further speech samples are input by a given speaker.
We believe that these MAP learning procedures provide a method by which a significant amount of speaker adaptation can be achieved relatively rapidly, even for a system that is nominally designed to be speaker independent. To our knowledge, this study is the first attempt to include statistical correlations across decision classes in a speaker adaptation procedure explicitly. We are particularly encouraged that the general statistical approach appears to be extensible to unsupervised learning environments because dynamic speaker adaptation for continuous speech recognition systems normally have to operate without user feedback. We are currently investigating several ways of extending these procedures to continuous speech.
