We describe the systems developed by the National Research Council Canada for the Cuneiform Language Identification (CLI) shared task at the 2019 VarDial evaluation campaign. We compare a state-of-the-art baseline relying on character n-grams and a traditional statistical classifier, a voting ensemble of classifiers, and a deep learning approach using a Transformer network. We describe how these systems were trained, and analyze the impact of some preprocessing and model estimation decisions. The deep neural network achieved 77% accuracy on the test data, which turned out to be the best performance at the CLI evaluation, establishing a new state-ofthe-art for cuneiform language identification.
Introduction
The goal of the Cuneiform Language Identification (CLI) shared task (Zampieri et al., 2019) was to predict the language or language variety of a short segment of text written using cuneiform symbols. These language varieties include Sumerian (SUX) and 6 different dialects of Akkadian: Old Babylonian (OLB), Middle Babylonian peripheral (MPB), Standard Babylonian (STB), Neo Babylonian (NEB), Late Babylonian (LTB), and Neo Assyrian (NEA). The dataset for the shared task was built from the Open Richly Annotated Cuneiform Corpus, 1 as described by .
The NRC-CNRC team submitted 3 systems to the CLI shared task. The first one is a standard approach using Support Vector Machines (SVM) trained on character n-grams. The second one is an ensemble using plurality voting among several classifiers trained on different feature sets. This is essentially the approach that reached state-of-theart on previous discriminating similar languages 1 [http://oracc.museum.upenn.edu] (DSL) shared tasks (Goutte et al., 2014 (Goutte et al., , 2016 . Our last submission is a deep learning approach based on character embeddings and a Transformer network, similar to BERT (Devlin et al., 2018) .
The following section quickly reviews related work. We then describe the dataset and data processing (Section 3) and the systems we built for the shared task (Section 4), before presenting the experimental results in Section 5. Jauhiainen et al. (2018c) provide a thorough survey of research on language identification. Regarding the state-of-the-art, they point out that "generally speaking, linear-kernel SVMs have been widely used for [language identification], with great success across a range of shared tasks" (Jauhiainen et al., 2018c) . These SVMs usually exploit character n-grams as features.
Related Work
Given that text segments in the CLI dataset (see Section 3) are often very short, it is worth noting that the character-level language model-based system of Jauhiainen et al. (2016) achieved state-ofthe-art results on texts longer than 25 characters, according to an empirical comparison of 7 methods on 285 different language varieties (Jauhiainen et al., 2017) . On shorter texts containing less than 20 characters, the method of Vatanen et al. (2010) , using a naive Bayes classifier based on smoothed character n-gram probabilities, performed better. Jauhiainen et al. (2018c) point out that the use of neural networks for language identification has increased since 2016, with varying success. Medvedeva et al. (2017) compared SVMs to a feed-forward neural network that takes as input the average embedding of the character n-grams in the text, trained using multi-task learning, and found that "traditional models, such as SVMs, per-form better on this task than deep learning techniques" (Medvedeva et al., 2017, p. 161) . On the other hand, Ali (2018) used character-level CNNs and RNNs and obtained strong results at VarDial 2018 (Zampieri et al., 2018) , including second place on 2 dialect identification tasks (for Arabic and German). To our knowledge, we are the first to apply the recently proposed BERT method (Devlin et al., 2018) to the language identification problem.
Data
As this was a closed task, the only data we used is the Cuneiform Language Identification dataset created for this task . The training set provided is unbalanced, the number of cases per class ranging from 3803 (OLB) to 53,673 (SUX). On the contrary, the development set is balanced, containing 668 cases for each class. See Table 1 for full statistics.
One challenging aspect of the data is that most of the text segments are very short. The segments in the training set contain only 7 characters on average. More than half of the segments contain 5 characters or less, and more than 10% contain a single character. On the tail end of the distribution, a dozen segments contain more than 64 characters, and only one contains more than 128 characters. Again, the dev set is significantly different, as all segments with less than 3 characters were filtered out.
Another challenging aspect of this data is the low frequency of many of the cuneiform symbols. The training data contains 550 unique characters. 39 of these only appear once, and 128 appear 10 times or less. If we look at the development set, we find that it contains 365 unique characters, and 3 of these are not found in the training data.
One other important property of the training data is that it contains many duplicates, both within classes and between classes. The training set contains 139,421 segments, but only 86,454 are unique. The most frequent segment appears 3223 times, in 6 of the 7 classes. The second most frequent appears 1460 times, always in the same class (LTB). 2 We processed the training and development sets provided to create our own cross-validation folds. Before creating the folds, we applied a dedupli- cation step to the combined training and development data using the following strategy: we kept only one instance of every (segment, label) pair; for segments belonging to all 7 classes, however, we only kept one labeled instance, where the label is the most frequent label for that segment. The resulting per-class statistics are provided in Table  1 .
We then folded the deduplicated data (containing both the training and dev sets). Since the official development set was balanced, and we suspected the test set would be likewise, we created our folds such that the test set (and dev set) of each fold were balanced, containing m k (rounded to the nearest whole number) examples in each class, where m is the minimum class frequency in the combined training and development data, and k is the number of folds. With k = 5 and m = 3901, we obtained dev and test sets containing either 780 or 781 examples for each class. This is larger than the official development set, and thus the training sets are smaller than the official training set.
Note that during development of our deep learning approach, we decided to fully deduplicate the training data, keeping only the most frequent label for each segment.
The cross-validation folds were used as follows to train the models: parameters were estimated on the training part of each fold, the dev part was used for setting extra parameters, e.g. for classifier calibration (see Section 4), and the test part was used to provide an unbiased estimate of the resulting performance. Note that, as specifically encouraged by the shared task organizers, the final systems were retrained on the combined training and development sets.
Methods
In this section, we describe the systems that we developed for the CLI task.
SVM-based models
Our SVM-based models exploit a straightforward pipeline that provides a strong baseline for language identification. This pipeline has three stages:
1. n-gram extraction and counting 2. feature weighting 3. estimation of calibrated statistical classifiers Extracting and counting character n-grams from cuneiform text is straightforward as there is no whitespace or punctuation requiring special preprocessing, e.g., tokenization. This is done for unigrams, bigrams, trigrams, 4-grams and 5-grams. Note that for segments smaller than the n-gram size, the full segment is retained regardless of its size: the trigram corresponding to a segment of length 3 will therefore appear in the 4-gram and 5-gram feature spaces. We apply a feature weighting scheme combining log term frequency, inverse document frequency and cosine normalization, a.k.a. ltc in the SMART weighting scheme. 3 One binary SVM classifier is trained for each of the seven classes in one-vs-all manner, weighting the minority class examples according to the ratio of class sizes. We then calibrate each classifier in order to produce proper probabilities. This is done using isotonic regression (Zadrozny and Elkan, 2002) , estimated on a left-out dev set. This allows the output of the 7 classifiers to be wellbehaved probabilities that we can compare in order to predict the most probable class, or use in further post-processing in combination with other classifier's outputs. The best model, as estimated by cross-validation, used n-grams of length 1 to 4, which we denote later by char [1] [2] [3] [4] .
Note that we also tried a two-stage approach similar to that of Goutte et al. (2014) using various class groupings (eg. Sumerian vs. Akkadian dialects), but this did not prove particularly helpful.
Voting ensemble
Ensemble methods have proven quite successful on language identification (Malmasi and Dras, 2018) and other language classification tasks (Goutte and Léger, 2017) . We therefore submitted a system that performs plurality voting among several classifiers. The base classifiers are obtained by training calibrated SVM classifiers, as described above, on various feature spaces combining n-grams of various lengths. We also trained probabilistic classifiers (similar to Naive Bayes) on the same feature spaces. Although the overall performance of the probabilistic classifiers was consistently lower than that of the SVMs, they provide a valuable addition to the ensemble because their prediction patterns are different from those of the SVMs.
The ensemble was built by adding base classifiers to the ensemble, in decreasing order of overall performance, as long as the estimated voting performance, using a cross-validation estimator, increases. For our submission, the resulting voting ensemble contains 15 base classifiers, among which 10 are SVM-based and 5 are probabilistic classifiers. That submission is referred to below as 'voting ensemble' or simply 'Ensemble' in tables.
BERT approach
Our second approach is a slightly modified version of the BERT model (Devlin et al., 2018) .
We train a deep neural network which takes sequences of characters as input, using (partially) unsupervised pre-training, followed by supervised fine-tuning on the CLI training data. The network is composed of a stack of bidirectional Transformer modules (Vaswani et al., 2017) which encode the input sequence. The output of the encoder is fed to an output layer, which varies from one stage of training to the next.
First, we pre-train the model on unlabeled text using 2 pre-training tasks: a masked language model (MLM) and sentence pair classification (SPC).
The MLM pre-training task is exactly as described by Devlin et al. (2018) . The goal of this task is to predict symbols chosen at random based on all the other symbols in the segment. Note that for this language identification task, the MLM pretraining task might be viewed as learning a multilanguage model, that is a single model that can predict characters based on context for all 7 of the cuneiform language varieties, and must therefore learn the specific markers of each variety.
As for the SPC pre-training task proposed by Devlin et al. (2018) , we adapted it to account for the fact that the segments in the training data are not in sequential order and are not divided into documents. We therefore split the training data into 7 pseudo-documents corresponding to the 7 classes (different cuneiform language varieties), and the task is to predict whether 2 segments belong to the same class. This is a very simple adaptation, but it introduces a supervised signal into the pre-training task, as we use the CLI labels to split the data into pseudo-documents. Learning to predict whether 2 segments belong to the same language should be helpful to predict the language variety used in a specific text, when we fine-tune the model on this task later on.
Thus, the first phase of pre-training uses an output layer (or head) for both the MLM and SPC tasks. The first is a softmax over characters, which takes as input the encoding of a segment, where the characters to predict have been masked. The second is a binary softmax, which takes as input the joint encoding of 2 sentences, which we join together using a special symbol that indicates the boundary between 2 sentences. This is followed by a second phase of pretraining where we include the unlabeled test data in the training data. Since we don't know the labels of the test data, it would not make sense to use the (modified) SPC task for pre-training, so we only use MLM, which is fully unsupervised with respect to the CLI task. We re-train the weights of the feature extractor (i.e. encoder) using a single head for MLM.
Once the model is fully pre-trained, we finetune it on the target task, i.e. to predict the language variety of each text, using the labeled training and dev data. For this, we use the feature extractor learned during the 2 phases of pre-training, and add a new head for language identification, which is simply a softmax over the 7 language varieties.
The vocabulary (or alphabet) is composed of every character in the Unicode range for cuneiform characters. Note that characters in the test data which were not in the training data can still be modeled to some extent because of the inclusion of the unlabeled test data during the second phase of pre-training.
Our hyperparameter settings largely resemble those used by Devlin et al. (2018) (for their smaller model):
• Nb Transformer layers: 12
• Nb attention heads: 12
• Hidden layer size: 768
• Feed forward/filter size: 3072
• Hidden activation: gelu • Dropout probability: 0.1
• Max sequence length: 128
• Optimizer: Adam
• Learning rate for pre-training: 1e-4
• Batch size for pre-training: 64
• Training steps: 500K and 100K for pretraining (phases 1 and 2 respectively), and 20K for fine-tuning
• Warmup steps: 10K for both pre-training (phase 1 only) and fine-tuning
As for the fine-tuning stage, we do a small grid search, over the following hyperparameter settings:
• Batch size: {16, 32}
• Learning rate: {1e-5, 2e-5, 3e-5, 5e-5}
We did a few ad hoc tests on our own development set (using one of the folds we created for cross-validation) to assess the impact of deduplication and the various pre-training strategies (using SPC or not, doing a second phase where we include the test data), which is how we arrived at our final model. We also tuned the number of training steps for fine-tuning on this dev set. We will not present the results of these tests here, but will show the results of ablation tests we conducted on the official dev set in Section 5.3.
Note that our final model was fine-tuned on the combined training and dev set, which we fully deduplicated, by keeping only one instance of each text, along with its most frequent label. The unlabeled test set examples were also used during the second phase of pre-training.
Our code is available at https://github. com/gbcolborne/lang_id.
Results
We discuss the results of our official submissions in the following section. We also analyze the impact of various high-level modelling decisions, look at potential sources of errors, and conduct some ablation tests.
Test results
The scores of our 3 official submissions on the test set are shown in Table 2 . Our best scores were achieved by the deep learning approach. This run was ranked first overall. Our voting ensemble would have been ranked 2nd, and our single SVM would have been ranked 3rd.
System F1 (macro) Accuracy
Jauhiainen (2019) Table 2 : Results of our 3 official runs on the CLI test set. For comparison, best F-score from The BERT model achieves an absolute gain of almost 2.5 F-score points over the voting ensemble. As for the voting ensemble, it produced an absolute gain of 0.35 F-score points over the best single SVM.
A detailed breakdown of our results on each of the 7 classes (languages) is presented in Table 3. These results show that the deep learning approach produces the best results on all but one of the classes, sometimes by quite a margin (e.g. OLB).
The 3 classes on which our scores are lowest are Standard Babylonian (STB), Neo Babylonian (NEB), and Neo Assyrian (NEA). As we can see in the confusion matrix for our best run, illustrated in Figure 1 , the BERT model often confuses both NEB and STB texts as NEA, which may be partly due to the fact that NEA is the most frequent class in the deduplicated training data.
SVM performance anaysis
We relied on a cross-validation estimate described in Section 3 in order to guide several high-level decisions, as described in Section 4. Official shared task results (see Table 2 ), however, turned out to be significantly lower than the cross-validation estimate we based our decisions on. This raises the question of how different the estimate would have been had we relied on the official dev set instead of full cross-validation, and whether this may have changed our decisions, for example with respect to which model to submit. Another issue is the segment duplication mentioned in Section 3 as well as by . Removing duplicated segments makes the training data more similar to the dev and test sets, however, it also greatly reduces the amount of segments available for training our models. We investigate this trade-off by re-training a few key models on the original training data, without performing any deduplication. For these comparisons, we use our best single model, char [1] [2] [3] [4] , the next best single model, char [1] [2] [3] , and the voting ensemble. Table 4 shows the results of these experiments. It turns out that the performance estimated by cross-validation is consistently 12-13 points higher than the performance estimated on the dev set. Note also that contrary to , who report marginally better F-scores on the dev than on the test set, we obtained 3-4 points higher F-score on the final test set than on the dev set.
Comparing the results obtained on raw vs. deduplicated training data, we see that the crossvalidation estimate is about 1 point higher when models are trained on the deduplicated data, but the difference on the dev is much smaller (0.06-0.22 points). For the voting ensemble, it turns out that dev performance is actually slightly better Table 3 : Class-wise F-score of our 3 official runs on the CLI test set. Table 4 : Impact of estimating model performance (macro F1) on the cross-validation (CV) estimator vs. dev set, and impact of deduplicating the training data on the resulting performance. char[1-N] are single SVM models trained on n-grams of length 1 to N . when duplicates are not removed from the training data.
CV
Finally, one concern is whether these differences would have an impact on model selection or high-level modelling choices. It turns out that according to dev set performance, the char[1-3] model is better than the char[1-4] model we submitted, by about half a point. It will be interesting to check whether this difference is matched on test performance, once reference labels are available.
BERT ablation tests
We carried out a few simple ablation tests on the BERT model, using the official development set for validation and testing. We split this dev set into two random subsets of equal size, which we will call dev-A and dev-B. One half was used to optimize the number of training epochs (i.e. to do early stopping), and the other half was used as a held out test set, to get an unbiased estimate of the accuracy of the model. These tests were meant to assess the impact of:
• Using both MLM and SPC for pre-training (phase 1)
• Doing a second phase of pre-training (MLM only) on both the training and dev data
• Deduplicating the training data
We pre-trained 4 models on the official training set, one in the same manner as our official run, one without SPC, one without deduplication, and one without SPC nor deduplication.
We then re-trained these 4 models on the combined training and dev sets (both halves). Only MLM was used (as we are using the dev set for evaluation, so we assume we don't have the dev labels). Deduplication was applied only for the models that were initially pre-trained on deduplicated data.
We then fine-tuned the 8 resulting models (4 with re-training, 4 without) on the labeled training set. Again, we use deduplicated training data for the models that were pre-trained on deduplicated data.
For each of the 8 fine-tuning configurations, we did 5 replications of the fine-tuning phase using different seeds for the random number generators, to assess the impact of random initialization (note that the random initialization only affects the output head since the models were pre-trained). This is estimated by computing the 95% confidence interval on the scores obtained on the 5 runs.
We did these 5 replications twice, first with dev-A as dev set and dev-B as test set, then the other way around. This would allow us to evaluate the stability of the evaluation metrics over different sets of validation and test instances, as well as the stability of the optimal number of training epochs. This procedure is sometimes referred to as estimating "split-half reliability". Note that our results on either half of the dev set are not exactly comparable to results on the full dev set.
For these ablation tests, we reduced the batch size for pre-training from 64 to 48, due to time constraints and limited access to GPUs. For finetuning, we used a learning rate of 1e-5 and a batch size of 32.
The results are shown in Table 5 . These results show that the biggest gains were obtained by doing a second phase of pre-training (with MLM only) on both the training and test data. If we only do the first pre-training phase, we lose about 5 points of F-score (absolute). If we drop SPC for pretraining (and use only MLM for both pre-training It is important to note that if we optimized the other hyperparameters (notably the learning rate), the results we would achieve with these various training strategies would be different.
As for the number of training epochs, under the optimal training conditions (with dedup and full pre-training), the dev score peaked after only 1 or 2 epochs, 4 and this result was stable across both test sets (i.e. dev-A and dev-B), the optimal number of epochs being 1.2 ± 0.555 in one case and exactly 1.0 ± 0.0 in the other.
It would be interesting to see if the SVM-based model can reach the same accuracy as BERT if we adapt it to the test data, e.g. using selftraining. The team ranked second on this CLI task used a form of self-training to adapt an SVM to the test data, and their F-score on the test set (0.7632) was not very far behind the score we achieved with BERT (0.7695). Furthermore, results of the German Dialect Identification and Indo-Aryan Language Identification tasks at VarDial 2018 (Zampieri et al., 2018) showed that the best results were obtained by systems that were adapted to the test data (Jauhiainen et al., 2018a,b) .
Error analysis
Using the predictions of the BERT model on dev-A, 5 we analyzed the impact of text length on the error rate, as we suspected that the short length of the texts would be a major source of errors. This analysis showed that the error rate is around 32% for the shortest texts in dev-A (length 3), and falls to 12% for texts containing 10 characters. 83% of all errors were made on texts containing 9 characters or less, 9.1 characters being the average length of the texts in dev-A.
We also looked at the impact of OOV characters, but this is not a significant source of errors, as only 3 texts in the official dev set contain a character that was not seen during training.
Finally, we checked if any of the texts in the official dev set were seen during training, and this was the case for 574 of 4676 texts. Of these 574 cases, we find 49 cases where the label in the dev set was not seen during training, and 6 additional cases where the training labels of a text contained not only the dev label, but others as well. Thus, we could say that label ambiguity (in other words, multiple class membership) was a source of errors for a little over 1% of texts in the dev set.
Conclusion
In this paper, we described the systems built by the NRC-CNRC team for the Cuneiform Language Identification shared task at the 2019 VarDial evaluation campaign. We adapted the BERT model to the language identification task, and compared this deep learning approach to statistical classifiers trained on character n-grams, which have long provided a strong baseline for language identification tasks. Our results using the BERT model surpass those obtained with an ensemble of classifiers trained on different feature sets comprising n-grams of varying lengths, achieving an absolute gain of about 2.5 F-score points on the test set, and establishing the state-of-the-art for cuneiform language identification. This is largely due to the ability to conduct unsupervised learning on the test set before making predictions, as well as the mod-ified sentence pair classification task we use for pre-training.
For future work, it would be interesting to model the shape of cuneiform symbols, or their transliterations, in order to better capture similarities between symbols. We also plan on testing BERT on other language identification datasets. Finally, we plan on casting this problem as a multilabel classification problem, as we believe this could be a better approach for the CLI task, and related tasks on discriminating similar languages.
