Unsupervised feature learning, as a promising tool for extracting features automatically, overcomes shortcomings of traditional feature extraction methods which generally take plenty of effort on designing features. Among various unsupervised feature learning methods, sparse filtering is an efficient and popular one owing to its simplicity with fewer hyper-parameters. However, the standard sparse filtering fails to consider the local structure of input samples, which may affect and restrict its feature learning ability. To address this deficiency, a new feature extraction approach named sparse filtering with local structure preserved (SF-Local) is proposed. The objective function of SF-Local is composed by the standard sparse filtering and a local structural regularization (LSR) which is formulated to preserve the local structure of the input samples. To design LSR, we adopt complexity-invariant distance to select neighbors for each sample rather than the widely used Euclidean distance, which is beneficial to establishing a reliable K -nearest graph. Based on SF-Local, an intelligent fault diagnosis method is developed by leveraging a supervised classifier. The developed diagnostic approach is applied to diagnose the bearing faults as well as its performance is evaluated on a bearing data set with a constant operating condition and a data set with variable operating conditions. Experimental results demonstrate the effectiveness and superiority of the proposed SF-Local.
I. INTRODUCTION
Fault diagnosis plays a crucial role in monitoring health condition and ensuring reliable operation of machine [1] . With the rapid development of artificial intelligence, the framework of intelligent fault diagnosis becomes more and more popular, where the problem of fault diagnosis is posed as an issue of pattern recognition by processing the collected sensor data [2] , [3] . At present, this framework mainly includes two vital steps, i.e., feature extraction and fault classification. In general, the goal of feature extraction is to extract representative features from raw mechanical signals to comprehensively characterize machinery health condition while the fault classification aims to classify different health conditions based on the extracted features.
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Tong. Among two steps above, feature extraction is considered more significant than fault classification [4] , hence a great deal of researches have centered on developing various powerful feature extraction methods. The simplest approach is to directly calculate the statistical parameters in time and frequency domains, such as root mean square, skewness, kurtosis and so on. For example, Zhang et al. [5] calculated 15 parameters including 4 time-domain parameters and 11 frequency-domain parameters to describe the bearing data set. Sun et al. [6] extracted 16 time-domain features and 13 frequency-domain features from raw vibration signals to evaluate the operation reliability of aero-engine. Typically, these methods are too simple to cope with complex mechanical signals. To this end, a lot of advanced feature extraction techniques are extensively applied to mechanical fault diagnosis. For instance, Lei et al. [7] extracted 102 features to characterize bearing health condition based on time-domain VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ analysis, empirical mode decomposition (EMD) [8] and wavelet packet transform (WPT) [9] . Zhang et al. [10] designed 80 features by using intrinsic time-scale decomposition [11] for rotor fault diagnosis. In addition to these studies, some other works about traditional feature extraction have been reported in [12] - [15] . Although aforementioned studies have gained impressive results, most of them take plenty of effort on designing or picking features manually, which is a labor-intensive task of heavily depending on much prior knowledge about signal processing techniques and diagnostic expertise [16] . Unsupervised feature learning (UFL) [17] , [18] holds the potential to overcome aforesaid problems due to its capability of learning features from unlabeled data automatically. According to the survey of [17] , [18] , a considerable number of UFL methods like sparse restricted Boltzmann machine [17] , sparse Autoencoder (SAE) [19] , independent component analysis [20] and sparse filtering (SF) [21] have been developed to deal with a variety of machine learning tasks such as object recognition, natural language processing and photo classification, etc. Among these methods, SF has been identified as a more promising tool in feature learning mainly because it is a simple algorithm containing only one hyper-parameter [21] . Motivated by the merits of SF, some researchers have applied it into machinery fault diagnosis successfully. For instance, Lei et al. [16] proposed a two-stage fault diagnosis approach for motor bearing, of which SF was adopted to learn features from vibration signals of bearing in the first stage. Yang et al. [22] put forward a SF-based fault diagnosis method, by which four different bearing faults were accurately classified. Additionally, Qian et al. [23] proposed a L1-regularized SF for intelligent fault diagnosis of rotating machinery, where its performance is verified by a bearing dataset and a gearbox dataset. Through research literature, it witnesses the successful applications of SF for feature extraction in the field of mechanical fault diagnosis. Nonetheless, the standard SF fails to consider the local structure of the input samples, which may limit its feature learning ability.
Local structure and global structure work together to constitute the geometry of the whole data space [24] , while the recent literature indicates that preserving local structure becomes more important than preserving the global structure in unsupervised learning [25] - [27] . Local structure preservation refers to that the same relationship between a sample and its neighbors is retained before and after data transformation, which has been explored in feature selection [28] , [29] , feature learning [30] , [31] and so on. These researches consistently show that the learning performance can be significantly enhanced if the local structure is preserved.
Motivated by the advantages of local structure preservation, this work proposes a novel feature learning method called sparse filtering with local structure preserved (SF-Local). The objective function of SF-Local is constituted by the standard SF and a local structural regularization (LSR) which is developed to preserve local structure of the input samples during feature learning. A well-established K -nearest graph [32] is crucial for LSR because it is used to capture the local structure information of the samples, before which selecting K optimal neighbors for each sample is an indispensable step. In most studies [25] , [31] , [33] , the ubiquitous Euclidean distance (ED) is generally utilized to select K optimal neighbors for each sample. However, ED may be not suitable for handling complex mechanical signals, especially when the input is a time domain signal. In the proposed SF-Local, we replace ED with complexity-invariant distance (CID) [34] since CID has been demonstrated to perform well on measuring the distance between time series [35] .
In summary, the main contributions of this paper are summarized as follows.
• To preserve local structure of the input samples, LSR is designed, where the local structure information of the input samples is captured by a K -nearest graph.
In establishing K -nearest graph, CID is employed to select K neighbors for each sample.
• To overcome the shortcoming of SF, SF-Local is proposed for feature extraction by incorporating LSR into SF. In contrast to SF, SF-Local further enriches the performance of SF in learning the discriminative features due to the preservation of local structure of input samples. Additionally, similar to SF, SF-Local gets rid of the drawbacks of traditional hand-designed based feature extraction methods in that the former has the ability of learning features automatically depending on less prior knowledge.
• Based on SF-Local, an intelligent fault diagnosis method is proposed by combining the linear discriminant analysis (LDA) classifier [36] . The effectiveness of the proposed method is verified on a bearing data set with a constant operating condition and a data set with variable operating conditions. The remainder of this paper is organized as follows. Section II briefly reviews SF. Section III details the proposed SF-Local for feature extraction. Section IV develops an intelligent fault diagnosis method based on SF-Local. In Section V, two case studies are conducted to evaluate the performance of the proposed method. Finally, Section VI concludes this paper.
II. BRIEF REVIEW OF SF
SF, first proposed by Ngiam et al. [21] , attempts to establish objective function with the goal of learning features that meet three key feature properties, i.e., population sparsity, lifetime sparsity and high dispersal. These properties have been described in detail by [16] , [21] . Fig. 1 shows the topological graph of SF where it is actually a simple two-layer neural network. In this picture, the input is a collected sample and the output is the learned features.
Given an unlabeled data set {x i } N i=1 containing N samples, where x i ∈ D denotes an input sample. Essentially, SF works by mapping x i to its feature representation f i ∈ d using (1) . where h (·) is a nonlinear activation function. d is the output dimension of SF, which is also termed as the number of features to learn. W ∈ D×d is the weight matrix that connects the input and output.
The main task of SF is to learn an optimal W such that each input sample x i can be well represented by corresponding f i . Mathematically, the process of learning the optimal W is as follows. First, all input samples
where F can be rewritten as (2) .
where f j i (i = 1, 2, · · · , N ; j = 1, 2, · · · , d) denotes the (i, j)-th entry of F, f i ∈ d×1 and f j ∈ 1×N represent the i-th sample (column) and the j-th feature (row), respectively.
Then, each feature f j is normalized asf j by dividing it by its l 2 -norm across all samples:
Similarly, each samplef i is normalized asf i by dividing it by its l 2 -norm across all features:f i =f i / f i 2 . Finally, the objective function of SF can be formulated as equation (3) by imposing l 1 sparseness penalty on the normalized features.
For the sake of easy optimization, the commonly used h (x) = log 1 + x 2 [37] is adopted due to its continuity and differentiability. The optimization of problem (3) is also the process of learning an optimal weight matrix W. Once the optimal W is obtained, SF possesses the feature extraction ability. Namely, the features of the input samples {x i } N i=1 can be extracted according to (1) .
As a summary, SF aims to learn sparse features from input samples through imposing sparsity optimization on feature matrix. However, the standard SF fails to consider the local structure of input samples. Particularly, the local structure of input samples generally embraces a lot of rich information such as adjacent relationship and pairwise similarity, etc. In this case, ignoring the local structure is probable to restrict and weaken SF's feature learning capability. 
III. SPARSE FILTERING WITH LOCAL STRUCTURE PRESERVED
To overcome the problems of SF, sparse filtering with local structure preserved (SF-Local) is proposed, which is composed of SF and LSR. First, the detailed construction of LSR is presented in Section III-A. Second, the objective function of SF-Local is formulated through merging LSR into SF in Section III-B, followed by the optimization of SF-Local in Section III-C.
A. LOCAL STRUCTURAL REGULARIZATION (LSR)
Initially, we make use of Fig. 2 to describe the local structure of input samples. In this figure, (a 1 , a 2 , a 3 , a 4 , a 5 ) are five samples from input space
represent the corresponding feature representations in feature space. Assuming that a 1 is only associated with four samples a 2 , a 3 , a 4 , a 5 around it, and the correspond similarity is S 12 , S 13 , S 14 , S 15 . Functionally, LSR works by 5 ) to preserve same similarity relationship as (a 1 , a 2 , a 3 , a 4 , a 5 ). That is to say, b 1 is associated with b 2 , b 3 , b 4 , b 5 and the corresponding similarity are S 12 , S 13 , S 14 , S 15 , respectively.
Given an unlabeled data set X = {x i } N i=1 ∈ D×N with x i ∈ D , and its (unknown) feature representations set is denoted as
Mathematically, the construction of LSR includes three steps.
Step 1: Constructing a K -nearest graph based on X, where the i-th node corresponds to x i . For x i , it only connects with the samples in its K -nearest neighborhood set χ K (x i ).
Step 2: Obtaining the similarity S ij between x i and x j in this
These similarity values form the matrix S = S ij N ×N whose nonzero elements are calculated by solving the problem (4) .
The problem (4) can be solved by optimizing each sub-problem individually, in which the optimization of the VOLUME 7, 2019 i-th sub-problem is shown in (5) . min S i,:
In fact, (5) is a standard, constrained quadratic optimization problem, which can be solved easily and efficiently [38] , [39] .
Step 3: Having obtained similarity matrix S, it is desire to preserve the local structure of X in feature representation set F. Accordingly, LSR is formulated as (6) .
is the trace of the matrix, which equals to the sum of all diagonal elements of the matrix.
Here, it is necessary to point that selecting K optimal neighbors for each sample is crucial in Step 1. Generally, such task is executed by the widely used ED. Unfortunately, ED is hard to directly handle time series such as mechanical vibration signals. In recent years, CID [34] , a novel algorithm measuring the distance between two time series, was developed based on complexity invariance. Also, CID has advantages of low time and space complexity, none parameter and interpretability, so we replace ED with CID in this research.
Assuming that Q = (q 1 , q 2 , . . . , q i , . . . , q D ) and C = (c 1 , c 2 , . . . , c i , . . . , c D ) are two time series samples, the CID value between them is given by (7) .
where ED (Q, C) is the Euclidean distances between Q and C. CE (Q) is a measure to evaluate the complexity of Q. ED (Q, C) and CE (Q) are given by (8) .
For an input sample x i , the CID between it and other samples other than itself can be easily calculated according to (7) and (8) . Afterwards, the top ranked K neatest samples corresponding to top K smallest CID values are selected to constitute χ K (x i ) of x i .
B. OBJECTIVE FUNCTION OF SF-LOCAL
After establishing LSR, we attempt to integrate it into SF because of the following reasons.
The first term in the definition of J SF−Local (W) is the standard SF and the second term is LSR. The relative importance between these two terms is balanced by a regularization coefficient γ ≥ 0. Particularly, if γ = 0, SF-Local will degenerate to SF.
C. OPTIMIZATION
To solve problem (9), the Limited memory Broyden Fletcher Goldfarb Shanno (L-BFGS) algorithm [40] from software package [41] is adopted since it is an adaptive optimization algorithm which is free of adjusting learning rate as well as it has been identified as an efficient algorithm in optimizing SF [21] . To achieve this, it is necessary to calculate the gradient of J SF−Local (W) with respect to W, namely ∂J SF−Local ∂W . From (9) , it can be observed that ∂J SF−Local ∂W is composed of two parts, which is
where ∂J LSR ∂W is easy to derive, which is
The operator '' '' denotes the Hadamard product (the component-wise multiplication). Before deriving ∂J SF ∂W , some notions are firstly clarified. Recall that in Section II, the feature representation matrix
; · · ·f j ; · · · ;f d as the normalized F by rows.
Actually,f j i ≥ 0 owing to the activation function h (x) = log 1 + x 2 . Hence, the objective function (3) of SF is equivalent to
According to (12) , we have
where the first term ∂J SF ∂f j n has been given in (14) for n = 1, 2, . . . , N . While the second term ∂f j n ∂f j i can be derived from (13) , which is expressed as
At this point, we can obtain ∂J SF ∂F based on (15) , that is,
Finally, ∂J SF ∂W is given by
IV. AN INTELLIGENT FAULT DIAGNOSIS METHOD BASED ON SF-LOCAL
In intelligent fault diagnosis, the classifier is generally indispensable with the role of recognizing different faults based on the extracted features. Because the focus of this research is on developing SF-Local for feature extraction rather than classifier, we plan to select a simple and efficient classifier from the existing classifier library having numerous of classifiers. In this work, we take advantage of linear discriminant analysis (LDA) [36] classifier since it has no tunable hyper-parameters and is easy to implement through a MATLAB toolbox ''ClassificationDiscriminant.fit''. Based on LDA and the proposed SF-Local, we develop an intelligent fault diagnosis method and apply it to bearing fault diagnosis. The whole procedure consists of training process and diagnostic process.
A. TRAINING PROCESS Fig. 3 depicts the training process of the proposed diagnostic method, which includes four stages, i.e., data acquisition, data preprocessing, SF-Local training and LDA training.
1) DATA ACQUISITION
In the intelligent fault diagnosis of bearing, vibration analysis is known as a well-accepted tool for two reasons. The first reason is that the vibration signals contain a lot of rich and sensitive fault information [42] . The second one is that the acquisition of vibration signals becomes more and more easy with the rapid development of sensor technology. In order to better train the proposed method, plenty of samples ought to be collected from each health condition. We denote
as the collected training set where t i is a segment of raw vibration signal containing M data points. y i ∈ {1, 2, . . . , m} is the label of t i and each label corresponds to a specific health condition of bearing. m is the total number of bearing health conditions studied in this work. 2) DATA PREPROCESSING After data acquisition, the step of data preprocessing is indispensable, which aims to reduce the influence of noise information infiltrated in the raw vibration signals. In this research, we adopt the moving average algorithm which is simple, easy to implement and has good noise suppression [43] . Denote t = (t 1 , t 2 , . . . , t M ) as a raw vibration signal with M data points. After preprocessing by moving average with a sliding window,
where p = 1, 2, . . . , D and D = M − l + 1. l is length of sliding window.
3) SF-LOCAL TRAINING
After data preprocessing through moving average, the train-
which is then deployed to train SF-Local by removing labels. Actually, the stage of SF-Local training can be regarded as the process of learning an optimal weight matrix W * . Using the unlabeled training data { x i } N i=1 , the SF-Local training can be realized through three steps. First, selecting K neighbors for each sample using CID. Second, calculating the similarity matrix S according to (4) . Third, constructing the objective function (9) of SF-Local, and adopt L-BFGS algorithm to solve it to obtain the optimal weight matrix W * .
Having trained SF-Local, the feature representations of
can be obtained by (1) based on the optimal W * , which are denoted as {f i } N i=1 .
4) LDA TRAINING
In this stage, the obtained {f i } N i=1 and the corresponding labels {y i } N i=1 work together to train LDA classifier.
B. DIAGNOSTIC PROCESS Fig. 4 illustrates the detailed flowchart about diagnosing the fault pattern of an unknown testing sample. Given an unknown raw vibration signal t test ∈ M , it first preprocessed by moving average to get x test ∈ D according to (18) . Then, x test is processed by the trained SF-Local to acquire its feature representation f test ∈ d based on (1) using the optimal W * . Lastly, f test is fed into the trained LDA classifier to obtain its predict label y test . Accordingly, the fault pattern of t test is determined as the health condition y test corresponds to.
V. EXPERIMENT VERIFICATION
In this section, we present two case studies to evaluate the effectiveness and efficiency of the proposed SF-Local. The first and second case studies are conducted on the bearing data sets whose vibration signals are collected in constant and variable operation conditions, respectively.
The bearing experimental data provided by Case Western Reserve University Lab [44], [45] is used to validate the performance of the proposed method. The experimental platform was composed of a three-phase induction motor, testing bearings and a loading motor. Single point faults were seeded to the bearings using electro-discharge machining. An accelerometer was mounted at the drive end to collect the vibration data. In this work, the vibration signals of seven health conditions are collected for experimental analysis at a sampling frequency of 12 kHz under the motor speed of 1797 rpm. For each health condition, a period of continuous vibration signal lasting for 10 seconds (a total of 120000 data points) is alternately split into 100 samples and each sample is a segment with 1200 data points. The detailed information about the studied health conditions can be found in Table 1 , where it consists of three different fault locations and two kinds of fault diameters together with a normal condition.
One sample is selected from each health condition, and their raw time domain vibration waveforms are plotted in Fig. 5 (a) . At the same time, the preprocessed vibration signals corresponding each sample by using moving average are displayed in Fig. 5 (b) . It is clear to see that the local values of raw vibration signals become less oscillating after processing by moving average algorithm, which means that the noisy information in raw vibration signals is greatly suppressed after preprocessing.
2) HYPER-PARAMETERS EFFECT OF THE PROPOSED METHOD
There are totally four hyper-parameters in the proposed fault diagnosis method, i.e., the output dimension d, the regularization coefficient γ , the length of sliding window l and the First of all, we investigate the effect of the output dimension d. To achieve this, we set γ = 1, l = 10 and K = 5, and the testing accuracy, standard deviation and time under different values of d are reported. Here, it should be noted that the time refers to the one spent on SF-Local training, where the computation platform is a PC with Intel(R) Core(TM) i5 CPU and 8GB RAM using MATLAB 2012a. In Fig. 6(a) , the polygonal line indicates the testing accuracy averaged by 15 trials and the corresponding error bars denote the standard deviations. From this figure, it presents that there is a clear upward trend in testing accuracy with the increase of d, and it gradually becomes stable when d is bigger. Fig. 6(b) depicts the time consumed on training SF-Local for different d, and it presents that the consumed time increases almost linearly. Considering that the testing accuracy becomes stable when d exceeds 1300, and the consumed time is relatively low when d = 1300, so we choose 1300 as the value of d.
Then, we study the effect of the regularization coefficient γ , and the experimental results are displayed in Fig. 6(c) . From this figure, we can see that the testing accuracies including standard deviations change from 95 % to 99 %, which indicates that the performance of SF-Local is relatively insensitive to γ within a large range. Nonetheless, it is still clear to observe that a smaller γ produces a relatively lower testing accuracy. One possible explanation is that a smaller γ leads to an immensely weak role of LSR. In this study, we choose the regularization parameter γ as 10 5 since it produces a highest testing accuracy together with a smaller standard deviation.
Subsequently, we study the effect of the length of sliding window l. The testing accuracies under different l are depicted in Fig. 7 . It presents that a smaller or bigger l leads to the relatively lower accuracy and higher standard deviation, and the better results can be acquired when l is between 8 to 14. Without loss of generality, we choose 10 as the length of sliding window.
Finally, we investigate the effect of the number of neighbors K . The experimental results are displayed in Fig. 8 , from which it presents that the accuracy performs relatively stable for different K in comparison with previous results under different d, γ and l. Even so, the diagnostic accuracies are slightly higher in the range of 5 to 10. Without loss of generality, we choose 5 as the number of neighbors.
3) DIAGNOSTIC RESULTS AND ANALYSIS
Based on the hyper-parameters acquired in Section V-A.2, we conduct 15 repeated trials to obtain the diagnostic results of the proposed method, where the ratio of training samples and testing samples is 60% and 40%, respectively. The diagnostic results are listed in the last row of Table 2 . It can be found that the average testing accuracy and standard deviation of 15 trials using the proposed method are separately 97.38 % and 0.998 %. This indicates that the proposed method is capable of diagnosing the faults of bearing accurately and stably.
Recall that this work focuses on proposing a new feature extraction method, i.e., SF-Local. To illustrate the effectiveness of SF-Local, four diagnostic methods adopting different feature extraction techniques as well as an another method without feature extraction are employed for comparison. These methods are described as follows.
Method 1: It directly feds the preprocessed vibration signals into LDA classifier without feature extraction.
Method 2: This method employs the feature extraction approach in [7] that manually designs three kinds of features based on time domain analysis, EMD and WPT, respectively. Firstly, each raw vibration signal is processed to calculate six dimensionless time domain parameters (Skewness, Kurtosis, Crest indicator, Clearance indicator, Shape indicator and Impulse indicator). Secondly, the first six intrinsic mode functions decomposed by EMD are described by the above six parameters, respectively. Thirdly, each raw vibration signal is processed by WPT at the decomposition level of 3 using 'db5', and above six parameters are again calculated from each frequency-band signal of WPT. Lastly, a total of 90 (6 + 6 × 6 + 6 × 2 3 ) features are extracted based on signal processing technologies, and these features are utilized as the input of LDA classifier for subsequent faults recognition.
Method 3: The only difference between this method and the proposed method is that SAE takes place of SF-Local for feature extraction. SAE is a three-layers neural network aiming at enabling the output to close to the input as well as a sparse penalty term is imposed to promote generating discriminative features. In the evaluation, the most famous Sigmoid (x) = 1/ (1 + exp (−x)) is adopted as the activation function of hidden and output nodes.
Method 4: It utilizes the standard SF to learn features from the preprocessed vibration signals.
Method 5: It takes advantage of sparse filtering with global structure preserved (SF-Global) for feature extraction. SF-Global differs to SF-Local in that the former calculates the similarity matrix S using all samples of the entire input space while the latter calculates S using neighbors in K -nearest graph. In this method, the approach in [46] is used to calculate the similarity matrix S.
For the sake of fair comparison, the hyper-parameters involved in each method require to be given appropriate values since the hyper-parameters of the proposed method have been well selected in Section V-A.2. Generally, there are no tunable hyper-parameters in Method 1, 2. In Method 3, there are totally 4 hyper-parameters with SAE, i.e., the number of features to learn, weight decay, sparsity penalty and desired average activation. Method 4 has only one parameter, which is the number of features to learn. Method 5 has the same hyper-parameters as the proposed method. For Method 3, 4 and 5, the number of features to learn is changed in the set {500 : 100 : 1500}, and the remaining hyper-parameters are all tuned in the range {1e − 5, 1e − 4, 1e − 3, 1e − 2, 1e − 1, 1, 1e1, 1e2, 1e3, 1e4, 1e5} . In each trial, the maximum testing accuracy that varies within the range of these hyper-parameters values is recorded for each method. Similarly, the whole data set is divided into training and testing set, of which 60 % of samples are selected from each health condition for training and the remaining samples for testing, and these samples are processed by moving average with the sliding window length 10. The average testing accuracies and standard deviation of 15 repeated trials for different methods are summarized in the first five rows of Table 2 .
In contrast to Method 1, the diagnostic results of the proposed method are far better than Method 1, which indicates the necessity of feature extraction.
In comparison with Method 2, the proposed method acquires almost the same standard deviation but a higher diagnostic accuracy than Method 2. This indicates that the features learned by SF-Local are more discriminative than hand-designed features in classifying different bearing faults. Typically, the process of manually designing features requires a great deal of prior knowledge about signal processing techniques and diagnostic experience, which is a labor-intensive job. On the contrary, the proposed SF-Local is able to directly learn discriminative features from the vibration signals automatically, which releases us from tedious features design.
Although SAE can also extract features directly, Method 3 still obtains relatively inferior diagnostic results in terms of both diagnostic accuracy and standard deviation compared with our method. The reasons may be twofold. First, from the initial motivation of the algorithm, SF-Local aims to learn discriminative features while considering the local structure of the input samples, whereas SAE's goal is to acquire the compression representation of the input samples and discriminative features are learned under the assistance of sparsity regular synchronously. That is to say, by using SF-Local, one can acquire the more discriminative features, which promotes a better diagnostic performance of the proposed method than Method 3. Second, there are only two hyper-parameters with SF-Local while four hyper-parameters with SAE. More hyper-parameters of SAE not only take a lot of effort for tuning, but also increase the risk of ill-posed performance of Method 3 if some key hyper-parameters are not properly tuned. In other words, the inferior performance of Method 3 may be due to the inappropriate setting of certain hyper-parameters.
Comparing Method 4, 5 and the proposed method, we can observe that the testing accuracies of Method 5 and our method are all higher than Method 4, which means that preserving the geometry (either local structure or global structure) is beneficial to improving fault diagnosis accuracy. More notably, it is shown that the testing accuracy of our method is higher than Method 5, which demonstrates that preserving the local structure is more important than preserving the global structure in unsupervised feature learning.
Comprehensive analyses demonstrate the superiority of the proposed SF-Local: (1) It can free us from the task of traditional manual feature extraction. (2) It is easy to implement due to its few tunable parameters. (3) It has a strong feature learning ability than SF because of the consideration of local structure of the input samples. (4) It is also superior to one that takes advantage of the global structure of the input samples. Therefore, we can conclude that proposed SF-Local is a promising feature extraction approach in machinery intelligent fault diagnosis.
4) EVALUATION OF THE FEATURES LEARNED BY SF-LOCAL
Previously, the superiority of the proposed SF-Local has been verified from the view of fault diagnostic accuracy. In this subsection, we attempt to evaluate the performance of SF-Local from the perspective of the extracted features themselves. In the evaluation, SF and the SF-Global are used for comparison.
It is known that discriminability is an important criterion to evaluate the quality of features in terms of classification. The evaluation of discriminability can be generally realized through two strategies, i.e., qualitative analysis and quantitative analysis. The former gives an intuitive distribution of features by visualizing the learned features in a low-dimensional space while the latter generally calculates some distance metrics related to the distribution of different classes. To achieve qualitative analysis, we adopt t-Distributed Stochastic Neighbor Embedding (t-SNE) [47] since it has been frequently used to visualize high-dimensional data by giving each data point a location in a low dimension map. In visualization picture, if the samples within a same class are gathered into a compact cluster as well as different clusters separate as much as possible, the corresponding features are considered to be discriminative considerably. To achieve quantitative analysis, we define two evaluation metrics as follows
where m is the number of classes. e i represents the average value of the distances from each sample in the i-th class to the center of this class. e ij represents the Euclidean distance between the center of the i-th class and the center of the j-th class. Generally, I 1 and I 2 separately characterize the average within-class distances and average between-classes distances of all clusters, and the method which acquires a smaller I 1 along with a larger I 2 is thought to have a stronger discriminability.
In the experiment, the whole data set (i.e., 100 samples for each health condition) is adopted and it is first preprocessed by moving average. Then the preprocessed data is separately processed by SF, SF-Global and SF-Local to acquire three groups of feature matrixes. These feature matrixes are processed by t-SNE for visualization, as displayed in Fig. 9 . At the same time, these feature matrixes are further processed to calculate I 1 and I 2 by (19) , as tabulated in Table 3 .
To better conduct qualitative evaluation, we denote n 1 and n 2 separately as the number of health conditions that can not be clustered into a compact cluster and the number of pairs of clusters that have a large overlap between two clusters. Particularly, a smaller n 1 means that fewer groups of samples fail to form a compact cluster as well as a smaller n 2 implies that fewer pairs of clusters have a larger overlap. Ideally, n 1 = 0 and n 2 = 0 indicate that all samples of each class can be grouped to a compact cluster as well as all clusters are separate completely, which implies an extremely strong discriminability. With such definition, we can roughly see from Fig. 9 that: n 1 = 1 (ORHF) and n 2 = 3 (IRHF and ORHF, BSF and BHF, IRSF and ORSF) for SF, n 1 = 0 and n 2 = 3 (IRHF and ORHF, BSF and BHF, IRHF and ORSF) for SF-Global, n 1 = 0 and n 2 = 1 (IRHF and ORHF) for SF-Local. Consequently, the visualization results indicate that the discriminability of learned features is SF-Local > SF-Global > SF.
From Table 3 , it shows that SF-Local acquires a smallest I 1 and a largest I 2 , followed by the suboptimal results for SF-Global, whereas SF gets the largest I 1 and smallest I 2 . Such results are consistent with the results in Fig. 9 , and they further demonstrate a stronger discriminability of the features learned by SF-Local compared with SF and SF-Global.
5) THE NECESSITY OF USING MOVING AVERAGE
Recall that the moving average is applied to preprocess the raw vibration signals before inputting them to SF-Local. To investigate the necessity of using moving average, we compare the performance of the method with and without moving average. To achieve this, F − score [48] , a frequently used criterion in fault diagnosis [16] , [31] , is adopted. When using F −score, each health condition is thought as a positive example and the remaining health conditions are considered as a negative case. Thus, the classification of each health condition is a two-classification problem, and the resulting four classification cases are listed in TABLE 4. According to [16] , [31] , F − score is defined as where precision = TP/ (TP + FP) and recall = TP/ (TP + FN ). Essentially, F − score is the harmonic mean of precision and recall where its value varies in the range [0, 1]. In the evaluation, 60 % of samples of each health condition are randomly chosen for training and the remaining 40 % of samples for testing. For the proposed method and the method without moving average, the F − score values averaged by 15 trials of each health condition are displayed in Fig. 10 . At the same time, the confusion matrixes of two approaches in the first trial are shown in Fig. 11 . From Fig. 10 , it is clear to see that the proposed method acquires a higher F − score over almost all health conditions than that of the approach without moving average except the normal condition. From Fig. 11 , it shows that the proposed method is able to accurately classify all other health conditions except BHF, whereas the method without moving average can just recognize two of seven health conditions correctly. The results of Fig. 10 and Fig. 11 demonstrate the necessity and significance of using the moving average. This may because that moving average is capable of removing the noisy information mixed in the raw vibration signals, which enables SF-Local to learn discriminative features easily.
6) THE EFFECTIVENESS OF USING CID
In the proposed SF-Local, it is noticed that CID is utilized in the construction of K -nearest graph rather than the ubiquitous ED. Here, it is necessary to investigate the effectiveness of using CID by comparing CID with ED.
In the evaluation, the whole data set is divided into training and testing set, of which different proportions of training samples are selected from each health condition and the remaining samples are used for testing. Under each value of proportion, 15 repeated trials are carried out, and the average testing accuracies of the methods using ED and CID are displayed in Fig. 12 .
In Fig. 12 , although the testing accuracies of two methods all get improved with the increase of training samples proportion, the method using CID consistently obtains a higher testing accuracy than the method using ED. This demonstrates that CID is more effective than ED in constructing K -nearest graph.
In order to intensively explore why CID is better than ED in constructing K -nearest graph when coping with bearing vibration signals, we compare the similarity evaluation results of CID and ED. In the evaluation, 60 % and 40% of samples are separately responsible for training and testing. The training set containing 420 samples are firstly preprocessed by moving average algorithm. Then, K neighbors of each training sample are determined by CID. Finally, the similarity matrix S is calculated by (4) , which is displayed in Fig. 13(a) where the blank part indicates that the corresponding weights are 0. At the same time, ED is used for comparison, as shown in Fig. 13(b) . It presents that a sample's neighbors selected by CID are from the same class as this sample in most cases, whereas most of them are from other classes when using ED. This indicates that the K -nearest graph constructed by ED is unable to perfectly reveal true local structure of the input samples. That is exactly the reason why the performance of method using CID is superior to the one using ED.
7) STUDY OF CID-BASED KNN FAULT CLASSIFICATION
In Fig. 13(a) , it show that a sample's five neighbors selected by CID are from the same class as this sample in most cases, which inspires us to explore the classification effect of the K-nearest neighbor classifier that adopts CID to measure the distance between two samples. We denote this method as CID-KNN and its parameter K is set as 5. The vibration signals preprocessed by moving average are directly fed into CID-KNN without feature learning by SF-Local. In the evaluation, 60% and 40% of samples are responsible for training and testing, respectively. The testing accuracies of 15 trials for CID-KNN and the proposed approach are compared in Fig. 14. From this figure, it shows that the testing accuracies of CID-KNN float around 90%, which are lower than the proposed approach whose testing accuracies float around 98%. This indicates that feature learning is necessary, which is beneficial to improving the diagnostic accuracy.
B. CASE STUDY 2
Similar to previous case study, this case study adopts the bearing signals collected from Case Western Reserve University Lab [44], [45] . The difference is that this case study attempts to deal with vibration signals in variable operating conditions.
1) DATA ACQUISITION
Four bearing health conditions are studied, which are normal, ball fault, inner race fault and outer race fault. The fault diameter is 0.007 inches and the sampling frequency is 48 KHz. For each health condition, there are four operating conditions (0, 1, 2, 3 hp) which correspond to four different motor speeds: 1797, 1772, 1750 and 1730 rmp. Under each operating condition for each health condition, a period of continuous vibration signal lasting for 5 seconds (a total of 240000 data points) is split into 200 segments with 1200 data points for each segment. Each segment is viewed as a sample, and a total of 3200 samples are acquired. Additionally, the same health condition under different operating conditions is treated as one class.
2) DIAGNOSTIC RESULTS AND ANALYSIS
We randomly select 50% of samples from each health condition to train the proposed method, and the remaining samples are responsible for testifying the performance. The output dimension d of SF-Local is chosen as 300, and the remaining hyper-parameters are same as previous case study. The diagnostic results in terms of the average testing accuracy and standard deviation of 15 repeated trials are listed in the last row of Table 5 .
From Table 5 , it presents that the average testing accuracy and standard deviation of the proposed method are 99.27% and 0.223%, which means that the proposed approach is able to diagnose bearing faults accurately and stably in variable operating conditions. For the sake of comparison, four other approaches are tabulated in Table 5 . Method 1 directly feds the preprocessed vibration signals to LDA for fault classification without feature extraction. Method 2 utilizes the standard SF to learn features from the preprocessed vibration signals. Method 3 uses SF-Local to learn features from the preprocessed vibration signals while the neighbors of each sample are searched by ED rather than CID. Method 4 employs CID to search the neighbors while the vibration signals are not preprocessed. By comparison, it is seen that the proposed method obtains the highest testing accuracy with the lowest standard deviation, which demonstrates the effectiveness of the proposed approach.
It is reported in several published papers that sparse filtering has been used for bearing fault diagnosis, hence we attempt to make a comparison between the proposed method and the reported works. The comparisons are displayed in Table 6 . In [16] , the standard SF was applied to learn features from 20000 whitened segments of bearing signals, and 99.66% testing accuracy was obtained. Although the proposed approach acquires a slightly smaller testing accuracy than this method, it requires no re-segmentation and whitening on bearing signals. In [37] , a supervised regularized sparse filtering was proposed for feature learning and 99.82% testing accuracy was acquired. This accuracy is slightly higher than the proposed approach, whereas this method is supervised, which needs the accurate label information while labelling samples is a tough task. In [23] , a l 1 -regularized SF was put forward for learning features from the frequency spectrums of bearing signals, and 99.39% testing accuracy was obtained. Although our testing accuracy is slightly lower than this method, the proposed approach directly handles the vibration signals while this method deals with the frequency spectrums of vibration signals.
VI. CONCLUSION
To overcome the shortcomings of sparse filtering, a new feature extraction approach, sparse filtering with local structure preserved (SF-Local), is proposed. The objective function of SF-Local is composed by the standard sparse filtering and LSR which is formulated to preserve the local structure of the input samples. To design LSR, we adopt CID to select neighbors for each sample instead of the widely used ED, which is beneficial to establishing a reliable K -nearest graph. Based on the proposed SF-Local, an intelligent fault diagnosis method is developed, which is applied to bearing fault diagnosis.
Two experimental cases are studied. The first case study is conducted on the data set containing seven health conditions under a specific operating condition. The second case study is conducted on the data set containing four health conditions under four variable operating conditions. A series of experimental results demonstrate that the propose method is an efficient tool to provide an accurate diagnosis about the bearing health conditions.
In step 2 of establishing LSR, the calculated similarity matrix S is fixed in subsequent optimization, which may fail to reveal the local structure of samples optimally. Future works attempts to learn the similarity matrix S adaptively, in which S can be dynamically adjusted during the optimization process. Moreover, the hyper-parameter values of the proposed method may not be the best because of limit searching range, hence future researches focus on finding some appropriate methods to get the best hyper-parameters.
