transformation from a local L-frame to the inertial N-frame. The time derivative of a rotation matrix can be obtained by
in which   L denotes a skew symmetric matrix formed from the angular velocity
with respect to a local body-fixed L-frame such as
Moreover, the angular velocity expressed in a body-fixed frame can be defined in a set of quasi-coordinates  L that are only defined meaningfully in angular quasi-velocities such as
Differentiating the constraint equation, Eq. (2), yields the constraint equation in terms of velocities, the results is
where   1 i i l = l implies that each leg's sliding velocity is equivalent to the relative sliding velocity between these two segments of the leg.
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Since each leg is connected to the base with an universal joint; therefore, no spin is allowed about its longitudinal axis, it gives
By pre-multiplying Eq. (6) respectively by  
Rs and by  i s , the magnitude of the sliding velocity as well as the angular velocity of leg i with respect to the 1 i -frame can be calculated as (Chen, 2003) 
Because Eq. (8) relates the velocities of the ith active joint to the linear velocities and angular velocities of the moving platform, the Jacobian matrix can be formulated by writing six times for each i=1 to 6 and assembling in a matrix form as 
Rs

Rs Rb Jacob
Rs
Rs Rb
Using the Boltzmann-Hamel-d'Alembert formulism (Chen & Chi, 2008) , (Chen & Liao, 2008) , the dynamic equation of the parallel robot manipulator can be formulated in terms of the task space coordinates (i.e.
x p γ , where B γ is defined by a set of Euler angles specifying the orientations of the moving platform) as follows:
where p f is a function of the output forces of the linear actuators,
. The matrices and vectors in Eq. (12) are fully derived in the Appendix. For the forward dynamics analysis, the trajectories of the manipulator can be solved numerically as a function of the actuating forces and initial states. For the inverse dynamics, the actuating forces are given as a function of the positions, velocities and accelerations of the moving platform. I.e.,
where
B C Jacob
It can be seen from Eq. (13) that a very large actuating force is required if the Jacobian matrix is rank-deficient or the value of the determinant of the Jacobian matrix approaches a singular manifold.
Fundamental structure properties
Although some fundamental structure properties of dynamic equations have been derived for open-chain manipulators in robotics, these derivations are of general nature based on the direct Lagrangian generalized coordinates formulation in an index form. In the sequel, these fundamental structural properties for the dynamics of the general parallel manipulators will be validated in a straight proof. Lemma For the task space dynamic equations, Eq. (12), 1. The inertia matrix p M is symmetric and positive definite.
2.
  2 p p M C is a skew-symmetric matrix.
Proof:
Since the sub-matrices 
Therefore, the positive definiteness of p M is guaranteed by the definition that the kinetic energy of the system is zero only if it has a zero velocity. . We then calculate
where 
Now that the first two terms of the right hand side are the sum of skew-symmetric matrices, by taking transpose and using symmetry of
Because the first term of the right hand side has been proven as a skew-symmetric matrix, after taking transpose and inverting the sign, the skew-symmetric property of   2 p p M C for the task space dynamic equations is verified.
Singularity-Free Paths Programming
Cost function and constraints
The objective here is to determine a path completely within the workspace with the following cost functions to be minimized while moving from the configuration 0 x to the final configuration f x during the time interval from 0 t to t f :
(1) Minimum actuating force
(2) Time optimum (20) using a weighting coefficient whose value is in the range of zero and one. The weighting coefficient weights these two functions according to the relative importance. In addition, the considered trajectories in the task space must satisfy the constraints and conditions as follows:
(1)Initial and final conditions:
x with the associated boundary conditions
(2)Leg length constraints
(3)Leg's linear velocity constraints
(5)Actuating force constraints
Note that Eq. (25) restricts the output forces so that the planned path is implicitly singularity-free. Typically, the singularity-free path programming with the minimum cost function is a constrained optimization problem. A suitable path should be selected so that the considered cost function subject to the conditions and constraints, Eqs. (21)- (25), is minimized.
Geometric path representation
A smooth spatial path can be generated by control points of path function. Because the Bspline function provides a simple method to create curves between the defined points, therefore, it is used for the path function. The trajectory x at each time sub-interval
T k x (k=-1, 0, …, n, n+1) are called the control points and total (n+3) points. u is the independent spline parameter, N defines the shape of spline, being expressed for the cubic B-spline as
N
The associated velocities and accelerations along the trajectory are obtained by subsequent derivatives of x as
where the prime is denoted as the derivative with respect to the slpine parameter u. Also, from the boundary condition, Eq. (21), the first three control points and the last three are fixed as
Thus, the undetermined control points are reduced to 2 x ,…, 2 n x . By substituting the terms x,  x and  x into Eq. (13), then into the cost function as well as the constraint Eqs. (22)- (25), the constraint optimization problem can be recast into an unconstrained problem by adding weighted penalty functions to form a pseudo cost function, the pseudo cost function can be expressed as
in which the kernel function ( ) F u, î X is associated with the cost function. In the chapter,
and  T F = f l are respectively for the minimum actuating force problem, the time optimal problem, and the energy efficiency problem. The constraints are also mapped into the function of the spline parameter u and the set of control points k x (k=-1, 0, …, n, n+1). In addition, TRUE is a logical operational function with the value one if the statement is true and zero if the statement is false; 
, , w w are the weighting factors that determine the magnitude of the penalty and should be taken large enough so that any constraint violation will be penalized with large cost. By the transformation of the constrained optimization problem, a singularity-free path programming is equivalent to the determination of a set of control points for the minimization of the pseudo cost function. Although sufficient control points can generate any smooth spatial curve, the required computational load for the optimization will be increased dramatically.
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Global search based on PSOA
In order to solve the highly nonlinear optimization problem described by the pseudo cost function, an evolutionary computation based optimization technique, PSOA mimicking the food-searching behavior of birds is employed (Kennedy & Eberhart, 1995) . The process of PSOA is described as following: 
where pj v is the rate of the position change for particle p with respect to the jth dimension and clamped to the range    , max max v v with max v =0.8 to prevent the likelihood of the particle from leaving the search space; 1 c and 2 c are two positive constants, in which 1 c = 2 c =1.5 are set to control the step size that a particle will move in the direction of best position; rand( ) and Rand( ) are two normal distribution functions. ˆp j x is the position of the pth particle with respect to the jth dimension.
(6) If a convergence criterion is met, it means that all the particles have been toward the global best and its own individual best. Otherwise, repeat the steps starting from step (2) until it has reached the maximum allowable iteration number. The maximum iteration number is 350. Furthermore, the relative change in the group's best pseudo objective function gb G for two consecutive iterations being less than 0.01 is defined as the convergence criterion for the optimization process.
Numerical Simulations
Kinematic Parameters
The optimal singularity-free path programming with the minimum actuating force for the parallel robot manipulator is implemented in MATLAB routines. The kinematic parameters used for the simulations are given below, The platform points in the B-frame: 
B B B B B B
The base points in the N-frame: is used to specify the orientation of the platform and each leg, which means that the inertial frame is rotated about the Z axis with  radians first, resulting in the primed frame; then about the  y axis with  radians, resulting in the double primed frame; and finally about the  x axis with  radians, resulting in the local frame. Therefore, the rotation matrix of the local frame relative to the inertial frame is written by 
where c  ( ) is a shorthand notation for cos  ( ) and s  ( ) for sin  ( ) . The velocity transformation matrix L C converting the angular velocity in terms of the time derivative of the Euler angles to the one with respect to a body-fixed frame is given as The straight path connecting these two end-poses and keeping constant orientation is through a singular manifold as is shown by the zero determinant of the Jacobian in Fig 3. Then, optimal singularity-free paths will be sought between 0 x and f x during the time interval subject to each leg's length constraints,
m /sec and max f =2500N. , , w w serving as the magnitude of the penalty should be chosen appropriately only when the constraints are violated; because a small value may yield major constraint violations, but a large value will result in a very poor optimization problem. Thus, w w Finally, singularity-free paths are programmed by eight control points, i.e., two undetermined control points among them. More control points could imply a more flexible search for the optimal singularity-free paths, but with increased control points, it will cost more computation time for convergence.
Results and Discussions
According to the aforementioned parameters, the following examples will be illustrated to determine the optimal singularity-free paths :
(1)Minimum actuating force The paths programmed for the minimum actuating forces considering the constant orientations and varied orientations of the moving platform during the time interval f t =20sec are shown in Fig. 4 . Fig. 5 is the orientation variations of the moving platform while traveling along the planned path with varied orientations. It is seen that these two planned paths are quite distinct. Fig. 4 . Singularity-free planned paths for minimum actuating forces . It is observed that the actuating forces for the actuators 2 and 3 reach their largest values at t=6 sec along the path with a constant orientation, this implies that the robot manipulator is the nearest to a singular manifold for the pose.
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Although the actuating forces can be decreased by varying the orientations of the moving platform, the required maximum leg lengths increase as indicated in Figs. 8(a) , (b) . It means that a larger task space is necessary to accommodate the planned singularity-free path.
(2) Time optimum For this problem, the travel time f t is to be determined. Based on the singularity-free path planning algorithm, the planned trajectory is shown in Fig.9 (i.e. the line for μ =1) with the corresponding minimal travel time f t =5.85 sec. The cost function is defined as
The optimal singular free trajectories for μ =0.3, 0.6 and 0.8 with the corresponding determined travel time f t =7.758, 6.083 and 6.075 sec are also respectively shown in Fig. 9 . 
Conclusions
In this chapter, a numerical technique is presented to determine the singularity-free trajectories of a parallel robot manipulator. The required closed-form dynamic equations for the parallel manipulator with a completely general architecture and inertia distribution are www.intechopen.com developed systematically using the new structured Boltzmann-Hamel-d'Alembert approach, and some fundamental structural properties of the dynamics of parallel manipulators are validated in a straight proof. In order to plan a singularity-free trajectory subject to some kinematic and dynamic constraints, the parametric path representation is used to convert a planned trajectory into the determination of a set of undetermined control points in the workspace. With a highly nonlinear expression for the constrained optimal problem, the PSOA needing no differentiation is applied to solve for the optimal control points, and then the corresponding trajectories are generated. The numerical results have confirmed that the obtained singularity-free trajectories are feasible for the minimum actuating force problem, time optimal problem, energy efficient problem and mixed optimization problem. The generic nature of the solution strategy presented in this chapter makes it suitable for the trajectory planning of many other configurations in the parallel robot manipulator domain and suggests its viability as a problem solver for optimization problems in a wide variety of research and application fields. The purpose of this volume is to encourage and inspire the continual invention of robot manipulators for science and the good of humanity. The concepts of artificial intelligence combined with the engineering and technology of feedback control, have great potential for new, useful and exciting machines. The concept of eclecticism for the design, development, simulation and implementation of a real time controller for an intelligent, vision guided robots is now being explored. The dream of an eclectic perceptual, creative controller that can select its own tasks and perform autonomous operations with reliability and dependability is starting to evolve. We have not yet reached this stage but a careful study of the contents will start one on the exciting journey that could lead to many inventions and successful solutions.
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