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ABSTRACT
Deep end-to-end learning based stereo matching methods have
achieved great success as witnessed by the leaderboards across
dierent benchmarking datasets (KITTI, Middlebury, ETH3D, etc),
where the cost volume representation is an indispensable step to the
success. However, most existing work only employs a single cost
volume, which cannot fully exploit the multi-scale cues in stereo
matching and provide guidance for disparity renement. What’s
more, the single cost volume representation also limits the dispar-
ity range and the resolution of the disparity estimation. In this
paper, we propose MSMD-Net (Multi-Scale and Multi-Dimension)
to construct multi-scale and multi-dimension cost volume. At the
multi-scale level, we generate four 4D combination volumes at dif-
ferent scales and integrate them in 3D cost aggregation to predict
an initial disparity estimation. At the multi-dimension level, we
construct a 3D warped correlation volume and use it to rene the
initial disparity map with residual learning. ese two dimensional
cost volumes are complementary to each other and can boost the
performance of disparity estimation. Additionally, we propose a
switch training strategy to further improve the accuracy of dispar-
ity estimation, where we switch two kinds of dierent activation
functions to alleviate the overing issue in the pre-training pro-
cess. Our proposed method was evaluated on several benchmark
datasets and ranked rst on KITTI 2012 leaderboard and second on
KITTI 2015 leaderboard as of June 23. e code of MSMD-Net is
available at hps://github.com/gallenszl/MSMD-Net.
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1 INTRODUCTION
Stereo matching aims at estimating the disparity map between a
rectied image pair, which is of great importance to various appli-
cations such as autonomous driving [3] and robotics navigation
[1]. Recently, the unprecedented advancement of deep learning in
high level vision tasks has been extended to geometric problems
such as stereo matching. Currently, deep end-to-end learning-based
approaches have achieved state-of-the-art performance on most of
the standard stereo matching benchmarks, i.e., KITTI, Middlebury
and ETH3D.
In the network architecture design, the deep learning-based ap-
proaches generally follow the traditional stereo matching pipeline,
i.e., feature extraction, cost volume construction, cost aggregation
and disparity optimization. e cost volume construction mod-
ule produces initial similarity measures for le image patches and
(a) KITTI 2012 (b) KITTI 2015
Figure 1: Disparity estimation accuracy and run-time com-
parison with state-of-the-art methods on KITTI.
possible corresponding right patches, which has been proved as
a crucial step in achieving accurate disparity estimation. Existing
work have exploited dierent forms of cost volume [10, 16, 19] to
eectively measure the similarity between patches. Dispnet [19]
utilizes the correlation volume to measure feature similarities be-
tween the le features and its shied right features. GCNet [16]
concatenates the le features and shied right features directly to
generate a 4D concatenation feature volume and employs 3D convo-
lutions to regularize it. GWCNet [10] divides the unary feature into
groups and calculates correlation maps in each group to preserve
the measurement of feature similarities, which can be viewed as
an intermedia operation between computing the correlation of fea-
tures and concatenating features directly. Multi-scale information
has been exploiting in [2, 17, 22] to construct cost volume for beer
encoding global and local information, which helps the network
to learn the context relationship between an object (for example, a
house) and its sub-regions (windows, doors, etc.). However, most
of these work only generate a single cost volume at a xed scale
for cost aggregation, which can’t eectively utilize the multi-scale
information and provide guidance to disparity renement.
In this paper, we propose MSMD-Net to construct multi-scale
and multi-dimension cost volume to tackle above problems. At
the multi-scale level, we use the corresponding extracted feature
to generate a 4D combination volume at each scale. Specically,
the combination volume is composed of concatenation volume and
group-wise correlation volume, and then the multi-scale combina-
tion volumewill be integrated together to predict an initial disparity
in the cost aggregation step. Even though idea of employing multi-
scale cost volume has also been investigated in [4, 9, 28, 30], our
work diers from theirs in the following two main aspects: 1) We
build multi-scale cost volume explicitly with both feature concate-
nation and group-wise correlation, which is more discriminative
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Figure 2: Comparison between dierent methods of employing multi-scale cost volume. (a) SSPCV [28], (b) cascade volume
[4, 9, 30] and (c) our proposed cost volume integration module. Note that, to simplify the illustration, we assume that all
methods only use two dierent scale cost volumes. Extension the number of cost volume is straightforward. We also omit the
skip connection for better visual contrast.
than single feature concatenation; 2) [4, 9, 30] propose cascade
volume to respectively use multi-scale cost volume and iteratively
narrow the disparity range and rene depthmaps in a coarse-to-ne
manner. SSPCV [28] integrates the multi-scale cost volume by grad-
ually upsampling the lowest scale to the highest. However, these
two methods both have several drawbacks. e cascade volume
loses much information during the process of reducing the disparity
range and SSPCV needs a large training parameter to constantly
employ 3D hourglass modules to regularize the upsampled cost
volume. Instead, we design a cost volume integration module to
fuse multi-scale cost volume in an encoder-decoder process, which
preserves the whole disparity range and decreases the number of
3D hourglass modules at the same time. e visual comparison can
be seen in Figure 2.
At the multi-dimension level, we additionally introduce 3D
warped correlation volume for disparity renement. Specically,
the warped correlation volume is calculated by the le feature and
reconstructed le feature (warped right feature) following the con-
struction principle proposed in DispNet [19]. It measures the simi-
larities between le feature and reconstructed le feature (warped
right feature) at each disparity level and dene a possible and ne-
grained disparity condence range between initial disparity map
and ground-truth. And the mission of the renement network is to
pick out the most similar disparity level in each pixel with the sup-
port of context information such as the le feature, reconstructed
error, and the initial disparity map. e insight of disparity rene-
ment has also been investigated in deep stereo matching methods
such as [6, 17, 23, 27]. For these previous work, they mainly depend
on the network to automatically learn amap between input informa-
tion and residue without employing the geometry of stereo vision.
Comparing with directly using context information to regress the
residue, the warped correlation volume makes the input of rene-
ment network more interpretable. Note that the warped correlation
volume is 3D cost volume and the multi-scale combination volume
is 4D cost volume. ese two dierent dimensional cost volumes
are complementary to each other and play dierent roles in our
network, so we can say that we calculate cost volume at multiple
scales and dimensions.
Moreover, we nd that overing issues may appear when we
extend the pre-training process on the SceneFlow datasets. It shows
up as a performance improvement on the SceneFlow datasets but
no signicant change on the KITTI datasets. In order to alleviate
this issue, we propose a switch training strategy. Specically, we
rst use the Relu [11, 15, 21] function to pretrain our model and
then switch the activation function to Mish [20] to prolong the
pre-training process on the SceneFlow dataset. Experiments have
shown the eectiveness of our switching training strategy com-
pared with using a single activation function. We use it to further
boost the performance and the comparison between our method
with some state-of-the-art methods [5, 10, 28, 33, 34] can be seen
in Figure 1.
Our main contributions are summarized as:
• To exploit the multi-scale information, we calculate multi-
scale 4D combination cost volumes and develop a cost
volume integration module to fuse them for cost aggrega-
tion.
• We introduce a 3D warped correlation volume as an input
of renement network to make the renement step more
interpretable.
• We propose a switch training strategy to alleviate the over-
ing issues during the extension of pre-training iterations
on the SceneFlow datasets.
• We achieved state-of-the-art accuracy on the KITTI dataset
and ranked rst on KITTI 2012 leaderboard and second on
KITTI 2015 leaderboard as of June 23.
2 RELATEDWORK
CNN for matching cost computation: Estimating depth from a
rectied image pair is a classical problemwhich has been studied for
decades. D. Scharstein and R. Szeliski [25] conclude that a typical
stereo matching algorithm can be divided into four steps: matching
cost computation, cost aggregation, optimization, and disparity
renement. Early learning-based work [18, 32] try to replace one
or more stereo matching steps with a convolutional neural network.
Zbontar and LeCun [32] introduce the rst learning-based method,
which computes matching cost with a deep Siamese network but it
still uses traditional cost aggregation, SGM to predict disparity map.
Luo [18] et al further introduce a product layer to compute the inner
product between two representations of a Siamese architecture and
treat the problem as multi-class classication which signicantly
reduces the computational complexity.
End-to-end deep stereo matching without renement: Disp-
Net [19] is a real breakthrough which rst proposes to construct a
correlation cost volume and directly regresses the disparity map
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Figure 3: Network architecture of our proposed framework, which consists of 4 consecutive modules: feature extraction, 4D
multi-scale combination volume for cost aggregation, 3D warped correlation volume for disparity renement, and disparity
prediction.
in an end-to-end way. Other than DispNet, GCNet [16] proposes
to construct concatenation volume and regularize it with 3D con-
volution layers. Based on GCNet, PSMNet [2] introduces a Spatial
Pyramid Pooling Module and stacked hourglass 3D CNN for beer
feature extraction and cost aggregation. GWCNet [10] introduces
group-wise correlation to provide beer similarity measures than
previous work and it can cooperate with the concatenation vol-
ume to further improve the performance. Following these work,
ACFNet [34] solves the uncertain distribution of cost volume by
directly using unimodal ground truth distributions to supervise
cost volume.
End-to-end deep stereo matching with renement: Recently,
many researchers [6, 17, 23, 26, 27] aempt to integrate the dis-
parity renement step into an end-to-end learning model. Pang
et al [23] introduce a two-stage network called CRL in which the
rst stage extends DispNet [19] to get an initial disparity map with
more details and the second stage renes the initial disparity map
in a residual manner. Dierent form CRL, Liang et al [17] propose
to calculate reconstruction error in feature space rather than colour
space and share features between disparity estimation network
and renement network. Sun et al [26] propose a context network,
which is based on dilated convolutions to rene ow. Following
PWC-Net , [6, 27] construct a similar renement network using
le image features and the initial disparity map. Dierent from
these work, here we introduce the warped correlation cost vol-
ume to guide the disparity renement. Specically, we use le
image features and warped right image features to construct the
warped correlation cost volume, hoping it can learn the dierence
between initial disparity map and ground truth with the help of
other information like reconstruction error and le image features.
End-to-end deep stereomatching usingmulti-scale informa-
tion: Multi-scale information has been widely employed in stereo
estimation. PSM-Net [2] introduces SPP module to generate fea-
ture maps at dierent levels. Liang et al [17] proposes a shallow
encoder-decoder architecture to extract multi-scale features of the
original picture. However, most existing work only use multi-scale
features to construct a single volume at a xed resolution other
than considering them separately. Some work [4, 9, 28, 30] also
discover this issue and give some resolutions to employ multi-scale
cost volume. [4, 9, 30] proposes to construct cascade multi-scale
cost volume and progressively regress a high-quality disparity map.
Specically, they use the coarsest cost volume to generate an initial
disparity map and then narrow the disparity range of each stage by
the prediction from the previous stage. With gradually higher cost
volume resolution and adaptive adjustment of disparity intervals,
the output is recovered in a coarser to ne manner. Comparing
with estimating disparity map at each scale respectively, our work
introduces an encoder-decoder process to directly integrate dif-
ferent scale cost volumes to capture more robust global and local
feature representation for the regularization of cost volume. Our
method is a lile similar to SSPCV [28] but using a totally dierent
cost integration way to get faster speed and beer accuracy.
3 OUR APPROACH
In this section, we rst describe the overall network architecture of
our MSMD-Net and then provide details of our proposedmulti-scale
and multi-dimension cost volume module. At the multi-scale level,
we propose a 4D multi-scale cost volume to eectively exploit the
multi-scale cues for accurate disparity estimation. At the multi-
dimension level, to further improve the initial disparity estimation,
we propose to use an additional 3D warped correlation volume to
rene the initial disparity with residual learning.
3.1 Network Architecture
Our network architecture is illustrated in Figure 3, which consists of
four parts: feature extraction, 4D multi-scale combination volume
for cost aggregation, 3D warped correlation volume for disparity
renement, and disparity prediction.
Feature extraction: Following the Resnet-like network proposed
in [2, 10], we use three convolution layers of 3 × 3 kernels, four
basic residual blocks and a 2 dilated block to get the unary feature
map of rst scale (1/4 of the original input image size). In order to
construct multi-scale cost volume, we further employ three residual
blocks with stride 2 to get feature maps at dierent scales.
4DMulti-scale combination volume for cost aggregation:We
use the multi-scale feature maps to generate four corresponding
scale 4D combination volumes with the method introduced in [10].
ese multi-scale cost volumes will be merged during encoder-
decoder process in cost volume integration module and then we
use three stacked 3D hourglass networks to learn more context
information with repeated top-down/boom-up processing.
3D warped correlation volume for disparity renement: We
employ the 3D warped correlation volume to give a guide to dispar-
ity renement. Specically, the 3D warped correlation volume is
3
Figure 4: Detailed structure of our multiple cost 3D aggregation network. Compared with GWCNet [10], it adds an additional
cost volume integration module to merge dierent scale cost volumes. Note that the output module is only be applied during
the training process.
calculated by the le feature and warped right feature and it iden-
ties a condence range between the initial disparity and ground
truth. en other information is added to drive the network to pick
out the most possible disparity level by residual learning.
Disparity prediction: In addition to the nal disparity map, every
submodule in 3D cost aggregation will predict a disparity map by
the same output module and so argmin operation [16]. us our
network has six outputs during the training phase and the nal loss
is a weighted sum of these outputs.
3.2 4D Multi-scale Combination Volume for
Cost Aggregation
Previously, three dierent kinds of cost volumes have been pro-
posed: 1) correlation volume [17, 19] 2) concatenation volume
[2, 16] and 3) group-wise correlation volume [10]. Correlation vol-
ume uses dot products to measure feature similarities between a
le feature and its shied right features. It is ecient but loses
much information because of the decimation of feature channel.
Concatenation volume directly concatenates the le features and
shied right features. It generates a 4D volume without the deci-
mation of feature channel but requires more parameters to train
in cost aggregation. Group-wise correlation volume divides unary
feature into groups and calculates correlation maps in each group.
Compared with concatenation volume, it preserves the measure-
ment of feature similarities but still needs a lot of parameters to
train. Moreover, the second and third method have been proved to
be complementary to each other.
For every cost volume construction method, improving the rep-
resentation ability of features can denitely construct a beer cost
volume and further boost the performance of depth estimation. Re-
cent work [2, 17, 22] have shown that using multi-scale information
can improve the network performance. However, most of them
only construct a single cost volume which can’t fully utilize the
multi-scale information.
To eectively exploit the multi-scale cues for disparity estima-
tion, we propose to calculate a 4D multi-scale combination volume
for cost aggregation. Specically, we employ the extracted multi-
scale feature to construct combination volume, which is constituted
of concatenation volume and group-wise correlation volume. We
denote the extracted multi-scale feature as f i , where i means the
ith scale and i = 1 represents the highest scale (1/4 of the original
input image size). e concatenation volume is computed as:
V iconcat (d,x ,y, f ) = f iL (x ,y)| | f iR (x − d,y), (1)
where | | denotes the vector concatenation operation at the feature
dimension and group-wise correlation volume is computed as:
V iдwc (d,x ,y,д) =
1
N ic /Nд
〈
f
iд
l (x ,y), f
iд
r (x − d,y),
〉
(2)
where Nc represents the channels of the extracted feature. Nд is
the number of group and 〈, 〉 represents the inner product. We use
the concatenation operation to get nal multi-scale combination
volume
V icombine = V
i
concat | |V iдwc . (3)
Note that when generating group-wise correlation volume, com-
pared with GWCNet, we add one more convolution layer without
activation function and batch normalization to make it own the
same data distribution with concatenation volume. It optimizes
the combination volume and makes it suitable for all datasets so
we don’t need to use dierent cost volumes to t dierent datasets
like GWCNet. en the multi-scale combination volume will be
employed for cost aggregation.
e stacked hourglass architecture [2, 10, 34] has shown its
eciency in cost aggregation and we extend the stacked hour-
glass architecture with a cost volume integration module to employ
multi-scale 4D combination volumes. As shown in Figure 4, the
architecture of our cost volume integration module is similar to
the hourglass network for maintaining a uniform structure. Ad-
ditionally, we extend the original architecture to 1/32 the size of
the original image and integrate corresponding scale combination
volume into the down-sampled cost volume by concatenation oper-
ation at the feature dimension (see blue lines in Figure 4). Specif-
ically, we rst employ a 3D convolution layer with stride two to
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downsample the rst scale combination volume (1/4 of the original
input image size) to 1/8 of the original input image size. en we
concatenate the down-sampled cost volume and the second scale
combination volume at the feature dimension and use one addi-
tional 3D convolution layer to decrease the feature channel to a
xed size. Similar operation is progressively employed until we
downsample the cost volume to 1/32 of the original input image size.
Finally, 3D transposed convolution is employed to progressively
up-sample the volume to 1/4 of the original input image size. e
feature dimension is set as 32, 64, 128, 128 from the rst scale to
the last and the 1× 1× 1 3D convolution in the shortcut connection
is still preserved to improve the performance (see yellow lines in
Figure 4). en we use three stacked 3D hourglass networks to
further regularize and rene the volume. Finally, an output module
is employed to predict the disparity. e output module uses two
more 3D convolution layers to get a 1-channel 4D volume, then
it upsamples the 1-channel 4D volume to the original image size
(H ×W × D) and applies so argmin operation [16] to generate
initial disparity map.
3.3 3D Warped Correlation Volume for
Disparity Renement
Disparity renement is an essential step in typical stereo matching
algorithm to identify inaccurate regions for post-processing. Re-
cently, several pieces of work try to integrate disparity renement
into an end-to-end network to improve the performance of stereo
matching. Residual learning [13] has been proved to be an eective
manner [6, 17, 23, 26] and the reconstruction error [17] is intro-
duced to play the role of le-right consistency check in traditional
stereo matching.
Dierent from these work, we introduce the 3D warped corre-
lation volume to make our network more interpretable and boost
the performance. Specically, we use the le feature and warped
right feature to construct the 3D warped correlation volume. e
disparity between le feature and warped right feature is usually
small so we can search a smaller disparity range to rene the initial
disparity map with ne-grained correspondences. e warping
operation is implemented dierentially by bilinear sampling [14].
e 3D warped correlation volume is computed as:
Vwarpedcorr (d,x ,y) =
1
Nc
〈fl (x ,y), fwr (x − d,y).〉 (4)
where fl and fwr are upsampled from the rst scale feature to
the original image size. Note that the warped correlation volume
measures the similarities between le feature and shied recon-
structed le feature (warped right feature) at each disparity level.
We hope the network can pick out the most similar disparity level
with the help of context information. at is the network calcu-
lates the residual between the initial disparity map and ground
truth and such approach is complementary to the residual learning.
In addition, the warped correlation volume is a 3D cost volume
(H ×W × D), compared with 4D combination volume, such design
makes it possible to be regularized at the original image size with
an acceptable run-time and GPU memory.
All in all, we use the warped correlation volume, initial disparity
map, le feature and reconstructed error as the input of our rene-
ment network. Compared with directly using initial disparity, we
Figure 5: Detailed structure of our renement network.
e network takes the warped correlation volume, recon-
structed error, initial disparity, and the le feature as in-
put and then employs four convolution layers, three basic
residual blocks and another one convolution layer (without
BN/Relu) to get the residual pixel-wise correction. Note that
the dilation rate is dened as d followed by the value.
use a convolution layer to generate a 32-channel initial disparity
feature map to increase the weight of initial disparity map in the
input formation. In addition, the reconstructed error is computed
by the le feature and the warped right feature as:
Er econstruct = fl (x ,y) − fwr (x ,y). (5)
e architecture of our renement network is shown in Figure 5.
We use a dilated convolution [31] based network to enlarge the
receptive eld so that network can beer rene low-texture am-
biguities and occluded regions. Specically, it is composed of 5
convolution layers and three basic residual blocks with dierent
dilation constants. e dilation constants are 1,1,2,4,8,16,1 and 1
from top to boom.
Compared with previous work, the input of our network is more
interpretable. e warped correlation volume identities a ne-
grained disparity range between initial disparity map and ground
truth. e reconstructed error shows the incorrect regions which
should be improved in the renement step. e initial disparity
map gives a baseline of our disparity estimation and the le feature
contains enough context informing for residual learning. Recon-
structed error, initial disparity map, and le feature cooperate with
each other to support the network to nd the most similar disparity
level in the warped correlation volume at pixel-wise level.
3.4 Loss Function
We employ smooth L1 loss function to train our network in an end-
to-end way. For each submodule in 3D cost aggregation, same out-
put module and so argmin operation are used to get intermediate
disparitymap. In total, we get six disparitymapsd0,d1,d2,d3,d4,d5,d6
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and the loss function is described as:
L =
i=5∑
i=0
wi · SmoothL1 (di − d̂) (6)
in which
SmoothL1 (x) =
{
0.5x2, if |x | < 1
|x | − 0.5, otherwise (7)
where d̂ represents the ground-truth disparity andwi is the weight
of the ith estimation of disparity map.
4 EXPERIMENT
In this section, we evaluate our proposed model on two datasets:
Scene Flow datasets [19] and KITTI datasets [7, 8] and compare it
with several state-of-the-art architectures. We also employ ablation
studies to evaluate the inuence of the proposed multiple cost 3D
aggregation and disparity renement network. Furthermore, we
introduce a novel training strategy with a switch between two
dierent activation functions.
4.1 Dataset
SceneFlow: is is a large synthetic dataset with 35,454 training
and 4,370 test images of size 960 × 540 for optical ow and stereo
matching. It is composed of Flyingthings3D, Driving, and Monkaa
with dense and accurate ground-truth disparity maps for training.
Following the seing of GWCNet, we use the Finalpass of the Scene
Flow datasets and only employ loss computation in the pixels which
are in our predened disparity range (0 < d <dmax)
KITTI 2015 & KITTI 2012: ese two datasets are both real-
world dataset collected from a driving car. KITTI 2015 contains
200 training and another 200 testing image pairs while KITTI 2012
provides 194 training and another 195 testing image pairs. Every
training image pair is provided a sparse ground-truth disparity
collected using LIDAR. For both datasets, we use 180 training image
pairs as a training set and the rest as a validation set.
Table 1: Ablation study results of our switch training strat-
egy on SceneFlow and KITTI 2015 validation sets.
Train Strategy Scene FlowEPE(px)
KITTI 2015
D1 all(%)
Relu(20 epochs) 0.9841 1.50
Mish(20 epochs) 0.9379 1.46
Mish(35 epochs) 0.8528 1.44
Relu(20 epochs)+Mish(15 epochs) 0.8197 1.40
4.2 Implementation Details
we use pytorch to implement our network, and the whole network
is trained in an end-to-end way with Adam (β1 = 0.9, β2 = 0.999).
Inspired by HSM-Net [29], we employ asymmetric chromatic aug-
mentation and asymmetric occlusion for data augmentation. Specif-
ically, we apply dierent chromatic augmentation to the image pairs
hoping our network can improve its robust when stereo cameras
are under dierent lighting and exposure conditions. And we ran-
domly replace a rectangle region at target image with the RGB
means of the whole picture so that our network can learn to predict
the disparity without correspondences.
Switch training strategy is employed to train our model and
it can be divided into three steps. First, we use Relu to train our
network from scratch in SceneFlow dataset for 20 epochs. e
initial learning rate is 0.001 and is down-scaled by 2 aer epoch
12, 16, 18. Second, we use Mish to prolong the pre-training process
in SceneFlow dataset for another 15 epochs. ird, we netune
our pre-trained model in KITTI 2015 and KITTI 2012 for another
400 epochs. e learning rate of this process begins at 0.001 and
is decreased to 0.0001 aer epoch 200. We only use the training
images of KITTI 2012 for the ne-tuning process in KITTI 2012
while we merge the training images of both datasets for the ne-
tuning process in KITTI 2015. e batch size is set to 4 for training
on 4 NVIDIA GTX 1080Ti GPUs and the weight of six output is set
as 0.5,0.5,0.5,0.7,1.0, and 1.3. e design principles of our switch
training strategy will be discussed in the next section.
Figure 6: Comparison between Relu and Mish
4.3 Switch Training Strategy
e activation function introduces non-linearity to the neural net-
work and plays an integral role in the network performance. Relu
[11, 15, 21] and Swish [12, 24] are the two most widely used acti-
vation functions in the deep learning community. Recently, a new
activation function, Mish [20] is introduced and has shown its eec-
tiveness in many challenging missions because of its properties of
unbounded above, bounded below, smooth and non-monotonic (see
Figure 6 for the comparison between Relu and Mish). As shown in
Table 1 we also prove Mish is a beer activation function in stereo
matching compared with Relu by our experiment.
Prolonging the pre-training process in SceneFlow dataset is a
general method to improve the performance for the nal submission
to the KITTI evaluation server. But such way seems useless when
we employ Mish as activation function. We think some overing
issues may arise because of the extension of the training process
and the more eective optimization and generalization capacity of
Mish compared with Relu. As shown in Table 1, is is also proved
by a signicant decline of EPE in SceneFlow dataset but no obvious
change of D1-all in KITTI 2015 dataset aer the extension of the
training process. ankfully, the property of Mish makes it can
directly replace activation functions like Relu without retraining a
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Table 2: Results on KITTI 2012 benchmark.
Method 2px(%) 3px(%) 4px(%) 5px(%) Mean Error runtime(s)Noc All Noc All Noc All Noc All Noc All
ACFNet [34] 1.83 2.35 1.17 1.54 0.92 1.21 0.77 1.01 0.5 0.5 0.48
GANet-deep [33] 1.89 2.50 1.19 1.60 0.91 1.23 0.76 1.02 0.4 0.5 1.8
GWCNet [10] 2.16 2.71 1.32 1.70 0.99 1.27 0.80 1.03 0.5 0.5 0.32
SSPCVNet [28] 2.47 3.09 1.47 1.90 1.08 1.41 0.87 1.14 0.5 0.6 0.9
PSMNet [2] 2.44 3.01 1.49 1.89 1.12 1.42 0.90 1.15 0.5 0.6 0.41
GCNet [16] 2.71 3.46 1.77 2.30 1.36 1.77 1.12 1.46 0.6 0.7 0.9
MSMD-Net 1.72 2.33 1.07 1.42 0.80 1.07 0.65 0.86 0.4 0.5 0.72
(a) le image (b) MSMD-Net (c) GANet-deep (d) GWCNet
Figure 7: Visualization results on the KITTI 2012 testset.
new model. So we propose a switch training strategy, which rst
uses Relu to get a pre-trained model in SceneFlow dataset and then
switch the activation function into Mish for the extension of the
training process and use it to alleviate the issues discussed before.
e eectiveness of our switch training strategy is proved by our
experiment.
Table 3: Ablation study results of proposed network on
the Finalpass of SceneFlow dataset with our switch training
strategy.
Model 1px(%) 2px(%) 3px(%) EPE(px)
base 8.33 4.71 3.52 0.8578
MS-Net 8.30 4.64 3.43 0.8387
MSMD-Net 7.87 4.49 3.38 0.8197
4.4 Ablation Studies
In this section, we conduct ablation studies to evaluate the eective-
ness of multiple scale cost volume and the renement network. Our
base model is set as removing the cost volume integration module
and the renement network. MS-Net is added the cost volume inte-
gration module while MSMD-Net preserves our whole architecture.
SceneFlow and KITTI 2015 (without pretraining from Scene Flow)
datasets are used to evaluate our model. As shown in Table 3 and
Table 5, the multiple scale cost volume and the renement network
signicantly promoted the accuracy of disparity estimation and the
best seing of MSMD-Net reached 0.8197 EPE on the SceneFlow
test set and 1.86% 3-pixel error rate on the KITTI 2015 validation
set.
We also conduct additional control experiments to analyze more
specic model seing. In order to decrease training time, we only
use KITTI 2015 dataset (without pretraining from Scene Flow) to
do the control experiment. For the seing of multiple cost 3D
aggregation, MS-Net is set as our control group. In the rst model
seing, we remove the blue lines in Figure 4, which means that
we don’t utilize the multi-scale cost volume. Such seing is equal
to add one more stacked 3D hourglass network, so we call this
new model base+. As shown in Table 5, the 3-pixel error rate
improves 0.12% compared with MS-Net and is very similar to our
base model, which indicates the improvement of performance is not
caused by the increase of training parameters and the importance of
including multiple scale cost volumes. In the second model seing,
we remove one stacked 3D hourglass network to maintain a close
training parameter with GWCNet. is new model is donated as
MS-Net small. As shown in Table 5, the 3-pixel error rate improves
0.03% compared with MS-Net. Such result proves two stacked 3D
hourglass network can’t fully exploit the multiple scale information
and it is necessary to add an additional cost volume integration
module.
During the construction of warped correlation volume, the dis-
placement is an essential hyper-parameter, which determines the
disparity condence range in the renement network. So we also
conduct a control experiment to compare the dierent seings of
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Table 4: Results on KITTI 2015 benchmark.
Mehtod All(%) Noc(%) Runtime(s)D1-bg D1-fg D1-all D1-bg D1-fg D1-all
CSPN [5] 1.51 2.88 1.74 1.40 2.67 1.61 1.0
GANet-deep [33] 1.48 3.46 1.81 1.34 3.11 1.63 1.8
ACFNet [34] 1.51 3.80 1.89 1.36 3.49 1.72 0.48
GWCNet [10] 1.74 3.93 2.11 1.61 3.49 1.92 0.32
SSPCVNet [28] 1.75 3.89 2.11 1.61 3.40 1.91 0.9
PSMNet [2] 1.86 4.62 2.32 1.71 4.31 2.14 0.41
GCNet [16] 2.21 6.16 2.87 2.02 5.58 2.61 0.9
MSMD-Net(only MS) 1.42 3.08 1.70 1.31 2.86 1.57 0.52
(a) le image (b) MSMD-Net (c) GANet-deep (d) GWCNet
Figure 8: Visualization results on the KITTI 2015 testset.
Table 5: Addtional model setting comparsion on the KITTI
2015 dataset.
Method base MS-Net MSMD-Net
KITTI2015 Val Err (%) 2.08 1.94 1.86
Compare the seing of 3D aggregation
Method base+ MS-Net small MS-Net
KITTI2015 Val Err (%) 2.06 1.97 1.94
Compare of displacement seing
Method MSMD-Net 48 MSMD-Net 24 MSMD-Net 16
KITTI2015 Val Err (%) 1.97 1.86 1.90
displacement. As shown in Table 5, 24 is the best seing and a
larger seing will even give a negative inuence to the network.
4.5 Performance on KITTI Datasets
To further evaluate our model, we compare our proposed MSMD-
Net with some existing state-of-the-art methods on KITTI 2012 and
KITTI 2015 datasets.
For KITTI 2012, we submit the best trained MSMD-Net to the
KITTI evaluation server. As shown in Table 2, our method reached a
1.42% overall three-pixel-error rate, which surpasses GWCNet [10]
and SSPCVNet [28] by 0.28% and 0.48%, respectively. e closest
method is ACFNet [34] while it can’t get a comparable performance
in KITTI 2015, which is 0.19% lower than ours.
For KITTI 2015, we nd the renement network can’t give a
signicant improvement to the performance. In order to reduce
the computation time, the best trained MS-Net is submied to the
KITTI evaluation server. As shown in Table 4, our method reached
a 1.70% overall three-pixel-error rate which surpasses GWCNet
[10] and SSPCVNet [28] by 0.41%. CSPN [5] is the best published
method in KITTI 2015 and we can get a beer result with almost
half of the computation time. Figure 7 and Figure 8 show some
result examples estimated by the proposed MSMD-Net, GWCNet
[10], and GANet-deep [33] in KITTI 2012 and KITTI 2015. All
results are downloaded from the KITTI evaluation server and our
method shows signicant improvement in ill-posed regions and
fence region (see dash boxes in the picture).
5 CONCLUSION
In this paper, we have proposed MSMD-Net to construct multi-scale
and multi-dimension cost volume. e 4D multi-scale combination
volume is employed to beer exploit multi-scale context informa-
tion and the 3D warped correlation volume is used to generate a
ne-grained disparity condence range for disparity renement.
We also introduce a switch training strategy to alleviate the over-
ing issues during training. Experimental results show the supe-
riority of MSMD-Net on both SceneFlow and KITTI datasets. In
particular, MSMD-Net ranked rst on KITTI 2012 leaderboard and
second on KITTI 2015 leaderboard as of June 23. Moreover, the
visualization result of disparity maps demonstrates that our method
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can provide beer estimation on ill-posed regions (occlusion, tex-
tureless). In the future, we plan to further extend our cost volume
representation to other dense matching problems such as optical
ow estimation and multi-view stereo.
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