Introduction
Econometric modelling of financial data received a broad interest in the last 20 years and the literature on ARCH and related models is vast. Starting with the path breaking works by Engle (1982) and Bollerslev (1986) , one of the most popular models became the Generalized AutoRegressive Conditionally Heteroscedastic (GARCH) process. The classical GARCH(p, q) model is given by equations
where α 0 > 0, α j ≥ 0, β i ≥ 0, p ≥ 0, q ≥ 0 are model parameters and {ε j , j ∈ Z} are independent identically distributed (i.i.d.) zero mean random variables. The variables r t , σ t , ε t in (1) are usually interpreted as financial (log)returns (r t ), their volatilities or conditional standard deviations (σ t ), and so-called innovations or shocks (ε t ), respectively; in (1) the innovations are supposed to follow a certain fixed distribution (e.g., standard normal). Later, a number of modifications of (1) were proposed, which account for asymmetry, leverage effect, heavy tails and other "stylized facts". For statistical and econometric aspects of ARCH modelling, see the surveys of Bollerslev et al. (1992) , Shephard (1996) , Bera and Higgins (1993) , Bollerslev et al. (1994) ; for specific features of modelling the financial data, including ARCH, see Pagan (1996) , Rydberg (2000) , Mikosch (2003) . Berkes et al. (2002b) review some recent results. One should mention here, besides the classical reference to Taylor (1986) , the related monographs by Gouriéroux (1997) , Fan and Yao (2002) , Tsay (2002) . Let us note that the GARCH model for returns is also related to the Autoregressive Conditional Duration (ACD) model proposed by Engle and Russell (1998) for modelling of durations between events.
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Under some additional conditions, similarly as in the case of ARMA models, the GARCH model can be written as ARCH(∞) model (see (3) below), i.e., σ 2 t can be represented as a moving average of the past squared returns r 2 s , s < t, with exponentially decaying coefficients (see Bollerslev, 1988 ) and absolutely summable exponentially decaying autocovariance function.
However, empirical studies of financial data show that sample autocorrelations of power series and volatilities (such as absolute values |r t | or squares r 2 t ) remain non-zero for very large lags; see, e.g., Dacorogna et al. (1993) , Ding et al. (1993) , Baillie et al. (1996a) , Ding and Granger (1996) , Breidt et al. (1998) , Mikosch and Stărică (2003) , Andersen et al. (2001) . These studies provide a clearcut evidence in favor of models with autocovariances decaying slowly with the lag as k −γ , for some 0 < γ < 1. A number of such models (FIGARCH, LM-ARCH, FIEGARCH) were suggested in the ARCH literature. The long memory property was rigorously established for some of these models including the Gaussian subordinated stochastic volatility model (Robinson, 2001) , with general form of nonlinearity, the FIEGARCH and related exponential volatility models (Harvey, 1998; Surgailis and Viano, 2002 ), the LARCH model (Giraitis et al., 2000c) , the stochastic volatility model of Zaffaroni (1997, 1998) . The long memory property (and even the existence of stationary regime) of some other models (FIGARCH, LM-ARCH) has not been theoretically established; see Giraitis et al. (2000a) Mikosch and Stărică (2000, 2003) , Kazakevičius et al. (2001) . Covariance long memory was also proved for some regime switching SV models (Liu, 2000 ; . One should also mention that some authors (Mikosch and Stărică, 1999, 2004) argue that the observed long memory in sample autocorrelations can be explained by short memory GARCH models with structural breaks and/or slowly changing trends.
The present paper reviews some recent theoretical findings on ARCH type models. We focus mainly on covariance stationary models which display empirically observed properties known as "stylized facts". One of the major issues to determine is whether the corresponding model r 2 t for squares has long memory or short memory, i.e. whether The review discusses ARCH(∞) processes and their modifications such as linear ARCH (LARCH), bilinear models, long memory EGARCH and stochastic volatility, regime switching SV models, random coefficient ARCH and aggregation. We give an overview of the theoretical results on the existence of a stationary solution, dependence structure, limit behavior of partial sums, leverage effect and long memory property of these models. Statistical estimation of ARCH parameters and testing for change-points are also discussed.
ARCH(∞)
A random sequence {r t , t ∈ Z} is said to satisfy ARCH(∞) equations if there exists a sequence of i.i.d. zero mean random variables {ε t , t ∈ Z} and a deterministic sequence b j ≥ 0, j = 0, 1, . . . such that for any t r t = σ t ε t , σ
Clearly, if E(ε t |r s , s < t) = 0, E(ε 2 t |r s , s < t) = 1 then r t has conditional mean zero and a random conditional variance σ The general framework leading to the model (2) was introduced by Robinson (1991) in the context of testing for strong serial correlation and has been subsequently studied by Kokoszka and Leipus (2000) in the change-point problem context. The class of ARCH(∞) models include the finite order ARCH and GARCH models of Engle (1982) and Bollerslev (1986) . For instance, the GARCH(p, q) process {r t , t ∈ Z} of (1) can be written as r t = σ t ε t ,
where
−1 α 0 and with positive exponentially decaying weights
It is interesting to note that the non-negativity of the regression coefficients α j , β j in (1) is not necessary for non-negativity of b j in the corresponding ARCH(∞) representation, see Nelson and Cao (1992) .
Existence of second and fourth order stationary solutions
One of the first questions which usually arise in the study of recursion equations of the type (2) is to find conditions for the existence of a stationary solution. We first discuss conditions on the coefficients b j and the random variables ε t which guarantee the existence of a stationary solution to equations (2) with finite second or fourth moments.
Formally, recursion relations (2) give the following Volterra series expansion of r 2 t :
By taking the expectation on both sides and using the independence of ε t 's, one obtains
Hence it easily follows that
is sufficient for the existence of stationary solution (4) with Er 2 t < ∞. The uniqueness and the necessity of (5) for the existence of such a solution also follow easily, see Kokoszka and Leipus (2000) , Giraitis et al. (2000a) .
It is also easy to obtain a sufficient condition for the existence of a stationary solution with finite fourth moment. To that end, apply to (4) the norm (Minkowski) inequality:
Similarly as above, this yields
is satisfied, then r t of (4) is a fourth order stationary solution to (2), see Giraitis et al. (2000a) . A similar norm inequality works in the case of E(r (6) is not necessary for the existence of fourth order stationary solution. For example, in the case of GARCH(1,1) r t = ε t σ t , σ
, while a fourth order stationary solution is known to exist under the weaker conditions
see Karanasos (1999) , He and Teräsvirta (1999) . To obtain a sufficient and necessary condition in the general case, one needs to study orthogonal Volterra representation of r The resulting expression appears rather complicated, but nevertheless it can be identified and studied (Giraitis and Surgailis, 2002) . In order to describe it, denote g j the coefficients of the generating function
More explicitly,
Then
where µ = Er
. The series (9) converges in mean square if and only if
hold, and define a stationary solution of (2). In fact, conditions (10) are sufficient and necessary for the existence of fourth order stationary solution of (2) (Giraitis and Surgailis, 2002) . By orthogonality, it easily follows that
For the GARCH(1,1) model
the above formulas are more explicit. The model itself can be rewritten in the ARCH(∞) form
In this case, g j = αλ 1 (λ 1 α + β) j−1 , conditions (7) and (10) coincide, and (9) becomes
where (12) or (11) one can explicitly find the variance and covariance function of the GARCH(1,1) model in terms of the coefficients α 0 , α, β and the moments λ 1 , λ 2 :
which were also obtained in Teräsvirta (1996) . We also note an alternative approach in Kazakevičius et al. (2001) to the problem of the existence of fourth order stationary solution of ARCH(∞), which leads to equivalent necessary and sufficient conditions as (10) . For necessary and sufficient conditions of the existence of high order moments for the family of GARCH processes see McAleer (2002a, 2002b) . Ling and McAleer (2003a) studied theoretical properties of the multivariate ARMA-GARCH model.
Dependence structure, association and limit theorems
The equation (11) for the covariance of ARCH(∞) squares r 2 t allows to directly study its summability and decay properties. From (8) and the summability of b j 's it follows the summability of g j 's which in turn implies by (11) the summability of the autocovariances of r
(Note that Cov(r 2 k , r 2 0 ) ≥ 0 for all k, which follows from (11) and also from the associativity property of r 2 t , see below.) Equation (13) (Here and below, x k ∼ y k means x k /y k → 1 while x k y k means that there are positive constants C 1 and C 2 such that C 1 y k < x k < C 2 y k for all k.) Thus, even though condition (6) implies absolute summability of the covariances, it allows for a very slow rate of decay of the autocorrelation function when γ > 1 is close to 1. The last property may be characterized as moderate memory. Near epoch dependence and moderate memory property of the so-called HYGARCH model were studied by Davidson (2004) .
The above discussion basically concerns second-order properties of r 2 t only. Some further insight about these properties can be obtained from the moving average representation
where g j (8) and
The above representation is a direct consequence of (9), from which the ν t 's can be also expressed as a Volterra series in the standardized variables ζ s , s < t. Of course, (14) yields the same covariance formula as (11) . On the other hand, the ν t 's are not independent, meaning that "higher order" dependence and distributional properties of (14) may be very different from the usual moving average in i.i.d. random variables.
ARCH(∞) sequences have important property of associativity. A random sequence {X t } is said to be associated (or positively correlated) if the inequality
holds for any coordinate nondecreasing functions f, g : R n → R and any t 1 , . . . , t n , n = 1, 2, . . . . In particular, the covariance function (if it exists) of associated sequence is nonnegative: Cov(X s , X t ) ≥ 0 for any s, t. Associated sequences are widely encountered in applications, see e.g. Barlow and Proschan (1981) , Newman (1984) , Cox and Grimmett (1984) . Association is a very strong property, under which uncorrelatedness implies independence similarly as in Gaussian case. A number of limit theorems have been proved for associated sequences under covariance restrictions only. One of the most celebrated results, due to Newman and Wright (1981) , says that if {X t , t ∈ Z} is strictly stationary and associated and σ 2 = t∈Z Cov(X 0 , X t ) < ∞ then the partial sums' process
in the Skorokhod space D [0, 1] , where {W (τ )} is a standard Brownian motion. It is well known that independent random variables are associated, and that this property is preserved by coordinate-nondecreasing (nonlinear) transformations. In particular, the ARCH(∞) process of (4) (4) is replaced by some larger quantity. Therefore the ARCH(∞) process (4) is associated.
An immediate consequence of (15), (13) and the association property of is the functional central limit theorem for squares r 2 t of ARCH(∞):
where σ 2 equals to the sum in (13) . This result is quite surprising given a rather complicated nonlinear structure of ARCH(∞), since it holds for any stationary solution r t such that Er It seems that the implications of association property to the study of ARCH models have been not yet fully explored. This remark applies e.g. to the covariance structure and dependence properties of general nonlinear transformations of ARCH(∞), Rosenthal inequalities, rate of convergence, empirical processes and many other questions. See the dissertation of Louichi (1998) for references.
Stationary solution of ARCH(∞) without moment assumptions
A rather unusual feature of ARCH equations is the fact that they may admit a stationary solution which does not have any moments, even if the i.i.d. "shocks" ε t 's are N (0, 1). In such case, the Volterra series (4) converge in probability but not in any moment sense, and the properties of the infinite series are much more difficult to study. Nelson (1990) showed, using the theory of products of random matrices, that a necessary and sufficient condition for the existence of a strictly stationary GARCH(1,1) process is
This condition is of course much weaker than any of conditions (5), (6), (7) given above (which imply in particular the existence of finite moment Er
Nelson's result was extended to the GARCH(p, q) case by Bougerol and Picard (1992) , who showed that, under condition Eε 
t−q+2 ) satisfies the random coefficient matrix AR(1) equation
with B = (α 0 , 0, . . . , 0) ; see Bougerol and Picard (1992) .
Further progress in this direction was made by Kazakevičius and Leipus (2002) , who discussed the general case of ARCH(∞). They observed that the volatility can be written as
the convergence of the series being equivalent to the existence of a stationary solution r t = ε t σ t , where
Equation ( 
Kazakevičius and Leipus (2002) showed that in the GARCH(p, q) case, the top Lyapunov exponent satisfies
is the convergence radius of the random power series
see equation (19) . It turns out that in general ARCH(∞) case, R is nonrandom and therefore γ defined by (22) can be considered an the analog of of the top Lyapunov exponent. Similarly as in the GARCH case, γ < 0 implies the existence of a stationary solution r t = ε t σ t of ARCH(∞), with σ 2 t given by (19) . The last condition is of course not necessary and a stationary solution may as well exist if γ = 0. In fact, using the argument of Kazakevičius and Leipus (2003) one can show that a stationary solution of ARCH(∞) with finite mean and coefficients b j j −q , q > 1 satisfies γ = 0. This shows that vanishing of the top Lyapunov exponent is typical for stationary solutions of ARCH(∞) with a power-like decay of coefficients.
Kazakevičius and Leipus (2002) also proved the uniqueness of the above stationary solution under some additional condition on the coefficients b j (which is satisfied, for example, if these coefficients monotonically decay starting with j large enough).
Existence of integrated ARCH(∞) process
To invoke the widely discussed and notable analogy between ARCH and ARMA, one has to rearrange the GARCH(p, q) equation (1) 
(we assume Eε 2 0 = 1 for simplicity). Then
is the unit root condition. The corresponding GARCH model, called the Integrated GARCH(p, q), was introduced by Engle and Bollerslev (1986) in analogy with integrated ARMA model in order to explain the observed IGARCH effect in financial data when the estimated parameters α 1 , . . . , α q and β 1 , . . . , β p of the (1) model sum up to a value which is close to one. A similar rearrangement of (2) leads to the notion Integrated ARCH(∞), or IARCH(∞), which is defined as a solution to (2) with
Integrated processes constitute an important class of ARCH processes where the similarities and the differences between ARCH and ARMA most distinctly appear. It is easily seen (see also (5) ) that stationarity and (26) imply Er 2 t = ∞ and therefore a stationary IARCH(∞) process r t necessarily has infinite variance. Moreover, in this case even the interpretation of ν t as martingale innovations becomes peculiar as the ν t 's have infinite unconditional absolute mean. Nevertheless, differently from AR(∞) case, the IGARCH(∞) equation may admit a stationary solution.
The most famous example of IARCH processes is the FIGARCH process defined by
is the fractional differencing operator. This model, introduced by Baillie et al. (1996a) in order to capture long memory effect in volatility, allows a hyperbolic decay of the coefficients b j which are positive, summable, and satisfy the unit root condition (26) . However, the proof of existence of stationary solution to (27) Bougerol and Picard (1992) obtained the existence of a stationary Integrated GARCH(p, q) process as a corollary to their more general result discussed above. Essentially, their conditions (which ensure that the top Lyapunov exponent γ < 0) require that all coefficients α i , β i are strictly positive. Kazakevičius and Leipus (2003) discussed a similar problem in the general IARCH(∞) case, by using the definition of γ (22) via the convergence radius R. They replaced the positivity condition of the coefficients of Bougerol and Picard (1992) by the requirement that the weights b j decay exponentially, more precisely, that
If γ is negative then r t = ε t σ t with σ t (19) is a stationary IARCH(∞) solution. They also showed (assuming E log − ε 2 0 < ∞) that if this decay condition of b j is not satisfied (as in the FIGARCH case), then γ = 0. The last result can be considered as a further confirmation of the difficulty of the FIGARCH problem, and indicates the limitations of the random matrices approach to the existence problem of stationary solution of ARCH equations.
Our final remark concerns the question of long memory. The result (13) can be interpreted as the fact that the squares r 2 t of covariance stationary ARCH(∞) always have short memory. However, the last fact does not rule out the possibility that absolute values |r t | or some (fractional) powers |r t | δ , δ > 0 may have non-summable autocorrelations, under the same conditions which guarantee the existence of covariance stationary solution and especially in the case of IARCH when r 2 t has infinite variance. Such possibility seems unlikely, because of the summability of the coefficients b j in ARCH(∞) and the associativity property discussed above. Nevertheless, several empirical studies indicate that sample autocovariances of absolute powers of asset returns exhibit "maximal memory" for δ = 1, see Ding et al. (1993) . While absolute powers |r t | δ of ARCH(∞) are mathematically hard to handle (unless δ is an even integer), this was one of the reasons for introducing stochastic volatility models, which allow modelling of long memory; see below.
Other ARCH and related models
In a wider sense, the term "ARCH process" refers to the class of processes r t with zero conditional mean E(r t |r s , s < t) = 0 and the conditional variance σ 2 t = Var(r t |r s , s < t) being a general function of the past information set r s , s < t (which may also include some additional "exogenous" variables). The possibilities of choices of functional forms of σ 2 t are very numerous, leading to a vast family of ARCH models and modifications, only part of which is mentioned in our reference list. This review focuses on the probabilistic aspects of ARCH modelling, and we do not attempt to cover the whole econometric literature on ARCH. Of course, the topics and models discussed below are motivated in some sense by the interests of the authors of the review.
The LARCH model
The Linear ARCH (LARCH) model, introduced by Robinson (1991) , is defined by
where {ε t , t ∈ Z} is an i.i.d. sequence with zero mean and finite variance, and the coefficients β j satisfy
for some 0 < d < 1/2, c > 0. The particular case
The main advantage of LARCH is that it allows modelling of long memory as well as some characteristic asymmetries (the "leverage effect"). Both these properties cannot be modeled by the classical ARCH(∞) with finite fourth moment. The condition (29) implies only j β 2 j < ∞ which is weaker than assumption j b j < ∞ for the ARCH(∞) model (2) . Neither α nor the β j are assumed positive and, unlike in (2), σ t (not σ 2 t ), is a linear combination of the past values of r t , rather than their squares.
A not so pleasant feature of the LARCH model is that σ t may be negative or vanish, being a linear combination of martingale differences r t with zero mean, and so it lacks some of the usual volatility interpretation. Recently, Koulikov (2003) 
is the squared linear combination of r s , s < t and so the LARCH model formally appears a particular case of Sentana's Quadratic ARCH (QARCH) models (Sentana, 1995) . In the QARCH case, the conditional variance is an arbitrary nonnegative second order polynomial of the past information set r s , s < t, which may contain both linear and quadratic terms. While the discussion in Sentana (1995) seems limited to finite memory Markov models, his model allows considerable flexibility and asymmetry. It is not clear if the method of Volterra expansions can be applied to the study of the QARCH model, as these expansions might appear intractable.
Long memory properties of the LARCH model were studied in Giraitis et al. (2000c) , . Similarly as the ARCH(∞) case, it is easy to show that a covariance stationary solution r t to (28) exists if and only if
(we assume Eε 2 = 1), in which case it can be represented by the convergent orthogonal Volterra series
The above fact holds independently of (29) The long memory property of the "observable" process r t is more difficult to establish, as it requires the study of dependence properties of nonlinear functions of r t . One of the simplest such functions is r 2 t , however, even in such case, the expression for Cov(r 
as k → ∞, where the constant C > 0 is explicitly written in terms of parameters α, b, c, d. The above paper also obtains the convergence of the partial sums' process of r
where Short memory versions LARCH(p), GLARCH(p, q) of (28) can be introduced, similarly as in ARCH(∞) case. In fact, LARCH(1) turns out to be a particular case of the asymmetric ARCH model of Engle (1990) , and GLARCH(p, q) a particular case of Sentana's QARCH model. As mentioned above, the main reasons for introducing these models was the desire to model asymmetric behavior, in particular, the leverage effect. This effect, first described by Black (1976) , is the empirically observed property for volatility of asset returns to move in the opposite direction to returns, after a delay, as happens when the conditional variance is negatively correlated with past returns. Engle (1990) and Sentana (1995) A heuristic explanation of this phenomenon from the LARCH equations is the following. Consider LARCH(1) σ t = α + β 1 r t−1 and α > 0, β 1 < 0. Clearly an increase of r t−1 results in a decrease of σ t because of β 1 (2003) developed R/S-type tests for long memory in LARCH processes against their short memory counterparts. Giraitis et al. (2000b) discussed the estimation of the long memory parameter in the LARCH model.
Bilinear process
Formally, the classes AR, ARCH, LARCH (at least, their finite memory counterparts ARMA, GARCH, GLARCH) all belong to the general class of bilinear models introduced by Granger and Andersen (1978) . The existing literature on bilinear time series models is quite large, see the monographs by Subba Rao and Gabr (1984) and Terdik (1999) , however, it does not have much in common with the ARCH literature, probably because it focuses on homoscedastic case. Giraitis and Surgailis (2002) studied the heteroscedastic bilinear equation
where {ζ t , t ∈ Z} are i.i.d. random variables, with zero mean and variance 1, and a j , c j , j ≥ 0 are real (not necessary nonnegative) coefficients. Equation (34) appears naturally when studying the class of processes with the property that the conditional mean µ t = E(X t |X s , s < t) is a linear combination of X s , s < t, and the conditional variance σ 2 t = Var(X t |X s , s < t) is the square of a linear combinations of X s , s < t, as it is in the case of (34):
Clearly, the case a j ≡ 0, j ≥ 1 gives the linear AR(∞) equation, while c j ≡ 0 (j ≥ 0) results in the LARCH equation (28) . It is less obvious that the ARCH(∞) equation (2) is also a special case of the bilinear equation (34) . To see this, put
). Then (2) can be rewritten as
which is a particular case of (34).
Heteroscedastic models with non-zero conditional mean (combinations of the type ARMA-ARCH) have been studied in the literature; see e.g. Baillie et al. (1996b) , Ling and Li (1998), Teyssière (2000) , Li et al. (2002) . The paper Giraitis and Surgailis (2002) attempts a systematic study of bilinear models (34) with long memory. For (34) , it defines long memory in conditional mean and long memory in conditional variance, and describes a class of fractional bilinear models which exhibit both types of long memory, with arbitrary (fractional) parameters 0 < d 1 
The bilinear model (34) in the cases c 0 = 0 and c 0 = 0 has different properties. The first case (to which the ARCH(∞) reduces) does not essentially allow for covariance stationary long memory in (34) . Let c 0 = 0 below. Introduce the generating functions
Under some natural conditions on coefficients g j , h j , the most important of which is
it was proved that equation (34) admits a unique stationary and ergodic solution X t = ζ t σ t + µ t given by the convergent orthogonal Volterra series
Note that here σ t = σ 2 t , similarly as in the LARCH case, as σ t may assume negative values. From (35) , (36) it follows that the processes X t , µ t , σ t admit the moving average representations:
w.r.t. martingale differences ν s = ζ s σ s , implying in particular
If |g j | and |h j | are summable, then X t , µ t and σ t have short memory (absolutely summable autocovariances). For example, this holds when (
The long memory in conditional mean (respectively, in conditional variance) is defined in terms of the coefficients of the linear filters (37), namely
where 
where P i (z), i = 1, 2 satisfy some root conditions, for which the corresponding G(z), H(z) satisfy (38) . Consequently, the bilinear equation (34) may exhibit double long memory (i.e. long memory both in conditional mean and in conditional variance). A natural question arises which of these two long memories plays a dominating role. The asymptotic behavior of the covariance of X t depends on d 1 only (Cov(X k , X 0 ) decays as k 2d1−1 ), so the above question concerns nonlinear functionals, in particular the squared process X 2 t . The answer to this question depends on which of the two quantities 2(1 − 2d 1 ), 1 − 2d 2 is larger: if 2(1 − 2d 1 ) < 1 − 2d 2 , then the long memory in conditional mean dominates, meaning that the covariance Cov(X 
EGARCH and stochastic volatility models
By stochastic volatility (SV) one usually means a model of the form
where σ t > 0 is a measurable function of the past "information set" F t−1 which contains all information r s , ε s ≤ t − 1 up to time t − 1, and may contain some other "unobservable information" as well, with the property, that ε s , s ≥ t are independent of F t−1 . This implies of course E(r t |F t−1 ) = 0 and σ 2 t = Var(r t |F t−1 ). It is often assumed that the volatility is of the form
where f is a (nonlinear) function, and η t is a stationary process of some familiar type, e.g. Gaussian or ARMA. The choice of σ t as a function of Gaussian process imposes distributional assumptions on the volatility which one would like to avoid, of course. On the other hand, it has several important advantages, as explained in Robinson (2001) . Firstly, it allows modelling of long memory volatility, by taking η t a long memory Gaussian process. Secondly, it allows a very general form of nonlinearity f in (40) by using the techniques of expansions of nonlinear functions of Gaussian random variables in Hermite polynomials. It is clear that a nonlinear function of σ t , say |σ t | δ , where δ > 0 is arbitrary, is again of the form (40) and so this choice of volatility form allows the study of covariance behavior and other properties of general nonlinear transformations of r t and σ t . An appropriate choice of Gaussian nonlinearity leads to long memory SV models (39) which have infinite fourth moment and for which the autocovariances of r 2 t are not well-defined. Robinson (2001) discusses a very general class of SV models with Gaussian nonlinearities, where ε t = f 1 (η 1t ) in (39) is also a nonlinear function of another Gaussian process η 1t which is uncorrelated with η s , s ≤ t, and the processes η 1t , η t may be vector-valued. He obtains the asymptotic formulas for autocovariances of general nonlinear functions of f 1 (η 1t )f (η t ) and exhibits various forms of long memory behavior.
Another popular choice of (40) is f (η t ) = e ηt , where η t is a moving average process of ARMA or FARIMA type. The corresponding SV model known as the Exponential Generalized ARCH (EGARCH) model, was proposed by Nelson (1991) . More precisely, the EGARCH model is given by equations
and where θ, γ are parameters which account for certain asymmetries observed in financial data. The particular case EGARCH(p, q) corresponds to η t = log σ t being an ARMA(p, q) process, i.e. a stationary solution of Bollerslev and Mikkelsen (1996) .
A related class of long memory SV models was introduced in Breidt et al. (1998) and Harvey (1998) :
where ξ t , t ∈ Z is a sequence of standard i.i.d. random variables, independent of the sequence ε t , t ∈ Z, and where b j are as in FARIMA case. Long memory properties of powers |r t | δ , δ > 0 of the SV model of (43) were first obtained in Harvey (1998) . In the case when ξ t are normal i.i.d., he obtained the autocorrelation function
which shows that the decay of autocovariances of |r t | δ is proportional to the decay of autocovariances of (FARIMA) process η t .
Surgailis and Viano (2002) obtained similar results without imposing distributional assumptions. They considered a generalization of (43) , where ε t and ξ t are not necessary independent; it is only assumed that the bivariate sequence (ε t , ξ t ), t ∈ Z is i.i.d., with zero means Eε t = Eξ t = 0 and unit variances. Their model also includes the FIEGARCH model as the particular case ξ t = g(ε t ). By assuming
and appropriate moment conditions on ε 0 , ξ 0 , they proved for any real δ > 0
similarly as in (44), where c 1 depends only on c 0 , d. They also proved the convergence to a fractional Brownian motion:
The last paper also discussed the case where the process η t in (43) is short memory, in the sense that the coefficients b j are summable:
Under similar moment conditions, it proved that in such case the autocovariances of powers |r t | δ are also summable, that partial sums of |r t | δ converge to a standard Brownian motion, under normalization growing as N 1/2 . The proof of the last result uses cumulants and some combinatorial formulas for cumulants of exponents of linear combinations in independent random variables which seem to be new even in the Gaussian case.
As mentioned above, the specific form ξ s = g(ζ s ) of (42) allows to model certain asymmetries observed in financial data (leverage effect). Nelson (1991) obtained the formula for the covariance between log σ t and ζ t−k . This leverage effect was also discussed by Bollerslev and Mikkelsen (1996) . Surgailis and Viano (2002) showed that if the distribution of ε 0 in the EGARCH model (41) is symmetric, then the covariance Cov(σ δ t , r t−k ) has always the sign of the product θb k , in particular Cov(σ δ t , r t−k ) < 0 if θb k < 0.
Regime switching SV and related models
Mikosch and Stărică (1999, 2004) argue that the observed long memory in financial data is spurious and can be explained by structural breaks in GARCH models. Dahlhaus and Subba Rao (2003) investigated properties and estimation of nonstationary ARCH models with time-varying coefficients. A popular approach to modelling of structural breaks is Markov switching (Hamilton, 1989) . Markov switching ARCH models are discussed in Hamilton and Susmel (1994), Cai (1994) , Dueker (1997) , Francq et al. (2001) .
An alternative to Markov regime switching (which generally leads to short memory processes) is renewal regime switching, with independent and heavy tailed consecutive regime durations. Empirical evidence of heavy tailed regime durations is discussed in Jensen and Liu (2001) Liu (2000), discussed regime switching SV model r t = σ t ε t , where volatility
with some c 1 > 0, β > 1, then the autocovariance of σ t decays as t 1−β so that for 1 < β < 2, the SV model in (48) has covariance long memory (Liu, 2000) . Moreover, for any δ > 0
where ν t = |ε t | δ − E|ε t | δ are zero mean i.i.d., and σ δ t has the same form (48) with ζ j replaced by ζ
) and the limit distribution of the partial sums process
is determined by the second term on the r.h.s. of (50) which is asymptotically β−stable; more precisely,
in the sense of convergence of finite dimensional distributions, where Z β (τ ) is a β−stable Lévy process with independent increments, see Taqqu and Levy (1986), Pipiras et al. (2003) . The result (51) is typical for "renewal type long memory" and is in deep contrast with the fBM asymptotics of the corresponding partial sums processes in (47) and (33) for the EGARCH and LARCH models. The limit process Z β (τ ) has infinite variance while |r t | δ has finite variance, which means an increase of variability in the distributional limit (51) . On the other hand, the limit process in (51) has independent increments while the summands have (covarance) long memory, meaning that this long memory does not persist in the distributional limit. A similar lack of persistence of long memory seems characteristic to some other econometric models, in particular to Parke's (1999) model (see Davidson and Sibbertsen, 2002) . Similar properties were proved in for some models arising in telecommunications. A general renewal regime switching scheme leading to a similar "increase of variability" and stable limit distribution of partial sums is discussed in , in particular, the linear model
with renewal switching in levels (µ t ), slope (a t ) and/or volatility (σ t ). The case of AR(1) equation with a t perfoming a heavy tailed regime switching in the interval [0, 1] including the unit root a t = 1 and its neighborhood is discussed in . Let us note that the existence of covariance long memory in AR(1) model with a t switching between two values 0 and 1 was first observed by Pourahmadi (1988).
As noted above, similar results can be expected for finite memory ARCH models with heavy tailed switching coefficients. The simplest case is the GARCH(1,1) equation
where α, β are nonrandom, and {α 0t } is a (stationary) process, independent of {ε t }. In particular, α 0t may assume only two values 0 and 1 on consecutive intervals of a stationary renewal process with a heavy-tailed inter-renewal distribution U , similarly as in Pourahmadi (1988) . Equation ( (53) where the second term on the r.h.s. vanishes exponentially, but the first term may decay very slowly, e.g. as t 1−β in the case of renewal switching α 0t with inter-renewal distribution (49) . Moreover, in the above example (52) one can show a similar covariance decay for arbitrary powers |r t | δ , provided a t assumes values 0, 1 only. While this example might be too simple and not characteristic, it also demonstrates the possibility of modeling long memory with the help of classical GARCH models with time-varying random coefficients.
Random coefficient ARCH and aggregation
A natural generalization of GARCH(1,1) (more generally, of ARCH(∞)) is to assume the coefficients α 0 , α, β random and/or time-varying. There exists a considerable literature on random coefficient AR models (AR(1) in particular), and the interest in such generalizations recently has increased in connection with the studies of models which involve regime switching and structural breaks. The corresponding ARCH models with constant random coefficients lead to non-ergodic processes whose parameters cannot be consistently estimated. The motivation for such studies follows the important Granger's idea of aggregation.
Aggregation
The basic scheme of contemporaneous aggregation usually starts with N "elementary" individual processes {X
}, which evolve according to a random parametric short memory dynamics, and the aggregated process is the limit of the normalized averages N Granger (1980) found that aggregation of random coefficient autoregressive AR(1) process can lead to Gaussian long memory aggregated process. Since Granger's pioneering work, this question has attracted considerable attention in the econometric and time series literature, see Gonçalves and Gouriéroux (1988) , Lippi and Zaffaroni (1999) , and Oppenheim and Viano (1999) among others.
A related problem of generating long memory by aggregation of short memory models in ARCH set-up was analyzed in Ding and Granger (1996) . They studied the so-called N -component GARCH(1,1) aggregation scheme
based on averaging of GARCH(1,1) volatilities 
where a
k . Ding and Granger (1996) conjectured that, similarly as in AR (1) case, the limiting aggregated model
which is an ARCH(∞) model with deterministic coefficients b k = Ea For p + q = 1 and 0 < q < 1/2, they showed that Kazakevičius et al. (2001) , where the limit r 2 t is ARCH(∞) model with
Since the covariance function r 2 t is absolutely summable, differently from AR(1) case the aggregation procedure does not lead to the long memory. On the other hand, a similar aggregation procedure of random coefficient GLARCH(1,1) is likely to result in a long memory limiting process, but this possibility was not yet studied.
Leipus and Viano (2002) also discussed the aggregation (averaging) procedure
of squared random coefficient ARCH models 4 We say that ξN 
Statistical inference

Estimation of parameters
Earlier works on (quasi) maximum-likelihood estimation in GARCH(p, q) model used the assumption of Gaussianity of errors, which was later dropped. Asymptotic properties of such estimators were considered in several papers. Engle (1982) and Bollerslev (1986) considered the maximum likelihood estimator (MLE) for conditionally Gaussian ARCH(p) and GARCH(p, q) models, which extends readily to ARCH(∞) of (2). Given observations r t , t = 1, ..., N , the log-likelihood, apart from an additive constant, is equal to
b is any admissible value of b 0 and b j (θ) depend on a parameter θ ∈ R p . The likelihood (54) was used by Robinson (1991) for testing for long memory in ARCH(∞). Note that (54) is only approximate because σ * t
where the maximization is taken over a suitable subset of R p+1 . For inference, the limiting distribution of ( θ, b) is of interest. Weiss (1986) showed that Bollerslev (1986) who noted that r 2 t generated by (1) has an ARMA type representation, albeit with conditionally heteroscedastic innovations, and it was employed in Harvey (1998) and Zaffaroni (1997, 1998) for certain class of stochastic volatility and non-linear moving average processes.
Rewrite ARCH(∞) model (2) as
where ν t = r 
where Θ is a compact subset of R p . The normalized spectral density g(λ; θ) is often explicitly given, for example, for GARCH(p, q) models it equals (see Bollerslev, 1986) 
where α(z) = 
Giraitis and Robinson (2001) showed that where f (λ, ω, ν) is the fourth-order cumulant spectrum of r 2 t . Note that the matrices V and W can be consistently estimated.
The following two remarks should be made in this context. Firstly, the above Whittle estimation in the case of GARCH(p, q) processes requires that their spectral density (56) is sufficiently regular and satisfies condition (57) . Secondly, the above results apply to weights which decrease much more slowly than exponentially, e.g. as
where ζ > 1 and c 1 > 0, in which case we have in the above example, θ = (θ 1 , θ 2 ) and
, where the true θ 1 equals ζ, θ 2 is bounded by 1 from above, and g(λ; θ) satisfies (57) . Of course, the lack of a closed form representation of the above spectral density is a practical disadvantage. Although the Whittle estimation method is simple and easy to use, θ has a different limiting variance from θ as shown in Lee and Hansen (1994) , Lumsdaine (1996) , and is asymptotically less efficient than θ when the r t 's are conditionally Gaussian.
Let us note, finally, the result of Mikosch and Straumann (2002) , who showed some non-standard properties of the Whittle estimator in a heavytailed GARCH(1, 1) model.
Change-point problem
In order to avoid spurious inference, an important problem in financial data analysis is testing for parameter constancy against some kind of instability in the conditional variance, in particular for structural breaks of variance Var r t .
Kokoszka and Leipus (1999) studied the CUSUM type tests for a changepoint in the parameters of the conditional variance of the ARCH(∞) model defined by equations (2), which results in the change of the variance Var r t . They assumed the following condition 
where k * = [N τ * ], 0 < τ * < 1 is fixed, and sequences {r (1) t } ∈ R(b (1) ), {r (2) t } ∈ R(b (2) ) with b (1) = b (2) have different variances Var r
t . The sequences {r (1) t } and {r (2) t } are generated by the same noise sequence {ε t }. Kokoszka and Leipus (1999) Note that under H 0 , the process r 2 t has short memory and σ 2 < ∞. To construct the asymptotic critical regions, the only unknown parameter σ 2 of the limit distributions in (61) can be estimated bŷ 
