Abstract. The author discusses the semilinear parabolic equation ut = ∆u+ f (u) + g(u)|∇u| 2 with u| ∂Ω = 0, u(x, 0) = φ (x). Under suitable assumptions on f and g, he proves that, if 0 ≤ φ ≤ λψ with λ < 1, then the solutions are global, while if φ ≥ λψ with λ > 1, then the solutions blow up in a finite time, where ψ is a positive solution of ∆ψ + f (ψ) + g(ψ)|∇ψ| 2 = 0, with ψ| ∂Ω = 0.
u(x, t) = 0, t>0, x ∈ ∂Ω, (1)
x∈ Ω,
where Ω ⊂ R n is a bounded domain with smooth boundary ∂Ω. Kawohl and Peletier [KP] discussed the blowup behaviors when f (u) = |u| p−1 u and g(u) ≡ c. Galaktionov [G] obtained exact solutions of u t − u xx = u 2 + |u x | 2 on R + × R. Many authors (see [KP] , [CW] , [S] , [F] , and [D] ) discussed the following problem:
u(x, t) = 0, t>0, x ∈ ∂Ω, (2) u(x, 0) = φ(x), x∈ Ω.
Existence of global solutions of (2) depends upon the balance between the power of the damping term and that of the source nonlinearity. In one dimension, Deng [D] and Fila [F] proved that under suitable assumptions on p and q, the solutions of (2) blow up in a finite time if φ(x) ≥ ψ(x), ∀x ∈ Ω, where ψ is the unique steady state of (2). Deng [D] also proved that if φ < ψ, the solutions of (2) approaches zero as t → 0. In the case where there is no gradient term, Brezis et al. [BC] discussed the relations between the existence of global, classical solutions and the existence of weak solutions of the corresponding stationary problem. Under suitable assumptions on f (u), they concluded for (1) with g(u) = 0 that: (a) If there exists a global, classical solution of (1), then there exists a weak solution of the stationary problem. (c) If there is a weak solution w of the stationary problem, then for any u 0 ∈ L ∞ (Ω) with 0 ≤ u 0 ≤ w, the solution of (1) with u(0) = u 0 is global. Chen and Derrick [CD] considered the system The purpose of this paper is to obtain similar results to those of [CD] for the problem (1). We assume that 
for some τ > 0 (see [A1] ). By the maximum principle, since v = λψ is a supersolution of (1) if φ ≤ λψ, we have
and since v = λψ is a subsolution of (1) 
We first prove the blowup property. Let T * be the maximal time such that u(x, t) exists. For any number n, set
Differentiating (5), substituting in the equation (1) and integrating by parts (notice that the boundary values are always zero), we have
To simplify (6), we write
It follows from (6) that
Using the identity
u n ∆ψ dΩ,
Using (4) and assumptions (i) and (iv), we can take n sufficiently large that for
Thus we obtain h n (t) ≤ 0 or h n (t) ≤ h n (s) for 0 ≤ s < t ≤ T * − δ. Taking nth roots and letting n → ∞, we have
which implies that
is decreasing. To prove that u(x, t) blows up in a finite time we first show that T * < ∞.
It follows from (8), (10) and assumption (v) that
for sufficiently large but fixed n, where satisfies
for x ∈ Ω − Ω (notice that we temporarily assume u is bounded). Integrating (11) from 0 to t yields
Letting t → ∞, we get a contradiction. If b = 0, then for any N > 1, we have
for sufficiently large t 1 . If we use this u(x, t 1 ) as the initial value to solve the problem (1), then the solution must blow up. Since the solution of (1) is unique by the maximum principle, we still have a contradiction. Thus T * < ∞. If u is bounded in (0, T * ), then, by [A2] , so is |∇u|, and u can be extended to a time greater than T * , which is impossible from the definition of T * . Hence u(x, t) blows up as t → T * . Now we prove that u(x, t) decays exponentially if φ ≤ λψ with λ < 1. Similar to the argument above, setting
Using (3) and assumption (iv), we can take n sufficiently large such that for sufficiently small n > 0
Define Ω as before. Using (12), we obtain
where
which implies for fixed n that 1 max ψ n
Since u = 0 on the boundary and u(x, t) ≤ ψ(x), we have Ω u n+2 dΩ → 0 as t → ∞. By [H] , u(x, t) decays exponentially.
Example. For n = 1, the problem
The corresponding steady state is ψ(x) = sin(x) in (0, π). If c > 0, then φ < ψ and the solution is global and exponentially decays. If −1 < c < 0, then φ > ψ and the solution blows up in a finite time.
Remark. If the problem ∆ψ+f (ψ)+aψ p |∇ψ| 2 = 0, with ψ| ∂Ω = 0, has two positive solutions, then they must have intersection points by the results of Theorem 1. In fact, assume ψ 1 (x) and ψ 2 (x) are solutions with ψ 1 (x) > ψ 2 (x) in Ω. We first show that sup Ω ψ 2 (x) ψ 1 (x) < 1. (13) If (13) f (ψ 2 + θ(ψ 1 − ψ 2 )) + g (ψ 2 + θ(ψ 1 − ψ 2 ))|∇ψ 1 | 2 dθψ +g(ψ 2 )(∇ψ 1 + ∇ψ 2 )∇ψ = 0, ψ| ∂Ω = 0 and ∂ψ(x 0 )/∂n = 0. But the strong maximum principle says ∂ψ(x)/∂n < 0 for all x ∈ ∂Ω, which is a contradiction. Thus (13) is true. Now we can choose two numbers λ 1 < 1 < λ 2 and the initial value φ(x) such that λ 2 ψ 2 (x) < φ(x) < λ 1 ψ 1 (x), leading to a contradiction by Theorem 1. Hence the two solutions must have intersection points in Ω.
