





































computational  cost,  we  employed  the  strain  Green’s  tensor  and  source‐receiver  reciprocity 

















method,  we  decompose  a  large  earthquake  into  a  series  of  point  source  subevents,  and 
simultaneously  resolve  their  source parameters. Each  subevent has  10 unknown parameters, 
including  subevent  locations  (3),  centroid  times  (1),  source  time durations  (1), and deviatoric 
moment  tensors  (5). When  the  number  of  subevents  n  is  large,  resolving  all  10*n  unknown 
parameters  through  a  purely  nonlinear  framework  is  inefficient.  Therefore,  we  divide  our 
inversion procedure into two stages, in which we nonlinearly optimize part of source parameters, 
while invert for other parameters in a linear framework.   
In  the  outer  stage, we  search  nonlinear  parameters  (subevent  locations,  centroid  times  and 
source  durations)  through  Monte  Carlo  Markov  chains  (MCMC)  with  a  Metropolis‐Hasting 













chains  to  avoid  being  trapped  in  local  minima.  The  MCMC  sampling  follows  a  Bayesian 
framework,  in which  the  prior  probability  density  functions  for  all  nonlinear  parameters  are 
bounded  uniform  distributions.  We  also  introduce  a  penalty  term  to  address  the  moment‐
duration scaling relationship of large earthquakes [Meier et al., 2017], to reject subevent source 
time functions of highly inconsistent aspect ratios. Although the instrumental/noise errors of the 
seismic  recordings  are  typically  insignificant,  additional  errors  can  be  caused  by  improper 
assumptions of  the wave propagation processes  (e.g.  inaccurate velocity model,  finite source 
effect, etc.). Therefore, we introduce data errors which are empirically set to be 10% of the final 
misfits  between  data  and  synthetics.  These  errors  eventually  propagate  to  subevent  model 


















subevent at  the  location near  the  southeastern end of  the major  fault, where a  slip patch  is 
observed from various slip  inversions [Barnhart et al., 2019; Liu et al., 2019; Ross et al., 2019]. 









































⎡ 𝐺ௌெଵ 𝐺ௌெଶ ⋯ 𝐺ௌெ௡𝐺்௘௟௉ௗ௜௦௣ଵ 𝐺்௘௟௉ௗ௜௦௣ଶ ⋯ 𝐺்௘௟௉ௗ௜௦௣௡
𝐺்௘௟௉௩௘௟ଵ 𝐺்௘௟௉௩௘௟ଶ ⋯ 𝐺்௘௟௉௩௘௟௡
𝐺்௘௟ௌுௗ௜௦௣ଵ 𝐺்௘௟ௌுௗ௜௦௣ଶ ⋯ 𝐺்௘௟ௌுௗ௜௦௣௡
𝐺ுோீ௉ௌଵ 𝐺ுோீ௉ௌଶ ⋯ 𝐺ுோீ௉ௌ௡

























in which  𝑚ଵ⋯௡  is the slip vector of all subfault grids, 𝑑ሾௗ௔௧௔ ௧௬௣௘ሿ  is the data vector including 
a variety of data types (Strong motion, teleseismic P waves in displacement, teleseismic P 
waves in velocity, teleseismic SH waves in displacement, high‐rate GPS and InSAR). 
𝐺ሾௗ௔௧௔ ௧௬௣௘ሿଵ⋯௡   are the synthetics of different data types for unit slip on subfault grids from 1 to n. 







































































Figure  S3.  Distributions  of  Markov  Chain  samples  in  the  subevent  inversion  of  the  Mw  6.4 
foreshock. Columns from left to right show the density distribution of subevent centroid times, 



























































































is preferred  in this study  (same as Fig. 3A).  (B) Sentinel‐1  InSAR displacement misfits  for  four 
geometrical settings. Solid  lines  in blue, green, orange and red show the fault surfaces for the 











































E1  2.64  3.61  ‐117.520  35.720  8.90  0.000  ‐0.143  0.142  0.027  0.025  0.018 
E2  5.79  4.81  ‐117.500  35.688  5.81  0.000  ‐0.179  0.180  0.012  0.014  ‐0.014 












































E1  3.78  2.26  ‐117.582  35.745  6.49  ‐0.007  ‐0.163  0.169  0.009  0.080  ‐0.021 
E2  6.68  7.08  ‐117.640  35.813  7.30  0.001  ‐1.534  1.533  0.035  ‐0.144  0.391 
E3  9.58  9.52  ‐117.564  35.724  5.03  0.067  ‐1.762  1.696  0.423  0.594  0.332 
E4  15.15  4.34  ‐117.538  35.704  5.89  0.109  ‐0.638  0.529  0.023  0.145  0.222 










  Total misfit  Strong motion  Tel P  Tel SH  HR GPS  InSAR 
Mw 6.4  33.5  19.4  18.8  11.7  16.1  NaN 
Mw 7.1  141.1  80.1  56.4  42.8  30.6  27.1 
 
Table S3. Contributions to misfit from different data types in the finite fault inversions. 
 
 
