Критерии интегральной оценки электронных документов в системах подготовки принятия решений by Иванов, В.К.
УДК 912:004.023:002.1 
 
КРИТЕРИИ ИНТЕГРАЛЬНОЙ ОЦЕНКИ ЭЛЕКТРОННЫХ ДОКУМЕНТОВ 




Значительное место в современных технологиях подготовки принятия решений 
занимает обработка электронных документов. Практически любой вид обработки так или 
иначе предусматривает оценку документов с позиций, характерных для этого вида. 
Например, при анализе конкурсной документации необходимо оценивать правильность 
состава и структуры документов, соответствие содержания документов установленным 
требованиям, соответствие значений количественных показателей заданным диапазонам. 
А в образовании (письменных работах студентов) и патентоведении (описаниях открытий 
и изобретений), помимо перечисленных выше, весьма важным показателем является 
уникальность документа среди подобных. В работе же кадровых агентств, наоборот, 
важным является оценка степени сходства документов (резюме соискателя и требования 
вакансий). Можно привести большое количество таких примеров. Общим является 
объективное наличие множества оценочных показателей для документа, что дает 
понимание необходимости комплексной оценки. 
В настоящей статье обосновывается система критериев для интегральной оценки 
документов. Также предлагаются базисные модели для количественной оценки 
документов по заданным критериям. Приводятся примеры областей применения. 
Указанная система критериев, по мнению автора, может служить основой для реализации 
технологии автоматизированной оценки документов в системах подготовки принятия 
решений. Приводятся сведения о реализации описываемых подходов. 
В документе могут быть выделены свойства (атрибутивность, функциональность, 
структурность), которые обеспечивают выполнение информационных, коммуникативных 
и кумулятивных функций [1]. Для формализации системы критериев будем рассматривать 
только свойства функциональности и структурности. Атрибутивность по сути выражает 
отношение документов к «не документам», что выходит за рамки контекста данной 
статьи. Итак, предлагаемая система интегральной оценки документов основывается на 
следующих фундаментальных свойствах документа: 
1. Функциональность (предназначенность для передачи информации в 
пространстве и времени). Критерии:  
СF1. Наличие семантического содержания. Выражает соответствие содержания 
(тематики) документа заданному классу (группе, рубрики). 
СF2. Похожесть. Определяет степень совпадения (или уникальности) документа 
среди других документов корпуса. 
СF3. Читабельность. Выражает уровень легкости чтения и усвояемости 
содержания документа различными категориями пользователей. 
2. Структурность (наличие взаимосвязанных элементов, обеспечивающих 
эффективность использования). Критерии: 
CS1. Завершенность структуры. Определяет степень соответствия состава и 
последовательности элементов документа заданным показателям. 
CS2. Объем. Определяет соответствие размера файла, количества страниц, 
абзацев, слов, символов документа заданным значениям. 
CS3. Формат хранения. Определяет соответствие формата документа заданному 
множеству форматов. 
Модели. Для работы с критерием СF1 универсальным подходом является 
использование модели векторного пространства (vector space model, VSM) документов [2], 
которая является фундаментальной для многих задач информационного поиска, включая 
ранжирование документов, фильтрацию данных, классификацию и кластеризацию 
документов [3]. В модели VSM каждый документ можно интерпретировать как вектор 
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где cD  – общее число документов в корпусе, а tD – число документов, содержащих 
данный термин. В такой интерпретации VSM предоставляет значительные возможности 
для тематической классификации документов. 
Похожесть двух документов (критерий СF2) в VSM может быть интерпретирована 











где в числителе скалярное 
произведение векторов документов )( 1dv  и )( 2dv , а в знаменателе – произведение 
евклидовых норм этих векторов. Также следует отметить различные интерпретации 
алгоритма шинглирования [3, 4], которые позволяют определить уникальность текста в 
корпусе, в том числе выявить нечеткие дубликаты. При этом используется коэффициент 
Жаккара, измеряющий степень перекрытия множеств k -шинглов (непрерывных 
последовательностей k терминов) документов 1d  и 2d . 
Для вычисления показателя читабельности (критерий CF3) может быть 
использован индекс легкости чтения Флеша [5]: ),*()*(835,206 21 ws LkLkFr   где 1k  
и 1k  – коэффициенты, зависящие от языка; sL  – средняя длина предложения в словах; wL  
– средняя длина слова в слогах. Также существует целый ряд метрик, основанных на 
подходе Флеша, используя которые можно определить сложность текста: индекс 
туманности Ганнинга, показатель человеческого интереса Флеша, формула Флеша-
Кинксайда, читабельность текста по Фраю, индекс Колемана-Лиау, оценка Рэйгора, 
формула Пауэрса-Самнера-Кеарла, формула SMOG, формула FORCAST. 
Для работы с критерием CS1 (завершенность структуры) целесообразно работать с 
дескриптивной моделью данных Resource Description Framework (RDF) консорциума W3C 
[6], которая позволяет описать модель данных для информационных ресурсов и 
отношения между ними, обеспечивая при этом  простую семантику.  Основные концепции 
RDF (графовая модель данных, словарь на основе URI, типы данных, литералы, XML-
реализация, выражение простых фактов, отношение следствия) позволяют легко 
оперировать описаниями структурных элементов документов при анализе CS1. 
Тривиальное представление объема документа V  (критерий CS2) следующее: 
},,...,,{ 21 nvvvV  где nvvv ,...,, 21  – скалярные значения размера файла, количества 
страниц, абзацев, слов, слогов, символов документа. 
Для определения формата хранения документа F  (критерий CS3) может быть 
использована номинальная шкала FS : ,FSfF i   где в качестве элементов FS могут 
быть использованы наименования форматов, например из [7]. 
Области применения. Некоторые области применения предлагаемой системы 
критериев для интегральной оценки документов перечислены (в алфавитном порядке, не 
по важности) в табл. Показаны виды оцениваемых документов и потенциальная 
применимость каждого критерия. Основные модели, используемые при вычислении 
значений каждого критерия, приведены выше. Из табл. видно, что предлагаемых 
критериев достаточно для выполнения интегральной оценки документов. 
Очевидно, что данная система критериев применима к слабоструктурированным 
текстовым документам. Она не подходит к документам с жесткой формальной 
структурой, например, к бухгалтерской документации. Проверки, осуществляемые в этом 
случае (например, законность хозяйственных операций, соблюдение формы документов, 
наличие обязательных реквизитов, правильности вычислений, таксировка, группировка и 
установление корреспонденции) должны осуществляться другими методами. 
Реализация. С 2010 г. в Центре eScience&Learning Тверского государственного 
технического университета ведутся работы по реализации программной платформы для 
анализа документов Document Text Analyzer (DTA). В настоящее время работы находятся 
на этапе опытной эксплуатации бета-версий следующими компонентов: 
1) очистка текста. Выполняет ликвидацию невидимых символов, элементов XML 
(например, тегов HTML), знаков препинания, цифр, однобуквенных слов; 
2) морфологический анализ. Сопоставляет отдельные слова и словоформы в 
лексиконе, получает все формы слова и определяет грамматические характеристики слов. 
Эксплуатационная версия предусматривает использование продукта  
phpMorphy [8]. 
3) лемматизация (не стемминг). Анализ лексем и преобразование их в основную 
форму (лемму). Используются соответствующие словари; 
4) стоп-листы. Применение списков частых неспецифичных слов, не несущих 
информации о смысле текста, для сокращения размерности векторного пространства; 
5) построение и поддержка VSM, включая расчеты метрики TF*IDF, используемой 
для оценки важности терма документа корпуса (коллекции документов). Используются 
оригинальные алгоритмы автора; 
6) степень сходства документов. При вычислении степени сходства используется 
классическая косинусная мера близости между векторами; 
7) база данных для хранения документов и результатов их обработки и анализа. 
Общий объем – 1500 документов (выборка для экспериментальных работ). Форма для 
задания параметров документа приведена на рис. 1;   
8) генератор отчетов. Формирует расширяемый набор предопределенных отчетов 
из базы данных (рис. 2); 
Предполагается, что DTA будет дополнен такими компонентами, как: 
структурный анализ документа – выявление составных частей и их иерархии, 
оценка соответствия контента заданным правилам; 
поиск ключевых понятий в тексте – именованных семантически значимых 
сущностей (имена, названия, события, даты, адреса, идентификаторы и т. п.); 
расчет показателей сложности текста документа: легкости чтения, необходимого 
уровня образования, индекса туманности. 
 
Рис. 1. Форма DTA для редактирования и анализа документа 
Примеры использования критериев интегральной оценки документов 
в различных областях 
Область применения 
Обрабатываемые документы 
и/или базы данных 
Критерии оценки 
документов 
CF1 CF2 CF3 CS1 CS2 CS3 
Рубрикация персональных 
электронных документов 
Текстовые документы (файлы) 













текстов (text mining) 
Документные базы данных 
электронно-библиотечных 





















формирование запросов и 
оценка релевантности 
 
















Письменные работы студентов 


























Подбор персонала  
на предприятиях  
и в организациях 
 













документация, стандарты, нормы, 





























Издаваемые документы: книги, 














Сбор информации о 
клиентах (в системах CRM)  
Документы (и web-ресурсы), 
содержащие открытую 





    
Экспертиза документов, 
работа экспертных советов и 
групп 
Юридические, научно-













Экспертиза проектов в 
венчурных и других 
инвестиционных фондах 
Заявки, информационные карты, 
документация проектов, правила 

















Рис. 2. Отчеты DTA 
 
Весь комплекс программного обеспечения функционирует на портале 
http://cdokp.tstu.tver.ru в авторизованном режиме. Компоненты реализованы в виде 
библиотек классов, разработанных в соответствии с технологическим стандартом COM и 
доступных из языков программирования, его поддерживающих. 
Опытная эксплуатация программных компонентов разрабатываемой платформы 
проходит в рамках поддержки технологии работы с электронными учебно-методическими 
комплексами – важнейшими объектами инфраструктуры учебного процесса [9]. В 
частности, отрабатываются методы оценки тематической близости документов, которые 
предполагается использовать при построении баз данных работ студентов, их 
автоматической каталогизации и оценки  уникальности. 
Отметим два важных момента, которые имеют фундаментальное значение для 
функционирования предлагаемой системы оценки документов.  
Во-первых, это структура среды хранения электронных документов. Здесь 
представляется потенциально эффективным использовать многомерную модель данных 
Кодда для хранилищ данных систем OLAP [10]. При реализации подобных технологий за 
последние 15 лет накоплен значительный опыт недетерминированной обработки больших 
и сверхбольших объемов данных. Представляя документ в виде многомерного гиперкуба 
и используя доступные алгоритмы вычисления агрегатов для различных совокупностей 
измерений, можно надеяться на достижение высоких эксплуатационных характеристик 
вычисления интегральных оценок. Некоторые результаты исследований в данном 
направлении приведены, например, в [11]. 
Во-вторых, вследствие упрощающего предположения о выражении смысла 
документа множеством ключевых терминов и понятий в модели векторного пространства 
документов может в той или иной степени теряться семантика. Поэтому для сохранения 
точности вычисления значений оценочных критериев крайне необходимо использование 
семантически ориентированных методов (например, тезаурусов или паттернов, 
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