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Abstract
We consider the corner growth dynamics on discrete bridges from (0, 0) to (2N, 0), or
equivalently, the weakly asymmetric simple exclusion process with N particles on 2N
sites. We take an asymmetry of order N−α with α ∈ (0, 1) and provide a complete
description of the asymptotic behaviour of this model. In particular, we show that the
hydrodynamic limit of the density of particles is given by the inviscid Burgers equation
with zero-flux boundary condition. When the interface starts from the flat initial profile,
we show that KPZ fluctuations occur whenever α ∈ (0, 1/3]. In the particular regime
α = 1/3, these KPZ fluctuations suddenly vanish at a deterministic time.
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1 Introduction
Consider the discrete set CN of bridges from (0, 0) to (2N, 0) which have slope ±1 on
each interval [k, k + 1). We are interested in the scaling behaviour of the CN -valued
continuous-time Markov chain obtained by running the so-called corner growth dynam-
ics: at rate pN (resp. 1 − pN ) every downwards corner (resp. upwards corner) flips into
its opposite, see Figure 1. The generator of this chain can be written as follows:
LNf (S) =
2N−1∑
k=1
(
pN1{∆S(k)=+2} + (1− pN )1{∆S(k)=−2}
)
(f (Sk)− f (S)) ,
where ∆ denotes the discrete Laplacian ∆S(k) = S(k + 1) − 2S(k)+ S(k − 1) and Sk
is the bridge obtained from S by flipping the corner at site k (if any):
Sk(ℓ) =
{
S(ℓ) ℓ 6= k ,
S(k)+∆S(k) ℓ = k .
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Figure 1: An example of interface.
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Figure 2: Scaling limit under µN for α ∈
(0, 1). The red curve stands for ΣNα .
If we set η(t, k) = (S(t, k) − S(t, k − 1) + 1)/2 ∈ {0, 1}, then η is the asymmetric
simple exclusion process with N particles on {1, . . . , 2N} and S is its evolving height
function. Notice that we impose a “zero-flux” boundary condition at the level of the ex-
clusion process: a particle at site 1, resp. 2N , is not allowed to jump to its left, resp. right.
While many results have been established on this process (and its related versions on the
infinite lattice Z, on the torus, with reservoirs, etc.), the regime of weak asymmetry where
pN ∼ 1
2
+
1
(2N )α
+O
( 1
N2α
)
, α ∈ (0, 1) , (1.1)
seems to have never been investigated before. This choice of asymmetry, combined with
our boundary conditions, gives rise to scaling behaviours which, to the best of our knowl-
edge, have not been observed previously in the literature, see below. A complete de-
scription of the full range α ∈ (0,∞) of scaling limits of this model is presented in a
companion paper [Lab16]. In the present paper, we will always assume α ∈ (0, 1).
For convenience, we parametrise our asymmetry by setting
pN
1− pN = e
4
(2N)α , α ∈ (0, 1) .
Plainly, this yields (1.1). Our dynamics admits a unique reversible probability measure:
µN (S) =
1
ZN
( pN
1− pN
) 1
2
A(S)
, (1.2)
where A(S) =
∑2N
k=1 S(k) is the area under the discrete bridge S, and ZN is a normal-
isation constant. Notice that the dynamics is reversible w.r.t. µN even if the jump rates
are asymmetric: this feature of the model is a consequence of the zero-flux boundary
condition.
1.1 Invariant measure and equilibrium fluctuations
Let us start with a description of the scaling limit of the invariant measure µN . As op-
posed to the regime α ≥ 1, in order to see a non-trivial asymptotic behaviour when
α ∈ (0, 1), one needs to zoom in a window of order Nα around the center of the lattice.
Indeed, the interface is essentially stuck to the maximal path x 7→ x ∧ (N − x) except
in this window. To write a precise statement, we need to introduce the curve ΣNα around
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which the fluctuations occur under µN . Let L(x) = log cosh x. For all k ∈ {0, . . . , 2N},
we set xk = (k −N )/(2N )α as well as
ΣNα (xk) =
k∑
i=1
L′(hNi ) , h
N
i =
2
(2N )α
(
N − i+ 1
2
)
, i ∈ {1, . . . , 2N} . (1.3)
In between these discrete values xk’s, Σ
N
α is defined by linear interpolation. Then, we set
uN (x) :=
S(N + x(2N )α)− ΣNα (x)
(2N )
α
2
, ∀x ∈ INα := [−N/(2N )α, N/(2N )α] ,
and uN (x) := 0 for all x ∈ R\INα .
Theorem 1.1 ([Lab16]) Take α ∈ (0, 1). The law of the process uN under µN converges
to the law of the centred Gaussian process (Bα(x), x ∈ R), with covariance
E[Bα(x)Bα(y)] =
qα(−∞, x) qα(y,+∞)
qα(−∞,+∞) , ∀x ≤ y ∈ R ,
where qα(x, y) =
∫ x∨y
x∧y L
′′(2u)du.
The process Bα can be obtained by composing a Brownian bridge on (0, 1) with a deter-
ministic time-change that maps R onto (0, 1).
We turn our attention to the dynamics of this model. In the sequel, W˙ will denote
a space-time white noise on R. If one starts the interface at equilibrium, then classical
techniques based on the Boltzmann-Gibbs principle ensure that the scaling limit (after
diffusive rescaling in height-space-time) is given by the solution of a stochastic heat
equation. More precisely, if we set
uN (t, x) :=
S(t(2N )2α, N + x(2N )α)− ΣNα (x)
(2N )
α
2
, ∀x ∈ INα , ∀t ≥ 0 ,
then we have the following result.
Theorem 1.2 ([Lab16]) The sequence uN , starting from the equilibrium measure µN ,
converges in distribution in the Skorohod space D([0,∞), C(R)) towards the solution u
of the following stochastic PDE
∂tu =
1
2
∂2xu− 2∂xΣα ∂xu+
√
1− (∂xΣα)2 W˙ , x ∈ R , (1.4)
started from an independent realisation of Bα.
Here Σα(x) = limN→∞(Σ
N
α (x)−N )/(2N )α for all x ∈ R.
1.2 Hydrodynamic limit
If one starts the interface out of equilibrium then one needs to derive the hydrodynamic
limit, and this is one the main results of this paper. Let us rescale the interface in the
following way
mN (t, x) :=
S(t(2N )1+α, x2N)
2N
, t ≥ 0 , x ∈ [0, 1] ,
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and let us introduce the density of particles by setting
̺N (t, dx) =
1
2N
2N∑
k=1
η(t(2N )1+α, k) δ k
2N
(dx) . (1.5)
LetM be the set of measures on [0, 1] with total mass less or equal to 1, equipped with
the weak topology. At any time t, ̺N (t) has total mass 1/2. Also,mN (t, ·) is 1-Lipschitz
at any time; therefore, any sequence of initial conditions mN (0, ·) is tight in C([0, 1],R),
all the limit points are 1-Lipschitz and their derivatives are in L∞.
Theorem 1.3 (Hydrodynamic limit) Take α ∈ (0, 1). Assume thatmN (0, ·) is determin-
istic and converges to some limiting profilem(0, ·) for the supremum norm. Then, ̺N con-
verges in law for the Skorohod topology on D([0,∞),M) towards ̺(t, dx) = η(t, x)dx
where η is the entropy solution of the inviscid Burgers equation with zero-flux boundary
condition: 

∂tη = 2∂x(η(1− η)) , x ∈ (0, 1) , t > 0
(η(1− η))(t, x) = 0 , x ∈ {0, 1} , t > 0 ,
η(0, ·) = (∂xm(0, ·) + 1)/2 .
(1.6)
Furthermore, the sequence mN converges in D([0,∞), C([0, 1])) towards the integrated
solution m(t, x) =
∫ x
y=0(2η(t, y) − 1)dy of (1.6).
Let us mention that this hyperbolic PDE does not admit unique weak solutions so
that one needs to consider entropy solutions. When the domain is bounded, the first
solution theory was proposed by Bardos, Le Roux and Ne´de´lec [BlRN79] in the setting
of Dirichlet boundary conditions: in that case, the solution does not necessarily fulfill
the prescribed boundary conditions, but satisfies instead the so-called BLN conditions
at the boundaries, see (2.2). The solution theory with zero-flux boundary condition was
introduced by Bu¨rger, Frid and Karlsen [BFK07]. To the best of our knowledge, this type
of boundary conditions for the inviscid Burgers equation has not been considered before
in scaling limits of particle systems.
To prove this theorem, we actually use a slightly indirect approach. First, we show
that the solution of (1.6) coincides with the solution of the same equation with appro-
priate Dirichlet boundary conditions: namely, we impose η(t, 0) = 1 and η(t, 1) = 0.
As mentioned above, these Dirichlet boundary conditions have to be interpreted in the
BLN sense. Second, we prove convergence of our system towards this alternative PDE.
This second part of the proof is in the spirit of the works of Rezakhanlou [Rez91] and
Bahadoran [Bah12]. Let us outline the main differences. Here we deal with an asym-
metry that vanishes with the size of the system, while the asymmetry is fixed in these
two works. This induces our time-scaling N1+α as opposed to the usual Euler scaling N ,
and some specific arguments are needed in the proof. Furthermore, our initial conditions
are in general not given by product measures while this is the standing assumption in
the two aforementioned works. However, using the L1 contractivity of the solution map
associated to (1.6) and a simple approximation argument, we obtain our convergence
result.
Let us give a heuristic explanation for the Dirichlet boundary conditions chosen in
the alternative PDE. Our particle system could essentially be obtained as the restriction
to {1, . . . , 2N} of the same dynamics on Z, starting with the same configuration on
{1, . . . , 2N} and with particles on every negative site, and no particles on every site
INTRODUCTION 5
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Figure 3: A plot of (1.7): the bold black line is the initial condition, the dashed line is
the solution at some time 0 < t < 1/2, and the dotted line is the solution at the terminal
time 1/2. The blue box corresponds to the window where we see KPZ fluctuations.
larger than 2N . Indeed, with such an initial configuration and given the asymmetry of the
dynamics, at any positive time there would still be essentially no particles after site 2N
and no holes before site 1. This corresponds to the chosen Dirichlet boundary conditions.
An important feature of this hyperbolic PDE is that, for any initial condition, it
reaches the macroscopic stationary state x 7→ x ∧ (1 − x) in finite time. Notice that
for α ≥ 1, the hydrodynamic limit is given by a heat equation so that it takes infinite
time to reach the stationarity state, see [Lab16]. This feature of the PDE has a non-trivial
consequence at the level of the KPZ fluctuations, that we now investigate.
1.3 KPZ fluctuations
For convenience, we consider the flat initial condition:
S(0, k) = k mod 2 , ∀k ∈ {0, . . . , 2N} .
In that case, the height function associated to the solution of (1.6) is given by:
m(t, x) = x ∧ (1− x) ∧ t , t > 0 , x ∈ [0, 1] , (1.7)
see Figure 3. The macroscopic stationary state is reached at the finite time tf = 1/2.
One would naturally expect KPZ fluctuations to occur around this growing front. Let
us recall a famous result of Bertini and Giacomin in that direction. They consider the
WASEP on the infinite lattice Z, with upwards asymmetry ǫ. Starting from a flat initial
profile, the hydrodynamic limit grows uniformly in space and at constant speed. Bertini
and Giacomin look at fluctuations around this hydrodynamic limit according to the fol-
lowing scaling: ǫ in height, ǫ−2 in space and ǫ−4 in time. They show that the rescaled
interface converges to the Hopf-Cole solution of the KPZ equation on R. We stress that
this height-space-time scaling is rigid in order to observe KPZ fluctuations in the exclu-
sion process.
In our setting, one would therefore expect a similar result to occur: the rescaling
should be given by 1/(2N )α in height, (2N )2α in space and (2N )4α in time. Since the
lattice is finite, one easily sees that α should not be taken larger than 1/2 and therefore,
it would be reasonable to make the following guess: for α ∈ (0, 1/2), the fluctuations
around the hydrodynamic limit are given by the KPZ equation on the line; for α = 1/2,
they are given by the KPZ equation on [0, 1] with Dirichlet boundary conditions.
It turns out that KPZ fluctuations only occur for α ∈ (0, 1/3], and that for the specific
choice α = 1/3 these fluctuations suddenly vanish at a deterministic finite time. This is
the main result of the present paper. To state the precise result, we set
hN (t, x) := γNS(t(2N )
4α, N + x(2N )2α)− λN t , (1.8)
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where
γN :=
1
2
log
pN
1− pN ∼
2
(2N )α
, (1.9)
cN :=
(2N )4α
eγN + e−γN
∼ (2N )
4α
2
,
λN := cN (e
γN − 2 + e−γN ) ∼ 2(2N )2α .
Theorem 1.4 (KPZ fluctuations) Take α ∈ (0, 1/3] and consider the flat initial condi-
tion. As N → ∞, the sequence hN converges in distribution to the solution of the KPZ
equation: {
∂th =
1
2
∂2xh− (∂xh)2 + W˙ , x ∈ R , t > 0 ,
h(0, x) = 0 .
(1.10)
The convergence holds in D([0, T ), C(R)) where T = 1/2 when α = 1/3, and T = ∞
when α < 1/3. Here D([0, T ), C(R)) is endowed with the topology of uniform conver-
gence on compact subsets of [0, T ).
Let us comment on this result. First of all, the restriction α ≤ 1/3 is a consequence
of the finite-time convergence to equilibrium of the hydrodynamic limit. Indeed, the
system takes a time of order N1+α to reach the stationary state. This stationary state
is reversible, and therefore, the irreversible KPZ fluctuations cannot be observed therein
(this is quite different from the picture arising on the whole line Zwhere KPZ fluctuations
occur under the invariant measure given by a product of Bernoulli measures). Since the
KPZ fluctuations evolve on the time-scale N4α, one needs to restrict to 4α ≤ 1 + α in
order for the fluctuations not to go faster than the hydrodynamic limit. This explains the
restriction α ≤ 1/3.
For α = 1/3, T is the time needed by the hydrodynamic limit to reach the stationary
state. Indeed, in that case the time-scale of the hydrodynamic limit coincides with the
time-scale of the KPZ fluctuations. Although one could have thought that the fluctuations
continuously vanish as t ↑ T , our result show that they don’t: the limiting fluctuations
are given by the solution of the KPZ equation, restricted to the time interval [0, T ). This
means that the fluctuations suddenly vanish at time T ; let us give a simple explanation
for this phenomenon. At any time t ∈ [0, T ), the particle system is split into three zones:
a high density zone {1, . . . , λNγN t}, a low density zone {2N −
λN
γN
t, . . . , 2N} and, in
between, the bulk where the density of particles is approximately 1/2, we refer to Figure
3. The KPZ fluctuations occur in a window of order N2α around the middle point of the
bulk: from the point of view of this window, the boundaries of the bulk are “at infinity”
but move “at infinite speed”. Therefore, inside this window the system does not feel the
effect of the boundary conditions until the very final time T when the boundaries of the
bulk merge.
Let us recall that the KPZ equation is a singular SPDE: indeed, the solution of the
linearised equation is not differentiable in space so that the non-linear term would involve
the square of a distribution. While it was introduced in the physics literature [KPZ86]
by Kardar, Parisi and Zhang, a first rigorous definition was given by Bertini and Gia-
comin [BG97] through the so-called Hopf-Cole transform h 7→ ξ = e−2h that maps
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formally the equation (1.10) onto{
∂tξ =
1
2
∂2xξ + 2ξW˙ , x ∈ R , t > 0 ,
ξ(0, x) = 1 .
(1.11)
This SPDE is usually referred to as the multiplicative stochastic heat equation: it admits a
notion of solution via Itoˆ integration. Mu¨ller [Mue91] showed that the solution is strictly
positive at all times, if the initial condition is non-negative and non-zero. Then, one can
define the solution of (1.10) to be h := −(log ξ)/2. This is the notion of solution that we
consider in Theorem 1.4.
There exists a more direct definition of this SPDE (restricted to a bounded domain) due
to Hairer [Hai13, Hai14] via his theory of regularity structures. Let us also mention the
notion of “energy solution” introduced by Gonc¸alves and Jara [GJ14], for which unique-
ness has been proved by Gubinelli and Perkowski [GP15]. It provides a new framework
for characterising the solution to the KPZ equation but it requires the equation to be taken
under its stationary measure.
For related convergence results towards KPZ, we refer to Amir, Corwin and Quastel [ACQ11],
Dembo and Tsai [DT16], Corwin and Tsai [CT15] and Corwin, Shen and Tsai [CST16].
We also point out the reviews of Corwin [Cor12], Quastel [Qua12] and Spohn [Spo16].
The paper is organised as follows. In Section 2, we derive the hydrodynamic limit
and in Section 3 we prove the convergence of the fluctuations to the KPZ equation. Some
technical proofs are postponed to the Appendix. Let us mention that we do not provide
here the proofs of a few intermediate lemmas as they are classical in the literature: the
one and two blocks estimates in Section 2 and the bounds on the moments of space-time
increments in Section 3. However, all the details on these lemmas can be found in the
companion paper [Lab16].
Acknowledgements. I am indebted to Reda Chhaibi for some deep discussions on this
work at an early stage of the project. I would also like to thank Christophe Bahadoran for
a fruitful discussion on the notion of entropy solutions for the inviscid Burgers equation,
Nikos Zygouras for pointing out the article [DH96] and Julien Reygner for his helpful
comments on a preliminary version of the paper. Finally, I am thankful to the anonymous
referee for his/her comments that helped to improve the presentation of this article.
2 Hydrodynamic limit
In this section, we work at the level of the sped up particle system ηNt , t ≥ 0 where
ηNt (k) =
1 +X(t(2N )1+α, k)
2
, X(t, k) = S(t, k)− S(t, k − 1) ,
for k ∈ {1, . . . , 2N}. Notice that our dynamics still makes sense when the total number
of particles is any integer between 0 and 2N . We let τk denote the shift by k ∈ Z, namely
τkη := (η(k + 1), η(k + 2), . . . , η(k − 1), η(k)) ,
where indices are taken modulo 2N . We let Tℓ(i) := {i − ℓ, i− ℓ+ 1, . . . , i+ ℓ} be the
box of size 2ℓ+ 1 around site i, and for any sequence a(k), k ∈ Z, we define its average
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over Tℓ(i) as follows:
MTℓ(i)a :=
1
2ℓ+ 1
i+ℓ∑
k=i−ℓ
a(k) .
Let us now present the notion of solution that we consider for the Burgers equation
with zero-flux boundary condition. This material is taken from [BFK07, Def.4].
Definition 2.1 Let η0 ∈ L∞(0, 1). We say that η ∈ L∞((0,∞) × (0, 1)) is an entropy
solution of (1.6) if:
1. For all c ∈ [0, 1] and all ϕ ∈ C∞c ((0,∞) × (0, 1),R+), we have∫ ∞
0
∫ 1
0
(
|η(t, x) − c|∂tϕ(t, x) − 2 sgn(η(t, x) − c)
× ((η(t, x)(1 − η(t, x))− c(1 − c))∂xϕ(t, x)
)
dx dt ≥ 0 ,
2. We have esslimt↓0
∫ 1
0
|η(t, x) − η0(x)|dx = 0,
3. We have η(t, x)(1 − η(t, x)) = 0 for almost all t > 0 and all x ∈ {0, 1}.
Let us mention that the first condition is sufficient to ensure that η has a trace at the bound-
aries so that the third condition is meaningful. Bu¨rger, Frid and Karlsen [BFK07, Sect.
4 and 5] show existence and uniqueness of entropy solutions with zero-flux boundary
condition.
Let us now introduce the Burgers equation with some appropriate Dirichlet boundary
conditions: 

∂tη = 2∂x(η(1− η)) ,
η(t, 0) = 1 , η(t, 1) = 0 ,
η(0, ·) = η0(·) .
(2.1)
The precise definition of the entropy solution of (2.1) is the following.
Definition 2.2 Let η0 ∈ L∞(0, 1). We say that η ∈ L∞((0,∞) × (0, 1)) is an entropy
solution of (2.1) if it satisfies conditions 1. and 2. from Definition 2.1 together with the
so-called BLN conditions
sgn(η(t, 0) − 1)(η(t, 0)(1 − η(t, 0)) − c(1 − c)) ≥ 0 , ∀c ∈ [η(t, 0), 1] ,
sgn(η(t, 1) − 0)(η(t, 1)(1 − η(t, 1)) − c(1 − c)) ≤ 0 , ∀c ∈ [0, η(t, 1)] , (2.2)
for almost all t > 0.
Here again, there is existence and uniqueness of entropy solutions of (2.1), see for
instance [MNRR96, Sect. 2.7 and 2.8].
Proposition 2.3 The entropy solutions of (1.6) and (2.1) coincide.
Proof. Both solutions exist and are unique. Let us show that the solution of (2.1) satisfies
the conditions of Definition 2.1: actually, the two first conditions are automatically sat-
isfied, so we focus on the third one. The BLN conditions above immediately imply that
η(t, 0) and η(t, 1) are necessarily in {0, 1} for almost all t > 0, so that the third condition
is satisfied.
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As a consequence, we can choose the formulation (2.1) in the proof of our conver-
gence result. Let us finally collect some properties of the solutions that we will use later
on.
Proposition 2.4 Let η0 ∈ L∞(0, 1). A function η ∈ L∞((0,∞) × (0, 1)) is the entropy
solution of (2.1) if and only if for all c ∈ [0, 1] and all ϕ ∈ C∞c ([0,∞) × [0, 1],R+) we
have∫ ∞
0
∫ 1
0
((η(t, x)− c)±∂tϕ(t, x)+ h±(η(t, x), c)∂xϕ(t, x))dx dt
+
∫ 1
0
(η0(x)− c)±ϕ(0, x)dx + 2
∫ ∞
0
(
(1− c)±ϕ(t, 0) + (0− c)±ϕ(t, 1)
)
dt ≥ 0 ,
(2.3)
where (x)± denotes the positive/negative part of x ∈ R, sgn±(x) = ±1(0,∞)(±x) and
h±(η, c) := −2 sgn±(η − c)(η(1− η)− c(1− c)).
Furthermore for any t > 0, the map η0 7→ η(t) is 1-Lipschitz in L1(0, 1).
Proof. The notion of solution defined by (2.3) is introduced in [Vov02, Def. 1] and it
is shown therein that it coincides with another notion of solution, originally due to Otto,
which is based on boundary entropy-entropy flux pairs. It is then shown in [MNRR96,
Th 7.31] that the latter notion of solution is equivalent with the notion of solution of
Definition 2.2. This completes the proof of the first part of the statement. The Lipschitz
continuity in L1(0, 1) is proved in [BFK07, Th. 3] for the Burgers equation with zero-
flux boundary conditions. By Proposition 2.3, it also holds for (2.1), thus concluding the
proof.
2.1 Proof of the convergence
We letM be the space of measures on [0, 1] with total mass at most 1, endowed with the
topology of weak convergence. Recall the process ̺N defined in (1.5).
Proposition 2.5 Let ιN be any probability measure on {0, 1}2N . The sequence of pro-
cesses (̺Nt , t ≥ 0), starting from ιN , is tight in the space D([0,∞),M). Further-
more, the associated sequence of processes (mN (t, x), t ≥ 0, x ∈ [0, 1]) is tight in
D([0,∞), C([0, 1])).
Note that for a generic measure ιN on {0, 1}2N ,mN (t, 1) is not necessarily equal to 0.
Proof. Let ϕ ∈ C2([0, 1]). It suffices to show that 〈̺N0 , ϕ〉 is tight in R, and that for all
T > 0
lim
h↓0
lim
N→∞
E
N
ιN
[
sup
s,t≤T,|t−s|≤h
|〈̺Nt − ̺Ns , ϕ〉|
]
= 0 . (2.4)
The former is immediate since |〈̺N0 , ϕ〉| ≤ ‖ϕ‖∞. Regarding the latter, we let LN be the
generator of our sped-up process and we write
〈̺Nt − ̺Ns , ϕ〉 =
1
2N
∫ t
s
2N∑
k=1
ϕ(k)LNηNr (k)dr +M
N
s,t(ϕ) ,
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whereMNs,t(ϕ) is a martingale. Its bracket can be bounded almost surely as follows
〈MNs,·(ϕ)〉t ≤
∫ t
s
1
(2N )2
2N−1∑
k=1
(∇ϕ(k))2(2N )1+αdr . t− s
(2N )2−α
.
Since the jumps of this martingale are bounded by a term of order ‖ϕ′‖∞/(2N )2, and
since
E
N
ιN
[
sup
t∈[s,s+h]∩[0,T ]
|MNs,t(ϕ)|
]
≤ ENιN
[
sup
t∈[s,s+h]∩[0,T ]
|MNs,t(ϕ)|2
] 1
2
,
the BDG inequality (4.2) ensures that we have
lim
N→∞
sup
s∈[0,T ]
E
N
ιN
[
sup
t∈[s,s+h]∩[0,T ]
|MNs,t(ϕ)|
]
= 0 . (2.5)
This being given, we observe that MNs,t(ϕ) = M
N
r,t(ϕ) −MNr,s(ϕ) where r is taken to be
the largest element in {0, h, 2h, . . . , ⌊Th ⌋h} which is below s. Therefore, we have
E
N
ιN
[
sup
0≤s≤t≤T,|t−s|≤h
|MNs,t(ϕ)|
]
≤ 2ENιN
[ ∑
r=0,h,...,⌊T
h
⌋h
sup
t∈[r,r+2h]∩[0,T ]
|MNr,t(ϕ)|
]
≤ 2
∑
r=0,h,...,⌊T
h
⌋h
E
N
ιN
[
sup
t∈[r,r+2h]∩[0,T ]
|MNr,t(ϕ)|
]
≤ C
h
sup
r∈[0,T ]
E
N
ιN
[
sup
t∈[r,r+2h]∩[0,T ]
|MNr,t(ϕ)|
]
,
for some C > 0. Combining this with (2.5) we deduce that
lim
h↓0
lim
N→∞
E
N
ιN
[
sup
0≤s≤t≤T,|t−s|≤h
|MNs,t(ϕ)|
]
= 0 . (2.6)
Let us bound the term involving the generator. Decomposing the jump rates into the
symmetric part (of intensity 1−pN ) and the totally asymmetric part (of intensity 2pN−1),
we find
1
2N
2N∑
k=1
ϕ(k)LNη(k) = −(2N )α(1− pN )
2N−1∑
k=1
∇η(k)∇ϕ(k)
− (2N )α(2pN − 1)
2N−1∑
k=1
η(k + 1)(1− η(k))∇ϕ(k) .
A simple integration by parts shows that the first term on the right is bounded by a term
of order Nα−1 while the second term is of order 1. Consequently
E
N
ιN
[
sup
s,t≤T,|t−s|≤h
∣∣∣ 1
2N
∫ t
s
2N∑
k=1
ϕ(k)LNηr(k)dr
∣∣∣] . h , (2.7)
uniformly over all N ≥ 1 and all h > 0. The l.h.s. vanishes as N → ∞ and h ↓ 0.
Combining (2.6) and (2.7), (2.4) follows.
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We turn to the tightness of the interface mN . First, the profile mN (t, ·) is 1-Lipschitz for
all t ≥ 0 and all N ≥ 1. Second, we claim that for some β ∈ (α, 1)
E
N
ιN
[
|mN (t, k)−mN (s, k)|p
] 1
p
. |t− s|+ 1
N1−β
, (2.8)
uniformly over all 0 ≤ s ≤ t ≤ T , all k ∈ {1, . . . , 2N} and allN ≥ 1. This being given,
the arguments for proving tightness are classical: one introduces a piecewise linear time-
interpolation m¯N of mN and shows tightness for this process, and then one shows that
the difference between m¯N and mN is uniformly small. We are left with the proof of
(2.8). Let ψ : R → R+ be a non-increasing, smooth function such that ψ(x) = 1 for all
x ≤ 0 and ψ(x) = 0 for all x ≥ 1. Fix β ∈ (α, 1). For any given k ∈ {1, . . . , 2N}, we
define ϕNk : {0, . . . , 2N} → R by setting ϕNk (ℓ) = ψ((ℓ− k)/(2N )β). Then, we observe
that
1
2N
2N∑
ℓ=1
(2ηt(ℓ)− 1)ϕNk (ℓ) = mN (t, k)+O(Nβ−1) ,
uniformly over all k ∈ {1, . . . , 2N} and all t ≥ 0. Then, similar computations to those
made in the first part of the proof show that
E
N
ιN
[∣∣∣ 1
2N
2N∑
ℓ=1
(ηt(ℓ)− ηs(ℓ))ϕNk (ℓ)
∣∣∣p] 1p . (t− s)+
√
t− s
N1+β−α
+
1
N1+β
,
uniformly over all k, all 0 ≤ s ≤ t ≤ T and all N ≥ 1. This yields (2.8).
The main step in the proof of Theorem 1.3 is to prove the convergence of the density
of particles, starting from a product measure satisfying the following assumption:
Assumption 2.6 For allN ≥ 1, the initial condition ιN is a product measure on {0, 1}2N
of the form ⊗2Nk=1Be(f (k/2N )), where f : [0, 1] → [0, 1] is assumed to be piecewise con-
stant and does not depend on N .
Under this assumption and if the process starts from ιN , then ̺
N
0 converges to the deter-
ministic limit ̺0(dx) = f (x)dx.
Theorem 2.7 Under Assumption 2.6, the process ̺N converges in distribution in the
Skorohod space D([0,∞),M) to the deterministic process (η(t, x)dx, t ≥ 0), where η is
the entropy solution of (2.1) starting from η0 = f .
Given this result, the proof of the hydrodynamic limit is simple.
Proof of Theorem 1.3. Let ιN be as in Theorem 2.7. We know that ̺
N converges to some
limit ̺ and that mN is tight. Let m be some limit point and let mNi be an associated
converging subsequence. By Skorohod’s representation theorem, we can assume that
(̺Ni ,mNi) converges almost surely to (̺,m). Recall that ̺ is of the form ̺(t, x) =
η(t, x)dx. Our first goal is to show thatm(t, x) =
∫ x
0
(2η(t, y) − 1)dy for all t, x.
Fix x0 ∈ (0, 1). We introduce an approximation of the indicator of (−∞, x0] by
setting ϕp(·) = 1−
∫ ·
−∞ P1/p(y − x0)dy, p ≥ 1 where Pt is the heat kernel on R at time
t. For each p ≥ 1, ϕp is smooth and for any δ > 0 we have
‖ϕp − 1[0,x0]‖L1(0,1) → 0 , sup
f∈Cδ ([0,1])
|〈f, δx0 + ∂xϕp〉|
‖f‖Cδ
→ 0 , (2.9)
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as p→∞. If we set I(t, x0) = m(t, x0)−
∫ x0
0
(2η(t, y) − 1)dy for some x0 ∈ (0, 1) and
some t > 0, then |I(t, x0)| is bounded by
‖m(t)−mNi(t)‖∞ + |〈mNi(t), δx0 + ∂xϕp〉|+ |〈mNi(t), ∂xϕp〉+ 〈2̺Nit − 1, ϕp〉|
+ 2|〈̺Nit − ̺t, ϕp〉|+ |〈2̺(t) − 1, ϕp − 1[0,x0]〉| .
Recall that mN is 1-Lipschitz in space, so that the second term vanishes as p → ∞ by
(2.9). A discrete integration by parts shows that the third term vanishes as Ni goes to∞.
The first and fourth terms vanish as Ni → ∞ by the convergence of mNi and ̺Ni , and
the last term is dealt with using (2.9). Choosing p and then Ni large enough, we deduce
that |I(t, x0)| is almost surely as small as desired. This identifies completely the limitm
of any converging subsequence, under PNιN .
We are left with the extension of this convergence result to an arbitrary initial con-
dition. Assume that mN (0, ·) converges to some profile m0(·) for the supremum norm.
Since each mN (0, ·) is 1-Lipschitz, so is m0. For all ǫ > 0, one can find two profiles
mǫ,+0 andm
ǫ,−
0 which are 1-Lipschitz, piecewise affine, start from 0 and are such that:
• mǫ,−0 stays belowm0: m0 − ǫ ≤ mǫ,−0 ≤ (m0 − ǫ4 ) ∨ (−x) ∨ (x− 1) ,
• mǫ,+0 stays abovem0: (m0 + ǫ4 ) ∧ x ∧ (1− x) ≤ mǫ,+0 ≤ m0 + ǫ ,
• ‖̺ǫ,±0 − ̺0‖L1 → 0 as ǫ ↓ 0, where ̺ǫ,±0 (·) = (∂xmǫ,±0 (·)+ 1)/2.
Let us briefly explain how one can constructmǫ,−0 , the construction ofm
ǫ,+
0 being similar.
For simplicity, we let V (x) := (−x) ∨ (x− 1). Let n ≥ 1 be given. We subdivide [0, 1]
into three sets:
I := {x : m0(x) > V (x)+ ǫ/2} , J1 := [0, 1/2]\I , J2 := (1/2, 1]\I .
On J1 and J2, we set m
ǫ,−
0 (x) = V (x). On I ∩ {k/n : k = 0, 1, . . . , n}, we set
mǫ,−0 (x) = m0(x) − ǫ2 . Then, we extend mǫ,−0 to the rest of I by affine interpolation.
The fact thatm0 is 1-Lipschitz ensures thatm
ǫ,−
0 is also 1-Lipschitz. If n is large enough
compared to 1/ǫ we get the inequalities m0 − ǫ ≤ mǫ,−0 ≤ (m0 − ǫ4 ) ∨ (−x) ∨ (x − 1).
Regarding the convergence in L1 of the density, we observe that ̺−,ǫ0 (x) = 0 on J1,
̺−,ǫ0 (x) = 1 on J2 and
̺−,ǫ0 (x) =
1
|I(x)|
∫
I(x)
̺0(u)du , x ∈ I ,
where I(x) = I∩ [k/n, (k+1)/n) and k is the integer part of nx. From there, we deduce
that ‖̺ǫ,±0 − ̺0‖L1(J1) =
∫
J1
̺0(x)dx. At this point, we decompose J1 into its connected
components J1,ℓ, ℓ = 1, . . . , L ranked in the increasing order. Notice that J1,1 is an in-
terval that starts at 0 and J1,L potentially ends at 1/2 (if m0(1/2) ≤ V (1/2) − ǫ/2). On
the other hand, at both end points of J1,ℓ for ℓ /∈ {1, L}, m0 coincides with V (x) − ǫ/2.
As a consequence,
∫
J1,ℓ
̺0(x)dx = 0 for all ℓ /∈ {1, L} while
∫
J1,ℓ
̺0(x)dx ≤ ǫ/4
for ℓ ∈ {1, L}. Henceforth ‖̺ǫ,±0 − ̺0‖L1(J1) ≤ ǫ/2. Similarly, ‖̺ǫ,±0 − ̺0‖L1(J2) =∫
J2
(1 − ̺0(x))dx which is also smaller than ǫ/2. Finally, ‖̺ǫ,±0 − ̺0‖L1(I) goes to 0 as
n→∞: indeed, the almost everywhere differentiability of x 7→ ∫ x
0
̺0(u)du ensures that
̺ǫ,−0 (x) goes to ̺0(x) for almost all x ∈ I , so that the dominated convergence theorem
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yields the asserted convergence.
Now consider a coupling (mN,ǫ,−,mN ,mN,ǫ,+) of three instances of our height pro-
cess which preserves the order of the interfaces and is such thatmN,ǫ,±(0, ·) is the height
function associated with the particle density distributed as ⊗2Nk=1Be(̺ǫ,±(k/2N )). We
draw independently these two sets of Bernoulli r.v. It is simple to check that the prob-
ability of the event mN,ǫ,−(0, ·) ≤ mN (0, ·) ≤ mN,ǫ,+(0, ·) goes to 1 as N → ∞. By
the order preserving property of the coupling, if these inequalities are satisfied at time 0
they remain true at all times. Our convergence result applies tomN,ǫ,± and, consequently,
any limit point of the tight sequence mN is squeezed in [mǫ,−,mǫ,+] where mǫ,± is the
integrated entropy solution of (2.1) starting frommǫ,±0 . By the second part of Proposition
2.3, we deduce that mǫ,± converge, as ǫ ↓ 0, to the integrated entropy solution of (2.1)
starting from m0, thus concluding the proof.
To prove Theorem 2.7, we need to show that the limit of any converging subsequence
of ̺N is of the form ̺(t, dx) = η(t, x)dx and that η satisfies the entropy inequalities of
Proposition 2.4. To make appear the constant c in these inequalities, the usual trick is
to define a coupling of the particle system ηN with another particle system ζN which is
stationary with density c so that, at large scales, one can replace the averages of ζN by
c. Such a coupling has been defined by Rezakhanlou [Rez91] in the case of the infinite
lattice Z. The specificity of the present setting comes from the boundary conditions of
our system: one needs to choose carefully the flux of particles at 1 and 2N for ζN .
The precise definition of our coupling goes as follows. We set
p(1) = 1− pN , p(−1) = pN , and p(k) = 0 ∀k 6= {−1, 1} ,
as well as b(a, a′) = a(1 − a′). We denote by ηk,ℓ the particle configuration obtained
from η by permuting the values η(k) and η(ℓ). We also denote by η ± δk the particle
configuration which coincides with η everywhere except at site k where the occupation
is set to η(k)± 1. Then, we define
L˜bulkf (η, ζ) = (2N )1+α
2N∑
k,ℓ=1
p(ℓ− k)×
[
(b(η(k), η(ℓ)) ∧ b(ζ(k), ζ(ℓ)))(f (ηk,ℓ, ζk,ℓ)− f (η, ζ))
+ (b(η(k), η(ℓ)) − b(η(k), η(ℓ)) ∧ b(ζ(k), ζ(ℓ)))(f (ηk,ℓ, ζ)− f (η, ζ))
+ (b(ζ(k), ζ(ℓ))− b(η(k), η(ℓ)) ∧ b(ζ(k), ζ(ℓ)))(f (η, ζk,ℓ)− f (η, ζ))
]
,
and
L˜bdryf (η, ζ) = (2N )1+α(2pN − 1)(1 − c)ζ(1)(f (η, ζ − δ1)− f (η, ζ))
+ (2N )1+α(2pN − 1)c(1 − ζ(2N ))(f (η, ζ + δ2N )− f (η, ζ)) .
We consider the stochastic process (ηNt , ζ
N
t ), t ≥ 0 associated to the generator L˜ =
L˜bulk + L˜bdry. From now on, we will always assume that ηN0 has law ιN , where ιN satis-
fies Assumption 2.6, and that ζN0 is distributed as a product of Bernoulli measures with
parameter c. Furthermore, we will always assume that the coupling at time 0 is such that
sgn(ηN0 (k)− ζN0 (k)) = sgn(f (k/2N )− c) , ∀k ∈ {1, . . . , 2N} ,
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where f is the macroscopic density profile of Assumption 2.6. Such a coupling can be
constructed by considering i.i.d. r.v. U1, . . . , U2N uniformly distributed over [0, 1], and
by setting ηN0 (k) (resp. ζ
N
0 (k)) to 1 if Uk ≤ f (k/2N ) (resp. Uk ≤ c). We let P˜NιN ,c be the
law of the process (ηN , ζN ).
Remark 2.8 The process ηN follows the dynamics of the WASEP with zero-flux bound-
ary conditions. The process ζN follows the dynamics of the WASEP with some open
boundary conditions chosen in a such a way that the process is stationary with density
c. Actually, we prescribe the minimal jump rates at the boundary for the process to be
stationary with density c: there is neither entering flux at 1 nor exiting flux at 2N . This
choice is convenient for establishing the entropy inequalities. Let us also mention that
the coupling is such that the order of ζN and ηN is preserved. More precisely, if in both
particle systems there is a particle which can attempt a jump from k to ℓ, then the jump
times are simultaneous.
It will actually be important to track the sign changes in the pair (ηN , ζN ). To that end,
we let Fk,ℓ(η, ζ) = 1 if η(k) ≥ ζ(k) and η(ℓ) ≥ ζ(ℓ); and Fk,ℓ(η, ζ) = 0 otherwise. We
say that a subset C of consecutive integers in {1, . . . , 2N} is a cluster with constant sign
if for all k, ℓ ∈ C we have Fk,ℓ(η, ζ) = 1, or for all k, ℓ ∈ C we have Fk,ℓ(ζ, η) = 1.
For a given configuration (η, ζ), we let n be the minimal number of clusters needed to
cover {1, . . . , 2N}: we will call n the number of sign changes. There is not necessarily
a unique choice of covering into n clusters. Let C(i), i ≤ n be any such covering and let
1 = k1 < k2 < . . . kn < kn+1 = 2N +1 be the integers such that C(i) = {ki, ki+1− 1}.
Lemma 2.9 Under P˜NιN ,c, the process η
N has law PNιN while the process ζ
N is stationary
with law ⊗2Nk=1Be(c). Furthermore, the number of sign changes n(t) is smaller than
n(0)+ 3 at all time t ≥ 0.
Proof. It is simple to check the assertion on the laws of the marginals ηN and ζN . Re-
garding the number of sign changes, the key observation is the following. In the bulk
{2, . . . , 2N − 1}, to create a new sign change we need to have two consecutive sites k, ℓ
such that ηN (k) = ζN (k) = 1, ηN (ℓ) = ζN (ℓ) = 0 and we need to let one particle
jump from k to ℓ, but not both. However, our coupling does never allow such a jump.
Therefore, the number of sign changes can only increase at the boundaries due to the
interaction of ζN with the reservoirs: this can create at most 2 new sign changes, thus
concluding the proof.
Assumption 2.6 ensures the existence of a constant C > 0 such that n(0) < C almost
surely for all N ≥ 1. We now derive the entropy inequalities at the microscopic level.
Recall that τk stands for the shift operator with periodic boundary conditions, and let
〈u, v〉N = (2N )−1
∑2N
k=1 u(k/2N )v(k/2N ) denote the discrete L
2 product.
Lemma 2.10 (Microscopic inequalities) Let ιN be a measure on {0, 1}2N satisfying
Assumption 2.6. For all ϕ ∈ C∞c ([0,∞) × [0, 1],R+), all δ > 0 and all c ∈ [0, 1], we
have limN→∞ P˜
N
ιN ,c
(IN (ϕ) ≥ −δ) = 1 where
IN (ϕ) :=
∫ ∞
0
(〈
∂sϕ(s, ·), (ηNs (·)− ζNs (·))±
〉
N
+
〈
∂xϕ(s, ·),H±(τ·ηNs , τ·ζNs )
〉
N
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+ 2
(
(1− c)±ϕ(s, 0) + (0− c)±ϕ(s, 1)
))
ds+
〈
ϕ(0, ·), (ηN0 (·)− ζN0 (·))±
〉
N
,
whereH+(η, ζ) = −2(b(η(1), η(0))− b(ζ(1), ζ(0)))F1,0(η, ζ) andH−(η, ζ) = H+(ζ, η).
This is an adaptation of Theorem 3.1 in [Rez91].
Proof. We define
Bt =
∫ t
0
(
〈∂sϕ(s, ·), (ηs(·)− ζs(·))±〉N + L˜〈ϕ(s, ·), (ηs(·)− ζs(·))±〉N
)
ds
+
〈
ϕ(0, ·), (ηN0 (·)− ζN0 (·))±
〉
N
.
We have the identity 〈
ϕ(t, ·), (ηNt (·)− ζNt (·))±
〉
N
= Bt +Mt , (2.10)
where M is a mean zero martingale. Since ϕ has compact support, the l.h.s. vanishes
for t large enough. Below, we work at an arbitrary time s so we drop the subscript s
in the calculations. Moreover, we write ϕ(k) instead of ϕ(k/2N ) to simplify notations.
We treat separately the boundary part and the bulk part of the generator. Regarding the
former, we have
L˜bdry〈ϕ(·), (η(·)− ζ(·))+〉N
= (2N )α(2pN − 1)
(
ϕ(1)η(1)ζ(1)(1 − c)− ϕ(2N )η(2N )(1 − ζ(2N ))c
)
≤ 2ϕ(0)(1 − c)+O(N−α) ,
since ϕ is non-negative and 2pN − 1 ∼ 2(2N )−α. Similarly, we find
L˜bdry〈ϕ(·), (η(·)− ζ(·))−〉N ≤ 2ϕ(2N )(0 − c)− +O(N−α) .
We turn to the bulk part of the generator. Recall the map Fk,ℓ(η, ζ), and setGk,ℓ(η, ζ) =
1− Fk,ℓ(η, ζ)Fk,ℓ(ζ, η). By checking all the possible cases, one easily gets the following
identity
L˜bulk(η(k)− ζ(k))+ = (2N )1+α
∑
ℓ
[(
p(ℓ− k)(b(ζ(k), ζ(ℓ)) − b(η(k), η(ℓ)))
− p(k − ℓ)(b(ζ(ℓ), ζ(k)) − b(η(ℓ), η(k)))
)
Fk,ℓ(η, ζ)
−
(
p(ℓ− k)b(η(k), η(ℓ)) + p(k − ℓ)b(ζ(ℓ), ζ(k))
)
Gk,ℓ(η, ζ)
]
.
Since η and ζ play symmetric roˆles in L˜bulk, we find a similar identity for L˜bulk(η(k) −
ζ(k))−. Notice that the term on the third line is non-positive, so we will drop it in the
inequalities below. We thus get
L˜bulk〈ϕ(·), (η(·)− ζ(·))±〉N ≤ (2N )α
2N∑
k,ℓ=1
ℓ=k±1
p(ℓ− k)(ϕ(k)− ϕ(ℓ))I±k,ℓ(η, ζ) ,
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where
I+k,ℓ(η, ζ) = (b(ζ(k), ζ(ℓ))− b(η(k), η(ℓ)))Fk,ℓ(η, ζ) , I−k,ℓ(η, ζ) = I+k,ℓ(ζ, η) .
Up to now, we essentially followed the calculations made in the first step of the proof
of [Rez91, Thm 3.1]. At this point, we argue differently: we decompose p(±1) into the
symmetric part 1− pN , which is of order 1/2, and the asymmetric part which is either 0
or 2pN − 1 ∼ 2(2N )−α.
We start with the contribution of the symmetric part. Recall the definition of the number
of sign changes n and of the integers k1 < . . . < kn+1. Using a discrete integration by
parts, one easily deduces that for all i ≤ n
ki+1−1∑
k,ℓ=ki
ℓ=k±1
(ϕ(k)− ϕ(ℓ))I±k,ℓ(η, ζ) =
ki+1−2∑
k=ki
(η(k)− ζ(k))±∆ϕ(k)
− (η(ki+1 − 1)− ζ(ki+1 − 1))±∇ϕ(ki+1 − 2)
+ (η(ki)− ζ(ki))±∇ϕ(ki − 1) .
Since n(s) is bounded uniformly over all N ≥ 1 and all s ≥ 0, we deduce that the
boundary terms arising at the second and third lines yield a negligible contribution. Thus
we find
(2N )α
2N∑
k,ℓ=1
ℓ=k±1
(1− pN )(ϕ(k) − ϕ(ℓ))I±k,ℓ(η, ζ) = O
( 1
N1−α
)
.
Regarding the asymmetric part p(±1)− (1− pN ), a simple calculation yields the identity
(2N )α
2N∑
k,ℓ=1
ℓ=k±1
(p(ℓ− k)− 1 + pN )(ϕ(k) − ϕ(ℓ))I±k,ℓ(η, ζ)
=
1
2N
2N−1∑
k=1
∂xϕ(k)τkH
±(η, ζ)+O(N−α) ,
uniformly over all N ≥ 1. Therefore
L˜bulk〈ϕ(·), (η(·)− ζ(·))±〉N ≤
1
2N
2N−1∑
k=1
∂xϕ(k)τkH
±(η, ζ)+O
( 1
Nα∧(1−α)
)
.
Putting together the two contributions of the generator, we get
Bt ≤
∫ t
0
(
〈∂sϕ(s, ·), (ηNs (·)− ζNs (·))±〉N + 〈∂xϕ(s, ·), τ·H±(ηNs , ζNs )〉N
+ 2t((1− c)±ϕ(s, 0) + (0− c)±ϕ(s, 1))
)
ds
+
〈
ϕ(0, ·), (ηN0 (·)− ζN0 (·))±
〉
N
+O
( 1
Nα∧(1−α)
)
.
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Recall the equation (2.10). A simple calculation shows that E˜NιN ,c〈M〉t . 1N1−α uni-
formly over all N ≥ 1 and all t ≥ 0. Moreover, the jumps of M are almost surely
bounded by a term of order N−1. Applying the BDG inequality (4.2), we deduce that
E˜
N
ιN ,c
[
sup
s≤t
M2s
]1
2
.
1
N
1−α
2
,
uniformly over all N ≥ 1 and all t ≥ 0. Since ϕ has compact support, Bt = −Mt for t
large enough. The assertion of the lemma then easily follows.
Recall that MTℓ(u)η is the average of η on the box Tℓ(u) for any u ∈ {1, . . . , 2N}.
Lemma 2.11 (Macroscopic inequalities) Let ιN be a measure on {0, 1}2N satisfying
Assumption 2.6. For all ϕ ∈ C∞c ([0,∞) × [0, 1],R+), all δ > 0 and all c ∈ [0, 1], we
have limǫ↓0 limN→∞ P
N
ιN (J N (ϕ) ≥ −δ) = 1 where
JN (ϕ) :=
∫ ∞
0
(〈
∂sϕ(s, ·),
(
MTǫN (·)(η
N
s )− c
)±〉
N
+
〈
∂xϕ(s, ·), h±
(
MTǫN (·)(η
N
s ), c
)〉
N
+ 2
(
(1− c)±ϕ(s, 0) + (0− c)±ϕ(s, 1)
))
ds
+
〈
ϕ(0, ·),
(
MTǫN (·)(η
N
0 )− c
)±〉
N
.
(2.11)
Proof. Since at any time s ≥ 0, ζN (s, ·) is distributed according to a product of Bernoulli
measures with parameter c, we deduce that
lim
ǫ↓0
lim
N→∞
E˜
N
ιN ,c
[ 1
2N
2N∑
u=1
∣∣∣MTǫN (u)(ζNs )− c∣∣∣] = 0 .
and consequently, by Fubini’s Theorem and stationarity, we have
lim
ǫ↓0
lim
N→∞
E˜
N
ιN ,c
[ ∫ t
0
1
2N
2N∑
u=1
∣∣∣MTǫN (u)(ζNs )− c∣∣∣ds] = 0 .
Now we observe that for all ǫ > 0, we have P˜NιN ,c almost surely〈
ϕ(0, ·), (ηN0 (·)− ζN0 (·))±
〉
N
=
〈
ϕ(0, ·),MTǫN (·)(ηN0 − ζN0 )±
〉
N
+O(ǫ) .
Recall the coupling we chose for (ηN0 (·), ζN0 (·)). Since P˜NιN ,c almost surely the number
of sign changes n(0) is bounded by some constant C > 0 uniformly over all N ≥ 1, we
deduce using the previous identity that〈
ϕ(0, ·), (ηN0 (·)− ζN0 (·))±
〉
N
=
〈
ϕ(0, ·), (MTǫN (·)ηN0 −MTǫN (·)ζN0 )±
〉
N
+O(ǫ) .
Therefore, by Lemma 2.10, we deduce that the statement of the lemma follows if we can
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show that for all δ > 0
lim
ǫ↓0
lim
N→∞
P˜
N
ιN ,c
(∫ t
0
1
2N
2N∑
u=1
∣∣∣MTǫN (u)(ηNs − ζNs )±
− (MTǫN (u)(ηNs − ζNs ))±
∣∣∣ds > δ) = 0 ,
lim
ǫ↓0
lim
N→∞
P˜
N
ιN ,c
(∫ t
0
1
2N
2N∑
u=1
∣∣∣MTǫN (u)H±(ηNs , ζNs )
− h±
(
MTǫN (u)(η
N
s ),MTǫN (u)(ζ
N
s )
)∣∣∣ds > δ) = 0 .
(2.12)
We restrict ourselves to proving the second identity, since the first is simpler. Let N+s ,
resp. N−s , be the set of u ∈ {1, . . . , 2N} such that ηs ≥ ζs, resp. ζs ≥ ηs, on the whole
box TǫN (u). By Lemma 2.9, 2N − #N+s − #N−s is of order ǫN uniformly over all s,
all N ≥ 1 and all ǫ. Therefore, we can neglect the contribution of all u /∈ N+s ∪ N−s . If
we define Φ(η) = −2η(1)(1 − η(0)) and if we let Φ˜(a) be as in (2.14) below, then for all
u ∈ N+s we have
MTǫN (u)H
−(ηNs , ζ
N
s )− h−
(
MTǫN (u)(η
N
s ),MTǫN (u)(ζ
N
s )
)
= 0 ,
as well as
MTǫN (u)H
+(ηNs , ζ
N
s )− h+
(
MTǫN (u)(η
N
s ),MTǫN (u)(ζ
N
s )
)
= MTǫN (u)Φ(η
N
s )− Φ˜
(
MTǫN (u)η
N
s
)
−MTǫN (u)Φ(ζNs )+ Φ˜
(
MTǫN (u)ζ
N
s
)
.
Similar identities hold for every u ∈ N−s . We deduce that the second identity of (2.12)
follows if we can show that for all δ > 0
lim
ǫ↓0
lim
N→∞
P
N
ιN
(∫ t
0
1
2N
2N∑
u=1
∣∣∣MTǫN (u)Φ(ηNs )− Φ˜(MTǫN (u)ηs)∣∣∣ds > δ
)
= 0 ,
lim
ǫ↓0
lim
N→∞
E˜
N
ιN ,c
[ ∫ t
0
1
2N
2N∑
u=1
∣∣∣MTǫN (u)Φ(ζNs )− Φ˜(MTǫN (u)ζNs )∣∣∣ds
]
= 0 .
The first convergence is ensured by Theorem 2.12, while the second follows from the
stationarity of ζN and the Ergodic Theorem. This completes the proof of the lemma.
Proof of Theorem 2.7. For any given ǫ > 0, we have
MT2ǫN (k)(ηs) =
1
2ǫ
̺N
(
s,
[ k
2N
− ǫ, k
2N
+ ǫ
])
=
1
2ǫ
̺N
(
s, [x− ǫ, x+ ǫ]
)
+O(N−1) ,
(2.13)
uniformly over all k ∈ {1, . . . , 2N − 1}, all x ∈
[
k
2N ,
k+1
2N
]
and all N ≥ 1. Notice that
the O(N−1) depends on ǫ. For all ̺ ∈ D([0,∞),M([0, 1])), we set
Vc(ǫ, ̺) :=
∫ ∞
0
(〈
∂sϕ(s, ·),
( 1
2ǫ
̺
(
s,
[
· −ǫ, ·+ ǫ
])
− c
)±〉
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+
〈
∂xϕ(s, ·), h±
( 1
2ǫ
̺
(
s,
[
· −ǫ, ·+ ǫ
])
, c
)〉
+ 2
(
(1− c)±ϕ(s, 0) + (0− c)±ϕ(s, 1)
))
ds
+
〈
ϕ(0, ·),
( 1
2ǫ
̺
(
0,
[
· −ǫ, ·+ ǫ
])
− c
)±〉
.
Combining (2.13), (2.11) and the continuity of the maps h±(·, c) and (·)±, we deduce that
for any δ > 0, we have
lim
ǫ↓0
lim
N→∞
P
N
ιN (Vc(ǫ, ̺
N ) ≥ −δ) = 1 .
At this point, we observe that for all ϕ ∈ C([0, 1],R+) we have
〈̺N (t), ϕ〉 ≤ 1
2N
2N∑
k=1
ϕ(k/2N ) ,
so that a simple argument ensures that for every limit point ̺ of ̺N and for all t ≥ 0, the
measure ̺(t, dx) is absolutely continuous with respect to the Lebesgue measure, and its
density is bounded by 1. Therefore, any limit point is of the form ̺(t, dx) = η(t, x)dx
with η ∈ L∞([0,∞)× (0, 1)). Let P be the law of the limit of a converging subsequence
̺Ni . Since ̺ 7→ Vc(ǫ, ̺) is a P-a.s. continuous map on D([0,∞),M([0, 1])), we have for
all ǫ > 0
lim
i→∞
P
Ni
ιNi
(Vc(ǫ, ̺
Ni) ≥ −δ) ≤ P(Vc(ǫ, ̺) ≥ −δ) .
For any ̺ of the form ̺(t, dx) = η(t, x)dx, we set
Vc(̺) :=
∫ ∞
0
(〈
∂sϕ(s, ·),
(
η(s, ·) − c
)±〉
+
〈
∂xϕ(s, ·), h±
(
η(s, ·), c
)〉
+ 2
(
(1− c)±ϕ(s, 0) + (0− c)±ϕ(s, 1)
))
ds+
〈
ϕ(0, ·), (η0 − c)±
〉
,
and we observe that by Lebesgue Differentiation Theorem, we have P-a.s. Vc(̺) =
limǫ↓0 Vc(ǫ, ̺). Therefore,
P(Vc(̺) ≥ −δ) = P( lim
ǫ↓0
Vc(ǫ, ̺) ≥ −δ) ≥ E[ lim
ǫ↓0
1{Vc(ǫ,̺)≥−δ/2}]
≥ lim
ǫ↓0
E[1{Vc(ǫ,̺)≥−δ/2}] ≥ lim
ǫ↓0
lim
i→∞
P
Ni
ιNi
(Vc(ǫ, ̺
Ni) ≥ −δ/2) = 1 ,
so the process (η(t, x), t ≥ 0, x ∈ (0, 1)) under P coincides with the unique entropy
solution of (2.1), thus concluding the proof.
2.2 The replacement lemma
Let r ≥ 1 be an integer and Φ : {0, 1}r → R. For all η ∈ {0, 1}2N and as soon as
2N ≥ r, we define
Φ(η) := Φ(η(1), . . . , η(r)) .
We also introduce the expectation of Φ under a product of Bernoulli measures with pa-
rameter a ∈ [0, 1]:
Φ˜(a) :=
∑
η∈{0,1}r
Φ(η)a#{i:η(i)=1}(1− a)#{i:η(i)=0} . (2.14)
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We consider the sequence Φ(η)(k) := Φ(τkη) and the associated averages MTℓ(k)Φ(η).
The “replacement lemma” controls the probability that the following quantity is large
Vℓ(η) =
∣∣∣MTℓ(0)Φ(η)− Φ˜(MTℓ(0)η)∣∣∣ .
Theorem 2.12 (Replacement lemma) We work under Assumption 2.6. For every δ > 0,
we have
lim
ǫ↓0
lim
N→∞
P
N
ιN
(∫ t
0
1
N
2N∑
k=1
VǫN (τkηs)ds ≥ δ
)
= 0 . (2.15)
The proof of this theorem relies on the classical one-block and two-blocks estimates, we
refer to the companion paper [Lab16] for the complete proof.
3 KPZ fluctuations
To prove Theorem 1.4, we follow the method of Bertini and Giacomin [BG97]. Due to
our boundary conditions, there are two important steps that need some specific arguments:
first the bound on the moments of the discrete process, see Proposition 3.3, second the
bound on the error terms arising in the identification of the limit, see Proposition 3.8. The
remaining arguments then follow mutatis mutandis so we will only state the intermediate
results and omit the proofs. In order to simplify the notations, we will regularly use the
microscopic variables k, ℓ ∈ {1, . . . , 2N−1} in rescaled quantities: for instance hN (t, ℓ)
stands for hN (t, x) with x = (ℓ−N )/(2N )2α.
The proof relies on the discrete Hopf-Cole transform, which is due to Ga¨rtner [Ga¨r88].
Set ξN (t, x) := exp(−hN (t, x)), where hN was introduced in (1.8). The stochastic dif-
ferential equations solved by ξN are given by

dξN (t, ℓ) = cN∆ξ
N (t, ℓ)dt+ dMN (t, ℓ) , ℓ ∈ {1, . . . , 2N − 1} ,
ξN (t, 0) = ξN (t, 2N ) = eλN t ,
ξN (0, ·) = e−hN (0,·) ,
(3.1)
where MN is a martingale with bracket given by 〈MN (·, k),MN (·, ℓ)〉t = 0 whenever
k 6= ℓ, and
d〈MN (·, k)〉t = λN
(
ξN (t, k)∆ξN (t, k)+ 2ξN (t, k)2
)
dt
− (2N )4α∇+ξN (t, k)∇−ξN (t, k)dt ,
(3.2)
where we rely on the notation
∇+f (ℓ) := f (ℓ+ 1)− f (ℓ) , ∇−f (ℓ) := f (ℓ)− f (ℓ− 1) .
Observe that
|d〈MN (·, k)〉t| . ξN (t, k)2(2N )2αdt ,
uniformly over all t ≥ 0, all k and all N ≥ 1. As usual, we let Ft, t ≥ 0 be the natural
filtration associated with the process (ξN (t), t ≥ 0).
We define BN0 (t) := [
λN
γN
t, 2N − λNγN t] ⊂ [0, 2N ]. The hydrodynamic limit obtained
in Theorem 1.3 shows that this is the window where the density of particles is approxi-
mately 1/2 at time t (in the time scale (2N )4α). On the left of this window, the density
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is approximately 1, and on the right it is approximately 0. For technical reasons, it is
convenient to introduce an ǫ-approximation of this window by setting:
BNǫ (t) :=
[λN
γN
t+ ǫN, 2N − λN
γN
t− ǫN
]
, t ∈ [0, T ) .
We let pNt (k, ℓ) be the discrete heat kernel on {0, . . . , 2N} sped up by 2cN and en-
dowed with homogeneous Dirichlet boundary conditions: we refer to Appendix 4.2 for
a definition and some properties. Classical arguments ensure that the unique solution of
(3.1) is given by
ξN (t, ℓ) = IN (t, ℓ)+N tt (ℓ) , (3.3)
where, for all t ≥ 0, [0, t] ∋ r 7→ N tr(ℓ) is the martingale
N tr(ℓ) =
∫ r
0
2N−1∑
k=1
pNt−s(k, ℓ)dM
N (s, k) , (3.4)
and IN (t, ℓ) is the term coming from the initial-boundary conditions. More precisely, we
write IN (t, ℓ) = ξN,◦(t, ℓ)+
∑2N−1
k=1 p
N
t (k, ℓ)(ξ
N (0, k)−1) where ξN,◦ is the solution of

∂tξ
N,◦(t, ℓ) = cN∆ξ
N,◦(t, ℓ) ,
ξN,◦(t, 0) = ξN,◦(t, 2N ) = eλN t ,
ξN,◦(0, ℓ) = 1 .
Observe that ξN and ξN,◦ satisfy the same inhomogeneous Dirichlet boundary conditions.
Consequently, all the other terms satisfy homogeneous Dirichlet boundary conditions, so
that we can rely on the corresponding heat kernel in their expressions.
We define
bN (t, ℓ) := 2 + exp
(
λN t− γN (ℓ ∧ (2N − ℓ))
)
.
Remark 3.1 The hydrodynamic limit of Theorem 1.3, upon Hopf-Cole transform, is
given by 1 ∨ exp
(
λN t− γN (ℓ ∧ (2N − ℓ))
)
.
Proposition 3.2 Let K be a compact subset of [0, T ) and fix ǫ > 0. Uniformly over all
t ∈ K , we have
• IN (t, ℓ) . bN (t, ℓ) for all ℓ ∈ {1, . . . , 2N},
• |∇±IN (t, ℓ)| . t− 12N−3α uniformly over all ℓ ∈ BNǫ (t).
Proof. Since our initial condition is flat, it is immediate to check that∣∣∣IN (t, ℓ)− ξN,◦(t, ℓ)∣∣∣ . N−α ≪ bN (t, ℓ) .
Furthermore, using Lemmas 4.3 and 4.4, we get
∇±(IN (t, ℓ)− ξN,◦(t, ℓ)) =
∑
k∈BN
ǫ/2
(0)
∇±p¯Nt (ℓ− k)(ξN (0, k)− 1) +O(N1−αe−δN
2α
) ,
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uniformly over all ℓ ∈ BNǫ (t), all t ∈ K and all N ≥ 1. Then, we write∑
k∈BN
ǫ/2
(0)
|∇+p¯Nt (ℓ− k)| = −p¯Nt (ℓ− i− − 1)+ 2p¯Nt (0)− p¯Nt (ℓ− i+) ,
where i± are the first and last integers in B
N
ǫ/2(0), and p¯
N is the discrete heat kernel on
Z, see Appendix 4.2. Using Lemma 4.1 and the fact that the initial condition is flat, we
deduce that ∣∣∣ ∑
k∈BN
ǫ/2
(0)
∇+p¯Nt (ℓ− k)(ξN (0, k) − 1)
∣∣∣ . 1√
t(2N )3α
,
uniformly over the same set of parameters, as required. The same arguments work for
∇−.
To establish the required bounds on ξN,◦, we first observe that we have
ξN,◦(t, ℓ) = 1 + λN
∫ t
0
(
1−
2N−1∑
k=1
pNt−s(k, ℓ)
)
eλN sds .
In Appendix 4.2, we show that there exists δ > 0 such that
(
1−
2N−1∑
k=1
pNt−s(k, ℓ)
)
eλN s . e−δN
2α
, (3.5)
uniformly over all s ∈ [0, t], all t ∈ K and all ℓ ∈ BNǫ (t). Consequently, there exists δ′ >
0 such that |ξN,◦(t, ℓ)− 1| . exp(−δ′N2α) uniformly over all t ∈ K , all ℓ ∈ BNǫ (t) and
all N ≥ 1. Using this bound, we immediately get the bound |∇±ξN,◦(t, ℓ)| . t− 12N−3α
as required. Furthermore, we deduce that for N large enough, bN solves

∂tb
N (t, ℓ) = cN∆b
N (t, ℓ) , ℓ ∈ {1, . . . , N − 1} ,
bN (t, 0) ≥ ξN,◦(t, 0) , bN (t,N ) ≥ ξN,◦(t,N ) ,
bN (0, k) ≥ ξN,◦(0, k) .
By the maximum principle, one deduces that bN (t, ℓ) ≥ ξN,◦(t, ℓ) for all t ∈ K and all
ℓ ∈ {0, . . . , N}. By symmetry, this inequality also holds for ℓ ∈ {N, . . . , 2N}.
To alleviate the notation, we define
qNs,t(k, ℓ) = p
N
t−s(k, ℓ)b
N (s, k) . (3.6)
We now have all the ingredients at hand to bound the moments of ξN .
Proposition 3.3 For all n ≥ 1 and all compact set K ⊂ [0, T ), we have
sup
N≥1
sup
ℓ∈{1,...,2N−1}
sup
t∈K
E
[(ξN (t, ℓ)
bN (t, ℓ)
)n]
<∞ .
Since bN is of order 1 inside BNǫ (t), this ensures that the moments are themselves of
order 1 in these windows.
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Proof. We fix the compact set K until the end of the proof. Using the expression (3.3)
and Proposition 3.2, we deduce that
E
[(
ξN (t, ℓ)
bN (t, ℓ)
)2n] 1
2n
. 1 + E
[(
N tt (ℓ)
bN (t, ℓ)
)2n] 1
2n
. (3.7)
We setDtr := [N
t
· ]r−〈N t· 〉r and we refer to Appendix 4.1 for the notations. By the BDG
inequality (4.1), we obtain
E
[
(N tt (ℓ))
2n
]
. E
[
〈N t· (ℓ)〉nt
]
+ E
[
[Dt· (ℓ)]
n
2
t
]
, (3.8)
uniformly over all ℓ ∈ {1, . . . , 2N − 1}, all t ≥ 0, and all N ≥ 1. Let
gNn (s) := sup
k∈{1,...,2N−1}
E
[(ξN (s, k)
bN (s, k)
)2n]
.
We claim that
E
[
〈N t· (ℓ)〉nt
]
. bN (t, ℓ)2n
∫ t
0
gNn (s)√
t− sds , (3.9)
E
[
[Dt· (ℓ)]
n
2
t
]
. bN (t, ℓ)2n
(
1 +
∫ t
0
gNn (s)√
t− sds
)
, (3.10)
uniformly over all ℓ ∈ {1, . . . , 2N − 1}, all N ≥ 1 and all t ∈ K . We postpone the
proof of these two bounds. Combining these two bounds with (3.7) and (3.8), we obtain
the following closed inequality
gNn (t) . 1 +
∫ t
0
gNn (s)√
t− sds ,
uniformly over all N ≥ 1 and all t ∈ K . By a generalised Gro¨nwall’s inequality, see
for instance [Har81, Lemma 6 p.33], we deduce that gNn (t) is uniformly bounded over all
N ≥ 1 and all t ∈ K .
We are left with establishing (3.9) and (3.10). Using (3.2), we obtain the almost sure
bound
〈N t· (ℓ)〉t . (2N )2α
∫ t
0
∑
k
pNt−s(k, ℓ)
2ξN (s, k)2ds ,
uniformly over all N ≥ 1, t ≥ 0 and ℓ ∈ {1, . . . , 2N − 1}. Recall the function qN from
(3.6). Using Ho¨lder’s inequality at the second line, we find
E
[( 〈N t· (ℓ)〉t
bN (t, ℓ)2
)n]
.
t∫
s1,...,sn=0
∑
k1,...,kn
E
[ n∏
i=1
(2N )2α
(qNsi,t(ki, ℓ)
bN (t, ℓ)
)2(ξN (si, ki)
bN (si, ki)
)2]
dsi
.
t∫
s1,...,sn=0
∑
k1,...,kn
n∏
i=1
(2N )2α
(qNsi,t(ki, ℓ)
bN (t, ℓ)
)2
gNn (si)
1
ndsi
.
( t∫
s=0
∑
k
(2N )2α
(qNs,t(k, ℓ)
bN (t, ℓ)
)2
gNn (s)
1
n ds
)n
.
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By the first inequality of Lemma 4.2 we bound
∑
k q
N
s,t(k, ℓ)/b
N (t, ℓ) by a term of order 1,
and by the second inequality of the same lemma we bound (2N )2α supk q
N
s,t(k, ℓ)/b
N (t, ℓ)
by a term of order 1/
√
t− s. Using Jensen’s inequality at the second step, we thus get
E
[( 〈N t· (ℓ)〉t
bN (t, ℓ)2
)n]
.
( t∫
s=0
gNn (s)
1
n√
t− s ds
)n
.
∫ t
0
gn(s)√
t− sds ,
uniformly over all N ≥ 1, all t ∈ K and all ℓ ∈ {1, . . . , 2N − 1}, thus yielding (3.9).
We turn to the quadratic variation. Let Jk be the set of jump times of ξ
N (·, k). We start
with the following simple bound
[Dt· (ℓ)]t =
∑
τ≤t
∑
k
pNt−τ (k, ℓ)
4(ξN (τ, k)− ξN (τ−, k))4
. γ4N
∑
k
∑
τ≤t;τ∈Jk
qNτ,t(k, ℓ)
4
(ξN (τ, k)
bN (τ, k)
)4
,
uniformly over allN ≥ 1, all t ≥ 0 and all ℓ ∈ {1, . . . , 2N − 1}. We set ti := i(2N )−4α
for all i ∈ N and we let Ii := [ti, ti+1). Then, by Minkowski’s inequality we have
E
[
[Dt· (ℓ)]
n
2
t
] 2
n
. γ4N
⌊t(2N )4α⌋∑
i=0
∑
k
sup
s∈Ii,s<t
qNs,t(k, ℓ)
4
E
[( ∑
τ∈Ii∩Jk
(ξN (τ, k)
bN (τ, k)
)4)n
2
] 2
n
,
Let Q(k, r, s) be the number of jumps of the process ξN (·, k) on the time interval [r, s].
We have the following almost sure bound
ξN (τ, k) ≤ ξN (s, k)e2(2N )−4αλN+2γNQ(k,s,ti+1) ,
uniformly over all s ∈ Ii−1, all τ ∈ Ii, all k ∈ {1, . . . , 2N − 1} and all i ≥ 1. Conse-
quently we get
∑
τ∈Ii∩Jk
(ξN (τ, k)
bN (τ, k)
)4
. (2N )4α
∫ ti
ti−1
(ξN (s, k)
bN (s, k)
)4
Q(k, s, ti+1) e
8γNQ(k,s,ti+1)ds ,
uniformly over allN ≥ 1, all i ≥ 1 and all k ∈ {1, . . . , 2N−1}. Since (Q(k, s, t), t ≥ s)
is, conditionally given Fs, stochastically bounded by a Poisson process with rate (2N )4α,
we deduce that there exists C > 0 such that almost surely
sup
N≥1
sup
i≥1
sup
s∈Ii−1
E
[
Q(k, s, ti+1)
n
2 e4nγNQ(k,s,ti+1)
∣∣∣Fs] < C .
Then, we get
E
[( ∑
τ∈Ii∩Jk
(ξN (τ, k)
bN (τ, k)
)4)n
2
] 2
n
. (2N )4α
∫ ti
ti−1
E
[((ξN (s, k)
bN (s, k)
)4
Q(k, s, ti+1) e
8γNQ(k,s,ti+1)
)n
2
] 2
n
ds
. C(2N )4α
∫ ti
ti−1
gNn (s)
2
nds ,
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uniformly over all N ≥ 1, all i ≥ 1 and all k. On the other hand, when i = 0 we have
the following bound
E
[( ∑
τ∈I0∩Jk
(ξN (τ, k)
bN (τ, k)
)4)n
2
] 2
n
.
(ξN (0, k)
bN (0, k)
)4
E
[
Q(k, 0, t1)
n
2 e2nγNQ(k,0,t1)
]
. 1 ,
uniformly over all k and all N ≥ 1.
Observe that
pNt−s(k, ℓ) = e
−2cN (t−s)
∑
n≥0
(2cN (t− s))n
n!
pn(k, ℓ) ,
where pn(k, ℓ) is the probability that a discrete-time random walk, killed upon hitting 0
and 2N and started from k, reaches ℓ after n steps. Therefore, we easily deduce that
sups∈Ii,s<t q
N
s,t(ℓ, k) . q
N
ti,t(ℓ, k). Using the two bounds of Lemma 4.2, we get∑
k
sup
s∈Ii,s<t
qNs,t(k, ℓ)
4 .
∑
k
qNti,t(k, ℓ)
4 . sup
k
qNti,t(k, ℓ)
3
∑
k
qNti,t(k, ℓ)
. bN (t, ℓ)4
(
1 ∧ 1√
t− ti (2N )2α
)
,
uniformly over all N ≥ 1 and i ≥ 0. Putting everything together, we obtain
E
[
[Dt· (k)]
n
2
t
] 2
n
. bN (t, ℓ)4
(
1 +
∫ t
0
gNn (s)
2
n√
t− s (2N )2α ds
)
,
and the required bound follows by Jensen’s inequality, thus concluding the proof.
The following two lemmas control the moments of the space and time increments of
the process: their proofs follow from classical techniques so that we omit the details.
Lemma 3.4 Fix ǫ > 0, β ∈ (0, 1/2) and a compact set K ⊂ [0, T ). For any n ≥ 1, we
have
E
[
|ξN (t, ℓ′)− ξN (t, ℓ)|2n
] 1
2n
.
∣∣∣ ℓ− ℓ′
(2N )2α
∣∣∣β ,
uniformly over all t ∈ K , all ℓ, ℓ′ ∈ BNǫ (t) and all N ≥ 1.
Lemma 3.5 Fix ǫ > 0, β ∈ (0, 1/4) and a compact set K ⊂ [0, T ). For any n ≥ 1, we
have
E
[
|ξN (t′, ℓ)− ξN (t, ℓ)|2n
] 1
2n
. |t′ − t|β + 1
(2N )α
,
uniformly over all N ≥ 1, all t < t′ ∈ K and all ℓ ∈ BNǫ (t′).
Then, we get the following result.
Proposition 3.6 Fix t0 ∈ [0, T ). The sequence ξN is tight in D([0, t0], C(R)), and any
limit is continuous in time.
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Proof. One introduces a piecewise linear time-interpolation ξ¯N of our process ξN , namely
we set tN := ⌊t(2N )4α⌋ and
ξ¯N (t, ·) := (tN + 1− t(2N )4α)ξN
( tN
(2N )4α
, ·
)
+ (t(2N )4α − tN )ξN
( tN + 1
(2N )4α
, ·
)
.
Using Lemmas 3.4 and 3.5, it is simple to show that the space-time Ho¨lder semi-norm
of ξ¯N on compact sets of [0, T ) × R has finite moments of any order, uniformly over all
N ≥ 1. Additionally, the proof of Lemma 4.7 in [BG97] carries through, and ensures
that ξN − ξ¯N converges to 0 uniformly over compact sets of [0, T ) × R in probability.
All these arguments provide the required control on the space-time increments of ξN to
ensure its tightness, following the calculation below Proposition 4.9 in [BG97].
We use the notation 〈f, g〉 to denote the inner product of f and g in L2(R). Similarly,
for all maps f, g : [0, 2N ] → R, we set
〈f, g〉N := 1
(2N )2α
2N−1∑
k=1
f (k)g(k) .
To conclude the proof of Theorem 1.4, it suffices to show that any limit point ξ of a
converging subsequence of ξN satisfies the following martingale problem (see Proposi-
tion 4.11 in [BG97]).
Definition 3.7 (Martingale problem) Let (ξ(t, x), t ∈ [0, T ), x ∈ R) be a continuous
process satisfying the following two conditions. Let t0 ∈ [0, T ). First, there exists a > 0
such that
sup
t≤t0
sup
x∈R
e−a|x|E[ξ(t, x)2] <∞ .
Second, for all ϕ ∈ C∞c (R), the processes
M (t, ϕ) := 〈ξ(t), ϕ〉 − 〈ξ(0), ϕ〉 − 1
2
∫ t
0
〈ξ(s), ϕ′′〉ds ,
L(t, ϕ) := M (t, ϕ)2 − 4
∫ t
0
〈ξ(s)2, ϕ2〉ds ,
are local martingales on [0, t0]. Then, ξ is a solution of (1.11) on [0, T ).
The first condition is a simple consequence of Proposition 3.3. To prove that the second
condition is satisfied, we introduce the discrete analogues of the above processes. For all
ϕ ∈ C∞c (R), the processes
MN (t, ϕ) = 〈ξN (t), ϕ〉N − 〈ξN (0), ϕ〉N − 1
2
∫ t
0
〈ξN (s), (2N )4α∆ϕ〉Nds ,
LN (t, ϕ) = MN (t, ϕ)2 − 2λN
(2N )2α
∫ t
0
〈ξN (s)2, ϕ2〉Nds +RN1 (t, ϕ) +RN2 (t, ϕ) ,
are martingales, where
RN1 (t, ϕ) := −
λN
(2N )2α
∫ t
0
〈ξN (s)∆ξN (s), ϕ2〉Nds ,
KPZ FLUCTUATIONS 27
RN2 (t, ϕ) := (2N )
2α
∫ t
0
〈∇+ξN (s)∇−ξN (s), ϕ2〉Nds .
If we show that RN1 (t, ϕ) andR
N
2 (t, ϕ) vanish in probability whenN →∞, then passing
to the limit on a converging subsequence, we easily deduce that the martingale problem
above is satisfied. Below, we will be working on [N −A(2N )2α, N + A(2N )2α] where
A is a large enough value such that [−A,A] contains the support of ϕ. The moments of
ξN on this interval are of order 1 thanks to Proposition 3.3. Since |∆ξN | . γNξN , we
have
E[|RN1 (t, ϕ)|] . γN
∫ t
0
1
(2N )2α
∑
k
ϕ2
( k −N
(2N )2α
)
ds . γN ,
so that RN1 (t, ϕ) converges to 0 in probability asN →∞. To prove that RN2 converges to
0 in probability, it suffices to apply the following delicate estimate which is the analogue
of Lemma 4.8 in [BG97].
Proposition 3.8 There exists κ > 0 such that for all A > 0, we have
E
[
|E[∇+ξN (t, ℓ)∇−ξN (t, ℓ) | Fs]|
]
.
1
(2N )2α+κ
√
t− s ,
uniformly over all ℓ ∈ [N − A(2N )2α, N + A(2N )2α], all s < t in a compact set of
[N−α, T ) and all N ≥ 1.
To prove this proposition, we need to collect some preliminary results. Recall the decom-
position (3.3). If we set
KNt−r(k, ℓ) := ∇+pNt−r(k, ℓ)∇−pNt−r(k, ℓ) ,
(here the gradients act on the variable ℓ), then using the martingale property of N t· (ℓ) we
obtain for all s ≤ t
E
[
∇+ξN (t, ℓ)∇−ξN (t, ℓ) | Fs
]
= (∇+IN (t, ℓ)+∇+N ts(ℓ))(∇−IN (t, ℓ)+∇−N ts(ℓ))
+ E
[ ∫ t
s
2N−1∑
k=1
KNt−r(k, ℓ) d〈MN (·, k)〉r
∣∣∣Fs
]
.
Set
fNs (t, ℓ) := E
[∣∣∣E[∇+ξN (t, ℓ)∇−ξN (t, ℓ) | Fs]∣∣∣
]
.
Fix ǫ > 0. Using the expression of the bracket (3.2) ofMN , we get
fNs (t, ℓ) ≤ DNs (t, ℓ)+
∫ t
s
∑
k∈BN
ǫ/2
(r)
(2N )4α|KNt−r(k, ℓ)|fNs (r, k)dr , (3.11)
where DNs (t, ℓ) = D
N,1
s (t, ℓ)+D
N,2
s (t, ℓ)+D
N,3
s (t, ℓ) with
DN,1s (t, ℓ) := E
[
|(∇+IN (t, ℓ)+∇+N ts(ℓ))(∇−IN (t, ℓ)+∇−N ts(ℓ))|
]
,
DN,2s (t, ℓ) :=
∫ t
s
∑
k/∈BN
ǫ/2
(r)
(2N )4α|KNt−r(k, ℓ)|fNs (r, k)dr ,
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DN,3s (t, ℓ) := λNE
[∣∣∣E[ ∫ t
s
2N−1∑
k=1
KNt−r(k, ℓ)(ξ
N (r, k)∆ξN (r, k) + 2ξN (r, k)2)dr | Fs
]∣∣∣] .
From now on, we fix a compact set K ⊂ [0, T ).
Lemma 3.9 Fix ǫ > 0. There exists κ > 0 such that
DNs (t, ℓ) . 1 ∧
1
(2N )2α+κ
√
t− s , (3.12)
uniformly over all ℓ ∈ BNǫ (t), all N−α ≤ s < t ∈ K and all N ≥ 1.
Proof. Let us observe that we have the simple bound
fNs (r, k) . b
N (r, k)2γ2N , (3.13)
uniformly over all the parameters. Recall also that bN (t, ℓ) is of order 1 whenever ℓ ∈
BNǫ (t).
Let p¯N be the discrete heat kernel on the whole line Z sped up by 2cN , see Appendix 4.2,
and set K¯Nt (k, ℓ) = ∇+p¯Nt (ℓ− k)∇−p¯Nt (ℓ− k).
Bound of DN,1s . It suffices to bound the square of the L2-norms of ∇±IN (t, ℓ) and
∇±N ts(ℓ). By Proposition 3.2, we deduce that (∇±IN (t, ℓ))2 . N−5α uniformly over
all N−α ≤ t ∈ K , all ℓ ∈ BNǫ (t) and all N ≥ 1.
We now treat ∇+N ts(ℓ) (the proof is the same with ∇−). Using again Lemmas 4.3 and
4.4, we have
E
[
(∇+N ts(ℓ))2
]
. E
[ 2N−1∑
k=1
∫ s
0
(∇+pNt−r(k, ℓ))2d〈M (·, k)〉r
]
. (2N )2α
∑
k∈BN
ǫ/2
(r)
∫ s
0
(∇+p¯Nt−r(k, ℓ))2dr +O(N1+2αe−δN
2α
) ,
uniformly over all ℓ ∈ BNǫ (t), all t ∈ K and all N ≥ 1. Using Lemma 4.1, we easily
deduce that the last expression is bounded by a term of order 1 ∧ 1/(√t− s(2N )4α) as
required.
Bound of DN,2. Using the exponential decay of Lemma 4.3 and (3.13), we deduce that
there exists δ > 0 such that∫ t
s
∑
k/∈BN
ǫ/2
(r)
(2N )4α|KNt−r(k, ℓ)|fNs (r, k)dr .
∫ t
s
∑
k/∈BN
ǫ/2
(r)
(2N )2αe−δN
2α
dr ,
uniformly over all ℓ ∈ BNǫ (t), all s ≤ t ∈ K and allN ≥ 1. This trivially yields a bound
of order N−3α as required.
Bound of DN,3. By Lemmas 4.4 and 4.3, there exists δ > 0 such that DN,3s (t, ℓ) can be
rewritten as
λNE
[∣∣∣E[ ∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)(ξ
N (r, k)∆ξN (r, k)+ 2ξN (r, k)2)dr | Fs
]∣∣∣] , (3.14)
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up to an error of order N2α+1e−δN
2α
, uniformly over all ℓ ∈ BNǫ (t), all t ∈ K and all
N ≥ 1. The error term satisfies the bound of the statement. We bound separately the
two contributions arising in (3.14). First, using the almost sure bound |∆ξN (r, k)| .
γNξ
N (r, k), we get
λNE
[∣∣∣E[ ∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)ξ
N (r, k)∆ξN (r, k)dr | Fs
]∣∣∣]
. (2N )α
∫ t
s
∑
k∈BN
ǫ/2
(r)
|K¯Nt−r(k, ℓ)|dr ,
uniformly over all ℓ ∈ BNǫ (t), all t ∈ K and all N ≥ 1. Using Lemma 4.1, this easily
yields a bound of order 1/(2N )2α+κ with κ > 0, as required. Second, we have∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)E
[
ξN (r, k)2 | Fs
]
dr
=
∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)E
[
ξN (r, k)2 − ξN (t, ℓ)2 | Fs
]
dr
+
∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)dr E
[
ξN (t, ℓ)2 | Fs
]
.
Using an integration by parts, we get∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)dr =
∫ ∞
t−s
∑
k∈Z
K¯Nr (k, ℓ)dr −
∫ t
s
∑
k/∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)dr .
The second term on the right can be bounded using Lemma 4.3: it has a negligible con-
tribution. Using Lemma 4.1 on the first term, we easily deduce that
λNE
[∣∣∣ ∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)dr E
[
ξN (t, ℓ)2 | Fs
]∣∣∣] . 1 ∧ 1√
t− s(2N )4α ,
uniformly over all ℓ ∈ BNǫ (t), all t ∈ K and all N ≥ 1. On the other hand, for any given
β ∈ (0, 1/4), the Cauchy-Schwarz inequality together with Lemmas 3.4 and 3.5 yields
E
[
|ξN (r, k)2 − ξN (t, ℓ)2|
]
. E
[
(ξN (r, k)+ ξN (r, ℓ))2
] 1
2
E
[
(ξN (r, k) − ξN (r, ℓ))2
] 1
2
+ E
[
(ξN (r, ℓ)+ ξN (t, ℓ))2
] 1
2
E
[
(ξN (r, ℓ) − ξN (t, ℓ))2
] 1
2
. 1 ∧
(∣∣∣ ℓ− k
(2N )2α
∣∣∣2β + |t− r|β + 1
(2N )α
)
,
uniformly over all ℓ ∈ BNǫ (t), all k ∈ BNǫ/2(r), all r ≤ t ∈ K and all N ≥ 1. Using
Lemma 4.1, it is simple to deduce the existence of κ ∈ (0, 1) such that
λNE
[∣∣∣ ∫ t
s
∑
k∈BN
ǫ/2
(r)
K¯Nt−r(k, ℓ)E
[
ξN (r, k)2 − ξN (t, ℓ)2 | Fs
]
dr
∣∣∣] . 1
(2N )2α+κ
,
uniformly over all s < t ∈ K , all ℓ ∈ BNǫ (t) and all N ≥ 1.
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We have all the elements at hand to prove the main result of this section.
Proof of Proposition 3.8. Iterating (3.11) and using Lemma 4.5 and the bound (3.13), we
deduce that
fNs (t, ℓ) ≤ DNs (t, ℓ)+
∑
n≥1
Hs(t, ℓ, n) ,
where for all n ≥ 1, we set tn+1 = t, kn+1 = ℓ and
Hs(t, ℓ, n) :=
∫
s≤t1≤...≤tn≤t
∑
ki∈BNǫ/2(ti)
DNs (t1, k1)
n∏
i=1
(2N )4α|KNti+1−ti(ki, ki+1)|dti .
By Lemma 3.9, we already know that DNs (t, ℓ) satisfies the bound of the statement of
Proposition 3.8. To conclude the proof of the proposition, we only need to show that this
is also the case for the sum over n ≥ 1 of Hs(t, ℓ, n).
Fix A > 0. Let n0 = c logN , for an arbitrary c > −3α/ log β, where β < 1 is taken
from Lemma 4.5. Using Lemmas 3.9 and 4.5, we easily deduce that Hs(t, ℓ, n) . β
n
uniformly over all n ≥ 1, all ℓ ∈ {N−A(2N )2α, N+A(2N )2α} and allN−α ≤ s ≤ t ∈
K . Given the definition of n0, we deduce that
∑
n≥n0
Hs(t, ℓ, n) . (2N )
−3α uniformly
over the same set of parameters, as required.
Let us now treat
∑
n<n0
Hs(t, ℓ, n). We introduce
As(t, ℓ, n) :=
∫
s≤t1≤...≤tn≤t
∑
ki∈BNǫ (ti)
DNs (t1, k1)
n∏
i=1
(2N )4α|KNti+1−ti(ki, ki+1)|dti .
By Lemma 3.9, we have
As(t, ℓ, n) .
∫
s≤t1≤...≤tn≤t
∑
ki∈BNǫ (ti)
1
(2N )2α+κ
√
t1 − s
n∏
i=1
(2N )4α|KNti+1−ti(ki, ki+1)|dti .
If we restrict the domain of integration to those t1 such that t1−s ≥ (t−s)/(n+1), then
a simple calculation based on Lemma 4.5 ensures that this restricted integral is bounded
by a term of order √
n+ 1βn
(2N )2α+κ
√
t− s .
1
(2N )2α+κ
√
t− s ,
for all n ≤ n0. On the other hand, when t1 − s < (t − s)/(n + 1) there is at least one
increment ti+1− ti which is larger than (t− s)/(n+1). By symmetry, let us consider the
case i = 1. By Lemma 4.4, we can replace KNt2−t1(k1, k2) with K¯
N
t2−t1(k1, k2) up to a
negligible term. By Lemma 4.1, we bound the sum over k1 of |K¯Nt2−t1(k1, k2)| by a term
of order (2N )−4α(t2 − t1)−1 thus yielding the bound∫ s+ t−s
n+1
s
∑
k1∈BNǫ (t1)
1
(2N )2α+κ
√
t1 − s (2N )
4α|KNt2−t1(k1, k2)|dt1
.
∫ s+ t−s
n+1
s
1
(2N )2α+κ
√
t1 − s (t2 − t1) dt1 +O(N
1+4αe−δN
2α
)
.
√
t−s
n+1
(2N )2α+κ t−sn+1
.
1
(2N )2α+κ′
√
t− s ,
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for all κ′ ∈ (0, κ) and all n < n0. Using Lemma 4.5, we can bound the integral over
t2, . . . , tn of the remaining terms by a term of order β
n−1. Consequently, we have proved
that there exists κ′ > 0 such that
As(t, ℓ, n) .
βn−1
(2N )2α+κ′
√
t− s , (3.15)
uniformly over all ℓ ∈ [N − A(2N )2α, N + A(2N )2α], all t ∈ K , all s ∈ [0, t], all
n < n0 and all N ≥ 1.
Finally, we set Bs(t, ℓ, n) := Hs(t, ℓ, n) − As(t, ℓ, n). We can replace each occur-
rence of pN by p¯N up to a negligible term, using Lemma 4.4. Among the parameters
k1, . . . , kn involved in the definition of Bs(t, ℓ, n), at least one them, say ki0 , belongs to
BNǫ/2(ti0)\BNǫ (ti0). Then, using the bound |K¯Nt (k, ℓ)| ≤ p¯Nt (k, ℓ) together with the semi-
group property of the discrete heat kernel at the second line and the exponential decay of
Lemma 4.3, we get
∑
ki0+1,...,kn
n∏
i=i0
|K¯Nti+1−ti(ki, ki+1)|
≤
∑
ki0+1,...,kn
n∏
i=i0
p¯Nti+1−ti(ki, ki+1) = p¯
N
t−ti0
(ki0 , ℓ) . e
−δN2α ,
uniformly over all the parameters. Using Lemma 3.9, one easily gets
Bs(t, ℓ, n) . (2N )
n4αe−δ(2N )
2α
,
uniformly over all n ≥ 1, all s < t ∈ K and all ℓ ∈ [N − A(2N )2α, N + A(2N )2α].
Given the definition of n0, we deduce that the sum over all n < n0 of the latter is
negligible w.r.t. (2N )−3α, uniformly over the same set of parameters. This concludes the
proof.
4 Appendix
4.1 Martingale inequalities
Let X(t), t ≥ 0 be a ca`dla`g, mean zero, square-integrable martingale. Let 〈X〉t, t ≥ 0
denote the bracket of X, that is, the unique predictable process such that X2 − 〈X〉 is a
martingale. Let [X]t denote its quadratic variation: in the case where the martingale is
of finite variation, we have [X]t =
∑
τ∈(0,t](Xτ − Xτ−)2. It happens that the process
Dt = [X]t − 〈X〉t is also a martingale. We will rely on the following Burkholder-Davis-
Gundy inequalities. For every p ≥ 2, there exists c(p) > 0 such that
E[|Xt|p]
1
p ≤ c(p)
(
E
[
〈X〉
p
2
t
] 1
p
+ E
[
[D]
p
4
t
] 1
p
)
, (4.1)
E
[
sup
s≤t
|Xs|p
] 1
p ≤ c(p)
(
E
[
〈X〉
p
2
t
] 1
p
+ E
[
sup
s≤t
|Xs −Xs−|p
] 1
p
)
. (4.2)
4.2 Discrete heat kernel estimates
We introduce the fundamental solution pNt (k, ℓ) of the discrete heat equation

∂tp
N
t (k, ℓ) = cN∆p
N
t (k, ℓ) ,
pN0 (k, ℓ) = δk(ℓ) ,
pNt (k, 0) = p
N
t (k, 2N ) = 0 ,
(4.3)
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for all k, ℓ ∈ {1, . . . , 2N − 1}, as well as its analogue p¯Nt (ℓ) on Z:{
∂tp¯
N
t (ℓ) = cN∆p¯
N
t (ℓ) ,
p¯N0 (ℓ) = δ0(ℓ) ,
(4.4)
for all ℓ ∈ Z. The latter is more tractable than the former since it is translation invariant.
Using a coupling between a simple random walk on Z and a simple random walk killed at
0 and 2N , we get the elementary bound pNt (k, ℓ) ≤ p¯Nt (ℓ−k) for all k, ℓ ∈ {1, . . . , 2N−
1} and all t ≥ 0. The following estimates are classical, so we omit the proofs.
Lemma 4.1 We have
∑
k p¯
N
t (k)|k| .
√
cN t , |p¯Nt (ℓ)| . (cN t)−
1
2 as well as
∑
k∈Z
|∇p¯Nt (k)| ≤ 2p¯Nt (0) ,
∑
k∈Z
|∇p¯Nt (k)||k| . 1 , |∇p¯Nt (ℓ)| . 1 ∧
1
tcN
,
uniformly over all ℓ ∈ Z, all t ≥ 0 and all N ≥ 1.
From now on, we take 2cN = (2N )
4α. Recall the definition of qN from (3.6).
Lemma 4.2 Uniformly over all 0 ≤ s < t, all ℓ ∈ {1, . . . , 2N − 1} and all N ≥ 1, we
have
2N−1∑
k=1
qNs,t(k, ℓ) . b
N (t, ℓ) , sup
k
qNs,t(k, ℓ) . b
N (t, ℓ)
(
1 ∧ 1√
t− s (2N )2α
)
. (4.5)
Proof. By symmetry, it is sufficient to prove the lemma under the further assumption
ℓ ≤ N . If bN (s, k) ≤ 3, then we have bN (s, k)/bN (t, ℓ) ≤ 3 while if bN (s, k) > 3, then
a simple calculation ensures that
bN (s, k)
bN (t, ℓ)
.
{
e−λN (t−s)+γN (ℓ−k) if k ≤ N ,
e−λN (t−s)+γN (k−ℓ) if k ≥ N ,
uniformly over all s < t, all k ∈ {1, . . . , 2N − 1}, all ℓ ∈ {1, . . . , N} and all N ≥ 1.
Therefore, it suffices to show that
2N−1∑
k=1
pNt−s(k, ℓ)z
N
s,t(k, ℓ) . 1 , p
N
t−s(k, ℓ)z
N
s,t(k, ℓ) . 1 ∧
1√
t− s(2N )2α , (4.6)
with zNs,t(k, ℓ) being either 1 or exp(−λN (t − s) + γN |ℓ − k|). When zNs,t(k, ℓ) = 1,
the bounds are classical, see for instance Lemma 26 of [EL15]. We turn to the other
case. Since k 7→ eak is an eigenvector of the discrete Laplacian on Z with eigenvalue
2(cosh a− 1), we deduce that
2N−1∑
k=1
pNt−s(k, ℓ)e
γN |ℓ−k| ≤
∑
k∈Z
p¯Nt−s(ℓ− k)eγN |ℓ−k| ≤ 2e2cN (t−s)(cosh γN−1) = 2eλN (t−s) ,
thus yielding the first bound. To get the second bound, it suffices to use the Fourier
decomposition of p¯Nt−s(·)eγN ·.
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For all a > 0, t > 0 and N ≥ 1, we have∑
k≥a
p¯Nt (k) ≤ e2tcNg(
a
2cN t
)
, (4.7)
where g(x) = cosh(argsh x) − x argsh x − 1 for all x ∈ R. By studying the function
g(x)/x, one easily deduces that the term on the r.h.s. is increasing with t.
We let q¯Ns,t(k, ℓ) := p¯
N
t−s(k, ℓ)b
N (s, k).
Lemma 4.3 Fix a compact set K ⊂ [0, T ) and ǫ > 0. There exists δ > 0 such that
qNs,t(k, ℓ) ≤ q¯Ns,t(k, ℓ) . e−δN
2α
,
uniformly over all k /∈ BNǫ/2(s), all ℓ ∈ BNǫ (t) and all 0 ≤ s ≤ t ∈ K .
Proof. Let us consider the case where bN (s, k) ≥ 3; by symmetry we can assume that
k ∈ {1, . . . , N}. Then, we apply (4.7) to get
p¯Nt−s(ℓ− k)eλN s−γNk ≤ e2(t−s)cNg(
ℓ−k
2cN (t−s)
)+λNs−γNk . (4.8)
We argue differently according to the value of α. If 4α ≤ 1, then (ℓ− k)/cN is bounded
away from 0 uniformly over all N ≥ 1, all k /∈ Bǫ/2(s) and all ℓ ∈ Bǫ(t). Using the
concavity of g, we deduce that there exists d > 0 such that the logarithm of the r.h.s. of
(4.8) is bounded by
−d(ℓ− k)+ λNs− γNk . −dǫN
2
,
thus concluding the proof in that case.
We now treat the case 4α > 1. Let η > 0. First, we assume that s ∈ [0, t − η]. For any
c > 1/4!, we have g(x) ≤ −x2/2 + cx4 for all x in a neighbourhood of the origin. Then,
for N large enough we bound the logarithm of the r.h.s. of (4.8) by
f (s) = −1
2
(ℓ− k)2
2cN (t− s) + c
(ℓ− k)4
(2cN (t− s))3 + λNs− γNk .
A tedious but simple calculation shows the following. There exists δ′ > 0, only depend-
ing on ǫ, such that sups∈[0,t−η] f (s) ≤ −δ′N2α for all N large enough. This ensures the
bound of the statement in the case where s ∈ [0, t − η].
Using the monotonicity in t of (4.7), we easily deduce that for all s ∈ [t− η, t], we have
p¯Nt−s(ℓ− k)eλN s−γNk ≤ ef (t−η)+λN η .
Recall that λN is of order N
2α. Choosing η < δ′ small enough and applying the bound
obtained above, we deduce that the statement of the lemma holds true.
The case where bN (s, k) is smaller than 3 is simpler, one can adapt the above arguments
to get the required bound.
Proof of (3.5). The quantity 1−∑2N−1k=1 pNt−s(k, ℓ) is equal to the probability that a simple
random walk, sped up by 2cN and started from ℓ, has hit 0 or 2N by time t − s. By the
reflexion principle, this is smaller than twice∑
k≥ℓ
p¯Nt−s(k)+
∑
k≥2N−ℓ
p¯Nt−s(k) .
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We restrict ourselves to bounding the first term, since one can proceed similarly for the
second term. Using (4.7), we deduce that it suffices to bound exp(2(t − s)cNg(ℓ/(2(t −
s)cN )) +λNs). This is equal to the l.h.s. of (4.8) when k = 0, so that the required bound
follows from the arguments presented in the last proof.
Finally, we use the following representation of pN :
pNt (k, ℓ) =
∑
j∈Z
p¯Nt (k + j4N − ℓ)− p¯Nt (−k + j4N − ℓ) .
The next lemma shows that pNt (k, ℓ) can be replaced by p¯
N
t (ℓ− k) up to some negligible
term, whenever ℓ is in the ǫ-bulk at time t.
Lemma 4.4 Fix ǫ > 0 and a compact set K ⊂ [0, T ). There exists δ > 0 such that
uniformly over all s ≤ t ∈ K , all k ∈ {1, . . . , 2N − 1}, all ℓ ∈ BNǫ (t) and all N ≥ 1,
we have
|pNt−s(k, ℓ) − p¯Nt−s(k, ℓ)|bN (s, k) . e−δN
2α
.
Proof. We only consider the case where bN (s, k) > 3 since the other case is simpler.
Observe that there exists C > 0 such that log bN (s, k) ≤ CN2α for all s ∈ K and all
k ∈ {1, . . . , 2N − 1}. Arguing differently according to the relative values of 4α and 1,
and using the bound (4.7), we deduce that there exists j0 ≥ 1 such that∑
j∈Z:|j|≥j0
p¯Nt−s(k+ j4N − ℓ)bN (s, k)+ p¯Nt−s(−k+ j4N − ℓ)bN (s, k) . e−δN
2α
, (4.9)
uniformly over all s ≤ t ∈ K , all k ∈ {1, . . . , 2N − 1} and all ℓ ∈ Bǫ(t). On the other
hand, the arguments in the proof of Lemma 4.3 yield that∑
j∈Z:|j|<j0
p¯Nt−s(−k + j4N − ℓ)bN (s, k) . e−δN
2α
,
∑
j∈Z:0<|j|<j0,
p¯Nt−s(k + j4N − ℓ)bN (s, k) . e−δN
2α
,
uniformly over the same set of parameters, thus concluding the proof.
Lemma 4.5 Fix ǫ > 0. There exist β ∈ (0, 1) such that∫ t
s
∑
k∈BN
ǫ/2
(r)
|KNt−r(k, ℓ)|(2N )4αdr < β ,
uniformly over all s ≤ t ∈ K , all ℓ ∈ BNǫ (t) and all N large enough.
Proof. Lemma 4.4 ensures that∫ t
s
∑
k∈Bǫ/2(r)
|KNt−r(k, ℓ)|(2N )4αdr =
∫ t
s
∑
k∈Bǫ/2(r)
|K¯Nt−r(k, ℓ)|(2N )4αdr+O(N1+4αe−δN
2α
) ,
uniformly over all ℓ ∈ Bǫ(t), all t ∈ K and all N ≥ 1. Lemma A.3 in [BG97] ensures
that the first term on the r.h.s. is smaller than some β′ ∈ (0, 1). Since the second term
vanishes as N →∞, the bound of the statement follows.
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