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FREE ENERGY LANDSCAPES IN SPHERICAL SPIN GLASSES
ELIRAN SUBAG
Abstract. We study the free energy landscape defined by associating to each point in the interior
of the ball the free energy corresponding to a thin spherical band around it. This landscape is
closely related to several fundamental objects from spin glass theory. For example, the pure states in
the decomposition proved by Talagrand (2010) concentrate on bands corresponding to points on the
sphere of radius
√
Nq? which asymptotically maximize the free energy, where q? it the rightmost point
in the support of the overlap distribution. The famous ultrametricity property proved by Panchenko
(2013) defines a tree whose branching points have the same property with q < q?. We prove that each
of those points σ, either a center of a pure state or a branching point, also asymptotically minimizes
the (extended) Hamiltonian over the sphere of radius ‖σ‖.
We derive a TAP formula for the free energy for any q in the support of the overlap distribution,
expressed by the free energy of an explicit (deterministic) mixture corresponding to the restriction
of the Hamiltonian to an appropriate band and a ground state energy. For q = q?, the latter free
energy has a trivial (replica symmetric) expression. The minimality property also allows us to obtain
bounds on the support of the overlap distribution at positive temperature in terms of the overlap
distribution of the restriction of the Hamiltonian to the sphere of radius
√
Nq?, in the 0-temperature
limit. Those bounds generalize to overlaps of samples from the system at two different temperatures.
The latter is used to prove that temperature chaos cannot be detected at the level of free energies,
for a class of models arising in the work of Chen and Panchenko (2017).
1. Introduction and main results
This work focuses on the spherical spin glass models, defined as follows. Let J (p)i1,...,ip be i.i.d. real
standard Gaussian random variables, and let {γp}∞p=1 be a sequence of non-negative deterministic
constants that decay exponentially in p. The Hamiltonian of the spherical mixed p-spin model with
mixture ν(x) =
∑∞
p=1 γ
2
px
p is
(1.1) HN (σ) = HN,ν (σ) :=
∞∑
p=1
γp
N (p−1)/2
N∑
i1,...,ip=1
J
(p)
i1,...,ip
σi1 · · ·σip , σ = (σ1, ..., σN ) ∈ SN−1,
where SN−1 denotes the (Euclidean) sphere of radius
√
N in dimension N . Note that the formula (1.1)
also defines HN (σ) for any point in BN = {σ : ‖σ‖ ∈ (0,
√
N)}. This additional structure will play
an important role in the sequel. The associated Gibbs measure, at inverse-temperature β > 0, is the
random probability measure on SN−1 given by
(1.2) dGN,β
dσ
(σ) := 1
ZN,β
e−βHN (σ), ZN,β :=
∫
SN−1
e−βHN (σ)dσ,
where dσ denotes the normalized Haar measure on the sphere. The normalization factor ZN,β and
FN,β = 1N logZN,β are called the partition function and free energy, respectively.
The fundamental object that we study in this work is the free energy landscape defined by
(1.3) ∀σ0 ∈ BN , FN,β(σ0) := 1
N
log
∫
Band(σ0,δN )
e−βHN (σ)dσ.
Here, δN = o(1) is a sequence which will be assumed to decay slow enough whenever needed, and (see
Figure 1.1)
(1.4) Band (σ0, δ) :=
{
σ ∈ SN−1 :
∣∣∣ 〈 σ√
N
,
σ0
‖σ0‖
〉
− ‖σ0‖√
N
∣∣∣ ≤ δ} .
1
ar
X
iv
:1
80
4.
10
57
6v
3 
 [m
ath
.PR
]  
31
 M
ay
 20
18
FREE ENERGY LANDSCAPES IN SPHERICAL SPIN GLASSES 2
Another free energy landscape, which turns up to be essentially as important, is the constrained free
energy given by
(1.5)
FN,β(σ0,m, ρ) : =
1
mN
log
∫
TN (σ0,m,ρ)
exp
{
− β
m∑
i=1
HN (σi)
}
dσ1 · · · dσm,
TN (σ0,m, ρ) : =
{
(σ1, . . . ,σm) ∈ (Band(σ0, δN ))m : |R(σi,σj)− q| < ρ, ∀i 6= j
}
.
We will be interested in the case ρ = ρN and m = mN , where ρN → 0 and mN → ∞ are sequences
which will be assumed to decay and diverge slow enough, respectively, whenever needed.
Define the inner sphere SN−1(q) := {σ : ‖σ‖ = √Nq} and corresponding ground-state energy1
(1.6) − E?(q) := lim
N→∞
1
N
E min
σ∈SN−1(q)
HN (σ).
The single most important fact about the free energy landscapes we prove in the paper is that,
informally, for any overlap q in the support of the Parisi measure and σ0 ∈ SN−1(q),
(1.7) FN,β(σ0,mN , ρN ) ≈ FN,β(σ0) ≈ FN,β ⇐⇒ 1
N
HN (σ0) ≈ −E?(q).
Many of our results are direct consequences of this, and a (strong) concentration property of
(1.8) F cN,β(σ0,m, ρ) := FN,β(σ0,m, ρ) +
β
N
HN (σ0),
the centered constrained free energy. The latter concentration (see Lemma 16) essentially allows us
to replace everywhere F cN,β(σ0,mN , ρN ) by its expectation, when working at the level of free energies
(i.e., at logarithmic scale). It is important to note that the meaning of the first approximate equality
in (1.7) is that conditional on sampling from the band of σ0, many i.i.d. samples from the Gibbs
measure satisfy 〈σi − σ0,σj − σ0〉/N ≈ 0, with probability that is not exponentially small.
A particular set of points that satisfy (1.7) are the centers of pure states and branching points in
their ultrametric tree. We explain this in Section 1.1, whose content is the original motivation for the
paper, in fact. In Section 1.2 we state several additional results concerning the free energy, overlap
distribution and temperature chaos. In particular, we derive a TAP-formula for the free energy, for
any q in the support of the Parisi measure (which takes a relatively simple form in the spherical case).
1.1. Pure states decomposition and ultrametricity. In [33] and [9] the authors develop a geo-
metric description for the Gibbs measure at low temperature for the spherical pure p-spin models and
their perturbative mixed models (i.e., models close to pure w.r.t. an appropriate metric), respectively,
based on a study of critical points [3, 4, 32, 34]. The main feature of GN,β that was proved in [33, 9]
is that it is asymptotically supported on bands (1.4) of vanishing width, centered around deep local
minima σ(i)? of the restriction of HN (σ) to SN−1(q?), where q? is the rightmost point in the support
of the overlap distribution.
The analysis of the critical points of HN (σ) relied on the second moment method. And while the
moments can be calculated for any general model, they do not necessarily match in the large N limit.
Hence, the approach fails to extend to models beyond those considered in [33, 9] (at least without
significant modification). The original goal of the current work was to find a ‘soft’ approach, bypassing
the use of critical points, to prove the above picture for the Gibbs measure for a general class of models.
It turns out that the fact that GN,β concentrates on bands around a sequence of points σ(i)? ∈
SN−1(q?) can be easily concluded from the pure states decomposition proved in Talagrand’s seminal
work [36]. In fact, the famous ultrametricity property [26, 27] proved by Panchenko [28] defines a tree
embedded in BN , possessing certain orthogonality properties which can also be naturally phrased in
terms of nested spherical bands around points σ(i)q ∈ SN−1(q), for q < q?.
1The restriction of HN (σ) to SN−1(q) is equal in distribution to the Hamiltonian HN,ν˜q (σ) with mixture ν˜q(x) =∑∞
p=1 q
pγ2px
p, up to rescaling of the parameter space. Hence, minσ∈SN−1(q)HN (σ) = minσ∈SN−1 HN,ν˜q (σ) in distri-
bution, and the existence of the limit is assured by [3, Theorem 4.1].
FREE ENERGY LANDSCAPES IN SPHERICAL SPIN GLASSES 3
To complete the picture, what remains is to prove the asymptotic minimality of HN (σ) over the
sphere of radius ‖σ‖ for the points σ = σ(i)? . We do so, and prove the same result for σ = σ(i)q as well.
1.1.1. Pure states. In this subsection and Subsection 1.1.2 we let GN denote a general sequence of
random probability measures on SN−1, not necessarily the Gibbs measure of HN (σ) (except for The-
orems 3 and 7). Suppose that Ak := Ak,N ⊂ SN−1, k ≥ 1, is a (random) sequence of subsets. We say
that Ak has non-vanishing weights w.r.t. GN if for any k,
lim
δ→0
lim inf
N→∞
P
{
GN (Ak) > δ
}
= 1.
If Ak has non-vanishing weights, we say that Ak is non-overlapping w.r.t. GN if for any k 6= k′,
lim
N→∞
EGN
(
Ak ∩Ak′
)
= 0,
and we say that Ak exhaust GN if
lim
k0→∞
lim inf
N→∞
EGN
( ∪k0k=1 Ak) = 1.
Let G⊗2N {(σ,σ′) ∈ ·} denote the product measure of GN with itself, and let 4 denote the symmetric
difference. For any σ and σ′ in RN , the overlap function is defined by R(σ,σ′) := 〈σ,σ′〉/‖σ‖‖σ′‖.
Inspired by Talagrand [36] we use the following definition for pure states.2
Definition. A pure states decomposition with overlap q? > 0 is a non-overlapping sequence of subsets
Ak ⊂ SN−1 of non-vanishing weights that exhaust GN , ordered so that GN (Ak) ≥ GN (Ak+1), such
that for any N = o(1) decaying slow enough:
(1.9) lim
N→∞
EG⊗2N
(
{∃k : σ, σ′ ∈ Ak} 4 {|R(σ,σ′)− q?| < N}
)
= 0.
To have a decomposition as above, the overlap distribution must charge q? asymptotically. In fact,
it cannot charge any larger value, namely, limN→∞ EG⊗2N (R(σ,σ′) > q? + ) = 0 (see Lemma 4). In
his seminal work [36], Talagrand proved that under those two conditions, generically, there exists a
pure states decomposition. (Also see Jagannath’s beautiful work [22] for a related decomposition, in
a more general setting.)
In the following definition (and only there) we denote by Rn = (Ri,j)ni,j=1 the n×n array of overlaps
Ri,j = R(σi,σj), where σi are i.i.d. samples from GN , and denote expectations w.r.t. GN by 〈·〉.
Definition. We say that the sequence of measures GN satisfies the Ghirlanda-Guerra identities if for
any integer n ≥ 1, bounded Borel measurable f : [−1, 1]n2 → R, and continuous ψ : [−1, 1]→ R,
lim
N→∞
∣∣∣nE〈f(Rn)ψ(R1,n+1)〉− E〈f(Rn)〉E〈ψ(R1,2)〉+ n∑
k=2
E
〈
f(Rn)ψ(R1,k)
〉∣∣∣ = 0.
To avoid repetition, in the sequel we will say that Condition A holds if the sequence GN satisfies
the Ghirlanda-Guerra identities and for some q? > 0,
(1.10) lim
N→∞
E
{
G⊗2N (R(σ,σ′) ∈ ·)
}
= µ, in distribution,
µ is supported on [0, q?] and µ({q?}) = a? ∈ (0, 1).
Theorem 1. (Talagrand [36]3) If Condition A holds, then there exists a pure states decomposition Ak
such that (GN (Ak))k≥1 weakly converges to a Poisson-Dirichlet distribution with parameter 1− a?.
2Talagrand did not use an explicit definition; rather, he implicitly formulated the notion of a pure states decomposition
through Theorem 2.4 in [36] and the discussion that followed it. He proved that under certain conditions the weights
of the subsets are Poisson-Dirichlet distributed in the limit. We do not take this as part of the definition, and require
instead that the subsets exhaust the Gibbs measure and are non-vanishing. We also do not require the states to be
disjoint sets, but only non-overlapping.
3For non-vanishing Ak that exhaust GN , Equations (2.10) and (2.12) of [36] imply (1.9) above.
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Given a pure states decomposition Ak, define the magnetizations
(1.11) σ(k)? =
√
Nq?σ¯
(k)
? /‖σ¯(k)? ‖, σ¯(k)? = 1
GN (Ak)
∫
Ak
σdGN (σ).
(For simplicity we assume henceforth that GN (Ak) > 0 for all k.) For fixed k, the property (1.9) geo-
metrically means that Ak asymptotically concentrates on a band. In Section 4 we show the following.
Theorem 2. If Ak is a pure states decomposition of GN with overlap q? > 0, then for any δN = o(1)
decaying slow enough, for any k ≥ 1, limN→∞ E
∣∣‖σ¯(k)? ‖2/N − q?∣∣ = 0 and
lim
N→∞
GN,β
(
Ak 4 Band(σ(k)? , δN )
)
= 0, in prob.
The following theorem concerns the spherical models.
Theorem 3. Let HN (σ) be a spherical mixed p-spin model, with Gibbs measures GN = GN,β. Then
in the setting of Theorem 2, for any fixed k,
lim
N→∞
E
∣∣∣HN (σ(k)? )
N
+ E?(q?)
∣∣∣ = 0.
1.1.2. Organization of pure states. Talagrand observed that the overlap of two samples is determined
by the barycenters of the states to which they belong. Similarly to his [36, Eq. (2.15)], we have the
following.
Lemma 4. Assume the setting of Theorem 2 and denote by GkN the conditional measure of GN given
Band(σ(k)? , δN ). Then for any  > 0 and k, k′ ≥ 1,
lim
N→∞
EGkN ×Gk
′
N
(
|R(σ,σ′)− q?R(σ(k)? ,σ(k
′)
? )| > 
)
= 0.
In his seminal work [28] Panchenko proved that if the sequence of measures GN satisfies the
Ghirlanda-Guerra identities, then it is asymptotically ultrametric,4
(1.12) ∀ > 0, lim
N→∞
EG⊗3N
(
R(σ1,σ3) ≥ min{R(σ1,σ2), R(σ2,σ3)} − 
)
= 1.
The following ultrametricity property for the centers of the pure states, is an easy corollary of (1.12).
Denote by Supp(µ) the support of µ.
Corollary 5. Assume that Condition A holds, let σ(k)? be defined as in Theorem 2 and let q ∈ (0, q?).
There exists a sequence5 θN = θN (q) = o(1) such that for any K ≥ 1,
(1.13) σ(k)?
q∼ σ(k′)? ⇐⇒ R(σ(k)? ,σ(k
′)
? ) > q/q? − θN
is an equivalence relation on {σ(k)? }Kk=1 and R(σ(k)? ,σ(k
′)
? ) /∈ [q′/q? + θN , q/q? − θN ], for all k, k′ ≤ K,
where q′ = inf{q¯ ∈ [−1, q] : µ((q¯, q)) = 0}, with probability tending to 1 as N → ∞. This relation is
independent of θN , in the sense that for any θN ≤ θ′N = o(1),
(1.14) ∀k, k′ ≤ K, lim
N→∞
P
({R(σ(k)? ,σ(k′)? ) > q/q? − θN} 4 {R(σ(k)? ,σ(k′)? ) > q/q? − θ′N}) = 0.
See Section 5 for the proofs of Lemma 4 and Corollary 5. From now on, fix for any q some θN as in
Corollary 5 so that q∼ is well defined, and (on the event that it is an equivalence relation) denote by
CKi,q ⊂ {σ(k)? , k ≤ K}, i ≤M(q,K), its equivalence classes. Define the δ-cross-sections,
Sect (σ0, δ) :=
{
σ ∈ BN :
∣∣∣ 〈 σ√
N
,
σ0
‖σ0‖
〉
− ‖σ0‖√
N
∣∣∣ ≤ δ} .
Under Condition A, the infinite array of overlaps of i.i.d. samples from GN converges to that of
samples from a Ruelle probability cascade [29, Chapter 2] (or a limit of such), which is defined on
4In [28] ultrametricity is formulated in terms of a limiting measure directly. To see how (1.12) is concluded from the
latter, see e.g. [22, Section B.2].
5In fact, if q is a continuity point of µ, then we may simply take θN = 0.
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Figure 1.1. δ-cross-sections around
points in SN−1(q). The intersec-
tion of (the closure of) Sect(σ0, δ)
with the sphere SN−1 = SN−1(1)
is the corresponding spherical band,
Band (σ0, δ).
√
N
√
Nq
an infinite dimensional Hilbert space. The following theorem describes pre-limit analogues of certain
orthogonality properties of the cascades (see, e.g., [29, Eq. (2.61)]), which we phrase in terms of
spherical sections.
Theorem 6. Assume that GN satisfies Condition A, let σ(k)? and δN be as defined in Theorem 2,
fix K ≥ 1, and let Q∞ be a countable, dense subset of Supp(µ) ∩ (0, q?). There exist sequences
δ′N , τN = o(1), a non-decreasing sequence of finite sets QN ⊂ Q∞ with ∪NQN = Q∞, and (random)
points σ(i)q ∈ SN−1(q), q ∈ QN , i = 1, . . . ,M(q,K), such that with probability tending to 1 as N →∞,
simultaneously for all q ∈ QN , q∼ is an equivalence relation and:6
(1) Clustering of pure states by sections: for any q ∈ QN ,
CKi,q ⊂ Sect(σ(i)q , δ′N ).
(2) Nesting of clusters: for any q < q′ ∈ QN ,
CKi′,q′ ∩ CKi,q 6= ∅ =⇒ CKi′,q′ ⊂ CKi,q =⇒ σ(i
′)
q′ ∈ Sect(σ(i)q , δ′N ).
(3) Orthogonality: for any q < q′, q′′ ∈ QN ∪ {0, q?}, denoting q¯ = min
(
(QN ∪ {q?}) ∩ (q, 1]
)
, if
CKi′,q′ ∪ CKi′′,q′′ ⊂ CKi,q and CKi′,q′ ∪ CKi′′,q′′ 6⊂ CKi¯,q¯, ∀i¯ ≤M(q¯, K),
then ∣∣〈σ(i′)q′ − σ(i)q ,σ(i′′)q′′ − σ(i)q 〉∣∣/N < δ′N + (q¯ − q)1{µ{(q, q¯) > 0}},
where we use the convention that σ(j)q? = σ
(j)
? and CKj,q? = {σ
(j)
? }; and that σ(1)0 = 0 and
CK1,0 = {σ(1)? , . . . ,σ(K)? }.
(4) Nesting of masses: for any q ∈ QN ,
σ
(k)
? ∈ CKi,q =⇒ GN
(
Band(σ(k)? , δN ) \ Band(σ(i)q , δ′N )
)
< τN .
In the spherical case we also have the following.
Theorem 7. Let HN (σ) be a spherical mixed p-spin model, with Gibbs measures GN = GN,β. Then
in the setting of Theorem 6,7
lim
N→∞
E max
q∈QN
max
1≤i≤M(q,K)
∣∣∣HN (σ(i)q )
N
+ E?(q)
∣∣∣ = 0.
Remark 8. In Theorem 6, one can always replace QN by any Q′N ⊂ QN so that the conclusion of the
theorem holds with Q′N . In particular, even in the full-RSB (replica symmetry breaking) case one can
choose random Q′N , say with
(
K
2
)
elements at most, that approximate q?R(σ(k)? ,σ(k
′)
? ), k, k′ ≤ K.
6Note that WLOG we may assume that QN increases slow enough so that the sequences θN (q) from the definition
of q∼ satisfy maxq∈QN θN (q) = o(1).7M(q,K) is defined on an event whose probability tends to 1. On its complement we define the maximum to be 0.
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Our proof of Theorem 6, given in Section 5, uses the main result of Jagannath’s work [22]. Roughly
speaking, the latter will be used to conclude that for large enough K, each cluster CKi,q contains as
many points as we wish, sufficiently distant from each other, with high probability. We also note that
[22] describes the joint distribution of weights of the pure states and trees formed by the equivalence
relations q∼.
Figure 1.2. An example of the tree formed by
the center points σ(i)q and σ(i)? in the 3-RSB case,
with Supp(µ) = {0, q1, q2, q?}, K = 7. Nodes of
depth 1/2/3 in the tree are points on SN−1(q) with
q = q1/q2/q?. For any point in the tree, the line
connecting it to the origin is (approximately) or-
thogonal to a line connecting it to any of its descen-
dants (by Points (1) and (2) of Theorem 6). Due
to the low dimension, the plot does not express the
orthogonality property of Point (3) of Theorem 6.
√
Nq?√
Nq2√
Nq1
A mixed p-spin model (with either spherical or Ising spins) is called generic if
(1.15)
∑
odd p
p−11{γp 6= 0} =
∑
even p
p−11{γp 6= 0} =∞.
For any generic model, GN = GN,β satisfies the Ghirlanda-Guerra identities and the overlap distribu-
tion has a limit µ such that Supp(µ) ⊂ [0, 1]; see [29, Section 3.7].8 If in addition for q? := sup{q :
µ([0, q]) < 1}, µ({q?}) ∈ (0, 1), then Condition A holds and so do Theorems 2 and 6.
In [33, 9] a similar result to Theorem 2 is derived for spherical models in the 1-RSB regime (namely,
µ = (1 − a)δ0 + aδq?), with no external field (γ1 = 0), and with β  1. Moreover, due to the 1-RSB
form of µ, the geometric picture of Theorem 6 is simplified in the case of [33, 9]. Here, e.g. assuming
(1.15), Theorems 2 and 6 apply for any Gibbs measure with finite (≥ 1) RSB measure. See [7] for
examples of spherical models with 2-RSB in the 0-temperature limit. Provided that there is an atom
at the top of the support, the theorems apply also in the full RSB case. Such measures naturally arise,
see e.g. [16, Proposition 2], [5, Theorem 4, Example 4]. For more about modes of replica symmetry
breaking see [5, 24].
Remark. Consider the Gibbs measures GN = GN,β of the spherical models HN (σ) (see (1.1) and
(1.2)). In this case, Theorems 2 and 6 give an insightful description of the Gibbs measures in terms of
a sequence of ‘nested’ models. The collection of cross-sections corresponding to the minimal value in
QN can be thought of as a sequence of approximate spherical models of reduced dimension, neglecting
small changes of the Hamiltonian in the ‘perpendicular’ direction of the section. The intersection of
cross-sections corresponding to the second smallest value in QN with the former cross-sections can be
similarly viewed as a sequence of models with further reduced dimension. One can continue in the same
manner until reaching the intersection of each pure state with all previous cross-sections containing its
center σ?. The latter are approximate spherical models which are replica symmetric in the sense that
typically 〈σ − σ?,σ′ − σ?〉 ≈ 0, for two independent samples σ, σ′ from the pure state.
Remark 9. In the case where µ({q?}) = 0, the notion of pure states decomposition can be generalized
by using the decomposition of [22], and taking the largest overlap value in the corresponding approxi-
mating sequence of overlaps to q? (by diagonalization). In this case, as N →∞, the mass of each pure
state goes to 0 and an asymptotically infinite (however, sub-exponential) number of states is required
to cover any positive fraction of the total Gibbs mass. Also, there is no uniqueness in the sense of
Lemma 23. As in the non-vanishing case, each pure state concentrates on a band around its local
magnetization.
8In fact, there Ising p-spin models are considered, but the proofs for the spherical case are similar.
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1.2. The free energy landscapes in the spherical case. We now return to the case where GN =
GN,β are the Gibbs measures of a spherical mixed p-spin model HN (σ), and state additional results
related to the free energy landscapes FN,β(σ0) and FN,β(σ0,mN , ρN ) of (1.3) and (1.5).
1.2.1. Minimality. Recall the definition of the ground-state energy (1.6). We prove in Section 3 the
following formal version of the implication =⇒ in (1.7).
Proposition 10. Let HN (σ) be a spherical mixed p-spin model and let q ∈ (0, 1). For any cN , ρN =
o(1) and mN →∞, if ΞN is the set of points σ0 ∈ SN−1(q) that satisfy
(1.16)
∣∣∣FN,β(σ0,mN , ρN )− FN,β(σ0)∣∣∣ < cN and ∣∣FN,β(σ0)− FN,β∣∣ < cN ,
then9
lim
N→∞
E sup
σ0∈ΞN
∣∣∣HN (σ0)
N
+ E?(q)
∣∣∣ = 0.
Note that the first difference in (1.16) is equal, for large N , to
(1.17)
F cN,β(σ0,mN , ρN )− F cN,β(σ0,mN , 1)
= 1
mNN
logG⊗mNN,β
{
∀i 6= j, ∣∣R(σi,σj)− q∣∣ < ρN ∣∣∣σi ∈ Band(σ0, δN )}.
1.2.2. The free energy at minima. For any spherical model, the free energy is given by the famous
Parisi formula, or its spherical version discovered by Crisanti and Sommers [19],
(1.18) lim
N→∞
EFN,β = inf P(x, ν, β),
where the infimum is over all distribution functions x on the interval [0, 1]. For the definition of the
functional P we refer the reader to [35, 14], where the above formula is proved. Since P is strictly convex
in x, the infimum above is obtained at a unique xP . The probability measure on [0, 1] corresponding
to xP , which we will denote by µP , is called the Parisi measure. We denote the rightmost point in its
support by qP := inf{q : xP (q) = 1}. For generic spherical models, the overlap distribution and Parisi
measure coincide, µ = µP and q? = qP [35, Theorem 1.2]. Note that we omit the dependence in β from
the notation. For 0 < q ∈ Supp(µP ), we prove (see Section 3) the following converse of Proposition
10, which is a formal version of the implication ⇐= in (1.7).
Proposition 11. Let HN (σ) be a spherical mixed p-spin model and let 0 < q ∈ Supp(µP ). For any
cN = o(1), if ρN = o(1) and mN →∞ decay and diverge slow enough, respectively, and we denote by
Ξ′N the set of points σ0 ∈ SN−1(q) that satisfy∣∣∣HN (σ0)
N
+ E?(q)
∣∣∣ < cN ,
then
lim
N→∞
E sup
σ0∈Ξ′N
∣∣FN,β(σ0)− FN,β∣∣ = lim
N→∞
E sup
σ0∈Ξ′N
∣∣FN,β(σ0,mN , ρN )− FN,β(σ0)∣∣ = 0.
1.2.3. The TAP formula. Define the cross-sections, or spheres,
(1.19) S(σ0) :=
{
σ ∈ SN−1 : 〈σ − σ0,σ0〉 = 0
}
.
Consider, for a moment, the case σ0 = (0, . . . , 0,
√
Nq), where the cross-section is the set of all points
of the form σ = (σ1, . . . , σN−1,
√
Nq). For such points σ we may write
(1.20) HN (σ) =
∞∑
k=1
1
N (k−1)/2
∞∑
p=k
γpq
p−k
2 (1− q) k2
∑
i1≤···≤ik≤N−1
J¯
(p)
i1,...,ik
σ¯i1 · · · σ¯ik ,
where σ¯ik = σik/
√
1− q and J¯ (p)i1,...,ik is the sum of all coefficients J
(p)
i′1,...,i′p
such that {i′1, ..., i′p} =
{i1, ..., ik, N, ..., N} as multisets. In other words, the restriction of the Hamiltonian HN (σ) to S(σ0)
9Here (respectively, Proposition 11) we define the supremum as 0 when ΞN = ∅ (respectively, Ξ′N = ∅).
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is a spherical model, up to scaling of the parameter space, whose disorder coefficients can be expressed
by the original disorder coefficients.
In fact, (1.20) is simply the Taylor expansion of HN (σ) around σ0. Expanding HN (σ0) around
a general point gives the following (see Section 7 of [9] for more details). For any q ∈ (0, 1) and
σ0 ∈ SN−1(q), there exists an isometry θ0 : SN−2 → S(σ0), such that
(1.21) ∀σ ∈ SN−2, HN ◦ θ0(σ) = HN (σ0) +Hσ0N−1(σ),
where Hσ0N−1(σ) is measurable w.r.t. the Euclidean derivatives of all orders of HN (σ) at the point σ0,
and Hσ0N−1(σ) =
√
N/(N − 1)H(q)N−1(σ) in distribution, as random fields, where we define H(q)N−1(σ)
as the Hamiltonian corresponding to the mixture
(1.22) νq(x) :=
∞∑
k=1
α2k(
√
q)xk, where α2k(
√
q) := (1− q)k
∞∑
p=k
γ2p
(
p
k
)
qp−k.
Let H(q)N,2(σ) be the Hamiltonian corresponding to νq,2(x), defined similarly to νq(x), only with the
summation starting from k = 2 instead of k = 1. Denote by FN,β(q) the free energy of H(q)N,2(σ). Note
that, w.r.t. the normalized Haar measure,
(1.23) lim
N→∞
1
N
log
(
Vol(Band(σ0, δN ))
)
= 12 log(1− q),
for any δN = o(1) that does not decay exponentially fast and σ0 ∈ SN−1(q). We prove the following
formula for the free energy in Sections 3 and 10.
Theorem 12. [TAP formula] For any mixed spherical model HN (σ) = HN,ν(σ):
(1) lim
N→∞
EFN,β = sup
q∈(0,1)
(
βE?(q) +
1
2 log(1− q) + limN→∞EFN,β(q)
)
,
and any 0 < q ∈ Supp(µP ) attains the maximum.
(2) For q = qP ,
(1.24)
lim
N→∞
EFN,β(qP ) =
1
2β
2
(
ν(1)− α20(
√
qP )− α21(
√
qP )
)
= 12β
2
(
ν(1)− ν(qP )− (1− qP )ν′(qP )
)
.
Our general approach in the paper and, in particular, Theorem 12 are related to the Thouless-
Anderson-Palmer (TAP) approach [38]. The latter suggests that the free energy FNβ can be analyzed
by attributing to each ‘TAP-state’ with local magnetization mα a free energy fTAP(mα); calculating
the corresponding complexity – i.e. the number of states with a given free energy; and maximizing
the contribution to FNβ over all ‘physical’ states. The states are characterized as (disorder dependent)
saddle points of the TAP free energy fTAP(·).
The representation of the free energy of Point (2) of Theorem 12 coincides with the expression that
was obtained in the physics literature using the TAP approach in the pure case [20, 25]10 and those
obtained rigorously in [33, 9].
We also mention the previous mathematical works of Talagrand [37] and Chatterjee [13] on the TAP
equations for the SK model at high temperature, Bolthausen’s [10] recursive scheme for the solutions
of the TAP equations, the derivation of the TAP equations for generic Ising models by Auffinger and
Jagannath, and the TAP free energy representation for Ising models by Chen and Panchenko [15], and
for the spherical 2-spin by Belius and Kistler [8].
10Note that, due to homogeneity of the Hamiltonian, in [20, Eq. (7)], the term qp/2E evaluated at the ground state
energy −E?(1) is in fact exactly −E?(q).
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1.2.4. Bounds on the overlap distribution. By Theorem 3, the centers of the pure states must have en-
ergy close to the ground state energy. We use this to draw connections between the overlap distribution
under the Gibbs measure and the overlaps of near-ground-state configurations.
For random measures ΓN on SN−1 × SN−1, and random subsets BN ⊂ RN × RN , denote
Supp+(ΓN ) =
{
q ∈ [−1, 1] : ∀ > 0, lim sup
N→∞
EΓN
(|R(σ,σ′)− q| < ) > 0},
Supp+(BN ) =
{
q ∈ [−1, 1] : ∀ > 0, lim sup
N→∞
P
{∃(σ,σ′) ∈ BN : |〈σ,σ′〉/N − q| < } > 0},
and
Suppe(ΓN ) =
{
q ∈ [−1, 1] : ∀, δ > 0, lim
N→∞
P
{
ΓN
(|R(σ,σ′)− q| < ) > e−Nδ} = 1},
Supp−(BN ) =
{
q ∈ [−1, 1] : ∀ > 0, lim
N→∞
P
{∃(σ,σ′) ∈ BN : |〈σ,σ′〉/N − q| < } = 1}.
Lastly, for q ∈ (0, 1], define
UN (q, τ) =
{
σ ∈ SN−1(q) : 1
N
HN (σ) < −E?(q) + τ
}
.
Note that if the limiting overlap distribution µ exists, then
Supp(µ) = Supp+(GN ×GN ).
Below we define µ′P similarly to µP only w.r.t. the inverse temperature β′.
Proposition 13. Assume that GN = GN,β and G′N = G′N,β′ are the Gibbs measures of a spherical
mixed p-spin model, where either β = β′ or β 6= β′. Then, for any q ∈ Supp(µP ) and q′ ∈ Supp(µ′P ),
(1.25) ∀τN = o(1) : Suppe
(
GN ×G′N
) ⊃ Supp−(UN (q, τN )× UN (q, τN )).
Further assuming that the model is generic and that µP (qP ), µ′P (q′P ) ∈ (0, 1),
(1.26) ∃τN = o(1) : Supp+
(
GN ×G′N
) ⊂ Supp+(UN (qP , τN )× UN (q′P , τN )).
Recall that the restriction of HN,ν(σ) to SN−1(q) has the same distribution as HN,ν˜q (σ) on SN−1,
up to rescaling of the parameter space, where ν˜q(x) =
∑∞
p=1 q
pγ2px
p. Thus, if we include the mixture
in the notation Suppν±(BN ), then
Suppν±
(
UN (qP , τ)× UN (qP , τ)
)
= SuppνqP±
(
UN (1, τ)× UN (1, τ)
)
.
In other words, Proposition 13 relates the positive-temperature overlap distribution under the orig-
inal Gibbs measure of HN (σ) = HN,ν(σ), to the overlap distribution under the Gibbs measure of
HN,ν˜q (σ) in the 0-temperature limit. The latter is expected to be easier to analyze, since contrary
to the positive temperature case, one does not need to control entropies. In particular, see [6, 17, 23]
which deal with the β → ∞ asymptotics of the Crisanti-Sommers problem and its relation to the
near-ground-state configurations.
1.2.5. Temperature chaos. Amixed p-spin model is said to exhibit temperature chaos [12, 21] at β 6= β′,
if for some q,
Supp+
(
GN,β ×GN,β′
)
= {q}.
Assuming that GN,β and GN,β′ have pure states decompositions with overlaps q? and q′?, respectively,
one can show (see Lemma 33) that temperature chaos occurs if and only if, for some q,
∀ > 0, k, k′, lim
N→∞
P
(|R(σ(k)?,β ,σ(k′)?,β′)− q| > ) = 0,
where σ(k)?,β and σ
(k′)
?,β′ are the centers of the bands as defined in Theorem 2. From Proposition 13, we
immediately conclude the following.
Corollary 14. Let β 6= β′. In the setting of (1.26), temperature chaos occurs if for some q,
(1.27) ∀τN = o(1) : Supp+
(
UN (qP , τN )× UN (q′P , τN )
)
= {q}.
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The above describes a geometric mechanism for temperature chaos, expressed in terms of the energy
landscape (extended to BN ). We note that for pure models, neither (1.27) holds nor chaos occurs [33],
and for mixed perturbations of pure models, both (1.27) holds and chaos occurs [9]. It is plausible
that (1.27) is necessary and sufficient for chaos in temperature, but we do not have a proof.
Panchenko [30] proved that for mixed models with Ising spins, temperature chaos occurs for any even
generic model. A certain uncoupling condition arises in his proof from the Ghirlanda-Guerra identities.
In the absence of this condition, a different approach must be used to prove chaos. However, (‘somewhat
miraculously’, Panchenko writes) this case is perfectly suited to an application of the Guerra-Talagrand
bounds.
As for spherical models, Chen and Panchenko [16] proved that chaos occurs for generic models,
assuming the same uncoupling condition. Even though this condition arises more naturally in the
spherical case than for Ising spins, its meaning is not fully understood, nor whether chaos occurs or
not when it is not satisfied. The authors show in [16, Proposition 2] that if ν′′(x)−1/2 is concave on
(0, 1] and βν′′(0) > 1, then the uncoupling condition does not hold, and Supp(µP ) = [0, qP ] where
qP = qP (β) is the unique solution of β2(1− q)2ν′′(q) = 1.
The following corollary shows that for those models, temperature chaos cannot be detected at the
level of the free energy. In particular, the Guerra-Talagrand bounds that were used in the Ising case to
upper bound the free energy of the coupled system with constrained overlap [16, Theorem 18], cannot
be used in the spherical case.
Corollary 15. Assume that GN = GN,β and G′N = G′N,β′ are the Gibbs measures of a spherical mixed
p-spin model and β 6= β′. Then
Suppe
(
GN ×G′N
) ⊃ Supp(µP ) ∩ Supp(µ′P ).
Acknowledgments. I am grateful to Gérard Ben Arous and Ofer Zeitouni for helpful discussions and
comments on previous versions of this work. I am thankful for Wei-Kuo Chen for a useful discussion
on optimality in the Parisi formula and for kindly communicating an outline of the proof of Lemma
27. I am very grateful to Dmitry Panchenko for detailed comments which improved the presentation
of the paper, and in particular for communicating the argument used in Lemma 17. The latter has
allowed to remove the genericity and non-vanishing assumptions from a previous version of the paper,
in this lemma and consequently several other main results in the paper. This work was supported by
the Simons Foundation.
2. Main ideas in the proofs
In the current section HN (σ) is assumed to be a general spherical model and GN = GN,β its
Gibbs measure. Recall the definitions (1.3), (1.5) and (1.8) of the free energies, and note that since
TN (m1 + m2, ρ) ⊂ TN (m1, ρ) × TN (m2, ρ), the sequence m 7→ mFN,β(σ0,m, ρ) is sub-additive. Also
note that for fixed q ∈ (0, 1) and large N ,
(2.1) FN,β(σ0,m, ρ) ≤ FN,β(σ0,m, 1) = FN,β(σ0) ≤ FN,β .
2.1. Step I: Concentration. An important property of the centered constrained free energy is that
it concentrates very well, for small ρ and large m. In fact, so well that we have the following uniform
bound.
Lemma 16. For any q ∈ (0, 1) and β > 0, there exist a constant c > 0 and a sequence τN = o(1) such
that with probability at least 1− e−cN ,
(2.2) ∀σ0 ∈ SN−1(q) :
∣∣F cN,β(σ0,mN , ρN )− EF cN,β(σ0,mN , ρN ) ∣∣ < τN .
Note that the expectation in (2.2) is independent of σ0 ∈ SN−1(q). To prove Lemma 16, we will
show that F cN,β(σ0,m, ρ) is a Lipschitz function of the Gaussian disorder coefficients J
(p)
i1,...,ip
(see (1.1)),
with Lipschitz constant that (normalized by 1/
√
N) goes to 0 as m→∞ and ρ→ 0, and use standard
concentration results.
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Combined with (2.1) and the Borell-TIS inequality [11, 18], Lemma 16 implies that, for arbitrary
q ∈ (0, 1), σ0 ∈ SN−1(q) and appropriate N = o(1), with probability going to 1,
(2.3) FN,β ≥ βE?(q) + EF cN,β(σ,mN , ρN )− N .
2.2. Step II: The bound of (2.3) is achieved at one point. In order to prove the TAP formula
in Point (1) of Theorem 12, we first wish to show that, with arbitrary σq ∈ SN−1(q),
(2.4) lim
N→∞
EFN,β = sup
q∈(0,1)
(
βE?(q) + lim
N→∞
EF cN,β(σq,mN , ρN )
)
,
with the supremum being achieved by any 0 < q ∈ Supp(µP ). The lower bound follows directly
from (2.3). To prove the upper bound, we only need to find one point σ0 ∈ SN−1(q) for which the
inequalities of (2.1) become equalities, up to o(1) errors. That is, a point such that
(2.5) FN,β(σ0,mN , ρN ) ≈ FN,β(σ0,mN , 1) and FN,β(σ0) ≈ FN,β .
If we are able to find such point with probability tending to 1, from (2.3) and (2.2) and since FN,β
and minσ∈SN−1(q)HN (σ)/N concentrate, we automatically (!) get that |HN (σ0)/N + E?(q)| = o(1),
with such probability. In particular, (2.4) follows provided that we show the following.
Lemma 17. Let 0 < q ∈ Supp(µP ). If cN , ρN → 0 and mN → ∞ slow enough, then there exists a
point σ0 ∈ SN−1(q) such that (1.16) holds, with probability tending to 1.
To prove Lemma 17 we will use the fact that for q ∈ Supp(µP ) we can sample mN points from
the Gibbs measure, any two of which have roughly the same overlap q, with probability that does not
decay exponentially fast. The center of mass of those points (normalized to be in SN−1(q)) will be
shown to be a point σ0 as needed. This argument was communicated to the author by D. Panchenko,
for which he is grateful. It replaces an argument from earlier version of the current work that used
the pure states decomposition directly, and it allows us to remove the assumptions of genericity and
non-vanishing of the top overlap value from several results in the previous version.
Many of the results of Subsection 1.2 follow immediately from Lemmas 16 and 17, see Section 3.
2.3. Step III: Computing limEF cN,β(σ0,mN , ρN ). To prove the TAP formula of Point (1) of The-
orem 12, what remains is to compute the limiting constrained free energy. Recall the definition of
H
(q)
N (σ) and H
(q)
N,2(σ) (see (1.22)). For a general spherical model HN (·), define
(2.6)
FN,β(HN (·),m, ρ) : = 1
mN
log
∫
TN (m,ρ)
exp
{
− β
m∑
i=1
HN (σi)
}
dσ1 · · · dσm,
TN (m, ρ) : =
{
(σ1, . . . ,σm) ∈ (SN−1)m : |R(σi,σj)| < ρ, ∀i 6= j
}
.
Lemma 18. Let σ0 ∈ SN−1(q) be an arbitrary point. If ρN → 0 and mN →∞ slow enough, then
lim
N→∞
EF cN,β(σ0,mN , ρN ) =
1
2 log(1− q) + limN→∞EFN,β(H
(q)
N (·),mN , ρN )(2.7)
= 12 log(1− q) + limN→∞EFN,β(H
(q)
N,2(·),mN , ρN )(2.8)
= 12 log(1− q) + limN→∞EFN,β(q).(2.9)
Recall that the logarithmic term above is simply the entropy of the band (1.23). In the first equality
above we move from Band(σ0, δN ) to the corresponding cross-section Sect(σ0). This equality is proved
by a straightforward continuity argument, since we only work at logarithmic scale. The second equality
follows from a property of the constrained free energy: as ρ→∞ and m→∞ the contribution of the
1-spin Hamiltonian H(q)N (σ) − H(q)N,2(σ) vanishes. Lastly, for H(q)N,2(σ) (in contrast to H(q)N (σ)), with
probability that does not decay exponentially fast, the overlap of any two of mN samples is roughly 0.
The latter fact will be a consequence of the fact that 0 is in the support of the Parisi measure. This
will imply the third equality above, i.e., that the expected constrained free energy coincides with the
usual expected free energy of H(q)N,2(σ) in the limit.
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2.4. A remark on Ising models. For models with Ising spins, one can prove similar results to
Lemmas 16 and 17, but clearly not Lemma 18. The latter lemma relies on homogeneity in σ0 ∈
SN−1(q), which obviously does not hold for Ising spins. On the cube, the constrained free energy must
depend on the ‘direction’ of σ0 and not only ‖σ0‖.
One should be able to obtain that, with probability going to 1,
FN,β ≈ sup
q∈(0,1)
sup
σ∈SN−1(q)∩[−1,1]N
(
− βHN (σ)/N + EF cN,β(σ,mN , ρN )
)
,
with the supremum achieved for any q ∈ Supp(µP ). The fact that we can restrict to [−1, 1]N follows
since it is enough to work with bands whose center is (approximately) a convex combinations of
samples from them, which for Ising spins belong to {−1, 1}N . Interestingly, at the magnetizations of
pure states, the value of EF cN,β(σ,mN , ρN ) can be extracted from Theorem 4 in the work of Chen and
Panchenko [15], which uses a completely different approach to the TAP formula. This will be explored
in future work.
3. Immediate consequences: proofs of (most) results from Subsection 1.2
Assuming Lemmas 16, 17 and 18, in this section we prove Theorem 3, Propositions 10 and 11, Point
(1) of Theorem 12, the lower bound (1.26) of Proposition 13 and Corollaries 14 and 15.
3.1. Proof of Proposition 10. From (2.2) and (2.3), on an event with probability tending to 1, for
any σ0 ∈ ΞN ,
(3.1) EF cN,β(σ0,mN , ρN )−
βHN (σ0)
N
> FN,β − aN > EF cN,β(σ0,mN , ρN ) + βE?(q)− a′N ,
for appropriate aN , a′N = o(1). Since, by the Borell-TIS inequality [11, 18], minσ0∈SN−1(q)HN (σ0)/N
concentrates around −E?(q), this completes the proof. 
3.2. Proof of Theorem 3. Fix some k ≥ 1. By Theorem 2, (1.17), and the definition of pure states
decomposition, if cN , ρN → 0 and mN → ∞ slow enough, then with probability tending to 1 as
N →∞, σ(k)? belongs to ΞN as defined in Proposition 10. This (and the last sentence in the proof of
Proposition 10) completes the proof. 
3.3. Proof of Proposition 11. Let 0 < q ∈ Supp(µP ). From (2.4), (2.2) and the concentration of
FN,β , on an event whose probability goes to 1, for all σ0 ∈ Ξ′N the inequalities of (2.1) collapse to
equalities, up to vanishing in N errors. 
3.4. Proof of Point (1) of Theorem 12. Equation (2.4) follows from Lemma 17 and the discussion
surrounding it. Combined with Lemma 18, this completes the proof. 
3.5. Proof of Equation (1.25) in Proposition 13. Let τN = o(1), q ∈ Supp(µP ) and q′ ∈ Supp(µ′P ).
Assume that q¯ ∈ Supp−
(
UN (q, τN ) × UN (q′, τN )
)
. With probability going to 1, there exists a pair
(σ0,σ′0) ∈ UN (q, τN )× UN (q′, τN ) with
∣∣〈σ0,σ′0〉/N − q¯∣∣ < N , for some N = o(1).
Thus, by Proposition 11 and (1.17), with the same probability, for some ρN , cN = o(1) andmN →∞,
(3.2)
G⊗mNN,β
{
∀i 6= j, ∣∣R(σi,σj)− q∣∣ < ρN , σi ∈ Band(σ0, δN )} > e−cNN ,
G′⊗mNN,β
{
∀i 6= j, ∣∣R(σ′i,σ′j)− q′∣∣ < ρN , σ′i ∈ Band(σ′0, δN )} > e−cNN .
Suppose that i and j are chosen uniformly from {1, . . . ,mN}, and consider the inequality
1
N
|〈σi,σ′j〉 − 〈σ0,σ′0〉| <
1
N
|〈σi − σ0,σ′0〉|+
1
N
|〈σi − σ0,σ′j − σ′0〉|+
1
N
|〈σ0,σ′j − σ′0〉|,
conditional on both events in (3.2). Since σi−σ0 (similarly, σ′i−σ′0) are roughly orthogonal for different
i, each of the three summands is larger than
√
mN + tN with probability at most d
√
mNe/mN , for
appropriate tN = o(1). We conclude that for bN = 1− 3d
√
mNe/mN and appropriate ′N = o(1),
GN,β ×G′N,β
{∣∣R(σ,σ′)− q¯∣∣ < ′N , σ ∈ Band(σ0, δN ), σ′ ∈ Band(σ′0, δN )} > bNe−2cNN . 
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3.6. Proof of Corollary 14. The corollary follows directly from (1.26). 
3.7. Proof of Corollary 15. By the Borell-TIS inequality [11, 18], with probability tending to 1,
min
σ∈SN−1(q)
1
N
HN (σ) < −E?(q) + τN =⇒ q ∈ Supp−
(
UN (q, τN )× UN (q, τN )
)
,
for τN = o(1) decaying slow enough. The corollary therefore follows from (1.25). 
4. States are bands: proof of Theorem 2
It will be enough to show that for δN = o(1) decaying slow enough, the magnetizations (1.11) satisfy
the following. For any fixed k 6= k′ and  > 0,
lim
N→∞
E
∣∣‖σ¯(k)? ‖2/N − q?∣∣ = 0,(4.1)
lim
N→∞
P
{
GN (Ak \ Band(σ(k)? , δN )) > 
}
= 0,(4.2)
lim
N→∞
P
{
GN (Band(σ(k)? , δN ) ∩Ak′) > 
}
= 0.(4.3)
Fix k ≥ 1 and let GkN be the conditional measure of GN given Ak. By (1.9), for some N = o(1),
with probability tending to 1 as N →∞,∣∣〈σ¯(k)? , σ¯(k)? 〉/N − q?∣∣ = ∣∣∣ ∫ ∫ R(σ,σ′)dGkN (σ)dGkN (σ′)− q?∣∣∣ ≤ ∫ ∣∣R(σ, σ¯(k)? )− q?∣∣dGkN (σ)
≤
∫ ∫ ∣∣R(σ,σ′)− q?∣∣dGkN (σ)dGkN (σ′) < N/GN (Ak)2,
and for arbitrary δ > 0,
GN
{∣∣R(σ, σ¯(k)? )− q?∣∣ > δ, σ ∈ Ak} ≤ N/δGN (Ak).
This implies (4.1) and (4.2) with δN that depend on k. By diagonalization, there also exists a sequence
δN independent of k with which (4.2) holds.
Lemma 19. Let q ∈ (0, 1), τN = o(1), σ0 = σ0,N ∈ SN−1(q). Suppose that M = MN is a sequence
of probability measures supported on Band(σ0, τN) such that
M ×M{|R(σ,σ′)− q| > τN} < τN .
Then there exists a sequence τ ′N = o(1), depending only on τN , such that
sup
σˆ∈SN−1
M
{|R(σ, σˆ)−√qR(σ0, σˆ)| > τ ′N} < τ ′N .
Proof. Let σ = (σj)j≤N and σi, i ≥ 1, be i.i.d. samples from M and denote expectation w.r.t. them
by E = EM . Denote Rij = R(σi,σj). Then, for arbitrary σˆ = (σˆj)j≤N ,
E|R(σ, σˆ)−√qR(σ0, σˆ)| = 1
N
E|〈σ − σ0, σˆ〉| ≤ 1
N
E|〈σ − Eσ, σˆ〉|+ 1
N
|〈σ0 − Eσ, σˆ〉|,
and for appropriate τ ′N = o(1),
1
N
‖σ0 − Eσ‖2 ≤ 1
N
〈σ0,σ0〉 − 2
N
E〈σ0,σ〉+ ER12 < τ ′N ,
1
N2
E〈σ − Eσ, σˆ〉2 = 1
N2
∑
i,j≤N
σˆiσˆj(Eσiσj − EσiEσj)
≤ 1
N
( ∑
i,j≤N
(Eσiσj − EσiEσj)2
)1/2
= E
(
R212 − 2R12R13 +R12R34
)1/2 ≤ τ ′N .

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Denote by G¯kN the conditional measure of GN given Band(σ
(k)
? , δN )∩Ak. Since Ak is non-vanishing
and (1.9) holds, for some τN = o(1), with probability tending to 1 as N →∞,
(4.4) G¯kN × G¯kN{|R(σ,σ′)− q?| > τN} < τN .
(As above, by diagonalization we can such τN independent of k.)
By Lemma 19, for some τ ′N = o(1), on the event that (4.4) occurs,
(4.5) sup
σˆ∈Band(σ(k)? ,δN )
G¯kN{|R(σ, σˆ)− q?| > τ ′N + δN} < τ ′N .
On the event that (4.5) occurs,
GN ×GN
{
(σ,σ′) ∈ Ak ×Ak′ , |R(σ,σ′)− q?| ≤ τ ′N + δN
}
≥ GN ×GN
{
σ ∈ Band(σ(k)? , δN ) ∩Ak,σ′ ∈ Band(σ(k)? , δN ) ∩Ak′ , |R(σ,σ′)− q?| ≤ τ ′N + δN
}
≥ GN
{
Band(σ(k)? , δN ) ∩Ak
}
GN
{
Band(σ(k)? , δN ) ∩Ak′
}− τ ′N .
Therefore, (4.3) must hold, for otherwise (1.9) is contradicted. This completes the proof. 
5. The ultrametric structure of pure states: proof of Theorem 6
This section is devoted to the proof of Theorem 6 concerning the organization of pure states in
space, which we tend to in Subsection 5.3. Before that, in Subsection 5.1, we prove Lemma 4, which
ties the overlap distribution of samples under GN to the overlap of the center points of the states; and
Corollary 5, by which q∼ is an equivalence relation with high probability. In Subsection 5.2 we prove
auxiliary results that will be used in the proof of Theorem 6.
5.1. Proof of Lemma 4 and Corollary 5. In this section we prove the two results in the title.
Proof of Lemma 4. Fix some k1 and k2. From the first part of Theorem 2, (1.9) and the non-
vanishing the weights of bands,
lim
N→∞
EGkiN ×GkiN {|R(σ,σ′)− q?| > N} = 0,
for some N = o(1). Thus, for some τN = o(1), with probability tending to 1 as N →∞,
(5.1) GkiN ×GkiN {|R(σ,σ′)− q?| > τN} < τN .
Let σ and σ′ denote independent samples from Gk1N and G
k2
N , respectively. By Lemma 19, for some
τ ′N = o(1), on the event that (5.1) occurs for i = 1 and i = 2,
Gk1N ×Gk2N
{|R(σ,σ′)−√q?R(σ(k1)? ,σ′)| > τ ′N} < τ ′N ,
Gk1N ×Gk2N
{|R(σ(k1)? ,σ′)−√q?R(σ(k1)? ,σ(k2)? )| > τ ′N} < τ ′N .
This completes the proof. 
Proof of Corollary 5. It is enough to prove the corollary with fixed K ≥ 1, since the general case
follows by diagonalization. From (1.12), for some N = o(1), with probability going to 1 as N →∞,
G⊗3N
(
R(σ1,σ3) ≥ min{R(σ1,σ2), R(σ2,σ3)} − N
) ≥ 1− N .
Since the sequence Band(σ(i)? , δN ) is non-vanishing w.r.t. GN , from Lemma 4 we obtain that for some
′N = o(1), with probability tending to 1,
(5.2) R(σ(i1)? ,σ(i3)? ) ≥ min{R(σ(i1)? ,σ(i2)? ), R(σ(i2)? ,σ(i3)? )} − ′N ,
uniformly in i1, i2, i3 ≤ K.
Fix some q ∈ (0, 1). For some t′N = o(1),
lim
N→∞
EG⊗2N (|R(σ,σ′)− q| < t′N ) = µ({q}).
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Thus, for any sequence tN = o(1),
(5.3) lim
N→∞
EG⊗2N (t′N ≤ |R(σ,σ′)− q| ≤ tN ) = 0.
From the non-vanishing of Band(σ(i)? , δN ) and Lemma 4, for some s′N , sN = o(1) and any sN ≤
θN = o(1), with probability going to 1,
(5.4)
∣∣R(σ(i1)? ,σ(i2)? )− q/q?∣∣ /∈ [s′N , θN ),
uniformly in i1, i2 ≤ K. Choosing θN such that θN −s′N > ′N , on the event that (5.2) and (5.4) occur,
σ
(i1)
?
q∼ σ(i2)? , σ(i2)? q∼ σ(i3)? =⇒ σ(i1)? q∼ σ(i3)? ,
implying that q∼ is an equivalence relation with probability tending to 1.
The fact that R(σ(i1)? ,σ(i2)? ) /∈ [q′/q? + θN , q/q? − θN ], with probability going to 1 for θN = o(1)
decaying slow enough follows similarly, since µ((q′+ , q)) = 0 for any  > 0. The fact that (1.14) holds
follows since by (5.4), with probability that tends to 1,∣∣R(σ(i1)? ,σ(i2)? )− q/q?∣∣ /∈ [θN , θ′N ),
uniformly in i1, i2 ≤ K, for θN ≤ θ′N = o(1). This completes the proof.
In the case where µ({q}) = 0, it is not difficult to show by a similar argument that (5.4) holds with
any s′N , θN = o(1), which may also be negative. Footnote 5 can be deduced from this. 
5.2. Auxiliary results. This section is dedicated to the proof of the following two auxiliary results,
needed for the proof of Theorem 6. Loosely speaking, Corollary 20 allows us to conclude that each of
the clusters defined by q∼ contains many states which are as far apart as possible from each other. The
proof of Corollary 20 is primarily based on the main results of [22]. Lemma 21 allows us to replace
the subsets in the corollary by bands.
Corollary 20. Assume that Condition A holds, let 0 < q1 < · · · < qa0 < q? be overlap values
in Supp(µ), and let 0 < λN = o(1) be an arbitrary sequence. Then there exist sequences λN <
ηN , η
(a)
N , η˜
(a)
N , η
?
N = o(1), 1 ≤ a ≤ a0, a sequence of non-overlapping subsets Bi = Bi,N ⊂ SN−1,
i ∈ IN = {1, . . . , kN}, with kN → ∞, and partitions I(a)j = I(a)j,N , j = 1, . . . k(a)N , of IN to sets of equal
size |I(a)j | = |I(a)j′ |, with k(a+1)N /k(a)N →∞ for 1 ≤ a < a0, each refining the previous,
(5.5) I(a)j ∩ I(a+1)j′ ∈ {∅, I(a+1)j′ },
such that, denoting D(a)N = ∪
k
(a)
N
j=1I
(a)
j × I(a)j , for any 1 ≤ a ≤ a0:
(1)
(
GN (Bi)
)kN
i=1 converge in distribution to a Poisson-Dirichlet process of parameter 1−µ({q?}).
(2) P{min
i≤kN
GN
(
Bi
) ≥ ηN} = 1.
(3) lim
N→∞
E min
(i,i′)∈D(a)
N
G⊗2N
(
R(σ,σ′) > qa − η(a)N
∣∣σ ∈ Bi, σ′ ∈ Bi′) = 1.
(4) lim
N→∞
E min
(i,i′)∈I2
N
\D(a)
N
G⊗2N
(
R(σ,σ′) < qa − η(a)N
∣∣σ ∈ Bi, σ′ ∈ Bi′) = 1.
(5) lim
N→∞
E min
i≤kN
G⊗2N
(
R(σ,σ′) > q? − η?N
∣∣σ, σ′ ∈ Bi) = 1.
(6) lim
N→∞
E min
i6=i′≤kN
G⊗2N
(
R(σ,σ′) < q? − η?N
∣∣σ ∈ Bi, σ′ ∈ Bi′) = 1.
(7) With probability tending to 1 as N →∞, for all j ≤ k(a)N and i ∈ I(a)j (simultaneously),∣∣∣{i′ ∈ I(a)j : G⊗2N (|R(σ,σ′)− qa| < η˜(a)N ∣∣σ ∈ Bi, σ′ ∈ Bi′) > 1− η˜(a)N }∣∣∣ > ∣∣I(a)j ∣∣(1− η˜(a)N ).
For the next lemma, define q0 = 0, σ(1)0 = 0, I
(0)
1 = IN , and qa0+1 = q?, σ
(i)
q? = σ¯
(i)
? , I(a0+1)i = {σ¯(i)? }.
Also, set D(0)N = I2N and D
(a0+1)
N = {(i, i) : i ∈ IN}.
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Lemma 21. Assume the conditions of Corollary 20 and let σ(i)? and δN be defined as in Theorem
2. Fix K, and for any i ≤ K, set σ¯(i)? = σ(i)? . There exist a sequence of points σ¯(i)? ∈ SN−1(q?),
i > K, and δ¯N = o(1), such that the conclusion of Corollary 20 holds with Bi that are defined by
Bi = Band
(
σ¯
(i)
? , δN
)
for i ≤ K and that satisfy Bi ⊂ Band
(
σ¯
(i)
? , δ¯N
)
for K < i ≤ kN . Moreover, for
appropriate ζ˜(a)N , ζ
(a)
N = o(1),
(1) ∀1 ≤ a ≤ a0 : lim
N→∞
P
(
∀i, i′ ≤ K : σ(i)? qa∼ σ(i
′)
? ⇐⇒ (i, i′) ∈ D(a)N
)
= 1.
(2) ∀1 ≤ a ≤ a0 + 1 : lim
N→∞
P
(
max
(i,i′)∈I2
N
\D(a)
N
q?R
(
σ¯
(i)
? , σ¯
(i′)
? ) < qa + ζ(a)N
)
= 1.
(3) ∀1 ≤ a ≤ a0 + 1 : µ{(qa−1, qa)} = 0 =⇒
lim
N→∞
P
(
max
(i,i′)∈I2
N
\D(a)
N
q?R
(
σ¯
(i)
? , σ¯
(i′)
? ) < qa−1 + ζ(a)N
)
= 1.
(4) ∀0 ≤ a ≤ a0 : lim
N→∞
P
(
min
(i,i′)∈D(a)
N
q?R
(
σ¯
(i)
? , σ¯
(i′)
? ) > qa − ζ(a)N
)
= 1.
(5) With probability tending to 1 as N →∞, for all 1 ≤ a ≤ a0, j ≤ k(a)N and i ∈ I(a)j ,∣∣∣{i′ ∈ I(a)j : |q?R(σ¯(i)? , σ¯(i′)? )− qa| < ζ˜(a)N }∣∣∣ > ∣∣I(a)j ∣∣(1− ζ˜(a)N ).
Proof of Corollary 20. Let 0 < q1 < · · · < qa0 < q? be overlap values in Supp(µ). We first treat
the case where µ{[0, q)} and µ{(qa, qa+1)} are all positive. Assuming so, let qˇ2a−1(l) and qˇ2a0+1(l) be
increasing sequences (in l) of continuity points of µ and qˇ2a(l) be decreasing sequences of continuity
points of µ such that
(5.6) qˇ1(l) < q1 < qˇ2(l) < qˇ3(l) < q2 < qˇ4(l) < · · · < qa0 < qˇ2a0(l) < qˇ2a0+1(l) < q?,
qˇ2a−1(l), qˇ2a(l) → qa and qˇ2a0+1(l) → q?, as l → ∞, and such that zi = zi(l) = µ
{
[qˇi−1(l), qˇi(l))
}
,
i = 1, . . . , 2a0 + 1, are all positive, where we set qˇ0(l) = 0.
For each l, by Theorems 1.5 and 1.7 of [22], there exist a sequence κN = κN (l)→∞ and an array
of disjoint subsets A(l)~i = A
(l)
~i,N
⊂ SN−1, where ~i = (i1, . . . , i2a0+1) and 1 ≤ ij ≤ κN , such that the
following hold. (The subsets are the ones corresponding to the leaves of the trees τN,r in [22].) For
some N = N (l) = o(1), for any k = 1, 2, . . . , 2a0 + 1,
lim
N→∞
E max
min{j: ij 6=i′j}=k
G⊗2N
(
σ ∈ A(l)~i , σ
′ ∈ A(l)~i′ , R(σ,σ
′) ≥ qˇk(l) + N
)
= 0,
and
lim
N→∞
E max
max{j: ij=i′j}=k
G⊗2N
(
σ ∈ A(l)~i , σ
′ ∈ A(l)~i′ , R(σ,σ
′) ≤ qˇk(l)− N
)
= 0,
where ~i′ = (i′1, . . . , i′2a0+1) and we implicitly assume that ij , i
′
j ≤ κN .
Moreover, the weights GN,β(A(l)~i ) converge in distribution, as N →∞, to the weights of the leaves
of a Ruelle probability cascade (RPC) with parameters z1, z1 +z2,. . . , z1 + . . .+z2a0+1 and 1.11 For the
definition of RPCs and the topology w.r.t. which the convergence holds, see [22, Section 7, Appendix
A] and [29, Chapter 2].
Since qˇk(l) are continuity points of µ, we can remove N from both the equations above. That is,
E max
min{j: ij 6=i′j}=k
G⊗2N
(
σ ∈ A(l)~i , σ
′ ∈ A(l)~i′ , R(σ,σ
′) ≥ qˇk(l)
) ≤ cN ,
E max
max{j: ij=i′j}=k
G⊗2N
(
σ ∈ A(l)~i , σ
′ ∈ A(l)~i′ , R(σ,σ
′) ≤ qˇk(l)
) ≤ cN ,
11The sets A(l)
~i
are defined for 1 ≤ ij ≤ κN . The convergence, which is defined on the space of infinite arrays with
ij ≥ 1, should be understood as convergence of the array obtained by extending GN (A(l)~i ) to an infinite array by setting
all elements with some ij > κN to be 0.
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for some cN = cN (l) = o(1). For an arbitrary ηN = o(1), by decreasing κN → ∞ if needed, we have
that
(5.7) lim
N→∞
P{ min
i1,...,i2a0+1≤κN
GN
(
A
(l)
~i
) ≥ ηN} = 1,
while the above equations hold with the same cN . Note that to prove the corollary in general, we
may prove it with ηN = o(1) which is assumed to decay as slow as we wish. Choosing ηN such that
cN/η
2
N = o(1), we have that for any k = 1, 2, . . . , 2a0 + 1,
(5.8) lim
N→∞
E min
min{j: ij 6=i′j}=k
G⊗2N
(
R(σ,σ′) < qˇk(l)
∣∣σ ∈ A(l)~i , σ′ ∈ A(l)~i′ ) = 1,
and
(5.9) lim
N→∞
E min
max{j: ij=i′j}=k
G⊗2N
(
R(σ,σ′) > qˇk(l)
∣∣σ ∈ A(l)~i , σ′ ∈ A(l)~i′ ) = 1.
Before defining the subsets Bi = Bi,N and partitions I(a)j = I
(a)
j,N we define an l-dependent version
of them, from which the former will be obtained by diagonalization. Precisely, for any l we define
Bi,N (l) = A(l)pi(i), i ≤ kN = κ2a0+1N , where pi is an enumeration of the indices ~i = (i1, . . . , i2a0+1) such
that GN (Bi,N (l)) ≥ GN (Bi+1,N (l)). For any 1 ≤ a ≤ a0, we let the sets I(a)j (l), j = 1, . . . , κ2(a0+1−a)N ,
be some enumeration of all the sets of the form
{pi−1(~i) : i1 = i¯1, . . . , i2a−1 = i¯2a−1}.
Now, setting Bi,N = Bi,N (lN ) and I(a)j,N = I
(a)
j,N (lN ), for a non-decreasing sequence of integers lN
that tends to ∞ slow enough, we have the following. From (5.7), Point (2) of the corollary holds.
Points (3)-(6) follow from (5.8) and (5.9) with η(a)N = qa − qˇ2a−1(lN ) and η?N = q? − qˇ2a0+1(lN ).
Point (7) follows with η˜(a)N decaying slow enough, which satisfies12
η˜
(a)
N = Ω
(
max
{
qa − qˇ2a−1(lN ), qˇ2a(lN )− qa, 1/κN (lN )
})
,
since by (5.8) and (5.9), with probability tending to 1, for any ~i and ~i′ such that
i1 = i′1 = i¯1, . . . , i2a−1 = i′2a−1 = i¯2a−1 and i2a 6= i′2a,
we have that
G⊗2N
(
R(σ,σ′) < qˇ2a(l)
∣∣σ ∈ A(l)~i , σ′ ∈ A(l)~i′ ) ≥ 1− η˜(a)N /2,
G⊗2N
(
R(σ,σ′) > qˇ2a−1(l)
∣∣σ ∈ A(l)~i , σ′ ∈ A(l)~i′ ) ≥ 1− η˜(a)N /2.
Since the weights GN (A(l)~i ) converge to an RPC,
lim
κ→∞ limN→∞E ∪i1,...,i2a0+1≤κ GN (A
(l)
~i
) = 1.
Therefore, if lN tends to ∞ slow enough,
(5.10) lim
N→∞
E ∪i≤kN GN (Bi) = 1.
Recall that the weights of the leaves of an RPC of parameters w1 < · · · < wk reordered in a
non-decreasing order are distributed according to the law of a Poisson-Dirichlet process of parameter
wk. (See [29, Theorem 2.12].) Therefore, for fixed l, the weights GN (A(l)~i ), i1, . . . , i2a0+1 ≤ κN (l),
reordered in non-increasing order, converge in distribution to a Poisson-Dirichlet process of parameter
µ([0, qˇ2a0+1(l))), as N → ∞. (Where we use a similar convention to Footnote 11.) Combined with
(5.10), this implies Point (1), provided that lN goes to ∞ slow enough.13
12 The notation aN = Ω(bN ) means that lim infN→∞ |aN |/|bN | > 0.
13We remark that the convergence is w.r.t. the topology induced by product topology on the space of non-increasing
sequences of positive numbers whose sum is 1 at most. The convergence in distribution is equivalent to element-wise
convergence in distribution of the each of the random variables in the sequence.
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We completed the proof of the corollary, under the assumption that µ{[0, q)} and µ{(qa, qa+1)}
are positive. In the case that, say, µ{(qa, qa+1)} = 0, a similar argument works, with the following
modification. When constructing the array of subsets using Theorems 1.5 and 1.7 of [22] we need to
work only with one arbitrary overlap value qˇ(l) in the interval (qa, qa+1) instead of the two values
qˇ2a(l), qˇ2a+1(l), choose κN that go to∞ slow enough so that with high probability the minimal weight
of A(l)~i is larger than ηN decaying slow enough, and relying on the latter slow decay, use the fact that,
for appropriate N = o(1),
lim
N→∞
EG⊗2N
(
σ ∈ A(l)~i , σ
′ ∈ A(l)~i′ , R(σ,σ
′) ∈ [qa + N , qa+1 − N ]
)
= 0.

Proof of Lemma 21. Throughout the proof, denote by B′i the sets we obtain from Corollary 20.
Note that if we show that some sets Bi satisfy
(5.11) lim
N→∞
P{∀i ≤ kN : GN (Bi 4B′i) < η¯NGN (B′i)} = 1,
for some η¯N = o(1), then it follows that Bi satisfy all the points in Corollary 20. (Say with ηN/2
instead of ηN , which is of no importance since λN = o(1) is arbitrary.)
We have that
EG⊗2N
(
R(σ,σ′) > q? + τN
) ≤ τN ,
for large N and τN = o(1) decaying slow enough. To prove the current lemma in general it is enough
to prove it with λN = o(1) that decays as slow as we wish. In particular, we assume that Point (2)
of Corollary 20 holds with ηN satisfying τN/η2N = o(1) and η?N > τN . Under this assumption, we
conclude that
lim
N→∞
E min
i≤kN
G⊗2N
(
R(σ,σ′) < q? + η?N
∣∣σ, σ′ ∈ B′i) = 1.
Together with Point (5) of Corollary 20, this implies that
(5.12) lim
N→∞
E min
i≤kN
G⊗2N
(|R(σ,σ′)− q?| < η?N ∣∣σ, σ′ ∈ B′i) = 1.
Since the bound of (5.12) is uniform over i ≤ kN , from the same argument that we used to prove
(4.2), we obtain that there exist points σ¯(i)? ∈ SN−1(q?) and δ¯N , η¯N = o(1), such that with probability
tending to 1 as N →∞, for all i ≤ kN ,
η¯NGN (B′i) ≥ GN
(
B′i \ Band(σ¯(i)? , δ¯N )
)
.
For K < i ≤ kN we define Bi = B′i ∩ Band(σ¯(i)? , δ¯N ), and therefore (5.11) holds for such i.
To define the sets Bi for i ≤ K we will need the following lemmas. We will tend to their proof once
we complete the current one.
Lemma 22. Assuming that λN = o(1), and therefore η?N = o(1), decay slow enough in Corollary 20,
the sets Bi form a pure state decomposition of GN with overlap q?.
Lemma 23. If Ak,N and A¯k,N are two pure state decompositions of GN with overlap q?, then there
exists a random permutation pi : N→ N, such that for any k, limN→∞ EGN (Ak,N 4 A¯pi(k),N ) = 0.
By Lemma 22, we may assume that B′i is a pure states decomposition. From Point (1) of Corollary
20, (GN (B′i))kNi=1 converge to a Poisson-Dirichlet process. Therefore, by Lemma 23, since the weights
of the subsets of a pure states decomposition are non-increasing,
lim
N→∞
Emax
i≤K
GN
(
B′i 4 Band(σ(i)? , δN )
)
= 0.
Since the weights are non-vanishing, this implies (5.11) for i ≤ K, with Bi = Band(σ(i)? , δN ).
It remains to prove Points (1) – (5) of the lemma. From (5.12) and (5.11),
lim
N→∞
Emax
i≤kN
G⊗2N
(|R(σ,σ′)− q?| ≥ η?N ∣∣σ, σ′ ∈ Bi) = 0.
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Therefore, for τN = o(1) that decays slow enough, with probability that goes to 1 as N →∞,
(5.13) max
i≤kN
G⊗2N
(|R(σ,σ′)− q?| > τN ∣∣σ, σ′ ∈ Bi) < τN .
Assume also that τN > δN , δ¯N . Using Lemma 19 and the same argument we used in the proof of
Lemma 4, on the event that (5.13) holds,
(5.14) max
i,i′≤kN
G⊗2N
(|R(σ,σ′)− q?R(σ¯(i)? , σ¯(i′)? )| > τ ′N ∣∣σ ∈ Bi, σ′ ∈ Bi′) < τ ′N ,
for some τ ′N = o(1) which is determined by τN .
Thus, with probability tending to 1 as N →∞, for all i, i′ ≤ kN for which
G⊗2N
(|R(σ,σ′)− qa| < η˜(a)N ∣∣σ ∈ Bi, σ′ ∈ Bi′) > τ ′N ,
we also have that
|q?R(σ¯(i)? , σ¯(i
′)
? )− qa| < η˜(a)N + τ ′N .
Point (5) of Lemma 21 thus follows from Point (7) of Corollary 20. Points (2) and (4) of Lemma 21
follow similarly from Points (3) and (4) of Corollary 20. (To prove Point (4) of Lemma 21 with a = 0,
one needs to show that Point (3) of Corollary 20 holds with a = 0 as well. This can be done using
the fact that Supp(µ) ⊂ [0, 1], assuming that Point (2) of Corollary 20 holds with ηN that decay slow
enough.)
We will now prove Point (3). Assume that µ{(qa−1, qa)} = 0. From Points (4), (6) of Corollary 20,
max
(i,i′)∈I2
N
\D(a)
N
G⊗2N
(
R(σ,σ′) ≥ qa − η(a)N
∣∣σ ∈ Bi, σ′ ∈ Bi′) < tN ,
with probability that goes to 1 as N → ∞, for appropriate tN = o(1). Since µ{(qa−1, qa)} = 0, from
Point (2) of Corollary 20, assuming ηN and η(a)N decay slow enough,
max
(i,i′)∈I2
N
\D(a)
N
G⊗2N
(
R(σ,σ′) ∈ (qa−1 + t′N , qa − η(a)N )
∣∣σ ∈ Bi, σ′ ∈ Bi′) < t′N ,
with probability going to 1 and appropriate t′N = o(1). From this, Point (3) of Lemma 21 follows using
(5.14).
Lastly, we turn to the proof of Point (1). For i ≤ K, Bi = Band(σ(i)? , δN ), namely, the bands of
Theorem 2, do not depend on the construction of Corollary 20. Similarly to (5.13), by Lemma 4, with
probability going to 1 as N →∞,
max
i≤K
G⊗2N
(|R(σ,σ′)− q?| > N ∣∣σ, σ′ ∈ Bi) < N ,
for some N = o(1) (that do not depend on ηN , η(a)N , η˜
(a)
N and η?N ). And as in (5.14), for some ′N = o(1)
determined by N = o(1), with probability tending to 1 as N →∞,
max
i,i′≤K
G⊗2N
(|R(σ,σ′)− q?R(σ(i)? ,σ(i′)? )| > ′N ∣∣σ ∈ Bi, σ′ ∈ Bi′) < ′N .
From Points (3) and (4) of Corollary 20, we conclude that
lim
N→∞
P
(∀i, i′ ≤ K, (i, i′) ∈ D(a)N : q?R(σ(i)? ,σ(i′)? ) > qa − η(a)N − ′N) = 1,
lim
N→∞
P
(∀i, i′ ≤ K, (i, i′) ∈ I2N \D(a)N : q?R(σ(i)? ,σ(i′)? ) < qa − η(a)N + ′N) = 1.
As we mentioned above, we may assume that λN , and thus η(a)N , decay as slow as we wish to 0. Hence,
we may assume that 0 < (η(a)N ±′N )/q? decay as slow as we wish to 0. Point (1) of Lemma 21 therefore
follows from Corollary 5. 
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Proof of Lemma 22. From Points (1), (5) and (6) of Corollary 20,
(5.15) lim
N→∞
EG⊗2N
({∃i ≤ kN : σ, σ′ ∈ Bi}4 {R(σ,σ′) > q? − η?N}) = 0.
By (5.3), for some t′N = o(1) and any tN = o(1),
lim
N→∞
EG⊗2N (t′N ≤ |R(σ,σ′)− q?| ≤ tN ) = 0.
Since µ{(q?, 1]} = 0, for some tN = o(1),
lim
N→∞
EG⊗2N (R(σ,σ′) ≥ q? + tN ) = 0.
Thus, for any t′N < N = o(1),
lim
N→∞
EG⊗2N
({
R(σ,σ′) > q? − N
}4 {|R(σ,σ′)− q?| < t′N}) = 0.
Assuming that η?N > t′N , from (5.15), for any N as above,
lim
N→∞
EG⊗2N
({∃i ≤ kN : σ, σ′ ∈ Bi}4 {|R(σ,σ′)− q?| < N}) =
lim
N→∞
EG⊗2N
({∃i ≤ kN : σ, σ′ ∈ Bi}4 {|R(σ,σ′)− q?| < t′N}) = 0.
Combined with Point (1) of Corollary 20, this completes the proof. 
Proof of Lemma 23. Let k > 0 be an arbitrary integer and  > 0 be a real number which will be
assumed to be small enough when needed. Since Ak is non-vanishing, for small enough τ > 0 and
large N ,
P{GN (Ak) > τ} > 1− .
Since A¯j exhaust GN , for any  and τ , for large enough k¯0, for large N ,
P{GN (∪k¯0k¯=1A¯k¯) > 1− τ} > 1− .
On the intersection of the two events above, for τ ′ ∈ (0, (1− )τ/k¯0),
∃k¯ ≤ k¯0 : GN (Ak ∩ A¯k¯) > τ ′.
From (1.9) and since A¯j are non-overlapping, for large N ,
(5.16) P
{
∃k¯1 6= k¯2 : GN (Ak ∩ A¯k¯1) >
τ ′
k¯0
, GN (Ak ∩ A¯k¯2) >
τ ′
k¯0
}
< .
Since on the complement of the event in (5.16) we have that
max
k¯≤k¯0
GN (A¯k¯ ∩Ak) ≥ GN (∪k¯≤k¯0A¯k¯ ∩Ak)− (k¯0 − 1)τ ′/k¯0,
combining the above we obtain that
P
{
∃k¯ ≤ k¯0 : GN (A¯k¯ ∩Ak)/GN (Ak) > 1− − 1/k¯0
}
> 1− 3.
By symmetry the same holds if we switch the roles of Ak and A¯k (and change k¯0 if needed). Recall
that Ak and A¯k are ordered in a non-increasing order w.r.t. their Gibbs measure and that they are
non-vanishing. By letting  tend to 0 and k¯0 tend to ∞, it follows that there exists a permutation pi
as in the lemma. 
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5.3. Proof of Theorem 6. Assume that the theorem holds for any finite QN ⊂ Supp(µ)∩(0, q?) that
is constant in N . Then, by diagonalization, for any non-decreasing sequence Q′N ⊂ Supp(µ)∩ (0, q?) of
finite sets, the theorem also holds for the sequence QN = Q′t(N), provided that t(N) is a non-decreasing
sequence of integers that goes to ∞ slow enough.
Thus, it is enough to prove the theorem assuming, as we henceforth will, that
∀N, QN = {q1, . . . , qa0} ⊂ (0, q?), for some qi < qi+1.
Fix K ≥ 1 and let a ≤ a0. We restrict throughout the proof to the event, whose probability tends
to 1, that qa∼ are equivalence relations and that the partitions I(a)j , j ≤ k(a)N , and points σ¯(i)? , i ≤ kN ,
as in Lemma 21 exist.
By Point (1) of Lemma 21, on this event, for any i ≤ M(qa,K) there exists exactly one j ≤ k(a)N
such that CKi,qa ⊂ {σ¯
(l)
? : l ∈ I(a)j }. (Recall that M(qa,K) is the number of equivalence classes
in {σ(1)? , . . . ,σ(K)? }/ qa∼.) WLOG we assume that the subsets I(a)j and equivalence classes CKi,qa are
enumerated such that
(5.17) ∀a ≤ a0, i ≤M(qa,K) : CKi,qa ⊂ {σ¯(l)? : l ∈ I(a)i }.
For any i ≤ k(a)N , set
σ(i)qa =
√
Nqaσˇ
(i)
qa /‖σˇ(i)qa ‖, where σˇ(i)qa =
1
|I(a)i |
∑
k∈I(a)
i
σ¯
(k)
? .
To prove Point (1) of the theorem, by (5.17) it will be enough to show that {σ¯(l)? : l ∈ I(a)i } ⊂
Sect(σ(i)qa , δ′N ) for any a ≤ a0 and i ≤ k(a)N . For any l ∈ I(a)i we have that
〈σ¯(l)? , σˇ(i)qa 〉 =
1
|I(a)i |
∑
k∈I(a)
i
〈σ¯(l)? , σ¯(k)? 〉 = 1|I(a)i |
∑
k∈I(a)
i
Nq?R(σ¯(l)? , σ¯(k)? ),
‖σˇ(i)qa ‖2 =
1
|I(a)i |2
∑
k,k′∈I(a)
i
〈σ¯(k)? , σ¯(k
′)
? 〉 = 1|I(a)i |2
∑
k,k′∈I(a)
i
Nq?R(σ¯(k)? , σ¯(k
′)
? ).
Below we let δ′N = o(1) be a sequence which is assumed to decay slow enough whenever needed, and
which may change from line to line. From Point (5) of Lemma 21,
1
N
〈σ¯(l)? , σˇ(i)qa 〉,
1
N
‖σˇ(i)qa ‖2 ∈ (qa − δ′N , qa + δ′N ).
Therefore,
1
N
〈σ¯(l)? ,σ(i)qa 〉 =
1
N
√
Nqa
‖σˇ(j)qa ‖
〈σ¯(l)? , σˇ(i)qa 〉 ∈ (qa − δ′N , qa + δ′N ).
and
(5.18) |R(σ¯(l)? ,σ(i)qa )−
√
qa/q?| < δ′N ,
from which Point (1) of the theorem follows.
From (5.5), (5.17) and Point (1) of Lemma 21, for any a < a′ ≤ a0, if CKi′,qa′ ∩ CKi,qa 6= ∅, then
CKi′,qa′ ⊂ CKi,qa and I
(a′)
i′ ⊂ I(a)i . Thus, to prove Point (2), it will be enough to show that if I(a
′)
i′ ⊂ I(a)i ,
then σ(i
′)
qa′ ∈ Sect(σ(i)qa , δ′N ).
Assuming that I(a
′)
i′ ⊂ I(a)i , similarly to the above, from Point (5) of Lemma 21,
1
N
〈σˇ(i′)qa′ , σˇ
(i)
qa 〉 =
1
|I(a)i ||I(a
′)
i |
∑
k′∈I(a′)
i
∑
k∈I(a)
i
q?R(σ¯(k)? , σ¯(k
′)
? ) ∈ (qa − δ′N , qa + δ′N ).
Hence,
(5.19) 1
N
〈σ(i′)qa′ ,σ(i)qa 〉 ∈ (qa − δ′N , qa + δ′N ),
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and
|R(σ(i′)qa′ ,σ(i)qa )−
√
qa/qa′ | < δ′N ,
implying that σ(i
′)
qa′ ∈ Sect(σ(i)qa , δ′N ), from which Point (2) of the theorem follows.
Use the notation we introduced before Lemma 21. Let 0 ≤ a < a′ ≤ a′′ ≤ a0 + 1 be arbitrary and
assume that I(a
′)
i′ , I
(a′′)
i′′ ⊂ I(a)i and that I(a
′)
i′ ⊂ I(a+1)j′ and I(a
′′)
i′′ ⊂ I(a+1)j′′ for some j′ 6= j′′. To prove
Point (3), it is enough to show that
(5.20)
∣∣〈σ(i′)qa′ − σ(i)qa ,σ(i′′)qa′′ − σ(i)qa 〉∣∣/N < δ′N + ta := δ′N + (qa+1 − qa)1{µ{(qa, qa+1) > 0}}.
Writing
1
N
〈σ(i′)qa′ − σ(i)qa ,σ(i
′′)
qa′′ − σ(i)qa 〉 =
1
N
(〈σ(i′)qa′ ,σ(i′′)qa′′ 〉 − 〈σ(i′)qa′ ,σ(i)qa 〉 − 〈σ(i)qa ,σ(i′′)qa′′ 〉)+ qa,
we conclude from (5.19) that
1
N
∣∣〈σ(i′)qa′ − σ(i)qa ,σ(i′′)qa′′ − σ(i)qa 〉 − 〈σ(i′)qa′ ,σ(i′′)qa′′ 〉∣∣ ∈ (qa − δ′N , qa + δ′N).
For any two points σ¯(i1)? ∈ I(a
′)
i′ and σ¯
(i2)
? ∈ I(a
′′)
i′′ , we have that (i1, i2) ∈ D(a)N (for a > 0) and
(i1, i2) ∈ I2N \D(a+1)N . Thus, by similar calculations to those in the proof of Points (1) and (2) of the
theorem, using Points (2)–(4) of Lemma 21, with ta as defined in (5.20),
1
N
〈σ(i′)qa′ ,σ(i
′′)
qa′′ 〉 ∈
(
qa − δ′N , qa + ta + δ′N
)
.
Point (3) thus follows.
To prove Point (4) of the theorem it will be enough to show that for any l ∈ I(a)i ,
lim
N→∞
EGN
(
Bl \ Band(σ(i)q , δ′N )
)
= 0,
where the subsets Bi are as defined in Lemma 21.
Recall that by (5.13), (assuming that ηN = o(1) decays slow enough in Corollary 20) with probability
tending to 1 as N →∞,
max
l≤kN
G⊗2N
(|R(σ,σ′)− q?| > cN ∣∣σ, σ′ ∈ Bl) < cN ,
for some cN = o(1). By Lemma 19 and (5.18), for all l ≤ kN , if l ∈ I(a)i then
(5.21) GN
(
|R(σ,σ(i)qa )−
√
qa| > δ′N
∣∣σ ∈ Bl) < δ′N ,
with probability tending to 1. Since ‖σ(i)qa ‖ = √qa, Point (4) follows. 
6. Minimality at branching points: proof of Theorem 7, assuming Proposition 10
As in the proof of Theorem 6, we only need to prove the current lemma for the case where QN =
{q1, . . . , qa0} ⊂ Supp(µ)∩ (0, q?) is independent of N , since the general case follows by diagonalization.
Recall that in the proof of Theorem 6 we defined the center points σ(i)qa , a ≤ a0, using the centers
σ¯
(i)
? of bands which contain (or equal to) the sets Bi defined in Lemma 21. From (5.21) we have the
following (assuming δ′N = o(1) decays slow enough). For all a ≤ a0, i ≤M(qa,K), and all l ∈ I(a)i ,
(6.1)
GN,β
(
Band(σ(i)qa , δ′N ) ∩Bl
)
GN,β(Bl)
≥ 1− cN ,
with probability tending to 1 as N → ∞, for some cN = o(1), where the sets I(a)i are defined in
Corollary 20.
By Point (7) of Corollary 20, for appropriate mN →∞, with probability that tends to 1 as N →∞:
for any i ≤ k(a)N , there exists a set of indices Li ⊂ I(a)i with |Li| = mN such that for any two different
indices l 6= l′ ∈ Li,
G⊗2N
(|R(σ,σ′)− qa| ≥ η˜(a)N ∣∣σ ∈ Bl, σ′ ∈ Bl′) ≤ η˜(a)N ,
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where η˜(a)N = o(1). Let B˜l, l = 1, . . . ,mN , be an enumeration of {Bj : j ∈ Li}. By Point (2) of
Corollary 20, P{minl≤mN GN
(
B˜l
) ≥ ηN} = 1, where we may assume that ηN = o(1) decays as slow as
we wish to 0, in particular, that 1N log ηN → 0.
From the above it is straightforward to conclude (using (1.17)) that with probability tending to 1,
all the center points σ(i)qa belong to the set ΞN defined in Proposition 10. This completes the proof. 
7. The existence of one special point: proof of Lemma 17
An outline of the proof was communicated to the author by D. Panchenko, for which he is grateful.
We first prove the following lemma.
Lemma 24. Let HN (σ) be a general spherical Hamiltonian and let q ∈ Supp(µP ). If cN , ρN → 0 and
mN →∞ slow enough, then
(7.1) lim
N→∞
P
(
1
N
logG⊗mNN,β
{
∀i 6= j, ∣∣R(σi,σj)− q∣∣ < ρN} > −cN) = 1.
Proof. It is enough to prove that for arbitrary m ≥ 1 and ρ > 0, for some cN = cN (m, ρ) = o(1),
(7.2) lim
N→∞
P
(
1
N
logG⊗mN,β
{
∀i 6= j, ∣∣R(σi,σj)− q∣∣ < ρ} > −cN) = 1,
since then the original statement follows by diagonalization. Also assume for the moment that HN (σ)
is generic. Then, the distribution of the Gram-de Finetti array (R(σi,σj))i,j≥1 weakly converges
as N → ∞, in the sense of finite dimensional distributions, to a limit that is characterized by the
Ghirlanda-Guerra identities and µP which is the limiting distribution of R(σ1,σ2) under EG⊗2N,β . (See
Points (i) and (ii) in the beginning of [29, Section 3.7], [35, Theorem 1.2] and [29, Theorems 2.13, 2.17].
Note that the former were proved in the context of Ising spins, but the proofs in the spherical case
are similar.) By [29, Remark 2.1], the limiting distribution can be approximated by Ruelle probability
cascades corresponding to a sequence of overlap distributions µN → µP . From this (7.2) easily follows.
Suppose now that HN (σ) = HN,ν(σ) is not generic and denote the corresponding minimizing
distribution in the Parisi formula (1.18) by x. Choose some other model HgN (σ) which is generic
and define the generic models HkN (σ) = HN (σ) +H
g
N (σ)/k. Denote the corresponding mixtures and
minimizing distributions by νk and xk, respectively. Let µkP denote the measure corresponding to xk.
Let q ∈ Supp(µP ). Note that since maxσ∈SN−1 |HgN (σ)|/N is bounded by a constant independent
of N on an event whose probability tends to 1, to complete the proof it will be enough to show that
(7.3) ∀ > 0,∃k0 : k ≥ k0 =⇒ Supp(µkP ) ∩ (q − , q + ) 6= ∅,
since then we can approximate the probability in (7.2) by the same probability with the Gibbs measures
corresponding to HkNN (σ) with a sequence kN going to∞ slow enough, and use the fact that the latter
correspond to generic models.
Since the free energies converge,
lim
k→∞
∣∣P(x, ν, β)− P(xk, νk, β)∣∣ = 0.
From the definition of P (see [35, Eq.(1.11)]),
lim
k→∞
∣∣P(xk, ν, β)− P(xk, νk, β)∣∣ ≤ lim
k→∞
(νk)′(1)− ν′(1) = 0.
Thus,
lim
k→∞
∣∣P(x, ν, β)− P(xk, ν, β)∣∣ = 0,
and since y 7→ P(y, ν, β) is strictly convex and its minimizer is x, (7.3) follows. 
We are now ready to prove Lemma 17. Let 0 < q ∈ Supp(µP ) and assume cN , ρN → 0 andmN →∞
slow enough so that by Lemma 24, (7.1) holds with 2mN instead of mN .
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By conditioning on the first mN points, σ1, . . . ,σmN , we conclude that, with probability going to
1 as N → ∞, there exist σ¯1, . . . , σ¯mN ∈ SN−1 such that for any i 6= j ≤ mN ,
∣∣R(σ¯i, σ¯j) − q∣∣ < ρN ,
and such that
1
NmN
logG⊗2mNN,β
{
∀i 6= j ≤ 2mN ,
∣∣R(σi,σj)− q∣∣ < ρN ∣∣∣∀i ≤ mN , σi = σ¯i}
:= 1
NmN
log
∫
T
exp
{
− β
2mN∑
i=mN+1
HN (σi)
}
dσmN+1 · · · dσ2mN − FN,β > −cN ,
where T is the set of points (σmN+1, . . . ,σ2mN ) ∈ (SN−1)mN such that |R(σi,σj) − q| < ρN and
|R(σi, σ¯k)− q| < ρN , for any k ≤ mN and mN + 1 ≤ i, j ≤ 2mN .
Setting σ¯0 = m−1N
∑
i≤mN σ¯i, for any i as above,
|〈σi, σ¯0〉/N − q| < ρN and |〈σ¯0, σ¯0〉/N − q| < ρN .
Hence, assuming that δN = o(1) decays slow enough, for σ0 =
√
Nqσ¯0/‖σ¯0‖, T ⊂ (Band(σ0, δN ))mN
and Lemma 17 follows. 
8. Computation of the constrained free energy: proof of Lemma 18
8.1. Auxiliary results. We first prove several auxiliary results.
Lemma 25. For any vector u ∈ RN define HuN (σ) = HN (σ) + u · σ. Then, deterministically,∣∣∣FN,β(HuN (·),m, ρ)− FN,β(HN (·),m, ρ)∣∣∣ ≤ β ‖u‖√
N
√
(1/m+ ρ)
Proof. Assume that (σ1, . . . ,σm) ∈ TN (m, ρ) (see (2.6)), i.e., for any i 6= j, |R(σi,σj)| < ρ. Then, by
the Cauchy-Schwarz inequality,∣∣∣ m∑
i=1
HuN (σi)−
m∑
i=1
HN (σi)
∣∣∣ = ∣∣∣u · m∑
i=1
σi
∣∣∣ ≤ ‖u‖√N(m+m(m− 1)ρ).
The lemma follows from the definition (2.6) of FN,β(HN (·),m, ρ) . 
Corollary 26. Let q ∈ (0, 1), ρN → 0 and mN →∞. Then,
lim
N→∞
∣∣EFN,β(H(q)N (·),mN , ρN )− EFN,β(H(q)N,2(·),mN , ρN )∣∣ = 0.
Proof. The corollary follows from Lemma 25 since for i.i.d. J (1)i ∼ N(0, 1), in distribution,
H
(q)
N (σ) = H
(q)
N,2(σ) + α1(
√
q)(J (1)1 , . . . , J
(1)
N ) · σ,
and E‖(J (1)1 , . . . , J (1)N )‖/
√
N = 1. 
Lemma 27. For any spherical Hamiltonian HN (σ) = HN,ν(σ) with ν(x) =
∑∞
p=2 γ
2
px
p and β > 0,
0 ∈ Supp(µP ).
Proof. An outline of the proof was communicated to the author by W.-K. Chen, for which the author
is grateful. Let the pair (b, xP ) be the unique minimizer of [17, Eq. (5)].14 Here b > 1 is a number
satisfying [17, Eq. (3)] and xP , which is a distribution function on [0, 1], is the minimizer of (1.18).15
As in [17], define
d(s) =
∫ 1
s
β2ν′′(q)xP (q)dq, Γ(q) =
∫ q
0
β2ν′′(s)ds
(b− d(s))2 − q, Γ¯(r) =
∫ 1
r
Γ(q)β2ν′′(q)dq.
In the proof of [17, Lemma 3] it is shown that
(8.1) ∀s ∈ [0, 1] : Γ¯(s) ≥
∫ 1
0
Γ¯(r)dµP (r); ∀s ∈ Supp(µP ) : Γ¯(s) =
∫ 1
0
Γ¯(r)dµP (r),
14We note that though [17] mainly treats even p-spin models, the results we use from [17] hold in general.
15The equivalence between the Crisanti-Sommers form of the Parisi formula and [17, Eq. (5)] is proved in [35, Section
4].
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where µP is the measure corresponding to xP .
If q ∈ Supp(µP ) \ {0, 1}, then by (8.1), Γ¯′(q) = 0 and thus also Γ(q) = 0. From the minimality in
(8.1), we have that
0 ≤ Γ¯′′(q) = −(Γ(q)β2ν′′(q))′ = −(Γ′(q)β2ν′′(q) + Γ(q)β2ν′′′(q)),
and thus Γ′(q) ≤ 0.
Now, assume towards contradiction that q0 := min Supp(µP ) > 0. For any s ∈ [0, q0), xP (s) = 0,
and therefore d(s) = d(q0). Thus, for such s,
Γ′(s) = β
2ν′′(s)
(b− d(s))2 − 1 <
β2ν′′(q0)
(b− d(q0))2 − 1 = Γ
′(q0).
Since Γ(0) = Γ(q0) = 0, we conclude that for any q ∈ [0, q0], Γ(q) = 0. Hence,
0 = Γ(q) =
∫ q
0
β2ν′′(s)ds
(b− d(s))2 − q =
∫ q
0
β2ν′′(s)ds
(b− d(q0))2 − q,
meaning that ν′′(q) = cq, for some constant c and any q ∈ [0, q0]. This leads to a contradiction, and
completes the proof. 
Lemma 28. Assume that HN (σ) is a spherical p-spin model. For any q ∈ (0, 1) and β > 0 there
exist constants c1, c2 > 0 such that, on the event that HN (σ) is a Lipschitz continuous function on the
closed ball of radius
√
N with constant
√
Nκ, for large N and any σ0 ∈ SN−1(q),
VˆN
(ρ− c2δN
1− q
)
− c1δNκ ≤ VN (ρ) ≤ VˆN
(ρ+ c2δN
1− q
)
+ c1δNκ,
where, with Vol denoting the normalized Haar measure,
VN (ρ) = VN (σ0, ρ) = F cN,β(σ0,mN , ρ),
VˆN (ρ) = VˆN (σ0, ρ) = FN−1,β(Hσ0N−1(·),mN , ρ) +
1
N
log Vol(Band(σ0, δN )).
Proof. Fix σ0 ∈ SN−1(q). Define g : Band(σ0, δN )→ S(σ0) to be the projection
g(σ) = σ0 +
√
N(1− q)P⊥0 (σ)/‖P⊥0 (σ)‖,
where P⊥0 is the projection to the orthogonal space of σ0 in RN .
Assuming that HN (σ) is a Lipschitz continuous with constant
√
Nκ,∣∣∣AN (ρ)− VN (ρ)∣∣∣
=
∣∣∣AN (ρ)− 1
NmN
log
∫
TN (σ0,mN ,ρ)
exp
{
− β
( mN∑
i=1
HN (σi)−HN (σ0)
)}
dσ1 · · · dσmN
∣∣∣ ≤ c1δNκ,
for an appropriate c1 = c1(q) > 0 and large N , where we denote
AN (ρ) =
1
NmN
log
∫
TN (σ0,mN ,ρ)
exp
{
− β
( mN∑
i=1
HN ◦ g(σi)−HN (σ0)
)}
dσ1 · · · dσmN .
For an appropriate c2 = c2(q) > 0, for any σ,σ′ ∈ Band(σ0, δN ),∣∣R(σ,σ′)−R(g(σ), g(σ′))∣∣ < c2δN .
Therefore, T˜N (σ0,mN , ρ− c2δN ) ⊂ TN (σ0,mN , ρ) ⊂ T˜N (σ0,mN , ρ+ c2δN ), where we define
T˜N (σ0,m, ρ) :=
{
(σ1, . . . ,σm) ∈ (Band(σ0, δN ))m :
∣∣R(g(σi), g(σj))− ‖σ0‖2/N ∣∣ < ρ, ∀i 6= j}.
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Hence,
AN (ρ) ≤ 1
NmN
log
∫
T˜N (σ0,mN ,ρ+c2δN )
exp
{
− β
( mN∑
i=1
HN ◦ g(σi)−HN (σ0)
)}
dσ1 · · · dσmN
= 1
NmN
log
∫
TN−1(mN ,
ρ+c2δN
1−q )
exp
{
− β
mN∑
i=1
Hσ0N−1(σi)
}
dσ1 · · · dσmN
+ 1
N
log Vol(Band(σ0, δN )) = VˆN
(ρ+ c2δN
1− q
)
,
where TN (m, ρ) is defined in (2.6). This proves the upper bound in the lemma. The lower bound
follows by a similar argument, and the proof is completed. 
Corollary 29. In the setting of Lemma 28, for some τN = o(1),
EVˆN
(ρ− c2δN
1− q
)
− τN ≤ EVN (ρ) ≤ EVˆN
(ρ+ c2δN
1− q
)
+ τN .
Proof. From the proof of [9, Lemma 58] one concludes that there is a constant C = C(ν) such that
the Lipschitz constant of HN (σ) = HN,ν(σ) is bounded by C√N maxσ∈SN−1 |HN (σ)|, which, by the
Borell-TIS inequality [11, 18], concentrates around
√
NCE?(1) with Gaussian tails. The corollary
therefore follows from Lemma 28. 
8.2. Proof of Lemma 18. Recall that FN,β(q) is the free energy of H(q)N,2(σ), and that, as well-known,
it concentrates around its mean. By applying Lemmas 27 and Lemma 24 (with q = 0) to the latter
Hamiltonian, the equality of (2.9) follows (and so does the existence of the limit in (2.8)). The equality
of (2.8) then follows from Corollary 26.
Suppose that ρ±N := (ρN ± c2δN )/(1 − q) > 0 decay slow enough, where c2 is the constant from
Lemma 28. Then, by Corollary 29, for some τN = o(1) and arbitrary σ0 ∈ SN−1(q), setting
Q±N,β := EFN−1,β(H
(q)
N−1(·),mN , ρ±N ) +
1
2 log(1− q)± τN ,
we have that
Q−N,β ≤ EFN,β(σ0,mN , ρN ) ≤ Q+N,β .
Assuming ρN → 0 and mN →∞ slow enough, both limits limN→∞Q±N,β are equal to the expression
in (2.9). This prove the equality in (2.7) and completes the proof. 
9. Concentration of the constrained free energy: proof of Lemma 16
Recall the definition (1.21) of the restricted (scaled) Hamiltonian Hσ0N−1(σ). We will prove below
the following lemma.
Lemma 30. For any q ∈ (0, 1) and β > 0, assuming ρN → 0 and mN →∞ slow enough, there exists
a constant c > 0 and a sequence τN = o(1) such that with probability at least 1− e−cN ,
(9.1) ∀σ0 ∈ SN−1(q) :
∣∣∣FN−1,β(Hσ0N−1(·),mN , ρN )− EFN−1,β(Hσ0N−1(·),mN , ρN )∣∣∣ < τN .
Recall that by Lemma 18, the N →∞ limit of the expectation in (9.1) is the same as the limit of
the expectation in (2.2), up to the a factor of log(1 − q)/2, with both limits independent of ρN and
mN , provided that they decay and diverge slow enough, respectively. Also, by Corollary 59 of [9],
HN (σ) has Lipschitz constant κ
√
N with probability at least 1− e−CN , for some constants C, κ > 0.
Therefore, Lemma 16 follows from Lemmas 28 and 30. The main ingredient in the proof of Lemma
30 is the following
Lemma 31. Define HN,ν(σ) by (1.1) and suppose that ν(x) =
∑p0
p=1 γ
2
px
p is a finite mixture. Then
FN,β(HN,ν(·),m, ρ) (see (2.6)) is a Lipschitz continuous function of the Gaussian disorder coefficients
J
(p)
i1,...,ip
with Lipschitz constant β
√
ν(1)
N (
1
m + ρ
m−1
m ). (From RD to R, with the usual L2 norm, where
D = D(N) is the number of coefficients.)
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Remark. Note that, reassuringly, if ρ = 1, so that FN,β(HN,ν(·),m, 1) is the usual free energy of
HN,ν(σ), the bound we obtain is independent of m.
Proof. Write
HN (J,σ) =
p0∑
p=1
γpN
− p−12
N∑
i1,...,ip=1
J
(p)
i1,...,ip
σi1 · · ·σip ,
where J = (J (p)i1,...,ip) is the array of all the disorder coefficients. For any i1, ..., ip, set
Di1,...,ip :=
d
dJ
(p)
i1,...,ip
FN,β(HN (J, ·),m, ρ) = − 1
mN
βγpN
− p−12
·
∫
T (m,ρ)
∑m
j=1 σ
(j)
i1
· · ·σ(j)ip exp
{
−β∑mj=1HN (J,σ(j))} dσ(1) · · · dσ(m)∫
T (m,ρ) exp
{
−β∑mj=1HN (J,σ(j))} dσ(1) · · · dσ(m) .
The ratio of integrals in the last equation can be viewed as an expectation under a Gibbs measure.
Denote the expectation by this measure by 〈 · 〉, so that the ratio is simply 〈∑mj=1 σ(j)i1 · · ·σ(j)ip 〉. We
then have
p0∑
p=1
N∑
i1,...,ip=1
D2i1,...,ip =
β2
m2
p0∑
p=1
γ2pN
−p−1
N∑
i1,...,ip=1
〈
m∑
j=1
σ
(j)
i1
· · ·σ(j)ip 〉2
≤ β
2
m2
p0∑
p=1
γ2pN
−p−1〈 N∑
i1,...,ip=1
( m∑
j=1
σ
(j)
i1
· · ·σ(j)ip
)2〉
.
The lemma follows since for any (σ(1), . . . ,σ(m)) ∈ T (m, ρ),
N∑
i1,...,ip=1
( m∑
j=1
σ
(j)
i1
· · ·σ(j)ip
)2 = m∑
j=1
m∑
j′=1
N∑
i1,...,ip=1
σ
(j)
i1
· · ·σ(j)ip σ
(j′)
i1
· · ·σ(j′)ip
=
m∑
j=1
m∑
j′=1
〈σ(j), σ(j′)〉p ≤ Np[m+m(m− 1)ρ].

Corollary 32. For some constant C, for any mixture ν(x) =
∑∞
p=1 γ
2
px
p and δ > 0,
(9.2) P
{∣∣∣FN,β(HN,ν(·),m, ρ)− EFN,β(HN,ν(·),m, ρ)∣∣∣ > δ} ≤ C exp{− Nδ24β2ν(1)(1/m+ ρ)}.
Proof. For finite mixtures the corollary follows from Lemma 31 and standard concentration results (see
e.g. [2, Lemma 2.3.3]), with 2 instead of 4 in the denominator in (9.2). To prove the corollary in the
infinite case, one can apply Corollary 32 to the truncated mixture νp0(x) =
∑p0
p=1 γ
2
px
p with large p0
and use the fact that the difference
∣∣FN,β(HN,ν(·),m, ρ)−FN,β(HN,νp0 (·),m, ρ)∣∣ is bounded by 1/βN
times the supremum norm of the Hamiltonian corresponding to ν(x) − νp0(x). The latter is easily
controlled assuming p0 is large using the Borell-TIS inequality (see [11, 18] and [1, Theorem 2.1.1]).
See the proof of Corollary 61 of [9], where a similar truncation was applied to prove the concentration
of the free energy. 
Proof of Lemma 30. Denote the difference in (9.1) by ∆(σ0). By Corollary 32, for fixed σ0 ∈
SN−1(q) and δ > 0,
(9.3) P
{∣∣∆(σ0)∣∣ > δ} ≤ C exp{− Nδ24β2νq(1)(1/mN + ρN )
}
.
By Fubini’s Theorem and Markov’s inequality, denoting the volume
(9.4) Volδ := Volδ,N = Vol
{
σ ∈ SN−1(q) : ∣∣∆(σ)∣∣ > δ}
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w.r.t. to the normalized Haar measure on SN−1(q), for any a > 0,
lim
N→∞
1
N
logP
{
Volδ,N ≥ e−aN
}
= −∞.
Let Eδ = Eδ,N be the event that there exists a point σ ∈ SN−1(q) such that |∆(σ)| > δ, and let
E ′κ = E ′κ,N be the event that HN (σ) has Lipschitz constant
√
Nκ, as a function on the closed ball of
radius
√
N . We will assume that κ is large enough, so that by Corollary 59 of [9] with some c′ > 0,
P{E ′κ} ≥ 1 − e−c
′N . Note that on E ′κ, the function σ 7→ FN−1,β(HσN−1(·),mN , ρN ) on SN−1(q) has
Lipschitz constant 2βκ/
√
Nq. Therefore, on Eδ ∩ E ′κ, for any point with |∆(σ)| > δ, for all points σ′
within distance
√
Nqδ/4βκ from σ, |∆(σ′)| > δ/2.
Therefore, for an appropriate a > 0,
P{Eδ} ≤ P{Eδ ∩ E ′κ}+ 1− P{E ′κ} ≤ P{Volδ/2 > e−aN}+ 1− P{E ′κ}.
Hence,
lim sup
N→∞
1
N
logP
{Eδ,N} ≤ −c′.
Since δ > 0 is arbitrary, the same also holds with δ replaced by τN = o(1), decaying slow enough. 
As mentioned in the beginning of the section, Lemma 30 proves Lemma 16. 
10. Proof of Point (2) of Theorem 12
Recall that FN,β(q) is the free energy corresponding to the mixture νq,2(x) =
∑∞
k=2 α
2
k(
√
q)xk, see
(1.22). By [35, Proposition 2.3], if16
(10.1) β2νqP ,2(t) + log(1− t) + t ≤ 0, ∀t ∈ (0, 1),
then
(10.2) lim
N→∞
EFN,β(qP ) =
1
2β
2νqP ,2(1) =
1
2β
2
(
ν(1)− α20(
√
qP )− α21(
√
qP )
)
.
Let x = xP and µ = µP be the Parisi distribution function and measure. Set xˆ(q) =
∫ 1
q
x(s)ds,
F (q) = β2ν′(q)− ∫ q0 dsxˆ2(s) , and f(s) = ∫ s0 F (q)dq. By [35, Eq. (2.6)], µ(S) = 1, where
S =
{
s ≤ qP : f(s) = sup{f(q) : q < 1}
}
.
Since qP ∈ Supp(µ), f(qP ) = sup{f(q) : q < 1}, f ′(qP ) = 0, and for any t ∈ (0, 1− qP ),
(10.3)
0 ≥ f(qP + t)− f(qP ) =
∫ t
0
∫ s
0
f ′′(qP + v)dvds,
f ′′(qP + t) = β2ν′′(qP + t)− 1
xˆ2(qP + t)
= β2ν′′(qP + t)− 1(1− qP − t)2 .
Note that νqP ,2(x) = ϕ(x)− ϕ(0)− ϕ′(0)x, where ϕ(x) = ν(qP + (1− qP )x). Equivalently,
νqP ,2(t) =
∫ t
0
∫ s
0
ϕ′′(v)dvds =
∫ t
0
∫ s
0
(1− qP )2ν′′
(
qP + (1− qP )v
)
dvds.
At t = 0, log(1− t) + t and its first derivative are equal to 0.
Thus, for any t ∈ (0, 1), the left-hand side of (10.1) is equal to∫ t
0
∫ s
0
(
β2(1− qP )2ν′′
(
qP + (1− qP )v
)− 1(1− v)2)dvds.
By a change of variables, the above is equal to∫ t(1−qP )
0
∫ s(1−qP )
0
(
β2ν′′
(
qP + v
)− 1(1− qP − v)2
)
dvds.
16To be precise, [35, Proposition 2.3] requires a strict inequality in (10.1). However, if the latter holds non-strictly,
then for any β′ < β it holds strictly. Since the left-hand side of (10.1) is continuous in β, the non-strict inequality is
sufficient.
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Thus, (10.3) implies (10.1). 
11. Proof of the upper bound (1.26) of Proposition 13
Since we assume that the model is generic, the Parisi measures, for both temperatures, coincide
the limiting overlap distributions [35, Theorem 1.2]. We can therefore work with q? and q′?. We also
assume that the latter overlaps are charged by the limiting overlap distributions, and thus we have
pure states decompositions in the sense of Theorem 2.
The following generalization of Lemma 4 holds. We omit the proof, as it follows by a direct
modification of the proof of the latter lemma.
Lemma 33. Assume the setting of Proposition 13 and let σ(k)?,β, σ
(k)
?,β′ denote the centers as in Theorem
2 corresponding to GN and G′N , respectively. Denote by GkN,β the conditional measure of GN given
Band(σ(k)?,β , δN ), and use a similar notation GkN,β′ for the conditional measure of G′N . Then for any
 > 0 and k, k′ ≥ 1,
lim
N→∞
EGkN,β ×Gk
′
N,β′
(
|R(σ,σ′)−
√
q?q′?R(σ
(k)
?,β ,σ
(k′)
?,β′)| > 
)
= 0.
Denote
aN () := P
{
∃(σ,σ′) ∈ UN (q?, τN )× UN (q′?, τN ) :
∣∣〈σ,σ′〉/N − q∣∣ < } .
Let η > 0 be an arbitrary number. By Theorem 3 and Lemma 33, for any K ≥ 1, for large enough N ,
with probability at least 1− aN (2)− η, for all k, k′ ≤ K we have that∣∣HN (σ(k)?,β)/N + E?(q?)∣∣, ∣∣HN (σ(k)?,β′)/N + E?(q′?)∣∣ ≤ τN ,〈
σ
(k)
?,β ,σ
(k′)
?,β′
〉
/N /∈ (q − 2, q + 2),(11.1)
GkN,β ×Gk
′
N,β′
( |R(σ,σ′)− q| <  ) ≤ τN ,
for an appropriate τN = o(1).
Assume K is large enough so that, for large N ,
(11.2) P
(
GN (AK), G′N (A′K) ≥
√
1− η
)
≥ 1− η,
where
AK = ∪k≤KBand(σ(k)?,β , δN,β), A′K = ∪k≤KBand(σ(k)?,β′ , δN,β′).
On the intersection of the events in (11.1) and (11.2), by a union bound, we have that
GN ×G′N
(
|R(σ,σ′)− q| ≥ 
)
≥ (1− η)GN ×G′N
(
|R(σ,σ′)− q| ≥ 
∣∣∣σ ∈ AK ,σ′ ∈ A′K )
≥ (1− η)( 1−K(K − 1)τN/2 ).
We conclude that, for large N ,
E
{
GN ×G′N
(|R(σ,σ′)− q| ≥ )} ≥ (1− aN − 2η)(1− η)(1−K(K − 1)τN/2).
Since τN = o(1) and η > 0 was arbitrary, (1.25) follows. 
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