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vAbstract
Many quantum mechanical systems require large (potentially infinite) numbers of variables to exactly
describe their state. In this thesis, I examine two approaches to develop simple, approximate models
for such systems, which capture their essential dynamics. I use two bistable regimes of the Jaynes-
Cummings model of cavity quantum electrodynamics as example systems to evaluate the effectiveness
of each approach. In the phase bistable regime (which occurs with large driving field, and which I
study in an on-resonance “bad cavity” regime to make numerical simulations tractable), the cavity
field switches between two states with identical amplitude but opposite phase. In the absorptive
bistable regime (which I study with small driving field in an on-resonance “good cavity”), two
stable regions of state space differ in cavity field amplitude as well as their shape and qualitative
behavior. After introducing these two regimes and their dynamics, I give a short introduction to
projecting dynamical equations onto linear subspaces. Proper Orthogonal Decomposition (POD)
allows the algorithmic construction of subspaces onto which the dynamics may be projected. I
demonstrate that the application of POD to phase bistability results in effective approximate filters,
while the asymmetry of the absorptive bistable case requires extensions to POD, developed in this
thesis, to create a functional filter. Local Tangent Space Alignment is one of a class of unsupervised
manifold learning algorithms which use the local geometry of high-dimensional data, such as quantum
trajectories, to calculate the coordinates of that data on a low-dimensional manifold. I show how this
algorithm functions, and characterize the manifolds that result from phase and absorptive bistability.
I fit the 3-dimensional phase bistable manifold with a small set of system observables, and create
a three-dimensional set of equations (similar to the semi-classical Maxwell-Bloch equations) which
perform very well as a filter. Absorptive bistability again proves to be more complicated, but I am
able to show that the underlying manifold is small, and make some progress on characterizing its
relations with system observables.
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1Preface
The work contained in this thesis reflects only the final year of my graduate study at Caltech. Prior
to this work, I spent five years as an experimentalist, working mostly on atom chips.
My graduate career began in the fall of 2002, when I arrived at Caltech after a year of post-
baccalaureate research at Los Alamos National Laboratory. At Los Alamos, I worked with Salman
Habib, who introduced me to the field of quantum optics, and quantum feedback control in particular.
I worked with Salman, Kurt Jacobs (a Los Alamos postdoc), and Keith Schwab, then at the National
Security Agency’s Laboratory for Physical Sciences, to explore the possibilities for feedback cooling
of nanomechanical resonators. During that year, I also had the opportunity to meet several members
of MabuchiLab at conferences, and the intellectual and personal links that drew me to the group
were forged. In my first year at Caltech, I informally joined Hideo’s group, and worked on finishing
and submitting the nanomechanical cooling paper [1].
Once the paper was safely submitted and on its way to publication, I started to look for a home
for myself within our group. I quickly gravitated to atom chips, and the experiments undertaken
by Ben Lev. Rather than apprentice myself directly to Ben, however, Hideo suggested that I take
an experiment which Ben had recently performed and look for ways to extend it. Ben had built an
atom mirror out of an old hard drive by etching away stripes of magnetic material and magnetizing
the remaining bands. This forms a magnetic field which decays exponentially away from the surface,
which repels atoms which are in a low-field-seeking state. With this result in the toolbox, I began to
look for ways to use such a mirror to build more complex devices. I quickly became attracted to the
idea of magnetoelectrostatic devices, which use the attractive DC Stark effect to balance the repulsive
magnetic force. After many explorations of various geometries, I settled on the disk geometry shown
in Figure 1a. With a geometry designed, and its predicted atomic potential calculated, we wrote a
paper proposing the trap [2], and I set about building both the chips and an apparatus with which
to use them.
Ben introduced me to the cleanroom facilities of Prof. Michael Roukes, where I learned the
basics of chip fabrication from Ben and others. I designed a photomask for the final chip design,
and set about devising a recipe which would allow the creation of an atom mirror with a 3 micron
grating period, circular gold disks of carefully-determined thickness, and leads to charge the disks.
2(a) (b)
Figure 1: a) Schematic for a magnetoelectrostatic ring trap. b) Trapping potential for a magneto-
electrostatic trap, showing the sharp minima above the disk edge and the weaker trapping potential
across the full disk surface.
Figure 2: Rubidium cooling and trapping apparatus at Caltech.
At the same time, I claimed a section of optical table and began to design and build a laser cooling
and trapping apparatus. I was the first in the lab to use rubidium atoms, rather than cesium, which
generally made the experiment somewhat easier to build. First, the relevant light has a wavelength
of approximately 780 nm, which is almost visible — much closer to visible than the 852 nm light
used in cesium experiments. In addition, I was able to use getters to dispense rubidium into the
vacuum system, rather than the cumbersome ampules necessary for cesium. With the guidance of
Ben Lev, John Stockton, and Michael Armen, and with computer input-output libraries built by JM
Geremia, I was able to build the full apparatus, and cool and trap atoms into a magneto-optical trap
(MOT) in March of 2006. A snapshot of the apparatus from around this time is shown in Figure 2.
After the publication of [2], I made several important changes in the way the experiment would
be run, which in turn affected the apparatus I built. The critical change was in the trap loading. In
[2], we proposed dropping in the atoms from a mirror MOT onto the atom chip. This would mean
3dropping the atoms about a millimeter or two, which would increase our ability to load the traps,
but would greatly restrict the number of atoms we could capture in the MOT cloud. I subsequently
determined that we could load more atoms by inverting the chip and tossing the atoms up at it
from a free-space MOT. The ability to capture up to 1,000 times more atoms in the initial MOT
(∼ 109 rather than ∼ 106) more than compensated for the reduction in loading efficiency by a factor
of roughly 100. I simulated the launching of classical particles from a Gaussian MOT distribution
and found that we could load different levels within the chip trap by changing the time at which we
turned on the conservative trapping potential. Inverting the chip also made it easier to imagine how
we would detect the trapped atoms: when the DC potential is removed, the atoms will fall away
from the surface, where they can be imaged by fluorescence.
A significant downside of the inverted operation is that atoms would travel quite far (several
inches) from the trapping MOT to the chip, and therefore needed to be very cold to maintain
density. This required sub-Doppler cooling as a part of the atom-tossing procedure. After several
months of system optimization (which made the whole apparatus more robust), I was finally able
to cool the atoms to below their Doppler temperature one day in the spring of 2007. The next
day, however, the magnetic field was distinctly different, and sub-Doppler cooling no longer worked.
After scouring the lab for what had changed, I stepped next door into the Eisenstein lab, where I
learned that their 13 Tesla superconducting magnet was at a different set-point that day than the
day before: culprit identified. I was able to cobble together a sensor above the MOT to measure
the background field from their magnet, but stopped work on optimizing that sensor when Hideo
announced the lab move to Stanford. My apparatus, built used shared grant money with Prof.
Oskar Painter, would stay at Caltech with me, but move to the Painter lab.
As my lab-mates prepared to move to Stanford, I disassembled and packed up my apparatus for
the move across campus. I was initially supposed to reassemble in one lab, but there was not enough
space. Then I designed the conversion of an office to a lab space, but that was not completed because
Prof. Painter won space in a different building, for which he had to give up the space where I was
planning to work. While this uncertainty plagued my progress, I continued the design process for an
alternative experiment which would have a greater chance of success than the magnetoelectrostatic
traps (where the trap loading issue was still going to be very challenging to resolve): plasmonic
diffraction gratings for atoms. Standing surface electromagnetic waves, at very short wavelengths
due to their confinement in the surface, would allow atoms to be diffracted to large angles. However,
as it became clear that I was not going to be able to reassemble my apparatus in time to get results
and graduate in a reasonable time, I approached Hideo about a theoretical project, and this thesis
project was born. The apparatus I designed and built has been reassembled in the Painter group’s
new space, but has not yet been fully integrated into their research.
The final year, almost to the day, of my graduate study was consumed by the theoretical and
4computational work described in the following pages. My years as an experimentalist shaped my
approach to these problems, always drawing my attention to how these calculations may be of use
for physical experiments, but I also enjoyed the freedom from the many “messy” aspects of physical
implementation.
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Introduction and Background
Quantum mechanics forms the basis for our understanding of the behavior of light and matter.
While most day-to-day events we observe can be accurately modeled using classical mechanics and
electromagnetism, many physical systems require a quantum mechanical description. Whether we
are interested in the details of a chemical reaction or the flow of electrons through a semiconductor
inside a computer, or even a system as apparently simple as the interaction of the electromagnetic
field with a single atom, quantum mechanical modeling is both highly accurate and necessary. As
optical networks and computing resources shrink and become faster, they will inevitably encounter
limits set by quantum mechanics. While these limits might impose restrictions on the behavior of a
system, they may also open the door to other uses for the same system. This thesis is dedicated to
examining ways of building simpler models for quantum systems which respect their dynamics, but
may eventually also allow those systems to be more easily developed into useful technology.
Quantum mechanics is an inherently probabilistic model for the physical world. In order to model
the dynamics of quantum systems, we propagate not a single position and momentum as we might
for a classical system, but instead a probability distribution. Undergraduate quantum mechanics
usually introduces the Schro¨dinger equation, a partial differential equation for the wavefunction of
an isolated physical system, from which we can calculate the possible results of measurements of
certain observable quantities. However, as we work to match this simple model with the physical
world, we encounter limits to the model. First, we are forced to reckon with the difficulty of building
an isolated system, and then measuring it. By definition, the measurement process is an intrusion
from the “outside” into a supposedly isolated system. This is usually dealt with by hand-waving
arguments about an omnipotent experimenter suddenly introducing a measurement apparatus and
making a sharp, projective measurement.
Of course, this model, too, often does not match with the physical reality of a laboratory or
its example quantum system under study. A real physical quantum system is an open system,
unavoidably coupled to the environment surrounding it, making it difficult to define the boundary
of the “system.” Often, the best we can hope for is to shape the coupling of system to environment
6so that we may retrieve information about the system without disrupting it in ways we do not
want. (If we can do this, then we are justified in our model’s separation between “system” and
“environment.”) A physical measurement process can almost always be modeled not as a direct
measurement of the system, but instead a measurement of the environment interacting with the
system of interest. Measurements also necessarily take time; the instantaneous measurement of
introductory quantum mechanics is as much an approximation as its isolation.
We must also deal with the fact that our measurement may not tell us everything about our
system, because of the limited way in which the environment interacts with the system, or because
our measurement cannot distinguish between different states of the environment or, as a result,
the system. As experimenters, our understanding of the state of our quantum system is shaped
by the system’s history and dynamics (the realm of the Schro¨dinger equation), and also by the
fallible way we measure the system, noise which may be introduced through the environment or
measurement, or our simple failure to measure all of the parts of the environment which carry
information about the system. We must almost always think of our quantum system as being in a
mixed state, acknowledging our lack of knowledge about the system.
Mixed states cannot be modeled as wavevectors (|ψ〉), and must instead be modeled using density
matrices (
∑
i ci|ψi〉〈ψi|), which we propagate in time using the master equation. Density matrices
reside in a much larger space than wavefunctions — they have many more degrees of freedom —
which makes accurate simulations of dynamics a challenge for large systems. In particular, any
system which is coupled with an electromagnetic field can be difficult to simulate because the field,
modeled as a harmonic oscillator, is infinite dimensional (there’s no top to the ladder of states).
It is usually reasonable to define a cut-off energy, but this can still result in very large density
matrices, especially if the system consists of tensor products of this large field space with other
system components. Coupling with a two-level system quadruples the number of elements in the
density matrix.
One way to tackle this challenge is by simulating only fully observed systems. That is, only sys-
tems in which the experimenter measures every output channel. Such systems can be simulated using
a stochastic Schro¨dinger equation, and their states remain pure, and take the form of wavefunctions.
The quantum simulations (“trajectories”) in this thesis are all of this form. The statistical behavior
of such systems is identical to partially observed systems over long times (or multiple samples of
identical systems). Measurements should not be able to change the fundamental statistics of the
underlying system.
Given a physical system, however, the experimenter often does not have the option of measuring
every output channel. An atom may emit light into all 4π steradians, for example, which cannot all be
covered in detectors. To build her best guess as to the system state, the experimenter is forced to use
the master equation as a “filter” — an equation which propagates her current best guess about the
7state of the system, with filter input from the output of the measurement process. The experimenter’s
best guess is a mixed state, and propagating the master equation will be computationally intense
(and very difficult to do in real time). Should the experimenter desire to use this filter to decide on
a control signal to drive the system to a particular state, she will be hard pressed to update her best
guess in real time, and the control task will be very challenging. This thesis attempts to develop
techniques to build simple models for quantum systems which capture the dynamics of interest (and
potential utility) and which may also be propagated much more easily, potentially in real time, by
a computer or purpose-built circuit. Such simple models might also provide insight into the system
by elucidating the components which result in particular behavior.
The general technique I use to build simpler models is to find a linear or nonlinear submanifold
of the full space of possible dynamics, in which the particular dynamics of a system are generally
confined. I adapt various techniques for finding such subspaces developed for other applications to
the case of quantum dynamics, and illustrate both their successes and failures.
1.1 Thesis overview
The remainder of this Introduction introduces the example physical system whose dynamics we will
attempt to model with simple dynamical systems: a two-level atom in a high-finesse optical cavity, a
situation known as “cavity quantum electrodynamics” (cavity QED). I review the dominant model
for cavity QED, the Jaynes-Cummings model, give an abbreviated derivation of the Maxwell-Bloch
equations, and a short summary of known interesting dynamics observed in these equations and
in corresponding simulations of cavity QED. I close with a brief introduction to a few topics in
stochastic calculus, to lay the groundwork for the remainder of the thesis.
Chapter 2 provides an overview of the technique of projecting filtering equations onto manifolds.
I then turn to a particular manifold — a linear space of density matrices — and project the stochastic
master equation for cavity QED onto this space, deriving nonlinear dynamical equations for the local
coordinates.
Chapter 3 makes the work of Chapter 2 more concrete by describing a process, Proper Orthogonal
Decomposition, for determining a linear density matrix space onto which to project the dynamics.
I analyze cavity QED dynamics in phase and absorptive bistability regimes, and demonstrate some
successes, and some failures, of this process for generating accurate filters.
Chapter 4 turns away from linear manifolds, and introduces nonlinear manifolds generated with
an algorithm for Local Tangent Space Alignment. We turn again to phase and absorptive bistability
regimes. In the phase bistability case, we are able to fit the manifold coordinates with simple
combinations of expectation values, and derive a set of situation-specific “Maxwell-Bloch” equations,
which I then compare with previously-derived equations for this system, and evaluate as a filter. The
8absorptive bistability case is more complex, but I lay the groundwork for deriving similar systems
of equations.
The concluding Chapter 5 draws the results together, examines the successes and failures of the
examined model reduction techniques, and suggests directions for future work.
1.2 Model system: Cavity quantum electrodynamics
A single atom in a high-finesse optical cavity constitutes a canonical system in quantum optics.
Experimental work on such systems (such as [3, 4, 5, 6, 7], among many others) has demonstrated
strong coupling between the atom and the optical field, meaning that the presence or absence of a
single photon drastically changes the environment for a single atom, and correspondingly, that the
state of the single atom strongly affects the behavior of the field in the cavity. There are multiple
parameter ranges in which strong coupling occurs. Strong coupling can be identified as a regime in
which the ratio of the square of the atom-field coupling rate to the product of the cavity decay and
atomic spontaneous emission rates is large. This ratio is called the “cooperativity.” Two limits of
interest are the “bad cavity” and “good cavity” limits: for a fixed value of the cooperativity, the
cavity decay rate may be large compared with the spontaneous emission (“bad cavity”), or small
(“good cavity”). We usually scale time by the atomic spontaneous emission rate, so it ends up
dropping out; this means that a small cavity decay rate, for a fixed cooperativity, implies a small
atom-field coupling rate (inside a higher-finesse cavity), and vice versa.
1.2.1 The Jaynes-Cummings model
A simple model for the atom-cavity system is the Jaynes-Cummings model [8]. In this model, the
atom is approximated as a two-level system, there is only one harmonic mode of the field in the
cavity. The two-level atom is equivalent to a single spin, and the operators which act on it are
the Pauli matrices and their linear combinations: σ− lowers the atom into its ground state, while
σ+ = σ
†
− excites the atom. The field is acted upon by a and a
†, the familiar annihilation and creation
operators for a simple harmonic oscillator. We operate in a rotating frame, at the frequency of the
driving field. The Hamiltonian in this model takes the form
H = ∆ca
†a+ ∆aσ+σ− + ig0
(
a†σ− − aσ+
)
+ iE (a† − a) , (1.1)
where ∆c is the detuning between the field and the cavity, ∆a is the detuning between the field and
the atomic transition, g0 is the coupling rate between the atom and the cavity field, and E is the
driving (classical) field strength. Stepping through the terms of the equation:
9• ∆ca†a accounts for the difference in energy between on- and off-resonant drive of the cavity
by the external field.
• ∆aσ+σ− similarly accounts for the difference in energy between on- and off-resonant drive of
the atom by the external field.
• ig0
(
a†σ− − aσ+
)
is responsible for exchange of energy between the atom and the field at rate
2g0. The first term creates an excitation in the field, while driving the atom to the ground
state; that is, the atom emits a photon into the field. The second is the inverse process, where
the atom absorbs one photon out of the field, and becomes excited.
• iE (a† − a) is the external driving field, acting to excite the phase quadrature of the cavity
mode.
A Hamiltonian like (1.1) would suffice if we were concerned only with the unobserved dynamics
of a closed quantum system. However, for useful systems, the “closed” model will not suffice.
Instead, we must extend the picture to include the system’s interaction with its environment, and
the behavior of an observer making measurements on the system. The observer may know the
quantum state fully, or imperfectly, and so we model the dynamics of such an “open quantum
system” with a master equation, which propagates the motion of a density matrix. The interaction
of the system and its environment is governed by probabilities, so that the time at which the atom or
field changes state (such as emitting a photon) is random. We therefore require a stochastic model
for the propagation of the density matrix, which allows for the introduction of noise resulting from
this inherently probabilistic behavior.
The Itoˆ form of the stochastic master equation (SME) which governs the behavior of an atom-
cavity system being observed with homodyne measurements of both the leaking cavity field and the
atomic emission is
dρ = −i[H, ρ]dt+ κ (2aρa† − a†aρ− ρa†a) dt
+γ (2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) dt
+i
√
2κ
(
ρa† − aρ− Tr[ρ (a† − a)]ρ) dW1
+i
√
2γ (ρσ+ − σ−ρ− iTr[ρ (σ+ − σ−)]ρ) dW2. (1.2)
Here dW1 and dW2 are uncorrelated Wiener processes corresponding to noise on the two different
measurement processes, κ is the rate of field decay out the end of the cavity (usually toward a
detector), and γ is the rate of decay of the atomic state (atomic spontaneous emission) measured by
a second homodyne detection process. γ⊥, not included above, is the atomic transverse relaxation
rate, and we scale time so that this rate is 1. A free atom has a spontaneous emission rate γ = 2, and
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a Fabry-Perot cavity of the sort we model does not significantly change the spontaneous emission
characteristics of the atom. The cooperativity parameter mentioned above is defined as C =
g2
0
2κγ⊥
=
g2
0
κγ .
This stochastic master equation will maintain the purity of an initial state, because all the
channels of information leaving the system are being measured. As a result, this equation is exactly
equivalent to a stochastic Schro¨dinger equation (SSE), which is relatively easy to simulate due to its
more benign linear scaling behavior with the number of field modes to be propagated. I will refer to
the pure states which result from the propagation of such an equation as quantum trajectories, and
they will be a prime source of our insight into system behavior from simulations throughout this
thesis. My discussion of quantum trajectories here is grounded in the work of Mabuchi and Wiseman
[9] and references therein, although for convenience I have created a somewhat narrower definition
of quantum trajectories as pure state trajectories only. I calculate these trajectories throughout the
thesis using the SSE integration built in to the Quantum Optics Toolbox for Matlab, written by Sze
Tan [10].
The experimentalist is generally unable to measure the field leaking out the sides of the cavity,
and has only the measurement record from the cavity field measurement. As a result, she must
average over all possible measurement results for the missing atomic measurement, leaving a (likely)
mixed state as her best state of knowledge about the system. The density matrix in this case evolves
according to the following SME:
dρ = −i[H, ρ]dt+ κ (2aρa† − a†aρ− ρa†a) dt
+γ (2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) dt
+i
√
2κ
(
ρa† − aρ− Tr[ρ (a† − a)]ρ) dW. (1.3)
It is this equation which we will project onto low-dimensional subspaces to produce reduced-order
models (which we will then use as simple filters), and we will also use it to derive stochastic equations
of motion for expectation values of system operators.
1.2.2 Filtering
Until now, we have simply discussed the stochastic master equation as a stochastic differential
equation, without explicitly stating what we mean by the “state” ρ, or exactly how the noise on
the observer’s measurement record relates to the Wiener process W driving the noise (dW ) terms
in the equation. We could, if we chose, continue while only thinking of this equation as the abstract
dynamics of some theoretical system. However, it is far more useful to think of the stochastic master
equations, Eqns. (1.2) and particularly (1.3), as filtering equations. That is, that the state ρ which
we are propagating is the experimenter’s state of knowledge of the system. In this context, dW
11
represents the new information which the experimenter receives through her measurement, and is
called the innovation. The innovation is defined as the difference between the measurement result
and what the observer expected the result to be. In the case of a homodyne measurement of the
phase quadrature of the cavity field, for example, the innovation is measurement − expectation =
dY − i2
〈
a† − a〉. That this is a Wiener process reflects that the innovation is unbiased — the
experimenter learns as much from a measurement result that is larger than her expectation as from
a result that is smaller [11].
1.3 The Maxwell-Bloch equations
In my efforts to derive simple classical (or semi-classical) models to approximate quantum systems,
the canonical relevant example of such a simplification serves as a constant point of comparison.
The Maxwell-Bloch equations are a set of five, coupled, deterministic differential equations for the
expectation values of the five simplest operators in this system: a, a†, σ−, σ+, and σz. The first
four will be familiar from the Hamiltonian; the last, σz, corresponds to the population difference
between the atomic excited and ground states, and allows the system of equations to close without
stretching any approximations to the breaking point. These operators may be combined to create
the Hermitian operators
x =
1
2
(
a+ a†
)
y =
i
2
(
a† − a)
σx = σ+ + σ−
σy = i (σ− − σ+) . (1.4)
These Hermitian operators correspond to possible observables of the atom-cavity system. x is the
cavity field’s amplitude quadrature; y is its phase. Using the spin analogy with a two-level atom,
the Pauli matrix σx is the atomic component along the x axis, and similarly for σy and σz.
In the density matrix formalism, the expectation value of an operator O is given by Tr (Oρ).
Therefore, the equation of motion of that expectation value is d 〈O〉 = Tr (O (dρ)). If we use the
definition of dρ given by Eqn. (1.3) to calculate the equations of motion of the five operators above,
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we derive this set of equations:
d 〈a〉 = −κ (1 + iΘ) 〈a〉 dt+ g0 〈σ−〉 dt+ Edt+ i
√
2κ
(〈
a(a† − a)〉− 〈a† − a〉 〈a〉) dW
d
〈
a†
〉
= −κ (1− iΘ) 〈a†〉 dt+ g0 〈σ+〉 dt+ Edt+ i√2κ (〈a†(a† − a)〉− 〈a† − a〉 〈a†〉) dW
d 〈σ−〉 = −γ (1 + i∆) 〈σ−〉 dt+ g0 〈aσz〉 dt+ i
√
2κ
(〈
σ−(a
† − a)〉− 〈a† − a〉 〈σ−〉) dW
d 〈σ+〉 = −γ (1− i∆) 〈σ+〉 dt+ g0
〈
σza
†
〉
dt+ i
√
2κ
(〈
σ+(a
† − a)〉− 〈a† − a〉 〈σ+〉) dW
d 〈σz〉 = −2γ (1 + 〈σz〉) dt− 2g0
〈
a†σ− + σ+a
〉
dt
+i
√
2κ
(〈
σz(a
† − a)〉− 〈a† − a〉 〈σz〉) dW. (1.5)
This system of equations, however, is not closed: it includes the expectation values of products of
operators. If we make the ad hoc approximation that these operator products can simply be factored
(〈AB〉 → 〈A〉 〈B〉), we are effectively neglecting correlations between observables (especially the
correlations between the atom and the field), of the sort we might expect to see in quantum-limited
behavior. However, this dramatically simplifies the system of equations. In particular, it eliminates
all of the stochastic terms:
d 〈a〉 = −κ (1 + iΘ) 〈a〉 dt+ g0 〈σ−〉 dt+ Edt
d
〈
a†
〉
= −κ (1− iΘ) 〈a†〉 dt+ g0 〈σ+〉 dt+ Edt
d 〈σ−〉 = −γ (1 + i∆) 〈σ−〉 dt+ g0 〈a〉 〈σz〉 dt
d 〈σ+〉 = −γ (1− i∆) 〈σ+〉 dt+ g0 〈σz〉
〈
a†
〉
dt
d 〈σz〉 = −2γ (1 + 〈σz〉) dt− 2g0
(〈
a†
〉 〈σ−〉+ 〈σ+〉 〈a〉) dt. (1.6)
This resulting set of equations is known as the Maxwell-Bloch equations, and has its origins in
a separate, semi-classical derivation [12]. The Maxwell-Bloch equations are derived by extending
the optical Bloch equations (which characterize the excitation and coherence of a two-level atomic
medium) to include interaction with a resonant (or near-resonant) coherent optical field, for example
in a laser.
Now that this is simply a closed set of equations for deterministic, classical observables, the full
machinery of classical dynamical systems analysis can be brought to bear on understanding the
different regimes of dynamics modeled by these equations. The form of the correspondence between
the calculated dynamics of the Maxwell-Bloch equations and the behavior of quantum systems with
equivalent parameters remains an open question, and provides a significant portion of the motivation
for the research described in this thesis.
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1.4 Bistability and other interesting dynamics
The quantum dynamical system defined by the master equations (1.2) and (1.3) is known to exhibit
several interesting behaviors, some of which correspond with the behavior of the Maxwell-Bloch
equations (1.6). Of particular interest for this thesis are two parameter regimes in which the dynamics
of both quantum and classical systems are “bistable.” In classical, deterministic dynamics, a bistable
system is one with two stable (or asymptotically stable) equilibria, and the system settles towards
one or the other depending on initial conditions [13]. For the stochastic and quantum cases in this
research, I have adapted this term, and assigned it a more phenomenological definition: a system
is bistable if its dynamics show it to have two zones of phase space in which it is relatively stable.
Noise may drive the system from one stable zone to the other (and back). I will commonly refer
to the two zones as states, although they may not correspond to individual quantum states. The
zones may roughly correspond to the stable points of a bistable deterministic system, or they may
not. A more rigorous definition is likely possible using the techniques and language developed in
stochastic dynamical systems theory (for background and foundations, see [14], [15] and [16]), but I
have chosen this phenomenological definition for simplicity.
Bistability is useful in the engineering of practical devices, in particular for switching and binary
memory. It is intimately related to hysteresis, in which a system prepared through two (or more)
different time-varying processes settles into different stable states for the same set of system pa-
rameters. Static memory for computing makes use of the bistable behavior of magnetic domains —
prepared with strong fields in one direction, they hold that state until actively switched. Most useful
bistable systems are relatively noise-free, which contributes to their utility. As performance demands
increase, however, devices must become smaller and faster, pushing them into the limit where their
behavior is affected by thermal noise, and potentially quantum fluctuations. Current engineered
devices are many orders of magnitude more energetic than the relevant quantum limits, but novel
technologies for communication and computing (such as those developed for quantum computation
and key distribution) may eventually approach it. Stabilizing the two “stable” states of a quantum
bistable system in real time would require a model of the underlying quantum dynamics which can
be computed alongside the system itself. This thesis is, in part, an attempt to examine potential
tools which can be used to make such models, and evaluate their accuracy and utility.
In this thesis, I examine two distinct types of bistability in the cavity QED system: phase
bistability and absorptive bistability. In the phase bistable regime, the field mode maintains a
fixed amplitude, but switches between two states with opposite phase, with the switching events
corresponding to atomic spontaneous emission events [9]. In the absorptive bistable regime, the
field switches between a low-amplitude state, very near the vacuum state, and a high-amplitude
state. For the parameter regime examined here, the upper state (or, perhaps more accurately,
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Figure 1.1: Q functions for the field modes of two bistable Cavity QED parameter regimes. (a)
Phase bistability. (b) Absorptive Bistability.
zone) is much broader than a minimum-uncertainty state, and has significant variation in its phase.
The appearance of the system from the observer’s standpoint, then, is a system whose absorption
changes suddenly between two values, thus “absorptive bistability.” The relative ease of measuring
field amplitude makes absorptive bistability particularly inviting for use as an optical switch or bit
of memory. For both types of bistability, if one does a partial trace over the atomic portion of the
density matrix, the Q function of the resulting field state takes the form of a bimodal distribution
(Figure 1.1).
Phase bistability has been the subject of numerous publications over the course of the past
twenty years. First noted by Alsing and Carmichael [17] and Kilin and Krinitskaya [18], it was further
investigated by Mabuchi and Wiseman [9], who simulated the noisy switching behavior in a quantum
trajectory formulation using the full stochastic master equation with homodyne detection to measure
the phase quadrature directly, and no measurement of the spontaneous emission (following the
example of Carmichael and collaborators [19], who modeled the system with homodyne detection
of the cavity field and direct photo-detection of the atomic decay). Phase bistability occurs for
resonant conditions (driving field, cavity, and atom all resonant), with a large driving field E relative
to the atom-cavity coupling g0, and g0 large compared to the atomic spontaneous emission rate. In
the limit of no atomic spontaneous emission (γ = 0), the Maxwell-Bloch equations have two stable
points [17]
〈a〉± =
E + g0 〈σ−〉±
κ
〈σ−〉± =
−g0
4E ∓ i
[
1
4
−
( g0
4E
)2]1/2
〈σz〉 = 0, (1.7)
(with appropriate conjugate terms). Extending this insight into the case of quantum states, we see
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that for E ≫ g0, the two stable points become orthogonal quantum states. They now correspond to
two coherent states of the field, each paired with an atomic state in a superposition of the excited
and ground states, but with opposite phases. When we let γ 6= 0, but still small, the resulting
spontaneous emission events correspond to the system switching between the two stable states [19].
Van Handel and Mabuchi [11] examined the phase bistable state from the perspective of pro-
jection filtering. They defined a three-dimensional, nonlinear manifold: one dimension measures
the relative populations of two gaussian field states (paired with the corresponding atomic state
appropriate for their phase), and the other two dimensions reflect the positions of the two gaussians.
After an excellent, clear derivation of the filtering equation and rules for projecting it, they project
the master equation onto this nonlinear manifold and derive a nonlinear set of stochastic differential
equations to use as a simple filter. This filter behaves almost identically to the optimal filter, despite
its simplicity, which implies that the underlying dynamics are fundamentally quite simple. If we
take the two gaussian field modes to be fixed, the resulting 1-dimensional system is identical to the
filter for a stationary Markovian jump process (the Wonham filter). Our analysis of the geometry of
this system in Chapter 4 focuses on the geometry of the switching behavior; we should expect that
the dynamics we derive will require the inclusion of the state position variables to characterize the
transitions.
The Maxwell-Bloch equations may be examined as classical dynamical systems in order to search
for regimes with interesting behavior which may correspond to novel behavior in the related quantum
system. Gang, Ning, and Haken ([20] and [21]; see [21] for a summary of earlier related, but limited,
work by others) undertook a search for these regimes, and Armen and Mabuchi [22] extended
this search and analyzed the behavior of quantum systems in several regimes. They examined
the absorptive bistability regime (which I use as an example system to evaluate model reduction
techniques in this thesis), as well as behavior near both super- and sub-critical Hopf bifurcations,
which lead to classical systems exhibiting limit cycles surrounding stable or unstable fixed points.
Absorptive bistability may be predicted by semi-classical analysis of a saturable absorber in an
optical cavity [23]. Savage and Carmichael [24] were the first to examine the single-atom case using
the model described here, and discuss how quantum fluctuations would affect the system.
Absorptive bistability occurs for a range of parameters, generally with quite low driving field
amplitude. Similar behavior with a non-resonant driving field is referred to as “dispersive bista-
bility.” However, it is simplest to take all the detunings to be zero, and my calculations do so.
The semiclassical system behavior then depends on the driving field strength and the dimensionless
cooperativity. With C = 10, for example, the Maxwell-Bloch equations have two stable, and one
unstable, solutions over a range of driving field strength; see Figure 1.2. The two stable states for
a given driving field exhibit vastly different cavity field amplitude. Notably, the states are defined
by the absolute value of their field amplitude, meaning that we do not gain much insight into the
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Figure 1.2: Semiclassical intracavity steady state field magnitude as a function of drive field E , from
[22]. The dashed portion indicates an unstable equilibrium. The parameter values are: g0 =
√
2,
γ = 2, κ = 0.1, Θ = 0, and ∆ = 0 (with γ⊥ = 1 setting the scaling of time). The point used to
examine absorptive bistability in this thesis has E = 0.56.
relative quadrature (phase vs. amplitude) behavior. As [22] demonstrates, absorptive bistability pa-
rameters correspond to a quantum system which exhibits a bimodal Q function for the cavity field
(see Figure 1.1b), and whose quantum trajectory simulations exhibit stochastic switching behavior.
In contrast to the phase bistable regime, however, these two “states” may not be not superficially
identical. For the parameter regime of interest in this research, the lower state’s cavity field is very
similar to a slightly displaced vacuum, while the upper state is much broader than a minimum-
uncertainty coherent state, and may be better characterized as a semi-stable zone rather than a
particular stable state. This shape is not universal. In the regime studied in [24], the two states are
more similar in shape: the higher-amplitude portion of the Q function is only somewhat broader than
the lower, and it lacks the spread in the phase quadrature that is pronounced with our parameters.
For a fixed cooperativity, the shape of the Q function depends on the cavity decay rate, with
more sharply peaked states in the good cavity case. Our trajectory simulations show a phase
quadrature that stays very near zero in the lower state, and fluctuates dramatically in the upper
state, corresponding to a pure state (as required by the quantum trajectory simulation) moving
around significantly within the broad upper region defining the upper state. Making sense of this
behavior, and what makes the upper state appear stable while not being a single state, motivates
the examination of absorptive bistability throughout this thesis. While I find no global answer, I
hope that the insights gained through attempts at model reduction will enable future work to better
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understand this system.
1.5 An aside on stochastics
I will now give a brief overview of some results from stochastic calculus, to lay the groundwork
for their use later in the thesis. These notes skim only the very surface of the field; I recommend
Gardiner [25] and van Kampen [26] for more information. In stochastic calculus, we commonly have
a Wiener process (usually denoted W ), which is a continuous-time stochastic process which can
be thought of as the integral of white noise. Rigorously, the differential form of writing stochastic
equations of motion is nothing but a shorthand for the integral form. In stochastic differential
equations, however, we write a stochastic increment dW , which is like a stochastic dt. We generally
choose to scale it so that the mean value of dW 2 is dt, or “dW ∼ √dt.”
In classical, deterministic analysis, the integral can be defined as the sum of intervals, and in the
limit of infinitesimal intervals, it does not matter whether we have chosen at each interval to use the
function value at the start, middle, or end of the interval. In defining the stochastic integral, however,
it does matter. We are forced to make a choice regarding which side of the infinitesimal interval to
choose when summing, as they produce different results. The most common choices are those made
by Itoˆ and Stratonovich. Itoˆ chose the start of each interval, while Stratonovich chose the midpoint.
A given stochastic differential equation, therefore, must be accompanied by information about which
kind of SDE it is. I follow the standard practice of writing ◦dW for Stratonovich, and simply dW
for Itoˆ. Almost every equation in this thesis is in Itoˆ form. There are many integrators designed
for stochastic systems (see [27] for a summary), but I have restricted my work to a simple Itoˆ-Euler
integrator. (This is simply an Euler integrator with a stochastic term added.) When numerically
integrating an SDE using this method, you must use the Itoˆ form of the equation, because you are
implicitly choosing the value at the start of each time interval for your integration. Other integrators
use the Stratonovich form, or (like the Milstein integrator) add different correction terms.
Let us assume we have an Itoˆ stochastic differential equation
dR(x, t) = A(x, t)dt+B(x, t)dW. (1.8)
In order to transform this to the equivalent Stratonovich SDE, we must subtract the “Itoˆ correction
term”
1
2
(DB(x, t))B(x, t)dt (1.9)
where D indicates the derivative. (If Eqn. (1.8) is a linear equation such as dv = Avdt + BvdW ,
the derivative is simply the matrix B, so you may commonly see the correction term written with
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B2.) Similarly, if we have a Stratonovich SDE
dR(x, t) = A(x, t)dt+B(x, t) ◦ dW, (1.10)
we add the Itoˆ correction term (1.9) to transform it into Itoˆ form.
The other critical difference between Itoˆ and Stratonovich forms, for the purposes of this thesis,
is how they respond to a transformation of coordinates. Projecting equations of motion, as I will do
in Chapters 2 and 3, is such a transformation of coordinates. Under a transformation x¯ = φ(x), the
coordinates of (1.8) transform into
A¯(x¯) = A(x)
dφ
dx
+
1
2
(B(x, t))
2 d
2φ
dx2
B¯(x¯) = B(x)
dφ
dx
. (1.11)
In contrast, the coordinates in the Stratonovich form transform like vectors (with no second-order
derivatives):
A¯(x¯) = A(x)
dφ
dx
B¯(x¯) = B(x)
dφ
dx
. (1.12)
Projection is a geometric process, so we need to be able to treat the stochastic increments in
our equations of motion as vectors. Therefore, when we project equations of motion they will
be Stratonovich equations [11].
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Chapter 2
Projection Filters
Dynamics of open quantum systems take place in the space of density matrices, which can be a
very high dimensional space, particularly when photon fields are involved. Strictly speaking, density
matrices including photons are infinite, but it is common in practice to introduce a cutoff at some
high Fock state, and work with finite, but large, density matrices. In simulations of cavity QED
with the Jaynes-Cummings model, desired accuracy commonly requires one to keep track of 100
or more Fock states, in addition to the two-level atom. This results in a density matrix that is
at least 200 × 200, indicating that the dynamics take place in a space that is nominally 39,999-
dimensional (an N ×N density matrix has N2 − 1 real degrees of freedom, taking Hermiticity into
account). However, we know that the dynamics of a particular system do not fully explore this
space, and as a result we would like to define a smaller (lower-dimensional) space, and study the
system dynamics within that space alone. To do this, we project the equations of motion onto the
lower-dimensional space. In this chapter I give a short overview of how to calculate these projected
equations of motion, put this projection in the context of stochastic filtering equations, and then
derive the form of the projected equations for the cavity QED master equation for a particular form
of the lower-dimensional space: a linear density matrix space.
2.1 Filter projection in general
In this section, I will give a brief overview of the process of projecting equations of motion from a high-
dimensional manifold onto a lower-dimensional one. I draw heavily upon the excellent description of
this process given by van Handel and Mabuchi [11], adapting their derivation to the case of density
matrices (instead of Q functions). Let us denote the space of all possible density matrices for a
quantum system of interest by M , and the smaller subspace by S. Let our example stochastic
dynamical system take the form
dρt = A [ρt] dt+B [ρt] dWt. (2.1)
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From a geometric standpoint, we would like to think of the right-hand side of this equation as a
vector in the tangent space to M at a particular point θM . When we project the equation onto S,
we would like to keep the components which are in the tangent space to S at θ, denoted TθS, and
discard the components in the orthogonal complement to this tangent space, denoted TθS
⊥. For the
right-hand side of Eqn. (2.1) to be treated as a vector, it must transform like one, which means we
must interpret it as a Stratonovich stochastic differential equation, rather than an Itoˆ equation. For
now I will simply change the notation to reflect this, but in a practical situation (like that following,
in Sec. 2.2), one would calculate the appropriate Itoˆ correction term, which would change the forms
of A and B. The new equation takes the form
dρt = A [ρt] dt+B [ρt] ◦ dWt. (2.2)
If we assume that we have a local coordinate system on S so that θ = (θ1, θ2, . . .), then we can write
TθS = Span
[
∂ρ(θ)
∂θ1
,
∂ρ(θ)
∂θ2
, · · ·
]
. (2.3)
We define an inner product on the space of density matrices
〈ρA, ρB〉 = Tr[ρAρB ], (2.4)
which allows us to calculate the metric tensor in this basis:
〈
∂ρ(θ)
∂θi
,
∂ρ(θ)
∂θj
〉
= Tr
[
∂ρ(θ)
∂θi
∂ρ(θ)
∂θj
]
= gij(θ). (2.5)
If the basis defined in Eqn. (2.3) is orthonormal, g will simply be the Identity; otherwise it accounts
for the non-orthonormality. With an inner product and a metric, we can define orthogonal projection
of a vector field X[θ]:
ΠθX[θ] =
∑
i
∑
j
gij(θ)
〈
X[θ],
∂ρ(θ)
∂θj
〉
∂ρ(θ)
∂θi
, (2.6)
where gij denotes the (i, j) component of the inverse of the metric g defined in Eqn. (2.5).
We now wish to constrain the dynamics of Eqn. (2.2) to evolve on S:
dρ(θt) = ΠθtA [ρ(θt)] dt+ ΠθtB [ρ(θt)] ◦ dWt, (2.7)
which is just a stochastic differential equation for the parameters θt. Next, note that, in the
Stratonovich calculus,
dρ(θt) =
∑
i
∂ρ(θt)
∂θit
◦ dθit. (2.8)
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If we insert the definition of the orthogonal projection into Eqn. (2.2), we see that
dρ(θt) =
∑
i
∑
j
gij(θ)
〈
A [ρ(θt)] ,
∂ρ(θ)
∂θj
〉
∂ρ(θ)
∂θi
dt
+
∑
i
∑
j
gij(θ)
〈
B [ρ(θt)] ,
∂ρ(θ)
∂θj
〉
∂ρ(θ)
∂θi
◦ dWt. (2.9)
Comparing this expression with Eqn. (2.8), we can pull out the equations for dθit:
dθit =
∑
j
gij(θ)
〈
A [ρ(θt)] ,
∂ρ(θ)
∂θj
〉
dt+
∑
j
gij(θ)
〈
B [ρ(θt)] ,
∂ρ(θ)
∂θj
〉
◦ dWt. (2.10)
Note that in order to apply this procedure, we need to know a functional form for ρ(θ), meaning
we need a map from the smaller space (spanned by θ) to the larger space (where ρ lives). This is
in addition to knowing the form of the projection from the larger space to the smaller, facilitated
by Eqn. (2.6) and the like. (The manifold learning algorithms discussed in Chapter 4 provide only
point-wise maps, so projecting the filters onto them will be a challenge.)
When we want to use these projected equations as a filter, the measurement photocurrent driving
them is still the same as that which drives the full-space SME (thought of as a filter). The innovation
process, dW , however, is different because it is defined as the difference between the measurement
result and the filter’s current estimate, which differs for each filter. Assuming that we can construct
the map which reverses the projection Π, giving us a θM from each θ, we can directly compare the
state generated by the projected equations of motion (2.10) with the corresponding trajectory. We
should be careful to note that the projected equations will often be generated from an SME which
does not correspond to measuring every output from the system, whereas a quantum trajectory
simulation necessarily requires measurement of all outputs so as to allow the creation of a stochastic
Schro¨dinger equation. In order to reduce the difference between these two cases for cavity QED, in
trajectory simulations I have consciously chosen to measure the atomic spontaneous emission in the
quadrature which gives the least additional information about the system in its measurement record
(for both absorptive and phase bistability, this is the σy quadrature). It is possible that differences
persist, but they ought to be minor because the trajectories are required to average (over long times
or many runs) to the same mean as for the unmeasured-atom situation reflected in Eqn. (1.3).
2.2 Projecting onto a linear density matrix space
2.2.1 The stochastic master equation
The stochastic master equation we are concerned with is, as before, that for a two-level atom
interacting with a single harmonic mode in an optical cavity, with measurement performed on the
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field leaking out of the cavity. This is the normalized Itoˆ form of the equation, for homodyne
measurement of the phase quadrature:
D[ρ] = −i[H, ρ]dt+ κ (2aρa† − a†aρ− ρa†a) dt
+γ
(
2σρσ† − σ†σρ− ρσ†σ) dt
+
√
2κ
(
ρa† − aρ− iTr[ρ (a† − a)]ρ) dW. (2.11)
If we wanted to measure the amplitude quadrature instead, we would replace a with ia everywhere
outside of the Hamilitonian. If we removed the nonlinear term Tr[ρ
(
a† − a)]ρ, we would have the
un-normalized version of the SME. It has the distinct advantage of being linear, but will allow the
trace of the density matrix to differ from 1. In a stochastic simulation, we can use the unnormalized
equation, and simply renormalize ρ after each time step. However, for completeness, and because
the filters from the normalized equation seem to be better “behaved,” I chose to use the normalized
form, with its attendant complications resulting from nonlinearity.
In order for the geometry of projection to make sense, we need the components in this equation
to transform like vectors, which means it needs to be a Stratonovich equation. We have two options
for undertaking this transformation: 1) calculate the Itoˆ correction term for Eqn. (2.11) or 2)
use the much simpler (linear) un-normalized equation, transform it to Stratonovich form, and then
normalize. I choose to do the first. This is the correct normalized Stratonovich form of the equation,
calculated directly from Eqn. (2.11), for homodyne measurement of the phase quadrature:
D[ρ] = −i[H, ρ]dt+ κ (2aρa† − a†aρ− ρa†a) dt
+γ
(
2σρσ† − σ†σρ− ρσ†σ) dt
−κ
(
2aρa† − a2ρ− ρ (a†)2 + 2Tr[(a† − a)ρ](ρa† − aρ)
−2ρ (Tr[(a† − a)ρ])2 + ρ [Tr[(a† − a)(ρa† − aρ]] )dt
+i
√
2κ
(
ρa† − aρ− Tr[ρ (a† − a)]ρ) ◦ dW, (2.12)
where the Hamiltonian H is as in Eqn. (1.1), and dW is the innovation.
2.2.2 The density matrix
With a master equation in hand, we now turn to the possible forms of the space onto which we
would like to project it. The dynamics of Eqn. (2.12) take place in the space of all density matrices
(positive Hermitian operators with trace 1), but we expect that the dynamics of the system limit
the fraction of this space which a physical system will explore. Proper Orthogonal Decomposition
(see Chapter 3) generates a linear subspace directly from the dynamics, so we will now examine the
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detailed form of such a space and the mechanics of the projection.
Imagine an N-dimensional linear density matrix space. Density matrices in this space have the
following form:
ρ(v) = ρ0 +
N∑
i=1
viρi (2.13)
where the ρis are trace-0 Hermitian matrices (directions in density-matrix space), and ρ0 is a positive,
trace-1 Hermitian matrix (a valid density matrix), which serves as the origin in our linear space.
The coefficients vi are real, to maintain Hermiticity. There is nothing that forces ρ(v) to remain
positive, so it might cease to be a valid density matrix. However, when acting as part of a filter we
expect it to stay positive almost all the time, except when presented with a measurement record
which it is unable to do a good job of accommodating.
The partial derivatives of ρ are
∂ρ(v)
∂vi
= ρi. (2.14)
We recall the definition of the inner product between matrices/operators as the trace of the product,
and so we define the metric in this space
gij = Tr[ρiρj ] (i, j > 0). (2.15)
We assume that the ρis have been orthonormalized so that gij = g
ij = δij (g = Id).
If we had not used the normalized form of the stochastic master equation, we would have extended
the dimension of the linear space by 1 to include a coefficient on ρ0. Then we would redefine the
state to be the ratio of each coefficient to v0, which would complicate the equations to be evolved.
Alternatively, in simulations, we would simply rescale all of the coefficients at each time step, setting
vi = v˜i/v˜0, i ≥ 0. In practice, filtering using the normalized equations seems to be somewhat more
robust, and it has the advantage of providing us with exact, nonlinear equations directly.
2.2.3 Projection
Following the general derivation given in Section 2.1, and specializing to our particular space S,
spanned by the states ρi, we have that the orthogonal projection of (2.12) is
ΠvD[ρ(v)] =
N∑
i=1
N∑
j=1
gij
〈
D[ρ(v)], ∂ρ(v)
∂vj
〉
∂ρ(v)
∂vi
. (2.16)
Simplifying because we know that gij = g
ij = δij , we see that
ΠvD[ρ(v)] =
N∑
i=1
〈D[ρ(v)], ρi〉 ρi. (2.17)
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For an arbitrary filtering SME of the form (2.2), we constrain the filter to evolve in our space of
density matrices, and combine Eqn. (2.17) with Eqn. (2.7) to find that
dvi = 〈A[ρ(v)], ρi〉 dt+ 〈B[ρ(v)], ρi〉 ◦ dW. (2.18)
We have split the master equation, Eqn. (2.12), into deterministic and stochastic parts, as in
Eqn. (2.2), to clarify calculation:
A[ρ] = −i[H, ρ] + κ (2aρa† − a†aρ− ρa†a)
+γ
(
2σρσ† − σ†σρ− ρσ†σ)
−κ
(
2aρa† − a2ρ− ρ (a†)2 + 2Tr[(a† − a)ρ](ρa† − aρ)
−2ρ (Tr[(a† − a)ρ])2 + ρ [Tr[(a† − a)(ρa† − aρ)]] ) (2.19)
B[ρ] = i
√
2κ
(
ρa† − aρ− Tr[ρ (a† − a)]ρ) . (2.20)
We will now project each of these terms, in order to derive the detailed form of Eqn. (2.18).
2.2.4 The deterministic terms A[ρ]
Let us start calculating the terms in (2.18). First, we define
LH(ρ) ≡ −i[H, ρ] (2.21)
La(ρ) ≡ κ
(
2aρa† − a†aρ− ρa†a) (2.22)
Lσ(ρ) ≡ γ
(
2σρσ† − σ†σρ− ρσ†σ) (2.23)
LISL(ρ) ≡ κ
(
2aρa† − a2ρ− ρ (a†)2) (2.24)
LISN (ρ) ≡ κ
(
2Tr[(a† − a)ρ](ρa† − aρ)− 2ρ (Tr[(a† − a)ρ])2
+ρ
[
Tr[(a† − a)(ρa† − aρ)]] ). (2.25)
Then
〈A[ρ(v)], ρi〉 = 〈LH(ρ(v)) + La(ρ(v)) + Lσ(ρ(v))
−LISL(ρ(v))− LISN (ρ(v)), ρi〉 (2.26)
= 〈LH(ρ(v)), ρi〉+ 〈La(ρ(v)), ρi〉+ 〈Lσ(ρ(v)), ρi〉
− 〈LISL(ρ(v)), ρi〉 − 〈LISN (ρ(v)), ρi〉 . (2.27)
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Expanding the form of ρ(v), we have
〈LH(ρ(v)), ρi〉 =
〈
LH(ρ0 +
N∑
j=1
vjρj), ρi
〉
(2.28)
= 〈LH(ρ0), ρi〉+
N∑
j=1
vj 〈LH(ρj), ρi〉 , (2.29)
and the same for La, Lσ, and LISL, because they are all linear in ρ.
In fact, if we define
L ≡ LH + La + Lσ − LISL (2.30)
then we have
〈L(ρ(v)), ρi〉 = 〈L(ρ0), ρi〉+
N∑
j=1
vj 〈L(ρj), ρi〉 . (2.31)
Plugging this into Eqn. (2.18), we see that the linear, deterministic part of dv is
dvi(lindet) = 〈L(ρ0), ρi〉+
N∑
j=1
vj 〈L(ρj), ρi〉 dt. (2.32)
If we think of dv as a vector, we see that this is just a matrix multiplication, where each entry in
the matrix L is simply
Lij = 〈L(ρj), ρi〉+ 〈L(ρ0), ρi〉 δij . (2.33)
Now we need to take a look at LISN , the nonlinear terms from the Itoˆ to Stratonovich conversion.
LISN (ρ) ≡ κ
(
2Tr[(a† − a)ρ](ρa† − aρ)− 2ρ (Tr[(a† − a)ρ])2
+ρ
[
Tr[(a† − a)(ρa† − aρ)]] ). (2.34)
Let us start with the first term, and plug in the approximate form of ρ for our linear space.
Tr

(a† − a)

ρ0 + N∑
j=1
vjρj







ρ0 + N∑
j=1
vjρj

 a† − a

ρ0 + N∑
j=1
vjρj




= Tr[(a† − a)ρ0](ρ0a† − aρ0) + Tr[(a† − a) (ρ0) ]



 N∑
j=1
vjρj

 a† − a

 N∑
j=1
vjρj




+Tr

(a† − a)

 N∑
j=1
vjρj



 ((ρ0) a† − a (ρ0))
+Tr

(a† − a)

 N∑
j=1
vjρj







 N∑
j=1
vjρj

 a† − a

 N∑
j=1
vjρj




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= Tr[(a† − a)ρ0](ρ0a† − aρ0) + Tr[(a† − a)ρ0]
N∑
k=1
vk(ρka
† − aρk)
+
N∑
j=1
vjTr[(a
† − a)ρj ](ρ0a† − aρ0) +
N∑
j=1
vjTr[(a
† − a)ρj ]
N∑
k=1
vk(aρk + ρka
†)
=

Tr[(a† − a)ρ0] + N∑
j=1
vjTr[(a
† − a)ρj ]

×
(
(ρ0a
† − aρ0) +
N∑
k=1
vk(ρka
† − aρk)
)
.(2.35)
Now, let us do the inner product with ρi, noting that the traces are things we have calculated
anyway, because they’re just the expectation values of −2iy for each ρj :

Tr[(a† − a)ρ0] + N∑
j=1
vjTr[(a
† − a)ρj ]


×
〈
(ρ0a
† − aρ0) +
N∑
k=1
vk(ρka
† − aρk), ρi
〉
= −2i

〈y0〉+ N∑
j=1
vj 〈yj〉

×
(〈
(ρ0a
† − aρ0), ρi
〉
+
N∑
k=1
vk
〈
(ρka
† − aρk), ρi
〉)
.
(2.36)
It doesn’t simplify much because we can’t use the orthogonality of the ρis once the as are present.
For simulations, however, we can pre-calculate the values of everything in the angle brackets.
Let us take the third term, the other quadratic term:

ρ0 + N∑
j=1
vjρj

Tr

(a† − a)



ρ0 + N∑
j=1
vjρj

 a† − a

ρ0 + N∑
j=1
vjρj






= ρ0Tr[(a
† − a)(ρ0a† − aρ0)] + ρ0
N∑
k=1
vk
[
Tr[(a† − a)(ρka† − aρk)]
]
+
N∑
j=1
vjρj
[
Tr[(a† − a)(ρ0a† − aρ0)]
]
+
N∑
j=1
vjρj
N∑
k=1
vk
[
Tr[(a† − a)(ρka† − aρk)]
]
=
(
Tr[(a† − a)(ρ0a† − aρ0)] +
N∑
k=1
vk
[
Tr[(a† − a)(ρka† − aρk)]
])
×

ρ0 + N∑
j=1
vjρj

 . (2.37)
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This does simplify once we do the inner product with ρi:
〈ρ0, ρi〉+
N∑
j=1
vj 〈ρj , ρi〉 = Gi + vi (2.38)
where
Gi ≡ 〈ρ0, ρi〉 . (2.39)
And now for the cubic term:

ρ0 + N∑
j=1
vjρj

(Tr
[
(a† − a)
(
ρ0 +
N∑
k=1
vkρk
)])2
. (2.40)
Noting the above simplification, we see that after we do the inner product, we have this:
(Gi + vi)
(
Tr
[
(a† − a)ρ0
]2
+ 2
N∑
k=1
vkTr
[
(a† − a)ρ0
]
Tr
[
(a† − a)ρk
]
+
N∑
j=1
N∑
k=1
vjvkTr
[
(a† − a)ρj
]
Tr
[
(a† − a)ρk
] )
= −4 (Gi + vi)
(
〈y0〉2 + 2
N∑
k=1
vk 〈y0〉 〈yk〉+
N∑
j=1
N∑
k=1
vjvk 〈yj〉 〈yk〉
)
. (2.41)
Assembling all of the parts of LISN (ρ) together, we have:
dvi(ISN) = −〈LISN (ρ), ρi〉 dt
= −κ
(
− 4i

〈y0〉+ N∑
j=1
vj 〈yj〉

×
(〈
(ρ0a
† − aρ0), ρi
〉
+
N∑
k=1
vk
〈
(ρka
† − aρk), ρi
〉)
+8 (Gi + vi)
(
〈y0〉+
N∑
k=1
vk 〈yk〉
)2
+(Gi + vi)
(
Tr[(a† − a)(ρ0a† − aρ0)] +
N∑
k=1
vk
[
Tr[(a† − a)(ρka† − aρk)]
]))
dt.
(2.42)
2.2.5 The stochastic terms B[ρ]
Recall that
B[ρ] = i
√
2κ
(
ρa† − aρ− Tr[ρ (a† − a)]ρ) . (2.43)
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The linear portion of this [LS(ρ) ≡ i√2κ (ρa† − aρ)] is just like the deterministic case, with
dvi(lin) = 〈LS(ρ0), ρi〉+
N∑
j=1
vj 〈LS(ρj), ρi〉 ◦ dW, (2.44)
and will work out to a simple, constant over time, matrix multiplication by a matrix LS:
LSij = i
√
2κ
(〈
ρja
† − aρj , ρi
〉
+
〈
ρ0a
† − aρ0, ρi
〉
δij
)
, (2.45)
Now let us turn to the nonlinear term:
i
〈
Tr[ρ(v)
(
a† − a)]ρ(v), ρi〉 = i
〈
Tr



ρ0 + N∑
j=1
vjρj

(a† − a)

(ρ0 + N∑
k=1
vkρk
)
, ρi
〉
. (2.46)
This breaks out into 4 chunks: A constant (independent of vi),
i
〈
Tr[ρ0
(
a† − a)]ρ0, ρi〉 , (2.47)
two linear terms:
i
〈
Tr[ρ0
(
a† − a)]
(
N∑
k=1
vkρk
)
, ρi
〉
and (2.48)
i
〈
Tr



 N∑
j=1
vjρj

(a† − a)

 ρ0, ρi
〉
, (2.49)
and one quadratic term:
i
〈
Tr



 N∑
j=1
vjρj

(a† − a)

( N∑
k=1
vkρk
)
, ρi
〉
. (2.50)
Many of the components of these terms are constants.
The constant term is
2Gi 〈y0〉 , (2.51)
and the two linear terms are
2 〈y0〉
N∑
k=1
vk 〈ρk, ρi〉 = 2 〈y0〉
N∑
k=1
vkδik = 2 〈y0〉 vi (2.52)
and
2Gi
N∑
j=1
vj 〈yj〉 . (2.53)
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The quadratic term is
2
N∑
j=1
N∑
k=1
vkvj 〈yj〉 〈ρk, ρi〉 = 2
N∑
j=1
N∑
k=1
vkvj 〈yj〉 δki = 2vi
N∑
j=1
vj 〈yj〉 . (2.54)
The stochastic part of Eqn. (2.18) from the nonlinear (trace) term is therefore
dvi(trace) = −
√
8κ

〈y0〉Gi + 〈y0〉 vi +Gi N∑
j=1
vj 〈yj〉+ vi
N∑
j=1
vj 〈yj〉

 ◦ dW
= −
√
8κ

〈y0〉Gi + 〈y0〉 vi + (Gi + vi) N∑
j=1
vj 〈yj〉

 ◦ dW. (2.55)
So, putting all of Eqn. (2.18) together we have
dvi =

〈L(ρ0), ρi〉+ N∑
j=1
vj 〈L(ρj), ρi〉

 dt+ dvi(ISN)
+

〈LS(ρ0), ρi〉+ N∑
j=1
vj 〈LS(ρj), ρi〉

 ◦ dW
−
√
8κ (Gi + vi)

〈y0〉+ N∑
j=1
vj 〈yj〉

 ◦ dW. (2.56)
2.2.6 Stratonovich back to Itoˆ
For numeric simulation with an Itoˆ-Euler integrator, we require Itoˆ equations, so we need to trans-
form our Stratonovich equations back into Itoˆ. Currently our equations of motion for the projected
filter have the form
D[v] = Av[v]dt+Bv[v] ◦ dW. (2.57)
The correction term has the form
1
2
(DBv[v])Bv[v] (2.58)
where D(·) is the derivative.
The LS part of the stochastic term is just matrix multiplication by LS, so its derivative is just
LS.
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The part of B that comes from the normalizing term in the SME has a derivative of
DBv(trace)[v]ij = −
∂
∂vj
√
8κ
(
〈y0〉Gi + 〈y0〉 vi + (Gi + vi)
N∑
k=1
vk 〈yk〉
)
= −
√
8κ
(
〈y0〉 δij + (Gi + vi)
N∑
k=1
〈yk〉 δjk + δij
N∑
k=1
vk 〈yk〉
)
= −
√
8κ
((
〈y0〉+
N∑
k=1
vk 〈yk〉
)
δij + (Gi + vi) 〈yj〉
)
. (2.59)
For notational simplicity, let us call this matrix DB. Let us call the part of B that comes from the
normalizing term, which is a vector, Bn (you can read its elements off of Eqn. (2.55)). Then the full
correction term to take us back to Itoˆ form is
1
2
(DBv[v])Bv[v] =
1
2
(LS +DB) (LS + LSv + Bn) (2.60)
where
LSi = 〈LS(ρ0), ρi〉 . (2.61)
Applying this term, we now have the complete Itoˆ stochastic differential equation for the dynamics
of the projected filter:
dv =
(
L + Lv + dvISN +
1
2
(LS +DB) (LS + LSv + Bn)
)
dt
+(LS + LSv + Bn) dW (2.62)
where
Li = 〈L(ρ0), ρi〉 . (2.63)
With the machinery in place, we can now turn to generating linear density matrix spaces by
Proper Orthogonal Decomposition of quantum trajectories, project the filter onto them, and evaluate
their performance.
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Chapter 3
Linear Models from Proper
Orthogonal Decomposition
Proper Orthogonal Decomposition (POD), alternatively known as Principal Component Analysis
or the Karhunen-Loe`ve decomposition, is a model-reduction technique which generates the optimal
linear subspace of dimension D for a given set of higher-dimensional data. That is, if the data
are contained within an attractor, the POD process can produce the affine linear space that best
approximates the space containing that attractor. In this Chapter, I give a short derivation of the
POD algorithm, then show the results from applying it to two different bistable atom-cavity regimes.
For each regime, I show the performance of filters based on these POD results.
3.1 Background
The Proper Orthogonal Decomposition (POD) process has been derived in a variety of fields, which
has resulted in it having several names. In fluid dynamics, it is known as the Karhunen-Loe`ve
decomposition, and has its origins in the work of Lumley [28]. The method itself had its origins in
Pearson [29] and again in Hotelling [30].
The derivation which follows is based on those presented by Lall et al. [31] and Zhang and Zha
[32]. We start with an empirical set of data — an unordered collection of N points x(i) in Rm. In the
cases to be examined below, these will be vectorized forms of the density matrix ρ. We would like to
build the optimal d-dimensional affine subspace of Rm, which will be isomorphic to Rd. Zhang and
Zha take the approach of building the optimal map from the lower dimensional space to the higher,
while Lall et al. choose to find the optimal projector from the larger space to the smaller. Here I
choose the latter path, because it is more consistent with our goal of projecting the dynamics into
the lower-dimensional space.
We would like to find the optimal projection matrix, Q ∈ Rm×m, from Rm to a d-dimensional
subspace of Rm. We define the optimal Q as that which minimizes the total squared perpendicular
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distance of the original set of points from the d-dimensional plane:
E(Q) =
N∑
i=1
‖x(i) −Qx(i)‖2. (3.1)
We wish to find the optimal affine subspace, which must go through the mean of the data, so
we subtract the mean of all the x(i)s, x¯, from each point before proceeding. We next construct the
correlation matrix
R =
N∑
i=1
(x(i) − x¯)(x(i) − x¯)∗, (3.2)
and calculate its eigenvalues, ordered λ1 ≥ λ2 ≥ · · ·λm. It is then a standard result that
min
Q
E(Q) =
m∑
l=m−d+1
λl. (3.3)
The magnitude of each eigenvalue measures the relative contribution of the direction corresponding
to the paired eigenvector to the data distribution as a whole. By cutting off the space at d dimensions,
we measure the error, E, by summing the eigenvalues corresponding to the directions we have chosen
to discard.
Turning now to constructing the projector into this optimal subspace, we make use of the or-
thonormal eigenvectors φ1, φ2, . . . φd corresponding to the largest eigenvalues. The approximate xˆ
(i)
to x(i) is given by
xˆ(i) =
d∑
j=1
aijφj + x¯ (3.4)
where
aij =
〈
x(i) − x¯, φj
〉
. (3.5)
Now denote by P the d × m matrix whose rows are φ1, φ2, . . . φd. Then the approximant to x is
P ∗P (x− x¯)+ x¯, and y = P (x− x¯) are the new coordinates for x in the new, d-dimensional subspace.
In this derivation, we have assumed an a priori known, fixed, d, but in practice one constructs R,
and then examines its eigenvalues, choosing d such that the error (3.3) is below whatever threshold
one decides.
3.2 Proper Orthogonal Decomposition of quantum trajecto-
ries
In attempting to better understand, and approximate, open quantum systems, we might like to
find lower-dimensional spaces in which the dynamics are confined, and for this we turn to Proper
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Orthogonal Decomposition. Applying the POD process to quantum trajectories requires making a
few, nontrivial choices. What space will we define as the larger space of which we seek the optimal
subspace? What is the appropriate measure of distance between states, to evaluate the error and
optimality of the subspace? A quantum trajectory, in order to be computationally tractable, requires
measurement of every output, meaning that states remain pure at all times. We therefore start with
wavefunctions, rather than density matrices. However, we know that the experimentalist will almost
never have full observation of their system, meaning that she will be working with density matrices.
Density matrices have an amenable algebra, with a clear inner product
〈ρ1, ρ2〉 = Tr(ρ1ρ2) (3.6)
for use in Eqn. (3.5). In addition, the form that a “direction in density matrix space” will take
is clear: a trace-0, Hermitian matrix. For small perturbations of a density matrix by addition or
subtract of such a matrix, we know the resulting matrix will almost always remain a valid density
matrix — trace 1, positive, and Hermitian. We will see below that large perturbations can result in
non-physical density matrices. In contrast, it is not clear how to define a “direction in wave function
space.”
Of course, the POD algorithm requires its input to be vectors, in order to calculate the correlation
matrix R. My process was to create the density matrix corresponding to each wavefunction, ρi =
|ψi〉〈ψi|, and then to “vectorize” each density matrix. Rather than simply creating a vector which was
the end-to-end concatenation of each row or column of ρi, I took advantage of the Hermitian structure
of the matrix to make a completely real vector by first concatenating the real parts of the rows of the
upper-triangular portion of the density matrix, and then concatenating that with the imaginary parts
of the upper-triangular portion (aside from the diagonal, which is entirely real). This significantly
simplified the computer code necessary to implement the algorithm, and eliminated the chance of
error due to confusion of which transpose operations should be complex-conjugate transpositions,
and which should be simple transpositions. The ∗ operations in the derivation above are complex
conjugate transpositions, but derivations in the literature are not specific on this point, as they
assume that everything is simply real. In practice I verified that if one simply unwraps the density
matrix, leaving its vector form complex, and treats these as complex-conjugate transpositions, one
achieves the same results as I do with the less-mistake-prone real-only method.
I chose a simple Itoˆ-Euler integrator for the propagation of quantum trajectories, as well as
for filters. The Quantum Optics Toolbox [10] provides two integrators, an Euler integrator and
CVODE. CVODE uses a variable time step, which is incompatible with saving the full homodyne
photocurrent record for reuse with the filter. Using the same integration algorithm, with the same
time step, is essential for proper functioning of the filter. I used only homodyne detection of the
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cavity field and atom because the heterodyne detection portion of the Quantum Optics Toolbox
malfunctions: the mean state for a long trajectory is not equal to the steady state solution of the
master equation. For the long trajectories (in both phase and absorptive bistability regimes) in this
thesis, I chose a small time step, ∆t = 5× 10−6, but for shorter trajectories in the phase bistability
regime, a time step of as large as 10−5 was possible without breeding instability. For absorptive
bistability, ∆t = 10−4 was possible for shorter runs. For the test runs for the filters, ∆t = 2× 10−5
for absorptive bistability and ∆t = 2× 10−6 for phase bistability (which has much faster dynamics
than absorptive bistability). The long trajectories took 3 to 4 days to run, with the POD processing
taking several hours.
Rather than using the wavevector at every time step for POD, I sampled every N time steps,
where N was generally between 100 and 1000 depending on ∆t. The time to run the POD algorithm
scales linearly with the number of wavevectors used. In order to stay within the memory limitations
on the computer (and within the file size limitations of the matio C library), I saved the wavevectors
in files of roughly 1000. This meant initializing the integrator for many separate, shorter runs,
with the initial state of each corresponding to the final state of the previous. The Quantum Optics
Toolbox cannot output both operator expectation values and the wavevector from a single run, so
when I needed both (such as for the shorter runs used to test the filter), I was forced to run each
time slice twice, with the same random seed. The Proper Orthogonal Decomposition algorithm
was written in a combination of C and Matlab. I used the matio library written by Kevin McHale
to read and write Matlab files from C, and took advantage of the BLAS linear algebra library for
the matrix multiplication to calculate the correlation matrix R. BLAS can take advantage of the
multiple processors on our server, resulting in significant speedup.
This definition of a vector form ~v of ρ is also consistent with the 2-norm for which the optimality
of POD is proven:
‖ρ1 − ρ2‖2 = 〈ρ1 − ρ2, ρ1 − ρ2〉 = Tr
(
(ρ1 − ρ2)2
)
= (~v1 − ~v2) · (~v1 − ~v2) = 〈~v1 − ~v2, ~v1 − ~v2〉 = ‖~v1 − ~v2‖2. (3.7)
As we will see below, however, this distance definition is not necessarily consistent with the accuracy
of POD-based filters for particular observables we care most about (such as the expectation values
of field quadratures).
The output of the POD algorithm is a set of basis vectors for a density matrix space (a set of
trace-0 Hermitian matrices). These are generated from the eigenvectors of the correlation matrix R
and each state is associated with an eigenvalue which indicates its relative contribution. We rank
the basis vectors according to this eigenvalue, and (as a first cut) discard any state whose eigenvalue
falls below 0.1% of the sum of all eigenvalues (the trace of R). For our systems, this commonly leaves
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between 10 and 50 eigenstates. Further cuts are always done in the order of increasing eigenvalue,
but may be based on the performance of the projected filter or a more subjective sense that the states
below a certain eigenvalue look more like noise than states which would significantly contribute to
a more accurate approximation.
Proper Orthogonal Decomposition (and various modifications thereof) can produce subspaces
which look like they include the relevant parts of the system dynamics. However, we must evaluate
them quantitatively. To do this, we project the system dynamics onto several of these subspaces,
using the method derived in Section (2.2), and compare the dynamics indicated by the filter with the
trajectory dynamics. In this chapter, I use only the normalized dynamical system; the un-normalized
system performs slightly less well, and feels slightly less rigorous, due to the necessary renormalization
at each time step. The un-normalized projected system also requires re-orthogonalizing the set of
states to be used, because the mean state is not orthogonal to the other POD basis states. This in
turn means that we lose some of the clarity from the ordering of the states by eigenvalue.
3.3 Phase bistability
The density matrix (and associated Q function) for a phase bistable cavity QED system has a simple
structure — roughly, it is the superposition of two compact states with equal amplitude but opposite
phase. Q function dynamics consists largely of a compact, roughly Gaussian, peak located at one
stable point or the other, or in transition along the path between them. This superficially linear
form gives us hope that the linear approximations made in the POD algorithm will not significantly
impair performance, and a relatively low-dimensional, high fidelity approximation will be possible.
In fact, this hope is largely fulfilled.
Our canonical phase bistable system, used for all of the examples in this thesis, has the following
parameter values: Θ = 0, ∆ = 0, κ = 4, γ = 2, g0 = 12 and E = 23.57. This corresponds to the
set of parameters also used in [11]. (Van Handel and Mabuchi use superficially different values, but
the ratios determine behavior; in effect I have simply scaled time differently). Expectation values
from an excerpt of an example trajectory are shown in Figures 3.3 and 3.4. The trajectory I used
to generate the basis states for the subspace onto which we hope to project dynamics was run for
5000 units of time, with a time-step of ∆t = 5× 10−6.
The Q functions of the mean (steady state) and the first 11 eigenstates (potential basis vectors)
are shown in Figure 3.1. While Q functions for valid quantum states are by definition always
positive, the potential basis vectors have Q functions which can swing wildly negative. Recall that
these are not quantum states, but rather directions; the Q function is simply an aid to the eye and
understanding. A projected state consists of some linear combination of these basis vectors, added
to the mean state; the Q functions roughly “add” as well. For example, a state which is composed
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by adding the leading eigenstate to the mean would add probability density to one of the two states,
while removing it from the other; in effect this first basis direction alone can capture the switching
behavior (as we will see in the filter performance evaluation below). Notice that this switching
behavior will generally result in rather large components in the direction of this leading eigenstate,
threatening the “small perturbation” limit in the linearizing POD process. I get away with this
stretching of the POD approximations, I believe, only because the phase bistable system is so simple
and symmetric; if the two states were asymmetric I would be forced to undertake the additional
complicating procedures I discuss below in the context of (asymmetric) absorptive bistability.
The subsequent states capture behavior within the switching region, or dynamics within one
state. The transition basis states take a form similar to sinusoidal peaks and valleys between the
two stable states, and we may think of them as the basis states for a Fourier decomposition of a
single peak traveling between the two states (behavior which the leading eigenstate cannot capture).
Eigenstates beyond the 12th become hard to understand, and their eigenvalues are all less than 0.5%
of the sum of all eigenvalues. If we keep the first 12 states, we have kept eigenvalues which sum
to 97.3% of the total of all eigenvalues. See Figure 3.2 for a plot of the 60 largest eigenvalues in
descending order.
3.3.1 Projection filters
In order to evaluate the performance of the POD-produced approximations, I ran a long, high-
resolution (small time-step), quantum trajectory, separate from the trajectory on which the POD
algorithm was run. The homodyne photocurrent from the phase quadrature measurement, as well
as the expectation values of many system operators, were recorded for comparison with the filter.
In addition, I kept 5000 sampled wavefunctions in order to evaluate the fidelity of the approximate
states using a variety of measures of quantum fidelity.
Figure 3.3 shows the expectation values for the phase quadrature of the cavity field, 〈y〉, from
a short excerpt of this trajectory, with the quantum trajectory in blue. Comparable traces of 〈y〉
from filters produced by projecting onto a subspace with 1, 4, 8, and 12 basis states are shown in
green, red, cyan, and magenta. Examining these in order, we first see that even a single-dimensional
subspace captures the switching behavior of the system (and it does it while stretching the definition
of a “small” difference from the mean implicit in our linearized system). However, the 1-D subspace
does not capture the transition dynamics between the two states — on the second transition in
Figure 3.3, it is closer to a square wave than the decaying exponential of the full trajectory. Adding
three basis states, which include some information about states between the two stable ones (see
Figure 3.1), allow this transition to exhibit some “decay,” while with 8 or 12 states the approximate
system can follow the exponential more closely.
Looking now at the first transition, the instabilities of the filter system become apparent. A
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Figure 3.1: Contour plots of Q functions for the mean and the first 11 orthonormal eigenstates from
a long phase bistable trajectory. The upper plot for each state is the Q function of the field state
after tracing over the atom; the lower plot is the Q function of the atom after tracing over the field
(produced using Generalized Coherent States [33]). The eigenvalue corresponding to each eigenstate
is included, showing the relative importance of each basis state/direction. The first eigenstate is
responsible for most of the switching behavior, whereas the others are largely responsible for motion
within each eigenstate (basis states 2, 5, 7, 10 and 11) or the transitions between states (basis states
3, 4, 8, and 9). The atomic Q functions are parametrized on a sphere spanned by θ ∈ [0, π] and
φ ∈ [0, 2π]. Eigenstates 3 and 4 have very similar cavity field effects, and roughly orthogonal atomic
states.
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Figure 3.2: Eigenvalues of the correlation matrix R for the canonical phase bistable case, shown as
the logarithm of the fraction of total eigenvalues, for the 60 eigenstates with largest eigenvalues.
segment of (noisy) photocurrent here apparently contains relatively little accurate information about
the state, the state is only very poorly approximated by the limited subspaces in these 12-or-fewer
dimensional approximations, or the photocurrent excites the use of basis states which are not helpful
for stability. Similar patches of instability occur with some regularity, and are worst with 12 basis
states. In these areas, the filtered state is no longer a valid quantum state (with a positive semi-
definite density matrix). Not surprisingly, the fidelity measured between the wavefunction from the
quantum trajectory and the projected filter is quite poor in these areas.
I used two fidelity measures to evaluate the performance of this filter: Probability of Error
and the Bhattacharyya Coefficient. See Fuchs and van de Graaf [34] for a derivation of these two
coefficients, as well as the Kolmogorov Distance (which is intimately related the Probability of Error
and doesn’t contain any more information). The Probability of Error is defined as
PE(ρ0, ρ1) =
1
2
− 1
4
N∑
j=1
|λj |, (3.8)
where λj are the eigenvalues of (ρ0−ρ1). This value should vary between 0 (two states are perfectly
distinguishable) and 1/2 (perfectly indistinguishable) as long as ρ0 and ρ1 are valid density matrices.
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Figure 3.3: A short excerpt from a single phase-bistable quantum trajectory, showing the expectation
value of the phase quadrature of the cavity field, 〈y〉, and the trajectories of three filters using the
same homodyne detection photocurrent. The trajectory is in blue, and the projected filters using 1,
4, 8, and 12 basis states are shown in green, red, cyan, and magenta, respectively. The filters with 8
and 12 basis states are somewhat less stable (witness the first and fourth transitions here), but give
a closer approximation during the “quiescent” times between transitions, and fit the exponential
decay shape of the second transition better than the 1 or 4 basis-state approximations. Projecting
onto even a one-dimensional subspace, however, successfully captures the switching behavior of the
system.
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Figure 3.4: Trajectories of the three simple atomic Hermitian observables for the same time span as
Figure 3.3. (a) σx, (b) σy, and (c) σz. For each observable, the red trace is the quantum trajectory;
the blue trace is the filter with 12 basis states (the same filter as shown in magenta in Figure 3.3).
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The Bhattacharyya Coefficient is defined as
B(ρ0, ρ1) = Tr
√√
ρ0ρ1
√
ρ0. (3.9)
Its value varies between 0 (orthogonal states) and 1 (identical states).
The calculated values of these two fidelity measures over the course of an extended filtering
simulation offer some surprises, which indicate both the failures of the filter, and differences between
these two measures. The average Probability of Error decreases as we include more states in our
basis, from 0.2065 with one basis state, to 0.2059 with 4, 0.1057 with 8 and -0.0708 with 12. What
is happening is that the periods of instability are dominating the average. In these areas, the
approximate state is not a valid quantum state, and the value of the “probability” can fall below
zero. However, if we examine just the quiescent periods between state transitions and unstable
patches, the Probability of Error is almost identical for the four filters.
The Bhattacharyya Coefficient (BC) behaves somewhat differently. In particular, when the filter
state becomes unphysical, the BC becomes imaginary, rather than negative (I use only the real
part of the BC, as the mean of the imaginary parts is very close to zero). This allows the average
value over a filtering run to stay almost constant with the size of the basis state, because the 12-
dimensional basis does provide for a slightly higher BC than the 8 in the “normal” periods, which
in turn has a higher BC than the 4- and 1-state filters. The unstable zones have a BC of zero, so the
increased instability from added basis states results in a falling average. The 1 state BC is 0.4364,
4 state BC is 0.4485, 8 state is 0.4463, and 12 state is 0.4355.
Proper Orthogonal Decomposition appears to work quite well to define a subspace in which the
phase bistable dynamics take place. The basis states (in Figure 3.1) capture both stable states,
and allow for approximations of both the dynamics within each state and the transitions between.
When stable, the projected filter can do a good job of matching the behavior of 〈y〉 and 〈σy〉; other
observables fluctuate quickly, while the filter approximates their mean. The occasional instability of
the filter, however, raises doubts as to whether POD is a robust solution.
3.4 Absorptive bistability
Absorptive bistability occurs as part of a much more complicated system than phase bistability. In
particular, the upper “state” is extended for our set of parameters (very different from the close-
to-minimum-uncertainty states in phase bistability). Complicating the performance of the Proper
Orthogonal Decomposition algorithm, the system can be significantly asymmetric between the upper
and lower states, depending on the driving field strength (phase bistability is structurally exactly
symmetric). I have chosen a driving field for the examples in this thesis at which the fraction of time
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Figure 3.5: The mean and leading 7 eigenstates from the Proper Orthogonal Decomposition al-
gorithm applied to a long absorptive bistable trajectory. The first eigenstate allows the filter to
remove almost all traces of the lower state, while the remaining eigenstates finish that cancellation
and allow for dynamics within the upper state. No combination of these states, however, allows for
the cancellation of the full upper state in order to accurately approximate the lower stable state.
The model parameters are Θ = 0, ∆ = 0, κ = 0.1, γ = 2, g0 =
√
2, and E = 0.56, and the simulation
was run for tfinal = 5000 (with time scaled by γ/2).
spent in each state is roughly equal; however, this may not be the experimentalist’s preferred (or
available) parameter value, resulting in lower POD performance unless the algorithm is extended,
as I will describe later in this subsection.
The parameters I have chosen to demonstrate the application of POD to an absorptively bistable
system are: Θ = 0, ∆ = 0, κ = 0.1, γ = 2, g0 =
√
2, and E = 0.56. (This is clearly a “good cavity”
relative to our phase bistable system; we achieve similar cavity field amplitudes for almost 2 orders
of magnitude less driving field intensity.) Notice that this driving field strength is above the upper
semi-classical (Maxwell-Bloch) bifurcation point (E ≈ 0.553); that is, the semi-classical system has
only one stable point at this driving field value. These are similar to the parameters chosen by [22],
except I have chosen a slightly lower driving field in order to get closer to an even balance between
the lower and higher amplitude states.
Simply applying the POD algorithm to a long (tfinal = 5000) trajectory (with homodyne mea-
surement of field amplitude quadrature) results in the set of states shown in 3.5. Note that the
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Figure 3.6: Comparison in the absorptive bistability regime of simple POD filter with exact quantum
trajectory. The blue trace is the expected value of the amplitude quadrature for a POD filter with
a 7-dimensional linear subspace; the red trace is from the quantum trajectory. The eigenvalues
corresponding to these leading 7 eigenstates sum to 99.85% of the sum of all eigenvalues; the largest
eigenvalue left out is less that 0.08% of the total. Amplitude quadrature homodyne measurement;
params.
states beyond the first generally relate to directions in the upper state, and none of these first 8
basis vectors allow for dynamics or fluctuations within the lower state. We know from observing
the trajectory that what dynamics there are within the lower state are smaller in amplitude than
those within the upper state. The first eigenstate is generally responsible for the switching behavior:
subtract this from the mean to move towards the upper state alone, and add it to move toward the
lower state alone. Note, however, that the shape of the upper portion of this basis state does not
match the shape of the upper portion of the mean, so that adding this state alone will not put us
exactly in the lower state. The shapes match much more clearly for the lower state, so if we subtract
the correct multiple of this basis state from the mean we can almost exactly cancel the lower state.
The second and higher basis states allow for some fluctuations within the upper state.
This asymmetry between the lower and upper states results in significantly impaired performance
as a filter. Using 7 eigenstates to make the basis of the subspace into which we project the dynamics,
we plot 〈x〉 from the projected dynamics in Figure 3.6. The eigenvalues corresponding to these
leading 7 eigenstates sum to 99.85% of the sum of all eigenvalues; the largest eigenvalue eliminated
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is less that 0.08% of the total. The filter tries to match the field amplitude of the lower state, but
simply cannot, because the subspace does not include a good approximation to the lower state. The
mismatch in shapes results in a minimum achievable 〈x〉 which is above that of the lower state.
The filter does relatively much better with the upper state, although it cannot capture all of the
volatility. It is able to track some of the fluctuations down from the upper state, but cannot go
higher than a fixed value. It is also unable to track the volatility in 〈y〉 within the upper state (not
shown).
Needless to say, the fidelity of this filter is quite poor. The mean Probability of Error is negative
(−0.008), thanks to long periods (in the lower state) in which the filter state is not a valid density
matrix (negative eigenvalues, and the Q function not positive everywhere). The Probability of Error
measure is positive during the times when the system is in the upper state, averaging around 0.02,
with a maximum of 0.155. The mean Bhattacharyya Coefficient is 0.185, with an average of about
0.13 in the lower state, and 0.24 (but wildly varying between 0.012 and 0.6) in the upper state. The
resilience of the Bhattacharyya Coefficient to unphysical filter states makes it a somewhat preferred
measure.
Some trajectories randomly spend a larger fraction of their time in the lower state than the one
I used here, and these trajectories can exhibit the opposite problem as a filter: they capture the
lower state and its dynamics well, but badly miss the upper state. In order to address this problem,
I tried two different strategies: weighting the sum used to calculate distances in the density matrix
space, and dividing the data into three “zones”: lower, transition, and upper, and executing POD
separately in each zone.
3.4.1 Weighted POD
The observables we tend to care most about in evaluating the accuracy of our model reduction are the
5 observables whose dynamics can be approximated by the Maxwell-Bloch equations: 〈x〉, 〈y〉, 〈σx〉,
〈σy〉, and 〈σz〉. In matrix form (to act on density matrices), the nonzero terms for these observables
lie on the diagonal or immediate off-diagonal. (For a tensor product system like an two-level-atom
and cavity system, let us define the “diagonal” to be the diagonal of each quadrant.) The values
of these observables (calculated as Tr(Oρ) for each operator O), then, depend only on the diagonal
and immediate off-diagonal terms in the density matrix. Proper Orthogonal Decomposition, on the
other hand, treats every entry in the density matrix identically. POD produces the optimal subspace
provided that we share its definition of distance, which treats the real and imaginary parts of each
entry in a completely even-handed fashion. The failure of POD to produce a single subspace which
includes both the upper and lower states can be partly attributed to this evenhandedness: dynamics
within the upper state win out over including an accurate approximation for the lower state.
To address this, I tested various re-definitions of distance by weighting the terms of the density
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matrix. To do this, I defined the distance from the diagonal nd to be the the absolute value of the
difference between i and j labels for each entry in the matrix (modulo half the matrix size to allow
for the tensor product structure). I then divided each entry by nXd where X = 0.5, 1, or 2. This
process treats the diagonal differently from the immediate off-diagonal, so I also used a weighting
scheme which measured distance from the immediate off-diagonal, so that the weighting would follow
the pattern (B) 1, 1, 1/2, 1/3, 1/4, . . . instead of (A) 1, 1/2, 1/3, 1/4, . . . as we proceed away from
the diagonal. None of these six weighting schemes has any appreciable effect on the balance between
the upper and lower states, relative to basic POD (X = 0). All produce basis states similar to those
shown in Figure 3.5, with only dynamics of the upper state represented, and fail as filters because
they cannot come close to approximating the lower state.
There is another inequity between the distribution of density matrix entries and the distribution
of expectation values: the density of Fock states scales like the square of the amplitude of a coherent
state, so that a state further from the vacuum has large entries in many more locations in the
density matrix than one close to the vacuum. Imagine two pairs of states, one pair close to the
vacuum, and one with 〈x〉 ≈ 4. The distance within each pair, when measured in the way we defined
for Proper Orthogonal Decomposition, is the same. However, the pair close to the vacuum will
have substantially different expectation values, while the higher amplitude pair might be almost
indistinguishable by that measure. What skews POD is the reverse of this: small fluctuations
in expectation values at high amplitude look like large distances in the POD metric, while small
fluctuations near the vacuum are small in this metric. This is compounded by the behavior in the
absorptive bistability regime, which has larger fluctuations in the upper state, and the POD process
outputs states which focus on the upper state and do a very poor job in the lower.
To counteract this, I tried a weighting scheme which weights the vacuum state highest, and decays
away from there. We know a priori that the scaling should go like the square root of the Fock state
in order for the distance to be independent of the coherent amplitude. Applied to the POD process,
this weighting also has no appreciable effect on the fundamental problem: the lower state is not
accurately approximated by combinations of the dominant eigenstates. This makes sense because at
the same time that this weighting reduces the effective distance between density matrices within the
upper state, it also undercounts the remnants of the upper state which are left behind when using
the leading eigenstate (see Figure 3.5) to attempt to approximate the lower state. For weighted
POD to improve on the unweighted process, we would need a weighting scheme which somehow
simultaneously counts and discounts the higher-field-amplitude portions of the density matrix. One
possibility, unexplored in this thesis, would be to move the origin for the POD analysis to the space
between the lower and upper “states,” so that they both have similar amplitude and take up similar
“space” within the density matrix. They will still be asymmetric, however, in both shape and the
time the system spends in each (especially if the driving field is not selected for balance between
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states). Fundamentally, Proper Orthogonal Decomposition with a single mean, and perturbations
around that mean, has difficultly handling dynamics around two separated, asymmetric states.
3.4.2 Zoned POD
Proper Orthogonal Decomposition implicitly makes “small perturbation” assumptions, which we
violate when we consider a system with multiple stable points, as the leading eigenstates end up with
quite large coefficients to push unto into one stable regime or another. In addition, the algorithm’s
emphasis on the dominant, most common states means that it tells us almost nothing about the
transitions between states when there are significant dynamics within states. The phase bistable
system considered in Section 3.3 is symmetric enough, and switches often enough, that the switching
dynamics and the transition periods are on a more level footing with fluctuations and dynamics
within each state. The absorptive bistability regime is not symmetric, and transitions are much
more rare. We can improve compliance with assumptions, capture some transition behavior, and
re-balance asymmetry by diving the data into zones surrounding each stable point, and in between
them.
For the driving field strength, cavity damping rate, and other parameters which define our
standard absorptive bistability regime, the lower state has a mean cavity field amplitude of about
0.5, and the upper state (while broader) has a mean of about 3.25. The fluctuations around these two
states rarely cross into the range of 1.5 to 2.5 unless the system is actually in transition between the
two stable regions. Therefore, I cut the data into three sets: “lower” for any point in the trajectory
which has 〈x〉 < 1.5, “upper” for points with 〈x〉 > 2.5, and “transition” for points in between. (I
include a short segment on either side of the exact transition zone to associate behavior leading to
or out of transitions with them, rather than with the lower or upper zones.) Note that the constant
measurement and decay of the system helps keep the field states compact. They are almost always
roughly Gaussian (with a Q function width similar to the width of a coherent state), so we can use
〈x〉 as a proxy for the full distribution.
Once we have divided the data into three subsets, we have two options for defining the mean state
for the POD algorithm: we could continue to use the overall mean, or find the mean of each zone.
In the former case, the leading eigenstate will be the direction from the overall mean to some part of
that zone, and subsequent basis states provide a direction within the zone. The latter case creates
the transition direction directly, without use of POD, simply by subtracting the zone’s mean from
the overall mean. All the POD basis states are then directions away from that local mean. I have
tried both definitions, but selected the latter because it is most consistent with the small-coefficient
assumptions built in to POD and because the means will be independent of small asymmetries which
might otherwise throw the leading eigenstate “off balance.” This is particularly a concern for the
transition zone, where the relatively small number of transitions means that if more transitions take
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place with 〈y〉 > 0 than 〈y〉 < 0, the “one mean” algorithm would likely select the leading eigenstate
to reflect just the 〈y〉 > 0 transitions, biasing all the subsequent eigenstates as well.
The output of three separate POD processes (one for each zone) is three sets of Hermitian
matrices, from which we will build our subspace. (Implementation of the algorithm tends to produce
matrices which are almost but not exactly Hermitian, due to numerical errors; I added a simple step
which tweaks them to be exactly Hermitian.) There are four matrices with trace 1 (valid density
matrices): the overall mean and the mean of each zone. I turn the zone means into trace-0 (direction)
matrices by subtracting the overall mean. The remaining matrices are already directions in density
matrix space, but they are not all orthonormal. The directions within each zone are orthogonal
(although not orthogonal to the newly-created “mean direction” for that zone), but they are not
orthogonal between zones. We therefore run the set of all trace-0 direction matrices (including
the means) through a simple inner-product based orthonormaliztion process. Because they are all
Hermitian, their inner products are all real, and their linear combinations with real coefficients
produce new, orthonormal, direction matrices which remain Hermitian. The linear combinations
which result from filtering will therefore be valid density matrices as long as they remain positive
definite.
Figures 3.7 and 3.8 show the leading states from two different trajectories in the absorptive
bistability regime. Figure 3.7 results from a trajectory in which the cavity field was measured in the
amplitude quadrature; Figure 3.8 was measured in the phase quadrature. (Note that both show their
set of states before they have been orthonormalized.) Because the steady states and behavior of a
quantum system do not depend on the measurement, it’s not surprising that these two sets of states
are quite similar. They do provide an opportunity to examine the some of the kinds of differences
which result from different trajectories. For example, the lower zone eigenstates are arranged at
different angles, indicating that the noise in the lower state scattered more in one axis than another
during the trajectory.
In both cases, the transition zone is biased towards 〈y〉 > 0 behavior in its leading eigenstates.
Each of these trajectories include only a dozen or so transitions, meaning that the statistics are
quite poor. A much longer trajectory (which would require a more patient researcher and/or a
more powerful computer) ought to have more balanced eigenstates in the transition zone. These
higher-quality eigenstates might allow us to see whether transitions favor particular paths in phase
space. In particular, the semi-classical Maxwell-Bloch equations have an unstable point between the
two stable equilibria (see Figure 1.2), and these transition states might reveal whether the quantum
system avoids the 〈y〉 = 0, 〈x〉 ≈ 2 area, or not. I cannot draw conclusions on this point from the
limited trajectories I have been able to analyze.
To test the performance of these POD subspaces, I ran them as a filter on the same homodyne
photocurrent as in Figure 3.6 and the surrounding discussion. A disadvantage of the zoned approach
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Figure 3.7: Contour plots of Q functions for states and basis vectors from “zoned” Proper Orthog-
onal Decomposition of absorptive bistability regime, with homodyne measurement of cavity field
amplitude quadrature. The upper plot for each state is the Q function of the field state after tracing
over the atom; the lower plot is the Q function of the atom after tracing over the field (produced
using Generalized Coherent States [33]). Four states are generated separately from POD: the overall
means state and the mean states in each of three zones. The leading 2 or 3 eigenstates from each
zone are shown, along with the eigenvalue corresponding to each, showing the relative importance
of each basis state/direction. The atomic Q functions are parametrized on a sphere spanned by
θ ∈ [0, π] and φ ∈ [0, 2π].
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Figure 3.8: Contour plots of Q functions for states and basis vectors from “zoned” Proper Orthogonal
Decomposition of absorptive bistability regime, with homodyne measurement of cavity field phase
quadrature. The upper plot for each state is the Q function of the field state after tracing over
the atom; the lower plot is the Q function of the atom after tracing over the field (produced using
Generalized Coherent States [33]). Four states are generated separately from POD: the overall means
state and the mean states in each of three zones. The leading 2 or 3 eigenstates from each zone are
shown, along with the eigenvalue corresponding to each, showing the relative importance of each
basis state/direction. The atomic Q functions are parametrized on a sphere spanned by θ ∈ [0, π]
and φ ∈ [0, 2π].
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Figure 3.9: Comparison in the absorptive bistability regime of a “zoned” POD filter with exact
quantum trajectory. The blue trace is the expected value of the amplitude quadrature for a POD
filter with a 12-dimensional linear subspace; the red trace is from the quantum trajectory. The
subspace is constructed from the mean states within each zone and the leading 3, 2, and 4 eigenstates
from the lower, transition, and upper zones, respectively. Filter constructed and run on a system
with a homodyne measurement on the amplitude quadrature.
is that we need to include more basis states, because we need the leading few from each zone. As
an example, I chose to run the filter using a 12-dimensional subspace: the “lower mean” and the
leading 3 eigenstates from the lower zone, “transition mean” and leading 2 eigenstates from the
transition zone, and “upper mean” and 4 states from the upper zone. This means I am including
98.9% of the eigenvalue sum in the lower zone, 91.2% in the transition, and 98.3% in the upper zone,
with 12 dimensions to consider (instead of 7 as in the basic POD filter above). As expected, this
filter significantly outperforms the basic POD filter, helped immensely by its ability to successfully
approximate both the lower and upper states. Figure 3.9 demonstrates the ability of the amplitude
quadrature zoned filter to successfully capture the lower and upper states, as well as some of the
dynamics within each. The large fluctuations within the upper state still prove to be too much for
the “small amplitude” approximation built into the POD formulation.
The Probability of Error fidelity measure is somewhat better for the “zoned” POD than for the
basic algorithm: at least the mean is positive (0.0134). The mean in the lower state is approximately
0.005, and it is somewhat better (0.027) in the upper state away from the few points where the filter
becomes unphysical. The maximum Probability of Error for this data set was 0.09. The Bhat-
tacharyya Coefficient similarly shows slight, but notable, improvement using the “zoned” algorithm
relative to the basic POD process. The mean value of BC for this data set is 0.199 (compared to
0.185). The average in the lower state is about 0.17, and 0.22 in the upper state. Note that this
reflects the markedly better performance for the zoned algorithm in the lower state and slightly
worse performance in the upper state (perhaps due to the inclusion of only 4 eigenstates related to
dynamics within that zone, compared with 6 in the simple POD algorithm).
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If we discard the results of POD entirely, and use only the mean states for each zone, we end
up with a reasonable filter, at least for amplitude quadrature behavior (it has no flexibility to
capture the phase quadrature or atomic behavior). This 3-dimensional filter underperforms the 12-
dimensional one, but might suffice for some applications. The mean Probability of Error is 0.0086
(with a mean of 0.0058 in the lower state, 0.0192 in the upper state, and a maximum of almost
0.08). The Bhattacharyya Coefficient is almost unchanged in this case for the lower state (where
internal dynamics play a smaller role, so discarding them has a smaller effect), with a mean of 0.17.
It performs less well in the upper state, as expected, with a mean of 0.215. The overall mean BC
for this non-POD filter is 0.195.
The filter for homodyne measurement of the phase quadrature, using the same distribution of
eigenstates as the amplitude quadrature, utterly fails as a reasonable filter. It behaves somewhat
reasonably in the lower state, but fails in the upper state. To see why, look at the variation of
the phase quadrature, 〈y〉, in Figure 3.9b, and compare it with the y-extent of the eigenstates in
Figure 3.8. A filter based on the homodyne photocurrent from a phase quadrature measurement will
attempt to match the observed value of the phase, but to do so given the eigenstates even from zoned
POD requires unphysical states from combinations with large coefficients. In turn, these unphysical
states do not do a good job of reproducing the other observables (like 〈x〉), and the fidelity of the
filter to the actual dynamics is negligible (and the filter tends to be very unstable). This is not only
a product of this “zoned” POD process: the same thing happens with basic, un-zoned POD, and
with zoned basis states calculated using only the single overall mean (rather than the means for each
zone).
3.5 Discussion
As we have seen in this chapter, Proper Orthogonal Decomposition is capable, when used with care
and extended when necessary, of producing low-dimensional linear models which capture some of the
dominant dynamics of quantum systems. Basic POD, applied to the phase bistable case, produced
filters that are usually highly accurate at capturing the broad dynamics of the system, and might
serve as reasonable filters for a control application. When extended into “zones,” POD also works
quite well for absorptive bistability, as long as the basis states used include close to the full range
for the variable being measured (the amplitude quadrature for our example).
POD is not a universal tool, however, and its limitations in both the phase and absorptive
bistability regimes illustrate broader issues that would arise should the tool be extended to other
systems. The first of these is the algorithm’s tendency to deliver spaces which include only the
type of dynamics in which the system spends the largest fraction of the time. In the phase bistable
case, the particular trajectory used as an example in this thesis spends slightly more time in one
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state than the other. As a result, the basis set returned by POD favors some dynamics within this
slightly-favored state over dimensions that inform us about state transitions; this may not match
the order in which the experimentalist would emphasize these two behaviors.
This sensitivity to asymmetry is also at play in the absorptive bistability example, and is exac-
erbated by shape asymmetry between the upper and lower states. The definition of distance in the
density-matrix space, which is the most obvious choice for that metric, also contributes significantly
to this behavior. Even drastic interventions in this definition of distance, however, were unable to
qualitatively change the POD algorithm’s behavior (and resulting failing filter) to match the physical
system’s behavior.
At the root of concerns about asymmetry and distance is the fundamental limitation of Proper
Orthogonal Decomposition: it only captures directions away from a mean state, defines a linear
space, and fundamentally relates only to small perturbations away from the mean. Large dynamics
away from the mean and nonlinear underlying structures of the dynamics (such as multiple stable
states) all challenge POD in precisely this weak spot. Unfortunately, it is often precisely this behavior
which we wish to capture or control.
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Chapter 4
Dynamics on Nonlinear Manifolds
Proper Orthogonal Decomposition generates linear spaces onto which we may project system dy-
namics. However, the underlying space in which dynamics actually occur may not be linear. Instead,
we may wish to find a more general manifold on which the dynamics occurs. To find such a manifold
from a quantum trajectory, we turn to results from the field of unsupervised manifold learning. “Un-
supervised” in this context means that the process of finding and defining a manifold is algorithmic,
although as we will see there is still some room for researcher intervention and intuition (e.g., deter-
mining the dimension of the manifold for which the algorithm is searching, and how many neighbors
to include in the definition of a point’s “neighborhood”). There have been several manifold learning
algorithms proposed in recent years in the machine learning community and elsewhere (including
[32, 35, 36, 37, 38, 39, 40] and references therein). These manifold learning algorithms share a focus
on locally linear manifolds, which are then stitched together into a global manifold definition. As a
result, the manifold ends up being defined locally, with a different function at each point mapping
from the full space onto the manifold.
Of the algorithms we considered, we find the Local Tangent Space Alignment algorithm from
Zhang and Zha [32] to be the most satisfying. Most prominently, its definition of the tangent space
at each point has more rigorous differential geometry treatment. This is intimately related to the
fact that the algorithm starts by doing what is effectively Proper Orthogonal Decomposition at each
point to define the optimal linear subspace. In fact, if we were to define the full sample as “nearest
neighbors” of every point, the LTSA algorithm would reduce to POD.
4.1 Local Tangent Space Alignment
The Local Tangent Space Alignment algorithm for manifold learning was introduced by Zhang and
Zha [32], and in this section we will briefly review that algorithm, clearly paralleling their derivation
(but choosing only to describe the form of the algorithm I use in analyzing our cavity QED dynamics).
The input for the algorithm is a set of points in an m-dimensional space, which we believe may fall
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on or near a d-dimensional (likely nonlinear) manifold. Noise may make these points not fall exactly
on the lower-dimensional manifold, but we assume that structureless noise will average out, allowing
us to extract the underlying manifold.
We will construct the manifold by aligning the tangent spaces (Tτ ) of each point (τ). If we had
a function f : Ω ⊂ Rd → Rm that mapped from the d-dimensional manifold Ω to the full space, we
could use its Jacobian Jf (τ) at each point to find the tangent space. If Qτ is an orthonormal basis
of Tτ , τ¯ is a neighbor of τ , and θ∗τ (τ¯) is the local coordinate of τ¯ in the basis Qτ , then
Jf (τ)(τ¯ − τ) = Qτθ∗τ (τ¯). (4.1)
We would like to reconstruct the coordinates τ from the data sampled in the m-dimensional space,
without knowing (or being forced to calculate) f . The alignment process will allow us to go from
the local coordinates θ∗τ to the global coordinates τ . Denote Pτ = Q
T
τ Jf (τ), and then we have
θ∗τ (τ¯) = Q
T
τ Jf (τ)(τ¯ − τ) ≡ Pτ (τ¯ − τ). (4.2)
(Recall that Qτ is orthonormal so that Q
T
τ = Q
−1
τ .) Now Pτ is a local map from the global
coordinates to the local. The Jacobian is a creation of the first derivatives of f , so the local
coordinates θ∗τ tell us about the linear part of f(τ¯) − f(τ). We can approximate them instead
by the orthogonal projection of f(τ¯) − f(τ) onto Tτ ; we denote these projected coordinates θτ (τ¯).
Pτ should be invertible because the Jacobian should be full rank, so we can denote its inverse Lτ ,
and we see that (to first order)
τ¯ − τ ≈ P−1τ θτ (τ¯) = Lτθτ (τ¯). (4.3)
So, instead of finding the function f , instead we are looking for a set of coordinates τ , each with a
local affine transformation Lτ , to minimize
∫
Ω
(∫
Ω(τ)
‖τ¯ − τ − Lτθτ (τ¯)‖dτ¯
/∫
Ω(τ)
dτ¯
)
dτ (4.4)
over all possible Lτ .
Moving one step closer to the practical implementation of the algorithm, let us now consider
implementing this process with a given finite set of data points X = [x1, . . . , xN ]. In practice,
the LTSA algorithm begins by defining a local neighborhood for each point, using some metric on
the m-dimensional space. In the quantum trajectory case, I used the 2-norm distance between the
vectorized versions of density matrices, themselves produced from trajectory wavefunctions. This is
the same distance measure as in Proper Orthogonal Decomposition; however in this case we simply
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want a collection of points in the neighborhood of each point, and the actual distances are not used.
Another alternative would have been the 1-norm matrix distance, |A − B|, but I chose the 2-norm
for consistency with POD and for calculation time (the 2-norm is fast to calculate, while |A − B|
requires calculating eigenvalues for every pair). Despite its poor scaling properties, I chose to use a
brute-force method to generate these neighborhoods: I calculated the distances between every pair
of points, and then sorted them (an order N2 algorithm for N points). While some algorithms exist
which scale better with respect to the number of points, they generally scale poorly in the dimension
of the space. In our case, the density matrix space may have more than 10,000 dimensions, and we
calculate all the distances between up to 2,000 points.
We would like to use the set of neighbors of each point τ to approximate the tangent space Tτ at
that point. In effect, we would like to do at each point what we did globally in Chapter 3: compute
the best d-dimensional affine subspace approximation for the data points in the neighborhood of each
point. Let us denote a matrix of the k nearest neighbors of xi (including xi) as Xi = [xi1 , . . . , xik ]. As
in our discussion of Proper Orthogonal Decomposition, we could calculate the basis of this optimal
subspace by calculating the eigenvectors corresponding to the largest d eigenvalues of the correlation
matrix (
Xi − x¯ieT
) (
Xi − x¯ieT
)T
(4.5)
where x¯i is the mean of the neighbors of xi (recall that the optimal affine subspace will go through
the mean), and e is a vector of length k and all ones (to make the dimensions work out). What
we would like, instead of the definition of the basis vectors of the subspace, however, are the local
coordinates of the points in that space, with that basis. These are calculated similarly, from the
leading d eigenvectors of (
Xi − x¯ieT
)T (
Xi − x¯ieT
)
(4.6)
(The leading eigenvector, of length k, gives the coordinate of each of the k points in the direction of
the leading basis vector from Eqn. (4.5), and so-on for each eigenvector.)
These local coordinates in the basis for each point, our θ
(i)
j s (j = 1, . . . , k, i = 1, . . . , N), tell us
about the local geometry. We would like global coordinates, τi, which respect that geometry:
τij = τ¯i + Liθ
(i)
j + ǫ
(i)
j (4.7)
where τ¯i is the mean of the k τij s, Li is a local affine transformation matrix (to be determined),
and ǫ
(i)
j is the local error. If we combine these k equations into one matrix equation, and denote the
local coordinates Θi, Ti = [τi1 , . . . , τik ], and Ei = [ǫ
(i)
1 , . . . , ǫ
(i)
k ], then we have
Ti =
1
k
Tiee
T + LiΘi + Ei. (4.8)
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We would like to minimize the error term, so we should minimize
N∑
i=1
‖Ei‖2 =
N∑
i=1
∥∥∥∥Ti
(
I − 1
k
eeT
)
− LiΘi
∥∥∥∥
2
. (4.9)
This looks familiar — again we calculate eigenvectors. However, this time we would like the
eigenvectors which correspond to the smallest nonzero eigenvalues. First, though, we need to expand
from the single point to consider all of the points making the full manifold. Let T = [τ1, . . . , τN ]
and Si be the selection matrix so that TSi = Ti. Si can, of course, be calculated from our global
distance matrix, and does not require T (which we need Si to solve for). Construct S = [S1, . . . , SN ]
and W = diag(W1, . . . ,WN) with
Wi =
(
I − 1
k
eeT
)(
I −Θ+i Θi
)
(4.10)
where Θ+i is the Moore-Penrose generalized inverse of Θi. Then the overall reconstruction error is
given by
N∑
i=1
‖Ei‖2 = ‖TSW‖2. (4.11)
This could of course be minimized by T = 0, so we require that TTT = I. This allows us to construct
the correlation matrix
B ≡ SWWTST . (4.12)
The vector of all ones (e) is an eigenvector of B with eigenvalue zero; the optimal T is given by the
d eigenvectors with the 2nd to d+ 1st smallest eigenvalues.
From a numerical standpoint, what we need, then, is the matrix B. Rather than explicitly
calculating with the selection matrix S, we simply calculate WWT at each point and sum them up.
Define g1, . . . , gd to be the unit eigenvectors corresponding to the d largest eigenvalues of Eqn. (4.6).
Define Gi = [e/
√
k, g1, . . . , gd], and one can then verify that
Wi = I −GiGTi . (4.13)
Now see that WiW
T
i = Wi, so that B may be computed by locally summing I −GiGTi . This is in
fact what we do when solving the algorithm numerically: at each point, we find Gi, and we then
sum I −GiGTi over the full set of points to build the full B. Computing the eigenvectors of B with
the d smallest nonzero eigenvalues gives us the global coordinates of each point in our new basis,
resulting in a point-by-point definition of the manifold Ω ⊂ Rd. Zhang and Zha [32] provide an error
analysis of the algorithm, and provide bounds for the reconstruction errors. For our purposes, it
suffices that the errors are proven to be bounded, and can be quite small.
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It should now be clear that LTSA effectively reduces to Proper Orthogonal Decomposition if
we define the “neighborhood” of each point to include all the points. The additional degree of
freedom provided by k, the number of neighbors to use, makes the LTSA algorithm more flexible,
but also less exact. The same data set, processed with different values of k, will result in different
manifold definitions. This makes it difficult to define a “definitive” manifold corresponding to a set
of data. However, if we run the LTSA algorithm with a range of values of k (and assume that the
dimensionality d is appropriate to the data), there should be a range of k over which the general
structure of the manifold does not change. We assume that this structure is the “correct” result from
the algorithm, and analyze one such result as representative of that data set. If the data set is well
sampled, and the dimension d chosen is reasonable, we expect that a similar manifold structure and
topology would be determined from any such data set sampled from the same dynamical system.
Unlike Proper Orthogonal Decomposition, the LTSA algorithm requires fixing the value of d
prior to running the algorithm. In POD, one may simply choose the dimensionality of the calculated
subspace at the end, by choosing the number of eigenstates/basis vectors to use. In LTSA, however,
we calculate the d-dimensional space at each point, and then integrate them together (the form of
Gi depends on d). While the costly distance calculation may be reused for different ds, the bulk of
the algorithm must be run separately for each d. In practice, we do not know d in advance, and
must run the algorithm multiple times, to see at what point d is sufficient. For example, take a case
for which the inherent dimension of the manifold is 2. When run with d = 3, the resulting manifold
should show no interesting structure in the third dimension: it should look like a flat 2-dimensional
surface suspended in 3 dimensions. This is straightforward to see on screen for 2 and 3 dimensions;
for higher dimensions one has to look at the variation across the sample in the dth dimension, and
make a decision as to whether it is simply noise from the input data set. In the end, we are simply
lucky that the underlying structures for the dynamics in the cavity QED cases we consider seem to
fit well in few dimensions, which allows us to proceed to build approximations to those dynamical
systems which reside on or close to these manifolds.
4.2 Deriving dynamical systems on LTSA manifolds
Once we have a manifold determined from a set of trajectories, processed by the LTSA algorithm,
we would like to derive a set of equations for the dynamics of reduced-order systems which live on
that manifold. Unfortunately, because of the local nature of the LTSA algorithm, we do not have a
global function which we can use to map the dynamics of the system of equations which generated
the trajectories into dynamics on the lower-dimensional manifold. In particular, we cannot use the
filter projection technique discussed in Chapter 2 without a functional form for the maps between
the coordinates on the d-dimensional manifold and the coordinates in the m-dimensional space of
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trajectories.
One option would be to find and utilize the local maps between the tangent spaces of each point
and the larger space. This would be highly accurate (not much of an approximation). However,
it would be impractical: as we calculate a new trajectory, we would need to find the nearest point
from the originating trajectory at each time step, project the dynamical equations into its particular
space, advance the point in local coordinates, revert to global coordinates, and repeat.
Another option, this time approximate, would be to attempt to utilize a least-squares fitting
algorithm to find a suitable map from the d-dimensional manifold to the m-dimensional originating
space. In the case of cavity QED, however, m is very large. For example, m = 14, 400 for a 120×120
density matrix, while (as we will see below), d may be less than 5. More than m fit parameters would
need to be calculated, requiring more than m samples from the trajectory. In addition, there is no
clear way to decide a priori what functional form to assume for the fitting function, meaning either
a very high-dimensioned guess with a linear form, or building out polynomials (with the requisite
larger number of fit parameters).
The process I have chosen instead is to relax the requirement to reproduce the full density matrix
from the global manifold coordinates (and vice versa), and instead focus only on the expectation
values of operators. Here we are effectively assuming that the simple operators (those we have the
possibility to measure) carry the information we care about regarding the system, and hoping that
the manifold can be easily fit by a simple polynomials of these operators.
Carrying this plan forward, let us assume we have equations mapping expectation values to
manifold coordinates, similar to this:
τ1 = v1 〈x〉+ v2 〈y〉+ v3 〈σx〉+ ...+ vk 〈xyσx〉 〈x〉+ ..., (4.14)
where vj are fit parameters, and we want an equation for motion for τ1. That is, we would like an
expression for dτ1 (and similar for dτ2 to dτd).
In order to generate these equations, we need a general prescription for d 〈O〉.
d 〈O〉 = d (Tr (Oρ)) (4.15)
= Tr (d (Oρ)) (4.16)
= Tr ((dO) ρ+O (dρ)) . (4.17)
In the Schro¨dinger picture, dO = 0 while dρ 6= 0, so we really just need to know
d 〈O〉 = Tr (O (dρ)) . (4.18)
For our Cavity QED system, we substitute the full Stochastic Master Equation, and see that we
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will need to calculate
d 〈O〉 = Tr(−iO[H, ρ]dt+ κO (2aρa† − a†aρ− ρa†a) dt
+γO (2σρσ† − σ†σρ− ρσ†σ) dt
+i
√
2κO (ρa† − aρ− Tr[ρ (a† − a)]ρ) dW ) (4.19)
= −i 〈OH〉 dt+ i 〈HO〉 dt+ 2κ 〈a†Oa〉 dt− κ 〈Oa†a〉 dt
−κ 〈a†aO〉 dt+ 2γ 〈σ†Oσ〉 dt− γ 〈Oσ†σ〉 dt− γ 〈σ†σO〉 dt
+i
√
2κ 〈aO〉 dW +
√
2κ
〈Oa†〉 dW −√2κ 〈a† − a〉 〈O〉 dW. (4.20)
This plan depends on finding understandable, finite sets of expectation values from which to
determine the manifold coordinates. I found such a set of expectation values for the simpler case of
phase bistability, but did not for absorptive bistability.
4.3 Phase bistability: Dynamics on three dimensional man-
ifolds from LTSA
The full quantum dynamics of cavity QED, our model open quantum system, take place in an infinite-
dimensional space, which I have approximated in this research by a space of density matrices with
tens of thousands of elements. Quantum trajectory simulations preserve pure states, so the space in
which they take place is much smaller. However, if we keep the first 150 Fock states, as I have in my
simulations, the wavefunction still resides in a space with hundreds of dimensions. Thankfully, the
dynamics of our canonical phase bistable system use only a small fraction of those degrees of freedom,
which we can identify using the LTSA algorithm. Unlike Proper Orthogonal Decomposition, the full
algorithm must be run for each potential subspace dimensionality (that is, run separately for d = 1,
d = 2, etc). I ran the LTSA algorithm on a selection of 2000 samples from the same long trajectory
analyzed by POD in Section 3.3. k = 60 nearest neighbors proved to be in a broad range of k values
with similar manifold topology.
For d = 1, the manifold consists of a line segment with samples from one stable point at one end,
and the other stable point at the other. It is almost monotonic in 〈y〉. Expanding to two dimensions
(d = 2), the manifold takes a roughly parabolic shape. However, at the base of the parabola (in the
transition between stable points), the samples align in two bands, which correspond to different 〈σy〉.
Recall that physically the jumps between phase states correspond to atomic spontaneous emissions
events: the atom switches before the field, with the field switching slower because of the cavity. The
two bands at the base of the parabola, therefore, correspond to upward-going and downward-going
transitions.
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Figure 4.1: Local Tangent Space Alignment 3-dimensional manifold from a long quantum trajectory
in the phase bistable regime. LTSA algorithm run on 2,000 samples from the trajectory, with k = 60
nearest neighbors. Scatter points are colored according to the value of 〈y〉, the expectation value of
the phase quadrature of the cavity field. Part (a) shows a 3D plot; (b) shows just v2 plotted against
v1; (c) shows v3 versus v1. In (c), the upper and lower bands correspond to upward-going and
downward-going transitions between the two stable states. Trajectory parameters: Θ = 0, ∆ = 0,
κ = 4, γ = 2, g0 = 12, E = 23.57, tfinal = 5000.
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Id x y σx σy
σz x
2 xy + yx xσx xσy
xσz y
2 yσx yσy yσz
Table 4.1: The 15 unique first- and second-order Hermitian operators constructed from the Identity
and the five operators from the Maxwell Bloch equations.
The continued structure in the second dimension of the LTSA manifold prompts us to expand to
d = 3, which produces the manifold show in Figure 4.1. The first two dimensions remain qualitatively
similar to their appearance at lower dimensions, while the third dimension shows a split between
the two transition bands described above. Extending to d = 4, however, does not provide additional
insight: this fourth coordinate is apparently randomly scattered with respect to the first three, and
shows no structure related to system expectation values. I therefore conclude that the underlying
manifold for this regime is very likely three dimensional, and continue with further analysis of only
the d = 3 manifold.
As mentioned in Section 4.2, I attempted to fit the three dimensions which define this manifold
with polynomial combinations of operator expectation values. In particular, I built the set of all
independent first and second order Hermitian operators which can be created from combinations of
the five operators familiar from the Maxwell-Bloch equations: x and y the field quadratures, and
σx, σy, and σz the atomic operators. This set of 15 independent Hermitian operators is shown in
Table 4.1. If we call these operators in general Oi, then I attempted to fit each of the three global
manifold coordinates vi, i = 1, 2, 3 with quadratic combinations
vi =
15∑
j=1
15∑
k=j
xjk 〈Oj〉 〈Ok〉 . (4.21)
Note that one of the operators is the Identity, so this includes linear terms.
As evident from Figure. 4.1, the leading dimension, v1, of this LTSA manifold has a very strongly
monotonic relationship with the phase quadrature of the cavity field, 〈y〉. The two stable points reside
at either end of the arc, with points from transitions in between. The roughly parabolic shape of the
arc in Figure 4.1b leads us to guess that
〈
y2
〉
or 〈y〉2 will play a significant role in approximations of
v2. However, rather than simply guess, I used a “basis pursuit” technique (also known as “l1-form
regularization”) to algorithmically identify the leading contributors to each dimension [41]. The
CVX convex optimization library for Matlab [42] makes this technique straightforward.
A normal least-squares fit involves minimizing the l2 norm of the difference between the fit and
the data, ‖Ax − v‖2, where A ∈ Rm×n (the columns of A are the values of the basis functions
we’re using to fit the data, called the regressors), v ∈ Rm are the data, and x ∈ Rn are the fit
coefficients (the variable we’re solving for). Basis pursuit minimizes the sum of this l2 norm and
the l1 norm of the coefficients of the fit. In general, minimizing an l1 norm puts pressure on the
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Figure 4.2: Scatter plots of 2,000 data points showing the fit between Local Tangent Space Alignment
coordinates vi and fits to those coordinates using only a few expectation values. (a) v1 fit by 〈y〉;
(b) v2 fit by
〈
y2
〉
(blue circles) and by
〈
y2
〉
and 〈yσy〉 (red crosses); (c) v3 fit by 〈xσy〉, 〈y〉 〈yσy〉,
and 〈xσy〉
〈
y2
〉
.
fit to have coefficients which are exactly zero. This allows us to eliminate some coefficients for
variables which duplicate the contributions of other variables by selecting the single or few variables
which best fit the data. The balance between the l2 and l1 norm terms is set by the parameter
γ in minimizing (‖Ax− v‖2 + γ‖x‖1). I weighted the l1 term by the root mean square of each
corresponding expectation value; this controls for the fact that the coefficient of a much larger-
valued operator will necessarily be smaller, meaning a naked basis pursuit process will eliminate
it even if it is a better fit. I used the basis pursuit process to narrow the number of variables by
increasing γ until the number of surviving variables fell to a reasonable number (between one and
five) while still allowing a good fit to the data. The presence of the l1 term can skew the results
for the optimal values of the least-squares parameters, so after settling on a small set of variables to
include, I did a simple l2 norm (least-squares) fit with only that parameter set.
Applying the basis pursuit process to the leading dimension of the 3-dimensional phase bistability
manifold, v1, the number of included operators shrinks rapidly as γ is increased. 11 operators survive
at γ = 5, but 〈y〉 is already clearly dominant. At γ = 14, only 〈y〉 remains. Figure 4.2a shows the
almost-identity relationship between the values of v1 and the fit
vˆ1 = −0.0011− 0.0178 〈y〉 . (4.22)
The second dimension, as predicted, is related to
〈
y2
〉
. At γ = 5, 14 operators remain, dominated
by 〈yσy〉. At γ = 20, there are 6 terms with non-zero coefficients; the leading three are
〈
y2
〉
, 〈yσy〉,
and
〈
y2
〉 〈yσy〉. These three all carry roughly the same information (〈y〉 and 〈σy〉 are largely anti-
correlated). At γ = 30, only
〈
y2
〉
and 〈yσy〉 survive. For γ ≥ 38, only
〈
y2
〉
survives. The best fit
with just
〈
y2
〉
is shown in the blue circles in Figure 4.2b; the functional form is
vˆ2 = −0.0767 + 0.0402
〈
y2
〉
. (4.23)
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Figure 4.3: Three dimensional fit to the LTSA phase bistability manifold, from Eqns. (4.22), (4.23),
and (4.25). Compare with Figure 4.1a to evaluate the fit.
If we allow 〈yσy〉 to survive as well (red crosses in Figure 4.2b), the best fit is
v˜2 = −0.0811 + 0.0284
〈
y2
〉− 0.0244 〈yσy〉 . (4.24)
In contrast to the leading two dimensions, the third is not a clear function of any one or two
parameters. Basis pursuit narrows the search down to 〈xσy〉, 〈y〉 〈yσy〉 and 〈xσy〉
〈
y2
〉
. The best fit
is shown in comparison with the data in Figure 4.2c, and its functional form is
vˆ3 = 8.43× 10−4 − 9.52× 10−3 〈xσy〉+ 8.26× 10−2 〈y〉 〈yσy〉 − 9.314× 10−3 〈xσy〉
〈
y2
〉
. (4.25)
Figure 4.3 shows the 3-dimensional manifold from the fit; compare with Figure 4.1a to see that
just a few expectation values carry almost all of the information necessary to reproduce the manifold
originally created by analyzing the full density matrices.
4.3.1 A new set of “Maxwell-Bloch” equations
Based on simulations and the LTSA algorithm, I have determined that the first two dimensions of
the manifold on which phase bistability dynamics take place can be well approximated with only
〈y〉 and 〈y2〉. We would like to build analytic expressions for system dynamics on this manifold. In
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order to build a complete set of equations for the dynamics of expectation values, we will need to
add the three directions on the atomic Bloch sphere as our other observables. We can assume that,
because y and y2 do such a good job, alone, with the leading two dimensions of the phase bistability
dynamics, we will be able to make reasonable assumptions to remove other terms and derive a closed
set of equations, and in fact we can.
Let us now derive the equations of motion for five expectation values, 〈y〉, 〈y2〉, 〈σx〉, 〈σy〉, and
〈σz〉. This process looks very much like the derivation of the Maxwell-Bloch equations, except that
we’re going to make a few assumptions (based on the simulation results) along the way to simplify
things.
First, let us calculate 〈y〉, noting that y commutes with the E term in the Hamiltonian, as well
as all σ operators. Also, we have set the detuning parameters to zero, because that is what they are
for phase bistable behavior. The commutator of y and the Hamiltonian is
[y,H] = ig0[y, a
†σ− − aσ+]
= ig0
(
ya†σ− − yaσ+ − a†σ−y + aσ+y
)
= ig0
((
ya† − a†y)σ− + (ay − ya)σ+)
= −ig0
(
i
2
σ− +
i
2
σ+
)
=
−ig0
2
σy. (4.26)
Therefore, the equation for the motion of 〈y〉 is
d 〈y〉 = −i 〈[y,H]〉 dt+ κ 〈2a†ya− a†ay − ya†a〉 dt
+
√
2κ
〈
a†y − ya− 〈a† − a〉 y〉 dW
=
−g0
2
〈σy〉 dt− κ 〈y〉 dt+
√
8κ
(〈
y2
〉− 〈y〉2) dW. (4.27)
Note that we could have derived this (aside from the dW term) from the 〈a˙〉 equation in the
standard Maxwell Bloch equations. The dW always takes a standard form related to the difference
between 〈Oy〉 and 〈O〉 〈y〉, so we can avoid calculating the equations of motion for 〈σx,y,z〉, and just
state them here:
d 〈σx〉 = 2g0 〈xσz〉 dt− γ 〈σx〉 dt+
√
8κ (〈yσx〉 − 〈y〉 〈σx〉) dW (4.28)
d 〈σy〉 = −2g0 〈yσz〉 dt− γ 〈σy〉 dt+
√
8κ (〈yσy〉 − 〈y〉 〈σy〉) dW (4.29)
d 〈σz〉 = −g0 (〈xσx〉 − 〈yσy〉) dt− 2γ (〈σz〉+ 1) dt
+
√
8κ (〈yσz〉 − 〈y〉 〈σz〉) dW. (4.30)
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The
〈
y2
〉
equation is new, and cannot be simply written down based on the Maxwell Bloch
equations. y2 commutes with the same terms in the Hamiltonian that y does, simplifying that
commutation calculation.
[y,H] = ig0[y
2, a†σ− − aσ+]
= ig0
(
y2a†σ− − y2aσ+ − a†σ−y2 + aσ+y2
)
= ig0
((
y2a† − a†y2)σ− + (ay2 − y2a)σ+)
= −g0 (yσ+ − yσ−)
= −ig0yσy (4.31)
where we have used the commutation relations between y2 and a and a†:
[
y2, a
]
= yya− ayy = y(ay − i
2
)− (ya+ i
2
)y = −iy (4.32)
[
y2, a†
]
= yya† − a†yy = y(a†y − i
2
)− (ya† + i
2
)y = −iy. (4.33)
Looking now to the full differential equation, and plugging in the result for the commutator, we
have
d
〈
y2
〉
= −i 〈[y,H]〉 dt+ κ 〈2a†y2a− a†ay2 − y2a†a〉 dt
+
√
2κ
〈
a†y2 − y2a− 〈a† − a〉 y2〉 dW
= −g0 〈yσy〉 dt+ κ
〈
a†
(
ay2 − iy)− a†ay2 + (y2a† + iy) a− y2a†a〉 dt
+
√
8κ
〈
y3 − 〈y〉 y2〉 dW
= −g0 〈yσy〉 dt− iκ
〈
a†y − ya〉 dt+√8κ (〈y3〉− 〈y〉 〈y2〉) dW
= −g0 〈yσy〉 dt− iκ
〈
a†y − (ay − i/2)〉 dt+√8κ (〈y3〉− 〈y〉 〈y2〉) dW
= −g0 〈yσy〉 dt− 2κ
〈
y2
〉
dt+ κ/2dt+
√
8κ
(〈
y3
〉− 〈y〉 〈y2〉) dW. (4.34)
Collecting our five equations together, we now have:
d 〈y〉 = −g0
2
〈σy〉 dt− κ 〈y〉 dt+
√
8κ
(〈
y2
〉− 〈y〉2) dW (4.35)
d
〈
y2
〉
= −g0 〈yσy〉 dt− 2κ
〈
y2
〉
dt+ κ/2dt+
√
8κ
(〈
y3
〉− 〈y〉 〈y2〉) dW (4.36)
d 〈σx〉 = 2g0 〈xσz〉 dt− γ 〈σx〉 dt+
√
8κ (〈yσx〉 − 〈y〉 〈σx〉) dW (4.37)
d 〈σy〉 = −2g0 〈yσz〉 dt− γ 〈σy〉 dt+
√
8κ (〈yσy〉 − 〈y〉 〈σy〉) dW (4.38)
d 〈σz〉 = −g0 (〈xσx〉 − 〈yσy〉) dt− 2γ (〈σz〉+ 1) dt
+
√
8κ (〈yσz〉 − 〈y〉 〈σz〉) dW. (4.39)
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Note that this set of equations is not closed: there are many terms on the right hand side which
have no corresponding dynamical equation. This is where approximation and calculations from the
simulations come in. I fit the expectation values of these operators using basis pursuit followed by
a least-squares fit:
〈yσx〉 ≈ A0 +A1 〈y〉 〈σx〉
〈yσy〉 ≈ B0 +B1 〈y〉 〈σy〉
〈yσz〉 ≈ C0 + C1 〈y〉 〈σz〉
〈xσx〉 ≈ D0 +D1 〈x〉 〈σx〉 = D0 +D1(E0 + E1
〈
y2
〉
) 〈σx〉
H0 +H1 〈σx〉+H2
〈
y2
〉 〈σx〉
〈xσz〉 ≈ F0 + F1 〈x〉 〈σz〉 = F0 + F1(E0 + E1
〈
y2
〉
) 〈σz〉
= J0 + J1 〈σz〉+ J2
〈
y2
〉 〈σz〉〈
y3
〉 ≈ G0 +G1 〈y〉+G2 〈y〉 〈y2〉 . (4.40)
All the fits which support these approximations are quite good (although there is significant scatter
on some, there is no clear break from a linear response). The best fit values for these constants are:
A0 = 0.0059 B0 = −0.4392 C0 = 0.0003
A1 = 1.0060 B1 = 0.6706 C1 = 0.8751
H0 = 0.0217 J0 = −0.0468 G0 = 0.0071
H1 = 5.8911 J1 = 5.8120 G1 = 0.8526
H2 = −0.1602 J2 = −0.1213 G2 = 0.8487
Renaming variables to simplify the display and emphasize that we’re now dealing with a simple
set of classical stochastic differential equations, we now have
dv1 =
−g0
2
v4dt− κv1dt+
√
8κ
(
v2 − v21
)
dW
dv2 = −g0 (B0 +B1v1v4) dt− 2κv2dt+ κ/2dt
+
√
8κ (G0 +G1v1 + (G2 − 1)v1v2) dW
dv3 = 2g0 (J0 + J1v5 + J2v2v5) dt− γv3dt
+
√
8κ (A0 + (A1 − 1)v1v3) dW
dv4 = −2g0 (C0 + C1v1v5) dt− γv4dt+
√
8κ (B0 + (B1 − 1)v1v4) dW
dv5 = g0 ((B0 +B1v1v4)− (H0 +H1v3 +H2v2v3)) dt− 2γ (v5 + 1) dt
+
√
8κ (C0 + (C1 − 1) v1v5) dW. (4.41)
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Figure 4.4: Excerpt traces for the expectation values of 〈y〉, 〈σy〉, 〈σx〉, and 〈σz〉 for a quantum
trajectory simulation (red) and the filter in Eqn. (4.41) (blue). The output of the filter in Eqn. (4.42)
would be virtually indistinguishable for 〈y〉 and 〈σy〉; that filter has no role for 〈σx〉 and 〈σz〉.
Simulations of these equations with white noise input for dW show that v1 fluctuates in the
range of -2 to 2, with possible stable points at near ±1.5 (close to where we would expect the stable
points of the quantum system to be). The distribution of v1 is bimodal, with peaks at ±1.5.
These equations may be used as a filter as well. Unfortunately, when run as a filter, with dW
equal to the innovation from a quantum trajectory’s homodyne photocurrent, these equations do not
tend to be very stable. Sections of the photocurrent appear able to drive the filter into unphysical
states more quickly than they can recover. The traces shown in Figure 4.4 were selected to lie
between these points of instability. A practical implementation of this filter would need to be on the
lookout for these points, and reset the filter quickly. The lack of a full density matrix means that we
cannot evaluate this filter on the basis of the fidelity, like we could in the case of Proper Orthogonal
Decomposition. However, we may see how it compares with POD in predicting expectation values,
comparing Figure 4.4 with Figure 3.3 and Figure 3.4.
Van Handel and Mabuchi [11] use a projection filter to derive a simple set of three SDEs which
also act as a very good filter for the phase bistable regime. They, however, make a fundamentally
different choice (driven by their desire for an analytic solution): the manifold onto which they project
requires that 〈σx〉 and 〈σz〉 are both exactly 0 (they fix the atom in a state polarized along σy).
They are able to do a good job of reproducing the behavior of the optimal filter for 〈y〉 and 〈σy〉,
but are fundamentally unable to handle any situation in which the atom has components in another
68
direction. It is true that in simulations of the filter equations I have derived above, the values of
〈σx〉 and 〈σz〉 appear to be uncorrelated with the switching behavior. The average of 〈σz〉 is close
to zero for any given realization, while the mean of 〈σx〉 is small but nonzero.
Following the example of [11], we decouple our equations from 〈σx〉 and 〈σz〉, by setting C0 = 0
and C1 = 0, and are left with:
dv1 =
−g0
2
v4dt− κv1dt+
√
8κ
(
v2 − v21
)
dW
dv2 = −g0 (B0 +B1v1v4) dt− 2κv2dt+ κ/2dt
+
√
8κ (G0 +G1v1 + (G2 − 1)v1v2) dW
dv4 = −γv4dt+
√
8κ (B0 + (B1 − 1)v1v4) dW. (4.42)
(Strictly speaking we are approximating that 〈yσz〉 = 0 rather than 〈σz〉 = 0, but this is a consistent
approximation.) When it comes to filtering, the output of this filter is almost indistinguishable
from the output of the 5-dimensional filter above (the three expectation values differ on average
by less than 3%). Decoupling from the x and z components of the atom is clearly a very good
approximation. It also seems to make numerical simulation mildly more stable, but does not solve
the filter instability problem. This three-dimensional filter is also consistent with the experience of
the LTSA manifold generation process: three dimensions appears to be sufficient. It is unfortunate
that we were forced to develop a filter only in terms of system observables, which prevents us from
evaluating the full quantum fidelity of the approximation. However, the filter appears to perform
very well with the observables a experiment is likely to measure and care about, and we cannot deny
the value of an easy to implement, exact functional form. These “Maxwell-Bloch” equations are a
product of this particular trajectory, and these particular parameters. This process would need to
be repeated to generate any other filter for experimental parameters.
4.4 Two and three dimensional manifolds for absorptive bista-
bility
Absorptive bistability in cavity QED is arguably a more complicated process than phase bistability.
The two stable states are not symmetric, and in fact the upper state is much broader than the
vacuum, with significant variation within the state (or zone). The transitions do not have a obvious
model or explanation (like the phase bistable case does with atomic spontaneous emission). It is
therefore somewhat of a surprise that the Local Tangent Space Alignment-generated manifold for
our canonical absorptive bistability conditions is quite simple.
I generated d = 2, d = 3, d = 5, and d = 8 manifolds with k = 40 nearest neighbors from
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(d) Phase measurement, colored by 〈y〉
Figure 4.5: Two-dimensional Local Tangent Space Alignment-produced manifolds for absorptive
bistability. (a) and (b) are from a trajectory in which the amplitude quadrature is measured by
homodyne detection; (c) and (d) are from a trajectory in which the phase quadrature was measured.
System parameters are our canonical set; LTSA parameters are d = 2 and k = 40, on a set of 2000
samples.
the same trajectories I used for Proper Orthogonal Decomposition, for both amplitude and phase
quadrature homodyne measurement of the cavity field. The d = 2 manifold (Figure 4.5) shows a
clear triangular-like structure, with the lower state at one point of the triangle, and the extended
upper state stretching along the opposing edge. This edge corresponds roughly to variation in 〈y〉
within the upper state, and the points of highest amplitude quadrature reside in the middle of that
edge. These two dimensions can be mapped one-to-one onto the phase and amplitude quadratures
of the quantum trajectory points used to generate the manifold. The first dimension corresponds
roughly to the amplitude quadrature variation (or perhaps more accurately the distance from the
vacuum state), and the second to the phase. The eigenvalues of B for this case show that the first
dimension is dominant relative to the second: the corresponding eigenvalue is roughly a factor of 7.5
smaller for amplitude measurement, and half the size for phase measurement (recall that in LTSA
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Figure 4.6: Three-dimensional Local Tangent Space Alignment-produced manifolds for absorptive
bistability.
what matters is the small eigenvalue states, not the large eigenvalues as in POD). The simple atomic
expectation values (σx, σy, and σz) do not have an obvious relation to these two dimensions.
Extending to d = 3, shown in Figure 4.6, we see that structure continues in this dimension,
although the manifold now looks very much like a two-dimensional surface embedded in three di-
mensions. This may correspond to the continued growing eigenvalues from the second to the third;
the eigenvalue for the third dimension is roughly 50% larger than that for the second in the fuzzier
amplitude-measurement case, and over twice as large for the more crisply shaped phase quadrature
manifold. The shape of the d = 2 manifold is very similar regardless of whether we measure the
phase or amplitude quadrature (see Figure 4.5). The shape in the third dimension, however, is
quite different: in the phase measurement case, the points with largest 〈y〉 curve away in the third
dimension; in the amplitude measurement case, the whole upper state curves together. Perhaps this
dimension corresponds to the absolute value of the measured quadrature (or possibly the square of
the observable given the somewhat parabolic shape of the curve).
If we run the same process with d = 5, we encounter some mild structure within these added
dimensions. However, the third (as before) and fourth dimensions do not show any clear relation
with system observables. In the case of amplitude quadrature measurement, the fifth dimension
shows a similar slight amount of structure and is monotonic with σy; a similar thing happens for the
sixth dimension for phase quadrature measurement. This leads me to think that the intermediate
dimensions cannot be entirely overlooked, although their relation to system observables and dynamics
remains somewhat of a mystery. For amplitude quadrature measurement, the eigenvalue for the fifth
dimension is about 25% larger than those for the third and fourth dimensions (which are quite close
together and each about 12 times larger than that for the leading dimension).
With d = 8, we learn that the fifth dimension was the last to show any useful structure for
amplitude measurement, and the sixth for phase measurement. In both cases, the eigenvalues for
the 6th, 7th, and 8th dimensions rise significantly relative to the lower dimensions, and the scatter
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of points for each of the higher dimensions show that they pull out a handful of points to large
displacement from the rest of the data: we have reached the threshold where structureless scatter
in the data dominates.
While the values of the eigenvalues ofB change as we raise d, the approximate ratios of eigenvalues
appear to be quite robust to changes in d. They are slightly more dependent on k. Changing k from
40 to 60 in the amplitude measurement case, for example, changes the ratio of the leading pair of
eigenvalues only from 7.5 to 8.6, and the third and fourth eigenvalues are still very close.
The manifold for absorptive bistability does not show the same clear dimension that the phase
bistable case demonstrates. The underlying dynamics may require five or six dimensions (which is
still a dramatic reduction compared with the size of the density matrix space), or it is even possible
that different parts of the dynamics (such as the upper and lower “states”) require different numbers
of dimensions. Regardless, in this regime the leading two dimensions seem to dominate, and remain
reassuringly independent of the measurement used, implying that they reflect behavior inherent to
the physical system.
As I mentioned in the Introduction, the driving field we have used throughout this thesis when
examining absorptive bistability is actually above the bifurcation point for the related semi-classical
system (the Maxwell-Bloch equations). The structure of this transition is still unknown in the
quantum case, so I ran the LTSA algorithm on trajectories with driving fields ranging from E = 0.4
to E = 0.65. Over this range, the Q functions for the steady state of the quantum system transition
from entirely single-peaked around the lower state, to entirely peaked around the upper state. The
d = 3 LTSA manifold at E = 0.4 consists of a cluster at the lower state, with its own shape
and relation to system observables; as the driving field is increased, a second cluster appears and
becomes more populated, eventually outgrowing the lower state near E = 11.2, our canonical case.
This process continues as the driving field E increases, and at E = 0.65, the upper state is left alone,
with the LTSA manifold displaying the leading dimensions of its internal structure. Unfortunately,
this process shows no fundamental or sharp change in the manifold topology corresponding to the
bifurcation, and leaves us without significant additional insight into the bifurcation process.
4.4.1 Fitting to observables
As discussed above, the leading two dimensions from the LTSA algorithm applied to absorptive
bistability are roughly monotonic in 〈x〉 and 〈y〉, which gives us hope that we will be able apply the
same basis pursuit technique developed for phase bistability to these dimensions. The mystery of
the third and fourth dimensions might be resolved by the search through variable space which basis
pursuit automates, and the fifth (or sixth) dimension is likely related to σy.
Unfortunately, the possible basis set of first-, second- order polynomials of the first-, second-,
and third-order combinations of our basic set of Hermitian system operators (x, y, σx, σy, and σz)
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only do a good job of fitting the leading dimension when a large, unwieldy, number of the basis
functions are included. The fit is generally better in the two stable regions, but becomes poor in
the transition region as we try to restrict the number of number of basis states to fewer than 10 or
so. Most likely, future work would require a larger basis extending beyond simple polynomials (and
might require more computing power and/or more powerful fitting software), or external insight into
the best functional form. While polynomials do span the space of possible functions, we may have
lost considerably by considering only Hermitian polynomial terms independently.
The second dimension is well fit by
vˆ2 = −0.0016− 0.0178 〈y〉 − 0.004 〈σz〉+ 0.0014 〈y〉
〈
y2
〉
(4.43)
for our example amplitude quadrature measurement data set with 2000 samples, d = 5, and k = 40.
The leading contributors to the fit for the fifth dimension, as expected, relate to σy: 〈σy〉, 〈σy〉 〈x〉,
〈σy〉
〈
y2
〉
, and 〈σy〉 〈σz〉. However, this set does only a marginal job at fitting this dimension alone,
and several additional operators are necessary to get a high quality fit. Even with over a dozen
terms contributing to each, the fit to the third and fourth dimensions are quite poor. Without a
reasonable functional form for the leading dimension, we are unable to construct the equivalent of the
new “Maxwell-Bloch” equations we constructed for phase bistability in Section 4.3.1. Regardless of
this (perhaps temporary) obstacle, it is clear that Local Tangent Space Alignment provides valuable
insight into the fundamental behavior of our example quantum systems.
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Chapter 5
Conclusion
In this thesis, we have explored two possible techniques for developing simple models for the dy-
namics of quantum systems: Proper Orthogonal Decomposition (POD) and Local Tangent Space
Alignment (LTSA). Through the lens of two particular regimes in cavity QED, we have evaluated
these techniques and explored their advantages and disadvantages for quantum dynamical systems
in general.
The main advantage of POD is that the subspace produced by the process is linear, which allows
us to easily project the full master equation onto the space and develop filtering equations for the
density matrix as a whole. However, this same linearity proves to limit the reduced models, as they
are unable to capture the large deviations from the mean that characterize the nonlinear systems.
Local Tangent Space Alignment produces a point-wise constructed nonlinear manifold, which can
capture the nonlinear behavior. I was able to discover low-dimensional manifolds which capture
the essential structure of the system dynamics. However, the lack of a functional form for the map
between the manifold space and the density matrix space complicates the search for a reduced filter.
In the case of phase bistability, I was able to fit the manifold coordinates by a linear combination
of (linear and nonlinear) system observables, in order to derive a system-specific set of “Maxwell-
Bloch” equations, which make a very good filter. This sort of fit, however, depends on having a
good basis set of functions of observables with which to fit the data, which proved to be missing in
the case of absorptive bistability. A structured way to create a much larger basis set might lead to
success here, and in models of other quantum systems.
The model reduction techniques discussed here may also be applied in a wide range of systems,
including other regimes from cavity QED as well as other nonequilibrium systems. The semi-classical
Maxwell-Bloch equations display a range of behaviors in addition to the phase and absorptive bista-
bilities discussed in this thesis. As discussed by Armen and Mabuchi [22], they also have limit
cycles related to Hopf bifurcations. POD and LTSA could be applied to the quantum trajectories
which correspond to this semi-classical situation, and produce useful reduced models. The mean
(and steady) state of the limit cycle takes the shape of a ring. The POD eigenstates are then
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a progression of Fourier decompositions on the ring: First, a state whose Q function is a single
positive zone and a single negative zone across from it. Then, a similar state whose features are
rotated 90 degrees relative to the first state. Following this is a pair or states with two positive and
two negative regions, rotated 45 degrees with respect to each other, then a pair with three positive
and three negative, rotated 30 degrees, etc. Appropriate addition and subtraction of these sine-
and cosine-like states can build a localized state, provided the basis is large enough. The projected
filter on this basis, when driven by a white noise innovation, reproduces oscillation around the limit
cycle. LTSA applied to the limit cycle produces a ring-shaped manifold, which requires at least two
dimensions to contain. LTSA does not handle self-intersecting manifolds well, and it fundamentally
cannot recreate a one-dimensional ring with d = 1.
The cavity QED system is only one of a large class of non-equilibrium systems where complex
topology meets dynamics; other examples include chemical reaction dynamics and protein folding.
Provided simulations (or experimental data) with sufficient resolution and coverage of the full space
explored by these dynamics, POD or LTSA could draw out features of the underlying dynamical
space. Nonlinear manifold learning algorithms such as LTSA are particularly exciting in this context,
as these problems are generally interesting precisely because of their nonlinear features. (Under-
standing protein folding would be a very different problem if linear analysis were sufficient.) If we
could construct a global functional form for the maps between the LTSA-generated submanifold and
the large original data-space, projecting the dynamical equations to build simple filtering equations
might provide significant insight into the dominant and critical features of these dynamics.
Future work to extend POD or LTSA (or adapt other algorithms) to build better filters for quan-
tum systems might benefit by taking advantage of additional information present in the trajectory.
Both POD and LTSA use the quantum trajectory as an unordered data set (although the zoned
POD algorithm developed here is, in effect, time dependent). Fundamentally, however, we might
expect that an algorithm which used the time ordering of the data would have an advantage. For
example, a manifold learning algorithm might ensure that points which were nearby in time are also
nearby on the manifold (provided the sampling is fine enough). This might also require a different
definition of distance, which the failures of POD imply might be necessary in any event.
We have evaluated the performance of these model reduction techniques in part based on their
ability to provide a simple filtering equation, which could be used in a control context. However,
a controlled system might behave quite differently from the autonomous systems we have observed
to build reduced models. In particular, I have not studied the input characteristics of the cavity
QED or other quantum models, only their outputs. There is an extensive literature on balanced
truncation [43] and other balancing transformations, such as [31], which make use of the input-output
characteristics of the system, rather than (or in addition to) its internal structure and dynamics, to
build reduced models.
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Filtering equations are useful outside of a control context as well, because they allow us to
simulate the dynamics of a system by driving it with white noise as the innovation. An exact filter,
such as the full master equation, allows us to simulate the full quantum system; approximate filters
give us insight into the system by giving us a simpler model which shows the same behaviors. If the
approximate model has captured the essence of the exact system, we should be able to drive it with
a white noise innovation process and see the approximate system reproducing the behavior of the
exact one. We can then analyze the simple model for insight into the more complicated exact system.
For example, the success of the “Maxwell-Bloch” equations derived in Section 4.3.1 indicates that
these three (or five) equations contain the same kinds of interactions between nonlinearity and noise
which also determine the dynamics of a quantum system in the phase bistable regime.
Filters produced by projecting the exact filter onto a lower-dimensional manifold (linear or non-
linear) may bring with them multiplicative noise terms, particularly if those terms are also present in
the exact dynamics. Dynamical systems with multiplicative noise have two different kinds of special
points, if they exist: points where the deterministic dynamics are stable, and points where the noise
terms vanish (or reach a minimum in amplitude). Recall that van Handel and Mabuchi [11] showed
that the phase bistable system reduces to the Wonham filter [44] in one limit. The stochastic terms
of the Wonham filter vanish at the two points between which the system is observed to switch, while
the deterministic terms have a stable point at the middle, where the system spends almost no time.
Quantum bistable systems with multiplicative noise, and their high quality filters, may show similar
behavior. By constructing multiplicative noise terms in approximate filters directly from the exact
dynamics, the projected filter can correctly reproduce switching behavior which ad hoc or additive
noise models cannot.
A complete understanding of the dynamics of open quantum systems will require understanding
a variety of regimes and behaviors. The utility of open quantum systems depends in large part on
the dynamics, such as switching, limit cycles, or bifurcation, which occur in nonlinear models. We
have chosen to focus on these features of nonlinear systems, rather than chaotic behavior or other
hallmarks of nonlinearity, because of their connection to the engineering of useful devices. Proper
Orthogonal Decomposition and Local Tangent Space Alignment are just two from a large class of
model reduction strategies applicable to these systems, and this thesis has evaluated them only in
two parameter regimes of a single example system. However, we have been able to produce simple
models which accurately capture interesting dynamics, while building a scaffold on which future
work may build.
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