FlexProt is a novel technique for the alignment of exible proteins. Unlike all previous algorithms designed to solve the problem of structural comparisons allowing hinge-bending motions, FlexProt does not require an a priori knowledge of the location of the hinge(s). FlexProt carries out the exible alignment, superimposing the matching rigid subpart pairs, and detects the exible hinge regions simultaneously. A large number of methods are available to handle rigid structural alignment. However, proteins are exible molecules, which may appear in different conformations. Hence, protein structural analysis requires algorithms that can deal with molecular exibility. Here, we present a method addressing speci cally a exible protein alignment task. First, the method ef ciently detects maximal congruent rigid fragments in both molecules. Transforming the task into a graph theoretic problem, our method proceeds to calculate the optimal arrangement of previously detected maximal congruent rigid fragments. The fragment arrangement does not violate the protein sequence order. A clustering procedure is performed on fragment-pairs which have the same 3-D rigid transformation regardless of insertions and deletions (such as loops and turns) which separate them. Although the theoretical worst case complexity of the algorithm is O.n 6 /, in practice FlexProt is highly ef cient. It performs a structural comparison of a pair of proteins 300 amino acids long in about seven seconds on a standard desktop PC (400 MHz Pentium II processor with 256MB internal memory). We have performed extensive experiments with the algorithm. An assortment of these results is presented here. FlexProt can be accessed via WWW at bioinfo3d.cs.tau.ac.il/FlexProt/.
INTRODUCTION F
lexibility is essential for protein function. In solution, proteins exist in an ensemble of conformational isomers. Their distribution is a function of the extent of their molecular exibility and of external conditions. Most of the mutants manifest only small uctuations, re ecting a relatively smooth landscape. The potential energy of molecules exhibiting larger exibility may be described by funnels with rugged bottoms, with the ruggedness corresponding to their range of exibility. Hinge-bending motions re ect relatively rugged bottoms, with low barriers separating the minima. The low barriers, corresponding to low energy transitions, enable the protein molecules to ip and interconvert between the different "open" and "closed" conformational states. The conformer which is most favorable for binding is the one which is selected (Ma et al., 1999; Kumar et al., 2000) , with the low energy barriers enabling the equilibrium to shift in the direction of this conformer and propagate the binding reaction. A similar behavior is observed during crystallization. The conformer which crystallizes is not necessarily the one with the highest population time in solution. However, it is the most favorable for binding to sister conformers under the crystallization conditions, with the equilibrium shifting in its favor.
Hence, invariably, proteins display molecular motions, with some parts of the molecule moving with respect to the others. When displayed on the screen, they appear rigid. Yet, around the native state there is a range of conformations. The particular conformation captured in the crystal structure is a mere snapshot of the molecule ipping between conformational states. When unbound, or when bound to different ligands, different conformations may be more favorable. The range of exibility which is observed is a function of the protein structure, of the ligands which are present in solution, and of physical conditions, such as temperature and pH.
Hinge-based motions are relatively insensitive to sequence variability and to the details of side-chain interactions. Families of proteins manifest similar hinge-bending motions. There are a number of well studied examples, such as the ap movements in aspartic proteases (Rose et al., 1998; Collins et al., 1995; Erickson et al., 1995; Sali et al., 1989; Lee et al., 1998) , the kinases, and the cytokine receptor superfamily (Muller et al., 1998) . Consistently, analysis of similar architectures has illustrated that molecular hinges tend to recur at similar sites, despite the sequence variability (Rose et al., 1998; Keskin et al., 2000) . Nevertheless, superimposing hinge-bent molecules, even if they have similar topologies, might not illustrate their similarity, if the corresponding structurally similar parts are not large enough. To detect such similarities, one frequently resorts to inspection by eye. Tissue factor is an excellent example illustrating this point (Muller et al., 1998) .
Despite the recognition of the importance of taking account of protein exibility, many of the computational tools for handling proteins treat them as rigid objects. A good example are algorithms for structural comparison. While there are numerous rigid protein structure comparison algorithms, there are few that tackle structural comparisons between exible molecules. Use of automated exible methods would enable detection of structural alignments that otherwise might go undetected or that otherwise would necessitate combining several consistent partial solutions.
A comprehensive review of computational methods for structural alignment of molecules was published recently (Lemmen and Lengauer, 2000) . The authors have provided a comparison of the different methods for alignment of proteins, of superposition of small molecules, and of database screening and noted the dif culty of constructing a "benchmark" tool set for molecular structural similarity algorithms. The problem and the ambiguity of the results in this area arise even with the choice of an objective error function. Yet, building a more general technique in most cases results in less accurate results or poor, or even impractical, running times. Hence, the choice of structural comparison algorithm should be made based on particular user-de ned requirements and problem domain speci cations. The excellent review by Eidhammer et al. (2001) aims to develop a framework and nomenclature for classifying methods of pairwise and multiple structural comparisons. Through analysis of different methods, the authors present aspects of description and representation of molecular structures, scoring and algorithms for structural comparison and common pattern discovery. Leibowitz et al. (2001) have reviewed pairwise and multiple structural comparisons. Here we provide a brief description of rigid structural alignment methods and proceed to exible structural alignment techniques.
Below, we present FlexProt, a exible structure alignment algorithm. FlexProt is an ef cient structural comparison algorithm which addresses alignments of exible proteins. FlexProt nds the rigid alignments FLEXIBLE PROTEIN ALIGNMENT 85 of pairs of fragments between the two proteins and the exible hinge regions simultaneously. Unlike other exible comparison methods, the hinge regions are not known a priori. A preliminary version of this algorithm was presented in the ISMB (Shatsky et al., 2000) , and a broad range of biological results which the algorithm has produced has recently been assembled (Shatsky et al., 2002) . Given the exible nature of protein molecules, such a program provides a very useful practical tool.
Rigid structural alignment
Fragment alignment. An equivalence between small substructures of two proteins can be easily solved by comparing contiguous fragments of the same length from both protein structures. Given two proteins, M 1 D fv i g n 1 and M 2 D fu j g m 1 , consider some fragment pair of length l, F 1 D .v k ; v kC1 ; : : : ; v kCl¡1 / from M 1 and F 2 D .u t ; u tC1 ; : : : ; u t Cl¡1 / from M 2 . Compute the best rigid 3-D transformation (Kabsch, 1978) and transform fragment F 2 on F 1 with minimal RMSD (root mean square deviation). If this RMSD is small enough, these fragments are structurally similar.
In the method of Remington and Matthews (1978) , every possible contiguous fragment of xed length from the rst protein is compared to every contiguous fragment of the same length in the second protein.
The comparison is done by least square tting, minimizing RMSD functions. The RMSD values are plotted on a contour map yielding a picture of the structural similarity of the two proteins. A manual inspection is needed to obtain the most favorable structural similarity contour. Vriend and Sander (1991) have proposed a fully automated technique, WHAT-IF. First, all possible pairs of structurally similar fragments are detected. The minimal fragment length is at least 10-15 residues. Next, previously detected fragment pairs are clustered according to their respective 3-D transformation which yields the alignment. The resulting clusters represent similar protein substructures. The method is independent of insertions and deletions, yet sequence order dependency is assumed at the level of the aligned contiguous fragments.
DALI (Holm and Sander, 1993) , compares distance matrices. If two substructures of the M 1 and M 2 proteins are similar, their interatomic distances are also almost equal. The algorithm builds distance matrices for both molecules, fd ij g M k , k D 1; 2, where d ij is the distance between C ® atom i and C ® atom j of molecule M k . If some pair of local continuous fragments in both molecules have a structurally similar contact pattern, their corresponding distance submatrices are also almost identical. Therefore, the algorithm divides the distance matrices into small enough, xed size, overlapping submatrices. Thus, detecting similar submatrices, contact patterns, gives a set of local structural alignments of fragment pairs on the backbone chain. This is the rst step of the algorithm. In the second step, pairs of contact patterns are combined into larger sets. Then, Monte Carlo optimization is performed to enlarge the nal alignment. Several alignment optimizations are performed in parallel to detect a number of different solutions. As a result, the method allows sequence gaps of any size, reversal of chain direction, and altered topological connectivities of the aligned segments. Similar to WHAT-IF (Vriend and Sander, 1991) , DALI also relies on the similarity of continuous fragments. DALI was applied successfully to generate a structural classi cation database (Holm and Sander, 1999 ) of all known protein structures. A newly deposited structure is automatically compared against all existing structures on the DALI server. For each protein, the database includes the description of its domain architecture, the structural neighbors around this protein that DALI has detected, the structurally conserved cores, and explicit multiple alignments of distantly related protein families.
Exhaustive 3-D search. Matthews and Rossman (1985) solve the structural comparison problem by exhaustively searching over all possible rotations. Initially, the centers of mass of the two molecules are superimposed, and an exhaustive search is performed over the three Eulerian angles of rotation. The best candidates are selected based on the largest equivalence between the two proteins under a speci c transformation. The equivalence is solved according to the probability of two C ® -atoms being aligned according to their interatomic distance and the local direction of the backbone chain, with preference given to the same direction of the locally aligned backbones. The equivalence is iteratively updated after applying RMSD minimization and detecting the more preferable transformation.
Geometric hashing. Fischer et al. (1992) developed a sequence order independent rigid structural alignment technique that bene tted from the geometric hashing paradigm previously applied in Computer
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Vision (Wolfson, 1990) . The idea is to use a redundant representation of the molecular structure, which is invariant to rotation and translation. For this purpose, a local reference frame is de ned based on three atoms (only C ® -atoms were considered). The coordinates of other C ® -atoms are calculated with respect to the local reference frame. Every possible triplet of atoms de ning a local reference frame is considered, with every atom represented with respect to all local reference frames. This information is stored in a hash table. The key to the hash table is a list of geometrical properties of the local reference frame and the atomic coordinates with respect to this local reference frame. This preprocessing stage is done for the rst molecule. The alignment between the subsets of atoms could be achieved if corresponding atoms have approximately the same coordinates in some local reference frames and the triangles which de ne these reference frames from the two molecules are congruent. In the recognition stage, the procedure is repeated for the second molecule, the corresponding hash key is calculated, and the hash table is accessed. The matched atoms from the hash table give an initial alignment for some local reference frame. A clustering procedure joins high-scoring local reference frames which belong to (almost) similar 3-D rigid transformations. Instead of using points representing C ® -atoms, Alesker et al.(1996) represented a protein as a set of vectors that de ned secondary structure elements.
Curve matching. Curve matching is one of the basic problems in Computer Vision. The problem can be stated as follows: Given two 3-D curves, nd the largest subcurve that is similar in both curves. The curves are considered as rigid objects. In the protein structural alignment problem, proteins can be represented as 3-D curves de ned by their backbones. Backbone atoms serve as curve sampling points. Thus, curve matching algorithms could be applied for sequence order dependent protein alignment. Schwartz and Sharir (1987) developed a method for matching a partially occluded curve, taken from an image, to a set of model curves which are known a priori. The assumption is that one of the model curves is partially occluded in the image. The image curve can be considered as a subcurve of one of the model curves. Hence, the problem is to detect the position on the model curve where the image curve starts. This task can be achieved by applying the fast Fourier transform to calculate the minimum least square deviation of the image curve from all possible model subcurves. If m is the number of points on the model curve, the algorithm complexity is bounded by O(m*log(m)). This complexity can be reduced to the average O(m) by introducing hashing techniques. One such application is that of Kishon et al. (1991) . The three-dimensional curve matching problem was transformed into one-dimensional sequence alignment, by representing a 3-D curve by rotation and translation invariant shape signatures. The authors used a multiresolution representation of the curvature and torsion values of the 3-D curve. Storing this information in a look-up table, the problem of detecting the largest common subcurve of the two input curves can be accomplished on average in O(m) time.
Structural alignment allowing exibility
Domain detection. Wriggers and Schulten (1997) have solved the problem of exible domain alignment for the cases in which there is an a priori method to detect the matching amino acid residue correspondence. This happens, for example, when one is given two structures of the same protein, e.g., one protein complexed with a ligand and another in the "unbound" state, or when the residue correspondence between the two molecules can be acquired from a sequence alignment. Given two structures fx i g n i and fy i g n i , we wish to partition the sets into corresponding disjoint subsets (domains) that could be aligned. Starting from an initial subset (every localized seed of C ® atoms is considered) and iteratively applying a least square procedure (Kabsch, 1978) , the method tries to enlarge the matching list from the previous iteration by adding a closely located new atom pair, one atom from each structure, jjx t k ¡ y k jj < ², with x t k being the coordinates of the atom x k after t iterations. The newly obtained 3-D rigid transformation is applied to all atoms left from the previously detected domains. After all domains are detected, the effective rotation axes between connected domains are calculated.
Geometric hashing. Following the ideas of the geometric hashing and the generalized Hough transform techniques (Wolfson, 1990; Wolfson, 1991; Fischer et al., 1992) from Computer Vision, Verbitsky et al. (1999) developed an algorithm for hinge-bending exible structural comparison. If hinge motion is suspected at a speci c site, the molecule can be divided into two rigid parts separated by the hinge. A good example is protein domain movements. Two domains can move as rigid bodies with their deformations con ned to their linking hinge regions. Thus, the input to the algorithm is two molecules where the rst molecule is divided into two rigid parts sharing one common point. The proteins are represented as sets of their C ® -atoms. Common to algorithms based on the geometric hashing paradigm, the method has two stages, preprocessing and recognition. In the preprocessing, the local shapes are extracted from every rigid part of the rst exible molecule and their shape signatures, which are invariant under rotation and translation, are calculated and stored in a look-up table. A local shape might be a triangle, with its side lengths serving as a shape signature. The hinge position is stored relative to a reference frame, de ned by the local shape. In the recognition stage, for every local shape from the second, rigid molecule, the shape signature is calculated and similar local shapes from the rst molecule are extracted from the look-up table. For every such shape, a new hypothesized hinge position is recorded. This position is obtained by applying the transformation on the local shape from the second molecule, transforming the local shape from the rst molecule to the reference frame de ned at the hinge location. High scoring hinge locations, i.e., those for which a large enough number of local shapes from the second molecule aligned with the rst molecule placed the hinge at the same position in 3-D space, are explored to detect pairs of hinge-consistent transformations, which induce noncon icting alignments. An alignment is noncon icting when two rigid parts of the rst exible molecule do not overlap. Assuming that the number of local shape fragments is O.n/, the algorithm complexity is bounded by O.n 3 /, where n is the size of the largest molecule. The method does not assume order of the protein C ® -atoms. Hence, it can be applied to any molecule type, not only to proteins.
Data base screening. Rigoutsos et al. (1996) have applied a similar technique for exible 3-D structure matching against massive databases of small molecules. For a given database of three-dimensional structures and a query molecule as an input, the method determines those molecules from the database which contain substructures in common with substructures in the query molecule, allowing torsional exibility around rotatable bonds. The molecules in the database are represented as a set of rigid atom groups, with rotatable bond connectors. For each such molecule, there might exist a large number of different conformers. Nevertheless, for the method it is enough to store only one arbitrary conformer. As a result, the algorithm produces a novel conformer for the query molecule and a three-dimensional transformation for each rigid part.
The method bene ts from the geometric hashing and pose clustering techniques. At the rst stage, for each molecule in the database, every rigid part is represented in a translation and rotation invariant manner and stored in the look-up table. This stage is done only once, off-line. The look-up table is updated when new molecules become available. The second matching stage identi es the rigid groups of the query molecule. For every rigid part, after a number of 3-D invariant representations are found, the look up table is accessed and similar molecule-parts are retrieved and stored according to (db-molecule, rigid-part) id. Consider some data base molecule which gave a high number of similar substructures. Not all rigid parts have to be aligned with the rigid parts of the query molecule. However, some rigid parts may receive a number of different hypothesized matches. The exible alignment could be achieved by selecting one such hypothesis for every rigid part, but all aligned subparts should be consistent with the rotatable bonds between the rigid groups. Since in practice the molecules are small and the number of rigid parts is also bounded by a small constant (around 6), it is possible to explore all relevant combinations of hypothesized matched rigid substructures and to choose the best scoring ones.
FLEXPROT: THE ALGORITHM AND ITS IMPLEMENTATION
Here we outline our algorithm for the alignment of exible protein structures and detection of the intermediate exible (hinge) regions.
Input and problem statement
Input. The input consists of two protein molecules M 1 and M 2 . Each is represented by the 3-D coordinates of its C ® -atom sequence, M 1 D v 1 ; : : : ; v n and M 2 D u 1 ; : : : ; u m . These sequences are ordered on the protein backbone. If the protein consists of several chains, the algorithm treats each chain separately in the pairwise comparison. In the sequel, we shall use the term molecule for a single chain.
Task. The goal of our exible structural matching algorithm is to decompose the two molecules into a minimal number of disjoint fragments of maximal size, such that the matched fragments will be almost congruent. We de ne two fragments to be almost congruent if their sequence lengths (measured by the number of C ® -atoms) are the same and there exists a 3-D rotation and translation which superimposes the corresponding atoms with a small RMSD. The arrangement of the matched fragments should be consistent with their order on the protein chain. The regions between the fragments are exible (hinge) regions.
1 Clearly, a trivial way to achieve a exible alignment of a maximal size is by allowing exibility between each pair of neighboring C ® -atoms. This would result in a complete alignment of the two molecules (if their number of residues is identical). However, our task is to minimize the number of exible regions (or rigid fragments). These aims, of maximal size alignment and minimal number of exible regions are con icting. Our goal is to nd a balanced solution. Actually, our aim is to solve the more complex partial alignment task. FlexProt requires that only large enough exible substructures of the molecules be aligned. This might be viewed as the structural analog of the "ends-free" alignment of protein sequences.
Assume that molecule M 1 has several exible regions. Further assume that between the exible regions there are a number of fragments without signi cant changes in their 3-D structures. Denote the resulting exibly deformed molecule M 2 . Assume that there exists a set of rigid fragments of M 2 that can be matched (is congruent) with a corresponding set of fragments of M 1 . The model presented applies not only to different conformations of a given molecule, but also to the general case of exible motif detection.
Consider, for example, two possible solutions of exible alignment between molecules M 1 and M 2 . The rst exible alignment consists of three rigid parts separated by two exible regions, while the second solution gives two rigid parts. Assume that the total size of the rst exible alignment is 200 C ® -atoms and the size of the second one is 150 C ® -atoms. It is not obvious which exible alignment is better-the one with two exible regions and 200 C ® -atoms aligned or the one with 150 matched C ® -atoms, but with only one exible region. Hence, we would like to divide all the results according to the number of rigid parts, allowing the user to pick the most favorable solutions with different numbers of exible regions.
Let us state the problem of the exible protein structural alignment (FPSA) in the following way:
Input:
Two proteins, M 1 D .v 1 ; : : : ; v n / and M 2 D .u 1 ; : : : ; u m /, (v i ; u j 2 R 3 ; i D 1; : : : ; nI j D 1; : : : ; m) ² Threshold error MaxRMSD. ² MaxFlexNum parameter. ² A weight function w, which is de ned bellow.
De nitions:
1. A rigid fragment pair is de ned as:
.v k ; v kC1 ; : : : ; v kCl¡1 /; .u t ; u t C1 ; : : : ; u tCl¡1 // v i 2 M 1 ; i D k; k C 1; : : : ; k C l ¡ 1 u j 2 M 2 ; j D t; t C 1; : : : ; t C l ¡ 1 and has the following property:
Note that while we do call the regions "hinge" regions, no single hinge point can be de ned. Such regions may include several rotations around different covalent bonds.
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where RMSD T between the rigid fragment pairs is de ned as
where T is a 3-D rigid transformation. 2. For a list of rigid fragment pairs .f 1 ; : : : ; f s /; f i D F
.l i /, such that k i · k iC1 and t i · t iC1 8i D 1; : : : ; s ¡ 1; denote a set of triplets of indices J s D f.k i ; t i ; l i / j i D 1 : : : sg. We name F J s D .f 1 ; : : : ; f s /. 3. Let W .F J s / D P s¡1 iD1 w.f i ; f iC1 / (Here, w is the weight function, w : F 1 F 2 £ F 1 F 2 ! R, which is given in the input. The weight function w actually re ects the "goodness" of linking two rigid fragment pairs and de ning a exible region between them. Below we suggest such a function.)
FPSA problem:
For each s, s D 2; : :
Namely, for each number of rigid fragment pairs s, we are looking for the minimal weight list
In the following section we give an exact solution to the FPSA problem as well as an ef cient heuristic method which in practice gives near optimal results. This algorithm is implemented in our program FlexProt. For the complexity analysis of the FlexProt algorithm we present both theoretical bounds and practical running times. Practical running times are based on extensive test runs. A representative set of 600 pairwise comparisons was selected where both proteins aligned were almost of the same size. To gather this set, we performed several thousands of FlexProt runs, with the two aligned proteins not necessarily of the same length. The participating proteins were taken from different levels of the SCOP tree (Murzin et al., 1995) . Thus, the dataset contains alignments both of structurally similar and of structurally different protein molecules. To represent the complexity, we use the parameter n, which is de ned as the size of the larger molecule, n D max.jM 1 j; jM 2 j/. All experiments were performed on an Intel-based personal computer (Pentium II 400MHz with 256Mb RAM under the Linux operating system). .
Optimal solution to the FPSA problem
I. Here we detect the almost congruent fragments from M 1 and M 2 . We seek pairs of equal size fragments, one from each molecule, such that there exists a 3-D rotation and translation of one of the fragments that superimposes it on the other with small RMSD (the threshold MaxRMSD is a user-de ned parameter). The fragment pair detection task involves two issues, correspondence and superposition. The correspondence entails detection of candidate (almost) congruent fragment pairs that contain pairs of C ® -atoms that can be superimposed with a small RMSD. The corresponding atom pairs list is nicknamed a match-list. The task of the superposition is the following: given the corresponding C ® -atom sets (the match-list) nd the rotation and translation which superimposes these sets with minimal RMSD. The superposition aspect of this task has been dealt with intensively and ef cient solutions have been found (see Schwartz and Sharir, 1987; Kabsch, 1978; Horn, 1987; Besl and McKay, 1992) . We have used 90 SHATSKY ET AL. the algorithm of Schwartz and Sharir (1987) 
Detection of all rigid fragment pairs, fF 1 k F 2 t .l/g, can be achieved by iterating over three indices, .k; t; l/, where k D 1 : : : n; t D 1 : : : m; l D 3 : : : min.n ¡ k C 1; m ¡ t C 1/. We need to select only those fragment pairs satisfying RMSD T .F 1 k F 2 t .l// · MaxRMSD. The naive complexity bound of this step, assuming n ¼ m, is O.n 4 /, since computing the RMSD of the fragment pair of length l takes 2.l/. However it can be reduced to O.n 3 / if we notice the following fact. Once the RMSD of F 1 k F 2 t .l/ is computed and intermediate results of this computation are saved, the RMSD of F 1 k F 2 t .l C 1/ can be computed in constant time (for details, see Appendix C). Hence, the complexity of computing the RMSD of F 1 k F 2 t .l/ for all values of l D 3 : : : min.n ¡ k C 1; m ¡ t C 1/ is only 2.min.n ¡ k C 1; m ¡ t C 1//, though the constant factor is large.
To summarize, the time complexity of this stage, T 1 , is
The number of generated rigid fragment pairs theoretically can be as large as
II. From the rst step, we obtain a set of congruent fragment pairs fF 1 i F 2 j .l/g. In the following step, our goal is to nd an optimal subset of it. This subset should describe a possible alignment of M 2 with M 1 , allowing exibility in M 2 between the fragments F 2 j . Theoretically, the alignment should consist of a sequence of disjoint congruent fragment pairs in ascending order of the indices i and j . In practice, certain overlaps between consecutive fragments on the same chain should be permitted. Detection of optimal con gurations between rigid fragment pairs, fF ¤ J s g MaxFlexNum sD2 , can be achieved by dynamic programming. For this, we de ne a graph G D .V ; E/, where rigid fragment pairs are vertices and the directed edges between them represent exible regions connecting the rigid fragment pairs. We apply a weight function w to graph edges that re ects the goodness of connecting any two speci c rigidly matched fragment pairs. The directed edges connect only fragments in ascending order following the direction of the protein backbone (thus, the graph contains no cycles).
More formally: we de ne a weighted graph G D .V ; E/. Vertices V D fF 1 i F 2 j .l/g are the congruent fragment pairs. A directed edge between the pair of vertices F 1 i F 2 j .l/ and F 1 i 0 F 2 j 0 .l 0 / is de ned, if the following conditions hold: (a) The fragments should be in ascending order (i < i 0 and j < j 0 ). (b) The gaps between the consecutive fragments are limited by user-de ned thresholds MaxGap 1 and MaxGap 2 , i.e.,
The computation of the congruent fragment pairs might produce slightly overlapping fragments. We do not want to exclude edges between such fragments in the graph, as these might contribute to the "correct" solution. On the other hand, we have to restrict fragment overlap. In later stages of the algorithm, we update consecutive overlapping fragments and make them disjoint by equally dividing the overlap region between them. We restrict overlaps by two thresholds: (c) First, the overlap between consecutive fragments is less than 60% of the smaller fragment size. (d) If there is an overlap between fragments, the original fragment length minus half of the maximal overlapping interval should be above the minimal fragment length requirement (the MinFragSize parameter).
We de ne the weight of an edge as
where 1 is half of the maximal overlapping interval (if there is no overlap, 1 is zero). The weight is independent of the size of
In this weight function, we reward quadratically the size of F 1 i F 2 j .l/ and introduce a penalty for large gaps. The third factor gives priority to edges with a smaller (absolute value) difference between Gap 1 and Gap 2 . Different scoring functions were tried; the presented one gave the most satisfactory results.
In this manner, we build a weighted directed acyclic graph (DAG). Ideally, shortest weighted paths in this graph should correspond to alignments of consecutive, long, congruent matching fragments, with relatively similar numbers of gaps in their unaligned regions. Before we describe a solution to the detection of fF
, let us start with a simple case. We de ne F ¤¤ to be a minimal weighted sequence of rigid fragment pairs, i.e., W .F ¤¤ / · W .F J s /; 8F J s . According to the de nitions of F ¤¤ and the graph G, a weighted shortest path p in G has the desired property, i.e., W .p/ D W .F ¤¤ /. To detect a weighted shortest path in the graph, we rst perform a topological sort of the graph nodes (notice that the graph is acyclic); then a shortest path can be detected by dynamic programming (Cormen et al., 2001 , Section 24.2). The complexity is only O.jV j C jEj/.
During the standard dynamic programming procedure, node v holds a pointer to a preceding (according to a topological order) node u with a shortest path detected so far which is going through u. In our case, we need to detect shortest paths with exactly s nodes, s D 2; : : : ; MaxFlexNum. Thus, each node holds MaxFlexNum pointers. Pointer s points to a node u with a shortest path which contains exactly s ¡ 1 nodes. In this case, the dynamic programming procedure is almost the same, except that during edge .u; v/ relaxation (testing whether there is an improvement of the shortest path to v which is going through u) we should check all MaxFlexNum possibilities. The running time is 2.jV j C MaxFlexNum ¤ jEj/.
According to the previous stage, the number of nodes in the graph can be proportional to O.n 3 /. Therefore, the time complexity of this stage, T 2 , is
Heuristic improvement of the detection of congruent rigid fragment pairs
The rst step of FPSA requires detection of all rigid fragment pairs, fF 1 k F 2 t .l/g. As described in the previous section, it can be done in O.n 3 / time. The whole procedure took several minutes (on a 400Mhz PC) even for a small (about 100 amino acids) proteins. For a practical algorithm, such running times are pretty high. Thus, we devised the following greedy algorithm.
Let us start from aligning a single matching atom pair .v a ; u b /, where v a 2 M 1 and u b 2 M 2 . Now, we iteratively try to extend the initial match-list. We do this by adding one matching atom pair to the left and to the right (following the backbone direction) of the current match-list. This is done until we obtain the longest pair of consecutive congruent fragments which includes the initial matching atom pair. Fragment congruence is guaranteed, since the RMSD of the rotation and translation giving the best superposition can be derived, based on the match-list alone (see Schwartz and Sharir [1987] and Appendix C). Further, this RMSD can be continuously updated by a constant number (O(1)) of operations at each step. One can proceed iteratively, until the RMSD of the best match exceeds a previously de ned threshold. That is, we stop when the match-list cannot be extended either to the left or to the right. At the end of the iterative extension process, we have a match-list .v i ; u j /; .v iC1 ; u j C1 /; : : : ; .v a ; u b /; : : : ; .v iCl¡1 ; u j Cl¡1 /: Fragment .v i ; : : : ; v iCl¡1 / of M 1 is almost congruent to fragment .u j ; : : : ; u j Cl¡1 / of M 2 . If the length of the matching fragments exceeds a prede ned threshold MinFragSize, the matching fragment pair is de ned as F 1 i F 2 j .l/ (this process can be sped up by initially aligning the fragments of length MinFragSize and then iteratively extending the aligned fragments as described above).
Given F 1 i F 2 j .l/, the next alignment is initiated at .v iC.lC1/ ; u j C.lC1/ / (and not at .v aC1 ; u bC1 /, since initiating the next fragment pair anywhere inside the previously detected one would probably give the same alignment). The procedure is repeated. The process can be viewed as proceeding along the diagonals of the matrix M nm , which represents the indices of M 1 and M 2 (see Fig. 1 ). The indices of the initial starting atom pairs are the starting points of the diagonals of the matrix M nm , i.e., indices .0; ¤/ and .¤; 0/. Since the complexity of updating the RMSD at each step is O.1/, the complexity of nding a particular matching fragment pair F 1 i F 2 j .l/ is linear in the length of the fragments, namely O.l/. The method allows some atom pairs to be in several fragment pairs. This implies that matching rigid fragment pairs may overlap. Since in some cases the torsion angle between the rigid fragments might be small (see torsion, or twisting, angle de nition in section Results), rigid matching is permitted to extend over several steps beyond the hinge point (see Fig. 2) .
The time complexity, T ¤ 1 , is
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To compute some F 1 i F 2 j .l/ takes only O.l/ time (proportional to the number of atom pairs). Some atom pairs .v i ; u j / might participate in several alignments, but this number is at most n, since only n fragment pairs could be created under one speci c shift i ¡ j , and .v i ; u j / can be matched only with the shift i ¡ j .
Thus, theoretically, the complexity of the rst stage is bounded by O.n 3 /. However, in practice the number of overlaps is very small. In all tests that we have performed, a pair of atoms .v i ; u j / participated in at most two fragment pairs. The average recurrence of .v i ; u j / pairs was only 1.08 with a small variance of 0.27. Thus, in practice the running time of the rst stage is bounded by
To further reduce the running time, we limited the size of the alignment shift by a threshold parameter I J shif t, ji ¡ j j · I J shif t. Since the average protein size is 300 amino acids, a bounding value of 300 was found adequate; thus, ji ¡ j j · 300. The parameter MinFragSize is the minimal allowed size of a congruent rigid fragment pair F 1 i F 2 j .l/, l¸MinFragSize. In practically every pair of protein structures, there exist pairs of similar fragments of small size, whether ®-helices,¯-strands, or their parts. Small fragments would not contribute much to the size of the total alignment but will introduce additional hinges/ exibility to the solution, which we try to minimize. We found MinFragSize D 10 to be practical in most cases. Figure 3 illustrates the running times of the rst stage of FlexProt. The number of rigid fragment pairs generated at this stage is bounded by
Comparing our greedy algorithm to the exact one demonstrates almost equal results. The difference becomes evident when rigid fragment pairs have a small length or the bending angle between consecutive rigid parts is small. In such cases, the change in the threshold parameters (MinFragSize and MaxRMSD parameters) helps to detect the optimal correspondence between the rigid fragments.
Coarse representation of rigid fragment pairs-clustering step
The clustering step of FlexProt aims to represent the exible structural alignment at a coarser resolution. This stage can be viewed as an extension to the de ned above FPSA problem. However, we don't provide here an exact formalism, but rather present the problem at the intuitive level. This stage is implemented as an optional algorithmic stage of our program FlexProt.
Each shortest path represents consecutive congruent matching fragments. These are separated by unmatched regions. Each pair of congruent fragments de nes a 3-D rigid transformation (rotation and translation) which superimposes them with a minimal RMSD. Since some of these rigid transformations are likely to be practically identical, we group several congruent fragment pairs into congruent rigid domains. For example, in a helix-turn-helix motif, the helices may be in the same rigid con guration, yet the turns are different. Figure 4 depicts an example of two connected¯-strands. Clustering detects consecutive congruent fragment pairs with similar transformations and joins them into congruent rigid domain pairs. Consider, for example, a sequence of rigid fragment pairs a ¡ b ¡ c ¡ d ¡ e ¡ f . A cluster of the form fa; cg is not allowed, since a and c are separated by b, but fa; b; cg is a legal cluster (if a; b; c can be joined). Therefore, the nal exible alignment solutions are represented by a number of congruent region pairs, each composed of one or several congruent fragment pairs.
For each detected path from the previous stage, the following fragment clustering procedure is done. The rst congruent fragment pair ( rst vertex of the path) is a singleton cluster. Then, we take the next congruent fragment pair (second vertex of the path) and check whether there is a rigid transformation which superimposes simultaneously both fragment pairs with an RMSD, which is below our threshold. If successful, we go to the next fragment pair, check whether it can be joined to the current cluster, and so on. If we fail to join a congruent fragment pair, then the current cluster is de ned as a congruent rigid domain, and we start a new cluster with the fragment pair that failed to join the previous cluster. This procedure is continued till we exhaust all congruent fragment pairs. Thus, after the clustering procedure, each path is divided into a number of congruent rigid domain pairs, each composed of one or several congruent fragment pairs. Each congruent rigid domain pair is characterized by a single 3-D rotation and translation which superimposes the domain of molecule M 1 onto the corresponding domain in molecule M 2 with a small RMSD.
The number of iterations is equal to the number of rigid fragment pairs in the exible alignment solution. To check the validity of extending some cluster C with the additional fragment pair, the RMSD of the union C [ F 1 i F 2 j .l/ should be less than a user-de ned threshold (similar to that used for creating rigid FIG. 4 . The running times of the rst stage of FlexProt. This stage takes O.n 2 / time, although it looks quite close to linear behavior. We see a curve change at protein size around 300. This is due to the introduced threshold of the alignment shift. Atom v i can be matched with u j if and only if ji ¡ j j · 300. fragment pairs). Since every rigid fragment pair already has a precomputed RMSD value, the calculation of the RMSD.C [ F 1 i F 2 j .l// takes only a constant time and does not depend on the length of the rigid fragment pairs in C and F 1 i F 2 j .l/. Hence, the time complexity of the clustering procedure is proportional to the number of rigid fragment pairs in all exible solutions detected in the previous stage of the algorithm. Since we introduced the threshold MaxNumFlex that limits the number of rigid fragments in the exible alignment, the time complexity is bounded by
where N f lex is the number of exible alignments. As the number of solutions is bounded by O.MaxNum Flex ¤ n 2 / (if we consider MaxNumFlex paths that end at node v, for each node v, and assuming that the number of nodes is in O.n 2 /),
Since the constant MaxNumFlex is usually small (the default is 10), the running time of the clustering is bounded only by the number of exible alignments found in the previous stage which is almost (up to constant MaxNumFlex) equal to the number of rigid fragment pairs. Thus, there is a linear dependency of the running time of the clustering algorithm in the number of exible alignments.
Complexity analysis: Summary
Here we summarize the overall complexity of both exact and heuristic algorithms; let n D max.jM 1 j; jM 2 j/. The exact solution of the FPSA problem is bounded by O.n 6 /. The rst step of the heuristic algorithm takes O.n 2 /; therefore, the second step takes O.n 4 /, and the clustering step takes O.n 2 /. Thus, the overall complexity of heuristic implementation is bounded by O.n 4 /. The graph in Fig. 5 describes a quadratical curve of the second-stage running time as a function of the number of the rigid fragment pairs (graph nodes). Figure 6 shows the running time, with the applied default parameters, of the FlexProt program (the heuristic implementation) as a function of the input size.
RESULTS
We have carried out extensive experiments with FlexProt. Our experiments were of two types. The rst type consisted of performing structural comparisons of cases taken from the database of motions (Gerstein et al., 1994; Gerstein and Krebs, 1998) . This database assembled structures of practically the same (or, very similar, e.g., mutants) proteins whose structures have been determined in different forms, showing hinge-bending rotations, for example, bound and unbound, or bound to different ligands. Here, we have generated results similar to those found in the database. However, since the proteins are so similar, we have supplemented the analysis by replacing one of the proteins with another member of its SCOP (Murzin et al., 1995) family. The coordinates have been taken from the PDB (Berman et al., 2000) and we carried out exible structure comparisons as well.
In the next type of experiment, we have used the SCOP database (Murzin et al., 1995) . Here, we picked the rst representative from each of the families. We have carried an all-against-all pairwise structural comparison of these 1,329 representatives. Table 1 enumerates the cases we have used here. These are extracted from the SCOP exhaustive comparison. Table 2 details the results of the alignments, and Figs. 7-10 depict these pictorially.
We assess the relative movements of the rigid fragments (i.e., the domains), separated by the exible regions through the bending and twisting angles, and the domain distances, following Maiorov and Abagyan (1997). The bending angle between two domains is de ned by three points: the centroid of the rst domain, the centroid of the exible region (i.e., the region between the two domains), and the centroid of the second domain. The twist angle is de ned by four points: the centroid of the rst domain, the boundary of the rst domain with the exible region (the boundary point is de ned as the coordinates of the C ® -atom belonging to the residue which connects the domain with the exible region), the boundary of the second domain with the exible region, and the centroid of the second domain. The distance between two domains is de ned by the distance between the domain centroids. The distance between the domain boundaries with the exible region (connecting these two domains) is also computed by FlexProt. The angles and distances are tabulated in Table 2 .
In each gure, in addition to a exible alignment, we display a rigid alignment which was done by applying 3D transformation of the largest matched fragment pair.
Consider an example from This entry says that protein 2nac(chain A) is aligned with 1psd(chain A). The length of 2nac(A) is 374 amino acids and the length of 1psd(A) is 404 amino acids. The exible alignment contains one exible region (and thus two rigid parts). The total size of the exible alignment is 269 amino acids. (1-58)-
h-22
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The next column displays the alignment itself. The fragments typed in bold and enclosed in square brackets represent a cluster of consecutive fragments having the same 3-D transformation. 
NTRC receiver domain
We compared the NTRC receiver domain taken from the gene regulatory protein (1ntr) with the NTRC receiver domain taken from the nitrogen regulation protein (1dc7). According to the SCOP classi cation, the NTRC receiver domain belongs to the CheY-related family.
The algorithm detected two exible regions that bring the two molecules to the best structural alignment. The size of the exible alignment is 118 residues, and the size of both domains is 124 residues. The RMSD of the alignment is 2.83Å. The superposition is depicted in Fig. 7 , and details are given in Tables 1 and 2 . Using FlexProt, we have also recently illustrated a superposition of the inactive unphosphorylated state (NtrC r ) and the phosphorylated (P-NtrC r ) active state. Both superpositions have been used to show the different, preexisting conformational states (Ma et al., 2001) .
RAB geranylgeranyltransferase ®-subunit versus serine/threonine protein phosphatase 5
We compared RAB geranylgeranyltransferase ®-Subunit (1dce chain A, residues 2-240) with serine/ threonine protein phosphatase 5 (1a17). According to the SCOP classi cation, both proteins belong to the same fold, ®-® superhelix. However, these proteins have a different superfamily classi cation. 1dce-A:2-240 belongs to the protein prenylyltransferase while 1a17 belong to the tetratricopeptide repeat (TPR) superfamily. The FlexProt algorithm aligned these two molecules with just three exible regions. The size of the total alignment is 146 residues, which almost equals the size of 1a17, 159 residues. The hinges were detected at residues 76, 111, and 147 of 1a17. The RMSD of the alignment is 2.68Å. For details, see Tables 1 and 2 . The superposition is shown in Fig. 8 .
NAD-dependent formate dehydrogenase versus D-3-phosphoglycerate dehydrogenase
We compared NAD-dependent formate dehydrogenase (2nac) versus D-3-phosphoglycerate dehydrogenase (1psd). FlexProt detected two similar domains for these proteins. According to the SCOP classication, both proteins have an NAD-domain, in 2nac region 148-335 and in 1psd region 108-295. The second domain is in the formate/glycerate dehydrogenases, the substrate-binding domain, in 2nac region 1-147;336-374, and in 1psd region 7-107;296-326. In addition, 1psd has a third domain, the regulatory (C-terminal) domain, region 327-410. This domain is not included in the match. The exible region found by FlexProt is located at residues 137-138 of 1psd. The size of the alignment is 269 residues and the total RMSD is 2.69Å. For details, see Tables 1 and 2 . The superposition is shown in Fig. 9 .
Creatine amidinohydrolase versus methionine aminopeptidase
In this experiment, we took two proteins from the creatinase/aminopeptidase family, according to the SCOP classi cation. The two proteins are creatine amidinohydrolase, 1chm, and methionine aminopeptidase, 1xgs. In addition to the common domain of the creatinase/aminopeptidase family, 1chm has an N-terminal domain and 1xgs has an insert domain, which is located inside the creatinase/aminopeptidase domain. The insertion of the aminopeptidase insert domain in 1xgs is probably the reason for the different creatinase/aminopeptidase intradomain arrangements in both proteins. FlexProt detected two exible regions. The rst is located at residues 62-65 of 1xgs, and the second at residues 99-100 of 1xgs. The size of the exible alignment is 183 residues and the total RMSD is 3.15Å. In this experiment, the minimum RMSD of the rigid fragment pair was set to 3.3Å (default is 3Å). For details, see Tables 1 and 2 . The superposition is shown in Fig. 10 .
FlexProt implementation
We have implemented FlexProt in C++ and performed experiments on an Intel based personal computer (Pentium II 400MHz with 256Mb RAM under the Linux operating system). A graph implementation was taken from the LEDA library (Mehlhorn, 1999) . The running times ranged from 2 sec. for molecules of 150 amino acids to 14 sec. for molecules of 550 amino acids. The average running time was approximately 7 sec.
The program is accessible via our www server (bioinfo3d.cs.tau.ac.il/FlexProt/). Examples of the algorithm application via the server are described and presented in Appendix B.
CONCLUSIONS
Here we have presented a new, useful, highly ef cient, and powerful structural comparison method for alignment of exible protein molecules. The algorithm assumes no a priori knowledge of the locations of the exible, hinge-bending sites. The pairs of rigid matching fragments and the exible regions are detected simultaneously. The speed of the method allows extensive database comparisons. We have experimented extensively with this method, reconstructing known hinge-bending sites and detecting new ones.
Proteins function through binding. One of the hallmarks of binding sites is their exibility, allowing the substrates and ligands to enter and leave the protein binding sites. Hence, being able to detect hingebending sites on protein molecules is a very important practical tool. Further, since hinge-bending sites occur at similar locations in topologically similar proteins, being able to compare proteins despite the motion that they have undergone is helpful for protein classi cation. Such comparisons are also useful in drug design, detecting both the binding sites and the range of motions that different (topologically similar) proteins display and may further provide clues to the drug size (Ma et al., 2001 ).
APPENDIX A: PROGRAM PARAMETERS
Here we present the parameters used by the FlexProt program.
Model-The le name of the rst protein molecule. The le should be in PDB format. ModelChain-The chain ID of the rst molecule (if needed). Target-The le name of the second protein molecule. The le should be in PDB format. TargetChain-The chain ID of the second molecule (if needed). MaxRMSD-The RMSD threshold for the matching set of rigid fragments. This value de nes the accuracy of the solution. Increasing the MaxRMSD value will give a coarser structural alignment. Default-3Å. MaxNumFlex-The maximal number of exible regions (hinges) in the solution. Decreasing (not recommended) this parameter will generally also decrease the running time of the program. Default-10 hinges. ResNum-The number of output results for each set of solutions according to the number of hinges.
Thus, the total number of solutions outputted by the program is · MaxNumFlex ¤ ResNum. Default-10 solutions. IJshift-Maximum allowed shift between two matched rigid fragments, i.e., ji ¡ j j · I J shif t for any F 1 i F 2 j .l/. Default-300 amino acids. MaxGap 1 -Maximum allowed gap length during the fragments construction. Default-300 amino acids. MaxGap 2 -Maximum allowed gap length during the fragments construction. Default-300 amino acids. MinFragSize-The minimum size of rigid fragment, i.e., l¸MinFragSize for any F 1 i F 2 j .l/. Default-10 amino acids.
For most experiments, the default parameter values were suf cient. When two proteins show enough structural similarity, additional parameter tuning might improve the solution even further. For example, the MaxNumFlex parameter might be increased to allow more results to be considered at the clustering stage, enabling detection of alignments with fewer hinges.
The MaxRMSD parameter, which controls the matching accuracy of two rigid fragments, allows application of the FlexProt algorithm to various tasks of structural alignments. Setting small values to MaxRMSD, for example 0.5Å, allows comparison of two very similar structures, for example two NMR models of the same protein. Increasing the MaxRMSD value helps in nding coarser structural similarity between distantly related proteins.
APPENDIX B: FLEXPROT WEB SITE
In this section we describe the FlexProt web site and elementary usage of the algorithm via an online web interface.
The web site of FlexProt is available at bioinfo3d.cs.tau.ac.il/FlexProt/. The site runs on an Apache HTTP server (httpd.apache.org/) and was created using Java server pages (JSP) technology (java.sun.com/products/ jsp/).
In the rst page, the user is prompted to enter two protein codes (four letter PDB codes). There is a controllable parameter "maximal RMSD between matched fragments" which is equal to MaxRMSD parameter (default is 3Å).
If any input protein has more than one polypeptide chain, the user should select the chain for comparison.
In case the user wants to compare proteins which are not in the Protein Data Bank, there is an option for manual insertion of a protein structure. The protein structure should be inserted in PDB format. Only C ® atoms are extracted from the input.
The results are presented in two tables according to the number of exible regions. The second table displays the solutions processed by the "clustering" stage, i.e., each rigid part might contain several rigid fragment pairs which have almost the same 3-D rigid transformation. Each solution can be downloaded as a le in PDB format. The le contains the rst molecule (chain A) and the matched rigid fragments (with different chain identi ers) aligned with the rst molecule. Thus, only aligned rigid fragments from the second molecule are contained in the resulting PDB le. The details of each solution can be viewed by following the link from the solution table.
Each rigid fragment pair is presented with its 3-D rigid transformation that aligns the fragment from the second molecule onto the matched fragment from the rst molecule. The page with the resulting details also contains the alignment of the amino acid residues for each rigid fragment pair.
APPENDIX C: CALCULATION OF THE RIGID TRANSFORMATION AND RMSD
Suppose we are given a matching set of 3-D points fu i g n 1 and fv i g n 1 . We need to nd the rigid transformation T that minimizes
(RMSD is de ned by RMSD D q 1 n .) We represent T as T u i D Ru i C a, where R is a rotation matrix and a is a translation vector. Following the exposition in Schwartz and Sharir (1987) , one can show that the translation a is actually the translation between the centroids of the point sets fu i g n 1 and fv i g n 1 ; the 3 £ 3 rotation matrix R is the one which maximizes
