In this paper, we focus on nonparametric estimation in the stereological problem of unfolding sphere size distribution from linear sections. Using a Wavelet-Vaguelette Decomposition (WVD), we construct a rate minimax estimator of the intensity function of a Poisson process that describes the problem. This paper builds upon recent results by the same author concerning the model with a minimal detection radius and shows that this restriction is not necessary to obtain the minimax risk. The proposed adaptive estimator achieves the optimal rate of convergence over Besov balls to within logarithmic factors. Additionally, a construction of a new method of selection of a smoothing parameter by empirical risk minimization is discussed in detail. This paper also demonstrates finite sample behavior of this estimator in a numerical experiment, by using a discrete version of the wavelet algorithm.
Introduction
Let us consider a population of spheres randomly distributed in some opaque medium. We assume, that the centers of the spheres form a homogeneous Poisson process on R Since we cannot observe the spheres directly, we take a linear section through the medium and observe the line segments that are intersections of the line and the spheres. Denote the expected number of sphere centers per unit volume by c. Let n be the ''size of the experiment'' and f := c ρ. We thus observe a Poisson process G n on [0; 1] with intensity ng (with respect to the Lebesgue measure) and it can be shown (see [12] ) that
where
. From that observation we want to estimate f . As in [2] , for mathematical tractability, we divide both sides of (1) by u 2 , and obtain 1] , dµ), dµ = u 2 du. As the operators K and G are compact Hilbert-Schmidt operators, their inverses are not bounded and the problem of unfolding f from linear sections, known in the literature as the Spektor-Lord-Willis (SLW) problem, is ill-posed in the Hadamard sense (cf. the related discussion in [12, 2] ). In the next sections, ⟨·, ·⟩ and [·, ·] will denote the inner products in L 2 (dx) and L 2 (dµ), respectively.
The SLW problem has applications in material sciences. For example in [11] there is a description of a method of measuring air-void systems in hardened concrete which leads to the SLW problem. The intensity of small air bubbles inside has an influence on strength of materials (for example on a frost-resistance). The SLW problem can also be used in metallurgy. In [1] , a hot-deformation of some metals under different hot-working conditions was considered, and the grain diameter structure in several materials was analyzed. The distribution of that diameters has an influence on strength of materials and also on some other physical properties like thermal conductivity. We can also analyze that distribution to answer the question: ''which processes of hot-working were used on this piece of metal''? If the intensity of the grain has several peaks it can be concluded that different characteristic processes were used. The SLW problem can also be applied for an analysis of the sintering process in spherical grain shape cases (see [7, 9] ). The grain size distribution is the most important microstructural parameter and has great influence on the material properties (for more information see [6] which is the sintering process review based on many publications). Notice that in practice we always examine finite objects so, in those cases, the assumption that the distribution of the random radius has a compact support is quite reasonable and one can assume the support, without loss of generality, to be the interval [0; 1].
The SLW problem was recently analyzed in [12] where B-spline sieved quasi-maximum likelihood estimators were used. Construction of a spectral estimator that is asymptotically rate minimax over a Sobolev-type class of functions can be found in [5, 13] . In [2] a minimax estimator was constructed over Besov balls under restriction of the domain to radii larger than some positive minimal detection level ε. In this paper, we relax this assumption by replacing the domain restriction with some other assumptions on the local behavior of the estimated function in the vicinity of zero. We also propose a new method of selection of a smoothing parameter by empirical risk minimization and present the behavior of the new estimator with a data-driven choice of parameters on some examples in a numerical experiment.
WVD-based reproducing formula
In this section, we use the WVD (see, [3, Section 5.2]) of the operator K . The WVD construction details will be omitted, because they are the same as in [2] . Let ψ be a smooth mother wavelet that satisfies the conditions: 
where j 1 is a fixed integer and
Using (2) and (3), we have the reproducing formula (cf. [2] ) 
Roughly speaking, the Besov space B σ pq consists of functions that ''have ⌊σ ⌋ weak derivatives in L p '', and the parameter q is of secondary importance, because, if σ 1 > σ 2 , then B σ 1 pq 1 ⊂ B σ 2 pq 2 for all q 1 , q 2 1. In [2] , we assumed that the spheres with radii r < ε could not be observed, and all estimations were made on an interval separated from zero. In this paper we show that, under some assumptions on the behavior of f in the vicinity of zero, a minimax estimator of the intensity function f on [0; 1] can also be constructed. From here we will write ∥ · ∥ L 2 rather than ∥ · ∥ L 2 (dx) (this is the norm defined by ⟨·, ·⟩). Define ) + when x approaches zero. The reason for the assumptions near the origin will be discussed in the proof of Theorem 1. Let us denote
Let us take the observed Poisson process G n with intensity function nh with respect to dµ, and let ν n h denote the intensity measure of that process. We consider the following estimator of f on the interval [0; 1].
and the nonnegative sequences (λ j ) and (µ j ) define soft-threshold rules
remains bounded and cut away from zero as n → ∞). The sequence (j 2 (n)) will be specified later. The choice of the threshold levels (λ j ) and (µ j ) will be commented (with a reference to [2] ) in the proof of following theorem. 
wheref n denotes any estimator of the intensity function f , and
wheref n is the estimator defined in (4).
The theorem remains valid, if f ∈ g 0 + F σ pq (M, ε), where g 0 0 is a known and fixed function with support in [0; 1].
Proof of Theorem 1.
It is easy to see that the lower bound for the risk of any estimatorf n , obtained in [2, Section 3.
 . Notice that all functions from G σ pq (j, ε) are equal to f 0 on the interval [0; ε] and, hence, they satisfy near the origin all the assumptions the function f 0 does. Using the Assuad lemma, it can be shown that there exists an absolute constant J ∈ N such that for all j J we have
If we take 2
Now we will show that the estimatorf n achieves the optimal rate of convergence. Our estimator is a sum of three terms. The first two terms are almost the same as in [2] , with one small difference: the first resolution level j 1 (n) depends on the size of the experiment. The last term consists of only those wavelets that have supports contained in the interval [0; ε].
Notice that the estimatorf n does not use the wavelets with supports not entirely contained in [0; ∞]. The reason of this is that there is a problem with an upper bound for the error of the respective coefficients. However, we will show that with
+ , the estimatorf n achieves the optimal rate of convergence in spite of lack of estimating those coefficients.
Let us evaluate the risk of the estimator (4) for f ∈ F σ pq (M, ε).
The estimatorf n consists of three terms that estimate different components of the function f . Note thatR n (f ) is an upper bound for the risk for a component, say f 1 ] and the wavelets coefficients of that function are estimated in (4) by zeros, so the component f 1 is estimated by the zero function and the risk of that component is equal to ∥f 1 ∥ L 2 , which is smaller than ∥f · 1
It is known (see [10, Chapter 3.2] ), that
Since φ ∈ C 2 and supp φ = [0; N], it is easy to see that
Using (5) and (7) we obtain
ForT n (f ), we havê
S n (f , (ε; 1]) is obtained in [2] for fixed j 1 . Here j 1 (n) increase with n to infinity, soŜ n (f , (ε; 1]) is smaller for large n and evaluations from [2] remain valid, so that for an appropriate choice of (λ j ) we havê
To evaluateŜ n (f , [0; ε]), we use a Gaussian approximation ofβ jk in the same way as in [2] . The difference is in the evaluation
Consequently, it can be shown that for an appropriate choice of (µ j ) we havê
Here we can see why the assumption that the function f is smoother near the origin is essentially necessary. Since ∥γ jk ∥ L ∞ goes to infinity (when j → ∞) faster when the support of γ jk is close to the origin, we have to cut more wavelet coefficients there, but if we do that, the estimator is locally ''oversmoothed'' so we need this assumption to sustain the minimax optimality. From a technical point of view the factor 4/3 seems to be the lowest (we can always take it higher, but if we take lower, then we lose optimality). Finally we evaluateR n (f ). Since the function f tends to zero at least as fast as x 4σ /3−1/2 when x → 0 + and σ > 3/8, or it is bounded, when σ 3/8, we havê
It is easy to see that for 2
to attain the rate n −2σ /(2σ +3) . To achieve that rate, the function f needs to approach zero at least as fast as x 4σ /3−1/2 . One can see that the rate x 4σ /3−1/2 cannot be lower, because the upper bound forR n (f ) depends on the rate of j 1 (n), which is set to keep the upper bound forL n (f ) smaller than C 4 n − 2σ 2σ +3 . Now we can choose j 2 (n) such that σ log 2 n (2σ
where a n ≪ b n means that lim n→∞ b n − a n = ∞. It is possible when σ (2σ
.
Since p 1 it is easy to check, that this condition is true, if we assume that σ > 3/(2p). With that choice of j 2 (n) an using (6) and (8)- (12) we have
which completes the proof.
Adaptive estimator
In the previous section, we presented an estimator that achieves the optimal rate of convergence. Unfortunately, there is a problem with practical applications of this estimator because of its dependence on Besov space parameters (see conditions (5) and (13)). In this section, we will present an estimator of the intensity function f that does not depend on the parameters σ , p, q, which are unknown in practical estimation problems. We will show that the risk of the estimator achieves almost the optimal rate of convergence (to within logarithmic factors). Since this estimation procedure achieves optimal rates of convergence along the whole scale of Besov spaces, it is adaptive. Denote
where r 0 > 3/2 is fixed. Consider the following estimator
where the coefficientsα j 3 (n)k andβ jk are defined in (5),
is a hard-threshold rule. We will prove the following theorem.
Proof of Theorem 2.
Let us evaluate the risk of the estimator (14) for f ∈ F σ pq (M, ε).
Using (7) we obtaiñ
ForT n (f ) we havẽ
Let us evaluateS n (f , (ε; 1]) andS n (f , [0; ε]). We choose constant C 5 that for k ∈ K j .
If we take T = C 6 η where C 2 6 8C 5 (1 + C 6 /6) log 2 and η = max{8ε −1 , (8r 0 /3 + 2)ε 
Finally we evaluateR n (f ). Since the function f tends to zero at least as fast as x 4r 0 /3−1/2 , when x → 0 + , we havẽ
Using (15)- (20) we prove Theorem 2.
Empirical risk minimization and numerical experiment
In this section, we will use an empirical risk minimization principle (ERM) for the choice of the parameter T in the estimator (14). We will also use that estimator in the numerical experiment. The best possible choice of the parameter T is that which minimizes the true L 2 error of the estimatorf T n , which depends, however, on the unknown intensity f . The idea is now to approximate the unknown error, using the observations from the experiment, and to choose the parameter T that minimizes that approximated error. Let us denote
Using (1) we have
To approximate the integral above we will use a regular partition of the interval [0
then R may be approximated witĥ
whereĝ denotes some estimator of the intensity of the observed process. In the numerical experiment, an Epanechnikov kernel estimator of function g, with a window width h =
was used, where n 1 denotes the number of the observed line segments. We use the kernel estimator instead of wavelet one for several reasons. First: kernel estimators are simple in implementation and they are numerically less complex than wavelet ones. Second: kernel estimators have good properties when the estimated functions are regular, and here the function g is the integral of function f .
Notice that the lower j 4 (n) level is, the higher chance for the ERM procedure to choose the best possible parameter T , because there are less β jk parameters and consequently there are less options for cutting them off by the hard-threshold rule.
In the numerical example the Daubechies wavelets ''DB8'' (see [8, Chapter 7 .1]), with the support length N = 15, were used. Four values of the experiment size n were used: 10 4 , 10 5 , 10 6 and 10 7 . The minimal resolution levels were 10 7 ) = 4 and the maximal resolution levels were j 4 (10
The resolution level j 3 (n) should not be too low, because the estimator is made of only one ''father wavelet'' on the interval [0; 2
] which is rather inflexible. It cannot be too high, neither, because of the variance of the coefficients. The resolution level j 4 (n) should be as high as possible, but if it is too high, then the variances of thê β j 4 (n)k parameters will be too high and the ERM procedure will choose such high parameter T that the hard-threshold rule will cut off all of the ''mother wavelets'' coefficients. The values used in the experiment have been selected subjectively to compromise those conflicting requirement. The minimization was performed through a grid search with T ∈ [0; 10] and with step 0.01 and ε equal to 0.2. For wavelets derivatives calculation, a dyadic discretization of wavelets and a difference quotient were used. For obtaining wavelets derivative values in the points between the discretization points, a linear interpolation was used. The distance between discretization points of the functions φ jk , ψ jk , φ ′ jk , ψ ′ jk was 2 −(j+10) . For the simulation we set the expected number of sphere centers per unit volume to one, so the density of the random radius was equal to the intensity function f . The random radii ware generated from the following density functions: • Bimodal:
•
Step function (cf. [5] ): • Swapped Minerbo-Levy (cf. [5] ):
Let X R be the radius of a random sphere, with the distance X d of its center from the probing line. Then, for each radius, we generated X d from the appropriate distribution (because the process of random sphere center is homogeneous, the density
. Denote with X r the radius of the intersection. If X R is smaller than X d , then we do not observe any line segment and the ball gets lost. In the other case
1/2 . We estimate f using only observed line segment radii X r , which means that the size of the observed sample is, in fact, smaller than n. In the estimation procedure n is treated as known and the normalization of f as unknown. The estimatorsf T n were constructed for 10 artificial data samples generated for each function, with T selected to minimizê R. Also, the parameters T , that minimize the true L 2 error of the estimator were found on the same grid for each data sample. The best and worst of 10 data sample estimators are presented in Figs. 1-4 .
Clear improvement of the estimator is seen, when n increases from 10 4 to 10 7 . The ERM procedure seems to work very well-it chooses the best possible parameter T very often. It can also be observed, that for n = 10 7 the estimators of Beta(3, 2), Bimodal and Swapped Minerbo-Levy functions are very close to the true functions. The estimator of the step function seems to have higher risk but this particular function does not satisfy the conditions of Theorem 2 and was included in the experiment to check the behavior of the estimator in that case. The simulation results are quite similar to those in [5] for n = 10 4 . Unfortunately, there are no simulations for higher n in that paper. However, there are simulations for the experiment size n = 2000 which is too low for the wavelet estimator (for n = 2000 the lower resolution level j 3 (n) should not be higher than 2, because of the sample variance, and consequently the estimator would be made of only one ''father wavelet'' on the interval [0; 1/4] and would be made of four ''father wavelets'' altogether). For n = 2000 the estimatorf T n works only for very regular functions, like Beta (3, 2) . For the other functions the estimatorf T n had problems with their local behavior. Notice that our method is aimed at function classes different from those used in [5] , the latter being expressed in terms of an expansion in series of singular functions of the specific folding operator. Here we have Besov classes which are independent of the operator. One can also give examples of functions that belong to our classes but not to the class defined in [5] , for instance all discontinuous functions from some Besov space that satisfy the tail condition for model F σ pq (M, ε) . Examples of β jk coefficients with hard-threshold levels are presented in Fig. 5 (there are 2 j coefficients on the resolution level j). It can be seen that the threshold levels on the interval [0; ε] are higher than those on the interval (ε; 1] (see the threshold levels in (14)). It also can be observed that the more regular function f is, the lower values of β jk coefficients are and there is a greater chance to cut them off (for the Beta (3, 2) function the values of β jk coefficients are very low and the ERM procedure chooses such parameter T that the hard-threshold rule cuts all of them).
