The spectrum of a first-order logic sentence is the set of natural numbers that are cardinalities of its finite models. In this paper we show that when restricted to using only two variables, but allowing counting quantifiers, the spectra of first-order logic sentences are semilinear and hence, closed under complement. At the heart of our proof are semilinear characterisations for the existence of regular and biregular graphs, the class of graphs in which there are a priori bounds on the degrees of the vertices. Our proof also provides a simple characterisation of models of two-variable logic with counting -that is, up to renaming and extending the relation names, they are simply a collection of regular and biregular graphs.
Introduction
The spectrum of a first-order sentence φ, denoted by Spec(φ), is the set of natural numbers that are cardinalities of finite models of φ. Or, more formally, Spec(φ) = {n | there is a model of φ of size n}. A set is a spectrum, if it is the spectrum of a first-order sentence.
In this paper we consider the logic C 2 , the class of first-order sentences using only two variables and allowing counting quantifiers ∃ k z φ(z), where k ≥ 1. Semantically ∃ k z φ(z) means there exist at least k number of z's such that φ(z) holds. We prove that the spectra of C 2 are precisely semilinear sets. In fact, our proof also shows that the family of models of a C 2 formula can be viewed as a collection of regular graphs.
Related works
The notion of spectrum was introduced by Scholz in [34] where he also asked whether there exists a necessary and sufficient condition for a set to be a spectrum. Since its publication, Scholz's question and many of its variants have been investigated by many researchers for the past 60 years. One of the arguably main open problems in this area is the one asked in [1] , known as Asser's conjecture, whether the complement of a spectrum is also a spectrum.
The notion of spectrum has a deep connection with complexity theory as shown by Jones and Selman [21] , as well as Fagin [4] independently that a set of integers is a spectrum if and only if its binary representation is in NE. Hence, Asser's conjecture is equivalent to asking whether NE = co-NE. It also immediately implies that if Asser's conjecture is false, i.e., there is a spectrum whose complement is not a spectrum, then NP = co-NP, hence P = NP. The converse implication is still open. An interesting result in [38] states that if spectra are precisely rudimentary sets, then NE = co-NE and NP = co-NP.
* There are a number of interesting connections between spectrum and various models of computation such as RAM as well as intrinsic computational behavior. See, for example, [8, 9, 10, 27, 33] . We refer the reader to [2] for a more comprehensive treatment on the spectra problem and its history.
The logic C 2 is not the first logic known to have semilinear spectra. A well known Parikh theorem states the spectra of context-free languages are semilinear, and closed under complementation. Using the celebrated composition method, Gurevich and Shelah in [16] showed that the spectra of monadic second order logic with one unary function are semilinear. Compared to the work in [16] , note that C 2 one can express a few unary functions, hence our result does not follow from [16] , and neither theirs from ours since we are restricted to using only two variables.
In [6] Fischer and Makowsky show that the many-sorted spectra of the monadic second-order logic with modulo counting over structures with bounded tree-width are semilinear. Intuitively, the many-sorted spectra of a formula are spectra which counts the cardinality of the unary predicates in the models of the formula, instead of just counting the sizes of the models. The semilinearity is obtained by reduction to regular tree languages and "pumping" argument. This result is orthogonal to ours, since structures expressible in C 2 do not have bounded tree-width. An example is d-regular graphs for d ≥ 3. Moreover, due to unbounded tree-width, it is very unlikely that one can apply some sort of "pumping" or automata theoretic argument as in [6] to obtain the semilinearity of C 2 spectra.
As far as we know, C 2 is the first logic known to have its spectra closed under complement without any restriction on the vocabulary nor in the interpretation. The result closest to ours is the one byÉ. Grandjean in [10] where he considers the spectra of first-order sentences using only one variable. A similar result due to M. Grohe and stated in [2] , says that for every Turing machine M , there exists a first-order sentence φ M using only three variables such that Spec(φ M ) = {t 2 | t is the length of an accepting run of M }.
To end our study of related work, we should mention that the two-variable logic and many of its variants have been extensively studied, with the focus being mainly on the satisfiability problem. For more development in this direction, we refer the readers to [30, 37, 31, 14, 13, 11, 18, 32, 25, 35] and the references therein.
Sketch of our proof
Consider the following instances of structures expressible in These characterisations immediately imply that the spectra of the formulas (Ex.1) and (Ex.2) above are linear sets. It is from these observations that we draw our inspiration to prove the semilinearity of the spectra of C 2 . More precisely, we show that given a C 2 sentence ϕ, one can construct a Presburger formula ψ that expresses precisely the spectrum of ϕ. Presburger formulas are first-order formulas with the relation symbols + and ≤ and constants 0 and 1 interpreted over the domain N in the natural way. It is shown by Ginsburg and Spanier in [7] that Presburger formulas express precisely the class of semilinear sets. That is, if ψ(X) is a Presburger formula with free variablesX = (X 1 , . . . , X k ), the set {N ∈ N k | ϕ(N ) holds} is semilinear.
The crux of our construction of the Presburger formula is a generalisation of the characterisations (C1)-(C2) above to the following setting. Let C be a set of ℓ-colors, denoted by col 1 , col 2 , . . . , col ℓ , and let C and D be (ℓ × m)-and (ℓ × n)-matrices whose entries are all non-negative integers. We say that a bipartite graph G = (U, V, E) is (C, D)-biregular, if we can color its edges with colors from C such that there is a partition U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n where
• for every integer 1 ≤ i ≤ m, for every vertex u ∈ U i , for every 1 ≤ j ≤ ℓ, the number of edges with color col j adjacent to u is precisely C j,i ; and
• for every integer 1 ≤ i ≤ n, for every vertex v ∈ V i , for every 1 ≤ j ≤ ℓ, the number of edges with color col j adjacent to v is precisely D j,i .
Our setting also allows us to say that the number of edges with color col j adjacent to v is at least D j,i . In Theorem 5.1 we effectively construct a Presburger formula that characterises the set {N | there is a (C, D)-biregular graph of N vertices}.
In a similar manner, we can define (C, D)-regular digraphs, where C and D control the number of incoming and outgoing edges of each vertex, respectively. Likewise, we obtain a similar Presburger formula that characterises the set {N | there is a (C, D)-regular digraph of N vertices}.
§ We then proceed to observe that the relations in every model of a C 2 formula can be partitioned in such a way that every part forms a (C, D)-regular digraph, and every two parts a (C, D)-biregular graph. In a sense this shows that the models of C 2 is simply a collection of regular graphs. Applying the Presburger formula that characterises the existence of these regular graphs, we obtain the semilinearity of the spectra of C 2 formulae. For the converse direction, it is not that difficult to show that every semilinear set is also a spectrum of a C 2 sentence. Since semilinear sets are closed under complement, this establishes the fact that the spectra of C 2 are closed under complement. It can also be deduced immediately from our proof that the many-sorted spectra of C 2 are also semilinear. Moreover, our result extends trivially to the class ∃SOC 2 , the class of sentences of the form: ∃R 1 · · · ∃R m φ, where R 1 , . . . , R m are second-order variables and φ is a C 2 formula. We simply regard R 1 , . . . , R m as part of the signature.
Outline of the paper
This paper is organised as follows. In Section 2 we review the logic C 2 and state our main result: Theorem 2.1 which states that every C 2 spectrum can be express in a Presburger formula. The proof of Theorem 2.1 is rather complex. So we present its outline in Section 3, before its details in Sections 4-8. Finally we conclude with a few observations and future directions in Section 9.
2 The logic C 2 In this section we review the definition of C 2 and mention the main result in this paper and its corollaries. We fix P = {P 1 , P 2 , . . .} to be the set of predicate symbols of arity 1; and R = {R 1 , R 2 , . . .} the set of predicate symbols of arity 2. Two-variable logic with counting, denoted by C 2 , is defined by the following syntax.
where the variable z ranges over x, y, and the symbols R and P over R and P, respectively. The quantifier ∃ k z φ means there are at least k elements z such that φ holds. Note that ∃ 1 z φ is the standard ∃z φ, and ∀z φ is equivalent to ¬∃ 1 z ¬φ. By default, we assume that ∃ 0 z φ always holds.
As usual, we write A |= φ to denote that the structure A is a model of φ and Spec(φ) to denote the spectrum of φ. Theorem 2.1 below is the main result in this paper. Its proof spans over Sections 4-8.
Theorem 2.1 For every φ ∈ C 2 , there exists a Presburger formula PREB(x) such that the set {n | PREB(n) holds} = Spec(φ). Moreover, the formula PREB(x) can be constructed effectively.
We should remark that Theorem 2.1 also holds for arbitrary vocabulary. Since C 2 uses only two variables, relations of greater arity such as R(x, y, x, x, y) can be viewed simply as unary or binary relations; so we can create new binary and unary relations for each possible combination, and easily verify whether the result is consistent.
An immediate consequence of Theorem 2.1 is the spectra of C 2 are semilinear.
Corollary 2.2 For every sentence φ ∈ C 2 , the spectrum Spec(φ) is semilinear.
On the other hand, it is not that difficult to show that every semilinear set is a spectrum of a C 2 sentence, as formally stated below.
Proposition 2.3
For every semilinear set Λ ⊆ N, there exists a sentence φ ∈ C 2 such that Spec(φ) = Λ.
Proof. For a linear set Γ m,n = {m + in | i = 0, 1, 2, . . .}, consider the vocabulary τ m,n = {A, B 0 , B 1 , . . . , B n−1 , E}, where A, B 0 , . . . , B n−1 are unary and E binary. Consider the C 2 sentence φ m,n which states that A ∪ B 0 ∪ · · · ∪ B n−1 partition the whole universe, the predicate A contains exactly m elements, and for every x, if B i (x) holds,
• there is exactly one y such that x = y and B i+1 mod n (y) and E(x, y) holds;
• there is exactly one y such that x = y and B i−1 mod n (y) and E(y, x) holds.
It is straightforward that Spec(φ m,n ) = Γ m,n . For a semilinear set, we simply takes the finite union of such φ m,n . This completes our proof of Proposition 2.3. Now, take Corollary 2.2, apply the fact that semilinear sets are closed under complement, and then Proposition 2.3, we obtain the following corollary.
Corollary 2.4
The spectra of C 2 sentences are closed under complement within C 2 .
3 The plan for the proof of Theorem 2.1
As mentioned earlier, the proof of Theorem 2.1 is rather complex and spans over Sections 4-8. We give its outline here.
• In Section 4 we define the logic QMLC (Quantified Modal Logic with Counting), which for our purpose, will be easier to work with. In particular, we show that C 2 and QMLC are equivalent in terms of spectra.
• In Section 5 we define the class of biregular graphs and regular digraphs. The main theorems in this section are Theorems 5.2 and 5.4. Theorem 5.2 gives us the Presburger characterisations of the existence of biregular graphs, while Theorem 5.4 the same characterisations for the regular digraphs.
• Equipped with Theorems 5.2 and 5.4, we construct the formula PREB(x) as required in Theorem 2.1 in Section 6.
• However, the proofs of Theorems 5.2 and 5.4 are themselves rather long and involved. So we postpone the proof of Theorem 5.2 until Section 7. The proof of Theorem 5.4 is similar to Theorem 5.2, so we simply sketch it in Section 8. 
Quantified modal logic with counting
In this section we present quantified modal logic with counting (QMLC), which for our purpose, will be easier to work with. We are going to show that C 2 and QMLC are equivalent in terms of spectra. In fact, our proof shows that C 2 and QMLC are equivalent up to renaming/deleting/adding relational symbols, when QMLC are restricted to "complete" structures defined as follows. A structure A is a complete structure, if it satisfies the following properties.
(N1) A is a clique over A. That is, for every a, b ∈ A, either a = b or R(a, b) for some R ∈ R.
(N2) Every binary relation in R does not intersect identity relation. That is, for every R ∈ R, if R(a, b) holds, a = b.
(N3) R is closed under inverse. That is, for every R ∈ R, there exists ← − R ∈ R such that ← − R = R and for every a, b ∈ A, R(a, b) if and only if ← − R (b, a).
(N4) The binary predicates in R are pairwise disjoint.
Our proof is an adaptation of the proof in [28] which shows that similar equivalence holds between two-variable logic and modal logic. The class MLC of modal logic with counting is defined with the following syntax.
φ ::= ¬φ α φ ∧ φ ♦ k β φ where α ranges over P and β over R.
The semantics of MLC is as follows. Let A be a structure of τ and a ∈ A and φ be an MLC formula. That A satisfies φ from a, denoted by A, a |= φ, is defined as follows.
• A, a |= P , where P ∈ P, if P (a) holds in A.
• A, a |= ¬φ, if A, a |= φ.
• A, a |= φ 1 ∧ φ 2 , if A, a |= φ 1 and A, a |= φ 2 .
• A, a |= ♦ k R φ, if there exist at least k elements b 1 , . . . , b k ∈ A such that R(a, b i ) holds in A and A, b i |= φ for i = 1, . . . , k.
We define the class of quantified modal logic with counting, denoted by QMLC with the following syntax.
where the formula φ ∈ MLC. A QMLC formula ψ is called a basic QMLC, if it is of the form ∃ k φ, where φ ∈ MLC.
The semantics of QMLC is as follows. Let A be a structure of τ and ψ ∈ QMLC. That A satisfies ψ, denoted by A |= ψ, is defined as follows.
• A |= ¬ψ, if it is not the case that A |= ψ.
• A |= ψ 1 ∧ ψ 2 , if A |= ψ 1 and A |= ψ 2 .
• A |= ∃ k φ, if there exist at least k elements a 1 , . . . , a k ∈ A such that A, a i |= φ for i = 1, . . . , k.
We denote by Spec(ψ) the set consists of the size of complete structures of ψ. That is, Spec(ψ) = {n | there is a complete structure A |= ψ of size n}. Note that for QMLC, the notion of spectrum is restricted to complete structures. In the following we are going to show that from spectral point of view, C 2 and QMLC are equivalent. The intuitive explanation for the requirement of complete structure is as follows. Notice that in QMLC we cannot express the negation of a binary relation ¬R(x, y). Rather, to "express" ¬R(x, y) in QMLC, we introduce a new relation symbol to capture ¬R(x, y), hence, the requirement (N1) and (N4) in the complete structure. Similarly, in QMLC from an element x, we cannot express the "inverse" direction R(y, x). So we introduce a new relation ← − R that captures the "inverse" of R, and R(y, x) will be simulated by ← − R (x, y), instead, hence the requirement (N3). We require (N2) simply for technical convenience.
Theorem 4.1 below states formally the spectral equivalence between C 2 and QMLC, when QMLC is restricted to complete structures.
Theorem 4.1 For every ϕ ∈ C 2 , there is a QMLC formula ψ such that
• for every structure A |= ϕ, there is a complete structure B |= ψ where |A| = |B|;
• for every complete structure B |= ψ, there is a structure A |= ϕ and |A| = |B|.
Proof. Let ϕ ∈ C 2 . By extending/renaming/deleting the relations, and by modifying the sentence ϕ, if necessary, we can obtain another C 2 sentence ϕ ′ such that
• for every structure A |= ϕ, there is a complete structure A ′ |= ϕ ′ where |A| = |A ′ |;
• for every complete structure A ′ |= ϕ ′ , there is a structure A |= ϕ and |A| = |A ′ |.
The details of the construction of ϕ ′ is straightforward, hence, omitted. For example, to achieve (N1) and (N4) we can introduce a new binary relation for each Boolean combination of relations in ϕ. We can do similar trick to achieve (N2) and (N3).
From this formula ϕ ′ , we are going to construct the desired QMLC formula φ. It consists of the following two steps.
1. Convert the sentence ϕ ′ into its "normal form" ψ such that for every complete structure A, we have A |= ϕ ′ if and only if A |= ψ. ¶ 2. Convert the sentence ψ into a "quantified modal logic" (QMLC) sentence φ such that for every complete structure A, we have A |= ψ if and only if A |= φ.
In the following paragraphs we are going to describe formally these two steps. A C 2 sentence is in normal form, if all the quantifiers are either of form
and all other applications of variables are of form P (x), where P is a unary predicate. The C 2 sentence ϕ ′ can be converted into its equivalent sentence ψ in normal form as follows. ¶ We would like to remark that the normal form here is different from the standard Scott's normal form.
• First, we rewrite every subformula of the form ∃ k y θ(x, y) with one free variable x into the following form:
After such rewriting, we can assume that every quantifier in ϕ is of the form ∃ k y ((x = y) ∧ θ(x, y)).
• Second, every quantification ∃ k y ((x = y) ∧ θ(x, y)), in which θ(x, y) contains a subformula α(x) depending only on x, can be rewritten into the form:
where θ 0 (x, y) and θ 1 (x, y) are obtained from θ by replacing α(x) with false and true, respectively. We can repeat this until θ(x, y) no longer has a subformula depending only on x.
After such rewriting we can assume that every quantifier in ϕ is of the form
where θ(x, y) does not contain any subformula depending only on x.
• Third, every quantification ∃ k y (x = y) ∧ θ(x, y) can be rewritten into the form:
where ∆ k R is the set of all functions f : R → N such that R∈R f (R) = k, and θ R (y) is obtained from θ(x, y) by replacing each R ′ (x, y) with true if R = R ′ , and false otherwise.
By performing these three steps, we get the C 2 sentence ψ in the normal form. Particularly, for every complete structure A, we have A |= ϕ ′ if and only if A |= ψ. Now from this C 2 sentence ψ in normal form, the construction of its QMLC sentence φ = F (ψ) can be done inductively as follows. There are two cases.
1. ϑ has no free variable.
2. ϑ has one free variable x.
• x, y) ). The case when ϑ has one free variable y can be handled in a symmetrical way.
By a straightforward induction, we can show that for every compete structure A, A |= ϑ if and only if A |= F (ϑ). In particular, from the equivalences between ϕ and ϕ ′ , between ϕ ′ and ψ as well as between ψ and φ = F (ψ), we obtain that
• for every structure A |= ϕ, there is a complete structure B |= ψ such that |A| = |B|; • for every complete structure B |= ψ, there is a structure A |= ϕ such that |A| = |B|.
This concludes our proof of Theorem 4.1.
Regular graphs
In this section we are going to introduce two types of regular graphs: biregular graphs (bipartite regular graphs) and regular digraphs. The main results in this section are Theorems 5.2 and 5.4, which will be used in our proof of Theorem 2.1. For the sake of readability, we postpone their proofs until Sections 7 and 8.
Biregular graphs
An ℓ-type bipartite graph is G = (U, V, E 1 , . . . , E ℓ ), where E 1 , . . . , E ℓ are pairwise disjoint subsets of U × V . Elements in E i are called E i -edges. It helps to think of G as a bipartite graph in which the edges are coloured with ℓ number of colours.
For a vertex u ∈ U ∪ V , deg Ei (u) denotes the number of E i -edges adjacent to it, and deg(
Let N denote the set of natural numbers {0, 1, 2, . . .} and
ℓ×m to denote the set of ℓ × m matrices whose entries are from B. The entry in row i and column j of a matrix D ∈ B ℓ×m is denoted by
• For every i = 1, . . . , ℓ, for every j = 1, . . . , m, for every vertex u ∈ U j , deg Ei (u) = C i,j .
• For every i = 1, . . . , ℓ, for every j = 1, . . . , n, for every vertex
We call the partitions 
The following theorem is the main result in this subsection that will be used in the proof in Section 6. 
Regular digraphs
An ℓ-type directed graph (or, digraph for short) is a tuple G = (V, E 1 , . . . , E ℓ ), where E 1 , . . . , E ℓ are pairwise disjoint irreflexive relations on V and for every u,
Edges in E i are called E i -edges. We will write in-deg Ei (u) to denote the number of incoming E i -edges toward the vertex u, and out-deg Ei (u) the number of outgoing E i -edges from the vertex u. As before, for an integer Similar to Section 5.1, Theorem 5.3 will be generalised to the case of complete regular digraph.
Proof of Theorem 2.1
Now we are ready to prove Theorem 2.1. Let φ be a QMLC sentence. Recall that a basic QMLC formula is of the form ∃ k ϕ, where ϕ ∈ MLC. We also assume that in φ we have "pushed" all the negations inside so that they are applied only to basic QMLC. We are going to construct a Presburger formula
Before we proceed, we need a few auxiliary notations. Let P be the set of unary predicates used in φ and
We denote by M φ the set of all MLC subformulae of φ and their negations. A type in φ is a subset T ⊆ M φ such that
• ϕ ∈ T if and only if ¬ϕ / ∈ T ;
For a structure A (not necessarily a model of φ) and an element a ∈ A, we define the type of a in A, denoted by type A (a) ⊆ M φ , where ϕ ∈ type A (a) if and only if A, a |= ϕ. For a type T , we write T (A) to denote the set of elements in A with type T . Note that the sets T (A)'s are pairwise disjoint. We let T φ to be the set of all types in φ.
We say that a function f :
K} is consistent, if for every T ∈ T φ the following holds.
•
for every R ∈ R and for every type T ′ ∋ µ.
In the following we enumerate the set of all consistent functions F = {f 1 , . . . , f m }, the set of all types in T φ = {T 1 , . . . , T n }, and the set
The desired Presburger formula PREB φ (x) is defined as the formula:
) is the vector of all the variables X (T,f ) 's. The intended meaning of the variable X Ti,fj and the formulas PREB-Atom φ (x) and CON(X) is as follows. The variable X Ti,fj is to represent the number of elements of type T i and for each binary relation R ∈ R and a type S ∈ T φ , there is f (T i , R, S) number of outgoing R-edges towards the elements of type S.
Naturally, the total number of all elements in the universe will be the sum of all X Ti,fj 's, hence, the sum:
The formula PREB-Atom φ (x) is to make sure that the satisfiability of the QMLC sentence is preserved. Formally, it is defined inductively as follows. (Recall that all the negations have been "pushed" inside so that they are applied only to basic QMLC.)
• If φ := φ 1 ∧ φ 2 , then PREB-Atom φ := PREB-Atom φ1 ∧ PREB-Atom φ2 .
Finally, the formula CON(X) is to makes sure that the solution to each variable X Ti,fj is "consistent" to the intended meaning of the type T i and function f j . That is, for every types S, T ∈ T φ the following holds.
• Every solutionM T to the variablesX T = (X T,f1 , . . . , X T,fm ) corresponds to a (
are as follows.
Notice that the matrix D T contains only the information on the degree of R 1 , . . . , R ℓ , while ← − D T the information on the degree of ← − R 1 , . . . , ← − R ℓ . This is because the incoming R i edges to an element v are precisely the outgoing ← − R i edges from v, and vice versa, the incoming ← − R i edges from an element v are precisely the outgoing R i edges to v.
• Every solutionM S ,M T to the variablesX S = (X S,f1 , . . . , X S,fm ) andX
ℓ×m are as follows.
Notice that in the matrix D S→T the first ℓ rows contains the information on the degree of R 1 , . . . , R ℓ , and the last ℓ rows the information on the degree of ← − R 1 , . . . , ← − R ℓ from the type S to the type T ; while in the matrix ← − D S→T it is the opposite and the direction is from the type T to the type S. Similar as in the D T , ← − D t case above, this is because the incoming R i edges to an element v are precisely the outgoing ← − R i edges from v, and vice versa, the outgoing R i edges from an element v are precisely the incoming ← − R i edges to v.
Now the formula CON(X) is simply the conjunction: ,f1) , . . . , X (Ti,fm) ) is the vector of variables associated with the type T i . We are going to show that PREB φ defines precisely the spectrum of φ, as stated in the claim below. Abusing the notation, we let PREB φ itself to denote the set {n | PREB φ (n) holds}. Recall also that as defined in Section 4, the spectrum of a QMLC sentence φ is restricted to the complete structures.
Claim 1 For every QMLC sentence φ, PREB φ = spec(φ), where PREB φ (x) is the formula
The proof is by induction on φ. The base case is when φ is a basic QMLC sentence or the negation of a basic QMLC sentence. We consider first the case when φ is a basic QMLC formula of the form ∃ k ϕ, where ϕ ∈ MLC. In this case PREB-
We first show the direction PREB φ ⊆ spec(φ). Let N ∈ PREB φ . LetM = (M T1,f1 , . . . , M Tn,fm ) be the witnesses toX such that PREB φ (N ) holds. In the following we are going to writeM T to denote (M T,f1 , . . . , M T,fm ) for every type T ∈ T φ .
Since
We take a set V of N vertices and we
Since CON(M ) holds, by Theorems 5.4, for each T ∈ T φ , there exists a (
This means that for every vertex v ∈ V T,fi , for every R ∈ {R 1 , . . . , R ℓ },
Similarly, by Theorem 5.2 for each T i , T j ∈ T φ , where
We put the orientation in every the edges in the graph G Ti,Tj going from V Ti to V Tj . Now letG Ti,Tj be the graph obtained by adding
Hence, we have for each
Moreover, we also label each vertex v ∈ V with a subset of S as follows. For each T ∈ T φ , for each v ∈ V T , we "declare" that v is labeled with a unary predicate P ∈ S if and only if P ∈ T . We claim that G |= φ. For that it is sufficient to show that for each T ∈ T φ , for each v ∈ V T , type G (v) = T . The proof is divided into three cases.
• For each unary predicate P ∈ P, it is by our labelling of the vertices of G that P (v) holds in G if and only if P ∈ T .
• For each ♦ l R µ ∈ T , we have
∈ T , and hence ¬(♦ l R µ) ∈ T , we have
Therefore the graph G |= φ, and hence N ∈ Spec(φ). Now we prove the direction PREB φ ⊇ spec(φ). Suppose A |= φ and A is of size N . Let M = (M (T1,f1) , . . . , M (Tn,fm,) ) where M (T,f ) be the number of elements of type T from which there exist f (T, R, S) number of outgoing R-edges towards the elements of type S. Take each M (T,f ) to be the witness for X (T,f ) for each T ∈ T φ and f ∈ F . It immediately follows from Theorems 5.2 and 5.4 that CON(N,M ) holds. Moreover, PREB-Atom φ (M ) holds, since A |= φ. This completes the proof of PREB φ = spec(φ), when φ is a basic QMLC sentence.
When φ ∈ QMLC is the negation of a basic QMLC sentence, say ¬∃ k ϕ, the formula PREB-Atom φ is
which is the negation of
Then PREB φ = spec(φ) follows immediately from above.
The correctness for the case when φ is φ 1 ∧ φ 2 or φ 1 ∨ φ 2 , can be established via straightforward inductive argument. This completes our proof that PREB φ = spec(φ), and hence, Theorem 2.1.
Proof of Theorem 5.2
The proof of Theorem 5.2 is rather long. As a warm-up, we prove the following easy Proposition 7.1 first. First, we construct the following graph.
. . .
On the left side, we have M vertices, and each has degree c. On the right side, we have K = N d vertices, and each has degree For every i ∈ {1, . . . , N }, we set the set I i ⊆ {1, . . . , K} as follows.
we merge the vertices {v j | j ∈ I i } into one vertex. Hence, we obtain the desired (c, In this subsection we will use the Presburger characterisation for (c,d)-biregular graphs to obtain the same characterisation for ℓ-type (C, D)-biregular graphs, where C, D are matrices over N.
• Subsection 7.3.
In this subsection we obtain the characterisation for (C, D)-biregular graphs when C, D contain elements from ◮ N assuming that the number of vertices whose degrees specified with ◮ d is "big enough." It is obtained by using the characterisation in the previous Subsection 7.2.
• Subsection 7.4.
This subsection is the generalisation of Subsection 7.3, where the graphs may contain a "small" number of vertices whose degree is specified with ◮ d. The idea is to encode directly those vertices in the Presburger formula. This is presented formally by our notion of partial graphs.
• Subsection 7.5.
In this subsection we present the construction of the formula required in Theorem 5.1. It is built from the formula presented in the Subsection 7.4.
• Subsection 7.6.
Finally in this subsection we present the construction of the formula required in Theorem 5.2, which is built from the from the formula in Subsection 7.5.
In the following we write1 to denote the vector (1, . . . , 1) ∈ N m , for an appropriate m ≥ 1. That is,1 is a vector whose components are all one. 
Mm number of vertices of degree cm
·c =N ·d number of vertices, each of degree 1 Figure 2 : The preliminary graph constructed in the proof of Lemma 7.2.
When
In this subsection we consider the case when C and D consist of only one vector each. In this case, we are going to write (c,d)-biregular graph, wherec andd are the only vectors of C and D, respectively. Proof. Letc ∈ N m andd ∈ N n and both do not contain zero entry.
The "only if" direction is straightforward. If G is a (c,d)-biregular graph of size (M ,N ), then the number of edges in G is preciselyM ·c =N ·d. Now we prove the "if" part.
We are going to construct a (c,d)-biregular graph of size (M ,N ). We first construct a preliminary bipartite graph G pictured in Figure 2 . That is, the left side hasM ·1 vertices, and there are M 1 vertices of degree c 1 , M 2 nodes of degree c 2 , etc. The right side hasM ·c number of vertices, each of degree one.
We are going to do some merging of the vertices on the right side so that there are exactly N 1 vertices of degree d 1 , N 2 vertices of degree d 2 , etc. We do the following. We "group" the vertices on the right side into V 1 , . . . , V n where V 1 has N 1 d 1 vertices, V 2 has N 2 d 2 vertices, etc. Such grouping is possible becauseM ·c =N ·d.
For each i ∈ {1, . . . , n}, we do the following. We merge d i vertices in V i into one vertex, so that each vertex in V i has degree d i . Let V i = {v i,1 , . . . , v i,Ki } where K i = N i d i . We merge the vertices v 1 , v Ni+1 , v 2Ni+1 , . . . , v (di−1)Ni+1 into one vertex; the vertices v 2 , v Ni+2 , v 2Ni+2 , . . . , v (di−1)Ni+2 into one vertex; and so on.
After such merging, each vertex in V i has degree d i . However, it is possible that after we do the merging, we have "parallel" edges, i.e. more than one edges between two vertices. (See the left side of the illustration below.) We are going to "remove" such parallel edges one by one until there are no more parallel edges.
Suppose we have parallel edges between the vertices u and v. We pick an edge (u ′ , v ′ ) such that u ′ is not adjacent to v and v ′ is not adjacent to u. (See the left side of the illustration below.)
Such an edge (u ′ , v ′ ) exists since the number of vertices reachable in distance 2 from the vertices u and v is ≤ 2(c ·1)(d ·1) + 2 and the number of vertices isM ·1 +N ·1 ≥ 2(c ·1)(d ·1) + 3 and the fact that none of the vertices are of zero degree. (Here we make use of the fact that neitherc nor d contain zero entry.)
Now we delete the edges (u ′ , v ′ ) and one of the parallel edge (u, v), replace it with the edges (u, v ′ ) and (u ′ , v), as illustrated on the right side of the illustration above. We perform such operation until there are no more parallel edges. This completes the proof of Lemma 7.2.
The following theorem is a straightforward application of Lemma 7.2. 
wherec ′ andX ′ are the vectorsc andX without the entries in I, respectively, andd ′ andȲ ′ are the vectorsd andȲ without the entries in J, respectively. Forc ∈ N m andd ∈ N n which do not contain zero entry, we define the following set H.
and there exists a (c,d)-biregular graph of size (M ,N )
Such set can be computed greedily since the number of (M ,N ) such thatM ·1+N ·1 ≤ 2(c·1)(d·1)+2 is bounded. Now we define the formula BiREGc ,d (X,Ȳ ) as follows.
The formula is a Presburger formula sincec andd are constants. Sincec,d do not contain zero entry, we can apply Lemma 7.2 to obtain the correctness of BiREGc ,d (X,Ȳ ). This completes our proof of Theorem 7.3. We first define the following set. Again, such set can be computed greedily since the number of (M ,N ) such thatM ·1 +N ·1 < 2ℓ(C ·1)(D ·1) + 3ℓ is bounded.
Then, the formula BiREG C,D (X,Ȳ ) can be defined inductively as follows. When ℓ = 1,
where C −c j , D −d j denote the matrices C and D without row j, respectively. We are going to prove that there exists a (C, D)-biregular graph of size (M ,N ) if and only if the statement BiREG C,D (M ,N ) holds. The proof is by induction on ℓ. The basis ℓ = 1 has been established in Theorem 7.3. For the induction step, we assume that it holds for the case of ℓ − 1 and we are going to prove the case ℓ.
We first prove the "only if" direction. 
For simplicity, we assume that j = ℓ. By the induction hypothesis, there exists a (C −c ℓ , N ) , and by definition, E 1 , . . . , E ℓ−1 are pairwise disjoint. By Theorem 7.3, there exists a (c ℓ ,d ℓ )-biregular graph G 2 = (U 2 , V 2 , E ℓ ) of size (M ,N ). We can assume that U 1 = U 2 = U and V 1 = V 2 = V since G 1 and G 2 are of the same size (M ,N ).
We are going to combine G 1 and G 2 into one graph to get an ℓ-type
is the desired (C, D)-biregular ℓ-type graph of size (M ,N ), and we are done.
Now suppose E ℓ ∩(E 1 ∪· · ·∪E ℓ−1 ) = ∅. We are going to construct another graph G
We do this repeatedly until at the end we obtain a graph G
. The number of vertices reachable in from u and v within distance 2 (by any of edges in
See the left side of the illustration below.
See the right side of the illustration above. Now it is straightforward that
This completes the proof of Theorem 7.4.
For C ∈ B
ℓ×n and D ∈ B ℓ×m when the number of vertices is "big enough" 
We need a few notations. In the following for a positive integer ℓ, I ℓ denotes the (ℓ × ℓ) identity matrix. For
N, we write ⌊ ◮ d⌋ to denote the number d. By default, we set ⌊d⌋ = d. We also define the + operations on B as follows.
We extend ⌊·⌋ and + to vectors and matrices over B in the natural way, where they are applied componentwise. For two vectorst 1 ,t 2 ∈ B m , we define the dot productt 1 ·t 2 as ⌊t 1 ⌋ · ⌊t 2 ⌋. For a matrix D ∈ B ℓ×m , we write D ·1 to denote the sum i,j ⌊D i,j ⌋. The lemma below characterises the existence of (C, D)-biregular graph of size (M ,N ), wherē M ,N are big enough with respect to (C, D) and that for every row i, either the row-i of C or of D contains only elements from N.
  ∈ B ℓ×n where ℓ = ℓ 1 + ℓ 2 + ℓ 3 and
• C (2) ∈ N ℓ2×m and D (2) ∈ B ℓ2×n and every row in D (2) contains an element of ◮ N;
• C (3) ∈ B ℓ3×m and D (3) ∈ N ℓ3×n and every row in C 
holds, where
  ∈ B ℓ×n and ℓ 1 , ℓ 2 , ℓ 3 ,M ∈ N m and N ∈ N n be as in the premises. We also assume thatc 1 , . . . ,c ℓ andd 1 , . . . ,d ℓ are the row vectors of C and D, respectively.
Before we present our proof, we have to remark here that we do not need the condition that M andN are big enough to establish the "only if" direction. For the "if" direction, we only need Inequalities 2 and 3. Inequality 1 is needed only to established Theorem 7.6.
We start with the "only if" direction. Suppose G = (U, V, E 1 , . . . , E ℓ ) is a (C, D)-biregular graph of size (M ,N ). This means there exist a partition U = U 1 ∪· · ·∪U m and a partition V = V 1 ∪· · ·∪V n such that for each i = 1, . . . , ℓ,
• for each j = 1, . . . , n, for each v ∈ V j , deg Ei (v) = D i,j . Now, the following holds.
• For each i = ℓ 1 + 1, . . . , ℓ 1 + ℓ 2 , the number of E i -edges in G isc i ·M , which should be greater than ⌊d i ⌋ ·N . We set L i−ℓ1 =c i ·M − ⌊d i ⌋ ·N .
• For each i = ℓ 1 + ℓ 2 + 1, . . . , ℓ 1 + ℓ 2 + ℓ 3 , the number of E i -edges in G isd i ·N , which should be greater than ⌊c i ⌋ ·M . We set
• For each i = ℓ 1 + 1, . . . , ℓ 1 + ℓ 2 , for each j = 1, . . . , n, for each vertex
• Similarly, for each i = ℓ 1 + ℓ 2 + 1, . . . , ℓ 1 + ℓ 2 + ℓ 3 , for each j = 1, . . . , m, for each vertex u ∈ U j , if deg Ei (u) > ⌊C i,j ⌋, then we "split" u into u 0 , u 1 , . . . , u k vertices, where
It should be obvious that the resulting graph is a ( N ) , we do the following. For each vertex u ∈ U adjacent by E i -edges to, say, s vertices in B, we pick s vertices v 1 , . . . , v s from the set
Such s vertices exist since by Inequality 2,
. We delete those s vertices in B, and connect u to each of v 1 , . . . , v s by E i -edges. We do this until the set B is empty. Similarly, by Inequality 3, we can perform similar operations until the set A is empty. The resulting graph is a (C, D)-biregular graph of size (M ,N ). This completes the proof of Lemma 7.5. Now Lemma 7.5 tells us the Presburger formula BiREG C,D for a pair of matrices satisfying the assumption given in Lemma 7.5. More formally, let C ∈
ℓ×n where ℓ = ℓ 1 + ℓ 2 + ℓ 3 and
and every row in D (2) contains an element of
That is, for such C, D, we let BiREG C,D (X,Ȳ ) as follows.
where Proof. Let C ∈ B ℓ×m and D ∈ B ℓ×n , wherec 1 , . . . ,c ℓ andd 1 , . . . ,d ℓ are the row vectors of C and D, respectively.
We need an additional notation. For a set I ⊆ {1, . . . , ℓ}, we write C(I) be the matrix C ′ , in which each row vectorc
We define the formula BiREG C,D (X,Ȳ ) as follows. We pick the following paritition I 0 ∪ I 1 ∪ I 2 = {1, . . . , ℓ}.
We are going to convert the graph G into (C( 
This can be achieved by doing the following. Suppose there is an edge (u, v) ∈ E i such that
Deleting the edge (u, v), we still have deg Ei (u) ≥ ⌊C i,j ⌋ and deg Ei (v) ≥ ⌊D i,k ⌋, and hence G is still (C, D)-biregular with U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n be the witness of the (C, D)-biregularity. We repeatedly do this until the graph G satisfies condition (5). Stage 2. We construct a graph
, where for every i = 1, . . . , ℓ,
• for every t ∈ T , deg(t) = 1.
The graph G ′ can be obtained by doing the same trick as in the proof of Lemma 7.5. For every vertex u ∈ U j , if deg Ei (u) − ⌊C i,j ⌋ = z > 0, then we "split" u into z + 1 vertices u ′ , s 1 , . . . , s z , where
• deg Ei (s 1 ) = · · · = deg Ei (s z ) = 1, and for all other
We can do similar operation to the vertices in v ∈ V k . Since G satisfies condition 5, there is no edge between vertices in S and T . We also further partition S = S 1 ∪ · · · ∪ S ℓ and T = T 1 ∪ · · · ∪ T ℓ , where each S i and T i contains the vertices whose deg Ei = 1. Stage 3. Stage 3 is as follows. For each i = 1, . . . , ℓ, if there are an edge (s, v) ∈ E i and an edge (u, t) ∈ E i , for some s ∈ S i , v ∈ V k , u ∈ U j , t ∈ T i , we do the following.
• We delete the two edges (s, v) and (u, t) from E i , as well as the vertices s and t.
• We add an edge (u, v) into E i .
• If there is already an existing edge (u, v) ∈ E 1 ∪ · · · ∪ E ℓ , adding another (u, v) may result in "parallel" edges. However, sinceM ,N is big enough with respect to C, D, and in particular, Inequality 1 holds, we can apply the same trick as in the proof of Theorem 7.4 to get rid of the parallel edge, while preserving the degree of the vertices.
We repeatedly do this until for each i = 1, . . . , ℓ either S i = ∅, or T i = ∅. In particular, the following holds.
Recall that i ∈ I 0 means thatM · ⌊c i ⌋ =N · ⌊d i ⌋, which implies that the initial sets S i , T i have the same cardinality. Since we always delete a pair of vertices s, t from S i , T i , respectively, we have at the end S i = T i = ∅.
• Likewise, if i ∈ I 1 , then S i = 0. This is becauseM · ⌊c i ⌋ >N · ⌊d i ⌋, implies that initially |T i | > |S i |, which further implies that at the end S i = ∅.
By symmetrical reasoning, if i ∈ I 2 , then T i = 0.
From here, we will "merge" back the vertices in T with vertices in V . This is done as follows. For each vertex u ∈ U adjacent by E i -edges to, say, z vertices in T , we pick z vertices v 1 , . . . , v z from the set
Such z vertices exist by Inequality 2 (becauseM ,N are big enough w.r.t. C, D). We delete those z vertices in T , and connect u to each of v 1 , . . . , v z by E i -edges. We do this until the set T is empty.
In a similar manner, we can merge back the vertices in S with vertices in U , where the existence of the vertices v 1 , . . . , v z is guaranteed by Inequality 3. The resulting graph is (C(I 0 ∪ I 1 ), D(I 0 , I 2 ))-biregular graph, which by Lemma 7.5 the formula implies that BiREG C(I0∪I2),D(I0∪I1) (M ,N ) holds. This completes our proof of Theorem 7.6.
The notion of partial bipartite graphs
In this subsection we are going to generalise Theorem 7.6 to the case when it is possible that one of the inequalities 1 and 2 does not hold. The idea is that those numbers (for which the inequalities do not hold) are hard coded into the Presburger formula. For this, we introduce the notion of partial graph.
An ℓ-type partial bipartite graph is a tuple P = (C, D, S, T, f, g), where
• C ∈ B ℓ×m and D ∈ B ℓ×n ,
• S is a finite set of vertices (possibly empty),
• T is a finite set of vertices (possibly empty),
Obviously, if S or T is empty, then f or g, respectively, is also an "empty" function. In the following the term partial graph always means partial bipartite graph. A completion of the partial graph
When it is clear from the context, we also call U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n the witness of the (C, D)-biregularity. Note that when both S and T are empty, then the completions of the partial graph P are simply (C, D)-biregular graphs.
We need a few additional notations.
Let C ∈ B ℓ×m . We define a matrix ξ(C) ∈ B ℓ×(ℓ+1)m as follows.
where each M i is the matrix obtained by repeating the ith column vector of C for ℓ number of times, and substracting the identity matrix I ℓ . Formally,
Lemma 7.7 below essentially states that every partial graph can be reduced into a "smaller" partial graph with the addition of some linear equalities.
Lemma 7.7 Let P = (C, D, S, T, f, g) be a partial graph, where T = ∅. Let t ∈ T . Then the following holds.
(1) For every completion graph G = (U ∪ S, V ∪ T, E 1 , . . . , E ℓ ) of the partial graph P with U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n being the witness of the (C, D)-biregularity, there exists a
with the witness of the (ξ(C), D)-biregularity being
(2) Visa versa, for every completion graph
being the witness of the (C, D)-biregularity, and
Proof. Let P = (C, D, S, T, f, g) be a partial graph, where T = ∅ and t ∈ T . First, we prove part (1). Let G = (U ∪ S, V ∪ T, E 1 , . . . , E ℓ ) be a completion graph of P with U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n being the witness of the (C, D)-biregularity. For each j = 1, . . . , m, we partition U j into
• U ′ j be the set of vertices in U j that are not adjacent to the vertex t, • for each i = 1, . . . , ℓ, U ′ i,j is the set of vertices in U j adjacent to t via E i -edges. Now deleting the vertex t and all its adjacent edges, we obtain the desired completion graph
The desired completion graph G = (U ∪ S, V ∪ T, E 1 , . . . , E ℓ ) of the partial graph P can be obtained as follows. We put the vertex t back inside T . Then, for each i = 1, . . . , ℓ and for each j = 1, . . . , m, we connect t with every vertex u ∈ U ′ i,j with E i -edge. This way we obtain the completion graph G with U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n being the witness of the (C, D)-biregularity, and
This completes our proof of Lemma 7.7.
Following Lemma 7.7 above, we show that every partial graph can be translated into a Presburger formula that captures any of its completion, as stated in the following theorem.
Theorem 7.8 For every partial graph P = (C, D, S, T, f, g), we can construct a Presburger formula Ψ P (X,Ȳ ) such that for everyM andN big enough w.r.t. C, D, the following holds. There exists a completion graph
Proof. Let P = (C, D, S, T, f, g) be a partial graph. If the matrix C is empty, there are only finitely many completion of P. In this case Ψ P simply contains the enumeration the sizes of all possible completions of P. We can define Ψ P in a similar manner when D is empty. Now suppose both the matrices C and D are not empty. The construction of Ψ P is done inductively as follows. The base case is S ∪ T = ∅, in which case Ψ P is defined as follows.
where BiREG C,D (X,Ȳ ) is as defined in Theorem 7.6.
Towards the induction step, let S ∪ T = ∅. Suppose T = ∅ and t ∈ T . (The case when S = ∅ can handled in a symmetrical manner.)
We define Ψ P (X,Ȳ ) as follows.
where P ′ = (ξ(C), D, S, T \ {t}, f, g ′ ) and g ′ is the function g restricted to T \ {t}. By Theorem 7.6 in the previous section, the correctness of the base case is established. The induction step follows from Lemma 7.7, and hence, shows that the formula Ψ P is the desired formula. This completes our proof of Theorem 7.8.
7.5 Constructing the formula BiREG C,D (X,Ȳ ) for Theorem 5.1
We need the following notions. Let C ∈ B ℓ×m and D ∈ B ℓ×n . We say that a partial graph
) is compatible with (C, D) with respect to a subset I ⊆ {1, . . . , m} and a subset J ⊆ {1, . . . , n}, and the partitions S = S 1 ∪ · · · ∪ S m ′′ and T = T 1 ∪ · · · ∪ T n ′′ , if the following four conditions hold.
• C ′ ∈ B ℓ×m ′ is obtained by deleting the columns I in C.
′ is obtained by deleting the columns J in D.
• Let C ′′ ∈ B ℓ×m ′′ be the matrix whose columns are the columns I in C where m ′′ = m − m ′ . The matrix C ′′ is simply the matrix form of the function f . That is, for each k = 1, . . . , m ′′ , for every vertex s ∈ S k , for every i = 1, . . . , ℓ, f (s,
′′ be the matrix whose columns are the columns J in D where n ′′ = n − n ′ . The matrix D ′′ is simply the matrix form of the function g. That is, for each k = 1, . . . , n ′′ , for every vertex t ∈ T k , for every i = 1, . . . , ℓ, g(t, E i ) = D ′′ i,k . For a subset I ⊆ {1, . . . , m}, and a variable vectorX = (X 1 , . . . , X ℓ ), we writeX I to denote the variables obtained by deleting X i whenever i ∈ I. We can defineȲ J similarly when J ⊆ {1, . . . , n} andȲ = (Y 1 , . . . , Y n ).
The formula BiREG C,D (X,Ȳ ) as as required in Theorem 5.1 is as follows. The correctness of the formula BiREG C,D follows immediately from the correctness of the formula Ψ P in Theorem 7.8. This completes our proof of Theorem 5.1.
7.6
Constructing the formula COMP-BiREG C,D (X,Ȳ ) for Theorem 5.2
We start with Lemma 7.9 which essentially states that if there exists a (C, D)-biregular-complete graph of "big enough" size, then for every column i in C and every column j in D, there is a row l such that both C l,i , D l,j ∈ ◮ N. This means that a (C, D)-biregular-complete graph G = (U, V, E 1 , . . . , E ℓ ) of "big enough" size (M ,N ), then we can connect every pair of vertices u ∈ U and v ∈ V with one of the edges without violating the (C, D)-biregularity. If G is a complete bipartite graph, then for every i ∈ {1, . . . , m} and j ∈ {1, . . . , n}, there exists l ∈ {1, . . . , ℓ} such that both C l,i , D l,j ∈ ◮ N.
Proof. Let C ∈ B ℓ×m and D ∈ B ℓ×n , and G = (U, V, E 1 , . . . , E ℓ ) be a (C, D)-biregular-complete graph, where U = U 1 ∪ · · · ∪ U n and V = V 1 ∪ · · · ∪ V n are the witness of the (C, D)-biregularity. Suppose each |U i | and |V j | satisfy the inequality above.
For the sake of contradiction, we assume that that there exist i, j ∈ {1, . . . , m} such that for all l ∈ {1, . . . , ℓ}, either C l,i ∈ N or D l,j ∈ N. This means that for each l ∈ {1, . . . , ℓ}, the number of E l -edges between U i and V j is |U i |C l,i , if C l,i ∈ N, or |V j |D l,j , if D l,j ∈ N. For each l = 1, . . . , ℓ,
Now the total number of edges between U i and V j must be 1≤l≤ℓ K l , which must be equal to |U i | × |V j | since G is a complete bipartite graph. However, from the inequality |U i |, |V j | ≥ ⌊C⌋ ·1 + ⌊D⌋ ·1 + 1, a straightforward calculation shows that K is strictly less than |U i |×|V j |, a contradiction. Therefore, for every i ∈ {1, . . . , m} and j ∈ {1, . . . , n}, there exists l ∈ {1, . . . , ℓ} such that both C l,i , D l,j ∈ ◮ N. This completes the proof of our lemma.
We say that a pair of matrices (C, D) ∈ B ℓ×m × B ℓ×n is an easy pair of matrices, if for every i ∈ {1, . . . , m} and j ∈ {1, . . . , n} there exists l ∈ {1, . . . , ℓ} such that both C l,i , D l,j ∈ ◮ N. Lemma 7.10 says that if (C, D) is an easy pair of matrices, then the formula BiREG C,D (X,Ȳ ) as defined in Subsection 7.5 is sufficient as the required formula COMP-BiREG C,D (X,Ȳ ) in Theorem 5.2. N ) . This graph G is not necessarily complete. So suppose U = U 1 ∪ · · · ∪ U m and V = V 1 ∪ · · · ∪ V n is the witness of the (C, D)-biregularity. If G is not complete, then we perform the following. For every u ∈ U and v ∈ V such that (u, v) / ∈ E 1 ∪ · · · ∪ E ℓ , we do the following.
• Let u ∈ U i and v ∈ V j .
• Pick an index l ∈ {1, . . . , k} such that C l,i , D l,j ∈ ◮ N. (Such an index l exists since (C, D) is an easy pair.)
• Connect u and v with an E l -edge.
The resulting graph is now complete and still (C, D)-biregular. This completes our proof of Lemma 7.10.
If (C, D)
is not an easy pair, then by Lemma 7.9, the values in the entries (inX andȲ ) corresponding to the columns in C and D that make them not an easy pair must be bounded. These values can be encoded as partial graphs as described in the previous section. This completes our proof of Theorem 5.2.
set of binary relations used in φ and that ← − R i is the inversed relation of R i . Let K be the integer such that for all subformulae ♦ 
and
Theorem 2.1 can be further generalised as follows. Let P = (P 1 , . . . , P l ), where P 1 , P 2 , . . . , P l are unary predicates. Define the image of a structure A as Image P (A) = (|P A 1 |, . . . , |P A l |). We also define the image of a formula ϕ with predicates from P as Image P (ϕ) = {Image P (A)|A |= ϕ}. It must be noted here that P A 1 , . . . , P A l are not necessarily disjoint, and that they may not cover the whole domain A. For this reason, the notion of image is more general than the notion of manysorted spectrum which requires the unary predicates to partition the whole domain. With a slight adjustment in our proof in Section 6, we can obtain the following two corollaries.
Corollary 9.1 Let φ ∈ C 2 and P = (P 1 , . . . , P l ), where P 1 , . . . , P l be a set of unary predicates in φ. The set {Image P (A) | A |= φ} is semilinear.
Corollary 9.2 Let P = (P 1 , . . . , P l ). The following problem is decidable. Given a C 2 formula φ and a Presburger formula Ψ(x 1 , . . . , x l ), determine whether there exists a structure A |= φ such that Ψ(Image P (A)) holds.
There are still a few more questions that we would like to investigate for future work. The first natural question is: how can be C 2 extended while keeping decidability? Using three variables (FO 3 ) one can easily encode a grid; therefore, the satisfiability problem is no longer decidable (and thus the image membership problem). However, we could extend C 2 by giving access to a relation having a property which is undefinable in C 2 , such as transitivity. In particular, C 2 (<), that is, the logic C 2 with access to a total order on the universe, seems powerful: Petri net reachability [29, 23, 24] reduces to image membership for C 2 (<) formulae. We do not know whether a reduction exists in the other direction. Another possible extension is to add an equivalence relation to C 2 .
