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We describe how to ﬁnd the general solution of thematrix equation
XA + AXT = 0, with A ∈ Cn×n, which allows us to determine the
dimension of its solution space. This result has immediate appli-
cations in the theory of congruence orbits of matrices in Cn×n,
because the set {XA + AXT : X ∈ Cn×n} is the tangent space at A
to the congruence orbit of A. Hence, the codimension of this orbit is
precisely the dimension of the solution space of XA + AXT = 0. As
a consequence, we also determine the generic canonical structure
of matrices under the action of congruence. All these results can be
directly extended to palindromic pencils A + λAT .
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in the solution of the matrix equation
XA + AXT = 0, (1)

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where A ∈ Cn×n is a given matrix. This equation is apparently similar to the particular Sylvester equa-
tion XA − AX = 0, whose solutions are well known [11, Chapter VIII, Sections 1 and 2], [15, Section
4.4]. However, the transposition of the unknown X in (1) leads to a completely different problem.
A tentative approach to reduce (1) to a Sylvester equation, for A nonsingular, may be the following:
from (1) we have X = −AXTA−1 and, by transposition, we get XT = −A−TXAT . Now, substitute this
expression for XT in (1) and obtain XA − AA−TXAT = 0, which is equivalent to the Sylvester equation
XB − BX = 0, (2)
with B = AA−T . Hence, if X is a solution of (1), then X is solution of (2). But the converse is not true
in general. Consider, for instance, A = I: in this case, every X ∈ Cn×n is a solution of (2) whereas only
skew-symmetric matrices are solutions of (1).
The relationship between Eq. (1) and the Sylvester equation XA − AX = 0 goes further than looking
similar. To showthis relationship letusﬁrst recall thenotionsof congruenceand similarity. Twomatrices
A, B ∈ Cn×n are said tobe congruent1 if there exists anonsingularmatrixP ∈ Cn×n such thatPAPT = B,
and they are said to be similar if there exists a nonsingular P ∈ Cn×n such that PAP−1 = B. Accordingly,
the actions
GL(n,C) × Cn×n −→ Cn×n
(P, A) −→ PAPT and
GL(n,C) × Cn×n −→ Cn×n
(P, A) −→ PAP−1
of the general linear group of nonsingular n × n matrices, GL(n,C), on Cn×n are called, respectively,
the action of congruence and the action of similarity. Also, the orbits associated with these actions will
be called, respectively, the congruence orbits and the similarity orbits. It is well known that these orbits
are differentiable manifolds in the vector space Cn×n [3] and that the set [5]{
XA − AX : X ∈ Cn×n
}
is the tangent space to the similarity orbit of A at the point A. This means that the dimension of
the set of solutions of the Sylvester equation XA − AX = 0 is the codimension of the similarity orbit
of A. Something similar occurs with Eq. (1) and the action of congruence. The congruence orbit of
A ∈ Cn×n is
O(A) =
{
PAPT : P ∈ Cn×n nonsingular
}
.
Since this orbit is a differentiablemanifold, its tangent space iswell deﬁnedandhas the samedimension
at each point of the orbit. At the point A, the tangent space of O(A) is [14]{
XA + AXT : X ∈ Cn×n
}
.
As a consequence, the codimension of the orbit O(A) is precisely the dimension of the solution space
of the matrix equation (1).
In this work we compute the dimension of the solution space of (1) and describe how to ﬁnd
this solution space through the following procedure: (a) we show how the solution space of (1) is
transformed under congruence of A and prove that its dimension remains invariant; (b) we transform
A into its canonical form for congruence [17] (see also [18,23]); and, (c)we solve Eq. (1) for the canonical
form of A. In terms of orbits, the invariance under congruence of A of the dimension of the solution
space of (1) is equivalent to the fact that the dimension of the tangent space of O(A) is the same at all
points of the orbit.
We want to emphasize that congruence of matrices is nowadays a subject related to important
applications, since it is the base of structure preserving numerical methods for solving the eigenvalue
problem of palindromic pencils A + λAT . These eigenvalue problems arise in a number of applications
and are receiving a considerable attention in the last years (see, for instance [13,19,21,22] and the
references therein). In this context, the congruence orbit of A ∈ Cn×n can be identiﬁed with the
1 Some authors refer to this deﬁnition as T-congruence to avoid confusion with ∗-congruence, i.e., PAP∗ = B. Since there is no
risk of confusion in this paper, we have preferred to use only “congruence” for simplicity.
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congruence orbit of the palindromic pencil A + λAT and the codimensions of both orbits are the
same. For matrix pencils, the congruence relation is deﬁned in a similar way as for matrices: given
A, B, C, D ∈ Cn×n, the matrix pencils A + λB and C + λD are congruent if there exists a nonsingular
P ∈ Cn×n such that P(A + λB)PT = C + λD. Note that the congruence relation in matrix pencils is a
particular case of the strict equivalence relation as deﬁned in [11, Chapter XII].
The theory of orbits of matrices by similarity and matrix pencils by strict equivalence is a classical
area of research with an intense activity in the last decades (see, for instance, [1,2,5–10,12,24] and
the references therein). One of the most relevant applications of this theory has been the recent
development of reliable numerical algorithms for computing the Jordan Canonical form of matrices
and the Kronecker Canonical form of matrix pencils [9,20], where several questions related to orbits,
as their dimensions, their genericity and their inclusion relationships, have played a paramount role.
By contrast none of these problems has been yet considered for orbits of matrices by congruence, and
this paper can be seen as a very ﬁrst step where the codimension of matrix orbits by congruence
is computed. The knowledge of these codimensions may have different applications but, for brevity,
here wewill restrict to determine the highest possible dimension of a congruence orbit and, using this
and the concept of bundle for the action of congruence, we will show what is the generic canonical
structure of a matrix by congruence. This will be extended to palindromic pencils.
We emphasize the lack of references on Eq. (1),which is in stark contrastwith the abundant bibliog-
raphy about Sylvester equation.We have not found any explicit reference to Eq. (1). The only reference
somewhat related is [4], where the author solves ATX ± XTA = B in terms of a certain generalized
inverse of A. In the last part of [4], the equation AX − XTC = B is introduced as a generalization of
ATX − XTA = B and the author comments: “I don’t know of a simple explicit solution to this equation at
present".
Finally, observe that Eq. (1) looks like XA + AX∗ = 0, where X∗ denotes the conjugate transpose
of X . However, this equation is not linear in C (though it is linear in R) whereas Eq. (1) is. So, the
solution of XA + AX∗ = 0 presents important differences with respect (1) and will be addressed in a
subsequent paper.
The paper is organized as follows. Section 2 presents some preliminaries and introduces the canon-
ical form for congruence [17]. A summary of the main results is presented in Theorem 2 in Section
3, whose proof is developed in Sections 4 and 5, where the solution of Eq. (1) is found. In Section 6
we obtain the lowest possible codimension for a congruence orbit in Cn×n and determine the generic
canonical structure under congruence for matrices and palindromic matrix pencils. Conclusions and
lines of future research are included in Section 7. Finally, a technical result needed in the paper is
proved in Appendix A.
2. Canonical form for congruence and tangent space
Our approach to ﬁnd the solution space of (1) and its dimension is based on Lemma 1.
Lemma 1. Let A, B ∈ Cn×n be two congruent matrices such that B = PAPT . Let Y ∈ Cn×n and X :=
P−1YP. Then Y is a solution of YB + BYT = 0 if and only if X is a solution of XA + AXT = 0. Therefore
the linear mapping Y → P−1YP is an isomorphism between the solution space of YB + BYT = 0 and the
solution space of XA + AXT = 0, and, as a consequence, both spaces have the same dimension.
Proof. Let A, B, P, Y , X ∈ Cn×n be as in the statement. Then
YB + BYT = YPAPT + PAPTYT = PXAPT + PAXTPT = P(XA + AXT )PT .
Hence,YB + BYT = 0 if andonly ifXA + AXT = 0. Clearly themappingY → P−1YP is linear, surjective
and injective and the result follows. 
Lemma 1 shows that the dimension of the solution space of Eq. (1) is invariant under congruence of
A. It also showshow to obtain the solution space of (1) forA from the solution space of (1) for anymatrix
congruent to A. Then, to solve (1) we will reduce A to its canonical form under congruence, denoted
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by CA, and we will solve (1) with CA instead of A. We consider the canonical form for congruence as
it appears in Ref. [17] by Horn and Sergeichuk, where the authors provide an explicit matrix method
to determine CA, at least theoretically. This canonical form was originally introduced by Sergeichuk in
[23] for matrices over any ﬁeld Fwith characteristic not 2 up to classiﬁcation of Hermitian forms over
ﬁnite extensions of F (see also the Refs. [16,18] by these authors).
In order to recall the canonical form for congruence, let us deﬁne the following k × k matrices as
in [17]
k =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 (−1)k+1
q (−1)k
−1 q
1 1
−1 −1
1 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (1 = [1]), (3)
and the k × k Jordan block with eigenvalue λ
Jk(λ) =
⎡⎢⎢⎢⎢⎢⎣
λ 1 0
λ
. . .
. . . 1
0 λ
⎤⎥⎥⎥⎥⎥⎦ (J1(λ) = [λ]). (4)
Also, we deﬁne, for each μ ∈ C, the 2k × 2k matrix
H2k(μ) =
[
0 Ik
Jk(μ) 0
] (
H2(μ) =
[
0 1
μ 0
])
. (5)
Theorem 1 (Canonical form for congruence [17, Theorem 1.1]). Each square complexmatrix is congruent
to a direct sum, uniquely determined up to permutation of summands, of canonical matrices of the three
types:
Type 0 Jk(0)
Type I k
Type II
H2k(μ), 0 /= μ /= (−1)k+1
μ is determined up to replacement by μ−1
(6)
Lemma 2 establishes the connection between equation (1) and the tangent space to the orbit of A
by congruence that was discussed in Section 1.
Lemma 2. Let A ∈ Cn×n be given and let O(A) be the orbit of A under the action of congruence. Then the
tangent space of O(A) at A is
TA =
{
XA + AXT : X ∈ Cn×n
}
. (7)
Proof. We follow the same proof as the one in [5, p. 71] for the action of similarity. Consider the
congruence of A by I + δX , where δ is a small scalar. This yields
(I + δX)A(I + δX)T = A + δ(XA + AXT ) + O(δ2),
and the result follows. 
Lemma 2 is proved also in [14] using a longer proof. We have included here a proof for complete-
ness. As a consequence of Lemma 2, the dimension of the solution space of (1) is the codimension of
O(A). This motivates Deﬁnition 1 that allows us to be more concise in the rest of the paper.
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Deﬁnition 1. Let A ∈ Cn×n. The codimension of A is the codimension of its orbit by congruence O(A)
(this codimension coincides with the dimension of the solution space of XA + AXT = 0).
3. Main results
The codimension of any matrix A ∈ Cn×n is equal to the codimension of its canonical form for
congruence CA, which is a certain direct sumof the canonical blocks of Type 0, I and II in Theorem1. The
codimension of CA is a sum of terms coming from two sources: (a) the codimension of each individual
canonical block in CA; and, (b) the codimension due to interactions between pairs of canonical blocks
in CA. To understand this fact, let us consider equation (1) with A being a direct sum of two square
diagonal blocks D1 and D2. If we partition the unknown matrix X accordingly to the partition of the
matrix A, then (1) is equivalent to[
X11 X12
X21 X22
] [
D1 0
0 D2
]
+
[
D1 0
0 D2
] [
XT11 X
T
21
XT12 X
T
22
]
= 0, (8)
and, equating by blocks, this is equivalent to the system of matrix equations
X11D1 + D1XT11 = 0
X22D2 + D2XT22 = 0
X21D1 + D2XT12 = 0
X12D2 + D1XT21 = 0.
(9)
Then X11 and X22 are solutions of Eq. (1) with A replaced, respectively, by D1 and D2, and X12, X21
are solutions of the system of two matrix equations given by the last two equations of (9). Hence,
the codimension of
[
D1 0
0 D2
]
is given by the sum of three terms: (i) the dimension of the solution
space of X11D1 + D1XT11 = 0, i.e., the codimension of D1; (ii) the dimension of the solution space of
X22D2 + D2XT22 = 0, i.e., the codimension of D2; and (iii) the dimension of the solution space of the
system of two equations X21D1 + D2XT12 = 0 and X12D2 + D1XT21 = 0 for the unknowns X21 and X12.
This motivates the following deﬁnition.
Deﬁnition 2. Let M ∈ Cm×m and N ∈ Cn×n. Then the interaction between M and N, denoted by
inter(M, N), is the dimension of the solution space of the linear system
XM + NYT = 0
YN + MXT = 0, (10)
for the unknowns X ∈ Cn×m and Y ∈ Cm×n.
The 2 × 2 block diagonal case considered in (8) and (9) can be directly extended to any number of
diagonal blocksD = diag(D1, D2, . . . , Dp) in such away that the codimension ofD is given by Lemma3.
Lemma 3. The codimension of the block diagonal matrix D = diag(D1,D2, . . . ,Dp) is the sum of the
codimensions of the diagonal blocks Di for all i = 1, . . . , p, and the sum of the interactions between Di and
Dj for all i < j.
The calculation of the codimensions of the individual canonical blocks in Theorem 1 is the subject
of Section 4, and interactions between pairs of canonical blocks are considered in Section 5. In these
sections we also show how to ﬁnd the solutions of the equations related to codimensions and inter-
actions of canonical blocks, which provides a theoretical way to solve (1) assuming that a nonsingular
matrix P such that CA = PAPT is known. In Theorem 2, we state how to compute the codimension of a
matrix A as a consequence of the results in Sections 4 and 5. Here and hereafter, given a real number
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q, q (resp. q	) is the largest (resp. smallest) integer that is less (resp. greater) than or equal to q. In
addition, we will use the symbol ⊕ for the direct sum of matrices, i.e., A ⊕ B = diag(A, B).
Theorem 2 (Breakdown of the Codimension Count). Let A ∈ Cn×n be a matrix with canonical form for
congruence
CA= Jp1(0) ⊕ Jp2(0) ⊕ · · · ⊕ Jpa(0)
⊕ q1 ⊕ q2 ⊕ · · · ⊕ qb
⊕ H2r1(μ1) ⊕ H2r2(μ2) ⊕ · · · ⊕ 0H2rc (μc),
where p1  p2  · · · pa. Then the codimension of the orbit of A for the action of congruence, i.e., the
dimension of the solution space of (1), depends only on CA. It can be computed as the sum
cTotal = c0 + c1 + c2 + c00 + c11 + c22 + c01 + c02 + c12
whose components are given by:
1. The codimension of the Type 0 blocks
c0 =
a∑
i=1
⌈
pi
2
⌉
.
2. The codimension of the Type I blocks
c1 =
b∑
i=1
⌊
qi
2
⌋
.
3. The codimension of the Type II blocks
c2 =
c∑
i=1
ri + 2
∑
j
⌈
rj
2
⌉
,
where the second sum is taken over those blocks H2rj((−1)rj) in CA.
4. The codimension due to interactions between Type 0 blocks
c00 =
a∑
i, j = 1
i < j
inter(Jpi(0), Jpj(0)),
where
inter(Jpi(0), Jpj(0)) =
⎧⎨⎩
pj, if pj is even,
pi, if pj is odd and pi /= pj,
pi + 1, if pj is odd and pi = pj.
5. The codimension due to interactions between Type I blocks
c11 =
∑
min{qi, qj},
where the sum runs over all pairs of blocks (qi ,qj), i < j, in CA such that qi and qj have the same
parity (both odd or both even).
6. The codimension due to interactions between Type II blocks
c22 = 2
∑
min{ri, rj} + 4
∑
min{rs, rt},
where theﬁrst sumis takenoverall pairs (H2ri(μi), H2rj(μj)), i < j, of blocks inCA such that “μi /= μj
and μiμj = 1” or μi = μj /= ±1; and the second sum is taken over all pairs (H2rs(μs), H2rt (μt)),
s < t, of blocks in CA such that μs = μt = ±1.
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7. The codimension due to interactions between Type 0 and Type I blocks
c01 = Nodd ·
b∑
i=1
qi,
where Nodd is the number of Type 0 blocks with odd size in CA.
8. The codimension due to interactions between Type 0 and Type II blocks
c02 = Nodd ·
c∑
i=1
2ri,
where Nodd is the number of Type 0 blocks with odd size in CA.
9. The codimension due to interactions between Type I and Type II blocks
c12 = 2
∑
min{k, },
where the sum is taken over all pairs (k, H2((−1)k+1)) of blocks in CA.
The codimension of congruence orbits in Theorem 2 is much more complicated than the codi-
mension of similarity orbits of matrices (compare with [1, p. 35] or [5, Theorem 2.1]). Theorem 2 is
complicated due to the possible presence in CA of blocks Jk(0) (in particular, the ones with odd size)
and to the possible presence of the special Type II blocks H2k((−1)k). But for most matrices, these
blocks are not in the canonical form for congruence2 and then the codimension count ismuch simpler.
This is stated in Corollary 1,whose proof is omitted since follows directly from Theorem2. In Corollary
1,we need to separate Type I blocks of even and odd sizes, and group together the Type II blocks with
the same μ value (recall that Type II blocks in Theorem 1 are determined up to replacement of μ by
1/μ).
Corollary 1. Let A ∈ Cn×n be nonsingular with canonical form for congruence
CA =
t⊕
i=1
H(μi) ⊕
gt+1⊕
k=1
2rt+1,k ⊕
gt+2⊕
k=1
2rt+2,k+1 , with |μi| /= 1,μi /= μj ,μi /= 1/μj if i /= j,
where
H(μi) = H2ri,1(μi) ⊕ H2ri,2(μi) ⊕ · · · ⊕ H2ri,gi (μi), for i = 1, . . . , t,
and ri,1  ri,2  · · · ri,gi for i = 1, 2, . . . , t + 2. Then the codimension of the orbit of A for the action of
congruence is
cTotal = gt+2(gt+2 − 1)
2
+
t+2∑
i=1
(
ri,1 + 3 ri,2 + 5 ri,3 + · · · + (2gi − 1) ri,gi
)
. (11)
Eq. (11) resembles the codimension count for similarity orbits given in [1, p. 35] and [5, Theorem
2.1]. Moreover, recall that if A is nonsingular, then the blocks in the canonical form for congruence of A
are in one-to-one correspondence with the blocks in the Jordan canonical form of the cosquare A−TA
[17, p. 1016]. More precisely, each Type I block k of A is in one-to-one correspondence with a block
Jk((−1)k+1) in the Jordan canonical form of A−TA, and each Type II block H2k(μ) of A is in one-to-one
correspondencewith a pair of blocks Jk(μ) ⊕ Jk(μ−1) in the Jordan canonical formof A−TA. Therefore,
it is tempting to think that for a nonsingular A ∈ Cn×n, the codimension of the congruence orbit of
A could be obtained from the well-known codimension of the similarity orbit of A−TA. A general rule
for doing this does not seem possible even in simple cases. For instance, the codimension of a single
2 × 2 Type II blockH2(3) is 1, whereas the codimension of the similarity orbit of the associated Jordan
2 Note that only singular matrices have Type 0 blocks in the canonical form for congruence.
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blocks J1(3) ⊕ J1(1/3) is 2, i.e., double than for congruence. However, the congruence codimension
of H10(−1) is 11, while the codimension of the associated Jordan blocks J5(−1) ⊕ J5(−1) is 20. A
more striking example is A = In = 1 ⊕ 1 ⊕ · · · ⊕ 1: the codimension of the congruence orbit
is n(n − 1)/2, while the codimension of the similarity orbit is n2 (dimension 0). Observe that the
orbits by congruence and by similarity of In are, respectively, Ocong(A) = {PPT : P invertible} and
Osim(A) = {In}. This example clearly shows that there is no a one-to-one correspondence between the
elements in the congruence orbit of A and those in the similarity orbit of A−TA.
4. Codimension of canonical blocks
In this section we compute the codimension of the Type 0, I and II blocks in the canonical form for
congruence given in Theorem 1 and show how to ﬁnd the solution of the corresponding equations (1).
This section and the next one are of a technical nature and include many details that can be skipped
in a ﬁrst reading. The main results obtained in Sections 4 and 5 are stated in a series of lemmas that
have already been summarized in Theorem 2.
4.1. Type 0 blocks
Lemma 4. The codimension of an individual Type 0 block is
codim(Jk(0)) =
⌈
k
2
⌉
.
Proof. We want to calculate the dimension of the solution space of the matrix equation
XJk(0) + Jk(0)XT = 0. (12)
If we set X = [xij]ki,j=1, then (12) is equivalent to⎡⎢⎢⎢⎣
0 x11 . . . x1,k−1
0 x21 . . . x2,k−1
...
...
...
0 xk1 . . . xk,k−1
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
x12 x22 . . . xk2
...
...
...
x1k x2k . . . xkk
0 0 . . . 0
⎤⎥⎥⎥⎦ = 0k×k,
and this is in turn equivalent to the following system of equations
(a) x12 = x13 = · · · = x1k = 0,
(b) xk1 = xk2 = · · · = xk,k−1 = 0,
(c) xi,j−1 + xj,i+1 = 0, for i = 1, . . . , k − 1 and j = 2, . . . , k.
Now, if we write (c) above for the index j + 1 instead of j and, on the other hand, for indices i = j + 1
and j = i + 2, we achieve
xij = −xj+1,i+1 = xi+2,j+2, for i = 1, . . . , k − 2, j = 1, . . . , k − 2. (13)
This implies, inparticular, that thematrixX is completelydeterminedby its ﬁrst two rowsandcolumns.
Next we will prove that, in fact, X is completely determined only by x22, x23, . . . , x2k . To this purpose,
we prove that the remaining entries of the ﬁrst two rows and columns ofX are knownor determined by
x22, x23, . . . , x2k . By (c) above (with j = 2), xi1 = −x2,i+1, for i = 1, . . . , k − 1. Also, (a) and (c) (with
i = 1) together imply xi2 = 0, for i = 3, . . . , k, and, by (a) and (b) we have xk1 = 0 and x1j = 0 for
j = 2, . . . , k. Hence, we conclude that X is completely determined by the entries x22, x23, . . . , x2k .
Next, we ﬁnd which entries among x22, x23, . . . , x2k are necessarily zero. Starting from the last row
of X and the set of equations (b) above, we apply (13) upwards recursively to get, for the off-diagonal
entries of the ﬁrst column of X
0 = xk−2,1 = xk−4,1 = xk−6,1 = · · ·
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and this in turn implies
0 = x2,k−1 = x2,k−3 = x2,k−5 = · · ·
Hence, we conclude that if k is even, then x2,k−1 = x2,k−3 = · · · = x23 = 0, and that, if k is odd, then
x2,k−1 = x2,k−3 = · · · = x24 = 0. Notice that x2k remains in both cases as a free parameter.
Therefore X must be of the form
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 0 0 0 0 0 . . . 0
0 −x1 0 x2 0 x3 . . . x k
2−x2 0 x1 0 0 0 . . . 0
0 0 0 −x1 0 x2 . . . x k
2
−1
−x3 0 −x2 0 x1 0 . . . 0
...
...
...
...
...
...
. . .
...
−x k
2
0 −x k
2
−1 0 −x k
2
−2 0 . . . 0
0 0 0 0 0 0 . . . −x1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k even),
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1 0 0 0 0 . . . 0
−x2 −x1 x2 0 x3 . . . x k+1
2
0 0 x1 0 0 . . . 0
−x3 0 −x2 −x1 x2 . . . x k−1
2
...
...
...
...
...
. . .
...
−x k+1
2
0 −x k−1
2
0 −x k−3
2
. . . x2
0 0 0 0 0 . . . x1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(k odd),
for some parameters x1, x2, . . . , x k
2
	. On the other hand, every matrix X as the one above is a solution
of (12) because it satisﬁes conditions (a), (b), and (c). Then the general solution of (12) depends on  k
2
	
free parameters. 
4.2. Type I blocks
Lemma 5. The codimension of an individual Type I block is
codim(k) =
⌊
k
2
⌋
.
Proof. We want to calculate the number of linearly independent solutions of
Xk = −kXT . (14)
We will consider separately the cases k even and k odd. The argument is the same in both cases with
minor variations. For brevity, we present with detail the even case, while for k odd we only show the
ﬁnal result.
k even. Set X = [xij]ki,j=1. Equating entries in (14) we get for k even⎡⎢⎢⎢⎢⎢⎣
x1k x1k − x1,k−1 −x1,k−1 + x1,k−2 . . . x12 − x11
x2k x2k − x2,k−1 −x2,k−1 + x2,k−2 . . . x22 − x21
...
...
...
...
xkk xkk − xk,k−1 −xk,k−1 + xk,k−2 . . . xk2 − xk1
⎤⎥⎥⎥⎥⎥⎦
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=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
x1k x2k . . . xkk
−x1k − x1,k−1 −x2k − x2,k−1 . . . −xkk − xk,k−1
x1,k−1 + x1,k−2 x2,k−1 + x2,k−2 . . . xk,k−1 + xk,k−2
...
...
...
−x12 − x11 −x22 − x21 . . . −xk2 − xk1
⎤⎥⎥⎥⎥⎥⎥⎥⎦ (k even).
For simplicity, we adopt the following convention in the next equations: an entry xpq such that p
does not satisfy 1 p k or q does not satisfy 1 q k is deﬁned as zero. Note that, for 1 i, j k, the
(k − j + 1, i) entries of Xk and −kXT are
(Xk)(k − j + 1, i) = (−1)i(xk−j+1,k−i+2 − xk−j+1,k−i+1)
(−kXT )(k − j + 1, i) = (−1)j(xij + xi,j+1),
and the (i, k − j + 1) entries are
(Xk)(i, k − j + 1) = (−1)k−j+1(−xij + xi,j+1)
(−kXT )(i, k − j + 1) = (−1)k−i+1(xk−j+1,k−i+2 + xk−j+1,k−i+1).
Then, equating the corresponding entries from (14) we get
(−1)i(xk−j+1,k−i+2 − xk−j+1,k−i+1) = (−1)j(xij + xi,j+1)
(−1)k−i+1(xk−j+1,k−i+2 + xk−j+1,k−i+1) = (−1)k−j+1(−xij + xi,j+1). (15)
Now, if we add up and subtract the previous equations we obtain that (15) is equivalent to
(−1)i+1xk−j+1,k−i+1 = (−1)jxij
(−1)ixk−j+1,k−i+2 = (−1)jxi,j+1. (16)
If we write the second equation in (16) for i + 1 instead of i we reach
(−1)i+1xk−j+1,k−i+1 = (−1)jxij
(−1)i+1xk−j+1,k−i+1 = (−1)jxi+1,j+1,
andequating both expressions for (−1)i+1xk−j+1,k−i+1 weobtain xi+1,j+1 = xij , for i, j = 1, . . . , k − 1,
that is, X is a Toeplitz matrix.
On the other hand, if we replace j by k in (15) we have
(−1)k+i(x1,k−i+2 − x1,k−i+1) = xik
(−1)k+i(−x1,k−i+2 − x1,k−i+1) = xik,
and subtracting we conclude that x1,k−i+2 = 0, for i = 2, . . . , k. Since X is Toeplitz this implies that X
is lower triangular.
Now, if we set j = 1 in (15), we get
(−1)i(xk,k−i+2 − xk,k−i+1) = −xi1 − xi2
(−1)i(−xk,k−i+2 − xk,k−i+1) = −xi1 + xi2,
and we sum up these equations to reach
(−1)ixk,k−i+1 = xi1, for i = 1, . . . , k. (17)
For odd i in (17) we have xi1 = −xk,k−i+1. Since, on the other hand, X is a Toeplitz matrix, we have
xi1 = xk,k−i+1. Hence xi1 = 0 for odd i. We have, so far, that if X is a solution of (14) for k even, then it
has the following structure:
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X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
x1 0
0 x1 0
x2 0 x1 0
0 x2 0 x1 0
...
. . .
. . .
. . .
. . .
. . .
x k
2
. . . 0 x2 0 x1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)
for some parameters x1, x2, . . . , x k
2
. Finally, we have to prove that X in (18) is the general solution of
(14), i.e., that any matrix X as in (18), with x1, x2, . . . , x k
2
free parameters, is a solution of (14). For this
purpose, simply check that X in (18) satisﬁes (14).
k odd. The arguments are the same as in the even case and allow us to prove that the general
solution of (14) is
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
x1 0
0 x1 0
x2 0 x1 0
0 x2 0 x1 0
...
. . .
. . .
. . .
. . .
. . .
x k−1
2
. . . 0 x2 0 x1 0
0 x k−1
2
. . . 0 x2 0 x1 0,
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where x1, x2, . . . , x k−1
2
are free parameters. 
4.3. Type II blocks
Lemma 6. The codimension of an individual Type II block is
codim(H2k(μ)) =
{
k + 2
⌈
k
2
⌉
, ifμ = (−1)k
k, otherwise.
Proof. We want to ﬁnd out the number of linearly independent solutions of the equation
XH2k(μ) + H2k(μ)XT = 0. (19)
We begin by partitioning the unknown matrix X conformally with the partition of H2k(μ), that is,
X =
[
X11 X12
X21 X22
]
, where Xij ∈ Ck×k , for i, j = 1, 2. Then (19) is equivalent to
X12Jk(μ) = −XT12, (20)
X21 = −Jk(μ)XT21, (21)
X11 = −XT22, and X22Jk(μ) = −Jk(μ)XT11. (22)
So (19) decouples into the three independent linear systems, (20), (21) and (22), that we will solve
separately.
(i)We startwith (22). Note that (22) is equivalent to X11 = −XT22 and X22Jk(μ) = Jk(μ)X22. By the ﬁrst
equation,X11 is determinedbyX22, sowe justhave to solve theSylvester equationX22Jk(μ) = Jk(μ)X22,
whose general solution can be found in [11, Chapter VIII, Section 1]. It is an arbitrary k × k upper
triangular Toeplitz matrix, that is
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X22 =
⎡⎢⎢⎢⎢⎢⎣
x1 x2 . . . xk
0
. . .
. . .
...
...
. . .
. . . x2
0 . . . 0 x1
⎤⎥⎥⎥⎥⎥⎦ .
(ii) Consider now (20): X12Jk(μ) = −XT12. We will separate the proof in two cases: μ /= (−1)k and
μ = (−1)k .Wehavenot founda simple approach todealwith the caseμ = (−1)k . Itwill be addressed
in Appendix A, where an algorithm to ﬁnd the general solution of X12Jk((−1)k) = −XT12 is presented
and the dimension of its solution space is determined.
 μ /= (−1)k . By Theorem 1,μ /= (−1)k+1, thenμ /= ±1, andμ /= 0. Thematrix Jk(μ) is invert-
ible, so X12 = −XT12Jk(μ)−1. Then XT12 = −Jk(μ)−TX12 and substituting in (20)we conclude that
X12 satisﬁes the Sylvester equation
X12Jk(μ) = Jk(μ)−TX12. (23)
The Jordan canonical form of Jk(μ)
−T is Jk(1/μ). Sinceμ /= μ−1 (μ /= ±1), the unique solution
of (23) is X12 = 0 [11, Chapter VIII, Section 1]. μ = (−1)k . We have X12Jk((−1)k) = −XT12.Wewill see in Appendix A that the general solution
X12 depends on  k2	 free variables.
(iii) Finally, we consider (21): X21 = −Jk(μ)XT21. This equation reduces to the equation X12Jk(μ) =
−XT12 analyzed in (ii) above. To see this, let
R :=
⎡⎣0 1q
1 0
⎤⎦
be the k × k reverse identity. Now, X21 = −Jk(μ)XT21 is equivalent to XT21 = −X21Jk(μ)T and this is in
turn equivalent to (RX21R)
T = −(RX21R)(RJk(μ)TR). Note, ﬁnally, that Jk(μ) = RJk(μ)TR.
As a conclusion of items (i), (ii) and (iii) above, the general solution of (19) is
X =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−x1 0 . . . 0
−x2 −x1 . . .
... X12
...
. . .
. . . 0
−xk . . . −x2 −x1
x1 x2 . . . xk
X21 0
. . .
. . .
...
...
. . . x1 x2
0 . . . 0 x1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where x1, x2, . . . , xk are free parameters and, if μ /= (−1)k , X12 = X21 = 0. If μ = (−1)k , then X12
depends on  k
2
	 free parameters and X21 depends on a different set of  k2	 free parameters. This
completes the proof. 
5. Interactions between canonical blocks
The interaction between two square matrices was introduced in Deﬁnition 2. In this section we
compute the interactions between pairs of blocks of Type 0, I and II in Theorem1 and showhow to ﬁnd
the solutions of the corresponding Eq. (10). We useMATLAB notation for submatrices, i.e., A(i : j, k : l)
denotes the submatrix of A consisting of rows i through j and columns k through l, A(i : j, :) denotes
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the submatrix of A consisting of rows i through j, and A(:, k : l) denotes the submatrix of A consisting
of columns k through l.
5.1. Type 0 blocks
Lemma 7. The interaction between two Type 0 blocks Jk(0) and J(0) with k , is
inter(Jk(0), J(0)) =
⎧⎨⎩
, if  is even,
k, if  is odd and k /= ,
k + 1, if  is odd and k = .
Proof. According to Deﬁnition 2, the interaction between Jk(0) and J(0) is the number of linearly
independent solutions (X, Y) of the system of equations
XJk(0) = −J(0)YT
YJ(0) = −Jk(0)XT . (24)
Without loss of generality, we will assume that k , as in the statement. Set X = [xij]×k and Y =[yij]k×. The solution of (24) for  = 1 is immediate: (a) if  = 1 and k > , thenX = 0 and Y arbitrary,
so the general solution of (24) depends on k free variables; and, (b) if  = k = 1, then X and Y are
arbitrary scalars, so the number of free variables in this case is 2. In the rest of the proof we consider
that  > 1.
If we transpose the second equation in (24), then (24) is equivalent to the system consisting of the
following two matrix equations⎡⎢⎢⎢⎣
0 x11 x12 . . . x1,k−1
0 x21 x22 . . . x2,k−1
...
...
...
...
0 x1 x2 . . . x,k−1
⎤⎥⎥⎥⎦ = −
⎡⎢⎢⎢⎢⎢⎢⎣
y12 y22 . . . yk2
y13 y23 . . . yk3
...
...
...
y1 y2 . . . yk
0 0 . . . 0
⎤⎥⎥⎥⎥⎥⎥⎦ (25)
and ⎡⎢⎢⎢⎣
x12 x13 . . . x1k 0
x22 x23 . . . x2k 0
...
...
...
...
x2 x3 . . . xk 0
⎤⎥⎥⎥⎦ = −
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 . . . 0
y11 y21 . . . yk1
y12 y22 . . . yk2
...
...
...
y1,−1 y2,−1 . . . yk,−1
⎤⎥⎥⎥⎥⎥⎥⎦ . (26)
Note that (25) and (26) imply, in particular, that Y is completely determined by X . So, we will focus in
determining X . Equate the entries in (25) and (26) that do not correspond to identically zero rows and
columns. These give
xi,j−1 = −yj,i+1, for 1 i  − 1, 2 j k,
xi,j+1 = −yj,i−1, for 2 i , 1 j k − 1. (27)
Ifwewrite the second set of equations in (27) for the index i + 2 insteadof i andequate the correspond-
ing expressions for −yj,i+1 for both sets of equations, then we get xi,j−1 = xi+2,j+1, for 1 i  − 2
and 2 j k − 1, that can be written as
xi,j = xi+2,j+2, for 1 i  − 2, 1 j k − 2. (28)
Also, from the last row in (25) and the ﬁrst row in (26), we have
x1 = x2 = · · · = x,k−1 = 0, (29)
x12 = x13 = · · · = x1k = 0. (30)
From the ﬁrst column in (25) and the last column in (26), we get y12 = y13 = · · · = y1 = 0 and
yk1 = yk2 = · · · = yk,−1 = 0 which implies, by (27),
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x32 = x42 = · · · = x2 = 0, (31)
x1,k−1 = x2,k−1 = · · · = x−2,k−1 = 0. (32)
Now we will construct the most general X ∈ C×k that satisﬁes (28), (29), (30), (31) and (32). The
key fact is that the ﬁrst and second rows and columns of X completely determine X through (28). Then,
we just have to ﬁnd out which entries in X(1 : 2, :) and X(:, 1 : 2) are free variables. By (30) and (31),
we have X(1, 2 : k) = 0 and X(3 : , 2) = 0, therefore the free variables of X(1 : 2, :) and X(:, 1 : 2)
have to be found among the entries
{x11, x21, x31, . . . , x1} ∪ {x22, x23, x24, . . . , x2k} . (33)
But some of these entries are not free because they are zero by (29), (32) and (28). To determine which
entries in (33) can be free, we distinguish between  even and odd.
  even. Consider (29) and apply (28) “backwards” to get
X(, 1 : k − 1) = 0, X( − 2, 1 : k − 3) = 0, X( − 4, 1 : k − 5) = 0,
. . . , X(2, 1 : k −  + 1) = 0,
which implies that the following entries in (33) are zero
x1 = x−2,1 = x−4,1 = · · · = x41 = 0 and x21 = x22 = x23 = · · · = x2,k−+1 = 0. (34)
Next, if  > 2, consider (32) and apply (28) “backwards” to get
X(1 :  − 2, k − 1) = 0, X(1 :  − 4, k − 3) = 0, X(1 :  − 6, k − 5) = 0,
. . . , X(1 : 2, k −  + 3) = 0,
which implies that the following entries in (33) are zero
x2,k−1 = x2,k−3 = x2,k−5 = · · · = x2,k−+3 = 0. (35)
As a consequence of (34) and (35), the entries in (33) that can be free are
x11, x31, x51, . . . , x−1,1 and x2k, x2,k−2, x2,k−4, . . . , x2,k−+2. (36)
Note that in (36) there are precisely  entries. We will see below that they are indeed free parameters,
which will prove Lemma 7 for  even.
  odd. Consider (29) and apply (28) “backwards” to get
X(, 1 : k − 1)=0, X( − 2, 1 : k − 3)=0, . . . , X(3, 1 : k −  + 2) = 0, X(1, 1 : k − )=0,
where X(1, 1 : k − ) = 0 only appears if k > . This implies that the following entries in (33) are
zero
x1 = x−2,1 = x−4,1 = · · · = x31 = x11 = 0, (37)
where x11 = 0 only appears if k > . Next consider (32) and apply (28) “backwards” to get,
X(1 :  − 2, k − 1) = 0, X(1 :  − 4, k − 3) = 0,
. . . , X(1 : 3, k −  + 4) = 0, X(1 : 1, k −  + 2) = 0
which implies that the following entries in (33) are zero
x2,k−1 = x2,k−3 = x2,k−5 = · · · = x2,k−+4 = 0. (38)
As a consequence of (37) and (38), if k > , then the entries in (33) that can be free are
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x21, x41, x61, . . . , x−1,1, and
x22, x23, x24, . . . , x2,k−+3, and (39)
x2,k−+5, x2,k−+7, . . . , x2,k−2, x2,k.
If k = , then x11 has to be added to the set (39) of variables. Note that in (39) there are k entries. We
will see below that they are indeed free, which will prove Lemma 7 for  odd.
Before ﬁnishing the proof, let us summarize what we have proved so far. We have proved that any
matrix X satisfying (24) is determined by X(1 : 2, :) and X(:, 1 : 2) according to (28), and that those
entries of X(1 : 2, :) and X(:, 1 : 2) that are different from the ones in (36) for  even or different from
the ones in (39) for  odd (if k = , add x11 to (39)) are zero. But given an arbitrarymatrix X with these
properties, it remains to prove that it is always a solution of (24), i.e., we have to prove that the entries
in (36) and (39) are really free parameters. For this purpose, deﬁne Y as follows
YT =
⎡⎢⎢⎢⎢⎢⎢⎣
−X(2 : , 2 : k)
0
...
0
0 −X( − 1, 1 : k − 1)
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where the 0’s are scalars, and check that (X, Y) satisﬁes (24). This is immediate when one realizes that
X fulﬁlls (29) and (32). 
5.2. Type I blocks
Lemma 8. The interaction between two Type I blocks is
inter(k,) =
{
0, if k,  have different parity
min{k, }, if k,  have the same parity.
Proof. According to Deﬁnition 2, the interaction between k and  is the number of linearly inde-
pendent solutions of the system of equations
Xk = −YT
Y = −kXT . (40)
Since is invertible,we ﬁnd Y = −kXT−1 and, taking transposes, YT = −−T XTk . Replacing this
expression for YT in the ﬁrst equation of (40) we get the system of equations
Xk
−T
k = −T X (41)
Y = −kXT−1 , (42)
which is equivalent to (40). To solve (41) and (42), we just have to solve (41) for X and then to obtain
Y from (42). Note that (41) is a Sylvester equation. To solve it, we recall that s
−T
s is similar to
Js((−1)s+1) [17, p. 1016], and consider the following two cases.
 k,  have different parity. k−Tk and −T have no common eigenvalues, so the solution of
(41) is X = 0 [[11, Chapter VIII, Section 1]], and this implies that Y = 0 by (42).
 k,  have the same parity. Without loss of generality, we assume that k . The eigenvalues of
k
−T
k and
−T
 coincide (they are both 1 or both−1).We reducek−Tk = PJk((−1)k+1)P−1
and 
−T
 = QJ((−1)+1)Q−1 to their Jordan canonical forms and we write (41) in the fol-
lowing equivalent form
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(Q−1XP)Jk((−1)k+1) = J((−1)+1)(Q−1XP).
Then the general solution of (41) is [11, Chapter VIII, Section 1]
X = Q
⎡⎢⎢⎢⎢⎢⎣
0 . . . 0 x1 x2 . . . x
0 . . . 0 0 x1
. . .
...
...
...
...
. . . x2
0 . . . 0 0 . . . 0 x1
⎤⎥⎥⎥⎥⎥⎦ P−1,
where x1, x2, . . . , x are free parameters. 
5.3. Type II blocks
Lemma 9. The interaction between two Type II blocks is
inter(H2k(μ), H2(μ˜)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
4min{k, }, if μ = μ˜ = ±1
2min{k, }, if μ = μ˜ /= ±1
2min{k, }, if μ /= μ˜, μμ˜ = 1
0, if μ /= μ˜, μμ˜ /= 1
.
Proof. According to Deﬁnition 2, we have to determine the number of linearly independent solutions
of the system of equations
XH2k(μ) = −H2(μ˜)YT
YH2(μ˜) = −H2k(μ)XT . (43)
H2(μ˜) is invertible, so the second equation in (43) is equivalent to Y = −H2k(μ)XTH2(μ˜)−1. Obtain
YT from here and substitute in the ﬁrst equation of (43) to get
XH2k(μ)H2k(μ)
−T = H2(μ˜)H2(μ˜)−TX
Y = −H2k(μ)XTH2(μ˜)−1, (44)
which is equivalent to (43). The ﬁrst equation in (44) is a Sylvester equation. We just have to solve this
equation and then obtain Y from the second one. For each λ ∈ C
H2s(λ)H2s(λ)
−T =
[
Js(λ)
−T 0
0 Js(λ),
]
and Js(λ)
−T is similar to Js(1/λ), so the Jordan canonical form of H2s(λ)H2s(λ)−T is Js(λ) ⊕ Js(1/λ).
Therefore the solution of the ﬁrst equation in (44) depends on the equality relationships between
the numbers μ, 1/μ, μ˜, 1/μ˜. The explicit solution can be found in [11, Chapter VIII, Section 1], and it
depends on the number of free variables indicated in the statement. 
5.4. Blocks of different type
We calculate in this section the interactions between blocks of different type and show how to
solve the corresponding equations (10). These interactions are stated in Lemma 10.
Lemma 10. The interactions between blocks of different types in Theorem 1 are:
(i) For Type 0 and Type I blocks,
inter(Jk(0),) =
{
0, if k is even
, if k is odd
.
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(ii) For Type 0 and Type II blocks,
inter(Jk(0), H2(μ)) =
{
0, if k is even
2, if k is odd.
(iii) For Type I and Type II blocks,
inter(k, H2(μ)) =
{
2min{k, }, if μ = (−1)k+1
0, if μ /= (−1)k+1.
Proof. Since  and H2(μ) are invertible, (i) and (ii) are consequence of the following result: let
F ∈ Cp×p be any invertible matrix, then
inter(Jk(0), F) =
{
0, if k is even
p, if k is odd.
To show this, letM = Jk(0) and N = F in (10). We want to solve the system of equations
XJk(0) = −FYT
YF = −Jk(0)XT . (45)
From the second equation, we get
YT = −F−TXJk(0)T , (46)
and introducing this expression in the ﬁrst equation gives
XJk(0) = FF−TXJk(0)T . (47)
It can be checked that (45) is equivalent to the system consisting of equations (46) and (47), so we
have to solve (47) for X and then get Y from (46). To solve (47) for X ∈ Cp×k wewrite this equation by
columns:
0 = FF−TX(:, 2) ; X(:, j − 1) = FF−TX(:, j + 1), j = 2, . . . , k − 1 ; X(:, k − 1) = 0.
Now, we use that FF−T is nonsingular and distinguish between k even and k odd.
1. k even.We have
0 = X(:, 2) = X(:, 4) = · · · = X(:, k) and 0 = X(:, k − 1) = X(:, k − 3) = · · · = X(:, 1),
hence X = 0 and Y = 0 by (46).
2. k odd.We have
0 = X(:, 2) = X(:, 4) = · · · = X(:, k − 1),
and X(:, 1), X(:, 3), . . . , X(:, k − 2) are determined by X(:, k). The entries of X(:, k) can be chosen
arbitrarily and are the p free variables in the general solution of (47).
(iii) LetM = k and N = H2(μ) in (10). We want to solve the system of equations
Xk = −H2(μ)YT
YH2(μ) = −kXT . (48)
Since k and H2(μ) are nonsingular, we can proceed as in Sections 5.2 and 5.3, to prove that (48) is
equivalent to the system
Y = −kXTH2(μ)−1
Xk
−T
k = H2(μ)H2(μ)−TX. (49)
Therefore, we have to solve the second equation of (49) for X and to get Y from the ﬁrst equation. The
second equation in (49) is a Sylvester equation, whose solution is known. To ﬁnd this solution, recall
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from Section 5.2 that the Jordan canonical form of k
−T
k is Jk((−1)k+1) and from Section 5.3 that
the Jordan canonical form of H2(μ)H2(μ)
−T is J(1/μ) ⊕ J(μ) and apply [11, Theorem 1, Chapter
VIII, Section 1]. Then we get: (a) if μ = (−1)k+1 the dimension of the solution space of the second
equation in (49) is 2min{k, }; (b) if μ /= (−1)k+1 the unique solution of the second equation in (49)
is X = 0. 
6. Minimal codimension of orbits and generic structure
This section is devoted toﬁnd theminimal possible codimensionof an orbit for the action of congru-
ence and to determine the generic canonical structure of matrices under congruence. We understand
by “generic canonical structure” the canonical structure for congruence of a certain set of matrices, to
be deﬁned below, that has codimension zero, i.e., it has the same dimension as the whole space Cn×n
and, therefore, contains almost all matrices.
Theorem 3. The minimal codimension for a congruence orbit in Cn×n is n/2.
Proof. For any A ∈ Cn×n, the codimension cTotal of its congruence orbitO(A) is given by Theorem 2. In
the rest of the proof we follow the notation used in Theorem 2 and assume that CA in Theorem 2 is the
canonical form for congruence of A. The proof has three steps: (1) note that cTotal  c0 + c1 + c2 + c11;
(2) wewill prove that c0 + c1 + c2 + c11 n/2; and, ﬁnally, (3) wewill ﬁnd amatrix B ∈ Cn×n such
that cTotal(B) = n/2. We will use the inequalities
x	 + y	x + y	 and x	 + yx + y, (50)
where x and y are any real numbers. Assume, as in Theorem 2, that the canonical form of A consists
of a blocks of Type 0 with sizes p1, . . . , pa, b blocks of Type I with sizes q1, . . . , qb, and c blocks of
Type II with sizes 2r1, . . . , 2rc . Deﬁne k0 := ∑ai=1 pi, k1 := ∑bi=1 qi and k2 := ∑ci=1 ri, and note that
k0 + k1 + 2k2 = n. Observe that
c0 =
a∑
i=1
⌈
pi
2
⌉

⌈
k0
2
⌉
and c2 
c∑
i=1
ri = k2, (51)
where we have used the ﬁrst inequality in (50) to get the lower bound for c0.
Next, we will get a joint lower bound for c1 + c11. For this purpose, assume that there are bo Type
I blocks in CA with odd size and be with even size. So b = bo + be. Then
c1 =
b∑
i=1
qi
2
− bo
2
and c11 
bo(bo − 1)
2
+ be(be − 1)
2

b2o − bo
2
,
and
c1 + c11  k1
2
+ bo(bo − 2)
2

⌊
k1
2
⌋
, (52)
because if bo  0 and b0 /= 1, then bo(bo − 2) 0, and if bo = 1, then bo(bo − 2)/2 = −1/2 and k1 is
odd, so k1/2 − 1/2 = k1/2. Now, we combine (51) with (52) and use (50) to get
cTotal  c0 + c1 + c2 + c11 
⌈
k0
2
⌉
+
⌊
k1
2
⌋
+ k2 
⌊
k0 + k1 + 2k2
2
⌋
=
⌊
n
2
⌋
.
Finally, note that the matrix B = n satisﬁes cTotal(B) = n/2. 
Note that the minimal codimension given by Theorem 3 can be reached by orbits corresponding to
different canonical forms. For instance, it can be reached with only one block in CA: one block n, as
in the proof of Theorem 3, one block Jn(0) if n is even, or one block H2n/2(μ) if n is even and μ /= ±1.
It can also be reached with exactly two blocks in CA: if n is odd, by two Type I blocks k1 ⊕ k2 with
k1 + k2 = n and k1, k2 having different parity, or, if n is even, by two Type I blocks n−1 ⊕ 1.
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Observe also that Theorem3 states that there are no orbits for congruence of codimension zero (ex-
cept in the trivial case n = 1). Therefore, to determine the generic canonical structure for congruence,
we need to consider sets ofmatrices larger than orbits. To ﬁnd adequate sets, we look for inspiration in
the action of similarity: recall [1,5] that the minimal possible codimension of an orbit by similarity in
Cn×n is n, that is always greater that zero, and so there are no generic orbits by similarity. However, it
is well known thatmatrices inCn×n have, generically, n distinct eigenvalues corresponding to n Jordan
blocks with size 1 × 1, which gives the generic Jordan canonical form. This can be made rigorous by
considering the notion of bundle by the action of similarity introduced by Arnold in [1]. To deﬁne an
appropriate notion of bundle for the action of congruence, we need to specify the Type II blocks in the
canonical form for congruence CA of A ∈ Cn×n with more detail, so we write
CA =
a⊕
i=1
Jpi(0) ⊕
b⊕
i=1
qi ⊕
t⊕
i=1
H(μi), with μi /= μj and μi /= 1/μj if i /= j, (53)
where
H(μi) = H2ri,1(μi) ⊕ H2ri,2(μi) ⊕ · · · ⊕ H2ri,gi (μi), for i = 1, . . . , t, (54)
(recall that the Type II blocks in CA are determined up to replacement of μ by 1/μ). Then the bundle
B(A) of A for the action of congruence is deﬁned by the following union of congruence orbits
B(A) = ⋃
μ′i ∈ C, i = 1, . . . , t
μ′i /= μ′j , μ′iμ′j /= 1, i /= j
O
⎛⎝ a⊕
i=1
Jpi(0) ⊕
b⊕
i=1
qi ⊕
t⊕
i=1
H(μ′i)
⎞⎠ . (55)
Note that all orbits in the union in (55) have the same sizes of the canonical blocks (same pi, qi and
rij), so the bundles are built up from orbits that have the same canonical form for congruence except
that the pairwise distinct μ-values of the Type II blocks are different. In terms of algebraic geometry,
it is said that a bundle is a ﬁbre space whose ﬁbres are the orbits appearing in (55) [1]. Then, we may
talk about the (co)dimension of a bundle by relating it with the (co)dimension of anyone of its ﬁbre
orbits. More precisely, following [1],
codim(B(A)) = codim(O(A)) − t. (56)
With this deﬁnition of codimension of bundles in mind we can state the following result, which
gives us the generic canonical structure of matrices for the action of congruence.
Theorem 4 (Generic canonical form for congruence).
1. Let n be even and A ∈ Cn×n be a matrix whose canonical form for congruence is
GA = H2(μ1) ⊕ H2(μ2) ⊕ · · · ⊕ H2(μn/2), (57)
withμi /= ±1, i = 1, . . . , n/2,μi /= μj andμi /= 1/μj if i /= j. Then codim(B(A)) = 0. Therefore,
we can say that the generic canonical form for congruence of a matrix inCn×n is the one in (57) with
unspeciﬁed values μ1,μ2, . . . ,μn/2.
2. Let n be odd and A ∈ Cn×n be a matrix whose canonical form for congruence is
GA = H2(μ1) ⊕ H2(μ2) ⊕ · · · ⊕ H2(μ(n−1)/2) ⊕ 1, (58)
with μi /= ±1, i = 1, . . . , (n − 1)/2, μi /= μj and μi /= 1/μj if i /= j. Then codim(B(A)) = 0.
Therefore, we can say that the generic canonical form for congruence of a matrix in Cn×n is the one
in (58) with unspeciﬁed values μ1,μ2, . . . ,μ(n−1)/2.
Proof. Use Theorem 2 to prove that codim(O(A)) = n/2 both for n even and odd, and then apply
(56) with t = n/2. 
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We have already mentioned at the end of Section 3 that, if A is nonsingular, then the blocks in the
canonical form for congruence of A are in one-to-one correspondence with the blocks in the Jordan
canonical form of the cosquare A−TA [17, p.1016]. So the generic Jordan canonical form of cosquares
follows from Theorem 4. Observe that if n is odd, then necessarily there exists a block k with k odd in
the canonical form for congruence of any nonsingular A ∈ Cn×n, i.e., λ = 1 is an eigenvalue of A−TA
for any A. This is no surprising, because if n is odd, then A − AT is singular (it is skew-symmetric) and
this implies that A−TA − I is singular. This makes natural the presence of the block 1 in (58).
6.1. Generic Kronecker form of palindromic matrix pencils
In this sectionwe extend the previous results on generic canonical forms for congruence ofmatrices
to complex palindromicmatrix pencils. First, note that a canonical form for congruence of palindromic
pencils follows immediately from Theorem 1 by taking into account that A ∈ Cn×n is congruent to
B ∈ Cn×n if and only if A + λAT is congruent to B + λBT .
Theorem 5. Each palindromic matrix pencil A + λAT , with A ∈ Cn×n, is congruent to a direct sum,
uniquely determined up to permutation of summands, of canonical palindromic pencils of the following
three types
Type 0 Jk(0) + λJk(0)T
Type I k + λTk
Type II
H2k(μ) + λH2k(μ)T , 0 /= μ /= (−1)k+1
μ is determined up to replacement by μ−1
(59)
Wemay establish a bijection A → A + λAT between the set Cn×n of matrices and the set of palin-
dromic pencils {A + λAT : A ∈ Cn×n}, which induces a bijection between the congruence orbit of a
given matrix A and the orbit of A + λAT under congruence, i.e., {P(A + λAT )PT : P nonsingular}.
Hence Theorem 4 implies that the generic canonical form for congruence of palindromic pencils is
GA + λ GTA, (60)
where GA is given by (57), if n is even, or by (58), if n is odd, and the μi are unspeciﬁed numbers that
satisfyμi /= ±1,μi /= μj andμi /= 1/μj if i /= j. From(60),wecanget thegenericKronecker canonical
form for strict equivalence [11, Chapter XII] of palindromic pencils as follows: (60) is strictly equivalent
to G
−T
A GA + λ In and recall that the Jordan canonical form of H2k(μ)−T H2k(μ) is Jk(μ) ⊕ Jk(μ−1).
This leads to Theorem 6.
Theorem 6. The generic Kronecker canonical form of palindromic pencils in Cn×n is
1. If n is even:
(λ + μ1) ⊕ (λ + 1/μ1) ⊕ (λ + μ2) ⊕ (λ + 1/μ2) ⊕ · · ·
⊕(λ + μn/2) ⊕ (λ + 1/μn/2),
where μ1, . . . ,μn/2 are unspeciﬁed complex numbers such that 0 /= μi /= ±1, i = 1, . . . , n/2,
μi /= μj and μi /= 1/μj if i /= j.
2. If n is odd:
(λ + μ1) ⊕ (λ + 1/μ1) ⊕ (λ + μ2) ⊕ (λ + 1/μ2) ⊕ · · ·
⊕(λ + μ(n−1)/2) ⊕ (λ + 1/μ(n−1)/2) ⊕ (λ + 1),
whereμ1, . . . ,μ(n−1)/2 are unspeciﬁed complex numbers such that 0 /= μi /= ±1, i = 1, . . . , (n −
1)/2, μi /= μj and μi /= 1/μj if i /= j.
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Notice that the presence of the block λ + 1 associated with the eigenvalue −1 for n odd is not
surprising. Any palindromicmatrix pencil with odd size has always the eigenvalue−1, because A − AT
is singular, as pointed out before.
7. Conclusions and future work
In this paper we have obtained the dimension of the solution space of the matrix equation XA +
AXT = 0, with A ∈ Cn×n, in terms of CA, the canonical form for congruence of A, and we have shown
how to ﬁnd the general solution of this equation assuming that a nonsingular matrix P such that
CA = PAPT is known. This has allowed us to use CA for computing the codimension of the orbit of A
under the action of congruence. As a consequence,wehave determined the generic canonical structure
for congruence of matrices in Cn×n. These results can be directly extended to palindromic pencils
A + λAT . This is the ﬁrst step in describing the structure of the set of congruence orbits of matrices
and palindromic matrix pencils. The following step would be to determine the inclusion relationships
existingbetween the closures of these orbits. Adescription in the spirit of theoneprovidedbyEdelman,
Elmroth and Kågström in [8,9] for the similarity orbits ofmatrices and the equivalence orbits ofmatrix
pencils is in the aim of the authors, and remains as an open question and a ﬁeld of future research. We
also plan to extend the results in this paper to the matrix equation XA + AX∗ = 0, an equation that is
not linear in C and whose solution presents differences with the solution of XA + AXT = 0.
Appendix A. The solution of XJk((−1)k) = −XT
This appendix is devoted to prove that the general solution ofXJk((−1)k) = −XT depends on k/2	
free parameters, a result that was used in the proof of Lemma 6. This result relies in a simple algorithm
to determine the general solution of XJk((−1)k) = −XT dealing with anti-diagonals, i.e., the sets of
entries Ls = {xij : i + j = s} for s = 2, 3, . . . , 2k. The strategy will be to prove that x11 = 0 and then
to compute the entries inLs from those inLs−1, whichwill require to consider some particular entries
of X as free variables. We will present in detail the case k even, while, for brevity, we only state the
main results for k odd.
A.1. Solution for k even
We present ﬁrst necessary and sufﬁcient conditions in terms of entries for a matrix X being solution
of XJk(1) = −XT .
Lemma 11. Let k > 0 be an even number. A matrix X = [xij]ki,j=1 ∈ Ck×k is a solution of XJk(1) = −XT
if and only if X satisﬁes the following four conditions
xij = 0 if 2 i + j k, (61)
xk1 + x1k = 0, (62)
xij + xji = −xi,j−1 if k + 1 i + j 2k and 2 j i k, (63)
xi,j−1 = xj,i−1 if k + 1 i + j − 1 2k − 1 and 2 j < i k. (64)
Note, in particular, that every solution of XJk(1) = −XT is lower anti-triangular by (61).
Proof. XJk(1) = −XT is equivalent to X(I + Jk(0)) = −XT , which is equivalent to X + XT = −XJk(0)= −[0 X(:, 1 : k − 1)], where we use MATLAB notation for submatrices. From this last equation, it
follows that X is solution of XJk(1) = −XT if and only if X satisﬁes the following two conditions
xi1 + x1i = 0 if 1 i k, (65)
xij + xji = −xi,j−1 if 1 i k and 2 j k. (66)
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Combining (65) with (66) evaluated at i = 1, we get that (65) and (66) are equivalent to the following
three conditions
xi1 + x1i = 0 if 1 i k, (67)
x1j = 0 if 1 j k − 1, (68)
xij + xji = −xi,j−1 if 2 i k and 2 j k. (69)
Note that (69) implies that xi,j−1 = xj,i−1 for 2 i k and 2 j k. Then, some other elementary
arguments allow us to prove that (67)–(69) are equivalent to
xi1 = x1i = 0 if 1 i k − 1, (70)
xk1 + x1k = 0, (71)
xij + xji = −xi,j−1 if 2 j i k, (72)
xi,j−1 = xj,i−1 if 2 j < i k. (73)
Wehaveproved so far thatX is solutionofXJk(1) = −XT if andonly ifX satisﬁes (70)–(73). On theother
hand, it is immediate to see that conditions (61)–(64) in the statement of Lemma 11 imply (70)–(73),
because (62)–(64) are precisely (71)–(73) for the entries in the lower anti-triangular part, and (61)
implies that all entries in the strictly upper anti-triangular part are zero, so they satisfy the remaining
equations (70)–(73). To complete the proof, we have to show that (70)–(73) imply (61)–(64), which
reduces to get only (61) from (70)–(73). For this purpose, note that x11 = 0 from (70), and proceed by
induction on anti-diagonals Ls = {xij : i + j = s}. We assume that Ls = {0} for some 2 s < k and
we will prove that Ls+1 = {0}. From (70), we get x1s = xs1 = 0, and from (73) to (72)
x2,s−1 = 0 and xs−1,2 = 0.
Repeatedly applying (73)–(72), we get
x3,s−2 = 0 and xs−2,3 = 0 , x4,s−3 = 0 and xs−3,4 = 0, . . . ,
i.e., Ls+1 = {0}. 
Observe that (61) amounts to (k2 − k)/2 equations on the entries of X , (62) and (63) amount to
(k2/4) + (k/2) equations, and (64) amounts to (k2/4) − (k/2) equations. This makes a total number
of k2 − (k/2) equations in (61)–(64). Therefore, the general solution of XJk(1) = −XT depends on at
least (k/2) free parameters (it might depend on more that (k/2) free parameters if equations (61)–
(64) were linearly dependent). We will show in Lemma 12 that the general solution of XJk(1) = −XT
depends precisely on (k/2) free parameters, because if equations (61)–(64) are arranged in an appro-
priate order, then it is evident that certain (k/2) entries of X determine uniquely the remaining ones.
This appropriate order consists in ordering equations (62)–(64) by anti-diagonals in such a way that
every anti-diagonal Ls is obtained from Ls−1.
Lemma 12. Let k > 0 be an even number, then the general solution X of XJk(1) = −XT depends on k/2
free variables. In particular, the entries
x k+2
2
, k
2
, x k+4
2
, k+2
2
, x k+6
2
, k+4
2
, . . . , xk,k−1,
can be taken as free variables and then the remaining entries of X are uniquely determined by the following
algorithm:
set xij = 0 if 2 i + j k
for s = k + 1 : 2k
if s is odd
h = s+1
2
xh,h−1 is a free variable
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xh−1,h = −xh,h−1 − xh,h−2
else
h = s
2
xh,h = −(xh,h−1)/2
endif
for i = h + 1 : k
xi,s−i = xs−(i−1),i−1
xs−i,i = −xi,s−i − xi,s−i−1
endfor
endfor
For simplicity, in this algorithm we deﬁne xk0 ≡ 0 and it is understood that the inner loop “for i =
h + 1 : k” is not performed if h + 1 > k.
Proof. Note that the algorithm arranges all the equations in (61)–(64) in an order that allows to
compute each entry from entries that are already known. We only remark that xh,h = −(xh,h−1)/2
is (63) with i = j = h, that xh−1,h = −xh,h−1 − xh,h−2 and xs−i,i = −xi,s−i − xi,s−i−1 are (63) with
appropriate indices, and that xi,s−i = xs−(i−1),i−1 is (64). Since we have already established that the
general solution of XJk(1) = −XT depends on at least (k/2) free parameters, and all the equations in
(61)–(64) are satisﬁed in the algorithm in a unique way for any selection of arbitrary values of the
(k/2) entries xh,h−1, for h = (k + 2)/2, (k + 4)/2, (k + 6)/2, . . . , k, then the number of free variables
is precisely k/2. 
A.2. Solution for k odd
We state without proofs counterparts of Lemmas 11 and 12. The proofs are similar to those of
Lemmas 11 and 12 with the corresponding variations.
Lemma 13. Let k > 0 be an odd number. A matrix X = [xij]ki,j=1 ∈ Ck×k is a solution of XJk(−1) = −XT
if and only if X satisﬁes the following ﬁve conditions
xij = 0 if 2 i + j k,
xk1 − x1k = 0,
xi,i−1 = 0 if i = k+32 , k+32 + 1, . . . , k,
xij − xji = xi,j−1 if k + 1 i + j 2k − 1 and 2 j < i k,
xi,j−1 = −xj,i−1 if k + 1 i + j − 1 2k − 1 and 2 j < i k.
Note, in particular, that every solution of XJk(−1) = −XT is lower anti-triangular.
Lemma 14. Let k > 0 be an odd number, then the general solution X of XJk(−1) = −XT depends on
(k + 1)/2 free variables. In particular, the entries
x k+1
2
, k+1
2
, x k+3
2
, k+3
2
, x k+5
2
, k+5
2
, . . . , xk,k,
can be taken as free variables and then the remaining entries of X are uniquely determined by the following
algorithm:
set xij = 0 if 2 i + j k
for s = k + 1 : 2k
if s is odd
h = s+1
2
xh,h−1 = 0
xh−1,h = xh,h−1 − xh,h−2
else
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h = s
2
xh,h is a free variable
endif
for i = h + 1 : k
xi,s−i = −xs−(i−1),i−1
xs−i,i = xi,s−i − xi,s−i−1
endfor
endfor
For simplicity, in this algorithmwedeﬁnexk0 ≡ 0and it is understood that the inner loop “for i = h + 1 : k”
is not performed if h + 1 > k.
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