A graph H is a square root of a graph G if two vertices are adjacent in G if and only if they are at distance one or two in H. Computing a square root of a given graph is NP-hard, even when the input graph is restricted to be chordal. In this paper, we show that computing a square root can be done in linear time for a well-known subclass of chordal graphs, the class of trivially perfect graphs. This result is obtained by developing a structural characterization of graphs that have a split square root. We also develop linear time algorithms for determining whether a threshold graph given either by a degree sequence or by a separating structure has a square root.
Introduction and Results
Given two graphs G and H, we say that H is a square root of G and G is the square of H (and denote this by G = H 2 ) if two vertices x, y are adjacent in G if and only if x, y are at distance at most two in H. Graph squares (and more generally graph powers) are basic graph transformations with a number of results about their properties in the literature. See, e.g., Section 10.6 in the monograph [4] , as well as the papers [1, 2, 5, 6, 10, 11, 12, 16, 21, 22, 23, 24, 25, 26, 27, 35, 38, 39] for a sample of more recent results.
Motwani and Sudan proved in [31] that the following problem is NP-complete: Square Graph. Instance: A graph G. Question: Does there exist a graph H such that H 2 = G?
Moreover, it is NP-complete to determine if a given graph has a square root that is either chordal [23] , split [23] , or of girth four [12] . On the other Email addresses: martin.milanic@upr.si (Martin Milanič), schaudto@uni-koeln.de (Oliver Schaudt) hand, there are polynomial time algorithms for computing a square root that is either a tree [28, 22] , a bipartite graph [22] , a proper interval graph [23] , a block graph [25] , a strongly chordal split graph [26] , or a graph of girth at least six [12] . Several optimization problems are NP-complete for powers of graphs [28] .
The complexity of the Square Graph problem varies when the input graph is restricted to particular graph classes. On the one hand, the problem remains NP-complete for chordal graphs [23] . On the other hand, the problem is trivial for triangle-free graphs (and in particular, for bipartite graphs), and polynomially solvable for planar graphs [28] . In this paper, we continue this line of research, focusing on the Square Graph problem for particular graph classes. We also consider the following version of the problem, which is NP-complete [23] . It is motivated by the similarity of the definitions of bipartite graphs and split graphs [23] .
Square of Split Graph
Instance: A graph G. Question: Does there exist a split graph H such that H 2 = G?
We prove the following positive results, most of which are related to two well known subclasses of chordal graphs, the trivially perfect graphs and the threshold graphs (see Section 2 for definitions):
• The Square Graph problem and the Square of Split Graph problem are solvable in linear time if the input graph is trivially perfect. A (split) square root of a given trivially perfect graph, if one exists, can be computed in linear time.
• The Square of Split Graph problem is solvable in linear time if the input graph is (F 1 , F 2 )-free, where F 1 is the graph obtained from the 4-vertex path P 4 by adding a dominating vertex, and F 2 is the graph obtained from the 4-vertex cycle C 4 by adding two dominating vertices (see Fig. 1 ). A split square root of a given (F 1 , F 2 )-free graph, if one exists, can be computed in linear time.
• The Square of Split Graph problem is solvable in linear time if the input graph is chordal. A split square root of a given chordal graph, if one exists, can be computed in linear time.
• The Square Graph problem and the Square of Split Graph problem are solvable in linear time for threshold graphs that are given either by their degree sequence, or by a separating structure. We obtain these results by developing a structural characterization of graphs that have a split square root. In general, this characterization results in a condition that is NP-complete to verify. We show that this condition is testable in linear time if the input graph is either chordal or (F 1 , F 2 )-free. We also provide further equivalent conditions for an (F 1 , F 2 )-free graph to have a split square root. These conditions rely on graph parameters that motivate a new characterization of trivially perfect graphs.
Preliminaries
All graphs considered are finite, undirected and simple. For a positive integer k and a vertex x in a graph G, we denote by N k G (x) (or simply N k (x), if G is clear from the context) the set of vertices of distance at least 1 and at most k from x. Also, we write
. In several proofs, we will work with two graphs simultaneously (e.g., G and H), in which case it will be convenient to use notions such as H-adjacent vertices, H-neighbors, etc. By α(G) we denote the maximum size of a stable set (that is, a set of pairwise non-adjacent vertices -also known as an independent set) in G, and by δ(G) the minimum degree of a vertex of G. A dominating vertex in a graph is a vertex adjacent to every other vertex. By D G we denote the set of all dominating vertices of a graph G, and by d om(G) the cardinality of D G . For a graph H, we say that a graph G is H-free if no induced subgraph of G is isomorphic to H. Similarly are defined (H 1 , . . . , H k )-free graphs. As usual, P n , C n and K n denote the path, the cycle, and the complete graph on n vertices, respectively, and 2K 2 denotes the disjoint union of two K 2 's. The complement of a graph G is the graph G with V (G) = V (G), in which two distinct vertices are adjacent if and only if they are not adjacent in G.
We now recall some basic definitions and properties of some well-known subclasses of perfect graphs [15] .
Theorem 1 (Seinsche [33] , Gurvich [17, 18, 19] ,Corneil et al. [8] ). Every P 4 -free graph G with at least two vertices is either disconnected, or its complement is disconnected.
A graph G is said to be chordal if every cycle in G has a chord (equivalently, no induced subgraph of G is isomorphic to a cycle on more than 3 vertices). Particular subclasses of chordal graphs include the class of split graphs, the class of trivially perfect graphs, and their intersection, the class of threshold graphs. A graph G is said to be split if there exists a partition (S, C) of the graph's vertex set such that S is a stable set and C is a clique (a set of pairwise adjacent vertices).
Theorem 2 (Főldes-Hammer [13]). A graph G is split if and only if it is
For a graph G, let mc(G) denote the number of inclusion-wise maximal cliques of G. A graph G is said to be trivially perfect [14] , if α(H) = mc(H) for all induced subgraphs H of G.
Theorem 3 (Golumbic [14]). A graph is trivially perfect if and only if it is
Theorem 4 (Wolk [36, 37] ). Every (P 4 , C 4 )-free graph G is either disconnected or has a dominating vertex.
A graph G = (V, E) is said to be threshold if there exists a positive integer t and a weight function w : V → N, given by w = (w(v) : v ∈ V ), such that for every subset S ⊆ V , it holds that S is a stable set of G if and only if v∈S w(v) ≤ t [7] . Such a pair (w, t) is called a separating structure of G.
Theorem 5 (Chvátal-Hammer [7] • no two vertices in A are adjacent,
• every two vertices in B are adjacent,
A degree sequence of a graph G on n vertices is a sequence (
. . , n}, where V (G) = {v 1 , . . . , v n } A remarkable property of threshold graphs is the fact that they are uniquely determined by their degree sequences [15] .
An intersection representation of a graph G is a pair (U, T ) where U is a finite set (called the ground set) and T = (U x : x ∈ V (G)) is a collection of non-empty subsets U x ⊆ U , one for each vertex x ∈ V (G), such that xy ∈ E(G) if and only if the sets U x and U y are not disjoint. We say that an intersection representation of G is minimum if it minimizes the cardinality of U . This minimum possible cardinality will be referred to as the intersection number and denoted by w(G) [30] . We will use the following connection between α, w, and mc.
Proposition 1. For every graph H, it holds that α(H) ≤ w(H) ≤ mc(H).
Proof. To represent a stable set of size k, every intersection representation of H must contain at least k pairwise disjoint sets, and so w(H) ≥ α(H).
Let C(H) denote the set of all maximal cliques of H. For a vertex x ∈ V (H), let U x := {C ∈ C(H) : x ∈ C} denote the set of maximal cliques containing x. Then U x = ∅, and (C(G), (U x : x ∈ V (H))) is an intersection representation of H. This implies that w(H) ≤ mc(H).
Squares of split graphs
Lau and Corneil derived the NP-completeness of the Square of Split Graph problem in [23] using a connection between squares of split graphs and intersection representations, which, in our terminology, can be stated as follows. (In [23] , this result was stated implicitly in their NP-completeness proof of recognizing graphs that admit a split square root.) Theorem 7 (Lau-Corneil [23] ). For every graph G without isolated or dominating vertices and every non-negative integer k, the following assertions are equivalent:
(1) The graph obtained from G by adding to it k dominating vertices has a split square root.
It turns out that the proof from [23] of Theorem 7 can be adapted to prove the following more general result, which gives a full characterization of connected graphs that admit a split square root. Recall that by D G we denote the set of all dominating vertices of a graph G, and by d om(G) the cardinality of D G .
Theorem 8. For every connected graph G, the following assertions are equivalent:
(1) G is the square of a split graph.
Proof. Let G = (V, E) be a connected graph.
First we assume that the condition w(G) ≤ d om(G) holds. In particular, this implies that d om(G) ≥ 1. We will construct a split graph H such that
Fix a minimum intersection representation of G with ground set U , together with an assignment of subsets U x ⊆ U to the vertices of G such that two vertices x and y are adjacent if and only if U x ∩ U y = ∅. Since d om(G) ≥ |U |, we may assume without loss of generality that U ⊆ D G . Moreover, we may assume that U = D G and U x = D G for all x ∈ D G . We define H as follows.
Hence, vx, vy ∈ E(H) and so xy ∈ E(H 2 ). So we assume xy / ∈ E(G). By definition, U x ∩ U y = ∅. Thus x and y do not have a common H-neighbor. Since x and y are also non-adjacent in H, this proves that H 2 = G. Since D G is a clique of H and V \ D G is a stable set, H is a split graph. Now, we assume that G = H 2 where H is a connected split graph. We can assume that D G is a clique in H. If not, we add to H all missing edges between vertices of D G . These added edges cannot create any new edges in the square of the resulting graph, which is therefore equal to G.
We now define an intersection representation of G with ground set D G , together with an assignment of subsets U x ⊆ D G to the vertices of G such that two vertices x and y are adjacent if and only if
Clearly, for every two distinct vertices x, y ∈ V \ D G , we have dist H (x, y) ≤ 2 if and only if U x ∩U y = ∅. Hence, xy ∈ E(G) if and only if U x ∩U y = ∅. Moreover, for every vertex x ∈ V and every y ∈ D G \ {x}, we have
From a computational point of view, Theorem 8 has the following consequence.
Theorem 9. Let G be a graph class where the intersection number can be computed in time O(t). Then, the Square of Split Graph problem is solvable in time O(m + n + t) for input graphs in G (on n vertices and m edges). Moreover, if a minimum intersection representation of graphs in G can be computed in time O(s), a split square root of a graph in G, if one exists, can be computed in time O(m + n + s).
Proof. We can assume that G has at least one edge, and does not have any isolated vertices. Otherwise we can delete the isolated vertices and proceed.
If G is disconnected, G cannot be the square of a split graph, since split graphs are 2K 2 -free (cf. Theorem 2) and thus have at most one nontrivial component. So we may assume that G is connected. First we compute the (possibly empty) set D G of dominating vertices of G. Now we compute w(G) (resp. an intersection representation of G of size w(G)).
By Theorem 8, G is the square of a split graph if and only if w(G) ≤ d om(G). If this is the case, the construction from the proof of Theorem 8 can be applied to obtain a split graph H for which H 2 = G. Moreover, this construction can be done in linear time in the size of G.
An interesting graph class where the intersection number and a minimum intersection representation can be computed in linear time is the class of chordal graphs. This yields the following consequence of Theorem 9. Proof. Scheinerman et al. [34] gave an algorithm for computing the intersection number, together with a minimum intersection representation, of a chordal graph (such an algorithm is also presented in [29] ). They do not discuss the computational complexity of their algorithm; however, their algorithm processes the graph using a perfect elimination ordering, and can thus be implemented in linear time [32] .
The above result stands in contrast to the fact that the Square Graph problem remains NP-complete when restricted to chordal graphs.
Recently, Kong and Wu studied in [20] a proper generalization of chordal graphs, the so-called diamond-free elimination graphs. These are the graphs that can be reduced to the empty graph by iteratively deleting a vertex not contained in any diamond (that is, a vertex whose neighborhood induces a disjoint union of cliques). In [20] , a polynomial time algorithm was given to compute a minimum intersection representation of a diamond-free elimination graph. Hence, Theorem 9 and the results from [20] imply the following result. It is clear that if G is a connected split graph with clique C, every member of C is a dominating vertex in G 2 . However, this condition is not sufficient. To see this, consider the graphs F 1 and F 2 , where F 1 is the graph obtained from P 4 by adding a dominating vertex, and F 2 is the graph obtained from C 4 by adding two dominating vertices (cf. Fig. 1 ). By Theorem 8, neither of F 1 and F 2 has a split square root. On the other hand, they do have roots:
where D is the graph obtained from C 6 by adding to it an edge connecting two vertices at distance three. As the next theorem shows, these are the only minimal square graphs with a dominating vertex that do not admit a split square root. (1) G is the square of some graph and has a dominating vertex.
(2) G is the square of a split graph.
(5) mc(G) ≤ d om(G).

Moreover, it can be checked in linear time whether the above equivalent conditions hold. If this is the case, a split square root of G can be computed in linear time.
Proof. Let G be a connected (F 1 , F 2 )-free graph. Theorem 8 implies the equivalence between (2) and (3). Since the square of a non-empty connected split graph has a dominating vertex, (2) implies (1). By Proposition 1, (5) implies (3), which in turn implies (4) .
To see that (4) implies (5), suppose that (5) trivially holds. So we may assume that d om(G) ≥ 2. In this case, since G is (F 1 , F 2 ) -free, the graph G − D G is (P 4 , C 4 )-free, which immediately implies that G is (P 4 , C 4 )-free. By Theorem 3, G is trivially perfect and hence mc(G) = α(G) ≤ d om(G).
To establish the equivalences, it remains to prove that if G has a square root and a dominating vertex, then G also has a split square root. So let G = (V, E) be an (F 1 , F 2 )-free graph with a dominating vertex such that G has a square root, say H.
First, we argue that d om(G) ≥ 2. Suppose for a contradiction that d om(G) = 1, say D G = {v}. Since G is the square of a connected graph, it does not have cut vertices. In particular, G − v is connected. Since G is F 1 -free, the graph G − v is P 4 -free. Also, since d om(G) = 1, G − v has at least two vertices. In particular, by Theorem 1, the complement of G − v is disconnected. Let C be an arbitrary connected component of G − v. Since d om(G) = 1, it follows that C has at least two vertices. By the P 4 -freeness of G[C] and the connectedness of G[C], the graph G[C] is disconnected. In particular, the graph G − v has at most two components, since otherwise, taking three connected components A, B, C of G − v and five distinct vertices a 1 , a 2 ∈ A, b 1 , b 2 ∈ B and c ∈ C, such that a 1 a 2 ∈ E(G) and b 1 b 2 ∈ E(G), the graph G would contain an Similarly as in the proof of Theorem 8, we can assume that D G is a clique in H. Now, we argue that every vertex u ∈ V \ D G has an H-neighbor in D G . Suppose not. Since u is adjacent to every member of D G in G, its neighborhood in H dominates D G in H, in the sense that every vertex in D G is H-adjacent to some vertex in N H (u). Since d om(G) ≥ 2 and G is (F 1 , F 2 ) -free, G − D G is (P 4 , C 4 )-free. By Theorem 4, G − D G is disconnected. Let C be the vertex set of the connected component of G − D G that contains u, and let D be the vertex set of another connected component of G − D G . Since G is connected, there is a vertex x ∈ D G that is H-adjacent to some vertex in D. By the above observation, x is H-adjacent to some member of N H (u) ⊆ C, which implies that in G there is an edge between C and D, contrary to the definitions of C, D.
Claim: For every two vertices
This completes the proof of claim.
Applying the above claim iteratively, we transform H into a graphH such that every two vertices in V \D G that are G-adjacent have a commonH-neighbor in D G . Finally, we delete fromH all edges connecting two vertices in V \ D G . Clearly, this results in a split graphĤ (with clique D G and stable set V \ D G ) such thatĤ 2 = G. It remains to show that it can be checked in linear time whether the above equivalent conditions hold. Given an (F 1 , F 2 )-free graph G with a dominating vertex, we first compute D G . If d om(G) = 1, then, as shown above, we can conclude that G is not a square. Otherwise, G − D G is (P 4 , C 4 )-free. Thus, G is (P 4 , C 4 )-free and hence chordal, so we can apply Corollary 1. 
Square roots of trivially perfect and threshold graphs
We now turn our attention to two well known subclasses of (F 1 , F 2 )-free graphs and chordal graphs, the trivially perfect and the threshold graphs.
Recall that a graph G is trivially perfect by definition, if α(H) = mc(H) for all induced subgraphs H of G. Seven equivalent definitions of trivially perfect graphs were listed in a paper by Yan et al. [40] . We provide here a new characterization of trivially perfect graphs, similar to the original definition.
Theorem 11. A graph G is trivially perfect if and only if α(H) = w (H) for all induced subgraphs H of G.
Proof. By Proposition 1, α(H) ≤ w(H) ≤ mc(H) for every graph H. Hence, every trivially perfect graph G satisfies α(H) = w (H) for all induced subgraphs H of G.
Conversely, suppose that α(H) = w (H) for all induced subgraphs H of G. Observe that for F ∈ {P 4 , C 4 }, we have α(F ) = 2 but w(F ) > 2. This last inequality follows from the fact that every two distinct vertices of F have distinct closed neighborhoods. Thus, in every intersection representation (U, T ) of F , every two vertices must be represented by different non-empty sets. This implies that |U | ≥ 3. Hence, G must be (P 4 , C 4 )-free and therefore trivially perfect by Theorem 3.
By Theorem 3, every trivially perfect graph is (C 4 , P 4 )-free, and hence (F 1 , F 2 )-free. In particular, Theorems 4 and 10 imply the following result. (1) G is the square of some graph.
Moreover, it can be checked in linear time whether the above equivalent conditions hold. If this is the case, a split square root of G can be computed in linear time.
In the following theorem, we characterize connected threshold graphs that have a root. Proof. Let G be a connected threshold graph. If G is complete, then G is its own root, and it can be easily verified that the condition α(G) ≤ δ(G) holds. Assume now that G is not complete. Consider sets A and B and an ordering of A = {a 1 , . . . , a k } given by Theorem 6. We may assume that |A| = α(G), i.e., that A is a maximum stable set of G. Then every vertex in B has a neighbor in A, and consequently δ(G) = deg(a 1 ). Moreover, the neighborhood of a 1 is precisely the set D G of all dominating vertices of G. In particular, δ(G) = d om(G).
Since every connected threshold graph is (P 4 , C 4 )-free (cf. Theorem 5), it is in particular (F 1 , F 2 )-free, and Theorem 10 applies.
Given a separating structure (w, t) of a threshold graph G, it can be determined in linear time in the size of the structure whether G is a square graph. Note that in the following analysis we adopt the usual simplifying assumption that addition and comparison of two numbers can be carried out in O(1) time.
Theorem 13. Given a separating structure (w, t) of a threshold graph G, it can be determined in linear time in the size of the structure whether G is a square graph.
Proof. Let G be a threshold graph given by a separating structure (w, t). We describe a linear time algorithm to determine whether G is a square graph. The algorithm first identifies isolated vertices and removes them from the graph, to produce a connected graph G ′ (in case all vertices are removed, the graph is edgeless and hence a square graph). Clearly, G is a square graph if and only if G ′ is. Notice that a vertex x ∈ V (G) is isolated if and only if w(x) + w(y) ≤ t for all y ∈ V (G)\ {x}. This condition can be tested in linear time for all vertices simultaneously, as follows. First, the algorithm computes the maximum vertex weight w max , and also the second largest weight w ′ max (which is equal to w max if the maximum weight is achieved by two distinct vertices). Scanning the weights one by one, a vertex x is determined to be isolated if and only if either w(x) = w max and w(x) ≤ t − w ′ max , or w(x) < w max and w(x) ≤ t − w max , a condition that can be verified in constant time.
The algorithm now verifies whether condition (3) in Theorem 12 holds for
It follows directly from the definition of threshold graphs that the restriction of w to V (G ′ ), together with t, forms a separating structure for G ′ , and that the minimum degree of a vertex in G ′ is achieved by a vertex x 0 of minimum weight w min := min{w(x) : x ∈ V (G ′ )}. Hence δ(G ′ ) equals the number of vertices y ∈ V (G ′ ) \ {x 0 } such that w(y) > t − w min , and can be computed in linear time in the size of the structure.
It remains to determine whether α(
if and only if the sum of k := δ(G ′ ) + 1 smallest weights in G ′ is smaller than or equal to t. So the algorithm computes, using a linear time selection algorithm by Blum et al. [3] , the k-th smallest weightw in the multiset of weights of vertices in G ′ . Finally, with another scan of the weights, the algorithm adds up the values of k weights not exceedingw, and compares the obtained value s to t. If s ≤ t then α(G ′ ) > δ(G ′ ) and G is not a square graph. Otherwise, G is a square graph. Hence, by Theorem 12, the described linear time algorithm correctly determines whether G is a square graph.
Remark 2. It is not possible to construct the adjacency lists of a square root of a threshold square graph, given by a separating structure (w, t) in linear time in the size of the structure. To see this, consider, for a positive integer n, the threshold graph B n with vertex set V (B n ) = {u 1 , . . . , u n } ∪ {v 1 , . . . , v n }, given by the separating structure (w, t), defined as w(u i ) = 1 and w(v i ) = n for all i ∈ {1, . . . , n}, and t = n. Every graph B n has a square root H n and it is not hard to see that this root is unique up to isomorphism. As an example, B 4 and H 4 are displayed in Fig. 2. The size of the separating structure (w, t) is of the order O(n log n), but |E(H n )| = Ω(n 2 ). Proof. Let G be a threshold graph with V (G) = {x 1 , x 2 , . . . , x n }, given by the degree sequence (d 1 , d 2 , . . . , d n ). We may assume that d 1 ≤ d 2 ≤ . . . ≤ d n , since otherwise we can first sort the degrees in O(n) time using counting sort [9] . If d n = 0, then G is edgeless, hence a square graph. Assuming that d n ≥ 1, we then remove isolated vertices from the graph, to produce a connected graph G ′ . Let 0 < δ 1 < δ 2 < . . . < δ k < n be the distinct vertex degrees of vertices in i=1 |D i | + (k (mod 2)), and checks whether α(G ′ ) ≤ δ(G ′ ) = δ 1 . If so, then, by Theorem 12, G is a square graph. Otherwise, G is not a square graph.
Clearly, the described algorithm runs in time O(n) and correctly determines whether G is a square graph. 
Concluding remarks
Since trivially perfect graphs are (P 4 , C 4 )-free, it is natural to ask about the complexity of the Square Graph and Square of Split Graph problems on P 4 -free graphs and on C 4 -free graphs. The Square Graph problem is NP-complete for chordal graphs [23] , hence also for the larger class of C 4 -free graphs. It would be interesting to also settle the complexity status of the other three problems. Along similar lines, we may also ask about the computational complexity of the Square Graph problem on split graphs.
