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Abstract
This thesis is primarily concerned with the electrical characterization and modelling of perovskite
solar cells. Perovskite cells are a new player in the photovoltaic arena with several intriguing
properties. One of these is the presence of intrinsic mobile ions which make these semiconductors
simultaneously ionic conductors at room temperature. The presence of mobile ions is significant
in that it leads to a number of transient behaviours in optoelectronic measurements, including
nominally simple current-voltage measurements where the phenomena are broadly labelled as
aspects of “I-V hysteresis”. The first two-thirds of this thesis describes our work on extended
drift-diffusion models which incorporate the presence of mobile ions into the conventional equa-
tions of semiconductor physics. These allow us to uncover mechanistic explanations for a variety
of transient behaviours which are broadly caused by coupling between electronic and ion dy-
namics. The first third (Chapter 2) deals with hysteresis in the form of rate-dependent I-V
sweeps: a selection of unusual measurements of this type is presented including a temporary
enhancement in open-circuit voltage following prolonged periods of negative bias, dramatically
S-shaped current-voltage sweeps, decreased current extraction following positive biasing or “in-
verted hysteresis”, and non-monotonic transient behaviours in the dark and the light. This
initial study is supplemented with a more in-depth investigation of inverted hysteresis and its
correlation with band-alignment. The second third (Chapter 3) delves deeper into electrical
characterization with a first-principles study of electrical impedance spectroscopy. We focus on
accounting for features in the measured capacitance spectrum (sufficient for a full account of
the total impedance due to the Kramers-Kronig relations) of standard-structure (non-inverted)
perovskite cells. Here our models make clear the necessity of distinguishing fundamental contri-
butions to the measured capacitance due to charging, from those due to currents delayed by slow
processes such as ion migration. With this distinction clearly established we provide a detailed
account of all the major features observed in impedance measurements of these cells, including
the exotic and previously puzzling appearance of giant photo-induced capacitance, loop features
and negative capacitance.
The final part of this thesis in Chapter 4 concerns the integration of perovskite cells into
tandem arrangements with a partner such as the crystalline silicon cell. Of relevance to any
thin-film solar cell, and to 4-terminal tandem cells in particular, is the specifications of its
transparent conductor layers. We analyze transparent conductor requirements under different
regimes of metallization (the addition of metallic bus-bars or fingers). Here a key parameter is
the minimal achievable wire width, which dictates the necessary trade-off between transparency
and conductivity in the underlying transparent conductor. We identify 30 µm as a critical
width below which many emerging transparent conducting layers such as carbon nanotubes and
graphene become competitive with state-of-the-art transparent conductive oxides such as ITO
for a stand-alone perovskite cell. We also discuss a novel strategy for integrating perovskite and
Si cells into a single monolithic structure without the need for a tunnel junction or recombination
layer. This is identified as being possible due to the presence of interfacial sub-gap states which
can facilitate high-conductivity ohmic contact between TiO2 and p-type Si, and has significant
advantages in terms of reducing optical losses and processing steps.
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Introduction
What is the goal of photovoltaic research today? In 2016, a mid-point in the author’s PhD,
worldwide installations of new photovoltaic (PV) capacity overtook that of all other electricity
sources [1]. Projections indicate that PV is on the path to become, if not a primary electricity
source, then a very substantial player in the world’s energy mix [1, 2]. This tends to provoke
one of two possible reactions: on the one hand it may seem that the technology has already
made it, signalling a “game over” situation for PV research.1 Is there much need for blue-skies
thinking about a technology with such formidable industrial momentum? Perhaps one’s efforts
would be better spent elsewhere. The other reaction sees the present situation as a stimulus:
now more than ever is the time when incremental improvements stand to have tangible real-
world consequences. Indeed, despite being one of the cheapest sources of electricity in several
worldwide locations (alongside wind) [3], in many other places PV still lags behind non-renewable
sources due to regional variability in yield and installation costs. Even in the most competitive
locations the cost advantage of PV tends to disappear at levels that require storage [4]. It follows
that reductions in the cost of PV electricity still have a large role to play in the technologies’
adoption, and therefore in the world’s commitment to renewable energy. Both the optimistic
and pessimistic lines of thinking hit on partial truths however and deserve our attention. In the
following we will discuss aspects of a new player in the PV arena: the perovskite solar cell. The
rapidly-shifting terrain of industrial feasibility, market forces and fast-moving science makes this
a risky but exciting domain of research.
1.1 Motivation: Innovation beyond Si
Forecasts concerning PV adoption are generally sunny: the direct conversion of sunlight to elec-
tricity is already one of the cheapest ways to generate energy in many regions of the world, and
is nearing the threshold in many others [1, 2, 3]. To date the massive growth in PV adoption has
been driven largely by impressive cost reductions in the c-Si module (> 90% of the current PV
market-share [5]) with some help from local policy incentives [1]. Further cost reductions can be
1Every worker in the field has surely encountered this “gauntlet throw” at least once, whether from the mouths
of another (in the authors case) or simply as a challenge to themselves.
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expected to continue into the near future as industrial production catches up with advancements
made in the lab. Manufacturers will have to contend with the technologies’ intrinsic efficiency
limit in the longer term however. If unsurpassed, this efficiency limit will constrain improve-
ments in the levelized cost of electricity for silicon photovoltaics due to balance-of-systems costs,
which arise from relatively mature products (racking, inverters, wiring etc.), and are compara-
bly difficult to reduce. Motivated by such factors, a projection of PV development to the year
2050 [3] has considered the situation in which single-junction Si cells continue to dominate the
market by 2050 a “conservative” base case. A more likely, “average” scenario is one in which
the incentives for higher-efficiency have shifted production to dual-junction (“tandem”) cells by
2050 with a module efficiency of 30%, surpassing the 24% base case (close to the realistic limit
for Si module efficiencies, estimated to be 25% [3]) with 35% triple-junction modules coming
to dominate by the same time in an optimistic scenario.
Among the many third-generation proposals for circumventing the thermodynamic efficiency
limit of single-junction cells, multi-junction cells are widely regarded as being both the most
practical and economically viable strategy [6]. This last point hinges on the existence of low-
cost sub-cells that satisfy matching criteria with respect to their band-gaps. In addition to
being commercially established, Si has a highly favourable band-gap for use as a bottom-cell
in tandem or multi-junction arrangements. Unfortunately, no comparably established wide-
bandgap cell exists as a partner for Si at present. Furthermore, the list of candidate technologies
in development with the necessary high band gaps was both short and unpromising until recently
(see e.g. [7]). Good band-gap pairings can be achieved with III-V semiconductors, but the
considerable materials and processing cost of these [8], far outweighing that of silicon, hampers
the commercial viability of such designs for terrestrial non-concentrating applications. Silicon
quantum dots were pursued for a while as another alternative [9], but appear to have lost favour
recently, possibly due to the stringent processing requirements needed to compromise between
quantum confinement and adequate conductivity. Recently the shortlist admitted a new and
more promising entry in the halide perovskites, which with their well-matched band gaps and
low materials cost have emerged as promising tandem partners for Si. Whilst not without its
challenges, the possibility of boosting the efficiency of Si cells with a perovskite top-cell has
attracted the attention of many researchers from the domains of semiconductor engineering,
to materials science and chemistry, and is now the leading strategy for bringing perovskite
photovoltaics to market [10].
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1.2 Perovskite Photovoltaics
Halide perovskites exploded onto the photovoltaic scene in the period 2012-2014, becoming the
focus of many research groups previously devoted to organic and dye-sensitized cells. Despite
their historical relation, state-of-the-art perovskite cells have more in common with other inor-
ganic thin-film technologies due to their long diffusion lengths and low exciton binding energies.
These result in mostly free carriers under 1 sun illumination that can be put to work using the fa-
miliar concept of a carrier-selective heterojunction [11]. The perovskite cell therefore represents
an evolution rather than a revolution in photovoltaics, although there are still uncertainties as to
which key physical properties have enabled their rapid climb to prominence. In addition to pro-
viding nearly ideal band-gaps for tandem pairings with Si, many have touted perovskite cells as
being competitive in their own right. Optimists consider the latent advantages of low-cost roll-
to-roll processing, and the possibility of making flexible cells, as enabling future cost-reductions
relative to the Si cell. Such claims remain controversial, and one certain consideration is that
economies of scale, which have worked so strongly in the Si cell’s favour, present a high barrier-
to-entry for competitive technologies lacking truly breakthrough advantages. Many therefore
believe that a more likely path to commercialization sees perovskite cells being adopted by Si
manufacturers as a means to boost the efficiency of their product, and thus gain competitive
advantage [12]. This may eventually lead to spin-off perovskite products after industrial-scale
learning has made the technology more competitive. Of course, any commercial application in
photovoltaics will require a solution to the stability problem [13], which is serious but largely
outside the scope of this thesis.
On top of their commercial prospects, photovoltaic perovskites exhibit a number of unusual
physical properties that have attracted significant scientific attention. Their unique properties,
ranging from controversial to well-established, include complex electronic structures featuring
“dynamical” band gaps, hints of ferroelectric ordering, and large intrinsic ionic conductivities.
To provide a sense of these and the excitement they have generated, a selection of interesting
results will be reviewed in the section below. Whilst of only indirect relevance to the remainder
of this thesis, these materials properties may have much to do with what makes perovskite
photovoltaics worthwhile. It is also important for us to consider these and their possible impact
on device behaviour given our focus on modelling.
A vital and curious aspect of the photovoltaic perovskites is their remarkably long charge
carrier lifetimes when prepared in polycrystalline thin-films (typically 10-1000 ns [14, 15]) and
single-crystal form (1-10 µs [16]). These indicate low rates of defect-mediated non-radiative
recombination, a particularly surprising property for solution-processed thin-films that cannot
withstand high temperature annealing, and are therefore significantly disordered. Given the soft
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character of these materials (small lattice binding energies [17]), it is practically certain that
crystallographic defects are present in high numbers, from which it follows that the majority of
these must be relatively benign. The reason for this “defect tolerance” has yet to be confidently
identified, but many creative and intriguing suggestions have been put forward. Low rates of
bi-molecular radiative recombination have also been observed [18] and may follow from the same
or related mechanisms.
Sub-gap Defects
Although far from the only possibility, the simplest mechanism to explain long lifetimes would
be a relative absence of recombination-active defects in the photovoltaic perovskites. Indeed,
several ab initio calculations have indicated that most point-defects in CH3NH3PbI3 (MAPbI3)
form only shallow levels inside the band gap [19, 20] whereas those defects that do form deep
levels have a fortuitously high formation energy [19]. Although direct confirmation for this
property is apparently still lacking, it has been pointed out that the unusual “inverted” band-
structure of MAPbI3, characterized by anti-bonding orbitals in the valence band and bonding
conduction-band orbitals, could partially account for this phenomenon [21]. In particular, the
dangling bonds at vacancy sites and grain boundaries are predicted to yield shallow or band-
resonant energy levels, making both relatively benign. Unfortunately this elegant and unusual
property is unlikely to represent the full story, as several other candidate PV materials have
been identified by using inverted band structures as a screening criterion, but none of these have
achieved comparable lifetimes [22].
Ferroelectric Highways
The possibility of ferroelectricity has been extensively discussed with reference to MAPbI3 and
related materials due to its prevalence in inorganic perovskites, particularly the peroskite oxides
[23]. Certain types of ferroelectric ordering could provide internal carrier separation along “fer-
roelectric highways” and thereby explain the long observed lifetimes [24, 25, 26]. Several studies
have reported direct evidence for the existence of polarized nanoscale domains, apparently of
the kind needed to aid charge separation, using piezoresponse force microscopy on MAPbI3 films
[27, 28]. The fact that similar measurements by other groups have failed to obtain such evidence
[29] is suggestive of strong preparation dependence however. Notably for the correlation with
lifetimes, Vorpahl et al. have shown that the domains apparent in the piezoresponse disappear
upon heating above the cubic phase transition [30]. Although heating above room temperature
generally has an adverse effect on MAPbI3 cell performance, a dramatic change at the tetragonal
to cubic transition is not observed [31, 32], contrary to the sudden disappearance of ferroelectric
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ordering. The role that ferroelectricity plays in the photovoltaic operation of perovskite cells
therefore remains unclear.
Polaronic Carriers
Within conventional band theory lattice distortions act to reduce the strength of electrostatic
interactions between internal charges, including carriers and charged defects. Correspondingly,
dielectric polarization is most often considered in terms of its effect on properties such as the
exciton binding energy and capture cross sections. Measurements of the static dielectric constant
(carefully excluding the ionic contribution) indicate very large values in the range of stat ≈ 60
for MAPbI3 [33], a factor which could account for the ready breakup of excitons [34], and
reduced rates of defect capture [33]. The back-action of lattice polarization on the carriers
themselves is a distinct effect of dielectric polarization, less relevant in covalent semiconductors
such as Si, but potentially crucial in ionic materials. Several authors have suggested that these
“polaronic” effects could be vital to a proper description of carriers in MAPbI3 [35, 34, 36, 37,
38, 33, 39]. The interaction between carriers and the lattice polarization has two primary effects
of relevance to device operation, namely a reduction in mobility and reduced recombination
rates. Values of 100 cm2 V−1 s to 200 cm2 V−1 s have been derived for the electron and hole
mobilities from theories of polaron transport [40, 41], which agree well with the highest values
obtained from single-crystal measurements [16]. These figures represent an upper limit for single-
crystals, and will be further reduced by impurity and defect scattering in polycrystalline films.
Perhaps of greater interest is the possible effect of lattice polarization on reducing recombination
rates beyond the simple prediction of Langevin’s theory [42]. Localization of carriers should
reduce recombination rates, whether due to random potential fluctuations [43] or the coordinated
polarization involved in polaron formation, with one estimate putting the size of this effect at
two orders of magnitude in terms of rate reduction [44]. Signatures have been observed in
transient infrared absorption which appear to support the polaron theory [45]. Another very
tentative indication in favour is a thermally activated recombination rate [33], which would
follow if carriers must first be thermally excited out of their self-induced polarization-well before
recombining. Thermally activated recombination has indeed been reported in measurements
[46, 47] but attributed to a mechanism invoking the indirect band gaps discussed below.
Direct-Indirect Band Gap
MAPbI3 and its relatives have mostly been labelled as direct band-gap semiconductors due to
their strong absorption features, but several lines of evidence now point to a more nuanced pic-
ture. A number of computational studies [48, 49, 50, 51, 52], and recent experimental evidence
12 CHAPTER 1. INTRODUCTION
[47] indicate the formation of a slightly indirect gap in MAPbI3 due to spin-orbit coupling.
A necessary condition for a spin-split band gap is broken inversion symmetry, as can be seen
by noting that the momentum separation ∆k and spin σ of two spin-split extrema define a
pseudovector ∆k × σ, which must vanish whenever inversion symmetry is present. In MAPbI3
both the polar organic molecule and distortions of the inorganic sublattice break inversion sym-
metry “dynamically” (as both are disordered at room temperature), and the heavy Pb atom
contributes relativistic electrons to result in a spin-split band gap [48]. Importantly, the splitting
is small enough to only slightly shift the energy required for direct transitions, so the strong
absorption implied by a direct gap is retained. It has been estimated that the indirect character
contributes to a 350-fold reduction in direct recombination rates compared to the case with no
spin-splitting [52]. The experimental evidence in favour of this theory is a thermally activated
recombination rate [47], which might alternatively arise from the polaron mechanism described
above. Nonetheless, the possible importance of spin-orbit coupling is both intriguing and well
demonstrated theoretically, with important implications for compositional design (in particular,
the heavy Pb atom may be practically irreplaceable if this is the key property of photovoltaic
perovskites).
Ionic Conductivity
Several inorganic perovskites (both oxides and halides) are known to be good ion conductors
[53], perhaps explaining why ionic conduction was quick to emerge as an explanation for slow
transient behaviour in perovskite cells. The first mention of ion conduction in the perovskite
photovoltaic literature appears to be work by Dualeh et al. [54] which noted significant low-
frequency features in impedance spectroscopy measurements. Subsequent studies focusing on
EIS were not unanimous in this attribution however, with others opting for an explanation in
terms of dielectric relaxation [55, 56]. Shortly thereafter, a switchable photovoltaic effect was
found in devices with non-selective contacts and explained in terms of ion migration [57], with a
key piece of evidence being material changes observed under poling that would not be expected
if ferroelectricity or traps were responsible. The finding that films of MAPbX3 (X=Cl, Br, I)
could be inter-converted via anion exchange provided the first unambiguous evidence that the
halides in these films are mobile, with dipping conversion occurring on a timescale of seconds to
minutes [58]. The analogous effect of cation exchange between MAPbI3 and FAPbI3 was also
observed with a timescale on the order of 10 minutes [59]. Meanwhile computational studies
predicted highly facile formation [60] and diffusion [61] of iodine vacancies in MAPbI3, with
the latter study even concluding that iodide diffusion is too fast (activation energy 0.08 eV) to
account for the commonly observed transient phenomena, proposing motion of the less mobile
MA vacancies instead. Another computational study found a significantly higher activation
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energy for VI diffusion (0.58 eV) and good agreement between this value and temperature-
dependent transient measurements [62].
There are now several studies which have provided spatial information about the nature
of ion migration in MAPbI3. Photothermal induced resonance microscopy (an atomic force
microscopy technique) was used to map the distribution of MA+ ions after electrically biasing
a lateral MAPbI3 structure for 100 − 200s [63]. The large (≈ 10 µm) accumulation zones were
found to undergo a work function change following biasing, supporting the picture that mobile
ions act as a dynamic doping profile. Localized illumination was also observed to cause a
migration of ions (this time I−), possibly due to photo-charging induced by a significant density
of carrier traps [64]. Another significant finding concerns the role of grain-boundaries: local I-V
measurements were performed using conductive atomic force microscopy to reveal that hysteresis
is apparently strongest at grain boundaries in MAPbI3 [65]. This suggests that ion migration
may occur primarily along isolated pathways at the grain boundaries rather than through the
bulk, although bulk migration is still necessary to account for the interconversion experiments.
Migration of iodine along grain boundaries was detected directly using energy-dispersive X-ray
spectroscopy in the same study, but was only detectable at slightly elevated temperatures of
330 K [65]. At the same time no observable motion of the lead element was detected, consistent
with predictions of a higher activation energy for migration for this species [61].
More recently it has been discovered that in addition to intrinsic ion migration in MAPbI3,
extrinsic species such as Li+, Na+ and H+ are also mobile in the material [66]. These extrinsic
ions originate primarily from the contact layers, and could explain some of the observed sensi-
tivity of hysteresis behaviour to the choice of contacts (including different activation energies
for relaxation [67, 68]). The occurrence of a material with high intrinsic (and extrinsic) ionic
conductivity represents a first in the space of high-performing solar absorbers, and is relatively
novel in the context of semiconductor physics as well. Standard characterization methods must
therefore be used with caution on the halide perovskites and conventional device models must
be re-examined.
This concludes our brief survey of the physical properties which make the photovoltaic per-
ovskites scientifically interesting. As already mentioned, it is still unclear how many of these
properties are essential for a proper description of perovskite devices. In the face of this uncer-
tainty, it is worth taking some time to consider the role of device modelling, which constitutes
the major focus of this thesis.
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1.3 The Role of Modeling
The trajectory of perovskite efficiencies over the 4-7 year period to date provides an interesting
opportunity to reflect on the factors at play in photovoltaic R&D. In its early stages one can
discern that great leaps were made in perovskite cell design by intuitive reckoning, based mostly
on experience and basic observation: the key moves from liquid to solid electrolytes (motivated
by stability issues) and from the sensitized to thin-film architecture (on the basis of long life-
times) are prime examples. Significant advances in more recent times continue to be made via
simply-motivated (but seldom simply-executed) processing improvements, directed for example
at producing more uniform films with larger grain sizes. Prior experience from other photo-
voltaic technologies also plays a role in motivating approaches such as interface passivation and
band-alignment tuning. Clearly such progress requires little input from advanced cell characteri-
zation or device modelling. This tight-looped “direct” approach, largely guess-and-try (although
seldom reported as such), can be contrasted with the more involved process of making advance-
ments in a mature technology such as the Si cell. Here progress is heavily reliant on a detailed
understanding of the semiconductor and materials physics relevant to device operation. Well-
vetted models underpin a sizable arsenal of characterization techniques and simulation packages
that are used routinely in guiding cell and process design. In part this can be attributed to
the multitude of steps involved in Si cell fabrication, which can be separately optimized given
the right tools. Clearly the technology’s maturity is also a factor, as it is hard to imagine the
intuitive approach characteristic of perovskite research today making much headway on record
Si efficiencies. Due to strong process interactions it is hard to apply compartmentalized opti-
mization to perovskite cells, and it is anyway rather quicker to simply finish a cell and check its
efficiency. The most useful kind of model for perovskites would therefore be those applicable to
completed devices and capable of pinpointing their major failings.
A clear sense of what a useful model needs to accomplish can be gained by considering the
workhorse diode models of Si cell analysis. These capture quantitative information about device
performance in just a few effective parameters (e.g. series resistance and saturation currents),
which generally relate to a combination of microscopic quantities. This compromise (a “lumped
approximation”) is an acceptable and even desirable one, as for the purpose of guiding fabrication
it is enough that each effective parameter should relate to a strict subset of the processing steps.
For example, if the series resistance can be confidently related to the contact materials or
metallization, and not to other cell properties such as passivation, its determination provides
useful input into the development feedback loop. Clearly such models should be physically
well-motivated, as no clear correspondence between effective parameters and processing steps
can be expected to occur “for free”. As yet, no models with the reliability and utility of the
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conventional diode models have been established for perovskite solar ells. Instead, a large part of
the work in this thesis concerns the preliminary step of correctly identifying the relevant device
physics (a process that crucially distinguishes modelling from straightforward fitting).
1.4 Chapter Outlines
What physics? (Chapter 2)
The primary focus of this thesis is on the device modelling of perovskite cells, both singly and in
tandem arrangements with Si. In light of the observations above, our main task lies in identify-
ing the physics relevant for a proper description of these devices. Several of the unusual physical
properties described above call for a re-examination of the basic assumptions entrenched in
conventional photovoltaic thinking, and contraindicate the incautious use of established charac-
terization methods. Questions arise as to whether certain exotic physical properties are essential
to an understanding of perovskite devices, or whether they can incorporated with a business-as-
usual approach using modified material constants. It is here that modelling in an exploratory
way can play a vital role in terms of sharpening thinking about these issues and identifying gaps
in our understanding.
Since the first suggestions that ionic conductivity might be significant in the halide per-
ovskites, it seemed clear that (if true) this fact would have a vital impact on the way we
conceptualize cell operation, and on the business of characterization. This is less true for the
other exotic properties mentioned in sections 1.3-1.6, for example: defect tolerance, indirect
band gaps and polaronic effects should be felt mostly in reduced recombination rates (and mo-
bility in the latter case), and are therefore accommodated by a “business-as-usual” approach
to semiconductor device modelling. Ferroelectricity is anticipated to have more complex conse-
quences depending on the size of the effect, but there have been several indications that it is not
a primary factor in transient behaviour (although it may play a microscopic role in aiding charge
separation, c.f. the ferroelectric highways concept). By contrast, the evidence for ion migration
is now practically irrefutable, and there have been several highly suggestive links between it and
transient device behaviour. The primary evidence for ion migration was reviewed above and the
links to cell behaviour will be covered in Chapter 2. Subsequently we describe an approach for
incorporating mobile ions into a standard p-i-n model, which is then used to address a series
of curious features seen in I-V measurements of our own group’s MAPbI3 cells (2.4). This is
followed by an in-depth study of so-called “inverted hysteresis” (sec. 2.5).
16 CHAPTER 1. INTRODUCTION
Ions and EIS (Chapter 3)
Having successfully established the mobile ions suffice to explain much (if not all) of the qualita-
tive behaviour seen in I-V measurements, we proceed to test these models against EIS measure-
ments in Chapter 3. Although not far removed from an I-V measurement, EIS allows for probing
cell behaviours over a large range of timescales (up to 9 decades) in a single measurement, and
therefore provides a more stringent test of a model’s transient component. Once again we find
that the ionic cell models are remarkably adept at accounting for these measurements, and are
able to provide rigorous explanations for a number of previous puzzling phenomena.
Tandem Modelling (Chapter 4)
Several aspects of cell design have little to do with the details of the perovskite absorber, par-
ticularly when it comes to making tandems. These include the design of transparent electrodes,
paramount in 4-terminal tandem design, and interconnection layers for monolithic 2-terminal
cells. Chapter 4 deals with both of these aspects of tandem cell design, addressed specifically at
perovskite/Si devices.
To construct a 4-terminal tandem from its component subcells the only modification needed
is removal of the top cell’s reflective back contact, and its replacement with a transparent
conductor. The choice of transparent conductor is therefore a key step in 4-terminal tandem
design, and can have a significant impact on the resulting performance. We begin Chapter 4
by reviewing the standard requirements for transparent conductors, before considering in detail
how these are affected by the inclusion of metal bus-bars or fingers.
In 2-terminal monolithic tandems, the top cell’s reflective back contact is conventionally
replaced by a transparent interconnection layer to carry current between the two subcells. We
report on a collaborative project which resulted in proof-of-concept tandem cells with no in-
terconnection layer, entailing conductive direct contact between the two subcells. The author’s
involvement in this project concerned the physical mechanisms responsible for enabling this de-
sign, which appear to be sub-gap defects in the amorphous interfacial region. We present the
device modelling and observations in favour of this theory, and a discussion of how these fed
back into the design process.
1.5 Chapter Papers
This thesis is largely a compilation of publications by the author. These are listed below:
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Chapter 2
Chapter 2 is based on first-authored publication [1] listed below and a co-first authored publica-
tion [2] with minor modifications to figures and text. Our contributions to [2] included writing
of (the entire) manuscript, preparation of all figures, development of the theory and execution
of the modelling. H. Shen contributed experimental design, characterization and fabrication of
the cells, as well as initiating the study.
[1] Jacobs, D. A.; Wu, Y.; Shen, H.; Barugkin, C.; Beck, F. J.; White, T. P.; Weber, K.;
Catchpole, K. R. Hysteresis Phenomena in Perovskite Solar Cells: the Many and Varied
Effects of Ionic Accumulation. Physical Chemistry Chemical Physics 2017, 19, 3094-3103.
[2] Shen∗, H.; Jacobs∗, D. A.; Wu, Y.; Duong, T.; Peng, J.; Wen, X.; Fu, X.; Karuturi, S. K.;
White, T. P.; Weber, K.; et al. Inverted Hysteresis in CH3NH3PbI3 Solar Cells: Role of
Stoichiometry and Band Alignment. The Journal of Physical Chemistry Letters 2017, 8,
2672-2680. ∗Co-first authors.
Chapter 3
Chapter 3 is based on the first-authored publication listed below, currently under review, with
some minor modifications to figures and text, plus additional content:
[1] Jacobs, D. A.; Shen, H.; Pfeffer, F.; Peng, J.; White, T. P.; Beck, F. J.; Catchpole, K. R.
Capacitance Measurements of Perovskite Solar Cells: Antiphase Recombination is Vital.
Under Review 2018.
Chapter 4
Chapter 4 is based on the first-authored publication [1] and a co-first authored manuscript [2]
which is presently under review. Our contribution to [2] included: significant writing of the
manuscript and the entirety of the theory and modelling section, analysis and interpretation of
results, and the preparation of Figs. 4.10, 4.11 and 4.13. The experimental design, fabrication
and characterization was carried out primarily by H. Shen and the other co-authors, who also
initiated the study.
[1] Jacobs, D. A.; Catchpole, K. R.; Beck, F. J.; White, T. P. A Re-Evaluation of Transparent
Conductor Requirements for Thin-Film Solar Cells. Journal of Materials Chemistry A
2016, 4, 4490-4496.
[2] Shen H.∗, Omelchenko S. T.∗, Jacobs D. A.∗, S. Yalamanchili∗, Wan Y., Wu Y., Phang
P., Duong T., Peng J., Yin Y., Yan D., Samundsett C., Wu N., White T. P., Andersson
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G. G., Lewis N. S., Catchpole K. R. Ohmic p-Si/titania contact enables high efficiency,
interconnect-free monolithic perovskite/silicon tandem solar cells Submitted, 2018. ∗Co-
first authors.
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Chapter 2
I-V Hysteresis
2.1 Introduction
With reference to perovskite solar cells (PSCs) the term ”hysteresis” is used to describe any rate
or preconditioning dependence in an (opto-)electronic measurement.1 Large hysteresis effects
render the traditional diode models of photovoltaic analysis ineffective, and thereby compli-
cate the process of device design and characterization. The most common form of hysteresis
occurs in I-V measurements, where it manifests as a sensitivity to sweep rate, direction and
pre-conditioning (the recent history of applied voltage and illumination levels). I-V hysteresis is
not unique to perovskite cells: it was studied some time ago in dye-sensitized solar cells where
it presented similar problems for reliable characterization [1]. There the phenomenon was asso-
ciated with a slow diffusion of ions in the cell’s electrolyte [2], just as the present understanding
of perovskite hysteresis emphasizes the role of solid-state ion diffusion.
The issue of hysteresis in perovskite cells was first given due recognition in a paper from
H. Snaith’s group in early 2014 [3] (i.e. some time after the field’s foundational papers which
gave it no mention). The hysteresis in this early work was referred to as “anomalous” since the
slow relaxation upon voltage shifts (significant after hundreds of seconds) was long enough to
give the appearance of increasing hysteresis at lower scan rates, contrary to the trend expected
with capacitive hysteresis. A low-frequency response had already been observed prior to this in
impedance spectroscopy [4], although at that time the implications for I-V characterization were
not discussed. Ref. [3] pointed out the now well known fact that the I-V curves of perovskite
cells can be strongly influenced by factors such as scan-rate, direction and preconditioning,
as well being one of the first to suggest that ionic conduction could be responsible. Other
hypotheses included a ferroelectric response and the influence of slow trapping/de-trapping due
to defects in the perovskite bulk or interfaces. For some time afterward the three mechanisms
of ion conduction, ferroelectricity and slow trapping were treated on almost equal footing as
viable explanations for I-V hysteresis. In the intervening years however the evidence that halide
1“Relaxation” would be a more suitable term due to the transience of these effects, but we will adhere to using
simply “hysteresis” throughout. Sometimes “rate-dependent hysteresis” is used in the literature to acknowledge
the discrepancy with the words’ usual meaning in physics, which does not imply any time-dependence.
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perovskites (in particular MAPbI3) are facile ion conductors has become practically indisputable
[5, 6, 7, 8] (see also section 1.2), whilst the evidence in favour of ferroelectric effects is still hotly
contested. Carrier trapping and de-trapping have yet to be proven sufficient to describe I-
V hysteresis, although a certain degree of trapping-induced transience is strongly implicated
by observations of slow responses in bare titania films, and by capacitance measurements (see
Chapter 3, in particular sec. 3.7).
Whether ionic disorder is simply a temporary nuisance in halide perovskites, or whether it
is more deeply associated with some of the materials more desirable properties is as yet unclear.
It is certainly tempting to speculate that the several unique peroperties of these materials (ionic
conductivity included) may be related to one another rather than present by a coincidence. One
possible link concerns the materials soft character: this simultaneously contributes to its strong
polarizability, suggested to enable long carrier lifetimes (section 1.2), and also to the ready
formation and diffusion of ionic defects. It is therefore uncertain whether future generations
of perovskite cells will inherit the peculiar features of the cells today which make them so
challenging to characterize. For the present hysteresis effects are still manifest in even high
performing cells (although typically at somewhat faster timescales, see sec. 3.8), and remain an
obstacle to rigorous characterization. We remark that some of the slow performance variations
on the timescale of hours under operating conditions have also been attributed to ion migration
[9].
Two studies on the topic of modelling I-V hysteresis with a drift-diffusion treatment of
ion migration were published prior to ours [10, 11], and were crucial as inspiration. These
were primarily concerned with explaining the sweep-rate and pre-conditioning dependence of
standard I-V measurements. Their success in explaining the basic qualitative features of I-
V measurements motivated the author to apply a similar approach to explaining some of the
measurements generated by the perovskite cell-makers at ANU. These data sets exhibited a
considerable variety of effects not seen in the literature, which promised to thoroughly test
the ionic theories’ adequacy. Sections 2.4 and 2.5 describe the methods and outcomes of this
investigation, with joint conclusions given in sec. 2.6, all of which argue resoundingly in favour
of the ionic hypothesis.
2.2 Modelling Ionic Semiconductors
2.2.1 Drift-Diffusion of Holes and Electrons
Most analyses of semiconductor devices are made on the basis of the semi-classical drift-diffusion
equations for carrier transport. To arrive at these from the starting point of many-body quantum
theory involves several stages of approximation, first to the single-particle Schro¨dinger equation,
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then to its semi-classical approximation, and then to Boltzmann’s transport equation, which
finally has the drift-diffusion equations as one of its limits [12]. We will not attempt to outline
all the required assumptions here (see [12] for an in-depth treatment and extensive references).
We remark on only one of these which is necessary to move from the Boltzmann transport
equations to drift-diffusion: that is that the device dimensions are large compared to the carrier
mean free path (clearly necessary for the description of carriers using position-dependent quasi-
fermi levels). The mean free path is estimated very roughly by the relation lp ∼ m∗µvth/e, which
yields a value of approximately 30 nm for a mobility of µ = 10 cm2 V−1 s−1 and m∗ ∼ 0.5. This
value is somewhat lower than the ∼300 nm predicted for tetragonal MAPbI3 by a combined
density-functional and transport theory calculation [13], but we note that this study derives
mobility values (∼ 1000 cm2 V−1 s−1) an order of magnitude larger than any measurement we
are aware of, and similarly in excess of the mobility calculated on the basis of polaron theory [14].
The polaron value (∼ 100 cm2 V−1 s in the absence of impurity scattering) also yields lp ∼ 300 nm
using the estimate based on mobility. The scatter of these values clearly overlaps squarely with
the typical length scales (thicknesses) in a perovskite solar cell, and it can therefore be expected
that non-equilibrium corrections to transport may be significant in these devices (see [15] for
a corrected treatment in the context of short-base diodes). Several further approximations are
implicit in the use of 1D drift-diffusion models, such as the neglect of 2 dimensions (and therefore
effects related to inter-grain coupling and mesoporous or rough interfaces) and lateral disorder.
As is often the case in physics, the seemingly indulgent number of approximations required
to derive the drift-diffusion equations does not greatly compromise their utility. Indeed, the
drift-diffusion approach is considered foundational in most treatments of semiconductor device
physics [16], and has been used to good effect in the analysis of thin-film devices (including
polycrystalline and amorphous solar cells) for decades (see [17, 18] and references therein). As
a further example of this the drift-diffusion simulator SCAPS has been extensively used in
modelling CdTe and CIGS thin-film cells (see references in [19] and its citations). Empirically
this suggests that the required assumptions are not too serious despite appearing mathematically
doubtful. Since our purpose in the following two chapters is mostly to obtain qualitative insight
using the drift-diffusion equations these issues will not be of great concern to us hereafter. A
few more assumptions are implicit in the use of our numerical modelling tools, SCAPS and
the COMSOL Multiphysics R© semiconductor module, which we state for completeness. These
mainly concern the boundary conditions: in SCAPS, transport at a heterojunction is assumed to
follow the thermionic emission mechanism [20], whereas our COMSOL models implemented the
condition of continuous quasi-fermi levels. The thermionic model imposes what is effectively a
(nonlinear) contact resistance whereas the assumption of continuous fermi-levels implies lossless
transmission. These models therefore coincide except under conditions of high current, or abrupt
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band discontinuities. It is clear that any interfacial resistance arising from the heterojunctions
in perovskite cells must be either comparable to or less than the parasitic resistance from its
other components (e.g. transparent contacts), otherwise the cells would be drastically limited by
series resistance. We therefore consider that the effect of band-offsets and thermionic emission
is not too significant at a qualitative level. Another assumption in both models concerns the
generation profile: in SCAPS we have used the option of AM1.5G illumination using the in-
built absorption coefficient model based on the band-gap (this yields approximately the correct
short-circuit current with a profile extending significantly into the device – sufficient conditions
for our purposes), whereas in COMSOL a single exponential generation profile was employed
(with absorption depths of ∼ 100 nm).
2.2.2 Drift-Diffusion for Ions
The models of ion migration used in this thesis are also based on a series of simplifying assump-
tions. These are partly based on the best available evidence concerning ionic conductivity in
MAPbI3, and partly on the need to integrate ion migration into the conventional drift-diffusion
models which address electronic transport. The latter need in particular is satisfied by modelling
ion migration itself with a drift-diffusion equation, making for easy integration with the finite-
element solvers used in conventional semiconductor modelling. Physically, the time-dependence
predicted by the use of drift-diffusion equation is seldom observed in ionic conductors [21], as
it entails simple (single timescale) exponential relaxation in response to small perturbations.
To the contrary, most ionic conductors exhibit “non-Debye” relaxation characterized by a wide
distribution of timescales [21]. Whether there is a universal set of mechanisms responsible for
this behaviour in ionic conductors is a question that is still under debate, but likely contribu-
tions in polycrystalline films include disorder and cooperative effects (i.e. interactions between
ions). It is expected for example that ions will diffuse more easily along grain boundaries and
other crystallographic defects than through the crystal bulk (c.f. evidence of grain-boundary
migration in MAPbI3 [22]) and individual grains may host a variable density of ions. The use of
drift-diffusion equations to model ion migration is therefore not expected to give accurate results
concerning dynamic (transient) observations. However, we can still inquire as to the effects of ion
migration and accumulation within perovskite cells without demanding accuracy in their time
dependence. This is the approach taken throughout this thesis. Indeed, the qualitative error
involved is straightforward to anticipate: whereever single-exponential transients are predicted
by drift-diffusion models, broadened transients (resembling stretched exponentials or power-law
decays) can be expected to occur in real measurements. Likewise in the frequency-domain study
of Chapter 3, Debye-type peaks and plateaus in the frequency spectra are expected to be broad-
ened. To mitigate these considerations as much as possible, the prelimary invesigations in sec.
2.2. MODELLING IONIC SEMICONDUCTORS 27
2.3.1 below employed the method of rapid-scan I-V sweeps for comparisons between theory and
experiment, which factor out much of the time-dependence.
It is also necessary to make assumptions about how many ionic species are active (mobile at
room or slightly elevated temperatures), and how these are compensated. The simplest assump-
tion to make is that only a single ionic species is relevant, e.g. the iodine vacancy in MAPbI3,
and that these ions are compensated by a uniform, stationary background of counterions, such
as lead vacancies. The situation just described is appropriate for modelling Schottky disorder,
e.g. 3V ′I + V
••
Pb + V
•
MA  nil.2 under the assumption that the defects are homogeneously dis-
tributed throughout the bulk. Other formation mechanisms and compensation schemes, such as
V ′I + I
−
surf.  nil. (exchange between bulk and surface sites) are also conceivable but will not be
addressed here.3 The formation energies of such Schottky pairs and triplets is predicted to be
small in MAPb3 [24], leaving a high density of mobile iodine vacancies of order ∼ 1 · 1019 cm−3.
By contrast the formation of vacancy-interstitial pairs (Frenkel) disorder is predicted to be less
facile, as is the case in many other perovskite compounds [24]. The computationally predicted
density of ∼ 1 · 1019 cm−3 is used as a starting point, but not adhered to strictly due to un-
certainty about this figure and the likelihood of sample dependence. We note that this density
puts the concentration of ionic defects somewhat beyond the dilute-solute limit, above which (at
around 0.1 atomic %) the formation of defect complexes and ionic interactions are expected to
be significant [25]. For modelling purposes the mobile species is specified by its charge, diffusion
constant, and density. Since iodine diffusion has been observed directly and seems to be the
fastest process we generally assume a +1 elementary charge for the mobile species. Diffusion
constants have also been measured and predicted with significant spread, so we allow ourselves
the liberty of varying these within the measured and predicted range. Parameter choices for
each figure are given in the tables at the end of the chapter.
2.2.3 SCAPS Model
As a first approach to modelling perovskite cells with mobile ions we developed device models
using SCAPS [19]. In these models the perovskite solar cell (apart from its mobile ions) is
envisaged as an n-i-p heterojunction device governed by the usual drift-diffusion equations of
semiconductor physics. This entails some simplification, particularly since the cells fabricated
for our experiments all incorporate mesoporous a TiO2 scaffold on the n-type contact. Never-
theless, we obtain good qualitative agreement by using only a single planar n-type contact layer
2This equilibrium represents a balance between vacancy formation and the perfect crystal. The vacancies are
represented in Kro¨ger-Vink notation [23] with V representing the species (vacancies in this case), the subscript
its location (lattice site) and superscripts the relative charge (• and ′ for positive and negative resp.).
3This reaction in particular would be sensitive to interface properties such as the choice of contact material,
and may have something to do with the observed sensitivity of hysteresis on these.
28 CHAPTER 2. I-V HYSTERESIS
in the models. Recombination is taken to be predominately trap-mediated (SRH type) with
contributions from both bulk defects as well as surface states at the Spiro-OMeTAD/MAPbI3
(HTL/ABS) and MAPbI3/TiO2 (ABS/ETL) interfaces. The interfacial defects allow for holes
in the HTL to recombine directly with electrons in the perovskite (along with the analogous pro-
cess at the ABS/ETL interface), which proves to be an important feature referred to hereafter
as “surface recombination”. The main model parameters are given in table 2.6.
Ions were input as doping concentrations localized within narrow layers adjacent to the two
perovskite interfaces, with concentration determined by an equilibrium condition at the pre-bias
voltage. This is distinct from the drift-diffusion models applied later in this chapter (sec. 2.5),
and in Chapter 3. The perovskite layer is assumed to be intrinsic on average, meaning that the
mobile ions are compensated by an equal number of homogeneously distributed stationary defects
of opposite charge, as in Schottky disorder [24]. The net doping which arises in the accumulation
regions therefore corresponds to an accumulation of ions on one side and a depletion of ions on
the other (Fig. 2.2). For simplicity the widths of the accumulation and depletion zones (hereafter
“accumulation zones”), which are likely to differ in reality [11], are set equal, making the model
agnostic about the charge of the mobile species.
The condition we use for equilibrium at a given bias voltage is that the bulk electric field
within the perovskite (outside the accumulation zones) should be fully screened when the ions
reach their resting positions, which assumes that the density of mobile ions is high enough for full
screening to occur. Applied to the motion of ions a drift-diffusion balance implies that higher
ionic densities will form narrower accumulation zones at equilibrium [11]. Our calculations
suggest that densities above approximately 1017 cm−3 result in full screening and accumulation
in zones less than 50nm wide (Fig. 2.8). We note that mobile vacancy concentrations above
1019 cm−3 have been predicted for MAPbI3 [24]. At smaller concentrations (< 1017 cm−3) these
regions spread outwards into the bulk and the concept of an accumulation zone loses its meaning.
Once determined by the equilibrium condition, the distribution of ions is held fixed over a full
I-V scan. This is meant to simulate measuring the cell over a time interval shorter than that
of ionic relaxation. Because SCAPS calculates equilibrium properties at each bias voltage, the
contribution of capacitive currents [31] is neglected in the I-V results presented herein. We have
performed calculations comparing the total charge stored within cells under different conditions
of accumulation which suggest that these capacitive corrections to the current are negligible
within our assumptions. Chapter 3 treats the topic of capacitive currents in greater detail and
provides the ultimate justification for this approach (see in particular sections 3.7 and 3.8).
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2.2.4 COMSOL Implementation
Subsequent to our development of the SCAPS models, which approximate the distribution of
ions with the inclusion of two narrow accumulation/depletion layers, more sophisticated transient
models were developed in COMSOL Multiphysics that solved the fully coupled drift-diffusion
equations for electrons, holes, and ions. These models were used in the study of section 2.5
and exclusively relied upon for the EIS simulations in Chapter 3. Parameters for the COMSOL
models used in this chapter are given in tables 2.6 and 2.6.
2.3 Experimental
The measurements reported in Figs. 2.1, 2.4, 2.5, 2.6, and 2.7 of this chapter were performed on
cells with a mesoporous structure (FTO/compact-TiO2/ mesoporous-TiO2/CH3NH3PbI3/spiro-
OMeTAD/Au). The PSCs were fabricated on FTO glass substrates (TEC7, DYESOL, with
sheet resistance of 7 Ω/sq), which were cleaned separately in acetone, isopropanol, and ethanol
for 30 min each in an ultrasonic bath, and then dried in nitrogen gas. Compact layers were pre-
pared by either a spin-coating processes or via atomic layer deposition (ALD). For the solution-
deposited compact layer 50 nm of TiO2 was deposited on the substrates via spin coating at
2000 rpm for 45 s from a precursor solution consisting of (350 µl) titanium isopropoxide and HCl
(35 µl, 350 mol) in anhydrous Et-OH (5 ml). Alternatively a TiCl4 source was used to run atomic
layer deposition at 250 ◦C to achieve a compact layer with the same (50 nm) thickness. The sub-
strates with compact layer were then sintered in the furnace in air for 30 min at 500 deg ◦C. To
develop the ≈250 nm thick mesoporous layer a TiO2 paste (30 NR-D, Dyesol) with an average
particle size of 30 nm diluted in anhydrous Et-OH (1:5 by weight) was spin coated for 40 s at
5000 rpm with a ramp of 500 rpm s−1. After spin coating, the samples were immediately dried
at 100 deg ◦C for 10 min on a hotplate and sintered in the furnace at 500 deg ◦C for 30 min in air.
All the following processes were performed inside a glovebox. CH3NH3PbI3 was prepared using
the halide precursors (PbI2 1 M and CH3NH3I 1 M, Sigma-Aldrich) dissolved in mixed solvent of
N,N- dimethylformamide (0.7 mL, DMF, Sigma-Aldrich) and dimethylsulfoxide (0.3 mL, DMSO,
Sigma-Aldrich). The perovskite precursor was then spin coated onto the substrate at 5000 rpm
for 60 s. During the spin-coating, chlorobenzene (50 µl, Sigma-Aldrich) was dropped onto the
center of the substrate after spinning started for 10 s. The spin- coated film was annealed at
100 deg ◦C for 15 min on the hotplate and then left to cool in the Petri dish. The spiro-OMeTAD
solution was spin-coated at 4000 rpm for 40 s onto the perovskite film to form the HTL. The
spiro-OMeTAD precursor solution and film preparation were prepared as described in ref. 11.
Finally, a 100 nm gold contact layer was thermally evaporated onto the rear of the device.
The measurements presented here represent a collection of what we believe are interesting
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results spanning several batches, and in each case were chosen to best exhibit the effect in
question. Apart from batch-to-batch variation, the only major difference between cells concerns
the preparation of the compact titania layer: cells in Figs. 2.1, 2.4, 2.7 incorporated a solution-
processed layer whereas those in Figs. 2.5, 2.6 were made via atomic layer deposition (ALD).
The full implications of this difference in preparation are beyond the scope of this paper and form
the subject of an ongoing investigation. Although we focus on cells made with pure MAPbI3,
the approach and mechanisms considered here are general and should apply equally to cells with
mixed and inorganic compositions, provided they retain the essential feature of possessing slow
mobile ions at a sufficient density to influence cell behaviour.
2.3.1 Rapid-scan characterization
In order to simplify comparisons between experiment and simulation, we begin by describing
a non-standard measuring protocol suggested by ref. [26]. I-V hysteresis in PSCs is typically
characterized by measuring forward and reverse scans after pre-biasing periods near open-circuit
[27, 28] (authors differ in their choice of whether to perform the forward scan immediately
after the reverse scan or following an additional biasing period, but this is of little concern
here). The splitting between the forward and reverse I-V curves is used to gauge the severity of
hysteresis, sometimes quantitatively with the use of an index [29, 30]. Whilst informative, such
measurements suffer from the drawback that the scanning rate determines the degree to which a
cell is able to equilibrate at each bias voltage, and can give misleading results if chosen either too
high or too low. The response is effectively frozen in a scan which is too fast, whereas in a slow
scan the cell comes close to reaching equilibrium at each bias voltage, with both cases leading to
reduced or even negligible splitting of the forward and reverse I-V curves. At some intermediate
scanning rate the difference between forward and reverse scans should reach a maximum, but
the task of finding this maximal scan rate may require a large number of measurements. In any
case the dependence on scan rate complicates the process of assessing the degree of hysteresis
in a given cell.
An alternative procedure that mostly avoids the scan-rate dependence involves allowing the
cell to equilibrate at two distinct “pre-bias” voltages (0 V and the stabilized open-circuit voltage
make natural choices), instead of a single one, before performing rapid I-V scans over the range
of interest. The hope is that the ions will be effectively frozen in their initial positions if these I-V
scans are performed rapidly enough, so that the resulting data represents the cell’s performance
under two distinct static distributions of ions, instead of a time-varying distribution which
evolves over the course of the measurement. A comparison of the more common “forward-reverse
sweep” with rapid-scan measurements made on our mesoporous TiO2/MAPbI3/Spiro-OMeTAD
cells shows that the latter method is indeed far more effective at manifesting the hysteretic
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Figure 2.1: (a) I-V sweeps showing typical signatures of hysteresis, taken following periods of
open-circuit biasing before each scan. Here the optimal scan rate is ambiguous, complicating
comparisons between cells. (b) Rapid scan current-voltage measurements taken after pre-biasing
at short-circuit (forward scan) and the stabilized open-circuit voltage (reverse scan). The trends
with increasing scan rate are clearer, and appear to approach a limit representing cell perfor-
mance under static accumulation.
behaviour (Fig. 2.1(a,b)). The large splitting between forward and reverse scans taken at a rapid
speed demonstrates that these cells are profoundly affected by the pre-biasing conditions, and
manifests qualitative features which beg for explanation (for instance, dramatically diminished
voltages on the forward scan which we address shortly). The rapid-scan measurements also
simplify the process of interpretation and comparison with simulation, as it is only necessary to
compute two ionic distributions rather than performing fully transient simulations. The cells
used in these experiments were relatively slow to stabilize, with typical settling times in the
range of 10-100 s, and as a result scan rates of around 10 V s−1 were found to be sufficient for
the rapid-scan characterization.
2.4 The Many and Varied Effects of Ion Accumulation
The modelling studies [10, 11] mentioned in our introduction were primarily concerned with
explaining observations concerning the sweep-rate and pre-conditioning dependence of standard
I-V measurements, emphasizing the impact of ion accumulation on the cell’s internal electric
field. In the “compensated field” picture [26] the primary effect of ion migration is to screen
the electric field within the perovskite layer by accumulating at its interfaces, dramatically
affecting carrier distributions and hence the photovoltaic current. Since their equilibration is
slow, mobile ions will be accumulated at the interfaces to different degrees depending on the cell’s
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biasing history. As a starting point, the concept of a compensated electric field caused by ion
accumulation accounts for the fundamental experimental observation of transiently lower current
extraction following biasing periods at negative potential [27, 28] (i.e. V < Vbuilt−in ≈ 1 V).
Yet there remain a number of phenomena for which a basic understanding in terms of the
compensated electric field proves insufficient, and it is necessary to consider in detail the effect
of ion migration on carrier injection, accumulation and recombination. In the sections below we
provide experimental evidence that a number of such phenomena occur in TiO2/MAPbI3/Spiro-
OMeTAD solar cells. These are given mechanistic explanations based on numerical device
modelling, demonstrating that the ionic theory can account for a variety of unusual electrical
measurements beyond the standard rate-dependant I-V sweeps.
Figure 2.2: Schematic band diagram of the perovskite solar cell depicting how the motion of a
single mobile species (positive here) leads to the accumulation of net positive and negative doping
concentrations at the two interfaces, whilst the perovskite remains an intrinsic semiconductor
in its bulk. In (a) the ions are shown in non-equilibrium positions with respect to the internal
field whereas in (b) the internal field is screened after accumulation in layers of fixed width, and
equilibrium is reached.
2.4.1 Surface versus bulk recombination
To begin our analysis we address the suggestion that hysteresis in PSCs cannot be attributed
to mobile ions alone, but is due to a specific combination of mobile ions and interfacial traps or
recombination centres [10]. In that study it was argued that whilst purely bulk recombination
is capable of accounting for standard hysteresis behaviour, the required rate constants are un-
physically high. We also find that surface recombination is an apparently necessary feature, but
for different reasons which play an essential role in the results to follow.
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Figure 2.3: (a) Simulated rapid-scan characteristics (at instantaneous speed) for cells with high
(solid) and low (dotted) rates of surface recombination corresponding to different pre-biasing
voltages (equivalently degrees of negative ionic accumulation). The effect of surface recombina-
tion is most obvious in the forward scan open-circuit voltage which may be either enhanced or
diminished compared to the reverse scan depending on the interfacial defect density. (b) Simu-
lated trends in instantaneous open-circuit voltage versus pre-bias voltage showing qualitatively
different behaviour depending on the interface defect density (labels correspond to defect den-
sities at the HTL/ABS and ABS/ETL interfaces respectively). (c,d) Simulated band diagrams
at 0 V (c) and 1V (d) bias demonstrating the effects of positive (left) and negative (right) ionic
accumulation, as compared with no accumulation (middle). Negative accumulation (right) in-
duces an unfavourable electric field that increases bulk SRH recombination at low bias voltages,
but can lower it above the built-in voltage (e.g. near open-circuit) due to a reduced overlap in
the carrier profiles relative to unaccumulated case (compare the middle and right panels in (d)).
This effect explains the increased open-circuit voltage under negative accumulation seen in mod-
els with predominantly bulk-recombination (e.g. the topmost line in (b)). In (c,d,left), regions
of reversed electric field or unfavourable band bending trap carriers near the wrong interface,
causing increased surface recombination and hence reduced Jsc under positive accumulation.
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Examples of simulated rapid-scan I-V measurements are shown in Fig. 2.3a subject to differ-
ent degrees of surface recombination. From these results it is clear that surface recombination
has a strong influence on the forward scan at high forward bias, and particularly affects its
intercept or open-circuit voltage (Voc). Without surface recombination the predicted forward
scan voltage often exceeds that of the reverse scan, as shown in Fig. 2.3a (dotted lines), which
contradicts the experimental trend represented in Fig. 2.1a. With added surface recombina-
tion (solid lines) the correct trends result, particularly in terms of the voltage, which is then
drastically diminished in rapid scans following negative pre-biasing, as in experiment. The dis-
crepancy between experiment and our simulated result with only bulk recombination in Fig.
2.3a suggests that the effect of surface recombination is apparently vital. In the following we
will rationalize this observation by arguing that there are two competing effects of ion accumu-
lation which influence the instantaneous open-circuit voltage: enhanced surface recombination
due to the compensated field, and suppressed bulk recombination. Under certain circumstances
this competition can lead to higher open-circuit voltages under ionic accumulation, a somewhat
surprising prediction which we confirm in our transient Voc measurements discussed later (Fig.
2.7).
For the remainder of this chapter it is helpful to introduce some terminology: here and in the
following “negative ionic accumulation” is used to denote the state in which ions are distributed
with positive ions located on the HTL side and negative ions on the ETL side of the absorber
layer (we delay considering the opposite state of positive accumulation until sec. 2.4.3). Neg-
ative accumulation is to be expected if a cell is left to equilibrate at negative “internal bias”
(V − Vbuilt−in) < 0.4 Since a good cell should have Vbuilt−in ≈ 1 V , most bias voltages in the
power-generating quadrant of the I-V plane will cause negative ionic accumulation at equilib-
rium. Negative accumulation usually has a negative impact on cell performance, manifesting as
instantaneously lower current extraction for cells pre-biased at 0 V as compared to those pre-
biased at Voc (e.g. Fig. 2.1a). This comes about because ions in negative accumulation screen
the built-in field that would normally sweep photo-generated carriers out of the cell (compare
Figs. 2.3(c,middle) and 2.3(c,right)). However, there are also circumstances under which neg-
ative accumulation can act to reduce recombination. Pertinent to the current discussion is the
situation where a cell is measured above its built-in voltage, for instance at Voc: here the electric
field induced by ions under negative accumulation can instead act to reduce SRH recombination
in the bulk. This occurs because the ion-induced field acts to reduce the overlap between the
density of electrons and holes (Figs. 2.3(c,d)), thereby reducing the SRH recombination rate
relative to homogeneous electron/hole distributions with an equal np product. This effect ex-
4as V refers to the potential difference across the perovskite layer the contribution of series resistances occurring
elsewhere in the cell is not included.
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plains why the model in Fig. 2.3a, having only bulk SRH recombination, fails to show a reduced
open-circuit voltage under negative accumulation despite having reduced current over the rest
of the I-V curve (which is below the built-in voltage).
Different instances of the competition between surface and bulk recombination under nega-
tive accumulation are demonstrated in Fig. 2.3b which shows the rapid-scan or instantaneous
Voc versus pre-bias voltage for cells with varying interfacial defect densities. These calculations
show explicitly that without a significant density of interfacial defects there is a increasing trend
in instantaneous open-circuit voltage with decreasing pre-bias voltage (equivalent to increasing
negative ionic accumulation), whereas with high defect densities the trend is reversed. Interest-
ingly, at intermediate densities a non-monotonic trend emerges which can be invoked to explain
our measurement of non-monotonic transient open-circuit voltage (Fig. 2.7) discussed below.
In summary, the inclusion of surface recombination seems indeed necessary to reproduce our
experimental I-V curves, however, for a different reason than that stated in ref. [?] which simply
invoked the relative sensitivity of recombination to bulk versus interfacial defects.
2.4.2 S-shaped I-V scans at high forward bias
We now turn to a separate but closely related rapid-scan measurement. By extending the range
of our rapid-scan protocol beyond Voc we obtained clear evidence that negative accumulation
acts to increase the severity of surface recombination in our cells. The rapid-scan measurements
of Fig. 2.4a manifest S-shaped1 current-voltage characteristics for cells pre-biased at voltages
less than 0.8 V. The location of the saturation features at approximately J = +Jsc (using the
sign convention that J(0 V) = −Jsc) strongly suggests that the cell’s photocurrent is flowing in
the forward instead of the reverse direction at high forward bias. This alone indicates significant
surface recombination at both interfaces, without which it would be impossible for photocurrent
to flow in the forward direction due to the large interface band offsets. The fact that the current
increases only very slowly above J = +Jsc after pre-biasing at low voltages further indicates that
there must be high barriers to injection which inhibit the forward current from growing further.
We were able to simulate this phenomenon (Fig. 2.4b) in cells given a significant density of
surface states at both interfaces (recombination velocity > 10 cm s−1). This is apparently vital
to reproducing the effect: only cells with both accumulated ions and surface recombination at
both interfaces exhibit a forward current which saturates at J = +Jsc. Cells with high interfacial
defect densities but without accumulated ions retain their built-in field, which prevents the flow
of photocurrent in the forward direction. On the other hand cells with high ion accumulation
but a low density of interfacial defects can only drive a forward current via the injection pathway,
1The sense in which these are ’S-shaped’ differs somewhat from previous usage: here the curves extend to high
forward bias and the “levelling off” occurs at positive rather than zero current [26].
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Figure 2.4: (a) Rapid (20 V s−1) forward scan measurements taken after equilibration at different
pre-bias voltages, showing S-shaped saturation features at high forward bias. (b) Simulated I-V
curves under different conditions of ionic accumulation corresponding to pre-bias voltages shown
in the legend. In this model a series resistance of 8Ω cm2 was added to approximate the slope
of the experimental curves at large bias.
and therefore there is also no S-shaped feature (Fig. 2.9). The measurement of Fig. 2.4a can
therefore be regarded as simultaneous evidence for ionic accumulation and significant surface
recombination at both perovskite interfaces.
2.4.3 Effect of positive accumulation
So far we have only considered negative ionic accumulation, which should occur when a PSC
with mobile ions is left to equilibrate at bias voltages less than the cell’s built-in potential
(V < Vbuilt−in). Negative accumulation tends to reduce fill factors, Jsc and Voc, and is therefore
harmful to cell efficiency, although simulations indicate that it may lead to marginally higher
open-circuit voltages under certain conditions as discussed above. The opposite state of positive
accumulation may also come about if the cell is allowed to rest at positive pre-bias voltages
satisfying V > Vbuilt−in. Positive accumulation is generally expected to improve cell perfor-
mance according to the observation that reverse scans usually exhibit instantaneously higher
currents, voltages and fill factors in PSCs (e.g. Fig. 2.1b). In Fig. 2.5a we show a set of
measurements that partially violate this expectation by exhibiting lower Jsc in the rapid scans
following forward pre-biasing, despite having higher open-circuit voltages. For this cell the ef-
fect is quite pronounced; another measurement showing a more subtle version of the same effect
on a different cell is given in the SI of ref. [33] (Fig. S3†). The simulations accompanying
this measurement are given in Fig. 2.5b, which shows similar fast-sweep current-voltage curves
2.4. THE MANY AND VARIED EFFECTS OF ION ACCUMULATION 37
under different degrees of both positive and negative ionic accumulation. We note that in this
simulation a drastic reduction in Jsc under positive accumulation only emerges under high ion
densities corresponding to equilibrium at approximately 1.5 V rather than the lower value of
Voc ≈ 1 V as in the measurement, although there are signs of the same effect at lower densities
(1.3 V pre-bias in the figure).4 The discrepancy in pre-bias voltages between measurement and
simulation could have a number of causes, but points to a deficiency in the equilibrium con-
dition used for determining the ionic accumulation (which could be altered by the presence of
additional contributions to the internal field such as that of trapped or accumulated carriers at
the interface). Any other effect which would act to enhance the detrimental effect of positive
accumulation could also be responsible.
Lowered current extraction (otherwise referred to as collection probability or IQE) following
positive biasing has been reported recently under the name of “inverted hysteresis” [34], in which
the authors invoke a reversed band-ordering at one of the interfaces to explain the phenomenon.
The simulations presented here use the usual band ordering as in Fig. 2.2 and therefore preclude
this explanation at least for our simulated result; instead the phenomenon can be understood
directly by observing the simulated band diagrams under different conditions of accumulation
as shown in Figs. 2.3(c,d,left). These simulated band diagrams show that extraction barriers
at the perovskite interfaces can develop under high degrees of positive accumulation. These
regions of reversed electric field or unfavourable band bending trap carriers near the wrong
interface, causing increased surface recombination and hence reduced Jsc. The degree of the
band bending is strongly affected by parameters such as the perovskite’s dielectric constant
and the band offsets, providing at least two examples of parameters which could influence the
outcome of positive accumulation. Naturally we find that the effect is much reduced in models
with a lower density of surface states (see Fig. 2.9b†). The same accumulation responsible for
the loss in current causes an enhancement of the bulk electric field however (Fig. 2.2(d)), which
contributes to a simultaneous improvement in open-circuit voltage. Indeed, our simulations for
a small excess of positive accumulation tend to show higher conversion efficiencies than cells
with either negative or no accumulation (Fig. 2.5b, labels) due to improvements in Voc and
fill factor. Despite their slightly higher power conversion efficiencies, the cells under positive
accumulation shown in Fig. 2.5b would not be at ionic equilibrium at their maximum power
points. Depending on the cell parameters our models can predict both positive and negative
accumulation at the stabilized maximum power point, leading respectively to slightly enhanced
and reduced conversion efficiencies, and an ambiguous answer as to how ions affect the stabilized
4This accounts for why the effect does not appear the in the simulation of Fig. 2.4b which extends to a
maximum pre-bias voltage of only 0.88 V. We cannot at present say why the measurements of Fig. 2.4a failed to
show the same effect, but this may be related to a preparation difference in the compact titania layer (solution-
processed versus ALD, see the ESI†).
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Figure 2.5: (a) Rapid forward scan measurements (20 V s−1) taken after equilibration at differ-
ent bias voltages given in the legend. These results exhibit reduced Jsc after forward biasing,
or “inverse hysteresis”. (b) Simulated forward scans showing the joint effects of positive and
negative ion accumulation: negative accumulation reduces Voc and Jsc, whilst positive accumu-
lation enhances Voc, but at the cost of Jsc under extreme positive accumulation (1.5V pre-bias
in our model). Power conversion efficiencies for some of the curves are shown in the labels. (c,d)
Simulated band diagrams at 0 V (c) and 1V (d) bias demonstrating the effects of positive (left)
and negative (right) ionic accumulation, as compared with no accumulation (middle). Surface
recombination caused by unfavourable band-bending (circled) reduces Jsc under severe positive
accumulation, whilst the screened electric field under negative accumulation causes a similar
reduction due to increased bulk recombination. At high forward bias the cell under positive ac-
cumulation enjoys the benefit of an enhanced bulk electric field (Eb) which enlarges the voltage
as compared cells under no or negative accumulation.
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efficiency of PSCs.
If it is correct to attribute the reduction in Jsc seen in the fast scan measurements of Fig.
2.5a to positive ionic accumulation, then it is noteworthy that the cell measured in Fig. 2.5a
shows reduced Jsc after pre-biasing at only 0.8 V. This suggests that positive accumulation is
already occurring at 0.8 V, and therefore that Vbuilt−in < 0.8 V (by comparison the simulated
cell of Fig. 2.5b has a built-in voltage of 0.82 V). If true this would imply that significant posi-
tive accumulation is occuring at the stabilized Voc ≈ 1 V, which could therefore be considerably
enhanced over its “bare value” by the presence of accumulated ions, as suggested by the trend
that higher cell voltages occur in cells under positive accumulation (Fig. 2.5b). This leads us
to speculate that positive ionic accumulation could be a contributor to the high open-circuit
voltages of some PSCs. Although the difference between the open-circuit voltage without ions
(914 mV) and in equilibrium with ions (933 mV, not shown) is hardly appreciable in the model
of Fig. 2.5b, it must be noted that this model apparently underestimates the effects of posi-
tive accumulation quite significantly (given the discrepancy in pre-bias voltages noted earlier),
implying the potential for larger enhancements in real cells.
2.4.4 Simulations with dynamic accumulation
Further insight into the consequences of ionic accumluation can be gained by measuring cells
at a fixed bias, over time, following pre-biasing periods under different conditions. Here we
report on two such measurements: one is a measurement of the dark current evolution in a
cell pre-biased into negative accumulation, and another is a measurement of the photo-voltage
transient following the onset of illumination. The former confirms our prediction that negative
accumulation can suppress carrier injection into the cell, whilst the latter provides an explicit
demonstration of the voltage enhancement under mild negative accumulation discussed earlier.
These simulations were carried out by using MATLAB to perform successive SCAPS simulations
using a time-varying ionic charge according to dNion/dt ∝ Ebulk where Ebulk represents a typical
electric field in the perovskite layer. The timescale was left arbitrary to reflect our uncertainty
about the ionic mobility, as well as other possible influences on the slow charging such as the
role of the contact layers [35].
Fig. 2.6a shows the dark current evolution for two different cells measured at a fixed forward
bias (1 V) after equilibration at 0 V in the dark. Under these conditions the ions are expected
to begin in a state of negative accumulation before relaxing towards either a state of positive
accumulation or approximate neutrality. In both cells the dark current is observed to increase
dramatically over the course of this relaxation, supporting the idea that negatively accumulated
ions inhibit carrier injection into the perovskite layer, and consistent with previous results [36].
However, an unexpected feature emerged which is that cells prepared with different compact
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Figure 2.6: (a) Transient measurement of the dark current for cells pre-biased at 0 V, measured
at 1 V. (b) Simulated dark current transients for the same biasing procedure (measured at 0.6 V
due to numerical instability) predicting the non-monotonic trend in cells with low ETL doping.
(c) Simulated electron and hole densities at the HTL/Perovskite interface. The electron densities
are measured on the perovskite side and holes on the HTL side, making these the relevant carrier
densities for surface recombination as defined earlier.
TiO2 layers repeatedly exhibited different qualitative trends: while cells prepared with atomic
layer deposition (ALD) compact (cp-) TiO2 layers were found to respond faster and with a non-
monotonic transient (Fig. 2.6a, dotted line), cells with a spin-coated cp-TiO2 layer responded
more slowly and monotonically (Fig. 2.6a, solid line). The difference in cp-TiO2 layer prepara-
tion was determined to affect the compact layer’s n-type doping level, which motivated a search
for cell parameters that could account for both behaviours under a simple change in ETL dop-
ing. Such models were found, and the results from one of these are shown in Fig. 2.6b. We
find that the non-monotonic behaviour can be attributed to trap-filling in cells with predomi-
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nantly SRH-type non-radiative recombination. This is supported by the observation that cells
simulated with purely radiative recombination always show monotonic trends under ionic accu-
mulation (Fig. 2.11). In the model of Fig. 2.6b we include only one SRH recombination source
for clarity, which is chosen to lie at the HTL/ABS interface. In this case the non-monotonic
current evolution for the cell with low ETL doping can be traced to a switch-over in the limiting
carrier for surface recombination from holes in the HTL to electrons in the absorber. A detailed
explanation is given below.
In their initial state of negative accumulation, the ions cause a build-up of electrons at the
HTL/ABS interface and a depletion of holes in the HTL layer, making holes the limiting species
for recombination (Fig. 2.6c: t = 0). As the ions relax, the depletion decreases and more
holes become available for recombination, initially enhancing the dark current in both cells (Fig.
2.6c: 0 < t < 15). Meanwhile the surplus of electrons at the HTL interface decreases with time
following the restoration of the cell’s built-in field. In the cell with low ETL doping this decrease
in electron density at the HTL interface eventually becomes the bottleneck for recombination,
causing a gradual decrease in the dark current (Fig. 2.6c: t > 15). The cell with higher ETL
doping injects relatively more electrons into the absorber layer however, so that holes remain
the bottleneck carrier throughout the evolution and there is no switch-over. The non-monotonic
behaviour therefore results once again from a competition between ionic effects on the internal
electric field (which influenced the electron concentration at the interface in this example) and
the injection of carriers into the absorber. In supplementary section 2.4.9 (Fig. 2.11) we show
that a non-monotonic dependence on ion accumulation also appears in models with bulk rather
than surface SRH recombination, but not in those with purely radiative recombination for which
there is no concept of a limiting carrier.
2.4.5 Enhancement of transient photovoltage by ionic accumulation
Recording the evolution of a cell’s open-circuit voltage after switching from dark to illuminated
conditions often results in a monotonic increase in Voc over time, which follows expectations
based on the compensated field caused by negative ionic accumulation in the dark: namely,
that this accumulation causes initially enhanced recombination and therefore lowered voltage
until the ions relax under the influence of the forward bias V = Voc. Somewhat contrary to this
expectation, we find that certain cells exhibit an increase in voltage followed by subsequent decay
as shown in Fig. 2.7a. Such non-monotonic voltage transients have also been reported in other
recent work [34, 37] and represent repeatable, genuine transient behaviour rather than evidence
of permanent degradation. It is worth mentioning that these non-monotonic voltage transients
have been observed in both pure as well as mixed halide perovskite cells in our lab. Simulations
voltage transients were carried out to explore possible causes for this behaviour, one an example
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Figure 2.7: (a) Measurement of Voc evolution after switching on illumination at t=0 (part of
the fast initial rise for t < 5 s is omitted). We interpret the maximum value as a temporary
enhancement over the stabilized voltage caused by negative ionic accumulation. (b) Simulated
Voc (blue circles) showing non-monotonic behaviour despite the monotonically decreasing ionic
charge (green line). For this cell Vbuilt−in ≈ 1V , causing the ionic charge to settle to approximate
neutrality (Vbuilt−in − Voc ≈ 0). Insets illustrate the competition between surface and bulk
recombination responsible for the temporary enhancement.
of which is given in Fig. 2.7b. These results exhibit a non-monotonic trend in the open-circuit
voltage resembling that seen in the experimental data, despite the ions moving in only one
direction from a state of negative to more positive accumulation. Indeed, the non-monotonic
behaviour mirrors that shown in Fig. 2.2b for the cell with an intermediate level of surface
recombination. The simulated result can be explained by noting that at t = 0 the cell begins
in a state of high negative accumulation, leading to severe surface recombination and therefore
reduced voltage. However, in their state of negative accumulation the ions act to suppress bulk
SRH recombination, as seen in Fig. 2.2b, because the electrical field induced by them acts to
separate electrons and holes (despite being in the “wrong direction”, this separation actually has
the effect of reducing the total SRH recombination rate). After an initial relaxation stage the
surface recombination is reduced, and the remaining ions act to suppress bulk recombination,
causing a temporary enhancement in open-circuit voltage lasting until the ions fully relax to
equilibrium.
2.4.6 Accumulation Widths in the Fixed-Layer Model
To produce the simulations presented in the previous sections the ionic accumulation was as-
sumed to occur in homogenous accumulation zones of fixed width. Since it is still uncertain
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Figure 2.8: Comparing different models of ion accumulation: (a) Widths of the ionic space
charge regions at each perovskite interface using the drift-diffusion equation for ion migration
(with a single species one side is depleted of ions and the other sees accumulation). (b) Simulated
rapid scans under negative accumulation (0 V equilibrium), showing the comparison between the
drift-diffusion (solid lines) and fixed-accumulation width model (dashed lines) for a selection of
ion densities and accumulation widths. There is a qualitative correspondence between the drift-
diffusion results for high ion density and those of the fixed width model for small W , as expected
from the trend in (a).
which ions are the dominant movers in MAPbI3, and along which pathways they diffuse through
the material, we believe that this simplification is justified. Here for completeness we compare
the predictions of this simplified model with that of the drift-diffusion approach used in other
recent work [10, 11].
The drift-diffusion equation predicts sharp accumulation zones and wider depletion zones
which grow with the mobile ion density as shown in Fig. 2.8a. Whether accumulation occurs
on one side of the cell or the other depends on the charge of the mobile species. To remove the
complication of this asymmetry we consider accumulation and depletion within zones of equal
width. As in Fig. 2.2a, Fig. 2.8b shows rapid-forward scan IV curves simulated after equilibrat-
ing the cell at 0 V, using both the drift-diffusion and homogeneous layer approximations. These
results indicate that qualitative characteristics of the forward scan are mostly unaffected by the
choice of accumulation model. Note that the ion density quoted in the figure corresponds to an
average concentration, and that higher concentrations therefore correspond to narrower accumu-
lation widths. It can be seen in the figure that the characteristics for the highest density using
drift-diffusion qualitatively correspond to those of the narrowest width using the fixed-width
approximation, and vice versa.
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Figure 2.9: (a) Simulated rapid scans up to high forward bias as in Fig. 2.4, but this time under
constant ionic accumulation (0 V pre-bias) but varying levels of surface recombination (set equal
at both interfaces). The results indicate that significant surface recombination is necessary to see
the S-feature. (b) Simulated rapid scans as in Fig. 2.5, but with reduced surface recombination,
showing a smaller reduction in sc following forward-biasing (reduced inverse hysteresis) and less
impact on the open-circuit voltages under negative accumulation.
2.4.7 Surface Recombination and S-shapes
In section 2.4.2 we discussed how surface recombination at both interfaces combines with ionic
accumulation to result in the S-shaped rapid scans reported in Fig 2.4. The simulated results
in Fig. 2.4b demonstrate that the negative accumulation resulting from pre-bias voltages near
0 V is one necessary feature. In Fig. 2.9a we show that high surface recombination is also
necessary by calculating the same curves with fixed ion accumulation and varying interfacial
recombination velocities. Given our story that the ion accumulation present in these simulations
acts to suppress the injected current, it appears surprising that the curves with low surface
recombination (e.g. S = 1 cm s−1) exhibit large injected currents at forward bias. This is
an effect of carrier accumulation within the cell, which acts to completely nullify the ionic
accumulation when it reaches sufficiently large levels. In the simulations with low recombination
velocities carriers accumulate to very high densities, cancelling the blocking effect of ions and
allowing an injected current to flow at forward bias. Surface recombination plays an almost
equally important role in the inverse hysteresis effect as illustrated in Fig. 2.9b and as discussed
later in section 2.5.
It is worth noting that the S-shaped I-V curves considered here are similar to but distinct
from the more familiar kind associated with rectifying or semi-rectifying contacts. These produce
I-V curves which level off at J = 0 under illumination due to the high barrier towards current
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flow in the forward direction. Ions in a condition of negative accumulation provide a similar
barrier, but it is surface recombination which allows the photocurrent to flow in the forward
direction, causing the level-off at J = Jsc.
2.4.8 Forward Scan Shapes
As in Fig. 2.10a, the forward scans (following 0 V pre-bias) are found to exhibit unusual shapes
for some parameter choices, evoking two distinct fill factors. Some cells exhibit these shapes
in experiment, although it is not clear at this stage why others display a more linear trend as
in Fig. 2.1a. In our model these unusual rapid scans can be traced to the effect of extreme
carrier build-up at forward bias caused by negative ionic accumulation. Becoming more severe
at forward bias, the build-up of carriers eventually reaches the point where carrier-screening
of the applied bias occurs. Beyond this point the applied potential drops over the interface
layers rather than the perovskite itself (Fig. 2.10b). This can be verified by observing that the
effect vanishes at lower illumination intensities under which carrier densities are smaller and
the expected linear increase of electric field with applied bias re-emerges (Fig. 2.10c). The
appearance of two separate fill factors in these curves can therefore be understood as indicating
that the applied bias is dropping in different regions of the cell, first within the absorber bulk
and then over the interface heterojunctions as the bias voltage is increased.
2.4.9 Non-monotonic dark current as evidence for trap-saturation
As discussed in section 2.4.4 we found that some cells exhibited non-monotonic transient be-
haviour when subjected to a change in bias voltage in the dark. This was attributed to the effect
of trap-filling and a switch-over in the limiting carrier for SRH recombination. Figure 2.11 shows
the simulated dark current (measured at 800 mV) at different levels of ionic accumulation for
cells with different interface layers and subject to either SRH or purely radiative recombination.
In the transient measurements and simulations of Fig. 2.7 the ions begin in the state labelled
as 0 V and relax to the position labelled 0.8 V over the course of the measurement. It can be
seen that only cells with SRH recombination exhibit non-monotonic behaviour, supporting our
hypothesis that this comes about due to the existence of a limiting carrier for recombination
which switches from holes to electrons (or vice versa) as a function of accumulation.
2.5 Inverted Hysteresis
The investigation described in section 2.4 turned up a number of curious features to do with
simple I-V measurements, including the phenomenon of “inverted hysteresis”. Our explanation
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Figure 2.10: (a) Measured and simulated fast forward scans after 0 V pre-bias exhibiting un-
usually shaped IV curves which evoke two distinct fill factors. (b) Band diagrams (with only
conduction band shown for clarity) taken from a SCAPS simulation, illustrating that the ap-
plied potential drops over different regions of the cell at different bias voltages due to the carrier
build-up caused by negative ionic accumulation. (c) Bulk electric field versus bias voltage in
a cell with negative ionic accumulation under low and standard illumination, providing further
evidence that carrier build-up is responsible for screening the applied potential.
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Figure 2.11: Simulated dark current at a bias of 0.8 V for cells with different modes of recom-
bination: bulk SRH (solid line) and radiative (dotted line), indicating that non-monotonic de-
pendence occurs only with SRH recombination. Differing trends for different values of the ETL
doping show that details of interface layers may determine whether or not a non-monotonic
current dependence occurs in a given cell. Here W was set to 30nm.
for this effect, provided by simulations which reproduced its main features, invoked increased
surface recombination due to the ion accumulation resulting from forward-biasing a cell prior to
measurement. This was somewhat at odds with a previous study (the first report of “inverted
hysteresis”, and the one that coined the term) [34], which instead emphasized a beneficial effect
of negative accumulation in reducing an extraction barrier. Both explanations would appear to
account for the basic feature of inverted hysteresis which is reduced current extraction following
forward-biasing. It seemed clear however that these theories should differ somewhere in their
detailed predictions. The following section describes a more focused investigation into inverted
hysteresis, based on the observation that this effect appeared to emerge preferentially in cells
fabricated according to certain proceedures. We uncovered one likely reason for such sensitivity
by linking the stoichiometry in pure MAPbI3 perovskite cells with the character of their hystere-
sis behaviour through the influence of internal band offsets. This study required extending the
fixed-width accumulation-layer models of section 2.4 to fully-fledged drift-diffusion simulations
of electrons, holes and ions (the COMSOL implementation). These were used to propose and
analyze an additional mechanism leading to inverted hysteresis, distinct from the one discussed
in 2.4.3, invoking accumulation of excess ionic charge in the perovskite bulk. Below we recap
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some of the basic observations and concepts relevant to this study.
Typically, perovskite cells biased near their open-circuit voltage ≈ 1 V are granted temporar-
ily enhanced performance as indicated by open-circuit voltage (Voc), fill factor, and short-circuit
current (Jsc) compared with those pre-biased at lower (more negative) voltages. This can be un-
derstood in terms of ionic accumulation occurring at the perovskite interfaces [26, 10, 11]: cells
biased at lower voltages suffer from an accumulation of positive ions at the hole transport layer
(HTL) interface and negative ions at the electron transport layer (ETL) interface which screen
the cell’s built-in field, hindering charge extraction. By stabilizing cells at forward bias this
“negative” accumulation is averted, and instead the opposite effect of “positive” accumulation
may occur, which is liable to improve photovoltaic performance by enhancing internal drift fields
over most of the cell width (section 2.4). Indeed, the widely observed tendency is for perovskite
cells to exhibit higher-performing J-V curves on reverse scans after biasing at open-circuit than
on their forward scans [27, 38]. These expectations constitute the background to a surprising
recent report that mixed (FAxMA1−xPbIyBr3−y) perovskite cells exhibit contrary behaviour in
the form of reduced current extraction following forward biasing, termed “inverted hysteresis”
[34]. The authors argue that this may come about when the band ordering at one of the contact
interfaces (here the TiO2 ETL) is reversed, presenting an extraction barrier for carriers moving
out of the perovskite layer.
Here we identify the appearance of inverted hysteresis in pure MAPbI3 cells. In light of the
explanation outlined above for mixed perovskite cells this observation is surprising, since the
common cell structure we employ (cp-TiO2/mp-TiO2/ MAPbI3/Spiro-OMeTAD) is expected to
feature normal band ordering at the MAPbI3-TiO2 interface [39]. To explain this phenomenon
we consider two semiconductor models that attempt to account for ion accumulation, one based
on the inclusion of simple doping layers (considered in 2.4.3) and the other on a drift diffusion
equation for ion motion [10, 11]. Each model brings its own explanation of inverted hystere-
sis, one based on band bending and the other on corrections to the standard picture of ion
accumulation. We use spectrally filtered J-V measurements to discriminate between these two
contributions and conclude that band bending appears to be the dominant effect in our cells,
although the mechanism of bulk ion accumulation could also account for inverted hysteresis
in cells with unfavourable band offsets. With positive mobile charge of a relatively low density
(≈ 7 · 1017 cm−3) we show that significant band occurs in the drift-diffusion models, and are able
to reproduce the qualitative trends of our J-V measurements in simulation. Finally, we show
that the strength of the inverted hysteresis can be tuned by varying the perovskite precursor
ratios, which is interpreted in terms of variations in the perovskite electron affinity [40] and the
resulting effect on band offsets.
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2.5.1 Rate-dependent I-V Scans
The motivating findings of this study are contained in Fig. 2.12, which displays the J-V scans of
two different MAPbI3 cell types taken with scan rates in the range of 0.01-10 V s
−1. The two cell
types were fabricated via either a one- or two-step method (detail available in the ESI of ref. [?])
with an otherwise identical structure of FTO/cp-TiO2/mp-TiO2/MAPbI3/Spiro-OMeTAD/Au.
Crucially, the J-V scans were obtained after holding cells near open-circuit at a forward bias of
1.2 V for at least 20 s before each measurement. For both cell types, the consecutive reverse-
forward scans (Fig. 2.12(a,b)) are found to exhibit normal ordering for low scan rates (0.01-
0.1 V s−1) in the sense that the forward scan lies below the reverse scan, and partly inverted
behaviour at the higher scan rates (1-10 V s−1) with crossings between the two curves. Although
this trend of going from normal to inverted hysteresis with increasing scan rate is common to
both cell types, the degree of inversion is consistently more pronounced in our two-step cells, as
seen in Fig. 2.12b. To demonstrate that this is not necessarily an indication that the two-step
procedure is simply inferior, Figs. 2.12c and 2.12d show measurements from a separate batch of
cells in which both types exhibit highly comparable performance as measured at the slow speed
of 10mV/s. Restricting attention to the reverse scans, Figs. 2.12(c,d) reveals that the maximum
current (Jsc) is steadily reduced at higher scan rates, especially for the two-step cells (see insets
in Figs. 2.12(c,d)). Measurements taken over several batches consistently show a larger Jsc
reduction at higher scan rates in two-step cells, although the effect is often measurable in one-
step cells as well. The reduction in Jsc and its scan rate dependence in Fig. 2.12d strongly suggest
a penalty induced by biasing the cells at the large pre-conditioning bias of V = 1.2 V, one which
relaxes over the course of the measurement and is therefore most pronounced at rapid scanning
speeds. Such a penalty represents the central finding of these measurements, since it could easily
account for the appearance of inversions in the current-voltage curves of Fig. 2.12(a,b). In detail,
these inversions could be explained by increased recombination immediately following forward
biasing at V = 1.2 V which would naturally manifest most strongly on the initial reverse scan.
Whilst the scan is in progress the ions are able to relax away from their initial positions, so that
by the time the forward scan is performed the accumulation causing increased recombination
has diminished. At slow scan speeds the cell has more time to relax away from the forward
biasing voltage, causing a reversion from inverted to normal hysteresis behaviour. Finding an
explanation for the reduction in Jsc following forward biasing will therefore be the initial focus
of our discussion.
In fact the observations of reduced current following forward biasing, as well as the char-
acteristically linear line-shapes in Fig. 2.12d (1-10 V s−1), have been noted previously (section
2.4.3) and were shown to emerge from simple models accounting for ion accumulation. These
models, hereafter referred to as “doping layer” models (DLMs) for brevity, assume that ion
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Figure 2.12: (a,b) Consecutive loop J-V scans of (a) a stoichiometric one-step cell and (b) an
MAI enriched two-step cell exhibiting points of inversion (where the reverse scan lies under
the forward scan, highlighted in red) at higher scan rates. The measurements were taken with
endpoints at 1.2V and -0.1V after spending 20 s at the starting point of 1.2V before each loop
scan. For (a) and (b) an LED illumination of 430nm wavelength and intensity ≈ 2 sun was used
to bring out the qualitative trends (see Fig. 2.16 and associated discussion on the wavelength
dependence) and to remove some of the noise generated by our solar simulator. Current is
normalized with respect to its maximum value over all scan rates. In (c,d) we show just the
reverse J-V sweeps taken under 1 sun illumination (AM1.5G spectrum) of a one (a) and two-step
(b) cell selected from a batch where the performance of both cell types was highly similar on
the slow 0.01 V s−1 scan. Insets show the Jsc values obtained from these curves versus scan
rate. The measurements in (d) reveal a marked reduction in current at higher scan rates for the
two-step cell, which suggests enhanced recombination induced by the forward biasing at 1.2V
before each scan.
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Figure 2.13: (a) Simulated reverse-scan J-V curves using the doping layer model. Ion accumu-
lation is set to a value approximating 1.2V biasing (solid curves) and 0.6V (dotted curves). Two
values of the perovskite electron affinity are used to indicate the effect of changing band offsets
(colours correspond to the insets). The unfavourable band bending responsible for the current
loss in this model is more significant in cells with a higher band offset (in the sense of larger
χTiO2 − χMAPbI3). (b) Band diagram from SCAPS DLM simulations showing energy levels at
short circuit following equilibration (ion accumulation) at ≈ 1.2 V. The accumulated ions may
enhance the internal drift field in the bulk but lead to unfavourable regions of reversed electric
field at the interfaces, which trap carriers that subsequently recombine through surface levels.
accumulation is a process which occurs through an exchange between narrow layers located at
the two perovskite interfaces, leaving the bulk perovskite free of accumulated ionic charge. This
picture assumes that the mobile ionic species is charge-compensated by equal numbers of an
opposing defect, a situation generally referred to as stoichiometric polarization [41]. The basic
consequences of the DLM under stoichiometric polarization are easily determined with a numer-
ical approach using thin-film solar cell simulators such as SCAPS [19]. In this approach narrow
highly doped accumulation layers are first added to the interfaces of a p-i-n device model. Then,
with the accumulation layer widths set to a small fraction of the total absorber width (con-
strained by recent measurements [42], but otherwise arbitrary), the doping/ion concentrations
are uniquely determined by two key assumptions: the first being that the total ionic charge at
each interface is equal and opposite, and the second that the magnitude of accumulated charge
should produce flat bands (a screened electric field) in the bulk at the preconditioning voltage
(1.2 V for the measurements of Fig. 2.12). Since the preconditioning voltage of 1.2 V is well
above the measured built-in voltage of our cells (φSpiro − φTiO2 = 5.08 V − 4.22 V ≈ 0.9V, see
Fig. S6 in [33]), the sign of ionic accumulation is set such that positive ions are accumulated at
the ETL interface.
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We have used the DLM model to simulate the J-V curves shown in Fig. 2.13a, which were
performed with fixed ion accumulation and therefore approximate taking measurements at fast
scan rates. Notably, the reduced current and linear lineshape of the simulated blue curve in
Fig. 2.13a strongly resemble the rapid reverse scan measurements of Figs. 1d. Analysing the
model we find that the mechanism causing increased recombination following forward biasing
is as illustrated in the band diagram of Fig. 2.13b. It is found that the ion accumulation
corresponding to stabilization at 1.2 V causes band bending in the heavily doped ionic layers
in the sense expected for an isotype heterojunction (note that the perovskite/ETL interface is
locally n+/n and the HTL/perovskite interface p/p+ under forward-biased ionic accumulation).
These regions of reversed electric field trap carriers generated within or near the layers at the
‘wrong’ interface. A large number of these carriers are then lost via recombination through
surface levels, manifesting as the reduced current seen in Fig. 2.13a (solid curves) relative to the
current measured after pre-biasing at a lower voltage (0.6V in dotted curves). The size of the
current loss therefore depends crucially on the width of the ionic accumulation regions (primarily
the region on the front side of the cell since this experiences a higher rate of generation) as well
as the recombination probability within them. The 30 nm width used in the simulations of
Fig. 2.13a is larger than reported estimates for MAPbI3[11], although such large widths are not
strictly necessary and were chosen for demonstration purposes. We will return to the issue of
determining the minimal required values for these widths later in the analysis of Fig. 2.16. The
potential dropping across the ionic space charge layers remains approximately constant with
applied voltage due to a high carrier density, explaining the relatively slow (non-exponential)
growth in recombination with voltage visible in Fig. 2.13a. Since the ions enhance the internal
drift field over the remainder of the perovskite bulk (i.e. outside the ionic layers), recombination
through other channels is suppressed, leading to the slight increases in open-circuit voltage in
Fig. 2.13a, despite the increased recombination at lower voltages. This prediction of a variation
in instantaneous Voc with the pre-biasing voltage was discussed previously [43] (sec. 2.4.3) is
visible in the measurements of Fig. 2.5. Since band bending plays a key role in this mechanism
we find that the recombination is highly sensitive to band offsets, as demonstrated in Fig 2.13a,
which includes simulations for two values of the band offset that was adjusted by varying the
perovskite electron affinity.
2.5.2 Role of Band Alignment
The finding that the current loss depends sensitively on the interfacial band offsets provides a
potential point of contact with the hypothesis put forward in the first report of inverted hysteresis
[34], namely that inverted hysteresis results from an extraction barrier, or unfavourable band
offset, at the perovskite/ETL interface. The influence of band offsets is also highly relevant given
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the recent finding that the electron affinity of MAPbI3 can vary widely depending on details of the
preparation method [40]. Based on this finding, we will carefully consider variations in χMAPbI3
as being one among many candidates to explain the different hysteresis behaviour observed in
our one and two step cells (Fig. 2.12). Curiously, the prediction of the doping layer model points
in the opposite direction to the hypothesis in Tress et al. [34], since as shown in Fig. 2.13a the
current loss becomes larger in these models with increasing χTiO2 − χMAPbI3 , due to the band
bending effect, whereas it was previously said that the effect grows with −(χTiO2 − χMAPbI3),
due to reduced charge extraction. To address this conflict it must be noted that the DLM takes
ion accumulation to occur independently of the band offsets. This may be a good approximation
when the perovskite bands are in an approximately symmetrical position with respect to the ETL
and HTL (as depicted in Fig. 2.13b), but cannot be expected to hold in highly asymmetrical
situations such as when the perovskite bands are positioned at energies so low as to create an
extraction barrier at the ETL interface. Under these conditions the accumulation of free carriers
would be expected to have an effect on the ion accumulation which is not accounted for in the
standard DLM.
To investigate how asymmetrical band alignments could possibly affect ion accumulation we
have developed semiconductor models using a drift-diffusion equation for the motion of ions, as
reported previously in the literature [10, 11]. In this way the effects of carrier accumulation,
caused by unfavourable band offsets and high forward biasing, are included through the contri-
bution of accumulated carriers to the electric field. It is not clear yet whether the drift-diffusion
equation represents a highly accurate description of ion motion in MAPbI3, which appears to
occur along localized pathways at the grain boundaries [8], and may be influenced by interactions
with the contact layers [35], but it likely represents an approximation that improves on the static
DLM. The picture that emerges upon accounting for the effect of band offsets on ion accumula-
tion is summarized in Figs. 2.14(a-c), and subsumes the previous understanding provided by the
DLM. When the perovskite bands are placed symmetrically with respect to EETLc and E
HTL
v ,
there are two narrow regions of built-up ionic charge as depicted in Fig. 2.14a, one consisting
of the accumulated ionic species and the other being an ionic depletion zone that exposes the
compensating charge. The size of these two regions depends inversely on the ion density and
they will not be equal in general [11], but otherwise the situation resembles that depicted in Fig.
2.13b for the DLM. On the other hand the predicted ion distributions under highly asymmetrical
band placement represent a significant departure from the DLM assumptions. As in the DLM
simulations the band alignment was varied by changing the value of χMAPbI3 keeping χTiO2
fixed. Focusing on the case of low-lying perovskite bands (high electron affinity) for definiteness
(Figs. 2.14(b,c)) the increased electron density at forward bias caused by a reduced extraction
rate at the ETL introduces significant contributions to the internal electric field. The result is
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Figure 2.14: Predictions of the drift-diffusion model for ion accumulation. (a-c) Conduction band
diagrams showing the effect of band offsets at the ETL interface on the resulting ion accumulation
(depicted schematically here in color, exact distributions are given in Fig. 2.15) at forward bias
(1.2 V as in the measurements of Fig. 2.12). The conduction bands are shown at two voltages
(1 V: solid lines and 0 V: dashed lines) on a fast scan (10 V s−1) from a starting voltage of 1.2 V.
A dramatic difference results in terms where applied potentials appear following forward baising
due to ionic accumulation in the bulk in (b) and (c). (d) Simulated reverse-scan Jsc (10 V s
−1)
after forward biasing at 1.2 V using an illuminating photocurrent Jph of 20 mAcm
−2 for different
values of the perovskite electron affinity. The calculations were repeated for three recombination
models defined by their bulk lifetime and surface recombination velocities (detail in table 2.6).
In models with significant surface recombination the dip at around χMAPbI3 = 3.85 eV is larger
due to the contribution of band bending to the current loss. The competing effect of an effective
n-doping induced by forward biasing grows with χMAPbI3 and becomes more pronounced in
models with smaller bulk lifetimes, which suffer more from the diffusion-limited transport.
that ionic charge is exchanged not between the two interfaces, but between a narrow layer near
the HTL and the perovskite bulk (the exact ion distributions corresponding to Fig. 2.14 are
provided in Fig. 2.15). This build-up of ionic charge in the bulk leaves most of the initially
intrinsic perovskite effectively n-type following the forward biasing, and is the first prediction
of its kind to our knowledge. Any subsequently applied potential therefore appears over the
HTL/Perovskite p-n junction, leaving the electric field in a large portion of the cell unaffected
by the applied voltage (until full depletion of the perovskite occurs at reverse bias).
Using the drift-diffusion model, the manner in which applied potentials appear across the
perovskite layer immediately following forward biasing is predicted to differ according to the
internal band alignments, as illustrated in Fig. 2.14(a-c). Here the conduction bands are shown
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Figure 2.15: Distributions of the mobile ionic species corresponding to the band diagrams in Fig.
2.14a, obtained by biasing at 1.2 V until equilibrium was reached. The values shown are relative
to the density of compensating defects, so that a concentration of 1 is perfectly compensated
(zero net charge). The dashed line at 1 shows that only the cell with approximately symmetric
band offsets (∆χ = 0.4 eV) has no net ionic charge in the bulk after biasing at 1.2V, whereas
the buildup of bulk charge is significant in the other two cells. Since the mobile defect here
was chosen to have a charge of -1, the net charge in the bulk is positive after forward biasing,
corresponding to net n-doping. This phenomenon remains using mobile species with the opposite
charge of +1, a change which primarily affects the accumulation widths.
at two representative applied potentials (1V in solid lines and 0 V in dotted lines) focusing on the
perovskite/ETL interface. Perovskite cells with low-lying bands (Fig. 2.14(b,c)) responded to
forward biasing by becoming temporarily n-type, forcing charges generated over most of the cell
to exit via diffusion. In shifting from field-assisted to diffusion-limited charge collection the cell
suffers from increased recombination in the perovskite bulk and/or through surface levels. We
find that the region over which the drift field is screened can be much larger (as in Fig. 2.14c)
than the interfacial regions of reversed drift field (unfavourable band bending) predicted by the
DLM, which are limited in extent to the ionic space charge layers. As the electron extraction rate
diminishes, the accumulation of ions in the bulk increases, causing larger regions of the cell to
become diffusion-limited after forward biasing. In effect this predicts a growth of the current loss
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with −(χTiO2 − χMAPbI3), which is opposite to the DLM prediction and more in line with Tress
et al. [34]. However, the effect of band-bending is still evident in the drift-diffusion calculations,
and we find that it can also dramatically increase recombination at the perovskite/ETL interface
as in the DLM. With respect to band alignments there are therefore two opposing contributions
to the forward biasing current loss in the drift-diffusion model, one from band bending and the
other from the effect of charge accumulation on the ion distributions.
As discussed with reference to the DLM model, the widths of the ionic space charge regions
have a crucial effect on the recombination due to band bending depicted in Fig. 2.13b. In the
drift-diffusion models these widths are determined primarily by the ion density, and the ionic
depletion zone can be much wider than the accumulation or Debye length [11]. To include a
significant band bending effect the simulations of Fig. 2.14a were performed with a positive
mobile species (density ≈ 1 · 1017 cm−3, see table 2.6 for full details of the simulation) such that
a wide ionic depletion zone occurs at the ETL interface under forward bias. These models allow
us to investigate the competition between band bending and bulk ion accumulation, as done in
the calculations of Fig. 2.14d. Here we have calculated the reverse scan (10 V s−1) short-circuit
current over a range of perovskite electron affinities, using different recombination models for the
cell. The salient trend in Fig. 2.14d is a steady decrease in the forward-biased Jsc with increasing
electron affinity, overlaid by a dip at intermediate values (χMAPbI3 ≈ χTiO2 − 0.2 eV = 3.9 eV).
The dip represents the contribution of band bending at the ETL interface as can be seen in
the band diagram of Fig. 2.14b. The band bending diminishes with increasing χMAPbI3 and is
also less evident when the recombination velocity at the TiO2 interface is reduced. Apart from
this contribution the current loss increases with χMAPbI3 due to the bulk ion accumulation (Fig.
2.14c), and the importance of this contribution grows with the amount of bulk recombination in
the cell. The models of Fig. 2.14d are also used to simulate the J-V measurements in Fig. 2.12
and show good agreement with the DLM models at 10 V s−1 (Fig. 2.18), as well as faithfully
reproducing the qualitative evolution with scan rate seen in Fig. 2.12(a,b).
2.5.3 Wavelength Dependence
Having developed an understanding of two potentially important factors in the appearance
of inverted hysteresis, namely band bending and bulk ionic accumulation, we now return to
interpreting the different behaviours exhibited by our one and two-step cells in Fig. 2.12. A
common prediction across all models considered above is that the current loss following forward
biasing originates from diffusion-limited regions localized on one side of the cell. In the DLM
the size of these regions is pre-set, whereas in the drift-diffusion model the size and shape
are determined by many factors including the ion density, the charge of the mobile species,
band offsets, contact layer doping and relative dielectric constants. Nonetheless both models
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Figure 2.16: Measurements showing the effect of the illuminating wavelength on the current
loss in a two-step cell. Cells illuminated with shorter wavelengths experience a larger Jsc loss
after forward-biasing at 1.2 V expressed as a fraction of Jsc following biasing at 0.6 V instead.
Both Jsc values were measured using rapid 10 V s
−1 reverse scans starting at 1.2 V as shown in
the inset. Filled and empty circles correspond to separate repeats of the same measurement
(taken in different order) demonstrating that the effect is essentially reproducible. We note that
expressing the current as a fraction limits the possible influence of variable light intensity, which
was in any case observed to have little to no effect on the relative current loss (Fig. S5 in [33]).
predict that the current loss should increase when generation is concentrated in any one of these
regions, such as when shorter wavelength light with a smaller absorption depth is used to probe
the region near either interface. We have tested this prediction on our two-step MAPbI3 cells
using varying wavelength illumination shining in from the TiO2 front-side. The results in Fig.
2.16 show that the recombination losses following forward-biasing increase dramatically with
shorter-wavelength illumination. This is compelling evidence that there is indeed a region of
high recombination forming at the MAPbI3-TiO2 interface after forward biasing. In Fig. 2.16
the Jsc measured on a rapid reverse scan following 1.2 V pre-biasing is expressed as a ratio of Jsc
measured in the same manner after biasing the cell at a smaller forward voltage of 0.6 V. The
ratio of these two currents J1.2Vsc /J
0.6V
sc cancels out the main factors related to external quantum
efficiency and light intensity and therefore expresses differences due only to the pre-biasing
voltage (including the effects of ion accumulation). A simple attempt at predicting this ratio is
to assume that the J0.6Vsc value is close to the illuminating photocurrent, and that J
1.2V
sc is reduced
by an amount proportional to the quantity of generation occurring inside the diffusion-limited
zones. The quantity 1 − J1.2Vsc /J0.6Vsc should therefore be proportional (by an unknown factor
58 CHAPTER 2. I-V HYSTERESIS
depending on recombination probabilities within the diffusion-limited zone) to the fraction of
generation occurring within the diffusion-limited zones at short-circuit. Denoting the width of
the the MAPbI3-TiO2 zone at 0 V by w and absorption depth at the illuminating wavelength λ
by δp, one then expects the following rough scaling of the current loss
1− J1.2Vsc /J0.6Vsc |λ1
1− J1.2Vsc /J0.6Vsc |λ2
=
1− exp(−w/δp1)
1− exp(−w/δp2) . (2.1)
Predictions of this simplified model for different values of w have been added to the data of
Fig. 2.16 by adjusting to the value of the measured current loss at 450 nm, and using absorption
depths calculated from published optical data for MAPbI3 [44]. Although the fit is not highly
accurate, it can clearly be seen that smaller values of w predict a larger variation with wavelength.
A minimum value of w = 15 nm is used since smaller widths would require a recombination
probability greater than one within the diffusion-limited zone to account for the ≈ 25% current
loss measured at 450 nm. The measurements of Fig. 2.16 are therefore apparently more in
favour of small regions (with a minimum width of 15 nm) having high recombination probability,
possibly corresponding to regions of reversed electric field and high surface recombination as
depicted in Fig. 2.13b and 2.14a, than the generically larger diffusion-limited regions of Figs.
2.14(b,c) predicted by bulk ion accumulation. We note that the minimum width of 15 nm should
be interpreted as an effective width in a planar approximation of our mesoporous cells, and that
the actual width could be significantly smaller due to the high surface area of the mesoporous
scaffold. The application of these measurements to a planar cell archicture could be used to
obtain a genuine lower bound on the widths of the ionic space charge layer, complementary to
the upper bounds derived recently [42].
Band-bending of the kind shown in Fig. 2.13b seems to be the most likely explanation for
the large wavelength-variation of J1.2Vsc in our two-step cells. Given this, we consider variations
in the degree of band-bending as being a likely candidate to explain the difference between our
one and two step cells (Fig. 2.12). As the band bending changes with the interfacial band
offset, in the sense of diminishing with larger electron affinity, a slightly larger electron affinity
in the one-step perovskite could be responsible for a smaller current loss (the simulations of
Fig. 2.16 indicate that required variations would be less than 1 eV). Whilst the electronic
band gap of MAPbI3 is consistently reported in the range of 1.5 eV-1.6 eV, a wide variety of
values have been assigned to the electron affinity, with reported values ranging from 3.6 eV to
4.8 eV [45, 46, 40]. Although ambiguity in determining the absolute values of these quantities
from UV and X-ray photoelectron spectroscopy (XPS) measurements may explain some of this
variability, a similarly large range of values has been recently obtained using a single protocol by
varying the perovskite precursor stoichiometry and film deposition method [40]. In that work
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Figure 2.17: Measurements of Jsc after forward-biasing at 1 V showing a dependence on the film
preparation. Values are expressed as a fraction of their values after biasing at a lower voltage
(0.6 V). One-step cells prepared with a 5% MAI-rich precursor ratio were found to exhibit a
large current loss after forward biasing (≈ 7%), at a level comparable to the two-step cells
(≈ 8%), whose preparation includes a post-treatement step with a highly concentrated MAI. In
this case the one-step cell exhibited an almost negligible Jsc loss of ≈ 1%. Composition (right
axis) expresses the Pb4f to N1s ratio measured via XPS in the case of the two-step cell and
the precursor ratios in the case of the one-step cells, which was independently verified to closely
match the XPS result.
a correlation was found between the precursor ratio and the resulting film’s binding energies,
with MAI rich precursors tending to produce films of generally lower electron affinity. As the
two-step procedure employed here for depositing perovksite films included a post-treatment
with a highly concentrated solution of MAI, the perovskite layer in those cells is expected to be
relatively MAI rich relative to that in the one-step cells. Consequently, the two-step cells are
expected to feature lower values of χMAPbI3 , and therefore a greater interfacial band offset in
the sense of χTiO2−χMAPbI3 being larger. This increased offset, and the concomitant increase in
band-bending following forward biasing, plausibly explains the appearance of strongly inverted
hysteresis in our two step cells.
2.5.4 XPS Measurements
XPS measurements were conducted on stoichiometric one-step and two-step films to verify the
proposed variation in electron affinity (supplementary Fig. S2 in [33]). These measurements
obtain the valence-band to Fermi-level separation, and therefore cannot immediately distinguish
between changes in the valence band position relative to the vacuum level (electron affinity) and
changes in Fermi-level position within the bands due to doping. However, our finding that the
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valence-band to Fermi-level separation is higher in the MAI-rich two-step films contradicts an
immediate interpretation based on doping, which would predict a lower separation due to the
films becoming more p-type based on reported trends [47]. For this reason the proposed variation
in the electron affinity seems to be a better explanation of the XPS measurements. As a final
check on our hypothesis that stoichiometry dictates the appearance of inverted hysteresis in our
chosen test structure, one-step cells were prepared with varying precursor ratios. The results
shown in Fig. 2.17 depict the same normalized rapid reverse scan short-circuit current as in the
wavelength test of Fig. 2.16. Here a drop in current after pre-biasing at 1V is again indicative of
inverted hysteresis. Indeed, we find that both the two-step cells and the MAI-rich one-step cells
exhibit similar behaviour in terms of the current loss after forward biasing, supporting the idea
that the two-step cell’s behaviour can be attributed to the MAI post-treatment. A correlation
with composition was found (Fig. 2.17, right axis), as measured by the ratio of Pb4f to N1s
XPS peaks, which again follows the trend predicted by our hypothesis.
2.5.5 Relation to Tress et al. 2016
Finally, we end our discussion of inverted hysteresis with some brief remarks about the relation-
ship between ours and the preceding study by Tress et al. [34]. In that work the appearance of
inverted hysteresis in mixed (MA-FA and I-Br) perovskite cells was attributed to the presence
of an extraction barrier at the titania interface, due to the perovskite mixture’s large electron
affinity. Inverted hysteresis was also observed in MAPbI3 cells prepared with a thin Al2O3
blocking layer on the mesoporous titania scaffold designed to artificially reduce the rate of elec-
tron extraction. Both of these observations are consistent with the understanding developed
here, where we have shown that reduced electron extraction can lead to bulk ionic accumula-
tion at forward bias, resulting in increased recombination. The mechanism of band bending
also readily explains why the recombination after forward biasing should be more severe under
short-wavelength illumination, whereas the previous explanation based on electron extraction
rates does not. Indeed, the authors also suggested a localized increase in recombination near the
titania interface following forward biasing, but the mechanism was attributed either to an addi-
tional interaction between band offsets and electron trapping, or due to recombination through
levels introduced by the ionic defects themselves. The modelling was not by itself able to explain
the increase in recombination after forward biasing, since it did not explicitly include the pres-
ence of ions. By including the presence of ions directly we have arrived at purely electrostatic
explanations, in the sense that we only invoke the charge of the ions, and do not require that
they act as significant recombination centres (although this remains a possibility). Nonetheless
these models are able to explain the localized increase in recombination as well as a rich variety
of hysteresis behaviours (Fig. 2.18), many of which strongly resemble both our observations and
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some of the more exotic curves seen previously [34].
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Figure 2.18: J-V scans calculated with our dynamic COMSOL model. Each row represents a
separate simulation with modifications on the standard parameters in table 2.6 as listed below.
Each column represents a particular scan rate (10V/s, 1V/s, 0.1V/s and 0.01V/s from left to
right). The colours correspond to terminal currents in blue, with recombination currents in red,
green and cyan as specified in the top left figure. Scans were performed starting from the 1.2V
pre-biasing voltage, sweeping to 0V and finally back to 1.2V, closely mimicking the protocol used
for the measurements of Fig. 2.1. The row parameters were as in table 2.6 with the following
modifications: Row 1: standard parameters (table 2.6), which reproduce the observed trend in
Fig. 2.12 of inverted hysteresis at high scan rates and normal ordering at slower speeds. Row
2: bulk lifetime to 0.1 µs. Row 3: bulk lifetime to 0.1 µs and ETL surface rec. times 1/10. Row
4: Absorber χ to 3.95 eV.
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2.6 Summary and Conclusions
In this chapter we developed numerical device models to demonstrate that the ionic theory
is viable as an inclusive account for hysteresis phenomena in PSCs, and not just the basic
observations about rate-dependent I-V sweeps. Rapid-scan I-V characterization was used as
a tool to unveil a number of unexpected behaviours relating to I-V hysteresis. This scanning
protocol may not have a direct bearing on stabilized cell efficiency, but provides a window
into the physical processes going on within the cell and can provide useful clues to fuel more
specific investigations. We have given a new account for the importance of surface recombination
in interfacting with ion accumulation to properly account for observed trends in the open-
circuit voltage of cells subject to negative ionic accumulation. The observation of S-shaped
rapid I-V scans provides strong evidence that significant interfacial recombination can occur at
both the TiO2/MAPbI3 and MAPbI3/Spiro-OMeTAD interfaces. The occurrence of “inverted
hysteresis” was explained in terms of the ionic accumulation caused by biasing cells above
their built-in potential. We propose that such “positive accumulation” may be responsible
for enhancing the stabilized open-circuit voltage of some perovskite solar cells, although the
effect of ions on stabilized efficiency remains unclear. The importance of surface recombination
in explaining voltage trends, S-shaped curves and the inverted hysteresis effect clarifies the
previously suggested link between interfacial trap states and hysteresis, and represents one
reason to expect suppressed signatures of hysteresis in high performing cells.
Finally, non-monotonic transient behaviour in open-circuit voltage and dark current was
also reproduced in a transient version of our numerical model, providing compelling evidence
that these phenomena are also caused by ionic accumulation. The rate of these processes is
however not well predicted by the ionic drift-diffusion theory, pointing to contributions from
additional charging processes occurring at the interfaces, disordered conduction or perhaps to
the existence of multiple mobile species. Nonetheless, given the number of explanatory successes
this theory now enjoys, it seems likely that any microscopically distinct hypothesis for the origin
of hysteresis in perovskite cells (such as that of ferroelectric behaviour) will have to resemble its
device-level implications very closely. The unintuitive nature of many of the results presented
here suggests that the possible contributions of mobile ions to exotic behaviour in PSCs should
be carefully considered before invoking new physical phenomena.
We extended our initial investigation with a detailed study of inverted hysteresis in pure
MAPbI3 perovskite cells, and associated this behaviour with the detrimental effects of ion ac-
cumulation caused by biasing cells above their built-in potential. In cells with an extraction
barrier at either charge-collection interface, drift-diffusion models for ionic motion predict that
the effect can occur due to an accumulation of net ionic charge in the perovskite bulk, causing
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carrier transport to become temporarily diffusion-limited. In cells without an extraction barrier
inverted hysteresis can still occur, this time due primarily to detrimental band bending in the
narrow ionic accumulation layers. We argue that the wavelength-dependence of our observations
is more in favor of the band-bending contribution for our cells, and use this to explain variations
in the severity of hysteresis inversions across different cell types defined by their precursor ratios.
The transient semiconductor models used to analyze the inverted hysteresis correctly predict the
observed variation in this effect with scan rate. Finally, our observation of a large (25%) loss in
current at the wavelength of 450 nm suggests a new method for obtaining a lower bound on the
ionic accumulation widths, since these would have to be of a reasonable size to generate such a
large quantity of recombination.
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Parameter Layer Value(s) Figures Description
r ABS 18 [48] 2.3-2.13 Perimittivity
Eg (eV) ABS 1.55 [49], 1.6 2.3-2.11, 2.13 Band gap
χ (eV) ABS 3.9, 3.8-4.3 2.3-2.11, 2.13 Electron affinity
Nc (cm
−3) ABS 8 · 1018 , 5 · 1018 2.3-2.11, 2.13 Density of states
Nv (cm
−3) ABS 6 · 1018 , 5 · 1018 2.3-2.11, 2.13 Density of states
t (nm) ABS 320, 350 2.3-2.11, 2.13 Mobility
µn (cm
2 V−1 s) ABS 2 2.3-2.13 Mobility
µp (cm
2 V−1 s) ABS 2 2.3-2.13 Mobility
σn (cm
−2) ABS 1 · 10−15 All Bulk SRH Cross-section
σp (cm
−2) ABS 1 · 10−15 All Bulk SRH Cross-section
Ntd (cm
−3) ABS 0, 1 · 1016 , 2 · 1016 2.6, 2.3-2.5, 2.7 Bulk SRH Density (Neutral)
Et ABS mid-gap All SRH Energy
W (nm) ABS 10 , 30 2.3-2.4, All others Ionic Accu. Width
ND (cm
−3) ETL 1 · 1018 , 5 · 1017 , 1 · 1016 2.3-2.5 & 2.13, 2.6, 2.7 Donor doping
r ETL 31 [50] All Perimittivity
Eg (eV) ETL 3.0 All Band gap
χ (eV) ETL 4.0-4.15 All Electron affinity
Nc, Nv (cm
−3) ETL 1 · 1020 , 1 · 1020 All Density of states
t (nm) ETL 50 All Thickness
µn (cm
2 V−1 s) ETL 0.1 All Mobility
µp (cm
2 V−1 s) ETL 0.1 All Mobility
NA (cm
−3) HTL 1 · 1018 , 5 · 1017 , 1.5 · 1018 2.3-2.5 & 2.13, 2.6, 2.7 Net doping
r HTL 3 [51] All Perimittivity
Eg (eV) HTL 3.0 All Band gap
χ (eV) HTL 1.9 [51], 2.2 2.13, All others Electron affinity
Nc, Nv (cm
−3) ABS 1 · 1020 , 1 · 1020 All Density of states
t (nm) HTL 50 All Thickness
µn (cm
2 V−1 s) HTL 0.1 All Mobility
µp (cm
2 V−1 s) HTL 0.1 All Mobility
Dit (cm
−2) ABS-ETL 0, 1 · 107 , 1 · 108 , 1 · 109 , 1 · 1010 2.6, 2.3, 2.7 & 2.13, 2.4, 2.3 & 2.5 Trap density
σp (cm
2) ABS-ETL 1 · 10−15 All IF SRH Cross-section
σn (cm
2) ABS-ETL 1 · 10−15 , 1 · 10−13 2.6, 2.3, 2.7, 2.4, 2.3 & 2.5 IF SRH Cross-section
Dit (cm
−2) HTL-ABS 1 · 107 , 1 · 108 , 1 · 109 , 1 · 1010 , 5 · 1010 2.3, 2.4 & 2.6, 2.13, 2.3 & 2.5, 2.7 Trap density
σn (cm
2) HTL-ABS 1 · 10−15 All IF SRH Cross-section
σp (cm
2) HTL-ABS 1 · 10−15 , 1 · 10−13 2.3 & 2.5-2.7, 2.4 IF SRH Cross-section
φm metal(ETL) Flat-band All Work function
φm metal(HTL) Flat-band All Work function
Table 2.1: SCAPS Model parameters, chosen to emulate “normal-structure”
TiO2/MAPbI3/Spiro-OMeTAD cells. These apply to our SCAPS simulations only, a
separate value table is given for the COMSOL models. Values without references are estimates,
with ranges chosen for illustrative purposes.
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HTL (Spiro-OMeTAD) ABS (MAPbI3) ETL (TiO2)
Thickness (nm) 100 400 100
Mobility (cm2 V−1 s) 1 · 10−3 2 1 · 10−3
Nc (cm
−3) 1 · 1020 5 · 1018 1 · 1020
Nv (cm
−3) 1 · 1020 5 · 1018 1 · 1020
ND-NA (cm
−3) -1 · 1017 0 1 · 1017
Eg (eV) 3.2 1.6 3.0
χ (eV) 1.9 3.85 4.1
r 3 18 31
Table 2.2: COMSOL Model parameters used in Figs. 2.14, 2.15, and 2.12. Values without
references are estimates, chosen for illustrative purposes.
Illuminating Photocurrent (mA cm−2) 20
Optical penetration depth (nm) 50
Ion density (cm−3) 7 · 1017
Ion compensation (cm−3) 7 · 1017
Ion diffusion constant ( cm2 s−1) 1 · 10−11∗
Charge of mobile species -1
HTL surface rec. velocity Sn (cm s
−1) 1
HTL surface rec. velocity Sn (cm s
−1) 1
ETL surface rec. velocity Sn (cm s
−1) 1
ETL surface rec. velocity Sn (cm s
−1) 1
Bulk SRH lifetime (τn = τp) (µs) 1
Table 2.3: COMSOL Model parameters used in Figs. 2.14, 2.15, and 2.12. These values are
estimates, chosen for illustrative purposes. ∗ Intermediate between published estimates for iodine
vacancy diffusion [52, 53].
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Chapter 3
Electrical Impedance Spectroscopy
3.1 Introduction
In the previous chapter we demonstrated the efficacy of ionic device models in accounting for
the varied manifestations of I-V hysteresis in PSCs. However, rate-dependent I-V measurements
leave much to be desired in terms of providing quantitative information. Various arbitrary
choices in the scanning protocol (such as scan direction and pre-biasing conditions), as well as in
the process of extracting information from the resulting curves (which are clearly too complex
and varied to be parametrized by any small number of variables), render the technique mostly of
use for qualitative comparisons. An effective solution to this problem is to instead study “local”
behaviour around a single biasing point (V, Jph) (applied voltage and illumination) in a small-
signal measurement. This firstly solves the protocol ambiguity since the device should clearly
be stabilized at (V, Jph) prior to the measurement – no other choice presents itself. Second, it
is far easier to completely quantify a small-signal response since at most two real variables are
required (amplitude and phase for example). The small-signal counterpart of an I-V measure-
ment is known as Electrical Impedance Spectroscopy (EIS), and entails measuring the current
(or voltage) response of a device with respect to small perturbations in the applied voltage (or
current, resp.). The behaviour of the linear response function can then be quantitatively studied
as a function of frequency, at one or more biasing points (V, Jph), to develop a detailed picture
of the (linear) transient response.
Several additional reasons can be given for studying the application of EIS to PSCs. One is
that although I-V curves are a mainstay of PV characterization, the most relevant aspect of a so-
lar cell’s current-voltage response is its behaviour around the maximum power point. Hysteresis
will only be relevant in real-world applications to the extent that it influences maximum-power-
point tracking, which occurs in the vicinity of Vmpp. The relevant transient behaviour can
thereby be studied in detail by performing EIS measurements at Vmpp and 1-sun intensity (sec.
3.8). Another advantage is that the detailed frequency-dependent information afforded by EIS
makes it easier to distinguish capacitive currents (i.e. those due to charging of the electrodes)
from other transient processes in the cell. This is not readily done in I-V measurements, and we
had to gloss over these contributions somewhat in our treatment of the rapid-scan measurements
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in Chapter 2 (this approach is however justified in the final analysis by noting the small size of
the high-frequency capacitive response at the scan rates considered – see sec. 3.8).
Finally, EIS provides an approachable testing-ground for further evaluating the models of
Chapter 2. Indeed, there are several studies in the perovskite literature that contradict our
current approach of describing hysteresis in terms of the ionic effect on charge collection (re-
combination more generally), suggesting instead that the effect is essentially capacitive (see e.g.
[1, 2, 3, 4]). Others have pushed back against these claims (e.g. [5, 6, 7]), but have not explicitly
demonstrated models or theories that are equally adequate in the domains of I-V hysteresis
and EIS measurements. Prior to the work of this chapter, we are not aware of any attempt
to simulate EIS measurements, by contrast with the many modelling studies on time-domain
phenomena [8, 9, 10, 11, 12]. Instead, papers employing EIS generally rely on the use of equiv-
alent circuits. Unfortunately, fitted parameters are rather useless if they cannot be confidently
assigned to meaningful material and device properties, and there is no way to confidently assign
these on the basis of circuit elements alone (whose choice is often highly non-unique). In this
chapter we therefore give little time to considering appropriate equivalent circuits, and focus
instead on obtaining correct physical interpretations for EIS measurements.
3.2 Outline
A brief summary of some of the questions to which EIS has been applied is given in sec. 3.3 (more
detailed and critical discussion of the relevant literature is given in secs. 3.5.2 and 3.6). We begin
by establishing a rigorous basis for interpreting measurements of capacitance by distinguishing
charge-storage from other components of the capacitance in section 3.4.5. Common terminology
relating to the charge-storage capacitance is defined in sec. 3.4.6. The theory of section 3.4.5
is then applied to establishing sound explanations for several observations of interest in secs.
3.5.2 (light-induced capacitance), 3.5.3 (loop features), and 3.5.4 (negative capacitance at low-
frequencies). Having covered the main roles played by delayed recombination in capacitance
measurements, we return to the familiar notions of charge storage to discuss high-frequency
C-V measurements in sec. 3.6, and the ionic capacitance in 3.7. Finally, we discuss a simple
application of EIS measurements to quantify hysteresis in sec. 3.8 and their advantages over the
conventional I-V hysteresis indices.
3.3 A Conflicted Literature
EIS measurements have been called to give evidence on almost all major aspects of perovskite
device physics, from built-in voltages and doping densities [13, 14], to interface couplings [15, 16],
3.3. A CONFLICTED LITERATURE 71
defect densities [17, 18], recombination mechanisms [19, 20, 21] and density of states [22]. Unfor-
tunately, the relative ease of performing these measurements, as compared with the difficulty of
verifying a given interpretation, is such that there are now a great number of conflicting claims in
the literature. A related issue is that discrepant interpretations have arisen for frequency-domain
measurements on the one hand, and for time-domain measurements including I-V hysteresis on
the other, which should be related via the Fourier transform and not by a change in physical
picture. Here we give a brief overview of the conflicted state of the current literature on EIS
as applied to perovskite cells in order to motivate the remainder of this chapter, which aims at
clarifying these issues.
Early papers on this topic were largely attempts to better understand the working principles
of PSCs using EIS coupled with a set of interpretations developed for organic and dye-sensitized
cells (DSCs). One of the earliest [23] explicitly used an equivalent circuit developed for DSCs to
fit the spectra of a MAPbI3 cell under illumination, employing a transmission line element to fit
the low-frequency feature. Ion migration was not recognized at this time, so the low-frequency
feature was mistakenly attributed to carrier diffusion and the fitting used to obtain a carrier
diffusion length. In relation to this suggestion we note that the timescale for carrier diffusion,
L2/µn,p, with L the device thickness, is of order 0.1 ns (assuming µn,p ≈ 10 cm2 V−1 s), and
therefore far too short to have anything to do with the low-frequency feature at ≈1 Hz. In
another study, dielectric relaxation (i.e. local rearrangement of microscopic dipoles, rather than
long-ranged ionic transport) was also considered a possibility for explaining the low-frequency
feature [24]. To the contrary, a recent detailed study of the dielectric response puts the timescale
for dielectric relaxation in the gigahertz range [25]. The importance of ions for the low-frequency
response was perhaps first recognized in another DSC-based study [26], but not given much
consideration in the equivalent-circuit fitting therein. In particular, the coupling between ion
dynamics and collection efficiency and/or charge injection was not considered.
The ionic origin of the low-frequency feature was first discussed extensively by Bag et al. [27].
Once again however, the arguments in ref. [27] effectively presume that the electronic and ionic
contributions are decoupled. This lead to the conclusion that an enhanced ionic feature under
illumination must stem from light-activated ion migration, rather than the physically simpler
explanation that ions affect the collected photocurrent, and therefore yield a response that scales
proportionally with the light intensity (sec. 3.5.2). The neglect of coupling between ionic and
electronic dynamics is a common mistake in the older EIS studies, and completely unwarranted
given the strong effect of ion accumulation on internal fields (Chapter 2). Without such coupling
the capacitive currents induced by ion accumulation would be far too small to account for I-V
hysteresis (see for example the arguments in ref. [5]). More credible evidence for light-enhanced
ion accumulation has been obtained in a recent study by examining the high-field poling of a
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lateral structure under different illumination intensities [28]. However in these measurements
it is hard to distinguish the effect of light-induced structural changes (degradation) from light-
enhanced mobility. Our own measurements on MAPb3 and mixed perovskite cells have failed to
show clear evidence of light-enhanced mobility (Fig. 3.15 suggests that no such effect is present
in mixed cation cells, at least under 620 nm LED illumination) but the possibility remains.
Another contentious issue concerns the high-frequency feature in EIS measurements, from
which several authors have attempted to extract an effective lifetime [29, 30, 31, 32, 33] (more
often the technique of photo-voltage decay was used for this purpose, but the physics involved is
identical). To the contrary, our own simulations of the high-frequency feature fail to indicate any
contribution related to the lifetime except at high forward bias (sec. 3.6). Instead the admittance
at high frequencies is dominated by simple parallel-plate type charging of the selective contacts
(sec. 3.4.6).1 This is supported by observations that the magnitude of the high-frequency
capacitances scales with the perovskite thickness in the expected “parallel-plate” manner [3]
(see also Fig. 3.10 for the effect of the titania thickness). A more direct counterargument
against using the lifetime interpretation is that there seems to be little correlation between PL
intensity/lifetimes and the high-frequency time-constant [34, 35]. In general, lifetime features
are only expected to emerge under conditions of high injection, as discussed in sec. 3.4.6.
In section 3.4.5 we mostly address the confusion surrounding the low-frequency feature and
its associated capacitance. The high-frequency feature is covered in section 3.6. Overall, the
simulations reported in this chapter provide considerable new insight into previously contro-
versial observations regarding light-induced and negative capacitance, providing an apparently
comprehensive set of interpretations for EIS measurements that are fully consistent with the
theory of ion-induced I-V hysteresis developed in Chapter 2. The following section establishes
some basic concepts and terminology needed for the ensuing discussion.
3.4 EIS: Basic Theory
In an EIS measurement one is tasked with accounting for features in the linear response function,
usually the impedance Z(ω) = F [V (t)] /F [I(t)] with F denoting the fourier transform, or equiv-
alently the admittance Y = 1/Z. The response function describes the system’s behaviour with
respect to small-amplitude sinusoidal purturbations in some control variable, e.g. the current
response to a sinusoidal variation in applied voltage ∆V with angular frequency ω is ∆V ×Y (ω)
in phasor representation. Both Y and Z are generally complex valued with real and imaginary
parts related via the Kramers-Kronig relations [36]. As usual the real part describes the system’s
1We note that in the studies just cited no attempt was made to subtract the charging contribution or otherwise
account for its absence.
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in-phase and the imaginary part its out-of-phase (quadrature or antiphase) response. Due to
linearity, knowledge of the frequency-domain response functions over a sufficient frequency range
is equivalent to knowledge about the time-domain response to small-amplitude perturbations.
This makes it clear that EIS is a very general technique, no different in theory from measuring
transient time-domain responses (in practice the difference has mostly to do with the measuring
equipment and methods of analysis). We will see that the classic exponential responses of many
physical systems in the time domain have counterparts known as Debye relaxation responses,
which tend to manifest as the iconic semi-circular arcs in Nyquist plots (the complex-plane rep-
resentation of Z or Y data). To illustrate these basic concepts we will briefly describe the AC
electrical response of some elementary seiconductor devices below.
3.4.1 Displacement current
First we establish the meaning of a useful concept in AC device anaylsis: that of displacement
current. This can be viewed simply as a convenience or book-keeping device which stems from
the equation of continuity for electric charge
∂ρ
∂t
= −
∑
i
∂ji
∂x
(3.1)
where the electric current on the RHS is expressed as a sum of contributions from multiple
species i, e.g. electrons, holes and/or mobile ions. Employing Gauss’s law in 1 dimension,
∂E/∂x = ρ/0, this can be equivalently expressed as
∂
∂x
(
0
∂E
∂t
+
∑
i
ji
)
= 0 (3.2)
implying that the bracketed term is a constant in space (across the device). The first term
inside the brackets is denoted the displacement current, and its utility is that it renders the
total current (sum of displacement and charge currents) a conserved quantity in space (not
time!).
3.4.2 Impedance of a uniform semiconductor
To show off the displacement current in action, we consider a uniform slab of semiconducting
material (n-type crystalline Si, say) of thickness d between two ideal ohmic contacts. In the
steady state (ω = 0) this basic device behaves simply as a resistor, but at non-zero frequency
one anticipates capacitive behaviour as well. Locally the semiconductor’s response is given by
Ohm’s law, jn = σnE. Combining this with the equation of total current continuity:
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0
∂E
∂t
+ σnE = const. (3.3)
Since the total current is conserved right into the metal contacts, the right-hand side of the
above equation must be the electrical current carried by the metal contacts, since essentially no
displacement current can flow in a metal (E ≈ 0). Therefore, identifying const. as the electrical
current (density) J flowing through the external circuit, and relating E to the applied voltage
as V = Ed, we obtain the current-voltage relation
J =
0
d
dV
dt
+
σn
d
V (3.4)
i.e. a charging component plus the steady-state resistive current. We move to the frequency
domain by taking V = v0+δve
iωt, J = j0+δje
iωt. The linear response function Y is independent
of the applied voltage and simply given by δj/δv, so
Y =
1
d
(iω0 + σn) . (3.5)
Real and imaginary parts are described by the conductivity G = Re[Y ] = σn/d, and the capaci-
tance C = ω−1 Im[Y ] = 0/d, of which the latter can be recognized as simply the parallel plate
capacitance. The impedance Z = 1/Y is
Z =
dρn
iω0ρn + 1
(3.6)
which takes the form of the basic Debye relaxation. As mentioned, this response is the frequency-
domain counterpart of an exponential relaxation in the time domain (the two are a commonly
encountered fourier-transform pair [37]), and yields a single semi-circular arc in the complex
plane (a plot of Im[Z] against Re[Z]) emanating from Z = 0 in the ω →∞ limit and terminating
at Z = dρn in the DC limit.
3.4.3 Carrier relaxation
It is worth recognizing that according to 3.5 current flows primarily as electronic current at
low frequencies, and as displacement at high frequencies. This is quite a generic phenomenon,
and useful to bear in mind when analyzing more complex devices. The selective contacts in a
perovskite cell for example (ETL and HTL) are approximately uniform semiconductors which
can be expected to conduct electronic current at low frequencies and displacement current at
higher frequencies, just as in the above example. The switch-over between these two regimes
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occurs approximately when the two current contributions balance (in magnitude), i.e. when
ω ≈ σn,p
0
(3.7)
which defines a characteristic time 0/σn,p, often known as the dielectric relaxation time. This
happens to also be the timescale at which local perturbations to the charge density inside a
conductor are screened by the majority species. To see this, consider again a uniform segment
of conductor or semiconductor, intially at equilibrium with conductivity σ. Suppose a small
amount of charge ρ(x) is then added to the system. Gauss’ equation and the equation of
continuity for holes (supposing these are the majority carrier for definiteness) read
∂E
∂x
=
1
0
(ρ(x) + δp(x)) (3.8)
∂
∂t
δp(x) = −µp ∂
∂x
[(p0 + δp(x))E]−Dp ∂
2
∂x2
δp(x) (3.9)
assuming the perturbation is small, the term −µpp0∂E/∂x will dominate the RHS of the second
equation (note that E is of order ρ(x)), allowing us to eliminate E from the first equation as
∂δp
∂t
= −µpp0
0
(ρ(x) + δp(x)) (3.10)
which describes exponential relaxation (screening of the added charge by holes) on a timescale
0/σp, i.e. the dielectric relaxation time once again.
2 We note that the relaxation time described
above, with ions in place of holes as the majority carrier, is key to the analysis of loop features
in the impedance spectrum as discussed in sec. 3.5.3.
3.4.4 Heuristic model of a diode with mobile ions
The uniform semiconductor model above was a useful way to introduce some basic terminology
and concepts, but is still somewhat far removed from the complexity of a perovskite solar cell.
To move one step closer we next consider in a heuristic fashion a semiconductor device with slow
mobile charge in the form of ions (heuristic since the drift-diffusion equations for ions coupled
to electrons and holes are not exactly solvable analytically, and we shall not attempt to do so).
The device in question is imagined to resemble a p-i-n heterojunction diode, such as a standard
perovskite cell, with mobile ions in the i-layer that cannot penetrate into the p or n layers.
2The term “dielectric relaxation time” is unfortunate, because clearly this is a timescale associated with carrier
motion, and has little to do with fundamental atomic relaxations or molecular rearrangements which also go by
the name of dielectric relaxation.
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As in Chapter 2, we further imagine that only a single ionic species is mobile, and is balanced
by a homogeneous background of compensating charge. As discussed and seen previously, this
tends to result in an essentially intrinsic region within the bulk semiconductor capped by ionic
accumulation and depletion zones at the two ionically blocking contacts whose equilibrium state
is dependent on the applied (and built-in) voltage. We suppose as in the fixed-layer models of
Chapter 2 that the state of these ions is uniquely describable by a single variable quantifying
the amount of accumulated (or depleted) charge in the interfacial layers. Instead of directly
using the charge as this variable, it is more convenient to use the electrical potential difference
across the two layers (the two being related by a capacitance as Qion = CVion). Finally, the
equivalent variables Qion, Vion are assumed to evolve in time according to the amount of ionic
current flowing in the perovskite bulk
dQion
dt
= σionEbulk = σiond
−1(V − Vbi − Vion) (3.11)
where d is the width of the perovskite, or in terms of Vion
dVion
dt
=
1
RionCion
(V − Vbi − Vion) (3.12)
with Rion = dσ
−1
ion. It can be seen that this captures the behaviour of ions that move to
screen the internal electric field away from the perovskite bulk on an ionic RC timescale. In
anticipation of studying the small-signal response, the above determines the ionic behaviour
(replacing V = v0 + δve
iωt and Vion = vion,0 + δvione
iωt etc. as before) as
δvion =
1
(iωRionCion + 1)
δv (3.13)
i.e. another Debye-type relaxation.
For the current-voltage response of our notional device we assume that the instantaneous
diode current depends both on the applied voltage V and on the state of the ions described
by Vion, so that the electron/hole current is expressed as J(V, Vion). We neglect electron/hole
relaxation (which is often significantly faster than typical frequencies in an EIS measurement).
In addition, the bulk perovskite also carries an ionic current dQion/dt to the interfaces. The
current or admittance therefore comprises four components, the first two relating to derivatives
of the electron/hole current J with respect to its two voltage arguments, a third component from
the ionic charging current dQion/dt and a final contribution from displacement in the perovskite
bulk 0∂Ebulk/∂t (note that we can apply continuity to evaluate the total current in the bulk
perovskite). Thus for the admittance Y = δj/δv:
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Cg
+ −
δvbulk
Rion
Cion
+ −
δvion
∂J
∂V δv +
∂J
∂Vion
δvion
Figure 3.1: Equivalent circuit for a notional semiconductor device with a mobile ionic component.
Note the dependent current source at the bottom which is determined by the state of the two
internal capacitors. Here Cg = 0d
−1 is the geometric capacitance of the perovskite layer and
δv = δvbulk + δvion is the applied voltage perturbation.
Y =
∂J
∂V
+
∂J
∂Vion
∂vion
∂v
+ iω
δQion/δv︷ ︸︸ ︷
Cion
∂vion
∂v
+iω0
δEbulk/δv︷ ︸︸ ︷
d−1(1− ∂vion
∂v
) . (3.14)
Inserting 3.13 above for vion leaves
Y =
∂J
∂V
+
∂J
∂Vion
1
iωRionCion + 1
+
iωCion
iωRionCion + 1
+ iω0d
−1
(
iωRionCion
iωRionCion + 1
)
. (3.15)
Although somewhat formidable in appearance, this expression can be simply represented as the
equivalent circuit depicted in Fig. 3.1. Its behaviour is governed by nothing other than the four
current contributions named above. To illustrate the behaviour of this prototypical circuit some
representative Nyquist plots are shown in Fig. 3.2. It can be seen that the impedance spectrum
is generically composed of two arcs, one at high frequencies tending to Z = 0 corresponding to
competition between displacement current in the bulk perovskite and the diode current (as in
equation 3.6), and another arc at lower frequencies due to the ionic response. The interpretation
of the low-frequency arc depends on which current contribution dominates: in Fig. 3.1(left) the
spectra were calculated assuming that the ions have no effect on the electron/hole current, i.e.
∂J/∂Vion = 0. Furthermore we set the conductivity to a low value of ∂J/∂Vion = 1 µS to
roughly emulate a perovskite cell measured at 0V in darkness (remaining parameters are given
in the figure caption). This leaves only the ionic charging current dQion/dt to produce the low-
frequency feature, so the low-frequency arc can be properly labelled as capacitive. By contrast
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in the other Nyquist plot included in Fig. 3.1(right) the ionic charging component is completely
overwhelmed by the inclusion of non-zero ion-carrier coupling, or “electrode polarization” term
∂J/∂Vion, and by setting the conductivity significantly higher at ∂J/∂Vion = 1 mS (imagining
the cell at large forward bias or under illumination). A current-blocking effect is simulated by
setting ∂J/∂Vion = α∂J/∂V with −1 < α < 0 the blocking fraction. This describes the situation
in which the transfer of the potential drop V from the bulk to the interfaces via ionic screening
results in reduced current. It can be seen that a more negative blocking fraction (red series)
is associated with a larger low-frequency arc relative to a less negative blocking fraction (blue
series). We have also shown the effect of ion accumulation which affects the current oppositely,
that is by amplification (α > 0), which results in an arc extending below the real axis in the
Nyquist plot (yellow series). Somewhat surprisingly perhaps, this is associated with negative
values of the measured capacitance C = ω−1 1/Z (this will be discussed further in sec. 3.5.4 and
in the section below).
The heuristic model represented by equation 3.15 and the equivalent circuit in Fig. 3.1 illus-
trate the importance of accounting for the coupling between ionic and carrier dynamics. Using
them, we have indicated that this coupling can overwhelm the contribution from simple ionic
charging at low frequencies (the origin of I-V hysteresis), and that under certain circumstances
one might even observe exotic effects such as negative capacitances. Whilst useful aids to think-
ing, these toy models give no quantitative information about the behaviour of real devices, and
rely on a number of simplifying assumptions. In the following we establish the general concepts
necessary to carry these insights over into more realistic simulations of an ionic solar cell.
3.4.5 Capacitance from Continuity
In the above we suggested that certain systems may be prone to exhibit a negative capaci-
tance. To the extent that this is surprising we must re-examine what we mean by the term.
With reference to frequency-domain measurements the word “capacitance” is generally used to
denote the AC or parallel capacitance Cp = Im [Y ]ω
−1. Unless otherwise stated, this is the
measured quantity that is usually reported simply as capacitance. From its definition it is clear
that the AC capacitance constitutes an inclusive measure of out-of-phase (hereafter antiphase)
current oscillation, which may stem from genuine charge-storage – as in the intuitive notion
of capacitance – but also from sustained currents which flow at a delay with respect to the
applied voltage [38]. Acknowledgment of this fact was essential to the proper interpretation of
negative capacitance measurements in a wide range of conventional semiconductor devices [39].
As we argue here, delayed recombination plays an outsize role in capacitance measurements of
perovskite cells due to slow structural responses, such as the rearrangement of mobile ions.
In theory the distinction between intuitive charge-storage capacitance and the general AC
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Figure 3.2: Some representative Nyquist plots using the model admittance/impedance specified
by equation 3.15. The parameters chosen here were RionCion = 1 s, Cion = 10 µF, Cg = 100 nF
with other parameters set according to the legends.
capacitance can be made very clear via considerations of current continuity [40], although ex-
perimentally these definitions are less accessible. A useful example to consider is the following
continuity equation for electrons, with only generation and direct recombination included as
source-sink terms for simplicity:
e
∂n
∂t
=
d
dx
jn + e g − eR (3.16)
where g and R are the generation and recombination rates respectively, jn is the electron current,
and e the electron charge. Considering just the first-order response to a sinusoidal voltage
perturbation, this becomes (assuming constant generation)
iω e nˆ =
d
dx
jˆn − eRˆ (3.17)
in which a hat is used to denote the frequency-domain derivative (e.g. n = n0 + nˆ e
iωtdV ). In a
device with carrier-selective contacts at both metallic terminals the above can be integrated to
yield an expression for the admittance
Y = iω
∫
e nˆ dx︸ ︷︷ ︸
YQ
+
∫
e Rˆ dx︸ ︷︷ ︸
YR
(3.18)
in which each integral extends over the whole structure up to the metallic contacts (contribu-
80 CHAPTER 3. ELECTRICAL IMPEDANCE SPECTROSCOPY
tions from surface recombination being implicitly included as delta sources). Further discussion
and details regarding this decomposition are included in appendix A (see also ref. [40] for an
analogous treatment in the context of p-n junctions). Clearly the two terms labelled as YQ and
YR relate to charge-storage and recombination respectively, and constitute the imaginary and
real parts of Y precisely when the carrier densities respond perfectly in-phase with the applied
potential. In this case the conductivity G = Re [Y ] relates strictly to the recombination current
and the AC-capacitance Im [Y ]ω−1 to stored charge, as intuition or experience might suggest.
In general however carrier densities may not respond perfectly in-phase, meaning that YR and
YQ are generically complex valued. This entails the possibility of non-zero contributions to the
conductivity by YQ and perhaps more importantly to the AC-capacitance by YR. Accordingly
the AC capacitance under general circumstances is given by
Cp = CQ +AR
=
∫
Re [e nˆ] dx +
1
ω
∫
Im
[
e Rˆ
]
dx (3.19)
i.e. as a sum of the conventional storage capacitance CQ and a contribution from antiphase
recombination AR. Before moving to the antiphase recombination, it may prove helpful to
review some of the more familiar forms of capacitance associated with the charging component
CQ (equation 3.19) of the measured capacitance. This is done in the subsection below, and is
mostly a matter of establishing terminology for the ensuing discussion.
3.4.6 CQ: Geometric, Accumulation and Chemical Capacitances
Geometric Capacitance
The geometric capacitance of a device corresponds to the charge stored in its electrodes, usually
with the assumption of an applied voltage that is developed uniformly across the internal layers
(uniform displacement), as in a p-i-n cell or parallel-plate capacitor. The capacitance is referred
to as “geometric” due to its dependence on the dielectric thickness d (in 1D) as
Cg = 0/d. (3.20)
With reference to perovskite cells the geometric capacitance generally refers to charge stored
on the selective contacts, usually conductive enough to be considered electrodes in the above
sense,3 and a field developed across the absorber layer (making d the perovskite thickness).
3Following our discussion of the uniform semiconductor impedance in sec. 3.4.3, this applies only as long as the
measuring frequency is below the relaxation time of each contact – a condition which can fail at high frequencies
for contacts with large permitivitty but poor conductivity. When it occurs this generally manifests as an extra
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The geometric capacitance can only be measured in perovskite cells under certain conditions,
as the amount of charge stored on the electrodes is readily overwhelmed by other contributions
to the capacitance. Suitable conditions for measuring Cg are that the probe frequency is high
enough to freeze out ionic contributions, and that the injected carrier density is low (entailing
low applied bias and illumination). The geometric capacitance is expected to exhibit little to
no voltage dependence, and have a magnitude in the range of ≈ 30 − 250nF/cm2 assuming a
relative permittivity in the range of 24 − 60 and planar thicknesses between 200 − 700nm. A
question arises as to how this quantity is determined in a two-electrode system when one or more
of the electrodes is non-uniform, as for example the mesoporous titania scaffold in a normal-
structure perovskite cell. This is conveniently discussed in terms of the effective thickness
deff = 0/Cg derived from a measurement of Cg assuming that the dielectric constant is
known. Previously it was claimed that roughness can enhance the geometric capacitances,
(equivalently reduce the effective thickness) by factors as large as 6 [41, 42]. Here we briefly
correct this misunderstanding by simulating a mesoporous electrode system, and by an analytic
argument showing that the effective thickness falls neatly between the capping layer thickness
and the full extent of the perovskite layer. Roughness is therefore not a legitimate reason for
observing abnormally large high-frequency capacitances, although it is very likely to affect the
low-frequency ionic capacitance. Large high-frequency capacitance (larger than ≈260 nF cm−2,
corresponding to a small cell thickness of 200 nm with  ≈ 60) may instead be an indication
of small capping-layer thicknesses or non-negligible carrier densities in the perovskite layer (i.e.
net doping).
Simulations of the geometric capacitance in a 2-d geometry designed to emulate a mesoporous
cell are shown in Fig. 3.3. In the model of Fig. 3.3 (left) the capacitance calculated in the absence
of mobile ions clearly corresponds to an electric field developed over the bulk of the perovskite
layer. Concentration of charge density near the tips of the mesoporous scaffold result in an
effective thickness which approximates the “capping layer” thickness of the perovskite layer (Fig.
3.3 left). Including mobile ions results in an electric field that is concentrated at the selective
contact interfaces, and apparently mostly conforms to the rough mesoporous scaffold (Fig. 3.3
middle). Roughness can therefore be expected to enhance the ionic capacitance despite having
little effect on the geometric one. Whether this effect is important for mesoporous cells will
depend on the relative capacitance at the ETL and HTL interfaces, as these two contributions
add in series.
A simple analytic argument confirming the insensitivity of the geometric capacitance to
surface roughness is as follows. Consider a two-electrode system with one flat electrode at
y = −d and another rough electrode at y = h(x) > 0 with min(h(x)) = 0. The capacitance is
arc or deviation in the high-frequency portion of the Nyquist plot.
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Figure 3.3: (Left) Capacitance calculations in a 2-D semiconductor model with a mesoporous
ETL (no mobile ions). Greyscale coloration indicates the charge density, red arrows the electric
field and the green line indicates the effective geometric thickness for the calculated value of
capacitance. The effective separation is found to closely approximate what would normally be
regarded as the capping layer thickness. (Middle, Right) Electric field strength with and without
accumulated mobile ions, respectively.
determined by solving the Laplace equation for the potential subject to the boundary conditions
V (x, 0) = 0 and V (x, h(x)) = ∆V (the size of ∆V is insignificant due to linearity). Equivalently
it is determined via minimization of the energy equation
E =
1
2
C(∆V )2 =
1
20
∫
|∇V |2d2x (3.21)
(note that in 2D C refers to a capacitance per unit length in orthogonal direction). The mini-
mization principle implies that any trial function Vˆ satisfying the boundary conditions, but not
necessarily the Laplace equation, entails a higher energy and therefore
C < Cˆ =
1
0(∆V )2
∫
|∇Vˆ |2d2x. (3.22)
Taking the trial function
(3.23)
Vˆ1 =
∆V
(
y+d
d
)
y < 0
∆V y ≥ 0
(3.24)
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gives
C <
1
0d
(3.25)
i.e. the true capacitance is bounded by the parallel-plate capacitance with separation equal to
the minimum distance between the two electrodes d. This proves that no roughness, however
extreme, can act to increase the geometric capacitance. We note that the argument above
assumes perfectly conducting electrodes; the true capacitance in a cell with semiconducting
selective contacts will generally be lower due to the additional depletion widths.
Chemical & Accumulation Capacitance
Although we make only passing mention of these concepts in the ensuing discussion, it is worth
defining the accumulation and chemical capacitance since both appear at various points in the
relevant literature concerning EIS. As the name suggests, accumulation capacitance is associ-
ated with the development of electrical potential in semiconductor regions under accumulation,
defined here as the situation where uncompensated carrier densities are too large to be ignored
in Poisson’s equation. Under strong accumulation the capacitance grows exponentially with
the voltage across the accumulated region [43]. The accumulation capacitance is only expected
to manifest in perovskite cells at large forward bias (V > Vbi). The chemical capacitance is
somewhat more subtle since it is associated in the first instance with changes in the chemical
potential of carriers (related to their concentration), rather than the electrical potential. To
understand the proper place of the chemical capacitance in EIS it is helpful to consider the
small-signal equations for drift-diffusive transport of electrons and holes, which can be rendered
in the form of a transmission line as in Fig. 3.4 [44]. The symbols in the figure are defined as
follows:
rn = (e µnn)
−1, rp = (e µpp)−1 (3.26)
rrec = τ
VT
e
(
1
n
+
1
p
)−1
(3.27)
cg = 0 (3.28)
cµn =
e
VT
n, cµp =
e
VT
p (3.29)
where e is the electron charge, VT the thermal voltage, and τ the direct-recombination lifetime.
We note that the given expressions for cµ assume the relation between chemical potential and
carrier density implied by Boltzmann statistics [45]. By inspecting Fig. 3.4 it is clear that the
relative charge state of the chemical capacitors cµ is responsible for diffusion currents (a diffusion
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Figure 3.4: Equivalent transmission line for the small-signal drift-diffusion equations, adapted
from ref. [44]. The top rail represents conduction-band electrons and the bottom rail valence-
band holes. The middle rail carries the displacement current. Here we show a simplified version
appropriate for direct recombination only, and assuming zero steady-state current. Depicted is
a finite section (twice the fundamental “unit cell”) of the infinite transmission line. Symbols are
defined below.
current will flow between neighbouring capacitors when there is a difference their charge state,
i.e. a gradient in chemical potential) whereas the drift currents are locally driven by voltage
across cg (gradients in electrical potential). Chemical capacitance is frequently mentioned in
the older EIS literature on PSCs preceding the recognition of ion migration, where it was incor-
rectly invoked in place of the low-frequency ionic capacitance. To estimate the typical size of
the chemical capacitance we must first note that the quantities in equations 3.29 are microscopic
with macroscopic counterparts obtained via integration over the whole device (and using the
appropriate composition law for the circuit element in question). The macroscopic chemical
capacitance of a semiconductor film (e.g. perovskite layer) is obtained by combining the parallel
microscopic capacitors in the transmission line of Fig. 3.4, that is via simple integration of
the cµ, and can therefore be estimated as Cµ ∼ e/VTNd, with N a typical carrier density and
d the absorber thickness. We note that this assumes balanced accumulation of electrons and
holes in the absorber. To estimate the carrier density we consider a cell at open-circuit under
illumination, for which generation balances recombination and hence N ∼ G/τ . Lifetimes in
the range of 10-1000 ns and a generation of 20 mA cm−2 correspond then to carrier densities of
1 · 1013-1 · 1015 cm−3 in a 300 nm absorber, and capacitances of Cµ ∼ 8-800 nF cm−2. This value
is considerable, being comparable to the geometric capacitance, but is likely to be substantially
smaller at lower bias voltages. In an ordinary p-i-n solar cell the carrier density and hence chem-
ical capacitance scales with the applied voltage as Cµ ∝ N ∝ eV/γVT [46], with γ the ideality
factor. Once ionic screening of the internal field is included this scaling becomes questionable,
and one expects a much weaker dependence of the carrier density on applied voltage (under
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illumination), possibly leading to significant charge storage in the chemical capacitance at lower
bias voltages. This possibility has failed to materialize in our exploratory simulations, in which
charge stored in the perovskite generally contributes less than ≈ 10 nF cm−2 under 1-sun illu-
mination for V < Vbi. Features which act to inflate carrier densities in the absorber layer such
as a low mobility value could increase this contribution.
Any of the sub-circuits in Fig. 3.4 consisting of just the two chemical capacitors at a single lo-
cation and the accompanying recombination resistance define an RC element with time-constant
equal to the carrier lifetime τ . It is therefore not unreasonable to expect that the lifetime may
feature directly as a characteristic timescale in an EIS measurement. Unfortunately, the decay
of the recombination sub-circuit on the timescale τ contributes to the measured capacitance,
and its contribution is therefore quantified by the chemical capacitance. As argued above this
is unlikely to be a significant fraction of the measured capacitance except under circumstances
(large forward bias) when other contributions to the total capacitance are liable to overwhelm
it. It therefore seems unlikely that EIS can will be useful for measuring effective lifetimes in
perovskite cells. We note in closing this discussion that “recombination resistance” is often used
somewhat carelessly to denote the intermediate-frequency resistance extracted from equivalent
circuit fitting [47, 48, 49, 50]. This labelling is only strictly correct under the assumption that
the rrec in equations 3.29 dominates the transport contributions rn,p (this may be a carryover
from studies on DSCs where transport in the absorber is short-ranged).
Together the geometric, accumulation, depletion (see e.g. [51]) and chemical capacitance
define the most commonly encountered contributions to CQ as defined by equation 3.19. Each has
distinct properties such as their particular dependence on applied voltage (possibly illumination),
but all are ultimately forms of capacitance associated with conventional charge storage, i.e.
contributions to CQ. Below we consider a different class of contributions to the measured
capacitance which instead arise from the AR term in equation 3.19.
3.5 Antiphase Recombination in Capacitance Measurements
We now return to our discussion of the capacitance decomposition 3.19 to address the second
component AR. Although it has the dimensions of a capacitance, this designation will be avoided
for AR in order to emphasize its distinct origin. To obtain a better handle on AR we consider a
system whose total recombination current responds with delay to changes in the applied potential
(due to unspecified mechanisms) on a unique exponential timescale τ , i.e.
R(t) = R0 + [(R∞ −R0) +Rτ exp (−t/τ) ]H(t)dV (3.30)
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where (R∞ −R0) quantifies the steady-state and Rτ the transient response to a step-change in
the applied potential V (t) = V0 +H(t)dV , with H(t) the unit step function. Direct evaluation
of the Fourier transform Rˆ = F [R(t)] /F [V (t)] applied in equation (3.19) yields a Debye-type
expression for AR:
AR =
τ Rτ
1 + (ωτ)2
. (3.31)
A positive contribution to the AC capacitance will therefore result when recombination is
initially large but decreased by the process causing delay (Rτ > 0), and negatively to the
capacitance when recombination increases over time (Rτ < 0). This provides a particularly
natural way for negative capacitance to arise in circumstances where the recombination current
is significant compared to the charging current measured by CQ (see ref. [39] for an extensive
list of examples).
Apart from its ready flexibility in sign, the antiphase recombination AR is also distinguished
from the charge-storage capacitance by its explicit frequency dependence. In equation (3.31)
this results in a low-frequency limit that is linearly proportional to the timescale of relaxation τ .
Since there is in principle no limit to these timescales when slow agents such as migrating ions
are present, the antiphase recombination can be arbitrarily large. The presence of highly visible
slow transient responses in perovskite cells therefore makes consideration of the antiphase recom-
bination essential in EIS and other small-signal measurements, particularly at low frequencies.
It is important to note that even if these transient processes are rate-determined by a charging
processes, such as the interfacial accumulation of ions, charging will often have a transient effect
on the recombination current in a way which may dominate Cp. On the topic of timescales, we
remark that replacing the Debye relaxation above with a Cole-Cole response, commonly used to
model a broadened distribution of timescales parameterized by a factor 0 < α < 1 (α = 1 being
the un-broadened case) [36], leads to AR capacitances which diverge as ω
α−1 at low frequencies.
EIS measurements of perovskite cells typically exhibit a high frequency response, associated
with capacitive charging, and a low-frequency response due to interfacial ion accumulation,
otherwise referred to as electrode polarization. Occasionally, distinct features appear in small-
signal measurements at intermediate frequencies (1-100 Hz) as well [52, 6]. In sections 3.5.2, 3.5.3
and 3.5.4 we consider the role of antiphase capacitance with reference to each of these features,
starting with the low and high frequency capacitance under illumination, before moving to
intermediate features and other manifestations of negative capacitance. We follow with a study
of the high-frequency capacitance under dark conditions (i.e. conventional C-V measurements)
in sec. 3.6 to provide some experimental verification for our ionic drift-diffusion (IDD) models
in a simpler setting.
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3.5.1 Experimental Methods
The cells fabricated for this study included those based on MAPbI3 and multi-cation perovskites,
and were fabricated according to previously reported processes that generally result in high
performing devices [53, 54]. The compact TiO2 layer, of primary relevance to the C-V study
of sec. 3.6, was made by spin-coating the TiO2 precursor containing a titanium isopropoxide
(TTIP) IPA solution and a diluted HCl IPA solution at a speed of 5000 rpm. The film thickness
was controlled by varying the spin-coating times, and followed by annealing at 115◦ C. Each
spinning cycle resulted in a TiO2 film with thickness of 30±5 nm, and was repeated for the
experiment reported in Fig. to obtain the thicker compact layers. After completing all spin-
coating cycles, the film was subsequently annealed at 500◦ with a high oxygen pressure for 5 mins
and in air for another 25 mins. For the mesoporous structure, a 70-80 nm-thick mesoporous
titania layer was deposited on top of the cp-TiO2 film by spin-coating diluted TiO2 paste (30
NR-D) solution in ethanol (weight ratio of 1:12) at 5000 rpm for 25 s with an acceleration rate
of 5000 rpm/s. The films were then sintered at 500◦ for 30 min in air and then left to cool.
EIS measurements were conducted on a Keysight B1500A Semiconductor Parameter Ana-
lyzer using the WGFMU unit and in-house software. High-frequency C-V measurements were
conducted using the unit’s dedicated capacitance meter.
3.5.2 Photo-induced Capacitance
First we consider EIS measurements under illumination. An experimental C-f spectra of a
standard MAPbI3 cell is shown in Figure 3.5a, taken with and without illumination provided
by a 630 nm LED array at approximately 1 sun intensity. In the low-frequency part a single
feature is apparent below 1 kHz under illumination and at somewhat lower frequencies in the
dark. The low-frequency feature has a characteristic frequency of ≈ 0.1 Hz under illumination
as determined from the Bode plot, which is similar to timescales of I-V hysteresis. A now
considerable body of evidence points very strongly towards ion migration being the root cause
of I-V hysteresis (see refs. [55, 56] for reviews), with I− vacancies being the most likely culprit
in MAPbI3 [57, 58]. Given that a low-frequency EIS measurement is, in essence at least, an I-V
measurement with a smaller amplitude and smoother waveform, the broad low-frequency feature
can be confidently attributed to ion migration. The observed difference in timescales under dark
and light conditions (the onset of the dark and illuminated features in Figure 3.5a) may be an
indication of light-enhanced ion mobility [28], which we will not consider further. Our primary
concern is to address the dramatic enhancement of low-frequency capacitance observed when
the cell is measured under illumination. Considering the discussion above this would follow
naturally if ion migration is acting to delay the recombination, or equivalently the collected
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Figure 3.5: (a) Experimental C-f measurements of a “standard” FTO/cp-TiO2/mp-
TiO2/MAPbI3/Spiro-OMeTAD/Au cell in darkness (grey) and under illumination (yellow). The
dashed line indicates an extrapolation of the ionic contribution towards high frequencies. (a,
inset) Nyquist plot at 0 V under illumination, zoomed in on the high-frequency region (circled
data corresponds to frequencies in the indicated portion of the C-f spectrum). (b) Area plot
of a simulated C-f spectrum under illumination showing the relative contributions of antiphase
recombination (AR, yellow) and the more familiar charge-storage capacitance (CQ, blue). Here
two ionic species with diffusion constants 1 · 10−10 cm2 s−1 and 1 · 10−13 cm2 s−1 were used to
emulate the broad spectrum observed experimentally.
photocurrent [5]. As a check on this theory we have performed simulations of this experiment,
shown in Figure 3.5b. To roughly emulate the extreme broadening of the experimental low-
frequency feature (which extends over 4 decades) we have included two ionic species (fast and
slow) in the simulation of Figure 3.5b, although it is not clear how many distinct species are
actually relevant in the device physics of MAPbI3. Broadening of the experimental specturm
could alternatively result from lateral variations in the RC constant of a single ionic species, or
from diffusion along irregular pathways (e.g. grain boundaries) with varying activation energies
between jumps. Indeed, inclusion of a slower species in the simulation results in enormous values
of the low-frequency capacitance of order 1 · 10−1 F cm−2 due almost solely to the contribution
from AR, which are similar to those seen in our measurement. The massive contribution from
AR is found to occur generically (that is for almost all parameter choices that include a slow-
moving ionic species) with slower ions leading to a larger low-frequency limit in accordance with
the scaling in equation (3.31).
In the simulation of Figure 3.5b a positive AR follows from Rτ > 0, or a decreased rate
of recombination due to ionic redistribution, which may appear counter-intuitive. This is re-
solved by recognizing that Rτ is defined by equation (3.30), and therefore refers to the transient
3.5. ANTIPHASE RECOMBINATION IN CAPACITANCE MEASUREMENTS 89
increment in recombination following a positive step-change in potential. Physically this step
to forward bias is initially exerted over the entire perovskite bulk, hindering charge extraction,
whereas after ionic redistribution it is felt only near the contact interfaces where it exerts a
lesser influence. Experimentally Rτ > 0 is the trend observed in step-transient measurements
[59], wherein moving to forward bias is found to result in temporarily reduced photocurrent
that rises over time (suggesting a recombination rate that decreases over time). Conceivably the
opposite case of Rτ < 0 could also occur, leading to negative capacitance under illumination,
depending on the recombination model (see later discussion). However for the vast majority
of the simulations carried out in this study Rτ > 0 was observed at low-frequencies under illu-
mination. As with I-V hysteresis [8, 9], recombination rates have an important effect on AR,
with higher rates straightforwardly leading to larger values. Several studies have observed a
correlation between large values of the low-frequency capacitance (interpreted here as AR) and
the degree of hysteresis [60, 61], which is entirely natural when seen in this light.
In our opinion there can be little doubt that the experimentally observed capacitance at low
frequencies stems from AR, since the only mechanism required is a slow-moving agent acting on
carrier densities and thereby recombination rates. Studies of I-V hysteresis have already amply
demonstrated that mobile ions play just such a role in the halide perovskites, and our models
constitute a further demonstration that the theory works quantitatively in the frequency-domain.
However, given that similar measurements have been the subject of considerable interest and
controversy in the literature, we feel it is important to spend some time in the following to
consider alternative explanations.
The observation of a large increase in low-frequency capacitance under illumination was first
reported in the guise of a giant ac-dielectric constant (an experimentally derived quantity simply
proportional to Cp) [2]. Initially this observation was considered as evidence of light-induced
changes to the fundamental dielectric constant, i.e. to the electronic or ionic polarizability,
a notion that was greeted with both widespread interest [62, 63, 64, 65] and skepticism [66,
5, 7, 67]. A closely related observation is the commonly reported growth of AC conductivity
with light intensity [68, 41, 20, 6], which manifests as a shrinking of the impedance in Nyquist
plots. We remark that in other fields of material science observations of a giant dielectric
constant are apparently not uncommon, but mostly arise due to extrinsic effects [69]. Without
invoking changes to the fundamental dielectric constant, increases in the AC capacitance and
conductivity can be simply understood as a consequence of larger recombination rates occurring
under illumination [7, 67], which in turn contribute to both the real and imaginary parts of
the admittance as in equation (3.18). Increased recombination primarily affects the real part
(conductivity), with contributions to the imaginary part (capacitance) also appearing at lower
frequencies due to ion-induced delay. A similar explanation was offered soon after the first
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report of this phenomenon [7], but before the widespread recognition that ionic responses are
fundamental in the transient response of perovskite cells. Disordered conduction pathways
incorporating capacitive gaps were therefore proposed as a mechanism responsible for causing
delay, the importance of which remains unestablished.
Quantitatively any theory of the photo-induced low-frequency capacitance in terms of ac-
cumulated carriers [70, 4] or ions (i.e. any theory invoking CQ in the language of this paper)
is problematic, as capacitances of order 10−1 F cm−2 (Figure 3.5a), would imply an average
separation (d = 0/C) less than 1 pm between compensating charges. This is clearly unphys-
ical as a length-scale for quantum confinement, being vastly smaller than a typical electron de
Broglie wavelength or orbital size. Such considerations apply whether or not there is charge
transfer across the interface (pseudocapacitance [71]), as long as no chemical bonds are formed.
A realistic treatment of accumulation capacitance must also take account of Fermi-Dirac statis-
tics in order to reach the relevant limit of strong accumulation (Fermi level deep in the valence
band) [70], the neglect of which leads to inflated estimates. Including just the former correction
in the form of a generous 0.3 nm distance of closest approach already limits the accumulation
capacitance to being less than 2 · 10−4 µF cm−2. The raw accumulation of carriers or ions must
therefore be deemed an insufficient mechanism for explaining the photo-induced low-frequency
capacitance. The reported evidence in favor of this fairly widespread theory [72, 73, 74] was
an approximate linear scaling in the capacitance with light-intensity, and increasing values with
larger perovskite thickness [70]. These features also follow naturally if the capacitance stems
from antiphase recombination currents: both increasing the light intensity and film thickness
(assuming incomplete absorption) will enlarge the total recombination current, and thereby its
antiphase component as measured by AR. The exponential dependence on open-circuit voltage
with a logarithmic slope of 1/2kBT , touted as a unique characteristic of the accumulation ca-
pacitance, is simply indicative of the usual relation between the light intensity and open-circuit
voltage IL ∼ exp(Voc/γkBT ) (with an ideality factor γ = 2), and therefore follows if the re-
combination current is proportional to the light intensity (a consequence of imperfect internal
quantum efficiency) [75].
Photo-enhancement of the capacitance can also be observed in the high-frequency region. In
the C-f plot of Figure 3.5a, an excess of approximately 300 nF cm−2 manifests between 1 kHz and
10 kHz under illumination compared to the dark measurement. Simultaneously, an additional
intermediate arc appears in the Nyquist plot (Figure 3.5a inset). This feature was seen in
several batches of cells, and appeared variously as either a distinguished arc in the Nyquist plot
or simply as a broadening of the high-frequency feature. A similar feature has been reported
previously in cells with a (poorly performing) Nb2O5 ETL [52]. The question arises as to
whether the light-induced capacitance in this frequency range is attributable to CQ, due to the
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accumulation of poorly extracted carriers or perhaps a photo-doping effect, or alternatively to
AR. Although far from being conclusive confirmation, such a feature is already present in the
simulation of Figure 3.5b (note the excess AR capacitance above 1 kHz which exceeds Cp in
the dark, denoted by dotted lines). In these simulations the onset of the light-induced high-
frequency feature signals an accumulation of carriers at the perovskite/titania interface. Despite
contributing only a small amount of stored charge, the delay induced by the charging process
causes part of the recombination current to fall out of phase, resulting in significant contributions
to the AC capacitance through AR. Alternative theories for the light-induced high-frequency
capacitance seen in Figure 3.5a can also be imagined, and may justify further study. However,
the resemblance in these simulations is an important indication that antiphase recombination
currents can also be significant beyond the ionic cutoff (extrapolated to approximately 1 kHz in
Figure 3.5a) where purely carrier dynamics are at play.
In the absence of illumination recombination currents are smaller and the measured capac-
itance has a better chance of retaining its usual meaning in terms of charge storage. For this
reason the un-illuminated measurements in Fig 1a, which feature a low-frequency capacitance
of 1 µF cm−2 to 10 µF cm−2 at zero bias between 10 mHz to 100 mHz, are almost certainly a
reflection of the CQ capacitance associated with interfacial ion accumulation. For our analysis
of ionic timescales in the next section it is necessary to note that the ionic capacitance is more
properly referred to as an “ion-electrode” capacitance, since it is strongly influenced by the
distribution of compensating charges in the contact layers. In the IDD model ions accumulated
in the diffuse layers [71] are compensated on the contact side by either an excess of majority
carriers, or else by depletion-layer space charges, which incur their own series contribution to
the total ion-electrode capacitance. In theory it is this quantity (denoted CIE in the following)
that should determine the timescale of electrode polarization (i.e. the rate at which bulk electric
fields are screened by interfacial ion accumulation), naively as R · CIE with R the bulk ionic
resistance. The implied dependence on electrode properties such as doping, dielectric constant
and thickness may explain many of the observed differences between normal and inverted struc-
ture cells [60, 61, 76]. However, this also implies that the presence of depletion layers at either
interface, in the absence of other effects, has a drastically limiting effect on the ion-electrode
capacitance. For this reason, corrections to the standard IDD model were necessary to achieve
dark capacitances above 1µF cm−2 in the simulation of Figure 3.5b. These were made via the
inclusion of surface states at the perovskite/contact-layer interfaces as discussed in sec. 3.7, al-
though we emphasize that such corrections are in no way crucial to the effect of giant illuminated
capacitance discussed above.
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3.5.3 Loop Features and Ion Diffusion
Distinct features occasionally appear in small-signal measurements of perovskite cells at interme-
diate frequencies (1-100 Hz), in addition to the usual high and low frequency responses [6]. Above
we dealt with one intermediate feature above in the form of the light-induced high-frequency
capacitance seen in normal-structure MAPbI3 cells. Another kind of intermediate-frequency
feature manifests in EIS measurements as a loop in the complex impedance plot [52], sometimes
extending below the real axis, signifying a negative value of the AC capacitance. Suggestions
for the meaning of these features include the interplay of an unidentified intermediate state
[52], an interfacial charge transfer resistance [77], and genuine inductance (i.e. energy storage
in magnetic fields) associated with the ionic conduction current [78]. Whilst the former two re-
main plausible, if vague, the use of inductors in equivalent circuits should not be conflated with
physical inductance [79] and is simply a mechanism for modelling negative capacitances (actual
negative capacitor elements would be no less physical). Instead, our IDD simulations suggest
that loop features and negative capacitance in the intermediate frequency range are related to
AR on the timescale of ionic relaxation:
τr =
0
σion
. (3.32)
where  is the perovskite’s relative permitivitty and σion is the ionic conductivity. In the theory
of conventional semiconductors this quantity (expressed instead in terms of the carrier con-
ductivity) is the timescale at which charge density perturbations are screened by the majority
carrier [80]. The relaxation time τr is therefore expected to play some role whenever changes
in the applied potential induce charge density variations at times t < τr in the bulk perovskite.
The most natural way for this to occur is if sizeable carrier densities are present in the bulk of
the perovskite layer. In that case, carrier screening of the applied potential will result in bulk
charge density variations at short times that will be screened by ions on the timescale τr. Since
the standard IDD models with perfectly compensated ions are essentially free of bulk carriers
for low to moderate bias voltages, some modification is needed to introduce a significant carrier
density and thereby make the relaxation time manifest.
We note in advance of the following that if the above theory is correct loop features should
allow identification of the ionic conductivity through (3.32). In principle this can then be
used to estimate the ion density, although presently a large range of ionic diffusion constants
(1 · 10−8 cm2 s−1 to 1 · 10−12 cm2 s−1 for the iodide vacancy in MAPbI3) [81, 82] hinders the
accuracy of this step. Observations of a loop feature at approximately 1 kHz [52] in this sense
suggest ion densities between 1 · 1017 cm−3 to 1 · 1021 cm−3, which is at least in approximately
the expected range [83].
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Figure 3.6: (a) Simulations exhibiting a loop feature at 0.6V under illumination. The data
appearing in grey and black data have been scaled down by a factor of 2 for visibility. ETL
properties that affect the high-frequency capacitance are found to have an important impact
on the loop feature (here the doping ND and interfacial defect density Dit). Loops can also be
obscured by the high frequency feature if the ions are sufficiently fast (black circles). (b) Time
domain simulation of the model in (a) (with NETLD = 6 · 1018 cm−3) showing the evolution of the
bulk potential (vacuum potential minus the grounded metal contact’s workfunction = 4.4 eV) in
response to a step change in applied potential (0.6 V→0.8 V). Contact layers (HTL and ETL)
are located at x = 0 and x = 500 nm respectively. Ionic relaxation occurs on the timescale τr
(step 1) and interfacial charging on the ionic RC timescale (step 2) according to the labelled
equations.
Fig. 3.6 shows a simulated impedance spectrum featuring an “inductive loop” at intermediate
frequencies, produced by including a net acceptor doping density at a significant fraction of the
mean ion density (NA = 4 · 1017 cm−3 with Nion = 1 · 1018 cm−3). Figure 3.6a also shows
a few variations of the base model with respect to the contact layers properties that will be
discussed further below. By using a slightly lower ion density than the default of 1 · 1019 cm−3
we ensure that the doping density is not fully compensated by ion migration from the interfaces,
and therefore results in a substantial bulk carrier density (see Fig. 3.7). Since the primary
requirement is a large bulk carrier density, an alternative method of engineering the loop feature
is to include an unfavorable band offset at one of the contact layers, such that photo-generated
carriers are accumulated in the absorber. Regardless of the exact mechanism, the loop in such
models results from a negative contribution to the total capacitance by AR, and extends below
the real axis only when this contribution overwhelms the remaining positive capacitance in CQ.
The reason why ionic screening at the relaxation time manifests as negative capacitance is
best understood in the time domain. Figure 3.6b plots the electrical potential across the bulk
of the perovskite, showing the time evolution following a step change in applied potential. It is
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seen that the system responds at short times (t < 1 µs) with the development of an electric field
at the perovskite/titania p-n junction (t = 0 in the figure). This initially localized potential drop
is caused by a rearrangement of the majority holes within the depletion region, which entails a
change in the bulk charge density. This perturbation is therefore screened away to the interfaces
by ionic relaxation on the timescale τr (labelled as step 1 in the figure), leaving an approximately
uniform electric field (linear potential drop) across the bulk. Eventually this uniform electric
field is fully screened from the bulk by an exchange of ionic charge between the interfaces on the
slower (RC) timescale of electrode polarization (step 2). The intermediate process of screening
an inhomogeneous field into a uniform one temporarily increases recombination (i.e. results in a
transient characterized by Rτ < 0, see equation 3.30), in this model of the minority electrons at
the HTL interface. We do not claim surface recombination plays a unique role however, as other
recombination models could plausibly behave in a similar fashion. Increased recombination on
the timescale τr results in a negative contribution to the capacitance as per equations 3.19 and
3.31, with positive capacitance taking over again at low frequencies (the timescale of electrode
polarization) as previously.
Intermediate loop features have been reported by a few groups in the literature [52, 84,
78], but were not encountered in any of the cells handled for this study. In simulations the
phenomenon is found to be somewhat delicate, being easily obscured by the standard low and
high-frequency features. We infer from numerical experiments that a distance of some 1-2
decades between τr and the other high and low-frequency RC time-constants may be necessary
for loop features to emerge. The intermediate relaxation time τr expressed as a fraction of
the low frequency RC time-constant (assuming R = ρionL) is simply Cgeo/CIE , the ratio of
the geometric to ion-electrode capacitance. Simulations with a small ion-electrode capacitance
consistently fail to produce loop features, likely because the ratio Cgeo/CIE is not small enough to
ensure separation from the low-frequency feature. In IDD models the ion-electrode capacitance
is determined by the ion density (which contributes a diffuse Debye-layer capacitance) and
electrode properties depending on how the ions are compensated (e.g. doping density if by
exposed dopants, or surface state density if by trapped carriers). This results in a strong
dependency of the loop features on electrode properties as seen in Figure 3.6a. Loops can also
be obscured if the ions are fast enough for τr to run into the high frequency feature (Fig 3.6a,
black markers). These considerations may explain some of the observed sensitivity on properties
of the titania layer [52, 85]. Another consideration is that the contribution of AR will only be
appreciable if a significant portion of the applied potential is dropped within the perovskite layer.
For models with depleted, thick titania layers and no surface states this requirement is not met
(since most of the potential drops within the titania) explaining why no loops appear in these
simulations (Fig 3.6a, grey markers). Enlarging the doping density (red and yellow markers)
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Figure 3.7: Simulated majority carrier density at a mid-point in the absorber layer, versus
the homogeneous density of bulk acceptors under illumination (blue solid) and darkness (black
dashed). The carrier density is seen to fall significantly below the density of dopants for doping
concentrations much less than the ion density (here 1 · 1019 cm−3). Spatial variation of carrier
densities in the bulk is minimal due to the screening effect of mobile ions.
or adding surface states (blue markers) serves the dual purposes of increasing the ion-electrode
capacitance and also increasing the amount of applied potential dropped within the perovskite
layer, both of which lead to more significant loops in simulation. Almost all cell parameters
have an effect on AR however, so isolating the experimentally relevant factors wherever loops
appear will remain a challenging task.
Ionic Compensation of Dopants
In the discussion of loop features (Fig. 3.6) it was stated that a doping density comparable to
the mean ion concentration was necessary to induce a significant bulk carrier density. In Fig.
3.7 this is justified by showing calculations of the bulk carrier density using our models under
varying doping concentration, for a fixed (high) ion density. It can be seen that the majority
carrier density falls significantly below the doping density whenever the doping is small compared
to the ion density. Therefore, in simulating the loop feature we chose slightly lower ion densities
(NA = 4 · 1017 cm−3 with Nion = 1 · 1018 cm−3) so that a significant carrier concentration could
be obtained without a drastically large doping concentration.
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3.5.4 Negative Capacitance
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Figure 3.8: Simulated Nyquist plots (1 mHz to 1 MHz) under dark conditions and 1V forward
bias for differing recombination models characterized by a single bulk SRH defect (density Nb)
and surface recombination (velocity vr) at each perovskite interface (see table 3.9 for further
details). Here a negative low-frequency capacitance is observed in a model with a high density
of bulk recombination centres (black series).
Negative capacitance in the low-frequency spectrum has also been reported several times,
both under illumination [86, 85, 87] and in darkness [88, 86, 89]. In either case its physical ori-
gin has not been conclusively identified. Often, the low-frequency negative capacitance emerges
under conditions where injected current is either dominant (under dark conditions) or a signifi-
cant contributor (at large forward bias under illumination) to the total current. This raises the
possibility that modulation of the injected current (rather than of the collected photocurrent as
for the intermediate loops and giant capacitance) could be responsible for negative capacitance
contributions through AR. It has been shown previously that whilst ion accumulation below the
built-in voltage generally increases the recombination of photo-generated carriers, it also acts to
retard carrier injection, thereby reducing the dark current recombination [90]. Said otherwise,
ionic redistribution in IDD models frequently has opposite effects on the recombination rate
of photo-generated carriers (Rτ > 0, see discussion above) and that of injected charge carriers
(Rτ < 0). Negative contributions to the capacitance from AR may therefore be anticipated
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whenever the injected current is a significant fraction of the total current. According to our
numerical experiments, some of which are shown in Figure 3.8, this should not be regarded as a
rule but simply as a possibility, as the magnitude and sign of the low-frequency capacitance is
found to depend on the recombination model. In the simulations of Figure 3.8 a bulk recombi-
nation model resulted in negative capacitance (black markers), whereas surface recombination
models showed positive capacitance with less overall sensitivity to the electrode polarization at
low frequencies (blue markers). Similar behaviour can be expected under illumination if the bias
voltage is large enough to produce a significant injected current. The suggestion that negative
low-frequency capacitance is a detrimental indication for cell performance [87] may then be jus-
tified if these cells are “leaky”, i.e. have a particularly high dark current (comparable to the
collected photocurrent under illumination and forward bias). Alternatively, we note that in time-
domain I-V measurements the unusual situation Rτ < 0 (corresponding to negative capacitance)
is referred to as “inverted-hysteresis” [91], and is interpreted in terms of ion-modulated collec-
tion efficiency (equivalently recombination). Typically inverted hysteresis is also only observed
at forward bias voltages above the cell’s built-in voltage, and is likely explained by ion-enhanced
surface recombination [92] .
3.6 C-V Measurements
In the above we have shown that the antiphase recombination AR plays a significant role in
measurements under illumination, and also in darkness at low-frequencies and high bias (both
conditions where the recombination current is significant compared to the charging current). By
contrast, high-frequency C-V measurements taken under dark conditions provide a case where
the charging current, and therefore CQ, can be expected to dominate. Given the success of the
IDD models in accounting for the ionic influence on recombination currents, it is of interest to
know whether these models adequately represent the charging of perovskite cells as well. In the
following we evaluate our EIS simulations against high-frequency C-V measurements taken on
TiO2/MAPbI3/Spiro-OMeTAD cells.
In common with current-voltage measurements of normal structure MAPbI3 cells, there is
often clear rate-dependent hysteresis in capacitance-voltage sweeps. For simplicity here we fo-
cus on slow scans approximating a steady-state measurement, although the amount of hysteresis
observed at rates as low as 0.1mV/s was still considerable. In the measurement of Figure 3.9a
a slow scan rate of 0.7mV/s was used (plots of the hysteresis are included in Fig. 3.10a-b).
At each voltage step a frequency scan was performed in the range of 1kHz-1MHz, revealing a
plateau with a small degree of dispersion (dotted lines in Figure 3.9a, possibly caused by mi-
croscopic inhomogeneities [7]). After some exploration, simulations of this measurement were
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Figure 3.9: (a) Slow-scan measurements of the un-illuminated capacitance versus voltage taken
on a standard MAPbI3 perovskite cell. (b) Simulations of the same measurement (parameters
in table S1). (c) Area plots of the AC current taken from the simulation in (b) showing spatially
resolved contributions from electron and hole conduction (Jn, Jp), as well as displacement (Jd).
(d) Band diagrams corresponding to (c), illustrating depletion in the ETL in region I and
accumulation in region III.
found which strongly resemble the measurement (Figure 3.9b, the adjusted but physically rea-
sonable parameters are listed in table 3.9. Furthermore, these models qualitatively reproduce
the hysteresis behaviour observed in forward-reverse scan measurements (Figures. 3.10a,b,d).
In the calculation of Figure 3.9b the system was relaxed for more than 1000s at each bias point
to approximate steady-state. We will first provide an interpretation of the simulation results
before assessing their physical relevance. Both the measured and simulated data can be split
into three voltage regions according to qualitative behaviour as done in Figure 3.9b. Plots of the
total ac-current, resolved into components of electron current, hole current, and displacement
in Figure 3.9c serve to illustrate the mechanisms at play in each region. Accordingly, region
I is defined by current flowing as displacement through both the perovskite and titania layers,
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making the capacitance in this voltage range relatively small (technically a serial combination of
the individual geometric capacitances). In region II the application of forward bias replenishes
the depleted titania layer, shorting out its serial contribution to the capacitance and leaving only
the perovskite layer as dielectric spacer. Finally in region III the accumulation of carriers within
the perovskite layer causes a rapid increase in the capacitance with voltage (a combination of
accumulation and recombination components, the latter part of which can be negative).
The apparent agreement between measurement and simulation in Figure 3.9 is striking but
requires further scrutiny. Full depletion of the titania layer (as seen in the band-diagrams of
Figure 3.9d) occurs due to ionic redistribution, and accounts for the relatively constant capac-
itance in region I of the simulations. Mobile ions screen the built-in voltage associated with
the two contact layers away from the bulk of the perovskite, causing it to drop both inside
the contact layers and in the narrow diffuse ionic layers adjoining them (invisibly small in Fig-
ure 3.9d). The specific parameters used in the simulation of Figure 3.9b include contact layer
dopings of 1 · 1019 cm−3 for Spiro and 1 · 1017 cm−3 for titania, in addition to high ion densi-
ties 1 · 1019 cm−3 within the perovskite. These parameters cause most of the built-in voltage
to drop within the titania, leaving it fully depleted at 0V (see Figure 3.9d). Our choice of a
high doping density for the Spiro layer is motivated by KPFM studies which indicate that very
little of the built-in and applied voltage drops within the Spiro layer [93, 94], suggestive of small
depletion widths. However this could be a result of ion uptake from the perovskite layer instead
of intentional doping, a process that has been clearly observed for several intrinsic and extrinsic
species [95, 96, 97, 98]. Setting larger doping in the titania layer causes the extent of region II
to reach downward to lower voltages, eventually entering the negative bias range. Examples of
simulations with a larger titania doping are provided in Fig. 3.10e (these more closely resemble
some previously reported C-V measurements) [99]. Since the doping of compact and mesoporous
titania layers can vary widely with deposition and annealing methods, it is not surprising that
previous reports have differed in their evaluation of whether the depletion width in titania is
significant [94, 14, 13].Indeed, several studies have interpreted the capacitance seen in region
II as being due to carrier accumulation in the perovskite layer (a result of p-type doping) [14],
disregarding the effect of titania depletion by comparison [99].
To test the extent of depletion in the titania layer, otherwise identical MAPbI3 cells were
prepared on titania/FTO substrates with varying compact layer thicknesses (by spinning 2, 4 and
6 layers according to the procedures in sec. 3.5.1). It was found that the low-voltage capacitance
(region I) scales inversely with the titania thickness (Fig. 3.10a-c), strongly indicating that the
depletion width in titania extends over the full extent of the compact layer. No correlation was
found between the capacitance in regions II or III and the titania thickness (see Figs. 3.10a-b).
It therefore seems clear that the capacitance in region I of our measurements in Figure 3.9a
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Figure 3.10: (a,b) C-V measurements at 10kHz of FTO/TiO2/MAPbI3/Spiro-OMeTAD/Au
cells with varying compact layer thickness. Shown for (a) no mesoporous layer (planar cells)
and (b) a ≈70 nm mesoporous layer, with one representative for each condition (a minimum of
2 devices for each were tested). Measurements were performed under dark conditions using a
scan-rate of ≈ 20 mV s−1 (i.e. faster than the rate of 0.7 mV s−1 used in the measurements of Fig.
4a). The measurements of (a-c) were made on a separate batch of cells to the one given in Fig.
3.9, and apparently feature smaller absorber thicknesses as manifested by the larger capacitance
values. (c) Average capacitance at 0V for all cells versus the compact layer thickness, estimated
in the abscissa to within ±10 nm. (d) Simulated C-V at 10kHz using the model of Fig. 3.9b, this
time with a significant scan-rate. These models qualitatively reproduce the hysteresis behaviour
seen in measurements. (e) Simulations as in Fig. 3.9b with varying doping levels in the ETL
(TiO2) layer.
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includes the geometric capacitance of a largely depleted titania layer. Whether the perovskite
remains essentially free of carriers in region II as suggested by our simulations, or whether it also
contributes to the depletion capacitance, is less certain. On this issue it must be noted that the
concept of a macroscopically p-type (or n-type) perovskite layer becomes more complex in the
IDD theory because ionized dopants can be compensated by mobile ions (which act themselves
as a mobile doping density), instead of, or in addition to excess carriers [83]. As we show in
Fig. 3.7, the IDD theory predicts that a large compensated ion density (order 1 · 1019 cm−3)
will readily screen any excess charge away from the bulk up to a comparable density, bringing in
far fewer than the expected number of carriers for compensation. For this reason the standard
picture of a p-n type junction between perovskite and titania [94] is not comfortably compatible
with the IDD model and a large density of compensated ions. This issue is entirely averted if the
perovskite remains essentially intrinsic in terms of carrier density and depletion is located in the
titania instead, where a static and approximately uniform doping profile of order 1 · 1017 cm−3
is within the expected range [100]. We conclude that the C-V measurements in Figure 1 can
be understood using the IDD model if the depletion capacitance in region II is assigned to the
titania layer instead of the perovskite. This does raise the problem of how to account for the
negative space charge that appears in KPFM measurements as part of a p-n junction between
the perovskite and titania, extending over as much as 300nm into the bulk [94, 93]. If these are
an accurate representation of bulk electrical field profiles then ion densities must be much lower
than DFT calculations would indicate [83], since the predicted densities yield Debye lengths on
the order of a few nanometers. In any case, Mott-Schottky analysis applied to the perovskite
layer is unlikely to yield reliable results as it assumes a static charge distribution compensated
solely by carriers.
3.7 Ion-Electrode Capacitance
As discussed in reference to Fig. 3.5 above (see also Fig. 3.13 in sec. 3.8.1), the un-illuminated
low-frequency capacitance of normal-structure cells reaches values of 1−10µF cm−2 at zero bias
between 10− 100mHz. Time-domain discharge measurements on the same cell type over 1000s
charge-discharge cycles (effectively probing the 1 mHz range) yield integral capacitances as large
as 80µF cm−2 (such discharge measurements are a more direct way of accessing the fundamental
ion-electrode capacitance since there is no contribution from recombination currents when the
discharge is measured at 0 V) [76]. In the IDD theory this capacitance is supposed to result from
the accumulation of bulk ions in diffuse layers near the (ionically blocking) selective contact
layers, as in the simplified Guoy-Chapmann theory of metal-electrolyte interfaces [9]. However,
one of the many differences between metal-electrolyte interfaces and those in a perovskite cell is
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that the carrier-selective contacts in the latter are doped semiconductors rather than metals. Ions
accumulated in the diffuse layers should therefore be compensated on the contact side by either
an excess of majority carriers, or else by depletion-layer space charges, which will incur their own
series contribution to the total capacitance. Since depletion capacitance are typically less than
1 µF cm−2, the large low-frequency capacitance is not compatible with ionic compensation by
depletion-layer space charges unless the contact layers are doped at unrealistically high levels.
To the contrary, as discussed in the final section on C-V measurements there is considerable
evidence that the titania layer in our normal-structure cells is almost entirely depleted at 0V ,
owing to modest doping densities coupled with the effect of ion accumulation. Since free electrons
in the titania layer are primarily located beyond the edge of the depletion zone, some tens to
hundreds of nanometers away from the interface, a large capacitance can only result if the
charges compensating accumulated ions at the interface are not free carriers (i.e. they must
be trapped). This is far from a surprising conclusion as anatase TiO2 is famous for having
a high density of reactive surface sites [101], and surface treatments have a clear effect on
the low frequency capacitance as seen in measurements of passivated cells (Fig. 3.13). Based
on the available evidence, the implicated surface states (or traps) could be intrinsic to the
titania surface, the perovskite surface, hybridized orbitals, or bound states located on the ions
themselves. Observations of bonding between iodine and atoms on the titania surface also
suggest that a realistic picture should include a Helmholtz layer of adsorbed ions on the titania
surface [96]. The Spiro interface is equally important for the ion-electrode capacitance since it
contributes in series, but we are not aware of any comparable evidence in favour of surface states
there. KPFM studies do indicate partial depletion however [73], so a comparable mechanism for
accommodating charge is also required. A compelling possibility is provided by observations that
the Spiro layer is highly permeable to extrinsic ions, including I−, Li+ and H+ [96, 97, 98]. Any
one of these ions, if capable of moving in both the perovskite and titania layers on the relevant
timescales, would short out the depletion capacitance of the Spiro layer and so potentially
explain the large ion-electrode capacitance. Instead of attempting to model ion permeation into
the contact layers, the simulation of Fig. 3.5 includes surface states at both the titania and Spiro
interfaces, which allow a large ion-electrode capacitance to develop given the high ion density
(1 · 1019 cm−3).
3.8 Quantifying Hysteresis with EIS
Several attempts have been made at introducing a standard method for quantifying hysteresis
in perovskite cells, generally on the basis of rate-dependent I-V measurements. Whilst straight-
forward to implement, the attempt to quantify hysteresis in terms of indices calculated from I-V
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data can be problematic for the following reasons:
1. Uniqueness: The I-V sweeps of a cell with significant hysteresis are complex (c.f. Chapter
2), making it hard to settle on a well-motivated or unique quantifier.
2. Resolution: By sampling the I-V behavior at a few scan rates (as is standard practice)
one obtains very limited information about the frequency/time-dependence of hysteresis,
and incorrect conclusions can be drawn. In I-V measurement it is generally necessary to
re-equilibriate the device between each sweep to avoid carry-over effects, which is time-
consuming.
3. Relevance: For practical purposes only the transient behaviour near the operating point
(maximum power point under illumination) is of interest, making most of the data in an
I-V sweep redundant.
EIS measurements provide a natural alternative to the method of I-V indices. This addresses
all three issues above in the following manner:
1. Uniqueness: EIS data is completely specified by only two real quantities at each frequency,
making it far easier to settle on a unique quantifier. We argue below that the imaginary
component of the admittance is a natural choice.
2. Resolution: In EIS it is efficient to gather data over a wide frequency range at high
resolution.
3. Relevance: By measuring near the maximum power point under realistic conditions one
obtains a measurement of hysteresis without redundancy.
The expression of hysteresis in an EIS measurement is best seen in the “Lissajous” figure
traced by plotting the data as (V (t), I(t)) (Fig. 3.11 (left)). As long as linearity is observed (i.e.
the voltage amplitude is not too large), the figure traced is an ellipse with area proportional
to the imaginary component of the admittance. The area of the Lissajous ellipse (modulo the
scaling factor ∆V 2) is a natural way to quantify hysteresis, and coincides with one commonly
used I-V index which measures the area between forward and reverse scans [103], as depicted
in Fig. 3.11 (left). Since the imaginary admittance is proportional to the AC-capacitance
(Im [Y ] = ωC), plots of Im [Y ] also contain the high-frequency capacitance, which is of course
another form of hysteresis (albeit a familiar and practically irrelevant one). This is the cause
of the high-frequency blow-up (Im [Y ] ∝ ω Chf ). Ideally one would like to remove this high-
frequency component to evaluate only the low-to-intermediate frequency hysteresis induced by
ion migration, but this is hardly necessary provided that the features are sufficiently separated.
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Figure 3.11: (a) Schematic of the comparison between an I-V sweep and EIS measurement,
depicted for a perovskite cell under illumination. (b) EIS measurements of perovskite cells
under illumination and biased near their maximum power-point. Plotted is the imaginary part
of the admittance, which is simply related to the area of the Lissaffjous (current-voltage) ellipse
as illustrated in (a). Measurements were taken for three cell types based on either the benchmark
MAPbI3 perovskite or a mixed cation perovskite, and with either Spiro-OMeTAD or CuPC as
the hole-selective contact. Measurements on two distinct cells with each material combination
are shown (solid and dotted lines) to indicate the processing variability. The limited frequency
range accessed by typical I-V measurements, taken at 10-1000mV s−1, is shaded in grey. The
equivalent frequency for I-V measurements is determined via f = r/ 2 (Vf −Vi), with r the scan
rate and (Vf − Vi) the voltage sweep range.
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Figure 3.12: Comparison between the hysteresis indices h1, h2, h3 and imaginary admittance
(B = Im 1/Z) measured on mixed cation cells with (right) and without (left) ETL-side fullerene
passivation (made again according to ref. [102]). The I-V measurements were conducted as
continuous reverse-forward sweeps starting at 1.15 V (pre-biasing for 10s per measurement)
and ending at 0 V with variable scan rates r, converted to an effective frequency here as f =
r/ (2× (1.15 V − 0 V)). The EIS measurements were conducted close to the maximum power-
point identified from the slowest (10 mV s−1) I-V curve after 600 s stabilization.
An example of a “hysteresis plot”, showing Im [Y ] measured on 4 different cells is shown in Fig.
3.11(right). Here it is clear that the peaks, present at ≈ 1 Hz for MAPbI3 and ≈ 100 Hz for
the mixed cation cells, are quite distinct from the high-frequency capacitance (hysteresis) at
> 10 kHz.
The relationship between the imaginary admittance and several hysteresis indices is indicated
by the measurements of Fig. 3.12, conducted on two mixed-cation perovskite cells with and
without ETL-side fullerene passivation. The indices h1−3 are three common choices encountered
in the literature [104, 86, 103] defined as
h1 = 1− Af
Ar
h2 = 1− ηf
ηr
h3 =
jr(V
∗)− jf (V ∗)
jr(V ∗)
where h1 refers to the area A under the I-V curve, h2 to the ratio of power maxima, h3 to the
ratio of currents at a specified voltage V ∗, and in each case r and f stand for reverse and for-
ward sweeps respectively. Qualitatively the agreement between these indices and the imaginary
admittance (“susceptance”) is good, and there seems to be no reason to favour one over any
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Figure 3.13: EIS measurements of mixed cation perovskite cells with varying passivation in-
clusions. (Left) Susceptance measured at the maxmimum power point (roughly identified by
100 mV s−1 scan) and (Right) dark capacitance measured at 0 V. Measurements were performed
on two or three distinct cells per condition.
another. There is considerable variance between the absolute values however, which shows that
the choice of index is not without consequence. It can be seen that both the susceptance and
hysteresis are capable of taking on negative values – a sign of inverted hysteresis. In Fig. 3.12
the passivated cell (right panels) exhibits inverted hysteresis at low frequencies, as confirmed
by the I-V scans (not shown). For the measurement of Fig. 3.12 we have performed I-V scans
up to rates of 1000 V s−1, which is well outside the range that is usually investigated when
reporting hysteresis indices (see e.g. [105, 106, 107, 108]). Usually scan-rates in the vicinity
of 100 mV s−1 are employed and varied over approximately 1 order of magnitude. Clearly this
would not be sufficient to capture the significant hysteresis peak in the mixed cation cells (Fig.
3.12(right)) at 100 Hz, and yet such measurements are frequently used as a basis for labelling
cells as “hysteresis-free”. Whilst true enough in the sense that these cells exhibit minimal hys-
teresis at normal scan rates, this paints a misleading picture about what is physically different
in these cells, suggesting for instance that the mobile ions have been eliminated when in reality
their response is simply quicker.
Having established the utility of EIS for quantifying hysteresis, we next apply this approach
to a few cases of interest.
3.8.1 The effect of passivation
Interface passivation targeted at the perovskite/ETL interface in particular has been shown to
dramatically reduce the appearance of I-V hysteresis, and lead to overall performance gains
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Figure 3.14: Effect of ETL (left) and HTL (right) doping on the amount of charge stored at 1 V,
as measured by charging the cells for 600 s before discharging at 0 V for an equal time. Each bar
represents a measurement on a distinct cell. The charge indicated is the integrated current over
the discharge period. Indium was added as the dopant in the ETL experiment [109], whereas
the fractions in the abscissca of the HTL figure refer to fractions of the usual Li-TFSI dopant
amount added to the Spiro.
[19, 102]. Since the severity of hysteresis is known to scale with recombination rates (Chapter
2), it is not clear whether the hysteresis reduction in these cell types is simply a by-product of
removing non-radiative recombination centres, or whether there is a more direct interaction with
the mobile ions. In Fig. 3.13 we show EIS measurements (susceptance at the maximum power
point under illumination, and capacitance at 0 V under dark conditions) of mixed cation cells
with varying passivation levels: double-sided, ETL-side only and no passivation. The addition of
ETL-side passivation is seen to reduce the magnitude of hysteresis considerably over the entire
frequency range (Fig. 3.13(left)), and produces a slight shift in the peak position towards higher
frequencies (≈ 70 Hz versus ≈ 20 Hz for the un-passivated cells). The magnitude reduction could
readily result from a removal of non-radiative recombination centres, as suggested by the higher
open-circuit voltages and increased photoluminescence observed in ETL-passivated cells [102].
On the other hand the frequency shift suggests a more direct interaction between the passivation
layer and the mechanisms of ion accumulation, most likely through the ion-electrode capacitance
(sec. 3.7). The introduction of a thin polymer layer between the perovskite and contact layers
would be expected to change circumstances of ion accumulation, such as the availability of
surface sites (sec. 3.7), resulting in smaller overall capacitance and therefore faster RC time-
constants. Reduced capacitance is confirmed by the dark capacitance measurements in Fig.
3.13(right) except for one anomalous sample which exhibited large low-frequency noise.
Compared to the single (ETL) sided passivation, double-sided passivation in this experiment
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Figure 3.15: Effect of applied voltage (left) and illumination intensity (right) on the susceptance
of a mixed cation perovskite cell. In the voltage measurement (left) illumination was fixed at
approximately 1-sun intensity (LED=5 V), and in the illumination measurement (right) the cell
was held at 0.8 V (here the legend refers to the LED driver voltage, approximately linearly
related to the light intensity).
was only found to shift the peak frequency of hysteresis slightly, and had little effect on its
magnitude. This is perhaps not surprising given our hypothesis that capacitance at the per-
ovskite/HTL layer is facilitated by the penetration of a mobile species into the Spiro-OMeTAD
HTL such as iodine or lithium (sec. 3.7). The role of Li in this capacity is jointly implicated
by a previous study [98] and our own measurements of the stored charge as a function of Li-
TFSI doping in the Spiro layer (Fig. 3.14). Returning to the capacitance measurements in Fig.
3.13(right), since the Spiro-OMeTAD HTL is already composed of large organic molecules, the
addition of a thin PCBM layer (i.e. more large organic molecules) would not be expected to
effectively block the mobile species (Li or otherwise). A weak blocking effect may be implicated
by a slight reduction in the dark capacitance, but this observation may not be statistically
significant given the observed spread.
3.8.2 Susceptance versus Voltage and Illumination
Since EIS gives only local information about hysteresis, one may wonder how the results vary
with the applied voltage, and also with other conditions such as the illumination intensity. We
find that voltage has a strong effect on hysteresis as measured by the susceptance, shown in Fig.
3.15(left). Moving to larger forward bias both increases the magnitude of hysteresis and reduces
the characteristic timescale. Both trends are expected: on the one hand, it is natural for cells to
exhibit higher sensitivity to voltage perturbations at large forward bias, as the injected current
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increases near-exponentially with forward bias and the collection efficiency is also expected to
drop rapidly beyond the built-in voltage. A decrease in the characteristic timescale indicates that
the differential ion-electrode capacitance is an increasing function of voltage (making the RC
time-constant grow and hence the characteristic frequency diminish). This is also unsurprising
as one would expect the (differential) capacitance associated with ionic accumulation to increase
towards the device’s built-in voltage, since the width of the accumulation layers is an increasing
function of V − Vbi. It is not clear from the measurements of Fig. 3.15 whether these trends
continue beyond the built-in voltage.
The trend with illumination in Fig. 3.15 is basically another manifestation of the light-
induced capacitance discussed in sec. 3.5.2. To re-iterate the basic idea: higher carrier densities
under illumination lead to an increase in recombination, whose sensitivity to voltage contributes
to both the conductivity and the susceptance. We remark that the implied dependence of
recombination on applied voltage indicates a breakdown of the superposition principle, which
is well-known to occur in many p-i-n type photovoltaic devices [75]. Indeed, the entire theory
of hysteresis developed in Chapter 2 can be summarized as a collection efficiency which is non-
ideal (i.e. less than unity), and a function of ion accumulation. The effect of ion accumulation
on the dark current must also be considered but is of secondary importance in illuminated I-V
measurements due to the relatively small magnitude of injected currents (except at large forward
bias).
3.8.3 Temperature dependence
Since hysteresis apparently stems from ion migration, a thermally activated process, it is natural
to investigate the effect of temperature on susceptance measurements. This was done on mixed
cation cells as part of this investigation with the results shown in Fig. 3.16. It is observed
that the characteristic (peak) frequency shifts to higher frequencies at elevated temperatures,
as expected. However, it is also clear that some other change occurs simultaneously because the
curves fail to coincide on bringing the temperature back down to the starting point. This could
either be indicative of an irreversible form of degradation (perhaps involving the production
of excess ions, explaining the faster response) or of a very slow process (such as the migration
of a very slow species) over the timescale of measurement. We therefore did not attempt to
extract an activation energy from these measurements. The increase in peak height indicates
more extensive recombination loss at higher temperatures, consistent with the detrimental effect
of heat on cell performance.
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Figure 3.16: Effect of temperature on the susceptance peak of a mixed cation cell measured at
max power point under illumination. This cell failed to return to its initial condition on lowering
the temperature again (note that as previously the cell was stabilized for at least 600 s at each
temperature prior to the EIS measurement).
3.9 Summary and Conclusions
In this chapter we have extended the theory and models developed in Chapter 2 for addressing
I-V measurements to cover EIS measurements as well. Indeed, the simulations referred to here
are the same drift-diffusion COMSOL Multiphysics R© models applied in sec. 2.5, modified only
to simulate EIS instead of I-V measurements. We have used these models to interpret the most
common features seen in EIS measurements of standard perovskite solar cells, and found that
they are successful in providing sound explanations for these with little modification.
A natural consequence of ion-induced hysteresis is that delayed recombination contributes
significantly to capacitance measurements, which ultimately measure the delayed electrical re-
sponse and therefore do not discriminate between charging currents and other sources of delay.
We have described in detail how the AC capacitance obtained from measurements of a solar cell
can be considered as a sum of two components, one from conventional charging currents and
the other from phase-delayed recombination. In MAPbI3 delayed recombination occurs due to
ion migration, but many physical mechanisms could have a similar effect, including dielectric
relaxation, slow carrier trapping and carrier accumulation. Indeed, we presented simulated ev-
idence that a small but noticeable light-induced high-frequency capacitance can result purely
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from carrier dynamics, with a mechanism that is similar to the ones responsible for producing
negative capacitance in conventional diodes [39]. At low frequencies, we have argued that an-
tiphase recombination is almost certainly responsible for observations of giant photo-induced
capacitance. Inductive loop features and measurements of low-frequency negative capacitance
can also be explained simply with recombination currents in mind, but further studies will be
required for experimental confirmation.
One of the most common applications for EIS in cell characterization is the determination of
doping densities via capacitance-voltage profiling. On this topic we have presented experimental
C-V measurements, interpretively backed by simulations, which indicate significant depletion in
the titania layer below forward bias voltages of ≈ 0.6V. This depletion implies that Mott-
Schottky analysis should be undertaken with great care to avoid confusing the titania doping
with that of the perovskite layer, which appears essentially un-doped in the cells fabricated for
this study.
Despite uncertainties concerning the mechanism by which a large ionic charge is accommo-
dated at the contact layer interfaces, it is still reasonable to expect that many important features
in EIS measurements are properly identified by ionic drift-diffusion models. This is because the
mechanisms described in this work result from generic processes, such as the qualitative effect
of ion migration on internal electric fields, and ionic relaxation, that are not expected to depend
sensitively on the proper description of adsorption processes.
The success of the models presented here in explaining several major features of interest,
such as giant photo-induced capacitance, inductive loop features and capacitance-voltage curves,
builds on their earlier achievements in the domain of I-V hysteresis [8, 9, 11, 90, 92]. The inter-
pretations that follow from these models therefore fit into a unified understanding of transient
behaviour, which should enable more integrated usage of EIS as a tool to supplement stan-
dard I-V measurements. On this topic we have shown that measurements of the imaginary
admittance provide a straightforward and relatively unambiguous quantifier of hysteresis, with
several advantages over the conventional hysteresis indices. The adoption of EIS as a method
to quantify hysteresis would resolve the ambiguity in commonly encountered statements such
as that certain cells are “hysteresis-free”, and better distinguish between genuinely suppressed
hysteresis and mere changes in its characteristic timescale.
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Parameter Layer Value(s) Figures Description
NA −ND (cm−3) ABS 0, 4 · 1017 , 0 3.5, 3.6, 3.8-3.9 Net doping
r ABS 62[25] All Perimittivity
Eg (eV) ABS 1.6 All Band gap
χ (eV) ABS 3.9 All Electron affinity
Nc, Nv (cm
−3) ABS 8 · 1018 , 6 · 1018 All Density of states
t (nm) ABS 300, 500, 500, 350 3.5, 3.6, 3.8, 3.9 Mobility
µn (cm
2 V−1 s) ABS 1 All Mobility
µp (cm
2 V−1 s) ABS 1 All Mobility
σn (cm
−2) ABS 1 · 10−15 All SRH Cross-section
σp (cm
−2) ABS 1 · 10−17 All SRH Cross-section
Ntd (cm
−3) ABS 1 · 1014 , 1 · 1014 , 1 · 1014 to 1 · 1016, 1 · 1015 3.5, 3.6, 3.8, 3.9 Defect Density (Donor type)
Et ABS mid-gap All SRH Energy
Nion (cm
−3) ABS 1 · 1019 , 2 · 1018 , 1 · 1018 , 1 · 1019 3.5, 3.6, 3.8, 3.9 SRH Energy
D1 (cm
2 s−1) ABS 1 · 10−10 ,1 · 10−9 , to 1 · 10−11 , 1 · 10−11 3.5, 3.6, 3.8, 3.9 Ionic Diff. Const. (fast)
D2 (cm
2 s−1) ABS 1 · 10−13 , 0, 0, 0 3.5, 3.6, 3.8, 3.9 Ionic Diff. Const. (slow)
ND (cm
−3) ETL 1 · 1017 , 1 · 1017 to 6 · 1018,1 · 1017 3.5-3.6, 3.8, 3.9 Net doping
r ETL 55,[110] 24[111] 3.5-3.8, 3.9 Perimittivity
Eg (eV) ETL 3.39 All Band gap
χ (eV) ETL 4.1 All Electron affinity
Nc, Nv (cm
−3) ETL 8 · 1018 , 6 · 1018 All Density of states
t (nm) ETL 120 All Thickness
µn (cm
2 V−1 s) ETL 0.1 All Mobility
µp (cm
2 V−1 s) ETL 0.1 All Mobility
NA (cm
−3) HTL 1 · 1019 All Net doping
r HTL 3 All Perimittivity
Eg (eV) HTL 3.0 All Band gap
χ (eV) HTL 2.1 All Electron affinity
Nc, Nv (cm
−3) HTL 8 · 1018 , 6 · 1018 All Density of states
t (nm) HTL 200 All Thickness
µn (cm
2 V−1 s) HTL 0.1 All Mobility
µp (cm
2 V−1 s) HTL 0.1 All Mobility
vn (cm s
−1) ABS-ETL 1 · 104 , 10, 1 · 10−3 to 1 · 102, 1 · 104 3.5, 3.6, 3.8, 3.9 Recombination velocity
vp (cm s
−1) ABS-ETL 1 · 104 , 10, 1 · 10−3 to 1 · 102, 1 · 104 3.5, 3.6, 3.8, 3.9 Recombination velocity
Et ABS-ETL mid-gap All SRH energy
Dit (cm
−2 eV−1) ABS-ETL 3 · 1014 , 0 to 3 · 1014, 0 3.5, 3.6, 3.8-3.9 Trap density
vn (cm s
−1) HTL-ABS 1 · 104 , 10, 1 · 10−3 to 1, 1 · 104 3.5, 3.6, 3.8, 3.9 Recombination velocity
vp (cm s
−1) HTL-ABS 1 · 104 , 10, 1 · 10−3 to 1, 1 · 104 3.5, 3.6, 3.8, 3.9 Recombination velocity
Et HTL-ABS mid-gap All SRH energy
Dit (cm
−2 eV−1) HTL-ABS 3 · 1014 ,0 3.5, 3.6-3.9 Trap density
φm (eV) metal(ETL) 4.4 All Work function
φm (eV) metal(HTL) 5 All Work function
Table 3.1: Device parameters used in our EIS simulations, chosen to emulate a “normal-
structure” TiO2/MAPbI3/Spiro-OMeTAD cell. Values without references are estimates, with
ranges chosen for illustrative purposes.
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Chapter 4
Tandem Cell Integration
Although no doubt the most important and interesting components, there is more to a solar cell
than its active and selective contact layers; in particular there are the electrodes, at least one
of which must be transparent. Transparent electrode performance therefore has an important
role to play in single-junction devices and an even greater one in tandem cells. The conversion
of a stand-alone cell to a tandem configuration requires one of two replacements: for a four-
terminal (4-T) tandem the top cell must be made semi-transparent by substituting the (typically
metallic) rear electrode with a transparent conductor, whereas in two-terminal (2-T) designs a
series-connecting “interconnection” layer1 must take its place between the two subcells. The
following chapter addresses aspects of these basic needs in sequence: in sec. 4.1 we discuss the
transparent conductor requirements for both stand-alone and 4-T tandems, and in sec. 4.2 we
discuss the device physics which enables a novel type of 2-T design, one that operates without
an extraneous interconnection layer.
Our reasons for pursuing the study of metallization and transparent conductor requirements
that appears here in sec. 4.1 were two-fold. It should be stated that in terms of its bare
essentials there is nothing in this section which has not in been considered before in some form
in the photovoltaic literature, although our presentation and approach are original. Indeed,
metallization in the form of fingers and bus-bars has been an essential component of many
commercial PV technologies for decades, and the basic aspects of their design and performance
are well known. However, at the time of embarking on this study several aspects of metallization
and its application to thin-film cells seemed to be poorly recognized in two separate bodies of
literature. On the one hand there was the literature concerned with transparent electrode
materials as technologies in their own right, and whose aims are to discover new materials,
deposition techniques and sometimes nano-structures with superior opto-electronic performance.
In this body of literature, the needs of any particular application, including photovoltaics, are
understandably (but not quite justifiably) simplified. The general perception seems to be that
a transparent electrode for thin-film photovoltaics needs to posses a conductivity amounting to
1A note on terminology: in 4.1 the interconnection region refers to the dead space in thin-film modules
necessary to isolate individual cells, whereas in 4.2 the interconnection layer is that which appears between the
two subcells in 2-T tandem configuration.
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10Ω/sq in sheet resistance, and a minimum transparency of 90% [9]. As an estimate this figure
is acceptable, however, it is too crude to be used for blindly preferencing one technology over
another as is routinely practiced. For that purpose one must recognize that the optimal balance
between sheet resistance and transparency is quite sensitive to technological factors such as the
minimal scribe-width (for thin-film modules) or metallization dimensions, wherever the latter
can be included. In our opinion this has led to an over-emphasis on conductivity to the detriment
of transparency, since scribe-widths and metallization have been continuously improving in terms
of the minimum dimensions that can be achieved with scalable methods. This problem of over-
valuing conductivity is exacerbated by the most commonly used figures-of-merit (discussed in
sec. 4.1.2). Lastly, it has also encouraged research on metal nano-structure electrodes (including
to the author for a time!) which attempt to exploit wave-optical effects to achieve superior
(typically narrow-band) transparency, when in reality the techniques necessary to manufacture
such electrodes would be far better employed in depositing narrow-width fingers on conventional
transparent conductive oxides. For all of these reasons, we thought it necessary to clarify the
impact of metallization and other assumptions on transparent electrode requirements for thin-
film photovoltaics. Hopefully our chosen method of presenting these considerations will make
them clear to the intended audience.
Early studies on perovskite cells, particularly those concerned with 4-T tandems, were quick
to identify the importance of transparent electrode performance for the efficient functioning of
these devices, but several of these nonetheless also repeated the 10Ω/sq requirement without
qualification. This is especially inappropriate for the rear electrode of a 4-T top-cell, since this
can be metallized without difficulty, making 10Ω/sq far in excess of what is optimal. This was
an additional motivation to set the record straight on the 10Ω/sq requirement, and the main
reason why this work was pursued in a project devoted primarily to perovskite cells. Much of
the discussion below refers simply to thin-film solar cells however to retain maximum generality
wherever possible.
4.1 Transparent Conductor Requirements
Transparent conductors are a crucial enabling technology for the future of thin-film solar cells.
Contenders for this role range from the familiar transparent conducting oxides such as indium-
and fluorine-doped tin oxide, to graphene, carbon nanotubes, metalic nanowires, nano-patterned
metalic films, conducting polymers and a variety of composites [1, 2, 3]. Each technology reaches
a different compromise between the two primary properties of any transparent conductor, that
is its optical transparency and sheet resistance. Consequently, the required balance between
transparency and sheet resistance can have a profound effect on which technologies and pro-
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Figure 4.1: (a-c) Cross-sections of three basic cell types: (a) single cell with a bare front-side TC
(b) single cell with metal wires inset into the front glass/substrate and (c) a semi-transparent
cell with metallized front and rear TCs, such as might be used as the top-cell in a 4-T tandem
device. (d) Schematic of a metallized TC in which the cell width W is defined as the distance
between bus-bars (standard Si-type module), the scribed interconnect regions (monolithic thin-
film module) or cell contacts (lab cell). Here p is the finger separation or pitch. ]
cesses are declared relevant, and which receive the most attention. The issue of transparent
conductor (TC) requirements has been the subject of a renewed focus recently with the advent
of perovskite cells, which have attractive characteristics for use in a tandem arrangement with
either conventional silicon cells or other perovskites [4, 5]. Tandem concepts such as the 4-T
mechanical stack require as many as three transparent electrodes in total, putting a greater
than usual pressure on electrode transparency [6]. The 2-T monolithically integrated tandem
cell avoids the need for intermediate electrodes, but suffers losses of a different nature due to the
necessity of current-matching between cells, making transparent electrode performance a key
factor in the competition between these two designs. Finding a suitable transparent conductor
for the rear of the perovskite top-cell is one of the major challenges that will need to be overcome
before a viable 4-T tandem device can be demonstrated [7, 8]. In the absence of metallization,
such a conductor should have a sheet resistance no greater than about 10Ω/sq [9], a challenging
requirement to meet at high transparency. With metallization in the form of a conducting grid
the required sheet resistances are considerably relaxed, allowing for the use of thinner layers
which block less of the valuable light.
Transparent conductors are usually among the first or the last layers to be deposited in a
thin-film solar cell. Electrodes which are deposited last, as in the window layer of a CIGS cell
[10] or the rear electrode of a semitransparent perovskite cell [11], can be metallized with little
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difficulty. Electrodes which are deposited first will affect the topography of all subsequent layers,
so that any wires should be kept below a threshold height depending on the device structure
to avoid producing shunt pathways or other undesirable features. Alternatively, wires may be
embedded into the front-surface substrate so as to produce a relatively flat surface for subsequent
layers, for example, by using metallic paste to fill grooves fashioned with an imprint [12, 13, 14]
or laser scribing process. The wire sizes we consider lie in the range of 5− 30µm, whose upper
limit falls within the present capability of industrially-relevant techniques such as screen [15],
ink-jet [16, 17] and flexographic printing [18, 19]. Smaller metal wires with widths < 20µm
can be fabricated using a wide variety of techniques including nano-imprint lithography [20],
micro-contact printing [21] and nanotransfer printing [22], although it is beyond the scope of
this paper to assess whether any of these techniques are viable candidates for low-cost mass-
production in the near-future. Instead, we analyze the effects of metallization on transparent
conductor requirements and performance, and in doing so provide impetus for the improvement
of metallization technology.
We begin by reviewing the basic impact of ohmic and transparency loss on the efficiency of a
solar cell. These loss mechanisms are tied together by introducing the efficiency factor, a measure
of the TC’s impact on its parent cell’s efficiency, which we then use to perform a comparative
study of TC technologies under different schemes of metallization. Finally, we give evidence
that the standard figures of merit for transparent conductors may not be reliable indicators of
performance in a solar cell, and suggest some simple alternatives based on the efficiency factor.
4.1.1 Transparent Conductor Requirements with Metallization
In a homogeneous conducting layer the trade-off between sheet resistance and transparency is
largely unavoidable, as increasing the planar carrier density for the sake of conductivity will
tend to reduce transparency (one can circumvent this by increasing the carrier mobility instead,
but this provides only a limited scope for improvement). However, without the constraint of
homogeneity, there is much to be gained in transparency by condensing carriers into a sparse
network of dense filaments. In the limit of high concentration such networks become effectively
metallic and opaque, with a transparency determined only by their covering fraction, and can
therefore be made almost arbitrarily tall without affecting transparency. For example, a layer
of silver 50nm thick has a transparency close to zero over the visible range, whereas the same
volume of metal (having the same capacity to carry current over large distances) will produce
an array of wires 1µm tall with a covering fraction of just 5%– or 95% transparency. Of course
in heterogeneous conductors of this kind, such as arrays of regular or random metal wires, it
becomes necessary to conduct current to the wires from all the intervening spaces, but as these
distances are much smaller than the cell dimensions this task can be accomplished with only a
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very thin or lightly doped layer. This explains why the combination of a homogeneous layer to
collect current, and a network of metallic wires to transport it over macroscopic distances, is
so effective at achieving efficient carrier transport with high transparency [23, 24, 25]. Different
possibilities for incorporating metal wires into a typical thin-film cell structure are illustrated in
Figs. 4.1(b,c).
Whether or not a transparent conductor is metallized, the optimal balance between its sheet
resistance and transparency is determined by the joint effect of these properties on its cell’s
efficiency. To model this effect we will at first consider the top electrode on a stand-alone cell
(Figs. 4.1(a,b)). To a good approximation [26] the sheet resistance of such an electrode affects
the cell output voltage, whilst its transparency affects the current. Equation (4.1a) given below
is for the reduction in voltage Vmp/V
0
mp in a cell with an un-metallized or “bare” transparent
conductor (Fig. 4.1a), normalized to its nominal value in an idealized cell without any ohmic
loss. The second equation (4.1b) for the same factor is also standard [27] and applies instead
to a layer with metal wires as in Figs. 4.1(b,d). It is derived by assuming that all the collected
current flows directly through the TC to wires spaced at a period of p, before being conducted
along the wires to the cell’s contact, busbar or interconnect regions separated by a distance W
(see Fig. 4.1d):
Vmp
V 0mp
= 1− 1
3
J0mpW
2
V 0mp
×
Rs (4.1a)1
4
(p/W )2Rs +RM (4.1b)
Here RM is the metallization sheet resistance given by RM = ρp/wh, ρ is the metal resistivity
(given the value 3 · 10−6 Ω cm hereafter), w the wire width, h the wire height, J0mp the collected
current density assuming ideal transparency, and Rs is the bare TC sheet resistance. We note
that in this expression the contribution of contact resistance between the TC and metal wires is
neglected (see sec. 4.1.2 for justification). These expressions show that the effect of metallization
is to replace the TC’s sheet resistance Rs with an effective resistance Reff =
1
4(p/W )
2Rs +RM .
In general this represents a significant improvement as the value RM can be made very small at
an almost negligible cost to transparency– for example, mesoscopic copper wires with p/w = 100
and h = 1µm will shade just 1% of the incident radiation at RM ≈ 2Ω/sq. By comparison,
a typical TC with comparable sheet resistance would block around 20% of the incoming light
or more [2]. Within fabrication constraints the wires can be made taller to reduce RM at no
cost to transparency, which is therefore equivalent to reducing the metal’s intrinsic resistivity
ρ. Meanwhile, the factor (p/W )2 in the effective sheet resistance can drastically reduce the
impact of the TC’s sheet resistance Rs in a metallized electrode when the wires are spaced close
together, allowing for the use of highly transparent TCs with a larger sheet resistance than would
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Figure 4.2: Sheet resistance requirements as a function of the contact/interconnect separation
W for a bare TC (dotted, blue) and metallized TC (solid, red) assuming 5% efficiency loss in
a cell with J0mp/V
0
mp = 22kΩ
−1cm−2. Losses were calculated assuming 100% TC transparency,
and therefore include only Ohmic dissipation for the bare layer, and Ohmic dissipation plus wire
shading for the metallized layer. The metal wires were assumed to have a width of 5 µm.
otherwise be optimal. For this purpose the wire width w must be made as small as possible so
that the wires do not incur a large shading loss when closely spaced.
The W 2 scaling of ohmic loss with cell width makes this parameter an important determi-
nant of sheet resistance requirements. In a monolithic thin-film module the tendency to make
W smaller in order to reduce ohmic loss is countered by the necessary presence of interconnect
regions, which represent undesirable dead space and should therefore be spaced far apart. Tech-
nological limits on the width of these interconnect regions set the balance at roughly W ≈ 1cm,
which leads to a required sheet resistance without metallization of about 10Ω/sq [9]. This well-
known benchmark features in Fig. 4.2 where we have plotted the maximum allowable sheet
resistance in order to keep losses under 5%, versus cell width, assuming a bare transparent
conductor with perfect transparency (blue dotted line). The same quantity is also plotted for a
metallized layer, but this time including the effect of wire shading in the 5% loss (red solid line).
For longer cell widths metallization relaxes the required sheet resistances by a large amount,
indeed by over two orders of magnitude at W = 1cm. Another important point regarding W
is that whereas for a bare electrode the cell length affects the voltage loss through Rs, in a
metallized electrode the variation in loss with length scales with RM , tying the optimal value for
126 CHAPTER 4. TANDEM CELL INTEGRATION
E
max
103 104 105
86
88
90
92
94
96
98
100
T
E
T,
E
   
(%
)
Rs (Ω/sq)
Figure 4.3: Experimental transparency and sheet resistance values for the carbon nanotube
layers of ref. [28] (red upper series) and the corresponding efficiency factors (blue lower series)
after including metallization with w = 30µm and W = 1cm. Each point lies below the maximal
efficiency factor Emax (dotted) by a distance proportional to (1− T ).
W to the wire height. Taller wires with their reduced RM will allow for larger values of the cell
width, which can reduce the negative impact of interconnect dead-space and thereby enhance
module efficiency.
Just as the ohmic losses discussed above incur a reduction in cell voltage Vmp/V
0
mp, the effect
of non-ideal transparency is to reduce the cell’s nominal photocurrent J0mp by a factor (1 − wp )
from the wire shading, and further by a factor T due to the TC’s transparency. At the module
level, current is again reduced by a factor (1− sW ) due to the interconnect space discussed above,
where s is the interconnection width. Taken together the ohmic and current losses reduce power
generation efficiency by a factor of Jmp/J
0
mp × Vmp/V 0mp, or
E(Rs, T ) =

T
(
1− s
W ∗
)(
1− 1
3
J0mp
V 0mp
W ∗2Rs
)
, (4.2a)
T
(
1− s
W ∗
)(
1− w
p∗
)
× (4.2b)(
1− 1
3
J0mp
V 0mp
[
W ∗2RM +
1
4
p∗2Rs
])
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Figure 4.4: Plots of the efficiency factor E calculated using experimental (Rs, T ) data from the
literature. The wire widths are 30µm in (a), 5µm in (b), whereas (c) corresponds to a bare
electrode. In each case the interconnect width is set to 200 µm and for (a) and (b) the wire
height is 3µm.
which is defined as a fraction of the theoretical efficiency calculated in the absence of either
loss mechanism, again for a bare and metallized TC respectively. The object of designing a
transparent electrode is therefore to make this “efficiency factor” as close as possible to unity.
The asterisks on p and W denote that the wire spacing and cell width should always be chosen
so that E takes its maximum value, conditions which could in principle be used to eliminate
these variables from the expressions for E. This is straightforward to accomplish by hand in
the case of Eqn. (4.2a) (see section 3 below), but less so for Eqn. (4.2b), for which we resort
to numerical optimization in the calculations to follow. As the transparency T is a common
factor in Eqns. (2), E can be written in the form E(Rs, T ) = T · Emax(Rs) which defines an
envelope function Emax(Rs) denoting the maximum fractional efficiency allowed by current and
ohmic losses at a given sheet resistance. The shape of Emax is determined by the parameters
J0mp/V
0
mp and s, and the metallization parameters RM and w when they apply. In Fig. 4.3 we
illustrate the role of Emax and demonstrate how the transformation from (Rs, T ) data (red line)
to (Rs, E) data (blue line) unambiguously reveals the optimal TC layer for a specific cell type.
In Fig. 4.4 we have used published Rs, T data [29, 30, 28, 31, 32, 33, 34, 35, 36, 37] to
compute efficiency factors for a variety of TC technologies with and without a metal grid.2
2In all figures we have used transparency values reported at 550 nm, with the exception of the transparent
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The cell parameters are taken to correspond roughly with a state-of-the-art perovskite cell,
so that J0mp/V
0
mp = 25mA/cm
2/1.1V= 22kΩ−1cm−2, and we use an interconnection width of
s = 200 µm [9]. The shaded regions in Fig. 4.4 denote unphysical efficiency factors defined by
E > Emax, and each data point is situated at the coordinates (Rs, T · Emax). This comparison
reveals that the wire width plays a deciding role in determining which TC technologies give
acceptable performance in a solar device. For moderate wire widths of w = 30µm (Fig. 4.4a),
corresponding roughly to the capabilities of industrial screen printing, sheet resistances up to
a few hundreds of Ohms per square remain competitive, and in that region the competition
between technologies is fairly close. For smaller wires of width w = 5µm the playing field
is almost completely leveled, and high performance can be obtained with sheet resistances as
large as several thousands of Ohms per square (Fig. 4.4b). By contrast, without metallization
electrode performance drops off rapidly with increasing sheet resistance and the best candidates
lie in the region of 10− 50Ω/sq (Fig. 4.4c). Comparing the best performers in each case we find
that a relative efficiency improvement of approximately 5% can be expected in moving from bare
to metallized electrodes. It is also clear that transparency becomes the primary measure of TC
quality when smaller wire widths are available. This means that emerging TC technologies such
as carbon-nanotubes, which are generally regarded as having unsuitably high sheet resistance for
solar applications, can give competitive and even superior performance with the use of narrow-
width metallization due to their ultra-high transparency [38]. Significantly, nearly all of the
data in Fig. 4.4(a,b) trends steeply upwards with increasing sheet resistance, suggesting that in
most cases the optimal transparency for these technologies (when augmented with a metal grid)
has yet to be demonstrated.
The efficiency factors defined in (2) were introduced for the top electrode of a stand-alone
cell, but a similar strategy can be pursued to model the performance of TCs in tandem cells
with only slightly different equations. We include such an analysis in 4.1.3.
4.1.2 Figures of Merit for Solar Cells
To ease comparisons TCs are often ranked in terms of a figure of merit which is a simple function
of sheet resistance and transparency. The most widely used is the DC to optical conductivity
ratio [39]
σd.c./σopt =
[
(T−
1
2 − 1)2Rs
Z0
]−1
(4.3)
oxide films (ITO and FTO) which generally exhibit a considerable variation in transmission with wavelength.
For ITO and FTO each transmittance was weighted with the AM1.5g spectrum. For the other technologies full
spectral data was not available.
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in which Z0 = 377 Ω. Although this relationship only strictly applies to a thin uniform layer
when σd.c. and σopt can be separately defined, it can nevertheless be used as an abstract figure
of merit for any transparent conductor. An alternative to this is Haacke’s function [40]
ΦH = T
q/Rs (4.4)
in which q is arbitrary and can be chosen to suit the application, with typical values lying in the
range q = 20−100. The test of a good figure of merit for solar applications is that electrodes with
equal figures of merit should give roughly equal performance in a cell. Of course the efficiency
factor satisfies this criterion by definition. To assess the others in Fig. 4.5 we have plotted level
curves of the conductivity ratio and Haacke’s function alongside level curves of the efficiency
factor for a bare and metallized TC. Although with a hand-picked value for q Haacke’s function
can be made to follow the efficiency factor approximately (here we have chosen q = 100 to
approximate the metallized curve), the more commonly used conductivity ratio has level curves
which can be seen to bend distinctly in the wrong direction. As the normal to each level curve
points in the direction of maximum change, the conductivity ratio suggests further decreasing
the sheet resistance when it is lowest, and further increasing the transparency when it is already
high. This is opposite to the common sense prediction, borne out by the efficiency factor, that
these two properties must be balanced in a good electrode with diminishing returns applying as
either property is improved. We conclude that the conductivity ratio cannot be relied upon to
accurately reflect the performance of a transparent conductor in a solar cell (and indeed, is likely
to be similarly unphysical for any application), although Haacke’s figure may do a reasonable
job if the parameter q is properly chosen.
For a bare electrode equation (4.2a) can readily be put in the form of a simple figure of
merit as the optimization problem for W has a simple analytic solution. This is obtained by
first setting the derivative of 4.2a with respect to W equal to zero, giving
2
J0mp
V 0mp
RsW
3 − J
0
mp
V 0mp
sRsW
2 − 3s = 0 (4.5)
and then noting that as the shading loss s/W should be no larger than a few percent for the
optimal W (W ∗), the second term can be safely neglected by comparison with the first, giving
the expression
W ∗ =
(
3V 0mps
2J0mpRs
)1/3
(4.6)
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Figure 4.5: Level curves of the d.c. to optical conductivity ratio (black dashed) and Haacke’s
function (green dot-dash), as compared to contours of equal loss factor computed using equations
(refbareFoM) (blue) and (4.9) (red). For the bare loss factor we have set s = 200µm, the wire
width w = 30µm and in both cases J0mp/V 0mp = 22kΩ−1cm−2 . Normally-oriented arrows on the
conductivity ratio point in the direction of maximum “improvement”.
This then yields a simple analytic expression for the optimal efficiency factor
E = T
(
1− s
W ∗
)(
1− 1
3
J0mp
V 0mp
W ∗2Rs
)
, (4.7)
W ∗ =
(
3V 0mps
2J0mpRs
)1/3
(4.8)
However, with metallization included the problem of obtaining a simple expression for Emax is
greatly complicated by the coupling between the optimal wire spacing p∗ and cell width W ∗. A
limiting expression may be obtained by effectively taking the wire height h→∞ (or RM → 0),
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and then following a similar procedure to the derivation above, giving
E(Rs, T ) = T
(
1− w
p∗
)(
1− 1
12
p∗2
J0mp
V 0mp
Rs
)
, (4.9)
p∗ =
(
6V 0mpw
J0mpRs
)1/3
(4.10)
in which the dependence on cell width has completely vanished. As a brief aside, this approxi-
mate form of the optimal pitch p∗ can be used to justify our neglect of contact resistance between
the wires and underlying TC hitherto. Assuming that the contact is ohmic, these losses can be
modelled with an additional term added to the voltage loss 4.1a:
∆Vc
V 0mp
=
1
3
J0mp
V 0mp
ρc
w
p (4.11)
in which ρc is the specific contact resistance. In order for the contact resistance to be
negligible we require that this fraction be less than about 1%, which translates to ρc / 0.01 Ω cm2
using typical numbers for the wire width and cell parameters. This condition is well satisfied
for typical metallic contacts to conductive oxides and graphene [41], but may require attention
in other cases such as carbon nanotubes [42].
Returning to the task of defining figures of merit, equations (4.8) and (4.9) are both approx-
imate forms of the efficiency factor defined earlier (equations (4.2a,4.2b)), but do a good job
of capturing the effects of a transparent conductor on solar cell performance. Although there
appear to be quite a number of parameters in Eqns. (4.8) and (4.9), the cell is completely de-
termined by the characteristic ratio J0mp/V
0
mp and interconnect width s in the unmetallized case
, and in the metallized case by J0mp/V
0
mp together with the wire width w. Typically J
0
mp/V
0
mp
lies in the range of 20− 50kΩ−1cm−2 depending on the cell type [43, 44], the width s lies in the
range of 100 − 1000µm [9], and w = 30 µm corresponds roughly to the current capabilities of
industrial screen printing [15]. These expressions therefore represent simple alternatives to the
standard TC figures of merit with a direct correspondence to actual solar cell performance.
4.1.3 4-T Tandem Electrodes
The efficiency factors defined by equations 4.2a, 4.2b were introduced for the top electrode on
a stand-alone cell, but a similar strategy can be pursued to model the performance of TCs in
tandem cells. If the (4-T) tandem efficiency is written as a sum of contributions from the top
and bottom cells ηtandem = ηtop + ηbottom then the efficiency factor takes a corresponding two-
part form. For the rear TC of a tandem top-cell, the electrode’s sheet resistance only impacts
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Figure 4.6: Plots of the tandem efficiency factor for the rear-electrode of a tandem top-cell,
defined by equation 4.12 and calculated using experimental (Rs, T ) data from the literature.
Here φ = 2/3,
J0mp/V 0mp=19 mS cm
−2, corresponding approximately to a perovskite-silicon 4-T
tandem, and W = 1 cm. We note that the approach of using metallized monolayer graphene as
a transparent electrode in a perovksite-silicon tandem was employed to good effect in ref. [45].
on the top cell’s voltage, whilst the transparency only reduces the bottom cell’s current, thus
(neglecting interconnection losses here for simplicity). Similar considerations apply for the front
top-cell and bottom-cell electrodes.
E(R, T ) = T
(
1− w
p
)
(1− φ) +
(
1− 1
3
J0mp
V 0mp
)(
1− [W 2RM + p∗2rs])φ (4.12)
where φ = ηtop/ηtop+ηbottom . This can be used as before to determine the optimal (Rs, T ) com-
binations and wire spacings, with the minor caveat that T is no longer a common factor so
that Emax cannot be defined as previously. In Fig. 4.6 we use this equation to again show
the dramatic effect of wire width on the performance of high Rs electrodes by plotting the tan-
dem efficiency factor above for technologies spanning a wide range of sheet resistances, using
parameters appropriate to a perovskite-on-silicon combination.
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4.2 Direct Integration of a Monolithic (2-T) Tandem
Design approaches for creating multi-junction cells can be categorized as either two-terminal (2-
T) or four-terminal (4-T). The 2-T configuration allows for monolithic fabrication and obviates
the need for additional front and rear electrodes, which incur parasitic electrical and optical
losses as discussed in the previous section. The monolithic 2-T approach instead requires an
interconnection layer that effectively facilitates, with minimal electrical and optical losses, the
flow of photogenerated carriers from one subcell to the other and thence to the external circuit.
Tunnel junctions consisting of a homojunction between two heavily doped p+ and n+ regions are
commonly used to provide an interconnection layer [46]. Specifically, the first demonstration of
a 2-T perovskite/Si tandem device used a partially crystallized, heavily doped n-type Si layer to
form a tunnel junction on top of a crystalline p+-Si emitter in the Si homojunction bottom cell,
resulting in η = 13.7% [47]. Improved light management, combined with advances in perovskite
photovoltaics, has yielded η = 22.7% by use of heavily-doped hydrogenated nanocrystalline Si
(nc-Si:H) tunneling layers on a Si heterojunction (SHJ) bottom cell [48]. Tunnel junction de-
signs require high-temperature processing, often in excess of 800 ◦C, for the thermal diffusion
of dopants and/or recrystallization, and involve toxic gases for doping. Instead of a tunnel
junction, the subcell interconnection in the majority of high-efficiency 2-T perovskite/Si tan-
dem devices has therefore utilized a recombination layer formed with a transparent conductive
oxide, such as indium-doped tin oxide (ITO) [49, 50, 51] or indium-doped zinc oxide (IZO) [52].
The present record efficiency of 23.6% for monolithic perovskite/Si tandems was accordingly
obtained by incorporating an ITO intermediate layer to connect a SHJ bottom cell to a per-
ovskite top cell [49]. Impediments to further efficiency improvements in such TCO-containing
interconnection systems include substantial parasitic absorption due to free-carrier absorption
at long wavelengths, suboptimal reflectance due to a mismatch between the refractive indexes
of the TCO and Si, and the prevalence of shunt paths through the top cell, caused by surface
roughness [53].
We demonstrate herein a distinct strategy for fabrication of efficient monolithic, 2-T per-
ovskite/Si tandem solar cells. The approach does not utilize a conventional interconnection layer
and instead places the perovskite top cell in direct contact with the Si homojunction bottom
cell (Fig. 4.7A). Development of this unique approach was stimulated by the observation of a
highly Ohmic contact between TiO2 deposited by atomic-layer deposition (ALD) and p-type Si,
in photoanodes that efficiently and stably evolve O2(g) from water [54]. Despite the absence
of an intentional recombination layer, we observe that under certain deposition conditions a
conductive contact can be produced spontaneously between the two subcells in the monolithic
tandem device. The observations are consistent with the formation of an atomic-scale recom-
134 CHAPTER 4. TANDEM CELL INTEGRATION
bination layer due to a defective interphase region at the TiO2/p
+-Si interface. The contact
resistance between the top and bottom cells was strongly dependent on the band alignment at
the TiO2/p
+-Si interface and on the relative doping densities of the TiO2 and p-Si, which are
sensitive to the TiO2 preparation method.
4.2.1 Interconnect-Free Tandem Design
A B
C D
Figure 4.7: (A) Schematic of the interconnect-free monolithic tandem solar cell, (B) Cross-
sectional scanning-electron microscope (SEM) image of the tandem device. (C) Scanning
transmission-electron microscopy (STEM) bright field (BF) image and (D) high-resolution
STEM BF image of the TiO2/p
+-Si interface.
The perovskite top cell in the demonstration device consisted of a conventional n-i-p structure
with a stack of cp-TiO2 (compact TiO2) / ms-TiO2 (mesoporous-TiO2) / perovskite / Spiro-
OMeTAD / MoOx / IZO / Au grid, as illustrated in the cross-sectional SEM image in Fig.
4.7B. The ALD-deposited TiO2 was uniform and conformal with a low surface roughness of
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0.77 nm. Whilst largely amorphous in its initial state the compact layer became polycrystalline
after annealing at 400 ◦C, as seen in the STEM images of Fig. 4.7D (annealed), as well as by
XRD analysis. A 54 nm thickness was found to be optimal, covered by a 70− 80 nm ms-TiO2
layer and an ultra-thin PCBM (Phenyl-C61-butyric acid methyl ester) /PMMA (Poly(methyl
methacrylate)) passivation layer to improve the cell voltage and reduce hysteresis in the current
density vs voltage (J-V) characteristics [55]. Multiple cation perovskites, which have consistently
outperformed their single-cation originators [48], were used in the cell, and were fabricated using
the anti-solvent one-step method [56]. A composition of Cs0.05Rb0.05FA0.765MA0.135PbI2.55Br0.45
yielded stable films with an appropriate bandgap (Eg= 1.63 eV) [57]. Current matching between
the two subcells was obtained by deposition of a relatively thin (∼ 300 nm) perovskite layer. To
minimize the parasitic absorption of the Spiro-OMeTAD hole blocking layer while minimizing
pinholes, the layer thickness was reduced to an optimum of 120 nm. Before sputtering a
40 nm IZO layer for the front contact, a 10 nm MoOx layer was deposited to protect the Spiro-
OMeTAD from sputtering damage. Optical losses on the front surface were minimized by the
use of narrow Au grids having a width of ∼30 µm and a spacing of ∼ 1 mm, which resulted in
3% grid loss.
Figure 4.8: (A) J-V behavior of the proof-of-concept tandem device with both reverse and
forward scanning at 0.1 V/s and 0.01 V/s, respectively. The inset shows the efficiency evolution
of unencapsulated device under continuous illumination for > 1h at the bias that yielded the
maximum power point for the first J-V scan. (B) Absorbance (1-R, where R is the reflectance)
of the tandem device (dashed dot line), external quantum efficiency (EQE) of the perovskite top
cell (blue line), and EQE of the c-Si bottom subcell (red line).
Due to the large number of material interfaces, optical considerations are paramount in
efficient multi-junction cell design. The tandem devices prepared herein had a low average
reflection over the 400-1200 nm spectral region, partly due to the attachment of a textured foil
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Figure 4.9: (A) Schematic of the structure used for measuring contact resistivity. (B) Com-
parison of the J-V behavior of ITO/p+-Si and various TiO2/p
+-Si structures before and after
annealing at 400 ◦C in air.
to the front surface (Fig. 4.8B). Spectral response analysis revealed that the fabricated structure
yielded nearly perfect current matching, with only a slightly larger integrated current density of
17.5 mA cm−2 for the perovskite top cell as compared with a current density of 17.2 mA cm−2 for
the Si bottom cell. Better light management, via tuning of the perovskite composition [58] and
removal of optical absorption and reflection from the Spiro-OMeTAD contact [59], should allow
for higher short-circuit current densities. Minority-carrier lifetime measurements indicated that
the TiO2 only provided a weak passivation effect on the p
+-Si emitter, hence better passivation
of the p+-Si surface could lead to further improvements in the open-circuit voltage. Strategies
including enhancement of the p+-doping density to reduce the emitter thickness and hence
absorption, or optimizing the p+-Si and TiO2 interface with respect to passivation, would also
be beneficial. The likelihood of future improvements in the perovskite standalone efficiency,
combined with the feasibility of improved light management and better design for the Si sub-
cell, indicates that this system could plausibly be optimized to yield η = 30% [58, 60].
4.2.2 Characterization of the Titania-Silicon Contact
Efficient operation of this tandem device requires efficient charge transfer between the p+-Si
emitter and TiO2 layer. Specifically, photogenerated electrons collected in the TiO2 layer must
be able to recombine, while incurring minimal voltage loss, with corresponding holes from the
Si emitter region. The n-type character of TiO2 would be expected to produce a rectifying p-n
heterojunction with p-type Si [61, 62]. However, the J-V characteristics of these tandem devices
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did not exhibit S-shaped curves, nor fill-factor losses, that would be expected if a rectifying
contact were present between the two sub-cells [63, 64]. To confirm the existence of facile
electrical contact between TiO2 and p
+-Si, the structure depicted in Fig. 4.9A was used to
investigate the electrical properties of TiO2/p
+-Si interface in our tandem device. Analogous
devices were also fabricated using an ITO film instead of TiO2 to emulate the recombination
layer used in previous tandem designs [49, 50, 51]. The contact resistivity ρc of both films with
respect to p+-Si was determined via the method devised by Cox and Strack [65]. The contact
resistivity so derived includes not only the desired metal oxide/p+-Si contact resistivity, but also
includes contributions from the bulk oxide as well as the oxide/Al contact. These measurements
confirmed that the contact between TiO2 and p
+-Si was highly Ohmic, characterized by a
resistivity less than 30 mΩ cm2, surpassing that of the ITO/p+-Si combination ( 230 mΩ cm2).
Post-deposition treatment in the form of annealing played a vital role in achieving the desired
low resistance contact. Indeed, superior performance for the TiO2/p
+-Si subsystem was only
obtained after annealing the structure at 400 ◦C in ambient air, which produced more than a ten-
fold reduction in the derived contact resistance. In contrast, annealing had a detrimental effect on
the ITO/p+-Si contact, and correlated with a reduction in the bulk conductivity after annealing
of ITO deposited on quartz [50]. Tandem devices fabricated with ITO as a recombination layer
exhibited inferior photovoltaic performance as determined by all device metrics, with Voc =
1.510 V, Jsc = 15.8 mA cm
−2 and FF = 0.637. The current loss in this device is likely a result
of parasitic absorption in the ITO layer and reflection loss on the ITO/Si interface, and the
reduced Voc and FF are ascribable to inferior contact between the sub-cells (as supported by
the J-V measurements of Fig. 4.9B), as well as shunting due to pinholes in sputtered ITO layers.
The interconnect-free tandem cells thus have dual advantages of higher performance as well as
more facile fabrication than the standard design that incorporates an ITO-based recombination
layer.
TiO2 layers prepared using different ALD precursors exhibited mutually different J-V charac-
teristics (Fig. 4.9B). Ohmic, highly conductive behavior was observed after annealing the TiO2
using tetrakisdimethylamidotitanium (TDMAT) as the ALD precursor (Fig. 4.9B, green solid
line), however, very low conductivity (> 10 Ω cm2) in the low-bias region was obtained when tita-
nium tetrachloride (TiCl4) was used as the ALD precursor instead of TDMAT, despite nominally
identical processing conditions (Fig. 4.9B, blue solid line). The use of titanium tetraisopropox-
ide (TTIP) resulted in intermediate performance, displaying conductive but distinctly non-linear
J-V behavior (Fig. 4.9B, yellow solid line). The conductivity of the TiO2/p
+-Si test structures
was correlated well with the behavior of the tandem device, with η = 21% for TTIP as the
precursor and η = 3.6% for TiCl4 as the precursor.
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Figure 4.10: Simulated band diagram of the TiO2/p
+-Si at equilibrium assuming n-type doping
of 5 · 1018 cm−3 on the TiO2 and 1 · 1019 cm−3 for p+-Si (appropriate for our test structure
with TDMAT TiO2, see table S3. The unknown interfacial energy gap ∆ is shown here for
illustrative purposes as 600 meV, which falls within the range of reported measurements [66]).
Both mechanisms of direct- and tunneling assisted capture by interfacial defects are shown.
4.2.3 Role of Defects & the Titania-Silicon Band-Offset
The interfacial band alignment is of prime importance for carrier transport between TiO2 and
p+-Si. Based on X-ray photoelectron spectroscopic (XPS) measurements of the electron affinity
(χT iO2) for our TiO2 samples (4.35− 4.7 eV) and the ionization energy of Si (I.E.Si), taken as
5.15 eV, neglecting any surface dipole contribution the band alignment at an idealized TiO2/p
+-
Si junction should result in an energy gap of ∆ = ETiO2c − ESiv = χT iO2−I.E.Si ≈ 0.45 − 0.8
eV, between the top of the Si valence band and the bottom of the TiO2 conduction band (Fig.
4.9). Experimental determinations of ∆ that include the surface dipole require combining data
from several techniques, and have only been reported rarely for TiO2/p-Si interfaces [66, 67].
Values of ∆ between 0.45 eV and 0.8 eV have been obtained depending on the 1-2 nm interlayer
composition, supporting our observation of a strong sensitivity to processing. A non-vanishing
gap at the TiO2/p
+-Si interface prohibits at 0 V band-to-band tunneling between the TiO2
conduction band and the Si valence band, due to a lack of overlap in the bulk density of
states at equilibrium (see Fig. 4.9), as would occur in a standard tunnel diode. Sub-gap
states in TiO2 due to a band-tail or defect band may alter this situation, but the mechanism
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is essentially the same as a defect-mediated pathway. The necessary band overlap between
the TiO2 conduction band and the Si valence band will occur at a threshold reverse voltage,
but carriers must nevertheless tunnel through the sum of the depletion and interlayer widths,
estimated to be 10’s of nanometers for TiO2 doping in the range of 1 · 1017 cm−3 to 1 · 1019 cm−3.
This distance is at the upper limit of what is physically reasonable, and indicates that band-to-
band tunneling at reverse bias is only likely to occur when both depletion regions are very small,
corresponding to high doping [68]. At forward bias, the band overlap is decreased and band-to-
band tunneling becomes prohibited. In this case, current could be carried via the thermionic
emission of conduction-band electrons from TiO2 over the barrier due to the conduction-band
offset ESig − ∆, but this mechanism would predict a strong tradeoff between the forward and
reverse current, contrary to the observed Ohmic behavior (i.e., large gaps ∆ would provide a
small barrier for the forward current while enlarging the threshold voltage for reverse current,
and vice versa). compatible with the observed highly conductive contact between TiO2 and p
+-
Si. A more likely alternative is the presence of a substantial density of localized mid-gap states at
the interface between Si and TiO2. Such interfacial states can facilitate band-to-band tunneling
at reverse bias and act as generation-recombination centers at all bias voltages [64, 69, 70, 71]. In
such a scenario, electrons can move into and out of the defects states via local capture/emission
as well as tunneling (Fig. 4.9). As generation-recombination centers, the interface states would
have a substantial influence on charge transport by facilitating recombination of carriers at
forward bias without requiring carriers to cross over the interfacial barrier. At reverse-bias,
every recombination center could become a source of generation, and high conductivity can
be obtained by thermally generated carriers. Conceptually this situation is similar to having
a recombination-layer of atomic dimensions between the TiO2 and p
+-Si created in situ and
intrinsically via the native material contact, without the introduction of substantial optical
losses.
Numerical drift-diffusion models based on SCAPS [72] were used to investigate the impact
of interfacial generation-recombination centers on the junction current. These models were
designed to compute the current across a TiO2/p
+-Si heterojunction assuming Ohmic metal
contacts on both sides, and therefore mainly addressed the junction current, with only minor
contributions from bulk conduction through the small layers thicknesses (50 nm and 100 nm
for TiO2 and Si, respectively). Shockley-Read-Hall (SRH) recombination centers were added
at the TiO2/p
+-Si interface to physically correspond to localized states that are expected to
form in the interfacial energy gap. Such defects are likely to occur at a high density, given
the relatively low degree of lattice matching between TiO2 and Si, the possibility of precursor
remnants, Si dangling bonds, and the presence of a 1-2 nm amorphous alloy interlayer observed
in our samples between the two bulk crystals (Figs. 4.9C, D). Interlayers are known to have
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Figure 4.11: (A) Simulated I-V curves for varying interfacial gaps ∆. A single neutral mid-gap
SRH defect was included with Sn = Sp = 1 · 105 cm s−1. The dashed curves are computed with
tunneling to defects included. (B) Simulated small voltage resistivity (ρ = dV /dI|V=0) with
the TiO2 donor density fixed at 1 · 1018 cm−3 and variable p-Si acceptor doping. Measurements
are included as data points in red. Calculations for neutral (solid lines), acceptor-type (dotted
lines) and donor-type (dot-dashed lines) are shown to demonstrate the important effect of defect
charge on the interfacial carrier balance.
a profound effect on the interface dipole or band-alignment of semiconductor-semiconductor
contacts [73], as well as on the mechanisms of charge transfer [74], and may therefore play a
key role in our experimental system. For simplicity in our modeling, the contribution of the
interlayer capacitance was neglected, while the defect density of the interlayer was captured in
the interfacial SRH parameters. Tunneling due to defects was not accurately modeled due to a
lack of detailed knowledge of the interface parameters, but calculations with tunneling processes
included are presented in Fig. 4.11A to illustrate qualitatively the behavior that results from
this effect.
Fig. 4.11A shows the computed J-V characteristics of a TiO2/p
+-Si heterojunction with
varying gaps ∆ in the range of 0.4− 0.9 eV, and with a high density of neutral mid-gap defects
(recombination velocities Sn = Sp = 1 · 105 cm s−1), all other parameters being equal. These
J-V characteristics bear a striking resemblance to the experimental behavior of Fig. 4.9B in that
they both exhibit the full range of qualitative characteristics seen experimentally, namely highly
conductive Ohmic behavior (e.g. 0.4 eV), asymmetric exponential-type curves (∆ = 0.5, 0.6
eV) and strong rectification (∆ = 0.7-0.9 eV). The detrimental effect of a large band offset
can only be compensated by higher recombination velocities up to the physical limit of Sn,p =
vth ≈ 1 · 107 cm s−1, likely ruling out high defect-mediated conductivity for band offsets greater
than 0.7 eV. A somewhat less trivial prediction of the SRH model concerns the balance of
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Figure 4.12: Simulated band diagram of the full tandem device at illuminated open-circuit. The
inset depicts the two critical energetic offsets ∆ and δ, respectively, defined as the valence-to-
conduction band offset at the TiO2-Si interface and the difference in work functions between
our solution-processed mesoporous TiO2 layer and that of the ALD compact layer.
carrier densities at the interface. According to equation B.3 (appendix B), the interfacial carrier
densities must be balanced to achieve maximal conductivity (in particular vnn0≈vpp0 where
n0, p0 are the equilibrium carrier densities at the interface and vn,p their quasi-recombination
velocities). The interfacial conductivity benefited from a high substrate doping (Fig. 4.11B, red
markers), which is consistent with donor type defects at the interface that act to deplete the
hole density. Donor defects are frequently present at both TiO2 and unpassivated-Si surfaces in
the form of oxygen vacancies [75] and dangling bonds (Pb centers) [76], respectively. The SRH
theory thus consistently accounts for the Ohmic conductivity between TiO2/p
+-Si, in accord
with the behavior observed previously for TiO2-protected Si photoanodes [54, 77].
4.2.4 Role of Mesoporous Titania – Maintaining the Built-in Voltage
According to the SRH theory outlined above, the diverse behavior seen in Fig. 4.9B with re-
spect to preparation conditions likely results from variations in the band offsets between the
TiO2 conduction-band edge and the Si valence band (∆), the TiO2 doping density, and the
interfacial defect properties. Consistently, the highest-performing TDMAT-ALD TiO2 samples
exhibited relatively large electron affinities for anatase. The vacuum levels are only an approxi-
mate indicator of the actual band alignment, but the data suggest that a small ∆, in addition to
a conductive TiO2 layer, may be important to obtain a high-conductivity contact between p
+-Si
and TDMAT-ALD TiO2. The built-in voltage of a perovskite cell is determined in part by the
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work function of the n-type TiO2 selective contacts (corrected for surface dipole contributions),
and thus has an important effect on the maximum open-circuit voltage. Larger n-type selective
contact work functions reduce the built-in voltage and therefore the achievable quasi-Fermi level
splitting, in contrast to the experimental observations that the perovskite cells on TDMAT-ALD
TiO2 function without substantial losses. The observed cell performance is thus indicative of
an additional role for the mesoporous TiO2 layer that is inserted in the standard cell architec-
ture between the compact TiO2 layer and the perovskite, to improve film quality and electron
extraction. Single-junction perovskite cells fabricated without a mesoporous TiO2 layer (i.e.
directly on the TDMAT-ALD TiO2 compact layer) exhibited drastically reduced open-circuit
voltages (note that this does not indicate an intrinsic limit of planar cells, as solution-processed
compact layers yielded uncompromised, high open-circuit voltages [78]), supporting our measure-
ments which indicated that the conduction band in compact TDMAT-ALD TiO2 is energetically
lower-lying than in other TiO2 preparations. Due to its smaller work function, inclusion of the
solution-processed mesoporous layer therefore appears to maintain the built-in voltage of the cell
[55]. A simulated band diagram of the complete tandem structure (Fig. 4.13) summarizes the
key findings that contact between the high-work function cp-TiO2 layer and p
+-Si is facilitated
by interface defects, and that high cell voltages for the complete device rely crucially on the
inclusion of the lower work function mesoporous TiO2 to maintain the built-in voltage of the
perovskite sub-cell. This latter point is substantiated by I-V simulations of a single-junction
perovskite cell with and without a smaller work-function “mesoporous-titania” layer included
between the perovskite and the “ALD-titania” layer with larger work-function (Fig. 4.13).
4.3 Summary and Conclusions
In this final chapter we have discussed the steps necessary to integrate perovskite and Si cells
into a tandem arrangement, as motivated in Chapter 1. The requirements for integration hinge
on whether the tandem is to be operated as two independent but stacked sub-cells (4-T), or as
one monolithic (2-T) cell. In the former case no less than 3 transparent conductors are required
to contact the two sub-cells, placing considerable weight on the properties of these. The use
of metallization relieves the burden on a transparent conductor’s sheet resistance, leveling the
competition between technologies and allowing for other factors such as material compatibility
or ease of processing to take precedence. We have shown that whenever it is possible to incor-
porate a narrow metallic grid (w < 30 µm), the requirements for a transparent conductor shift
dramatically towards achieving ultra-high transparency (> 95%). Wire widths in the range
of 20 − 30µm already relax the conventional sheet resistance requirement of 10Ω/sq by more
than an order of magnitude, encompassing a wide range of emerging technologies, whilst widths
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Figure 4.13: Simulated band diagram at 0V (left) and J-V behavior (right) of a single-junction
perovskite solar cell with and without an additional “mesoporous” titania layer inserted between
the perovskite and compact titania. This represents a 1D simplification of the complex 3-
dimensional mesoporous structure present in our tandem cell design, but captures the qualitative
effect of including titania layers with contrasting work functions. The mesoporous layer functions
primarily to maintain the built-in voltage in the perovskite cell, as seen in the band diagram
(left) and consequently discrepant open-circuit voltages (right). Here electron affinities of 4.1eV
and 4.5 eV were used for the compact and mesoporous titania layers respectively.
approaching 5 µm will allow for several thousands of ohms per square in the transparent layer.
Furthermore, we have shown that metallized transparent layers generally exceed the perfor-
mance of the best bare transparent conductors due to a combined reduction of losses at the cell
and module level. Narrow-width metallization therefore provides a clear route for approaching
ideal electrode performance in thin-film solar cells. These findings demonstrate the potential for
scalable methods of incorporating thin metal wires into cell substrates to disrupt the transparent
conductor landscape.
For sensitive cell architectures embedding of the wires may be necessary to avoid drastic
nonuniformities, and this is likely to be simpler for flexible polymer substrates than for glass.
However even in the latter case one may look to the literature of microfluidics where the problem
of structuring glass has received considerable attention [79, 80], or to well-established sol-gel
techniques [12, 13] for imprinting patterns onto glass. Once embedded, these metal wires could
be made very much taller than otherwise in order to accommodate larger cell widths, providing
a reduction in module dead-space. Electrodes which are naturally exposed, such as the rear
electrode in a perovskite 4-T tandem device, can be easily metallized and researchers should be
aware that this obviates the widely quoted requirement of 10Ω/sq.
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Monolithic 2-T tandems also require at least one transparent electrode, and for these the
considerations above apply equally. Furthermore, regarding the interconnection of sub-cells, we
have demonstrated a proof-of-concept 2-T perovskite-Si tandem device that functions without
a conventional interlayer. An enabling feature of the device is the formation of an atomic-scale
recombination layer between a compact TDMAT-ALD TiO2 layer and the p
+-Si emitter region,
which produces a highly conductive Ohmic contact between the two materials. The contact
resistance, interfacial band offsets, defect densities, and doping densities are strongly dependent
on processing, but therefore present several handles for tunability. The twin advantage of this
design in reducing optical losses and in reducing processing steps brings the perovskite-Si pairing
tandem structure one step closer to delivering its full potential.
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Chapter 5
Closing Remarks and Future
Directions
In the period 2014-2016 I-V hysteresis was much discussed as being both a significant and
perplexing issue with regard to perovskite cells. The material presented in Chapter 2 gives
an indication of why: cells at this time exhibited highly rate-dependent I-V curves on top of
a great number of other transient phenomena in current-voltage measurements, all of which
begged for a coherent explanation. It seems that such an explanation has now been found in the
consequences of ion migration, as first explained in the pioneering papers of refs. [1, 2, 3], and as
elaborated in subsequent work including our own [4, 5]. In recent years the focus on hysteresis
has diminished, perhaps partly due to the development of this understanding, but more likely
for the simple reason that the best performing cells today exhibit minimal hysteresis, as many
predicted on the basis of its correlation with excess recombination. This does not demonstrate
that the first-cause of ion migration has been eliminated – as shown in sec. 3.8 one of the
primary differences in the higher-performing mixed-perovskite and passivated cells is a shift to
shorter timescales which masks the issue at typical scan rates. Therefore, since ion migration still
persists in the best cells today, but has little impact on stabilized performance, it mostly remains
to understand the impact of ionic conduction and accumulation on device stability. Because
of this likely relevance to stability, and to a lesser extent to maximum-power-point tracking,
the common practice of declaring cells to be “hysteresis-free” using only I-V measurements at
relatively slow scan rates is misleading. In our opinion the community would be better served
by the practice of reporting measurements such as the EIS metric of sec. 3.8, plus low-frequency
capacitance measurements to properly capture the degree of ion migration and accumulation.
Part of the motivation for this work was a need to grasp the relevant physics at play in
perovskite cells for the sake of their characterization and development. This could hardly be
considered accomplished without an understanding of the large-scale transient variations dealt
with in Chapter 2. Having achieved this understanding at a satisfactory level, a more detailed
investigation of transient responses, this time including capacitive contributions and to shorter
timescales, was carried out in Chapter 3. In total Chapters 2 and 3 provide the necessary
background for attempts to apply more advanced characterization methods; deep-level transient
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spectroscopy (DLTS) and admittance spectroscopy are two examples which have seen extensive
usage in the past. Both of these techniques aim at obtaining important information about sub-
gap defects through their induced (temperature-dependent) transient responses. Such defects
are certainly present in perovskite cells, both in the bulk and at their interfaces, and likely play
a contributing role to their transient responses, as well as being a performance-limiting factor.
However, given the often overwhelming impact of ion migration on transient measurements, it
will be challenging to successfully measure defects by their transient signature. Only by under-
standing the manifestations of ion migration in detail can the pitfall of mistaken attributions be
avoided, and this applies to many of the methods of cell characterization which will see use in
the years to come. Indeed, input from characterization will likely be increasingly important in
driving further improvements in cell performance, and this remains a promising area for future
input from theory and modelling.
Our final chapter tackled the higher-level problem of integrating perovskite cells into a tan-
dem arrangement, chiefly with a Si partner cell. The work on transparent conductor require-
ments and metallization was partly spurred by an observation that the earliest perovskite-Si
(4-T) tandems reported in the literature generally suffered from huge losses owing to poor
transparency in the rear contact of the perovskite top-cell. In a few cases this was due to the
use of transparent conductive oxides with low sheet resistance but high absorption, justified by
an appeal to the figure of 10 Ohm/sq as the allowable upper limit for thin-film cells. Closer in-
spection revealed that the figure of 10 Ohm/sq results from specific assumptions about thin-film
module design, including the absence of any fingers or bus-bars which are difficult to incorporate
on the front-side surface without affecting subsequent processing. No such restriction applies
to the rear side of a perovskite cell however, making the adherence to 10 Ohm/sq unnecessary
and harmful due to the trade-off with transparency. The conclusions of this work also address
the community working on new transparent conductor technologies, where the impression of 10
Ohm/sq as a benchmark figure is widespread. Instead of focusing on designing new transpar-
ent conductors with low sheet resistance, we have shown that the needs of thin-film solar cells
would equally if not better served by developing scalable methods of patterning narrow-width
metal fingers into front- and rear-side electrodes, whilst utilizing existing high-transparency TC
technologies for the under-layer.
Whilst the 4T tandem has advantages in terms of ultimate theoretical efficiency, band-gap
pairings and spectral robustness, these may be outweighed by the costs associated with running
the sub-cells on independent circuits, and by losses induced in the additional transparent elec-
trodes and encapsulation. Making monolithically integrated cells avoids these costs and losses,
but introduces new challenges in terms of processing (depending on the integration strategy)
and in dealing with current-matching. We have described one strategy for monolithic integra-
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tion which is appealingly minimalistic, in that it places the perovskite cell in direct contact with
its tandem partner. Whether this strategy can be generalized to other material combinations,
and to what extent there is a trade-off between the interfacial defect-mediated conductivity and
passivation of the bottom cell remain as open questions. Further questions arise regarding the
standard method of assessing current-matching in monolithic perovskite-Si cells, given that the
standard method of light-biased EQE measurement ignores the well-known voltage-dependence
of collection efficiency in p-i-n type solar cells.
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Appendix A
Continuity and the Admittance
In sec. 3.4.5 we claimed that the AC admittance can generally be decomposed into two components
relating separately to charge storage and recombination (equation 3.18). This section provides further
detail and discussion concerning this decomposition. The starting point is the continuity equation for
electrons (in the following it is understood that analogous expressions apply for holes), which in 1D and
in the time-domain takes the form
e
∂n
∂t
=
d
dx
jn − eUn
where Un is a term encompassing all sources and sinks including photo-generation, recombination, capture
and emission. Linearizing, moving to the frequency domain (n = n0 + nˆ e
iωtdV ) and rearranging
d
dx
jˆn = iω e nˆ+ e Uˆn. (A.1)
For a device with two metallic terminals located at x = 0, L, the terminal current Iˆ = Y will gener-
ally be expressed in terms of both carrier currents plus a displacement contribution (ionically blocking
terminals are assumed), such that
Y = jˆn(0) + jˆp(0) + jˆd(0) = jˆn(L) + jˆp(L) + jˆd(L) .
In a device with ideal selective contact layers it is assured that only one of the carrier currents is
non-negligible beyond the selective boundary. Suppose first of all that just a single electron-selective layer
exists adjoining the terminal at x = L (the x = 0 terminal being in contact with the absorber layer),
then integration of (A.1) gives:
Y = jˆn(L) + jˆd(L) +
*0
jˆp(L)
= jˆn(0) + iω
∫
e nˆ dx +
∫
e Uˆn dx + jˆd(L) (A.2)
In this case the first term relates to both the recombination of photogenerated electrons at the p-type
contact, and to injection of electrons (mostly relevant at reverse bias). Either way this term conceptually
belongs with the Un since it represents a sustainable source of current. Alternatively if there is also a
hole-selective layer adjoining the x = 0 terminal then jn(0) simply vanishes. Similar arguments apply to
the case where there is only a selective contact on the n-side. The displacement term on the other hand
can be related to the surface charge density (equivalently electron density) on the surface of the metallic
terminal nˆs via Gauss’s law as
jˆd(L) = iω 0 Eˆ(L) = −iω e nˆs (A.3)
and therefore conceptually belongs with the carrier density integral where it can be included as a
delta source. Jointly these two simplifications leave only two terms in the admittance decomposition, one
relating to accumulated charge and the other to sources of recombination (possibly including injection at
metallic contacts) as in equation (1) of the main text.
When sub-gap defects are involved, one might consider it desirable to distinguish the component of
Un relating to capture and emission of electrons, which resembles a charge storage process, from some
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suitably defined recombination rate. This soon runs into difficulty however, as can be seen by examining
the most natural splitting of Udn (for a single defect level) which extracts the defect filling rate:
Udn =
∂fn
∂t
Nt +
(
Udn −
∂fn
∂t
Nt
)
(A.4)
=
∂fn
∂t
Nt + U
d
p . (A.5)
where Nt is the density of defects with occupation fn. The problem here is that although the first term
has a definite interpretation in terms of the charge stored in the defect level, the hole capture rate could
refer either to recombination or capture-release. Identifying Up as the recombination rate R also breaks
symmetry between carrier types. Conversely, attempting to split off a symmetric recombination rate
from Un leaves a remainder which has no physical interpretation in terms of stored charge. It is therefore
unlikely that there exists a unique resolution to this conceptual issue of distinguishing recombination
events from filling of the defect levels. This is mostly a problem for the rare case where a defect behaves
simultaneously as a trap and a recombination centre; generally either one or the other behaviour tends
to dominate making the interpretation of Udn,p as either a charge-storage or recombination term clear.
For example, a shallow electron trap implies Udp ≈ 0 in which case the Uˆn in equation (3.18) contributes
to YQ (the component of Y relating to charge storage) as
YQ = iω
∫
e
(
nˆ+Ntfˆn
)
dx (A.6)
On the other hand for a deep defect level steady-state conditions require |Uˆn| = |Uˆp|, and so the identifi-
cation R = Up becomes less problematic, although there is still potential ambiguity in the phase. These
ambiguities were not significant in any of the simulations considered in the main text, but may arise in
other cases.
Appendix B
Analysis of SRH Contact Resistivity
Valuable insights can be gained into the SRH model of sec. 4.2.3 by imposing some simplifying assump-
tions on the TiO2-p
+-Si interface. Assuming that a single SRH defect is present at the interface, the
heterojunction current can then be expressed in terms of the SRH equation:
j =
e (np− n0p0)
v−1n (p+ pt) + v−1p (n+ nt)
(B.1)
where n, p are the carrier densities at the interface (electrons on the n-side and holes on the p-side
respectively), n0, p0 are their respective equilibrium values, vn, vp are the quasi-recombination velocities,
and nt, pt are related to the defect energy level. Assuming further that the carrier mobilities are high
enough to result in essentially flat quasi-fermi levels throughout the interfacial region, this relationship
can be further related to the applied voltage V as:
j =
eNcNv exp
(
− ∆vth
)(
exp
(
V
vth
)
− 1
)
v−1n
(
NA exp
(
− Vpvth
)
+ pt
)
+ v−1p (ND exp
(
−−Vnvth
)
+ nt)
(B.2)
in which vth = kBT/e, Vp,n denote the potential drops in the n and p-side depletion regions (Vn + Vp =
Vbi − V ), NA,D are the donor and acceptor doping densities on the n- and p-side respectively and Nc,v
the density of states. The expression simplifies somewhat for the small-signal conductivity to
σ =
dj
dV
|V=0 =
e
vth
NcNv exp
(
− ∆vth
)
v−1n (p+ pt) + v−1p (n+ nt)
(B.3)
An extremum occurs with respect to the placement of the equilibrium Fermi level Ef0 within the
interfacial band gap ∆ (assuming Vbi is fixed) when vnn0 = vpp0, i.e. σ is maximized when the interfacial
carrier densities are balanced in the stated sense. This conclusion applies regardless of whether the
interface defects carry a substantial charge. Defects of donor type partially compensate the acceptor
p-side doping, and therefore require larger acceptor doping to reach the optimum balance than if the
defect charge were absent (c.f. the comparison between neutral and donor defects in Fig. 4.11 of the
main text). Conversely, acceptor-type defects compensate the n-side donor doping and shift the balance
towards requiring extra donors. The experimental data in Fig. 4.11 indicate that excess p-side acceptors
are necessary to reach the optimum balance. This implies that a high density of compensating donors are
present, whether in the form of interface defects, incompletely ionized sub-gap states in titania (e.g. a
band-tail) or simply a high density of ionized bulk donors. The latter seems unlikely given our Hall effect
measurements of the TTIP titania used in Fig. 4.11 which indicate only modest bulk n-type doping.
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