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Abstract
This paper defines nearest neighbor pair and puts forward four assumptions about nearest neighbor pairs, 
based on which a center initialization method for K-means algorithm over data sets with two clusters is 
build. Experiments on real data sets show that the proposed method is not preferable but at least 
comparable to the ones in literatures. The contribution of the proposed method is to open up a new 
approach to devising center initialization method for K-means algorithm.
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1. Introduction
Clustering is an unsupervised pattern classification method that divides a set of given data into clusters,
such that data in the same group are more similar to each other than to data from different clusters. 
Clustering is one of the most important tasks in data analysis. It has been used for decades in image 
processing and pattern recognition. 
Many clustering algorithms were proposed to perform a partition on the given data set. The goal of any 
clustering algorithm is to reveal the natural structure of the data set. Crisp k-Means algorithm [1] is a 
partitioning clustering method that divides data into k mutually excessive groups. It is simple and fast to 
run, and most popular with researchers and practitioners. However, Crisp k-means algorithm is very 
sensitive to the initial cluster centers that have a direct impact on the formation of final clusters. Crisp k-
Means algorithm may be strapped in a local optimum, or generates an empty cluster for the given data set, 
because of inappropriate initial cluster centers. Therefore, it is quite important to provide k-means 
algorithm with good initial cluster centers.
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Several methods proposed to solve the cluster initialization for k-means algorithm. The common 
characteristics of the methods in literatures are that they try to search proper initial cluster centers in any 
data sets with different number of clusters. This is only a good dream, as shown by applications and 
comparative researches [2, 3]. There may be many differences among data sets with different number of 
clusters. A uniform solution to initial cluster center for any data sets seems impossible. In contrast, a class 
of data sets with the same number of clusters may have some common characteristics, which may 
contribute to searching proper initial clusters. Based on this assumption, this paper devotes to searching 
initial clusters especially in data sets with two clusters. The proposed method may be a little reasonable, 
but it opens up a new approach to initial cluster centers. 
2. Center initialization method based on nearest neighbor groups
Supposing that ^ `nxxxX ,,, 21  is a data set, where  Tmjjjj xxxx ,,, 21  .The dissimilarity 
between xj and xk, denoted by d(xj, xk), is defined as 
     kjTkjkj xxxxxxd  ,                                              (1)
For any data point x in X, its nearest neighbor xNN in X is defines as
^ `  ^ `yxdx xXyNN ,minarg                                                 (2)
Each datum point x in X and its nearest neighbor xNN constitute a pair of data points (x, xNN), which is 
called a nearest neighbor pair. All the nearest neighbor pairs compose a set  ^ `XxxxB NN  , , which 
is called a set of nearest neighbor pairs.
The dissimilarity between two nearest neighbor pairs (x, xNN) and (y, yNN) is defined as
       ^ ` ^ `^ `NNNNNNNN yybxxabadyyxxd ,,,,min,,,                      (3)
Assumption I for any point x in X, x and its nearest neighbor xNN are either in the same cluster or on the 
overlapping of two clusters.
Assumption II the more dissimilar the nearest neighbor pair (x, xNN) is with (y, yNN), the more probable 
they are in different clusters.
For a data set of two clusters, we devote to search two nearest neighbor pairs that are in different 
clusters and very dissimilar with each other. To reach this objective, the nearest neighbor point of each 
datum point x in X is searched and the nearest neighbor pairs form a set B. Assumption II indicates that 
two nearest neighbor pairs that are most dissimilar are more probable to be in different clusters. So we 
search two nearest neighbor pairs in B that are most dissimilar and denote them by x1 and x2, where xi
represents the nearest neighbor pair (xi, xi,NN), i=1,2, and satisfies Equ.(4).
            ^ `ByyBxxyyxxdxxxxd NNNNNNNNNNNN  ,,,,,,max,,, ,22,11 (4)
They are most probable to be in different clusters and selected as two initial clusters. However, 
assumption I indicates that xi and xi,NN, i=1,2, may be on the overlapping of two clusters. When this case 
happens, they can not be selected as the initial cluster centers and we have to search another two nearest 
neighbor pairs in B that are most dissimilar with each other and (xi, xi,NN), i=1,2. We denote them by x3
and x4, where xi represents the nearest neighbor pair (xi, xi,NN), i=3,4. x3 and x4 satisfy the following 
equations.
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Since          NNNNNNNN xxxxdxxxxd ,22,11,44,33 ,,,,,,  holds, (x3, x3,NN) and (x4, x4,NN) may be in 
different clusters, but not certain to be so. When they are in different clusters, we can select them as initial 
cluster centers. If they are in the same cluster, only one of them can be selected as the initial cluster center. 
By now, we obtained four nearest neighbor pairs (xi, xi,NN), i=1,2 3,4. Among them, (x1, x1,NN) and (x2,
x2,NN) may be in different clusters and selected as initial clusters, but not certain to be so, so do (x3, x3,NN)
and (x4, x4,NN). We have to devise a scheme to pick out the initial cluster centers from (xi, xi,NN), i=1,2 3,4. 
To do so, we introduce another nearest neighbor pair (x5, x5,NN) that satisfies Equ.(7).
 
 
    
¿
¾
½
¯
®
­ ¦
 
4
1
,
,
,55 ,,,minarg,
i
NNiiNN
Byy
NN xxyydxx
NN
                        (7)
It is probable that (x5, x5,NN) is on the overlapping of two clusters. With the help of (x5, x5,NN), either (x1,
x1,NN), (x5, x5,NN) and (x2, x2,NN) or (x3, x3,,NN), (x5, x5,NN) and (x4, x4,NN) can be treated as the borderline 
between two clusters. If (x1, x1,NN), (x5, x5,NN) and (x2, x2,NN) are treated as the borderline, seen in Fig.1(a), 
(x3, x3,NN) and (x4, x4,NN) are in different clusters and can be selected as the initial cluster centers. If (x3,
x3,,NN), (x5, x5,NN) and (x4, x4,NN) are treated as the borderline, seen in Fig.1(b), (x1, x1,NN) and (x2, x2,NN)
can be selected as the initial cluster centers. Another case can not be neglected, that is, when (x3, x3,NN) and 
(x4, x4,NN) are in the same cluster, seen in Fig.1(c), only one of (x3, x3,NN) and (x4, x4,NN) and one of (x1,
x1,NN) and (x2, x2,NN) can be selected as the initial cluster centers. 
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Fig.1 the borderlines of clusters (xi represents (xi , xi, NN))
For a data set of two clusters, which of the above three cases is suitable for it? Considering the 
complexity of data structure, we only put forward the following assumptions that can not be proofed.
Assumption III if C(x2-x5-x3-x4-x2)<C(x2-x3-x5-x4-x2) and C(x1-x5-x3-x4-x1)<C(x1-x3-x5-x4-x1) hold, 
where C(x2-x5-x3-x4-x2)=d(x2, x5)+d(x5, x3)+d(x3, x4)+d(x4, x2), others are defined similarly, the closed 
curves x1-x5-x2-x1 and x3-x5-x4-x3 are the borderlines of two clusters, respectively (seen in Fig.1(c)). Two 
initial cluster centers, v1 and v2, are selected by     ^ ` ^ `^ `432121 ,,,,max, xxyxxxyxdvvd  .
Otherwise, the closed curves x1-x3-x5-x4-x1 and x2-x3-x5-x4-x2 or x3-x2-x5-x1-x3 and x4-x2-x5-x1-x4 (seen 
in Fig.1(a)-(b)) are the borderlines of two clusters, respectively, 
Assumption IV when the closed curves x1-x5-x2-x1 and x3-x5-x4-x3 are not the borderlines of two 
clusters at all, if C(x1-x3-x5-x4-x1)+ C(x2-x3-x5-x4-x2C(x3-x2-x5-x1-x3)+ C(x4-x2-x5-x1-x4) hold, then x1
and x2 are in different clusters and selected as the initial cluster centers (seen in Fig.1(a)). Otherwise, x3
and x4 are in different clusters and selected as the initial cluster centers (seen in Fig.1(b)).
Based on the above analysis, the proposed cluster center initialization method for K-means algorithm 
over data sets of two clusters can be given in Algorithm I. we denote it by CIT.
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Algorithm I center initialization algorithm for K-means algorithm over data sets of two clusters (CIT)
1 compute the dissimilarity between any pair of data points in X using formula (1);
2 for any datum point x in X find its nearest neighbor xNN using formulae (2) and constitute a set B of 
nearest neighbor pairs;
3 find two most dissimilar nearest neighbor pairs, (x1, x1,NN) and (x2, x2,NN), using formulae (3)-(4);
4 find the third most dissimilar nearest neighbor pairs (x3, x3,NN) using formula (5);
5 find the fourth most dissimilar nearest neighbor pairs (x4, x4,NN) using formula (6);
6 find the nearest neighbor pair (x5, x5,NN) on the overlapping of two clusters using formula (7);
7 select two initial cluster centers according to assumptions III-IV.
3. experiments
Three real data sets of two clusters are employed to test the proposed cluster center initialization 
method CIT. Their brief descriptions are given in Table I.
Table I brief description of data sets
Data set Number of 
attributes
Number of 
data
Number of 
clusters
monks_2 [6]
Ionosphere [6]
Liver-disorder 
[6]
6
34
6
169
351
345
2
2
2
To demonstrate the effectiveness of CIT, it was compared with two existed cluster center initialization 
methods, denoted by kd-tree [4] and CCIA [5], respectively. Two indexes, pattern recognition rate of 
HCM (hard c-Means)[1] whose initial cluster centers are from each cluster center initialization method 
and CPU time of each cluster center initialization method, are employed to evaluate the cluster center 
initialization methods. The comparative results are listed in Table II that shows CIT is comparable to kd-
tree and CCIA in terms of pattern recognition rate of HCM [1]. In terms of CPU time, CIT is a little 
computationally expensive than CCIA and kd-tree in case of small size and low dimensional data sets. 
Although CIT is not preferable to kd-tree and CCIA, it is still worth investigating, for it opens up a new 
approach to devising cluster center initialization method.
Table II comparative results on real data sets
Data set Pattern recognition rate of HCM 
(%)
CIT kd-tree    CCIA
CPU time (second)
CIT kd-tree    CCIA
monks_2
Ionosphere
Liver-
disorder 
69.6721   69.6721   54.9180
65.8000   65.2000   65.8000   
66.0156   66.0156   66.0156
0.064596  0.008528  
0.013742 
0.697050  0.023516  
0.226421 
0.517448  0.011545  
0.031523
4. Conclusions and discussions
This paper gives the definition of nearest neighbor pair and four assumptions, based on which a new 
cluster center initialization method for HCM over data sets of two clusters, denoted by CIT, is built. The 
proposed cluster center initialization method CIT devotes to searching two nearest neighbor pairs that are 
most dissimilar and in different clusters, but not on the overlapping of two clusters. The means of each 
searched nearest neighbor pairs are selected as two initial cluster centers. Experiments on real data sets 
show that CIT is comparable to kd-tree and CCIA in terms of pattern recognition rate of HCM and CPU 
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time. Although CIT does not prefer to center initialization methods in literatures, it is still valuable, for it 
opens up a new approach to devising cluster center initialization methods.
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