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Abstract
Maddah-Ali and Niesen (MAN) in 2014 showed that coded caching in single bottleneck-link
broadcast networks allows serving an arbitrarily large number of cache-equipped users with a total
link load (bits per unit time) that does not scale with the number of users. Since then, the general topic
of coded caching has generated enormous interest both from the information theoretic and (network)
coding theoretic viewpoint, and from the viewpoint of applications. Building on the MAN work, this
paper considers a particular network topology referred to as cache-aided Fog Radio Access Network
(Fog-RAN), that includes a Macro-cell Base Station (MBS) co-located with the content server, several
cache-equipped Small-cell Base Stations (SBSs), and many users without caches. Some users are served
directly by the MBS broadcast downlink, while other users are served by the SBSs. The SBSs can also
exchange data via rounds of direct communication via a side channel, referred to as “sidelink”. For this
novel Fog-RAN model, the fundamental tradeoff among (a) the amount of cache memory at the SBSs,
(b) the load on the downlink (from MBS to directly served users and SBSs), and (c) the aggregate
load on the sidelink is studied, under the standard worst-case demand scenario. Several existing results
are recovered as special cases of this network model and byproduct results of independent interest are
given. Finally, the role of topology-aware versus topology-agnostic caching is discussed.
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2I. INTRODUCTION
In content distribution networks, traffic can be smoothed out by placing content in local caches
“closer” to the end users during off-peak hours (placement phase), with the hope that the pre-
fetched content will be requested during peak hours, in which case the load from the server to
the users (delivery phase) will be reduced. Coded caching was originally considered in [1] by
Maddah-Ali and Niesen (MAN) for a single bottleneck-link broadcast network model, where a
server communicates to K users through a shared noiseless channel of finite capacity; the server
contains a library of N content files; each user has a cache able to store the equivalent size of M
files. In the original MAN scheme [1], each of the N files is partitioned into a number of segments
(subfiles), and each subfile is stored into a number of user caches that depends on how many
times the library can be replicated across all the aggregate cache memory. After this symmetric
uncoded cache placement phase, MAN generates coded multicast messages by bit-wise XOR
multiple requested subfiles, in such a way that each XOR-ed transmission (multicast message) is
simultaneously useful to many users; these coded multicast message delivery drastically reduces
the download time, or network traffic load, and harness the so-called global caching gain, or
multicasting gain (which is proportional to the total amount of memory in the system), compared
to traditional caching strategies such as multiple unicast. The MAN scheme is known to be
exactly optimal for single bottleneck-link broadcast networks under the constraint of uncoded
cache placement [2], [3], and optimal to within a factor of 2 otherwise [4].1
In [5], Ji et al. extended the MAN model in [1] to the case where the cache-aided users
communicate among each other in the delivery phase (and no communication from the server is
allowed). The Device-to-Device (D2D) caching scheme in [5] is optimal to within a factor of 8,
and asymptotically achieves the same load as that of the MAN scheme when the number of users
goes to infinity. This last fact is somewhat counterintuitive since, in D2D caching networks, each
node can only encode based on the content of its own storage (instead of the entire library),
which in principle limits the amount of multicasting opportunities.
As argued in [6]–[8] and references therein, to bring the caching idea into the reality of
next generation cellular networks, hybrid architectures are of great interest. In such models, the
1In terms of terminology, known caching schemes can be divided into three classes: those with uncoded cache placement
(where bits from the library are simply copied within the caches), those with intra-file coded placement (where coding only
occurs within the bits of the same file), and those with inter-file coded placement (where coding occurs across the bits of all
files).
3operator/Internet provider caches popular content files at the Fog Radio Access Networks (Fog-
RAN), which is then delivered in two hops. In the first hop, the Macro-cell Base Station (MBS)
transmits packets to Small-cell Base Stations (SBSs); in the second hop, the SBSs communicate
with their locally connected users. The works in [9]–[15] modeled the second hop as a Gaussian
interference channel; the fundamental limits of such a network were investigated in the high
SNR regime, by either using the Degrees of Freedom (DoF) metric [9]–[12], or the Normalized
Delivery Time (NDT) metric [13]–[16] that captures the worst-case coding latency. In [16],
a similar Fog-RAN over a Gaussian interference channel is studied, with the twist that D2D
communication among the cache-less users is allowed.
The proposed Fog-RAN model is not meant to capture the interference-limited aspect of the
last hop of wireless cellular systems. Instead, we focus on the interplay between the cellular
downlink (from the MBS to some users and the SBSs) and other co-existing “side links” (among
SBSs and from SBSs to their own local users), over which part of the cellular traffic may
be offloaded. In particular, we refer to the ensemble of communication links between SBSs
as sidelink. This can be implemented via wires (e.g., the SBSs may be connected to the same
Ethernet cable, as in segment of an enterprise WiFi network) or via radio, on a separate band with
respect to the cellular downlink. Furthermore, we consider the local access between each SBS
and its connected users as very high rate, such that these links are never the system bottleneck.
A. Brief Description of the Proposed Fog-RAN Model
This paper considers the Fog-RAN network model as illustrated in Fig. 1. An MBS with
a library of N files, is connected to H SBSs and to Kmbs users via standard cellular downlink,
modeled here as a noiseless broadcast channel of unit capacity of one file per unit time. Each SBS
has a local memory to cache the equivalent size of M files. SBSs can communicate between each
others via another broadcast channel referred to as sidelink, orthogonal to the cellular downlink.
There are also Ksbs users, each of which is connected to one of the SBSs. The local “access
network” between each SBS and its connected users has very high capacity, such that this is
never the system bottleneck, and there is no interference between such local access networks
and either the cellular downlink and the Fog-RAN sidelink. Users have no local cache memory.
The two populations of Kmbs and Ksbs users reflect the practical scenario where the SBSs offer
high throughput connectivity over a limited coverage area (hot-spots), and therefore there are
some users outside the reach of the SBSs, which must be served directly by the MBS.
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Fig. 1: The considered Fog-RAN architecture with one MBS and H = 3 SBSs. There are Ksbs = 4 users
connected to some SBS, and Kmbs = 2 users directly connected to the MBS.
There are two phases in such a network: a cache placement phase, done without knowledge
of the later users’ demands, and a delivery phase. In the proposed Fog-RAN model, the delivery
phase contains three steps. (1) In the first step, the MBS broadcasts packets to the SBSs and the
Kmbs directly served users via the downlink. (2) In the second step, the SBSs exchange coded
packets among each other via the sidelink. Such coded packets are functions of their cached
content and of the received packets from the MBS. (3) In the third step, based on the sidelink
exchange and on the received packets from the MBS, each SBS delivers the demanded files
to its connected users via the local access network. The goal is to find the tradeoff among the
memory size at the SBSs, the MBS load (i.e., number of broadcasted bits by the MBS in the
first step), and the load of the SBS sidelink communication (i.e., number of total exchanged bits
in the second step), for the worst-case among all possible demands.
It is reasonable and practical to consider the MBS downlink load and SBSs sidelink load
separately, because the transmissions over these two subnetworks typically takes place in or-
thogonal channels (as said before) with possibly very different operational costs (e.g., the MBS
uses prime cellular frequencies, while the SBS sidelink may use some mmWave band or an
Ethernet cable).
5For certain configuration of our network model parameters, one can recover special models
studied in the literature. When Ksbs = 0 (i.e., there are no users directly connected to the SBSs)
our model reduces to the MAN single bottleneck-link coded caching problem with cache-less
users [17]. When Ksbs = H, and each of the Ksbs users is connected to a distinct SBS, and
there is no sidelink communication among the SBSs, we have the single bottleneck-link coded
caching problem with heterogeneous cache sizes [18]–[25], where some users have no cache.
When Kmbs = 0 (i.e., there are no users directly connected to the MBS) and there is no sidelink
communication among the SBSs, we obtain the single bottleneck-link coded caching problem
with shared caches, or with users making multiple requests [26]–[30]. When Ksbs = H, Kmbs = 0
and the MBS load is equal to 0, our model reduces to the D2D coded caching problem [5]. Next
we shall summarize the main results for these various coded caching models subsumed by our
model.
B. Related Works
a) Systems with Cache-less Users or with Heterogeneous Cache sizes: Since the users
directly served by the MBS in our model do not have caches (while the SBSs do), our Fog-
RAN model is related to the single bottleneck-link caching problem with cache-less users.
For such heterogeneous system with cache-less and cache-aided users, the scheme of [17]
uses MAN uncoded cache placement to fill the caches of the cache-aided users. This scheme is
optimal under the constraint of uncoded cache placement if N ≥ K. For the single bottleneck-link
caching problem with heterogeneous cache sizes, caching schemes based on uncoded placement
and various delivery schemes using linear coding and random coding were proposed in [18]–
[22]. The achievable scheme in [18] was proved to be generally order optimal within a factor
of 12 if N ≥ K. Also for N ≥ K, the caching scheme in [20] is optimal under the constraint of
uncoded cache placement if the aggregate cache memory is not larger than the size of library.
Other schemes have considered coded cache placement. For example, intra-file MDS (Max-
imum Distance Separable) pre-coded placement phase and a linear-programming based coded
delivery was proposed in [23], where during the delivery phase the server directly transmits
some packets of each file. The MDS pre-coding ensures that the packets delivered from the
server are different from the cached contents. For the case of heterogeneous cache sizes and
only two users, the authors in [24] proposed an optimal scheme using inter-file coded cache
placement for the memory size pair (M1,M2) = (N − 1, 0), where M1 and M2 represent the
6memory sizes of the two users, respectively. In [25], the authors proposed an MDS inter-file
coded cache placement scheme for the case of heterogeneous cache sizes and three users that
strictly outperforms existing schemes based on uncoded cache placement. It was also extended
to small memory size regime (total cache sizes of all users are less than N). Intuitively, coded
placement benefits systems with heterogeneous cache sizes because the transmissions intended
to serve the users with small cache size are useful in decoding the coded cache content of the
users with large cache size.
b) Systems with Shared Caches or with Multiple Requests: Since the throughput from each
SBS to its connected users can be regarded as infinite in our model, our model is related to the
single bottleneck-link caching problem with shared caches, that is, group of users with possibly
different demands are connected to the same cache.
In [26], the shared cache model with more files than users and uncoded placement is consid-
ered. The authors used MAN uncoded placement together with a multi-round delivery phase to
achieve the optimal worst-case load under the constraint that the placement is both uncoded and
topology-agnostic, i.e., the placement cannot be a function of the number of users connected to
each cache (referred to in the following as occupancy number). When there exist files demanded
by several users, the authors in [27] proposed to use the multi-round method in [26] and in
each round to use the single bottleneck-link caching scheme in [3] to leverage the multicast
opportunities, which improves on the performance of the caching scheme in [26].
If each cache is shared by the same number of users, the single bottleneck-link caching
problem with shared caches is equivalent to the single bottleneck-link caching problem with
multiple requests [28], where each user equipped with a cache requests L files. It was proved
in [29] that dividing this problem into L independent MAN systems can achieve a load which
is order optimal within a factor of 11.
Moving to coded placement strategies, it is worthwhile to remark that a caching scheme based
on an inter-file coded cache placement was proposed in [30] for HM ∈ [1,N], to improve the
caching scheme in [26] for small memory size regime but without any optimality guarantees.
C. Contributions
In this paper, we study the fundamental tradeoffs for the novel Fog-RAN architecture formally
described in Section II. The topology of our network is defined by the number H of SBSs, by
the number of users Kmbs directly served by the MBS downlink, and by the number of users
7connected to each SBS (occupancy number). It is reasonable to assume that the cache placement
may depend on H, since the number of SBSs within a macro-cell is known by the system
designer and does not change over time (unless on a very slowly time scale). In contrast, the
knowledge of Kmbs and of the SBS occupancy numbers may or may not be available at the
placement phase, depending on the network topology dynamics which in turn depend on the
specific application. Hence, we distinguish the proposed cache-aided Fog-RAN systems into two
classes: topology-agnostic Fog-RAN systems, for which the placement phase may depend on H
but cannot exploit the knowledge of Kmbs and the SBS occupancy numbers, and topology-aware
Fog-RAN systems, for which the placement phase can exploit the full topology information.
In addition, we also distinguish the achievable caching schemes into three classes depending
on the use of Kmbs and the SBS occupancy numbers in the placement phase: topology-agnostic
caching schemes which do not leverage Kmbs and the SBS occupancy numbers, topology-
partially-agnostic caching schemes which only exploit the knowledge of Kmbs, and topology-
aware caching schemes which exploit Kmbs and the SBS occupancy numbers. One should notice
that for topology-agnostic Fog-RAN systems, only topology-agnostic caching schemes can be
used while for topology-aware Fog-RAN systems, any class of caching schemes can be used.
Our main contributions are as follows.
• Topology-aware Systems.
a) Converse: We derive a converse bound based on Han’s inequality [31, Theorem 17.6.1]2,
which is tighter than the one based on a straightforward use of the cut-set bound idea in [1].
In simple terms, our technique allows one to remove the “floor operator” in the cut-set bound.
In addition, with the goal of bounding the sidelink load, we develop a novel lower bound
of the D2D caching problem [5].
b) By-product 1: The proposed bounding approach can also improve state-of-the-art cut-
set converse bounds for other cache-aided networks by removing the “floor operator” in
those converse bounds, e.g., the converse bound for single bottleneck-link caching system
in [1], the converse bound for single bottleneck-link caching system wih multi-requests
in [28], the converse bound for single bottleneck-link caching system with heterogeneous
2Han’s inequality was used in [29] for the single bottleneck-link caching problem with multiple requests, when each user
demands the same number of files. It will be explained later in Section III-A that the proof in [29] based on Han’s inequality can
be not used in our problem because of the asymmetry in the problem. Our strategy based on Han’s inequality is thus different
to the one in [29].
8cache sizes in [18], etc. In addition, with our new lower bound for D2D caching networks
eliminates the constraint on symmetric load transmitted by each D2D user which limits the
applicability of the converse bound for D2D caching with multi-request in [29].
c) Topology-partially-agnostic Caching Scheme: Observing that there are users directly
served by the MBS downlink, for which the MBS must broadcast the whole demanded files,
we propose an inter-file coded cache placement with the MAN symmetric file subpacke-
tization, such that the SBSs can leverage the broadcasted files by the MBS to its directly
served users in order to “decode” the coded content in their cache.
The delivery phase consists of two steps. In the first step, we let the Kmbs users directly
served by the MBS downlink to recover their desired file, and let the SBSs decode the coded
content in their cache. Then the MBS broadcasts packets based on the single bottleneck-link
delivery with shared caches in [26]. In the second step, instead of directly extending the
idea of [26] to the D2D scenario, we propose a novel group-based coded D2D delivery
with shared caches which outperforms the direct extension of [26].
d) By-product 2: The proposed inter-file coded cache placement scheme can be used for
the single bottleneck-link caching model with heterogeneous cache sizes if there are cache-
less users. The resulting performance is strictly better than that of the scheme with uncoded
cache placement in [17], [32]. Different from existing coded cache placement schemes for
the standard MAN single bottleneck-link problem (which can only lead to a small gain in
a small memory size regime compared to the uncoded cache placement as shown in [25],
[33]–[36]), the proposed inter-file coded cache placement for this heterogeneous model
provides a significant gain in all memory size regimes compared to the uncoded cache
placement. Compared to the inter-file coded cache placements in [24], [25], the proposed
placement in this paper can work for any number of users and for any memory sizes (please
also refer to Remark IV-E).3
e) Optimality: We prove the following (exact or order) optimality results by comparing
the combination of our achievable schemes to our converse bound:
– N ≤ Kmbs. The proposed scheme is exactly optimal.
3The results in this paper are independent from the very recent paper [25], which was posted on arXiv two days before we
posted the arXiv version of this paper [37], which was then submitted to ISIT 2019.
9– Kmbs < N ≤ Kmbs + Lmax, where Lmax is the maximum occupancy number over all the
SBSs. The proposed scheme is order optimal to within a constant factor of 2.
– N > Kmbs +Lmax. The proposed scheme is order optimal to within a factor of 22 if the
SBS have balanced occupancy numbers (i.e., each SBS serves the same number Lmax
of users). If the occupancy numbers are unbalanced, we can show the order optimality
within a factor of 2g, where g := min
{
H, N−Kmbs
M
}
.
f) Topology-aware Caching Scheme: The above achievable scheme is topology-partially-
agnostic (in the sense defined at the beginning of this section). We also consider a topology-
aware achievable scheme that exploit the detailed knowledge of the SBS occupancy numbers
in the placement phase. Our topology-aware cache placement combines the proposed inter-
file coded cache placement with a novel asymmetric file subpacketization method that
leverages the network structure. In this case, we can prove exactly optimality for some
memory size regime.
g) By-product 3: For the single bottleneck-link caching problem with shared caches, our
novel topology-aware scheme can be shown to reduce the load compared to the scheme
in [26] whose placement is designed without leveraging the detailed network topology, as
well as the subpacketization level.
• Topology-agnostic Systems.
h) Topology-agnostic Caching Scheme: The fact that our new inter-file coded cache
placement with asymmetric file subpacketization provide a gain when Kmbs and the SBS
occupancy numbers are known at the placement phase, suggests a possible application
of such approach also in the random topologies with fixed H and Kmbs and the SBS
occupancy numbers are random variables with known statistics. For example, in a mobile
user scenario it is reasonable to assume that each hot-spot has an occupancy number that
fluctuates statistically around some typical value, and that the histogram of the occupancy
numbers can be learned over time, since it remains stable across time, possibly following
some cyclostationary statistics (e.g., imagine a hot-spot located at a subway station, whose
occupancy number distribution changes over time according to the rush hours pattern).
Hence, we extend the proposed cache placement and delivery schemes to the topology-
agnostic systems where, during the placement phase, only the distributions of Kmbs and
the occupancy numbers is known a priori, such that the new asymmetric placement can be
designed based on such statistical knowledge.
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D. Paper Organization
The rest of this paper is organized as follows. Section II defines the problem. Section III
presents our main results on the converse bound for topology-aware systems. Sections IV and V
describe the proposed achievable schemes with symmetric and asymmetric file subpacketizations
for topology-aware systems, respectively. Section VI extends the proposed ideas to topology-
agnostic systems. Finally, Section VII concludes the paper and some proofs are in the Appendices.
E. Notation Convention
Calligraphic symbols denote sets, bold symbols denote vectors, and sans-serif symbols denote
system parameters. We use | · | to represent the cardinality of a set or the length of a vector;
[a : b] := {a, a+ 1, . . . , b} and [n] := [1, 2, . . . , n]; ⊕ represents bit-wise XOR; E[·] represents
the expectation value of a random variable; [a]+ := max{a, 0}; we let (x
y
)
= 0 if x < 0
or y < 0 or x < y; the number of k-permutations of n, n ≥ k, is indicated as P (n, k) :=
n · (n− 1) · · · (n− k + 1).
II. SYSTEM MODEL OF A (Kmbs,Ksbs,H,N,M) TOPOLOGY-AWARE FOG-RAN SYSTEM
A (Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN system is defined as follows.
An MBS has access to N files. The set of files is denoted by {F1, · · · , FN}. Each file is
composed of B i.i.d. bits. The MBS is connected to H SBSs and to Kmbs users through a
single bottleneck-link of finite capacity. The h-th SBS, h ∈ [H], serves Lh users through a
local broadcast link with infinite throughput (i.e., Lh is the occupancy number of SBS h). The
total number of users in the system is K := Ksbs + Kmbs, of which Kmbs are directly served
by the MBS and Ksbs :=
∑
h∈[H] Lh are connected to SBSs. The set of user directly connected
to the MBS as U0 :=
[
Kmbs
]
, while the set of users connected to the h-th SBS is denoted as
Uh :=
[
1 +
∑
i∈[0:h−1] Li,
∑
i∈[0:h] Li
]
for h ∈ [H] and with L0 = Kmbs. Without loss of generality,
we let L1 ≥ · · · ≥ LH. We shall denote the SBS serving user k ∈ [Ksbs] as hk, i.e., hk = h if and
only if k ∈ Uh. To simplify the notation, let
LS :=
∑
h∈S
Lh, ∀S ⊆ [H], (1)
be the total occupancy number of the SBSs in S.
The system operates in two phases.
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Placement Phase. During the placement phase, the h-th SBS, h ∈ [H], stores information
about the N files in its local cache of size MB bits, where M ∈ [0,N]. The placement is done
with knowledge of H, Kmbs, and the occupancy number of each SBS, while the placement is
without knowledge of users’ future demands. The content in the cache of SBS h ∈ [H] is denoted
by Zh. We let Z := (Z1, . . . , ZH). In other words, for placement functions φh, h ∈ [H], we have
Zh = φh(F1, · · · , FN) : H(Zh) ≤ BM, ∀h ∈ [H]. (2)
Delivery Phase. Once the placement phase is completed, each user demands one file. The
file demanded by user k ∈ [K] is denoted by dk ∈ [N]. We denote the demand vector as
d := (d1, . . . , dK). The delivery phase contains the following steps:
1) Broadcast from MBS via cellular downlink. Given demand vector d, the MBS broadcasts
a message X0 of BRmbs(d) bits to each SBS h ∈ [H] and each user k ∈ U0. In other
words, for encoding function ψ0, we have
X0 = ψ0(d, F1, · · · , FN) : H(X0) ≤ BRmbs(d). (3)
2) SBS sidelink communication. Given (d, Zh, X0), SBS h ∈ [H] broadcasts a message Xh
of BRh(d) bits to all other SBSs. In other words, for encoding functions ψh, h ∈ [H], we
have
Xh = ψh(d, Zh, X0) : H(Xh) ≤ BRh(d), ∀h ∈ [H]. (4)
The SBS sidelink load for demand vector d, is denoted as
Rsbs(d) :=
∑
h∈[H]
Rh(d). (5)
Decoding of the demanded files is as follows. For each user k ∈ Uh, SBS h ∈ [H] decodes
Fdk from (Zh, X0, X1, . . . , XH), and then forwards Fdk to user k. In other words, for decoding
functions ξk, k ∈ [1 + Kmbs : Ksbs + Kmbs], we have
F̂dk = ξk(d, Zhk , X0, X1, . . . , XH), ∀k ∈ ∪h∈[H]Uh. (6)
The users directly connected to the MBS decode their demanded file from X0 only. In other
words, for decoding functions ξk, k ∈ [Kmbs], we have
F̂dk = ξk(d, X0), ∀k ∈ U0. (7)
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Objective. We say that the pair (Rmbs,Rsbs) is said to be achievable for the memory constraint
M, if there exist encoding and decoding functions as defined above such that all possible
demand vectors can be delivered with delivery load pair (Rmbs,Rsbs) such that limB→∞ Pr[F̂dk 6=
Fdk , for some d or some k] = 0. We denote the achievable region as R. The goal is to charac-
terize the convex closure of the region R.
III. TOPOLOGY-AWARE FOG-RAN SYSTEMS: CONVERSE BOUND
In this section, we propose a novel converse bound for topology-aware Fog-RAN systems
with the outline/intuition on the proof. The details of the proof are given in Appendix A.
A. Main Results and Discussion
Recall that, without loss of generality, we have assumed L1 ≥ · · · ≥ LH > 0. Recall that LS
in (1) is the total occupancy number of the SBSs in S.
Theorem 1. For the (Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN system, an achievable (R?mbs,R?sbs)
must satisfy
R?mbs ≥ min{N,Kmbs}, R?sbs ≥ 0, (8a)
R?mbs + R
?
sbs ≥ Kmbs + min{L[s],N− Kmbs}
[
1− sM
N− Kmbs
]+
,∀s ∈ [H], if N > Kmbs, (8b)
R?mbs +
(
1− s
H
)
R?sbs ≥ Kmbs +
s
H
Ksbs
[
1− sM
N− Kmbs
]+
,∀s ∈ [H], if N ≥ K = Kmbs + Ksbs.
(8c)
R?mbs ≥ Kmbs + min{Ksbs,N− Kmbs}
[
1− HM
N− Kmbs
]+
, if N > Kmbs, (8d)
Our converse bounds can be interpreted as follows.
Bound (8a): The bound in (8a) trivially says that, when considering only the cache-less
users directly connected to the MBS (and neglecting all other users), the MBS must send in the
worst case either all the files in the library or one file per user, whichever is smaller.
Bound (8b): Intuitively the bound in (8b), which holds for N > Kmbs, can be interpreted
as follows. The worst-case overall load cannot be smaller than that of a genie-aided system in
which: (i) the users connected directly to the MBS request Kmbs different files, (ii) the users
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connected to an SBS request one file among the remaining N − Kmbs files; (iii) the cache
contents of the s most loaded SBSs are aggregated (for an overall cache size of sM files; that
cache serves a total of L[s] users), (iv) the demands of the users connected to the remaining
H − s least loaded SBSs are dismissed. Then the genie-aided system can be thought as the
following two systems in parallel: (S1) a single bottleneck-link system with N(S1) = Kmbs files,
serving K(S1) = Kmbs users with cache size M(S1) = 0 and each user making L(S1) = 1 requests;
this requires the transmission of R(S1) = K(S1) = Kmbs files; and (S2) a single bottleneck-link
system with N(S2) = N − Kmbs files, serving a K(S2) = 1 user with cache size M(S2) = sM
and the user making L(S2) = min{L[s],N − Kmbs} requests; this requires the transmission of
R(S2) files. If we straightforwardly use the cut-set idea in [1] to lower bound R(S2), we obtain
R(S2) ≥ L(S2)− M(S2)bN(S2)/L(S2)c as in [1, Theorem 2]. In this paper, we use Han’s inequlaity [31, Theorem
17.6.1] to get the bound R(S2) ≥ L(S2)
(
1− M(S2)
N(S2)
)
. Notice that in our bound the “floor operator”
from the cut-set bound has been removed. In addition, as it will be shown in Theorem 10, the
converse bound in (8b) can provide exact optimality results for some memory regime, while the
cut-set converse bound cannot.
Han’s inequality was used in [29] in order to strengthen the cut-set bound for the single
bottleneck-link caching problem with multiple requests, when each user demands the same
number of files (see the derivation of [29, Equation (45)] and the conditional entropies in [29,
Equation (45)] should be conditioned on the same quantity, which imposes that the number of
files demanded by each user is the same). Hence, the proof in [29] cannot be used in our problem
when the occupancy number of each SBS is not identical, because of the inherent asymmetry
of our problem. Therefore, the use of Han’s inequality in this paper is indeed novel.
Bound (8c): The bound in (8c) (which holds for N > Kmbs + Ksbs) can intuitively be
interpreted as the one in (8b). In (8c), we consider all subsets S with cardinality s, for some
s ∈ [H]. For each S , we also consider a genie aided system where the SBSs in S are aggregated
into a single cache that has to satisfy the demands of the users in ∪h∈SUh, while receiving
packets from the MBS and each SBS h′ ∈ [H] \ S. Hence, we can lower bound Rmbs(d) +∑
h6∈S Rh(d) by the desired files in this genie aided system. In addition, by using
(
H−1
s
)
Rsbs ≥∑
S⊆[H]:|S|=s
∑
h/∈S Rh(d), we can derive (8c).
Comparison between (8b) and (8c): In both cases, we consider a genie aided system where
the SBSs in S are aggregated into a single cache. In (8b), we use a fixed S = [s], for some
s ∈ [H]. The advantage is that we only consider the SBSs connected to largest numbers of
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users. However, the limitation is that we simply use Rsbs ≥
∑
h∈[H] Rh(d) ≥
∑
h6∈[s] Rh(d) when
s ∈ [H−1], and∑h6∈[s] Rh(d) ≥ 0 when s = H. In (8c), we consider all subsets S with cardinality
s, for some s ∈ [H], and use (H−1
s
)
Rsbs ≥
∑
S⊆[H]:|S|=s
∑
h/∈S Rh(d). However, the limitation is
that we need to consider all SBSs. By combining these ideas we obtain Theorem 1.
Bound (8d): If Ksbs ≤ N−Kmbs, the bound in (8d) trivially says that the worst-case overall
load cannot be smaller than that of a genie-aided system in which there is one user equipped
with the cached content of all SBSs, demanding the whole library and receiving packets from
the MBS. If Ksbs > N− Kmbs, (8d) can be directly obtained by letting s = H in (36).
Strengthening the Cut-set Bounds in Other Problems: Our strategy, which improves on the
cut-set converse bound by using Han’s inequality, can be directly used to remove the “floor
operator” in state-of-the-art cut-set converse bounds for other cache-aided networks, such as
for example the converse bound for single bottleneck-link caching system in [1], the converse
bounds for single bottleneck-link caching system with multi-requests in [28], [29], the converse
bound for single bottleneck-link caching system with heterogeneous cache sizes in [18], etc. An
advantage of our bound is that one can gain a factor of up to 2 in gap results by the removal of
the “floor operator” in the cut-set converse bounds.
Other Uses of Our Approach on Bounding D2D Load: The strategy of considering a “cut”
of caches S and bounding the load to these caches as ∑h/∈S Rh(d) (instead of using R?sbs(d),
which is equal to
∑
h∈[H] Rh(d)), was originally proposed in [29] for the D2D caching problem
with multi-requests. In [29], the authors only consider the case where the load from each cache
is the same (by the symmetry of their setting) such that one can readily obtain
∑
h/∈S Rh(d) ≤
H−|S|
H
R?sbs, for any S ⊆ [H]. The novelty in our work is to show a technique to deal with any
asymmetric D2D caching system.
On the Corner Points of the Converse Bound: In Fig. 2, we plot the outer bound region
in Theorem 1 for M = 5, H = 4, K = N = 20, Kmbs = 4, and Ksbs = 16 (with L1 = 6, L2 = 4,
L3 = 3, and L4 = 3). The (R?sbs,R
?
mbs) region has three corner points in this case, namely,
(R?sbs,R
?
mbs) ∈ {(0, 8.125), (2.25, 5.875), (6, 4)}. We identify two class of corner points: in the
first class, the load from the MBS is lowest possible, here R?mbs = min{N,Kmbs} = 4, while
in the second class, the load from the SBSs is lowest possible, here R?sbs = 0. In the following
sections, we shall design achievable schemes to approach those two classes of corner points,
15
0 1 2 3 4 5 6
R*
sbs
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
R
* m
bs
Fig. 2: The converse bound region (R?sbs,R?mbs) for a topology-aware Fog-RAN system with M = 5, H = 4,
K = N = 20, Kmbs = 4, L1 = 6, L2 = 4, L3 = 3, and L4 = 3.
which shall suffice to characterize the system performance to within a constant gap. It is part
of current work to try to “match” the other corner points of the converse region so as to further
reduce the gap.
Some Special Cases: We now consider some special cases.
Case N ≤ Kmbs. The proposed converse bound when N ≤ Kmbs gives R?mbs ≥ N and R?sbs ≥ 0
from (8a). For the worst-case demand, where the users in U0 demand the whole library of N files,
the optimal scheme is to let the MBS transmit all N files thus achieving (Rmbs,Rsbs) = (N, 0).
In this case there is no need for the SBS sidelink communication (and caches are useless), as
stated by the next theorem.
Theorem 2 (Exact Optimality for N ≤ Kmbs). For the (Kmbs,Ksbs,H,N,M) topology-aware
Fog-RAN system, when N ≤ Kmbs the optimal region has one single corner point given by
(R?mbs,R
?
sbs) = (N, 0).
Case H = 1 and N > Kmbs. In this case there is only one SBS and our Fog-RAN reduces
a single bottleneck-link model with two caches of heterogenous sizes, each serving multiple
requests. In Theorem 4 we shall show an optimal scheme for this case.
Case M ≥ N − Kmbs > 0. In this case, our converse region has a single corner point
(R?mbs,R
?
sbs) = (Kmbs, 0). In Theorem 5 we shall show the achievability of this region. In plain
words, if the MBS only broadcasts the files requested by its Kmbs connected users and the cache
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size of each SBS is such that it can store the “remaining” N−Kmbs files, then there is no need
of the SBS sidelink communication (by letting the MBS serve all requests).4
IV. TOPOLOGY-AWARE FOG-RAN SYSTEMS: NOVEL ACHIEVABLE SCHEME WITH
SYMMETRIC FILE SUBPACKETIZATION
This section considers topology-aware Fog-RAN systems, and is organized as follows. In
Section IV-A, we start by introducing an achievable region with symmetric file subpacketization,
and (order) optimality results by comparing the resulting achievable region with the converse
bound in Section III. The details of the proofs are given in subsequent subsections. We conclude
in Section IV-F with some numerical evaluations of the proposed regions.
A. Main Results and Discussion
As shown in Theorem 2, it is quite straightforward to achieve the optimal point (R?mbs,R
?
sbs) =
(N, 0) when N ≤ Kmbs. Hence, in the following we only consider the case N > Kmbs.
As anticipated before, we consider achievable schemes targeted to work at the two classes
of corner points by letting Rsbs = 0 and Rmbs = min{N,Kmbs}, respectively. In passing, we
notice that the former minimizes the sum load Rsbs + Rmbs since the caching gain of the single
shared broadcast link is larger than that of the SBS sidelink. The following achievable region
uses the symmetric file subpacketization as in the MAN scheme. The proof can be found in
Sections IV-B to IV-D.
Theorem 3 (Achievable region with symmetric file subpacketization). For the (Kmbs,Ksbs,H,N,M)
topology-aware Fog-RAN system with N > Kmbs, the lower convex envelope of the following
points is achievable
(M,Rmbs,Rsbs) =
(
t(N− Kmbs)
H
, Kmbs + min
{
min{N− Kmbs,Ksbs}(H− t)
H
,
∑
r∈[H−t] L
′
r
(
H−r
t
)(
H
t
) } , 0) ,
t ∈ [0 : H], (9)
(M,Rmbs,Rsbs) =
(
t(N− Kmbs)
H
, Kmbs, min
{
min{N− Kmbs,Ksbs}(H− t)
H− 1 ,
4 This result is not so trivial as it may appear, since the identity of the Kmbs broadcasted files is unknown in prior at the
time of cache placement. Therefore, some coding is needed in order to achieve such optimal performance as if the requests of
the Kmbs cache-less users were known in advance.
17
1(
H
t
) ∑
S⊆[H]:|S|=t+1
(
L′v1(S) +
1
t
[
L′vt+1(S) − L′v1(S) + L′vt(S)
]+ )
 , t ∈ [H], (10)
where for a set S the function v(·) sorts the elements in S in increasing order, i.e., v1(S) ≤
v2(S) ≤ . . . ≤ v|S|(S) and L′h := min{Lh,N− Kmbs} for each h ∈ [H].
By comparing the converse bound in Theorem 1 with the achievable region in Theorem 3 we
have the following (exact or approximate) optimality results.
When there is only one SBS, our Fog-RAN reduces a single bottleneck-link model (as there is
no SBS sidelink communication, i.e., R?sbs = 0) with two caches each serving multiple requests.
In particular, one cache of size M0 = 0 serves L0 = Kmbs requests, and another cache of size
Mt ∈ [0,N] served L1 = Ksbs requests. For this model we have exact optimality as stated next.
Theorem 4 (Exact Optimality for H = 1 and N > Kmbs). For the (Kmbs,Ksbs,H = 1,N,M)
topology-aware Fog-RAN system with a single SBS, for N > Kmbs the optimal load is R?mbs ≥
Kmbs + min{Ksbs,N− Kmbs}
[
1− M
N−Kmbs
]+
achieved by Theorem 3.
Proof: The proof is rather straightforward. The converse follows from (8d) (here H = 1),
while the achievability follows by memory-sharing between the points in (9) for t = 0 and t = 1.
The result in Theorem 4 is a generalization of the line of work on single bottleneck-link systems
with two caches of different size, each serving one user [24], [25]. The generalization is to the
case where each cache receives multiple requests, and one cache has size zero. The general
problem of a single bottleneck-link system with heterogenous cache sizes and with multiple
requests is open beyond the case L0 = L1 = 1 [24], [25].
The next exact optimality result says that no SBS sidelink communication is needed if the
cache size at each SBS is enough to store N− Kmbs files.
Theorem 5 (Optimality for N > Kmbs and M ≥ N−Kmbs). For the (Kmbs,Ksbs,H,N,M) topology-
aware Fog-RAN system with N > Kmbs and M ≥ N − Kmbs, the optimal region has a single
corner point given by (R?mbs,R
?
sbs) = (Kmbs, 0), achieved by Theorem 3.
Proof: The proof is rather straightforward.
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Converse. under the conditions of the theorem, the converse region has a single corner point,
namely (R?mbs,R
?
sbs) = (Kmbs, 0) (because we have R
?
mbs ≥ min{N,Kmbs} = Kmbs,R?sbs ≥ 0
from (8a), and R?mbs + R
?
sbs ≥ Kmbs from (8b)).
Achievability. use t = 1 in (9). Intuitively, in this regime, the proposed inter-file coded
placement in Theorem IV-B is such that each SBS can decode the whole library after receiving
the Kmbs files broadcasted by the MBS, and can thus satisfy any requests from its connected
users (and in this regime the optimal region does not depend on how many users are connected
to each SBS, or on how many SBSs are present, as long as they have enough cache size).
At this point we have exact optimality, except for
H ≥ 2, N > Kmbs, M < N− Kmbs, (11)
for which we shall develop multiplicative gap results next.
By comparing Theorems 1 and 3, we have the following order optimality results for N ≤
Kmbs +L1 (where L1 is the occupancy number of the most loaded SBS). The proof can be found
in Appendix B.
Theorem 6 (Order Optimality for Kmbs < N ≤ Kmbs + L1 within the parameter set in (11)). For
the (Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN system with Kmbs < N ≤ Kmbs+L1 and within
the parameter set in (11), the caching scheme in Theorem 3 is order optimal to within a factor
no larger than 2. More precisely, for any (M,R?mbs,R
?
sbs) in the converse region of Theorem 1,
the caching scheme in Theorem 3 achieves (M,R?mbs,
H
H−1R
?
sbs), where
H
H−1 ≤ 2 for H ≥ 2 .
We note that the gap in Theorem 6 is the largest for H = 2 SBSs, and approaches one when
the number of SBSs is large.
Finally, for N > Kmbs + L1 (where L1 is the occupancy number of the most loaded SBS) we
have the following order optimality results. The proofs can be found in Appendices C and D,
respectively.
Theorem 7 (Order Optimality for N > Kmbs + L1 within the parameter set in (11)). For the
(Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN system with N > Kmbs + L1 and within the
parameter set in (11), the caching scheme in Theorem 3 is order optimal to within a factor
of 2g, where g := min
{
H, N−Kmbs
M
}
. More precisely, for any (M,R?mbs,R
?
sbs) in the converse
region of Theorem 1, the caching scheme in Theorem 3 can achieve (M, 2g R?mbs, 2g R
?
sbs).
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From Theorem 7, we see that the worst factor approximation is for the “very low” cache size
M < N−Kmbs
H
where that gap is bounded by H. The gap is decreasing in M for N−Kmbs
H
< H <
N−Kmbs; for M ≥ N−Kmbs we have exact optimality result from Theorem 5. We try to partially
remedy this, by deriving a constant gap result for the case where the occupancy number of each
SBS is identical.
Theorem 8 (Order Optimality for N > Kmbs + L1 and symmetric SBS occupancy numbers)
within the parameter set in (11)). For the (Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN system
within the parameter set in (11), with in addition Lh = L for all h and N > Kmbs + L, the
caching scheme in Theorem 3 is order optimal to within a factor of 22. More precisely, for
any (M,R?mbs,R
?
sbs) in the converse region of Theorem 1, the caching scheme in Theorem 3 can
achieve (M, 22R?mbs, 22R
?
sbs).
B. Inter-file Coded Cache Placement and Prototype Delivery
The proposed achievable scheme achieving the region in Theorem 3 for N > Kmbs works as
follows.
Inter-file Coded Cache Placement: Let t ∈ [0 : H]. Partition each file Fi, i ∈ [N], into
(
H
t
)
equal-length subfiles of size B/
(
H
t
)
bits. Denote the i-th file as Fi = {Fi,W :W ⊆ [H], |W| = t}.
Define
FW := {Fi,W : i ∈ [N]}, ∀W ⊆ [H] : |W| = t, (12)
as the set that contains the BN/
(
H
t
)
bits, which will be placed coded in the caches of the SBSs
indexed by W . Each SBS h ∈ [H] caches |FW |(1 − Kmbs/N) random linear combinations 5 of
all bits in FW in (12) if h ∈ W , thus needing a cache of size
M =
(
H− 1
t− 1
)
(N− Kmbs)/
(
H
t
)
= t
N− Kmbs
H
. (13)
5Instead of random linear combinations, the proposed inter-file coded cache placement could also be achieved by using the
parity check matrix of MDS code as in [24], [25] or Cauchy matrix as in [38]. These matrices, with dimension m1×m2 where
m1 ≤ m2, have the properties that every m1 columns are linearly independent. In this paper, for the sake of simplicity, we
use random linear combinations. Using random linear combinations comes with a caveat. We can partition each subfile into
equal-length symbols over some finite field. Since B is as large as desired, the above random linear combinations are linearly
independent with high probability if operations are on a finite field of sufficiently large size.
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Delivery Phase: We first satisfy the demands of the users in U0 while letting each SBS
h ∈ [H] recover all bits in FW in (12) if h ∈ W (which requires receiving |FW |Kmbs/N linear
combinations of all the bits in FW). If some users are not yet satisfied after this, we then let the
MBS broadcast some random linear combinations of all bits of the files desired by these users.
More precisely, let
Dmbs(d) := ∪k∈U0{dk} (14)
be the files demanded by the users directly served by the MBS, and
Dsbs(d) :=
( ∪h∈[H],k∈Uh {dk})\Dmbs(d) (15)
be the files demanded exclusively by the users served by some SBS. We distinguish two cases.
• Case 1: If |Dsbs(d)|+ |Dmbs(d)| ≤ Kmbs. In this case the delivery has a single step.
We let the MBS broadcast all the files in Dmbs(d) (so that each user in U0 can recover its
desired file), and all the files in Dsbs(d) (so that all the remaining users can receive their
demanded file by the SBS to which they connect). The delivery is finished. The loads are
Rmbs(d) = Kmbs = min{N,Kmbs} and Rsbs(d) = 0.
• Case 2: if |Dsbs(d)|+ |Dmbs(d)| > Kmbs. In this case the delivery has two steps.
Case 2.Step 1: we let the MBS broadcast all the files in Dmbs(d), and Kmbs − |Dmbs(d)|
files in Dsbs(d). This enables each user in U0 to recover its desired file, each SBS h ∈ [H]
to recover all the bits in FW in (12) if h ∈ W , and some users connected to an SBS to
recover its desired file. The delivery is however not finished. Define D′sbs(d) as the set of
demanded files in Dsbs(d), which have not been transmitted in Case 2.Step 1.
Case 2.Step 2: There are various ways in which the files in D′sbs(d) can be delivered. We
shall propose in the following subsections some delivery methods that collectively prove
Theorem 3.
C. Case 2.Step 2 for (9): No SBS Sidelink Communication Takes Place
We introduce two approaches, where in the first one the MBS transmits some random linear
combinations of the files in D′sbs(d), and in the second one we use the single bottleneck-link
caching scheme with shared caches in [26] to deliver the files in D′sbs(d).
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a) Case 2.Step 2.Approach 1 for (9): Since each SBS h ∈ [H] has recovered FW if h ∈ W
where |W| = t, SBS h has recovered (H−1
t−1
)
B/
(
H
t
)
= tB/H bits of each file in D′sbs(d). We let
the MBS transmit
(
H−1
t
)
B/
(
H
t
)
= B(1−t/H) random linear combinations of each file in D′sbs(d),
such that each SBS can recover each file in D′sbs(d) and forward it to the demanding users.
The worst case is when |Dmbs(d)| = Kmbs and |Dsbs(d)| = min{N − Kmbs,Ksbs}, and the
loads are
Rmbs(d) = Kmbs +
min{N− Kmbs,Ksbs}(H− t)
H
, Rsbs(d) = 0, ∀t ∈ [0 : H]. (16)
It will be shown in Appendix B that, for N− Kmbs ≤ L1, Approach 1 is optimal.
b) Case 2.Step 2.Approach 2 for (9): For each SBS h ∈ [H], if several users connected
to SBS h have the same demand, we consider them as one user. We let U ′h be the set of users
connected to SBS h ∈ [H] whose demanded files are distinct and in D′sbs(d). The delivery
contains maxh∈[H] |U ′h| rounds. In each round j, we pick one unpicked user connected to each
SBS h ∈ [H] if still any; denote the set of picked users as Kj , and the user in Kj connected to
SBS h ∈ [H] as kj(h). We let the MBS broadcast the MAN-type multicast messages
⊕
h∈S
Fdkj(h),S\{h}, ∀S ⊆ [H] where |S| = t+ 1, (17)
so as each SBS h can recovers Fdkj(h) and then forwards it to user kj(h).
Recall that L′h := min{Lh,N− Kmbs} for each h ∈ [H]. The worst case is when |Dmbs(d)| =
Kmbs and |U ′h| = L′h for each h ∈ [H], and the loads are
Rmbs(d) = Kmbs +
∑
r∈[H−t] L
′
r
(
H−r
t
)(
H
t
) , Rsbs(d) = 0, ∀t ∈ [0 : H] (18)
as in (9), where the computation of Rmbs(d) in (18) is the same as in [26, Equation (29)].
By combining the achieved loads in (16) and (18), we prove (9).
Remark 1 (Improvement for L1 < N−Kmbs < Ksbs). When Kmbs+L1 < N < Kmbs+Ksbs = K, we
can improve the scheme leading to (18) by further leveraging intrinsic multicast opportunities. In
each round, instead of using the MAN multicast messages, we can use the caching scheme [3],
similarly to the delivery schemes in [27], [39], [40]. More precisely, we choose one leader
user among the picked users for each demanded files in this round, and each multicast message
in (17) is transmitted if in there is at least one SBS in S connected to some leader.
The achieved load depends on how we divide the users for the various rounds. There are
many ways to partition users into groups, such as for example the greedy search method based
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on the best division as proposed in [39] (which is extremely complex), or the random division
as proposed in [27], [40]. It is generally very hard to obtain a closed form expression for the
achieved loads in these cases. Thus, in this paper, we stick to the MAN multicast messages
scheme for each round, possibly forging some saving in number of transmissions, but instead
obtaining a closed form expression for the loads that we shall use next for our optimality results.
D. Case 2.Step 2 for (10): the SBS Sidelink Communication Takes Place
We introduce two approaches, where in the first one the SBSs transmit some random linear
combinations of the files in D′sbs(d), and in the second one we propose a novel D2D delivery
scheme to deliver the files in D′sbs(d) through the SBS sidelink. The latter can be applied to the
D2D caching scenario with shared caches.
a) Case 2.Step 2.Approach 1 for (10): For each subfile Fi,W where i ∈ D′sbs(d), W ⊆ [H],
and |W| = t, we partition Fi,W into t equal-length sub-pieces, Fi,W = {Fi,W,h1 : h1 ∈ W}, where
each sub-piece has B
(Ht)t
bits. For each file Fi where i ∈ D′sbs(d), we let each SBS h ∈ [H] transmit
(H−2t−1)
(Ht)t
B random linear combinations of all (
H−1
t−1)
(Ht)t
B bits in {Fi,W,h :W ⊆ [H], |W| = t, h ∈ W}.
Each SBS h2 ∈ [H] knows (
H−2
t−2)
(Ht)t
B bits in {Fi,W,h : W ⊆ [H], |W| = t, {h, h2} ⊆ W} for
any h ∈ [H] \ {h2}. In addition, SBS h2 receives (
H−2
t−1)
(Ht)t
B random linear combinations of all
(H−1t−1)
(Ht)t
B bits in {Fi,W,h :W ⊆ [H], |W| = t, h ∈ W}. Hence, SBS h2 can recover {Fi,W,h :W ⊆
[H], |W| = t, h ∈ W}. Considering all h ∈ [H] \ {h2}, it can be seen that SBS h2 can recover
Fi and the forward it to the demanding user.
The worst case is when |Dmbs(d)| = Kmbs and |Dsbs(d)| = min{N − Kmbs,Ksbs}, and the
loads are
Rmbs(d) = Kmbs, Rsbs(d) = min{N− Kmbs,Ksbs}H
(
H−2
t−1
)(
H
t
)
t
, ∀t ∈ [H]. (19)
Note that the sum of the loads in (19) is a factor H
H−1 larger than in (16).
b) Case 2.Step 2.Approach 2 for (10): We here propose a novel D2D delivery scheme to
deliver the files in D′sbs(d). Our key idea is illustrated by the following example.
Example 1. We focus on the network illustrated in Fig. 1 with H = 3, Ksbs = 4, Kmbs = 2,
N = 6 and M = 8/3. Hence, we have t = H M
N−Kmbs = 2.
In the cache placement phase, we partition each file Fi into
(
H
t
)
= 3 equal-length subfiles,
Fi = {Fi,{1,2}, Fi,{1,3}, Fi,{2,3}} and each subfile has B/3 bits. We let each SBS h ∈ [H] cache
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B(N− Kmbs)/
(
H
t
)
= 4B/3 random linear combinations of all bits in F{h,h1}, where h1 ∈ ([H] \
{h}). It can be seen that each SBS caches 8B/3 bits, satisfying the cache size constraint.
Assume d = (1, 2, 3, 4, 5, 6). In the first step of the delivery phase, we let the MBS broadcast
F5 and F6 so that the users in U0 = {5, 6} can recover their desired files. Simultaneously, each
SBS h ∈ [H] can recover F{h,h1}, where h1 ∈ ([H] \ {h}).
In the second step, if we use the second approach in Section IV-C (equivalent to the single
bottleneck-link caching scheme with shared caches in [26]) we have two rounds of transmissions:
in the first round, the MBS serves the group of users {2, 3, 4} by broadcasting F2,{2,3}⊕F3,{1,3}⊕
F4,{1,2}, and in the second round the group of users {1} by sending F1,{2,3}; hence, the load in the
second step is 2×1/3 = 4/6. We can extend this scheme to the SBS sidelink communication by
splitting each subfile used in the first round into two non-overlapping and equal-length pieces,
i.e., Fi,{h1,h2} = {Fi,{h1,h2},h1 , Fi,{h1,h2},h2}. We then let SBS 1 transmit F3,{1,3},1 ⊕ F4,{1,2},1,
SBS 2 transmit F2,{2,3},2 ⊕ F4,{1,2},2, and SBS 3 transmit F2,{2,3},3 ⊕ F3,{1,3},3; finally we let
SBS 2 transmit F1,{2,3}; hence, the SBS sidelink load in the second step is 3× 1/6 + 1/3 = 5/6.
The question is whether one can achieve the “single bottleneck-link” load of 4/6 in a “D2D”
fashion. The answer is positive and the key is to change the grouping of the users. Consider
groups {2, 3} and {1, 4}. To serve the users in {2, 3}, we let SBS 3 transmit F2,{2,3} ⊕ F3,{1,3}.
To serve the users in {1, 4}, we let SBS 2 transmit F1,{2,3} ⊕ F4,{1,2}. Hence, the load in the
second step achieved by the new grouping method is 1/3 + 1/3 = 4/6.
The achievable triple with the new grouping method is (M,Rmbs,Rsbs) = (8/3, 2, 2/3). Theo-
rem 1 shows the optimality of this triple, e.g., there does not exist a caching scheme achieving
(8/3,R′mbs,R
′
sbs), where R
′
mbs < 2 and R
′
sbs = 2/3, or R
′
mbs = 2 and R
′
sbs < 2/3. 
We are now ready to generalize Example 1. The main idea is to partition the users into groups
to achieve the largest possible “multicasting gain” when transmitting each subfile from an SBS.
To avoid heavy notation, assume |U ′i | ≥ |U ′j| for any 1 ≤ i < j ≤ H (else consider a suitable
permutation of the SBS indices).
We focus on each set S ⊆ [H] of cardinality |S| = t+ 1, and we aim to let each user k ∈ U ′h
to recover Fdk,S\{h}, for each h ∈ S . We partition the users connected to the SBSs in S into
|U ′v1(S)| groups as in Section IV-C, where in each group we pick one unpicked user connected
to each SBS h ∈ S if still any. Recall for a set S the function v(·) sorts the elements in S in
increasing order, i.e., v1(S) ≤ v2(S) ≤ . . . v|S|(S).
24
Since each SBS in S is connected to at least |U ′vt+1(S)| users whose demands are in D′sbs(d), it
can be seen that each group with index in [|U ′vt+1(S)|] contains t+1 users. Similarly, each group in
[|U ′vt+1(S)|+1 : |U ′vt(S)|] contains exactly t users and each group in [|U ′vt(S)|+1 : |U ′v1(S)|] contains
strictly less than t users. We start with the partition of the users into groups as in Section IV-C; if
there are groups with different sizes we proceed as follows. If |U ′vt+1(S)| ≤ |U ′v1(S)|−|U ′vt(S)|, from
each group g ∈ [|U ′vt+1(S)|], we move the user connected to SBS vt+1(S) to group |U ′vt(S)| + g;
otherwise, from each group g ∈ [|U ′v1(S)|− |U ′vt(S)|], we move the user connected to SBS vt+1(S)
to group |U ′vt(S)|+ g. 6
Recall that the SBS to which user k is connected is denoted by hk. Next, we generate coded
packets for each group as follows.
• Case A: If group g of set S contains t+1 users, for each user k in group g, we partition each
subfile Fdk,S\{hk} into t equal-length pieces, Fdk,S\{hk} =
{
Fdk,S\{hk},h : h ∈ (S \ {hk})
}
.
Each SBS h ∈ S transmits
⊕
k is in group g:hk 6=h
Fdk,S\{hk},h. (20)
Hence, the transmitted load for group g is t+1
(Ht)t
. Notice that there are
[
|U ′vt+1(S)| − |U ′v1(S)|+ |U ′vt(S)|
]+
such groups for set S.
• Case B: If group g of set S contains strictly less than t+ 1 users, we can choose one SBS
h ∈ S not serving any users in group g, and let it transmit
⊕
k is in group g
Fdk,S\{hk}. (21)
Hence, the transmitted load for group g is 1
(Ht)
. The total transmitted load for set S is
|U ′v1(S)|+
[
|U ′vt+1(S)| − |U ′v1(S)|+ |U ′vt(S)|
]+
/t(
H
t
) . (22)
After considering all the subsets S ⊆ [H] with cardinality |S| = t+ 1, each SBS can decode
the files which its connected users demand and then forward the demanded files to its connected
users. The worst case is when |Dmbs(d)| = Kmbs and |U ′h| = L′h for each h ∈ [H].
Combining the two approaches, we prove (10).
6 Let us see how this grouping algorithm gives what we used in Example 1. In Example 1, we have v1(S) = 1, vt(S) = 2,
and vt+1(S) = 3. Originally, in group 1 we have users {2, 3, 4}, and in group 2 we have user {1}. Since |U ′vt+1(S)| = 1 ≤
(|U ′v1(S)| − |U ′vt(S)|) = 1, we move user 4 connected to SBS 3 to group 2, as we did in the example.
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E. Application to the Single Bottleneck-link Caching Problem with Heterogeneous Cache Sizes
We can extend the inter-file coded cache placement and the above delivery scheme to the
single bottleneck-link caching problem with heterogeneous cache sizes, where there exist some
users without cache. In this setting, assume the library has N files and there are in total K users,
Kmbs of which do not have cache.
For any caching scheme with uncoded cache placement which is symmetric across the N
files (e.g., the caching schemes in [18]–[22]), we partition each file Fi into subfiles as Fi =
{Fi,W :W ⊆ [K]}, where Fi,W represents the bits exclusively cached by users in W , where by
“symmetry” we mean that |Fi,W | = |Fj,W | for any i, j ∈ [N]. To meet the cache size constraints
we must have
∑
i∈[N]
∑
W⊆[K]:k∈W |Fi,W | ≤ MkB, for each user k ∈ [K].
In this problem, there are Kmbs users without cache and thus the server must transmit the
whole files demanded by them. So we can use the proposed inter-file coded cache placement
to leverage those transmissions. We thus propose to let user k store MkB(N−Kmbs)/N random
linear combinations of all bits in {Fi,W : i ∈ [N],W ⊆ [K], k ∈ W}. In the delivery phase, let
D0(d) be the files demanded by the Kmbs users without cache, and D1(d) be the files demanded
exclusively by the users equipped with cache. If |D0(d)| + |D1(d)| ≤ Kmbs, we let the server
broadcast all the files in D0(d)∪D1(d) and the delivery is finished; otherwise, we let the server
broadcast all the files in D0(d), and Kmbs − |D0(d)| files in D1(d). Hence, each user k can
recover all bits in {Fi,W : i ∈ [N],W ⊆ [K]} if k ∈ W . We then use the corresponding delivery
phase of the original caching scheme to let the remaining users recover their desired files.
In conclusion, with our inter-file coded cache placement, we can achieve the same worst-cast
load but with a lower memory size M′k = Mk(N−Kmbs)/N compared to the needed memory size
Mk of the original caching scheme with uncoded cache placement, for any user k ∈ [K]. Instead,
if an uncoded cache placement is used (e.g., [17], [32]), the files transmitted to the Kmbs users
without cache cannot help the SBSs “increase” their cache size (i.e., decode coded contents in
their caches).
Notice that compared to the MDS inter-file coded cache placement proposed in [24], [25],
which works with their proposed delivery schemes for single bottleneck-link caching systems
with two and three users, respectively, our inter-file coded cache placement can be used in any
caching scheme with symmetric cache placement for any single bottleneck-link caching system
where there exist some users without cache.
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Fig. 3: Performance of a topology-aware Fog-RAN system with H = 4, Ksbs = 16, Kmbs = 4, and N = 20.
F. Numerical Evaluations
We provide numerical evaluations of the proposed caching scheme with symmetric subpack-
etization. In Fig. 3, we consider the network with H = 4, Ksbs = 16, Kmbs = 4, N = 20, L1 = 6,
L0 = 4, L3 = 3 and L4 = 3. We first fix Rsbs = 0 and plot the memory-load tradeoff (M,Rmbs).
Fig. 3a shows the proposed scheme in (9), outperforms the caching scheme based on the “MAN
Placement" without inter-file coded cache placement (as the cache placemen phase in [17]) and
the delivery scheme in [26]. When M ≥ 12, the proposed single bottleneck-link scheme in (9)
is exactly optimal.
We then fix Rmbs = Kmbs = 4 and plot the memory-load tradeoff (M,Rsbs) in Fig. 3b. From (8a)
and (8d), we see that in order to have R?mbs = min{N,Kmbs} = Kmbs, we need HM ≥ N−Kmbs.
Hence, we must have M ≥ N−Kmbs
H
= 4. To compare the proposed caching scheme, we also plot
other caching schemes with “MAN Placement" (without inter-file coded cache placement) or
with “Direct D2D Delivery" (the D2D delivery scheme with shared caches by directly extending
the single bottleneck-link delivery scheme with shared caches in [26]). It can be seen that the
novel D2D caching scheme in (10) outperforms the other schemes. When M ≥ 12, the proposed
D2D caching scheme is also exactly optimal. In other words, if M ≥ 12, both of the proposed
single bottleneck-link caching scheme in (9) and the D2D caching scheme in (10) are optimal.
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V. TOPOLOGY-AWARE FOG-RAN SYSTEMS: IMPROVED CACHING SCHEME WITH
ASYMMETRIC FILE SUBPACKETIZATION
The proposed inter-file coded cache placement in Theorem 3 uses the MAN symmetric file
subpacketization of [1]. The proposed placement with such file subpacketization is topology-
partially-agnostic (i.e., it only uses the value of Ksbs which is the total number of users connected
to some SBS). In the following example, we show that we can improve on Theorem 3 by a file
subpacketization that is topology-aware.
Example 2. We focus on the network illustrated in Fig. 1 with H = 3, Ksbs = 4, Kmbs = 2,
N = 6 and M = 2. With Rsbs = 0, the scheme in Theorem 3 yields the triple (M,Rmbs,Rsbs) =
(2, 19/6, 0). We will improve on it as follows.
Placement Phase: We partition each file Fi, i ∈ [N], into two equal-length subfiles as Fi =
{Fi,{1}, Fi,{2,3}}. Each subfile has B/2 bits. We let SBS 1 cache 2B random linear combinations
of all bits in {Fi,{1} : i ∈ [N]}. We also let each of SBS 2 and SBS 3 cache 2B random linear
combinations of all bits in {Fi,{2,3} : i ∈ [N]}.
Delivery Phase: Assume d = (1, . . . , 6). We first let the MBS broadcast F5 and F6 to satisfy
the demands of users 5 and 6 directly connected to the MBS. Simultaneously, SBS 1 can recover
all bits in {Fi,{1} : i ∈ [N]}, and SBS 2 and SBS 3 can recover all bits in {Fi,{2,3} : i ∈ [N]}.
We then let the MBS broadcast F1,{2,3} ⊕ F3,{1} to satisfy the demands of users 1 and 3, and
broadcast F2,{2,3}⊕F4,{1} to satisfy the demands of users 2, 4. So we achieve the memory-loads
triple (2, 3, 0). By the converse bound in Theorem 1 with s = 1, this memory-loads point is
optimal. 
This section is organized as follows. In Section V-A we state our results with asymmetric file
subpacketization. The details of the proofs are given in subsequent subsections. We conclude in
Section V-C with some numerical evaluations of the proposed regions.
A. Main Results and Discussion
In this section we consider the case where N ≥ Kmbs only, with the aim to improve on the
achievable bounds and the optimality results in Section IV-A. The main idea is come up with
schemes that employ an asymmetric file subpacketization that is topology-aware. We start with
a definition.
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Definition 1 (Topology-aware G-way partition). For an integer G ∈ [H], we say that Φ =
{GΦ1 , . . . ,GΦG} is a G-way partition of [H] if it partitions [H] into G subsets/groups such that∑
h∈GΦi Lh ≥
∑
h∈GΦj Lh for i ≤ j. The set of all the G-way partitions is denoted by QG, for
each integer G ∈ [H].
The main idea is to group the SBSs by a G-way partition and to let each SBS in the same
group have the same cache content. Notice that for any network, there always exists a H-way
partition, where each group contains a single SBS and L1 ≥ · · · ≥ LH.
Definition 2 (Aggregate occupancy number). For each G-way partition Φ and each subset of
groups S ⊆ [G], we sort by the total occupancy number of the SBSs in each group in a descending
order, as (q1(Φ,S), . . . , q|S|(Φ,S)) where q1(Φ,S) := maxg∈S
∑
j∈GΦg Lj and q|S|(Φ,S) :=
ming∈S
∑
j∈GΦg Lj . We also define for each j ∈ |S|,
q′j(Φ,S) := min{qj(Φ,S),N− Kmbs}.
Theorem 9 (Achievable region with asymmetric file subpacketization). For the (Kmbs,Ksbs,H,N,M)
topology-aware Fog-RAN system with N ≥ Kmbs, the lower convex envelop of the following corner
points is achievable
(M,Rmbs,Rsbs) =
(
t(N− Kmbs)
G
, Kmbs + min
Φ∈QG
∑G−t
r=1 q
′
r(Φ, [G])
(
G−r
t
)(
G
t
) , 0) , (23)
(M,Rmbs,Rsbs) =
(t(N− Kmbs)
G
, Kmbs, min
Φ∈QG
∑
S⊆[G]:|S|=t+1
q′1(Φ,S) + 1t
[
q′t+1(Φ,S)− q′1(Φ,S) + q′t(Φ,S)
]+(
G
t
) ),
(24)
(M,Rmbs,Rsbs) =
(N− Kmbs
H
, Kmbs, min{N− Kmbs,Ksbs}
)
, (25)
for all t ∈ [G] and all G ∈ [H].
The proofs of (23) and (24) can be found in Section V-B, while (25) is achieved by the first
approach in Section IV-D by letting t = 1.
Corollary 1. The achievable region in Theorem 9 contains the one in Theorem 3.
Proof: It can be seen that if G = 1, the scheme in (23) achieves the same region as
the first approach in Section IV-C. By memory-sharing between (25) and (M,Rmbs,Rsbs) =
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(N − Kmbs,Kmbs, 0), we achieve the the same region as the first approach in Section IV-D. In
addition, if G = H, the scheme in Theorem 9 achieves the same region as the second approaches
in Sections IV-C and IV-D.
From Theorem 9, with the knowledge of the network topology and the memory size, we
can compute the achieved loads of all possible partitions, and thus we can choose the best G-
way partition leading to the minimal load. As a result, asymmetric subpacketizations improve
the symmetric MAN subpacketization. This is due to the network asymmetry; if we use MAN
symmetric subpacketization and the multi-rounds MAN delivery, in some rounds some multicast
messages of the form (17) are not “full” (some subfiles in the binary sum do not exist) and this
reduces the coded caching gain. However, the grouping method proposed in this paper “balances”
the number of users accessing each cache and reduce the load. The complexity on evaluation
Theorem 9 depends on the number of possible partitions, while for each partition the evaluation
is very simple.
From the achievable scheme in Theorem 9, we can derive the following optimality result,
whose proof can be found in Appendix E.
Theorem 10 (Exact optimality for (23)). For the (Kmbs,Ksbs,H,N,M) topology-aware Fog-RAN
system with N ≥ Kmbs + L1, if there exists a G-way partition Φ such that GΦ1 = {1}, the
achievable triplet (M,Rmbs,Rsbs) is exactly optimal with M ≥
(
1− 1
G
)
(N− Kmbs), thus giving
R?mbs = Kmbs + L1
(
1− M
N−Kmbs
)
and R?sbs = 0.
Note that, since a H-way partition always exists, the achieved load in (23) is exactly optimal
when M ≥ (1− 1/H)(N− Kmbs) for any topology with N ≥ Kmbs + L1.
Similarly, by comparing the achievable scheme in Theorem 9 and the converse bound in The-
orem 1, we have the following order optimality result, whose proof can be found in Appendix F.
Theorem 11 (Order optimality for Theorem 9). For the (Kmbs,Ksbs,H,N,M) topology-aware
Fog-RAN system with N ≥ Kmbs +L1, if there exists one G-way partition Φ such that GΦ1 = {1},
for any (M,R?mbs,R
?
sbs) in the converse region with M ≥
(
1− 1
G
)
(N−Kmbs), the caching scheme
in Theorem 9 can achieve the triplet
(
M,R?mbs,
G
G−1R
?
sbs
)
.
Remark 2 (On the sub-optimlaity of MAN subpacketization for the single bottleneck-link
caching problem with shared caches in [26]). Theorem 9 for Kmbs = 0 gives an achievable
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region for the single bottleneck-link problem with shared caches with uncoded cache placement
as studied in [26]. By Theorem 10 for Kmbs = 0, our scheme is exactly optimal in large memory
size regime. This implies that the scheme in [26], which was proved to be optimal under the
constraint of uncoded cache placement and of placement that is independent of the network
topology (i.e., the placement cannot depend on the occupancy number of each cache), is strictly
suboptimal. For example, in Example 2 with Kmbs = 0, our scheme achieves the optimal load
equal to 2 when M = 2, while the scheme in [26] only achieves 19/6. In general, if the knowledge
of the occupancy number of each cache is known a priori and can be used in the design of the
caching placement, improvements over the “topology-agnostic” scheme in [26] are possible.
Remark 3 (On reduce the subpacketization level while achieving optimal load). Dividing users
into groups and letting the users in the same group have the same cache content was origi-
nally proposed in [41] for the single bottleneck-link caching problem in order to reduce the
subpacketization level at the expense of a higher load compared to the original MAN scheme.
In this paper, we showed that for “asymmetric” cache-aided networks, one can come up with a
grouping strategy that reduces the subpacketization level while it still achieves the optimal load;
this cannot be achieved by the MAN symmetric placement (because the converse bound on the
load under the constraint of the MAN placement was given in [26]).7
We can compare the subpacketization levels of the proposed placement and the MAN placement
used in [26]. Consider a G-way partition, memory size M, and integers t1 = HM/N and t2 =
GM/N. The subpacketization level of the MAN placement used in [26] is
(
H
HM/N
)
, which is
strictly higher than the subpacketization level of the proposed asymmetric placement which is(
G
GM/N
)
if G < H. Assume H  M/N and G  M/N, it can be seen that ( H
HM/N
)
/
(
G
GM/N
) ≈
(Ne/M − 0.5e)(H−G)M/N by the Stirling’s formula (e is the Euler’s number), which is a large
multiplicative gap.
B. Proof of Theorem 9
Placement Phase: Consider a G-way partition Φ, for some G ∈ [H]. For M = t(N−Kmbs)
G
where t ∈ [0 : G], we partition each file Fi, i ∈ [N], into
(
G
t
)
equal-length subfiles Fi = {Fi,W :
7Similar phenomenon using efficient grouping strategy to reduce the subpacketization level while maintaining the optimal
load achieved by the MAN placement, has also been found in D2D caching networks [42]. Different from the work in [42], we
also show the grouping strategy can achieve a strictly lower load than the MAN placement.
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W ⊆ [G], |W| = t}. Thus each subfile has B/(G
t
)
bits. Recall that FW := {Fi,W : i ∈ [N]}, for
each W ⊆ [G] where |W| = t. It can be seen that FW contains BN/
(
G
t
)
bits. For each g ∈ [G],
we then let each SBS h ∈ GΦg cache the same |FW |(N − Kmbs)/N random linear combinations
of all bits in FW for each W ⊆ [G] where |W| = t and g ∈ W . Hence, it can be seen that each
SBS caches
(
G−1
t−1
)
B(N−Kmbs)/
(
G
t
)
= Bt(N−Kmbs)/G bits, satisfying the cache size constraint.
Delivery Phase: Since the SBSs in the same group have the same cache content, the system
is equivalent to one where all users connected to the SBSs in the same group are connected
to a single virtual SBS. Hence, we can use the delivery phase described in Section IV-C to
achieve (23), and use the delivery phase in Section IV-D to achieve (24).
C. Numerical Evaluations
We conclude with some numerical results.
In Fig. 4, we consider the network with H = 6, N = 70, Kmbs = 10, Ksbs = 60 (in particular,
L1 = 20, L2 = 20, L3 = 8, L4 = 6, L5 = 4 and L6 = 2). We first fix Rsbs = 0 and plot
the memory-load tradeoff (M,Rmbs) in Fig 4a. We can see that the proposed inter-file coded
cache placement with the novel file subpacketization in (23) outperforms the other schemes. In
addition, it can also be seen that when M ≥ 40, the proposed single bottleneck-link scheme
in (23) is optimal. We then fix Rmbs = Kmbs = 10 and plot the memory-load tradeoff (M,Rsbs)
in Fig 4b. We can see that the proposed inter-file coded cache placement with the novel file
subpacketization in (24) outperforms the other schemes. In addition, it can also be seen that
when M ≥ 45, the D2D scheme in (24) is optimal. In other words, if M ≥ 45, both of the
proposed single bottleneck-link caching scheme in Theorem 9 and the D2D caching scheme in
Theorem 9 are optimal.
In Fig. 5 we consider the network with H = 30, N = 360, Kmbs = 0, Ksbs = 360 (with Lh = 30
for h ∈ [10], and Lh = 3 for h ∈ [11 : 30]). We choose a 12-way partition Φ where GΦi = {i} for
i ∈ [10], GΦ11 = [11 : 20], and GΦ12 = [21 : 30]. With this partition, we can see GΦ1 only contains
one SBS and each group contains the same number of users; we do not claim however that
this partition is optimal. By fixing Rsbs = 0, the problem is the same as the single bottleneck-
link caching problem with shared caches as considered in [26]. We compare the performance
of the scheme in [26] with our scheme that uses an asymmetric file subpacketization based
on this 12-way partition. It can be seen that our proposed scheme with this 12-way partition
achieves a lower load than the scheme in [26] when M ≥ 24. Moreover, the subpacketization
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Fig. 4: Performance of a topology-aware Fog-RAN system with H = 6, N = 70, Kmbs = 10, Ksbs = 60
(L1 = 20, L2 = 20, L3 = 8, L4 = 6, L5 = 4 and L6 = 2).
level with our scheme is in general lower that that of [26]; for example, when M = N/2 = 180,
the subpacketization levels of the scheme in [26] and of the proposed scheme with the 12-way
partition are
(
30
15
) ≈ 1.55 × 108 and (12
6
)
= 924, respectively, that is, a five order of magnitude
difference.
Furthermore, we can see that compared to the MBS broadcast load in Fig. 4a, the improvement
from the proposed asymmetric file subpacketization on the SBS sidelink load in Fig. 4b is smaller.
As we explained in Section V-A, the proposed asymmetric file subpacketization improves on the
symmetric one because the latter may generate redundant multicast messages (i.e., some subfiles
in the multicast message are empty). By the asymmetric file subpacketization, we reduce this
redundancy in a way that most multicast messages are “full”. The proposed D2D delivery scheme
in Section IV-D leverages the redundancy in the multicast messages. Hence, if we combine the
asymmetric file subpacketization and the proposed D2D delivery scheme, the improvement on
the load is not large compared to the caching scheme with MAN file subpacketization and the
proposed D2D delivery scheme. However, with the asymmetric file subpacketization, we have a
much lower subpacketization level.
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Fig. 5: Performance of a topology-aware Fog-RAN system with H = 30, N = 360, Kmbs = 0, Ksbs = 360 (with
Lh = 30 for h ∈ [10], and Lh = 3 for h ∈ [11 : 30]). We used a 12-way partition Φ where GΦi = {i} for i ∈ [10],
GΦ11 = [11 : 20], and GΦ12 = [21 : 30]. Here Rsbs = 0.
VI. TOPOLOGY-AGNOSTIC SYSTEMS FOR RANDOM TOPOLOGY
The novel inter-file coded cache placement and asymmetric file subpacketization in the pre-
vious sections applies to topology-aware systems, since the placement exploits the knowledge
of the network topology. Topology-aware systems are not suited for the case of nomadic/mobile
users (who move around the network), because in the framework of coded caching the caches are
updated on a much longer time scale than that of user mobility, and thus the network topology
during placement may in general be different from that during delivery. In the context of our Fog-
RAN network, in this section we consider the case of random topology (i.e., Kmbs, L1, . . . , LH are
jointly distributed random variables), and use the previously developed topology-aware strategies
for a “typical” network configuration. In fact, the identity and mobility of the users is irrelevant
to the system performance, as long as the number of users served by the MBS downlink and
the SBSs is given. Hence, we can design the system for a typical realization of the network,
considering that for large mobile networks such numbers will fluctuate around typical values
which can be learned from network statistics accumulated over time. In this case our novel inter-
file coded cache placement and asymmetric file subpacketization can still be used to leverage
“statistical knowledge” about the SBS occupancy numbers.
In the following, (Kmbs, L1, . . . , LH) is a random vector with known distribution. We denote a
realization of (Kmbs, L1, . . . , LH) by (k0, l1, . . . , lH). For topology-agnostic systems, the objective
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function is the average worst-case loads, where the average is taken over all the realizations of
(Kmbs, L1, . . . , LH) and the worst case is take over all the possible demands for one realization
(k0, l1, . . . , lH). For sake of simplicity, we only consider the realizations that N > Kmbs because
if N ≤ Kmbs, it is trivial that delivering all the N files from the MBS is optimal.
A. Main Results and Discussion
A converse bound for topology-agnostic systems, can be obtained by taking the average of the
converse bound for topology-aware systems in Theorem 1 over all realization of users. However,
since the number of Kmbs is not known a priori for the placement phase, this converse bound is
loose in general. Hence, this will not be pursued in the following.
We start by extending the notion of G-way partition in Definition 1 to the topology-agnostic
systems.
Definition 3 (Topology-agnostic G-way partition). A topology-agnostic G-way partition is simply
a partition of the H SBSs into G groups, for some G ∈ [H]. Compared to the topology-aware
partition in Definition 1, a topology-agnostic G-way partition ϕ is done without knowledge of the
exact number of users to be served during delivery. Hence, one cannot ensure that
∑
h∈Gϕg1 Lh ≥∑
h∈Gϕg2 Lh with probability 1 for 1 ≤ g1 ≤ g2 ≤ G as in Definition 1. The set of all the
topology-agnostic G-way partitions is denoted by AG, for each G ∈ [H].
As Definition 2, for each G-way partition ϕ and each subset of groups S ⊆ [G], we sort by the
total occupancy number of the SBSs in each group in a descending order as (q1(ϕ,S), . . . , q|S|(ϕ,S))
where q1(ϕ,S) := maxg∈S
∑
j∈Gϕg Lj and q|S|(ϕ,S) := ming∈S
∑
j∈Gϕg Lj . In addition, q
′
j(ϕ,S) :=
min{qj(ϕ,S),N− Kmbs} for each j ∈ |S|.
We first consider the case where the SBS sidelink load is Rsbs = 0 regardless of the network
realization.
The following region is achievable, whose proof can be found in Section VI-B.
Theorem 12. For the topology-agnostic Fog-RAN system, the following memory-load points are
achievable,
(M,Rmbs,Rsbs) =
(
t(N− n)
G
,
E(Kmbs,L1,...,LH)
[
max{Kmbs, n}+
∑
h∈[H] Lh − [n− Kmbs]+(
G
t
)∑
h∈[H] Lh
G−t∑
r=1
q′r(ϕ, [G])
(
G− r
t
)]
, 0
)
, (26)
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for n ∈ [0 : N− 1], t ∈ [0 : G], ϕ ∈ AG, and G ∈ [H].
The parameter n in (26) corresponds to the inter-file coded placement. More precisely, for
each W ⊆ [G] where |W| = t, we let each SBS in group Gϕg ∈ [G] caches |FW |(1 − n/N)
random linear combinations of all bits in FW . In a topology-aware system, the exact value of
Kmbs is known in the placement and we let n = Kmbs, such that during the delivery phase, after
the MBS transmits Kmbs files to satisfy the Kmbs users without cache, each SBS can recover FW .
In a topology-agnostic system, the exact value of Kmbs is unknown at the time of placement, thus
for a given memory size and joint distribution of the users, we choose the value of n ∈ [0 : N−1]
that leads to the minimal average worst-case loads.
Then we consider a second class corner points, where the single bottleneck-link load is minimal
for any network realization. The following region is achievable, whose proof can be found in
Section VI-B.
Theorem 13. For the topology-agnostic Fog-RAN system, the following memory-load points are
achievable
(M,Rmbs,Rsbs) =
(
t(N− n)
G
,E[Kmbs], E(Kmbs,L1,...,LH)
[
G
G− 1[n− Kmbs]
++
min
min{N− Kmbs,Ksbs}(G− t)G− 1 , ∑S⊆[G]:|S|=t+1
q′1(ϕ,S) + [q′t+1(ϕ,S)− q′1(ϕ,S) + qt(ϕ,S)]+/t(
G
t
)

)
(27)
for n ∈ [0 : N− 1], t ∈ [G], ϕ ∈ AG, G ∈ [2 : H], where N−nN t ≥ 1.
Note that the constraint N−n
N
t ≥ 1 in (27) guarantees that, if the instantaneous realization of
Kmbs is zero, the whole library is stored across all the SBSs and thus successful delivery is
possible without the transmission from the MBS.
B. Proof of Theorems 12 and 13
Fix an n ∈ [0 : N− 1], a t ∈ [0 : G], a G ∈ [H] and a topology-agnostic G-way partition ϕ.
Placement Phase: We partition each file Fi, i ∈ [N], into
(
G
t
)
equal-length subfiles as
Fi = {Fi,W :W ⊆ [G], |W| = t}. Thus each subfile has B/
(
G
t
)
bits. Recall that FW := {Fi,W :
i ∈ [N]}, for each W ⊆ [G] where |W| = t. It can be seen that FW contains BN/
(
G
t
)
bits.
For each g ∈ [G], we let each SBS h ∈ Gϕg cache |FW |(N− n)/N random linear combinations
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of all bits in FW for each W ⊆ [G] where |W| = t and g ∈ W . Hence, each SBS caches(
G−1
t−1
)
B(N− n)/(G
t
)
= Bt(N− n)/G bits, and thus the memory size M = t(N−n)
G
.
Delivery Phase: To achieve (26), no SBS sidelink communication takes place in the delivery
phase. At this point we assume that all nodes in the system are aware of the realization of
(Kmbs, L1, . . . , LH). We still define the users without connection to any SBS as U0 and the users
connected to SBS h ∈ [H] as Uh. As in the proposed caching scheme in Section IV-B for
topology-aware systems, we first satisfy the demands of the users in U0 while letting each SBS
h ∈ [H] recover all bits in FW if h ∈ W .
Recall that Dmbs(d) := ∪k∈U0{dk} and Dsbs(d) :=
(∪h∈[H],k∈Uh{dk})\Dmbs(d). In a topology-
agnostic system, since the realization of |Dmbs(d)| is unknown at the time of placement, the
chosen n may be strictly less than Dmbs(d) (a case that was not present in topology-aware
systems). Hence, we consider the following two cases:
• Case 1: |Dmbs(d)| ≥ n. We let the MBS broadcast all the files in Dmbs(d) (so that each user
in U0 can recover its desired file). In addition, each SBS h can recover all the non-cached
bits in FW if h ∈ Gϕg and g ∈ W .
a) For Theorem 12: we then use the single bottleneck-link caching scheme with shared
caches in [26] to satisfy the requests from the users whose demanded file is in Dsbs(d).
b) For Theorem 13: we then use the proposed D2D caching scheme with shared caches in
Section IV-D to satisfy the requests from the users whose demanded file is in Dsbs(d).
• Case 2: |Dmbs(d)| < n. We first let the MBS broadcast Fi where i ∈ Dmbs(d) such that
each user in U0 can recover its desired file.
c) For Theorem 12: we then partition each subfile Fj,W where j ∈ Dsbs(d), W ⊆ [G], and
|W| = t, into two parts as Fj,W = {F 1j,W , F 2j,W} with lengths |F 1j,W | = n−|Dmbs(d)||Dsbs(d)| |Fj,W | and
|F 2j,W | = |Dsbs(d)|−(n−|Dmbs(d)|)|Dsbs(d)| |Fj,W |. It can be seen that if |Dmbs(d)| ≥ n, |F 1j,W | = 0. We
then let the MBS broadcast F 1j,W for each j ∈ Dsbs(d). Hence, For each W ⊆ [G] where
|W| = t, each SBS h ∈ Gϕg with g ∈ W receives
|Dmbs(d)|
N
|FW |+ n− |Dmbs(d)|
N
|FW | = n
N
|FW | (28)
bits of FW . Thus, each SBS h can recover FW from its cached content and the MBS
transmission.
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We then use the single bottleneck-link caching scheme with shared caches in [26] to let
each SBS h ∈ [H] recover F 2dk,W where W ⊆ [G], |W| = t, dk ∈ Dsbs(d), and k ∈ Uh. So
SBS h recovers all the demanded files by its connected users.
d) For Theorem 13: we let the SBSs transmit packets such that each SBS in Gϕg where
g ∈ [G] can recover FW where W ⊆ [G], |W| = t and g ∈ W . More precisely, for each
W ⊆ [G] where |W| = t and each g ∈ W , we choose one SBS h1 ∈ Gϕg to transmit
(n−|Dmbs(d)|)|FW |
N(G−1) random linear combinations of FW . It can be seen that for each W ⊆ [G]
where |W| = t and each g ∈ W , each SBS h ∈ Gϕg receives (n−|Dmbs(d)|)|FW |N random linear
combinations of FW . Furthermore, SBS h obtains |Dmbs(d)||FW |/N bits of FW from the
MBS, and (N−n)|FW |
N
random linear combinations of FW from its cache, such that it can
recover FW . This step can be done if for each W ⊆ [G] where |W| = t, the union cached
bits of FW by all the SBSs is FW , and thus we have the constraint N−nN t ≥ 1.
Then, we use the proposed D2D caching scheme with shared caches in Section IV-D to
satisfy the requests from the users whose demanded file is in Dsbs(d).
Performance: For a give realization of the number of users, the worst case is when
|Dmbs(d)| = Kmbs and
|Dsbs(d) ∩ (∪h∈Gϕg ∪k∈Uh {dk})| = q′g(ϕ, [G])
for each g ∈ [G]. The achieved loads are as in (26) for Theorem 12, and as in (27) for Theorem 13.
C. Numerical Evaluations
We present some numerical results on the topology-agnostic systems. In Fig. 6, we consider the
network with H = 6, N = 140. We use the notation Y ∼ Pois(λ) to denote that the distribution
of the random variable Y is Poisson distribution with factor λ, i.e., Pr(Y = k) = λ
ke−λ
k!
. We
consider that the number of connected users to each SBS is according to an independent Poisson
distribution [43], L1 ∼ Pois(20), L2 ∼ Pois(20), L3 ∼ Pois(8), L4 ∼ Pois(6), L5 ∼ Pois(4),
L6 ∼ Pois(2), and Kmbs ∼ Pois(20). From the Chernoff bound we have Pr{
∑
h∈[H] Lh +Kmbs >
N} < 1.07× 10−8, in other words, we have N ≥ K.
In Theorems 12 and 13 for topology-agnostic Fog-RAN systems, the average over all real-
izations is not easy to compute. To simplify the computation, we give an alternative way to
approximately compute (26) and (27) but with a much lower complexity. For each G ∈ [2 : H],
38
0 20 40 60 80 100 120 140
M
20
30
40
50
60
70
80
R
m
bs
MAN Placement+
Delivery Scheme in [26, Parrinello et al.]
Inter-file Coded Placement+MAN Subfile Division
+Delivery Scheme in Theorem 12
Inter-file Coded Placment+Novel Subfile Division
+Delivery Scheme in Theorem 12
(a) (M,Rmbs) tradeoff with Rsbs = 0.
20 40 60 80 100 120 140
M
0
10
20
30
40
50
60
R
sb
s
MAN Placement+Direct D2D Delivery
Inter-file Coded Placement with MAN Subfile Division
+ Proposed D2D Delivery in Theorem 13
Inter-file Coded Placement with Novel Subfile Division
+ Proposed D2D Delivery in Theorem 13
(b) (M,Rsbs) tradeoff where the single bottleneck-link
load is minimal.
Fig. 6: Consider a topology-agnostic Fog-RAN system with H = 6, and N = 140.
we choose the topology-agnostic G-way partition with minimal variance of total number of users
in each group, given by
arg min
ϕ∈AG
E(L1,...,LH)
∑
i∈[G]
∑
j∈Gϕi
Lj − 60
G
2 , (29)
where 60/G is the average number of users in each group, because if the variance increases,
there may be more multicast messages which are not “full” (some subfiles in the binary sum do
not exist) and this reduces the coded caching gain.
We first fix Rsbs = 0 and plot the memory-load tradeoff (M,Rmbs) in Fig. 6a. We then minimize
the single bottleneck-link load and plot the memory-load tradeoff (M,Rsbs) in Fig. 6b. We can
see that in the topology-agnostic systems, both of the proposed inter-file coded cache placement
and asymmetric file subpacketization can reduce the load achieved by MAN placement.
VII. CONCLUSIONS
In this paper, we introduced a novel cache-aided Fog-RAN network model with downlink and
sidelink communication. For topology-aware systems, we proposed a converse bound, a novel
inter-file coded cache placement and a D2D caching scheme with shared caches. Some exact
optimality results were derived for either small library size or larger memory size regime, while
order optimality within constant factor could also be characterized when the occupancy number
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of each SBS is identical or when the memory size is not too small. We also proposed a novel
asymmetric cache placement based on a novel file subpacketization dependent additionally on
the SBS occupancy numbers, which is exactly optimal in some memory size regimes. We then
showed that the proposed inter-file coded cache placement and novel file subpacketization are
also extensible to topology-agnostic systems with statistical knowledge of the network topology.
Mathematical analysis and numerical results showed that the proposed schemes improve on the
performance of straightforward extensions of existing schemes in the considered systems.
APPENDIX A
PROOFS OF THE PROPOSED CONVERSE BOUNDS IN SECTION III
A. Proof of (8a)
We disregard the requests from the users served by the SBSs and only focus on the requests
by the users connected directly to the MBS. In this case, the system is equivalent to single
bottleneck-link problem where the users have no caches, for which R?mbs ≥ min{N,Kmbs} in (8a)
is trivially optimal.
B. Proof of (8b)
We focus next on the case N > Kmbs. In this converse proof, we only consider those demand
vectors that have the largest possible number of distinct entries. For future use, let
FUh := {Fdi : i ∈ Uh}, ∀h ∈ [0 : H], (30)
denote the set of files demanded by the users in Uh, that is, FU0 are the files demanded by the
users directly served by the MBS, FU1 those demanded by the users served by the first SBS,
etc; note |FUh| ≤ min{N, |Uh|} ≤ |Uh| ≤ Lh for all h ∈ [0 : H], with L0 = Kmbs. Also define
XH0 := {Xj : j ∈ [0 : H]} (31)
as the collection of all transmitted signals. Note that we do not indicate the dependance on d
in (30) and in (31) so as not to clutter the notation.
For any feasible memory-load tuplet, we must have
B(R?mbs + R
?
sbs) ≥ B(R?mbs(d) + R?sbs(d)) ≥
∑
h∈[0:H]
H(Xh) ≥ H(XH0 ) (32a)
= H
(
XH0
∣∣FU0)+H(FU0)−H(FU0∣∣XH0 ), (32b)
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where (32a) follows by the definition of the loads in (3)-(5) and by the “independence bound on
entropy.” We now focus on bounding the term H
(
XH0
∣∣FU0) in (32b). From the non-negativity
of entropy and for every s ∈ [H], we have
H
(
XH0
∣∣FU0) (33a)
≥ H(XH0 ∣∣{Zh : h ∈ [s]},FU0) (33b)
≥ I({FUh : h ∈ [s]};XH0 ∣∣{Zh : h ∈ [s]},FU0) (33c)
= H
({FUh : h ∈ [s]}∣∣{Zh : h ∈ [s]},FU0)−H({FUh : h ∈ [s]}∣∣{Zh : h ∈ [s]},FU0 , XH0 )
(33d)
= H
({FUh : h ∈ [s]}∣∣FU0)− I({FUh : h ∈ [s]}; {Zh : h ∈ [s]}|FU0)
−H({FUh : h ∈ [s]}∣∣{Zh : h ∈ [s]}, XH0 ). (33e)
The term H
(FU0∣∣XH0 ) in (32b) and the term H({FUh : h ∈ [s]}∣∣{Zh : h ∈ [s]}, XH0 ) in (33e)
can be bounded by Fano’s inequality (with limB→∞ εB = 0), from (7) and (6), as
H(FU0|XH0 ) ≤ H(FU0|X0) ≤ |FU0|BεB, (34a)
H
({FUh : h ∈ [s]}∣∣{Zh : h ∈ [s]}, XH0 ) ≤∑
h∈[s]
H(FUh|Zh, XH0 ) ≤
∑
h∈[s]
|FUh |BεB. (34b)
The sum of the term H(FU0) in (32b) and the term H({FUh : h ∈ [s]}|FU0) in (33e) equals
H({FUh : h ∈ [s]},FU0) =
∣∣∪h∈[0:s]FUh∣∣B. (35)
We thus write (32b), by plugging in (33e), (34), and (35), as
R?mbs + R
?
sbs ≥
∣∣∪h∈[0:s]FUh∣∣ (1− εB)− 1BI({FUh : h ∈ [s]}; {Zh : h ∈ [s]}∣∣FU0), (36)
where the term
∣∣∪h∈[0:s]FUh∣∣ is the number of distinct demands by the users connect either to
the MBS or the s most loaded SBSs.
Now we bound the term I
({FUh : h ∈ [s]}; {Zh : h ∈ [s]}∣∣FU0) in (36), which is the novel
key contribution in the converse result. Trivially we have
I
({FUh : h ∈ [s]}; {Zh : h ∈ [s]}∣∣FU0) ≤∑
h∈[s]
H(Zh) ≤ sMB, (37)
which we shall use for the case N ≤ Kmbs +L[s] (as it will become clear in the following). For the
case N > Kmbs +L[s] we can provide a better bound than (37) as follows. We only consider those
demand vectors where the users in U0 demand distinct files in [N−Kmbs +1,N], and the users in
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∪h∈[s]Uh demand distinct files in [N−Kmbs]. Consider next the
(
N−Kmbs
L[s]
)
demand vectors, where
the users in [L[s]] have distinct requests, and the union of the demanded files by the users in
[L[s]] for each demand vector is different from the one of other considered
(
N−Kmbs
L[s]
)− 1 demand
vectors. Hence, among these
(
N−Kmbs
L[s]
)
demand vectors, each file in [N− Kmbs] is demanded by
the users in [L[s]] for
(
N−Kmbs−1
L[s]−1
)
times. For each such a demand vector, we have an inequality
as in (36). We consider all of such demand vectors and sum all of these inequalities to obtain∑
V∈[N−Kmbs]:|V|=L[s]
I
( ∪i∈V {Fi}; {Zh : h ∈ [s]}∣∣FU0) (38a)
=
∑
V∈[N−Kmbs]:|V|=L[s]
H
( ∪i∈V Fi∣∣FU0)− ∑
V∈[N−Kmbs]:|V|=L[s]
H
( ∪i∈V {Fi}∣∣{Zh : h ∈ [s]},FU0)
(38b)
=
(
N− Kmbs − 1
L[s] − 1
)
H
({Fi : i ∈ [N− Kmbs]})− ∑
V∈[N−Kmbs]:|V|=L[s]
H
( ∪i∈V {Fi}∣∣{Zh : h ∈ [s]},FU0)
(38c)
≤
(
N− Kmbs − 1
L[s] − 1
)(
H
({Fi : i ∈ [N− Kmbs]})−H({Fi : i ∈ [N− Kmbs]}∣∣{Zh : h ∈ [s]},FU0))
(38d)
=
(
N− Kmbs − 1
L[s] − 1
)
I
({Fi : i ∈ [N− Kmbs]}; {Zh : h ∈ [s]}∣∣FU0) (38e)
≤
(
N− Kmbs − 1
L[s] − 1
)
sMB (38f)
=
(
N− Kmbs
L[s]
)
L[s]
N− Kmbs sMB. (38g)
where (38d) comes from Han’s inequlaity [31, Theorem 17.6.1] which leads∑
V∈[N−Kmbs]:|V|=L[s] H
( ∪i∈V {Fi}∣∣{Zh : h ∈ [s]},FU0)(
N−Kmbs−1
L[s]−1
) ≥ H({Fi : i ∈ [N−Kmbs]}∣∣{Zh : h ∈ [s]},FU0),
and where (38f) is from the cache size constraint in (2).
Finally, from (36) (or by summing many bounds as in (36)) with vanishing εB,
∣∣∪h∈[0:s]FUh∣∣ =
Kmbs + min{L[s],N− Kmbs}, and the best between (37) and (38), we get
R?mbs + R
?
sbs ≥ Kmbs + min{L[s],N− Kmbs} −min
{
1,
L[s]
N− Kmbs
}
sM (39a)
= Kmbs + min
{
L[s],N− Kmbs
}(
1− sM
N− Kmbs
)
, ∀s ∈ [H], (39b)
which proves (8b).
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Remark 4. We could have used the cut-set strategy from [1] to bound H
(
XH0
∣∣FU0) in (32b) for
the case N > Kmbs + L[s]. We show here that, had we done so, we would have obtained a looser
bound than the one in Theorem 1. More precisely, fix an integer k and consider the demand
vector with di = i+ kL[s] for each i ∈ [L[s]]. For example, for k = 0, the users connected to the
SBSs indexed by [s] demand the first L[s] files; for this demand vector, by using (33d), we obtain
H
(
XH0
∣∣FU0) ≥ H({Fi : i ∈ [L[s]]}∣∣{Zh : h ∈ [s]},FU0)− L[s]BεB. (40)
We can obtain bounds as in (40) as long as L[s](1 + k) ≤ N − Kmbs (as we have assumed
demand vectors where the users connected to the SBSs request a file not demanded by the Kmbs
users connected directly to the MBS) and obtain in total
⌊
N−Kmbs
L[s]
⌋
inequalities. By summing all
together such inequalities we obtain⌊
N− Kmbs
L[s]
⌋
H
(
XH0
∣∣FU0) (41a)
≥ H
({
Fi : i ∈
[
L[s]
⌊
N− Kmbs
L[s]
⌋]}|{Zh : h ∈ [s]},FU0)− L[s] ⌊N− KmbsL[s]
⌋
BεB (41b)
≥ H
({
Fi : i ∈
[
L[s]
⌊
N− Kmbs
L[s]
⌋]}|FU0)−H({Zh : h ∈ [s]}|FU0)− L[s] ⌊N− KmbsL[s]
⌋
BεB
(41c)
≥ L[s]
⌊
N− Kmbs
L[s]
⌋
− sM− L[s]
⌊
N− Kmbs
L[s]
⌋
BεB, ∀s ∈ [H]. (41d)
By using (41d) into (36) with |FU0 | = Kmbs (because we consider only those demand vectors
with distinct entries), we have
R?mbs + R
?
sbs ≥ Kmbs +
L[s] − sM⌊
N−Kmbs
L[s]
⌋
+ , ∀s ∈ [H], (42)
which is clearly looser than the proposed converse bound in (8b).
C. Proof of (8c)
The LHS of (36) can actually be taken to be R?mbs(d)+
∑
h6∈[s] R
?
h(d) by starting in (32a) with
the following reasoning: fix an integer s, s ∈ [H]; consider the SBSs in S = [s] as a single
“aggregate cache” {Zh : h ∈ S} with | ∪h∈S Uh| demands; to satisfy these multi-demands (by
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receiving packets from the MBS, and from the SBSs not in S) and the demands of the users
directly connected to the MBS
Rmbs(d) +
∑
h/∈S
Rh(d) ≥
∣∣∪h∈{0}∪SFUh∣∣ (1− εB)− 1BI({FUh : h ∈ S}; {Zh : h ∈ S}∣∣FU0).
(43)
This reasoning is valid for any subset S of SBSs, and not just for those subsets of the form S =
[s]. The idea when we continued the bounding of (36) was as follows. We summed inequalities
as in (36) for all possible demand vectors d in some collection D. By doing so, we only wanted
to deal with the RHS of those inequalities (i.e., bound the term I({FUh : h ∈ S}; {Zh : h ∈
[s]}|FU0) that depends on the demand vector d ∈ D being considered) and not having to also
bound terms like
∑
h/∈S Rh(d) (because it is in general difficult to relate
∑
d∈D
∑
h/∈S Rh(d) to
the worst-case SBS sum-rate R?sbs for a general set S). Here, we propose a way to “symmetrize”
our bound in (43) by working on
∑
S⊆[H]:|S|=s
∑
d∈D
∑
h/∈S Rh(d) =
(
H
s
) (
1− s
H
)∑
d∈D R
?
sbs(d)
for some appropriately chosen collection of demand vectors D, which requires the assumption
N ≥ K as we shall soon see.
Consider the case N ≥ K = Kmbs +Ksbs. Recall that we denote the number of k-permutations
of n as P (n, k) := n · (n−1) · · · (n−k+1) = n!
(n−k)! . We consider all P (N−Kmbs,Ksbs) demand
vectors where each user k ∈ [Kmbs] demands FN−k+1, and each user in [Kmbs + 1 : K] demands
a distinct file in [N− Kmbs]. We denote the collection of considered demand vectors as D. Fix
one integer s ∈ [H], and focus on each subset of s SBSs, which we denoted by S (such that
|S| = s). For each of the P (N − Kmbs,Ksbs) possible d : d ∈ D, we have a bound as in (43)
with
∣∣∪h∈{0}∪SFUh∣∣ = Kmbs +LS . By summing all these P (N−Kmbs,Ksbs) inequalities, we have
1
P (N− Kmbs,Ksbs)
∑
d∈D
(
Rmbs(d) +
∑
h/∈S
Rh(d)
)
(44a)
≥ (Kmbs + LS)(1− εB)− 1
B
(
N−Kmbs
LS
) ∑
V∈[N−Kmbs]:|V|=LS
I(∪i∈VFi; {Zh : h ∈ S}|FU0) (44b)
≥ (Kmbs + LS)(1− εB)− LS
N− Kmbs |S|M, (44c)
where (44c) directly comes from (38g).
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Next, we consider all the inequality as in (44c) for each subset of SBSs of size |S| = s so as
to obtain
(
H
s
)
inequalities, which we then sum together. For vanishing εB, We have
1
P (N− Kmbs,Ksbs)
∑
d∈D
(H
s
)
Rmbs(d) +
∑
S⊆[H]:|S|=s
∑
h/∈S
Rh(d)
 (45a)
=
1
P (N− Kmbs,Ksbs)
∑
d∈D
(H
s
)
Rmbs(d) +
(
H− 1
s
) ∑
h∈[H]
Rh(d)
 (45b)
=
1
P (N− Kmbs,Ksbs)
(
H
s
)∑
d∈D
Rmbs(d) + H− s
H
∑
h∈[H]
Rh(d)
 (45c)
≥
(
H
s
)
Kmbs +
∑
S⊆[H]:|S|=s
LS
(
1− sM
N− Kmbs
)
(45d)
=
(
H
s
)
Kmbs +
(
H− 1
s− 1
)
Ksbs
(
1− sM
N− Kmbs
)
, (45e)
=
(
H
s
)(
Kmbs +
s
H
Ksbs
(
1− sM
N− Kmbs
))
, (45f)
where (45b) follows from
∑
S⊆[H]:|S|=s
∑
h/∈S Rh(d) =
(
H−1
s
)∑
h∈[H] Rh(d), and where (45e)
follows from
∑
S⊆[H]:|S|=s LS =
(
H−1
s−1
)
Ksbs. In addition, by the definition of the SBS sidelink
load, we have R?sbs ≥
∑
h∈[H] Rh(d), ∀d ∈ D, thus with (45b) and (45f) we obtain (8c).
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Here we consider the parameter regime M < N− Kmbs ≤ L1.
a) Converse: By using (8b) with s = 1 (and the condition N− Kmbs ≤ L1) and (8d) (and
the condition N− Kmbs ≤ L1 together with L1 ≤ Ksbs), we have
R?mbs + R
?
sbs ≥ N−M, (46a)
R?mbs ≥ N− HM, (46b)
R?mbs ≥ Kmbs, R?sbs ≥ 0. (46c)
Therefore, in this regime, the above converse region has two corner points
(M,R?mbs,R
?
sbs) =
(
M,N−M, 0), and (46d)
(M,R?mbs,R
?
sbs) =
(
M,N− HM, (H− 1)M) if M ∈ [0, N− Kmbs
H
)
, (46e)
45
(M,R?mbs,R
?
sbs) =
(
M,Kmbs,N− Kmbs −M
)
if M ∈
[
N− Kmbs
H
, N− Kmbs
)
. (46f)
b) Achievability of (46d): From Theorem 3 (we use the first term in the min expression
in (9) and use the condition M < N− Kmbs ≤ L1), we can achieve
(M,Rmbs,Rsbs) =
(
t
N− Kmbs
H︸ ︷︷ ︸
:=Mt
, Kmbs + (N− Kmbs)H− t
H︸ ︷︷ ︸
=N−Mt
, 0
)
, t ∈ [0 : H]. (47)
Since (47) is linear in Mt, the expression in (47) already accounts for memory-sharing among
the corner points for t ∈ [0 : H]. The achievable point in (47) exactly matches the converse point
in (46d) for all M ≤ N− Kmbs.
c) Achievability of (46e): Here M ∈ [0, N−Kmbs
H
)
. By memory-sharing between the point
(M1,Rmbs,Rsbs) = (0,N, 0) (i.e., the MBS sends the whole library) and the point in Theorem 3
(we use the first term in the min expression in (10)) given by
(M2,Rmbs,Rsbs) =
(
t
N− Kmbs
H︸ ︷︷ ︸
:=Mt
, Kmbs, (N− Kmbs)H− t
H− 1︸ ︷︷ ︸
=(N−Kmbs−Mt) HH−1
)
, t ∈ [H], (48)
for t = 1 we obtain the point
(M,Rmbs,Rsbs) = (M, N− HM, HM) , ∀M ∈
[
0,
N− Kmbs
H
]
, (49)
which is to within a factor H
H−1 of the converse point (46e).
d) Achievability of (46f): Here M ∈ [N−Kmbs
H
, N− Kmbs
)
. Since (48) is linear in Mt, the
expression in (48) already accounts for memory-sharing among the corner points for t ∈ [H].
Thus (48) achieves the converse point (46f) to within a factor H
H−1 for all
N−Kmbs
H
≤ M ≤ N−Kmbs.
This concludes the proof of Theorem 6.
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We consider here the case max{M, L1} < N− Kmbs.
By using (8b) with s = 1 (and the condition N− Kmbs > L1) and (8d), we have
R?mbs + R
?
sbs ≥ Kmbs + L1
(
1− M
N− Kmbs
)
, (50a)
R?mbs ≥ Kmbs + min{N− Kmbs,Ksbs}
[
1− HM
N− Kmbs
]+
, (50b)
R?mbs ≥ Kmbs, R?sbs ≥ 0. (50c)
46
Therefore, in this regime, the above converse region has two corner points
(M,R?mbs,R
?
sbs) =
(
M, Kmbs + L1
(
1− M
N− Kmbs
)
, 0
)
, and (50d)
(M,R?mbs,R
?
sbs) =
(
M, Kmbs, L1
(
1− M
N− Kmbs
))
if M ∈
[
N− Kmbs
H
, N− Kmbs
)
. (50e)
(M,R?mbs,R
?
sbs) = (M, Kmbs + θ1, max{θ2 − θ1, 0}) if M ∈
[
0,
N− Kmbs
H
)
, (50f)
θ1 := min{N− Kmbs,Ksbs}
(
1− HM
N− Kmbs
)
, θ2 := L1
(
1− M
N− Kmbs
)
. (50g)
a) Achievability of (50d): From (9) (we use the second term in the min expression, and
let Mt := tN−KmbsH for t ∈ [0 : H]) we have
Rsbs = 0, Rmbs|M=Mt ≤ Kmbs +
∑
r∈[H−t] L
′
r
(
H−r
t
)(
H
t
) (51a)
≤ Kmbs + L1
∑
r∈[H−t]
(
H−r
t
)(
H
t
) (51b)
= Kmbs + L1
(
H
t+1
)(
H
t
) (51c)
= Kmbs + L1
H− t
t+ 1
(51d)
= Kmbs + L1H
1− Mt
N−Kmbs
1 + H Mt
N−Kmbs
(51e)
≤ H
1 + H Mt
N−Kmbs
(
Kmbs + L1
(
1− Mt
N− Kmbs
))
(51f)
where (51b) is from L1 := maxh∈[H] Lh, and where (51c) is from the Pascal’s triangle identity.
We can see that the corner point in (50d) is thus achieved to within a factor no larger than
H
1+H M
N−Kmbs
≤ min{H, N−Kmbs
M
} ≤ H, for all M ≤ N− Kmbs.
We next focus N−Kmbs
H
≤ M′ ≤ N − Kmbs. Let t ∈ [H] be the largest integer in [H] where
(N− Kmbs)t/H ≤ M′. Hence, we have
M′
N− Kmbs ≤
Mt
N− Kmbs +
1
H
. (52)
From (51e), we define
f(M = Mt) := Rmbs|M=Mt − Kmbs ≤ L1H
1− Mt
N−Kmbs
1 + H Mt
N−Kmbs
(53)
47
By the convexity of the function f(M) in terms of M and f(N− Kmbs) = 0, we have
f(M′)
1− M′
N−Kmbs
≤ f(Mt)
1− Mt
N−Kmbs
. (54)
Hence, we have
Rmbs|M=M′ − Kmbs ≤
(
1− M
′
N− Kmbs
)
Rmbs|M=Mt − Kmbs
1− Mt
N−Kmbs
(55a)
≤
(
1− M
′
N− Kmbs
)
L1
1/H + Mt
N−Kmbs
(55b)
≤
(
1− M
′
N− Kmbs
)
L1
M′
N−Kmbs
, (55c)
where (55c) comes from (52). Hence, we proved when M ≥ N−Kmbs
H
, the corner point in (50d)
is thus achieved to within a factor no larger than (N− Kmbs)/M.
In conclusion, we proved for any M, the corner point in (50d) is thus achieved to within a
factor no larger than g := min
{
H, N−Kmbs
M
}
.
b) Achievability of (50e): Here M ∈ [N−Kmbs
H
, N− Kmbs
)
. We consider the second class
corner points in (10) (we use the second term in the min expression which is less than or equal
to t+1
t
∑
r∈[H−t] L
′
r(H−rt )
(Ht)
because we transmit each MAN multicast message including B
(Ht)
bits at
most by (t+1)B
t(Ht)
bits in the SBS sidelink communication), for which Rmbs = Kmbs. By a similar
argument to the one above, we can achieve the corner point in (50e) to within 2 min
{
H, N−Kmbs
M
}
,
where the factor 2 is from bounding the term t+1
t
, t ∈ [H].
c) Achievability of (50f): Here M ∈ [0, N−Kmbs
H
)
.
When θ1 ≥ θ2, the corner point in the converse bound is (M,R?mbs,R?sbs) = (M, Kmbs + θ1, 0).
By memory-sharing between the corner points in (9) (here we use the first term in the min
expression for t = 0 and t = 1)
(M1,Rmbs,Rsbs) = (0,min{N,Ksbs + Kmbs}, 0), (56)
(M2,Rmbs,Rsbs) =
(
N− Kmbs
H
,Kmbs + min{N− Kmbs,Ksbs}H− 1
H
, 0
)
, (57)
we can achieve
(M,Rmbs,Rsbs) =
(
M,Kmbs + min{N− Kmbs,Ksbs}
(
1− M
N− Kmbs
)
, 0
)
, (58)
for M ≤ N−Kmbs
H
. For the achievable point in (58), as compared to the converse point (M,R?mbs,R
?
sbs) =
(M, Kmbs + θ1, 0) in (50f), we have
Rmbs = Kmbs + min{N− Kmbs,Ksbs}
(
1− M
N− Kmbs
)
(59a)
48
≤ H
(
Kmbs + L1
(
1− M
N− Kmbs
))
(59b)
= H(Kmbs + θ2) ≤ H(Kmbs + θ1). (59c)
This concludes the proof for θ1 ≥ θ2.
When θ1 < θ2, the corner point in the converse bound is (M,R?mbs,R
?
sbs) = (M, Kmbs + θ1, θ2 − θ1).
By memory-sharing among the corner points in (9) (here we use the first term in the min
expression for t = 0 and t = 1)
(M1,Rmbs,Rsbs) = (0,min{N,Ksbs + Kmbs}, 0), (60)
(M2,Rmbs,Rsbs) =
(
N− Kmbs
H
,Kmbs + min{N− Kmbs,Ksbs}H− 1
H
, 0
)
, (61)
and the corner point in (10) (here we use the first term in the min expression for t = 1)
(M3,Rmbs,Rsbs) =
(
N− Kmbs
H
,Kmbs,min{N− Kmbs,Ksbs}
)
, (62)
we can achieve (M,Rmbs,Rsbs) where,
M = M1
(
1− HM
N− K0
)
+ M2
(
θ1
θ2
− (1− HM
N− K0
))
+ M3
(
1− θ1
θ2
)
. (63)
Notice that N− Kmbs > L1 and thus θ1θ2 −
(
1− HM
N−K0
) ≥ 0.
For Rmbs, as compared to the corner point in the converse bound in (50f) which shows R?mbs ≥
Kmbs + θ1, we can achieve
Rmbs − Kmbs =
(
1− HM
N− K0
)
min{N− Kmbs,Ksbs}+
(
θ1
θ2
− (1− HM
N− K0
))
min{N− Kmbs,Ksbs}H− 1
H
(64a)
=
(
1− HM
N− K0
)
min{N− Kmbs,Ksbs} 1
H
+
θ1
θ2
min{N− Kmbs,Ksbs}H− 1
H
(64b)
≤ θ1
H
+
θ1(H− 1)
1− M
N−Kmbs
(64c)
≤ θ1
H
+ θ1H (64d)
≤ 2Hθ1, (64e)
where (64c) comes from L1H ≥ min{N−Kmbs,Ksbs} and (64d) comes from M ≤ (N−Kmbs)/H.
Simiarly, for Rsbs, as compared to the corner point in the converse bound in (50f) which shows
R?sbs ≥ θ2 − θ1, we can achieve
Rsbs =
(
1− θ1
θ2
)
min{N− Kmbs,Ksbs} (65a)
49
≤ H(θ2 − θ1)
1− M
N−Kmbs
(65b)
≤ H
2(θ2 − θ1)
H− 1 (65c)
≤ 2H(θ2 − θ1). (65d)
This concludes the proof for θ1 < θ2.
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Here consider the case N > Kmbs + L1 and L = L1 = · · · = LH.
a) Converse: We consider those demand vectors where the users in U0 demand distinct
files in [N−Kmbs +1,N], and the users in [Kmbs +1 : K] demand files in [N−Kmbs]. From (32b),
we have
R?mbs + R
?
sbs ≥
1
B
H
(
XH0
∣∣FU0)+ Kmbs(1− εB). (66)
It was proved in [29, Appendix B] that for single bottleneck-link caching problem including
N−Kmbs files and H users, where each user demands L files, the number of broadcasted bits is
lower bounded by N−Kmbs−M
11
for M ≤ 1.275 max{N−Kmbs
H
, L}, and lower bounded by the lower
convex envelop of L(H−t)
11(t+1)
where t = HM/(N − Kmbs) ∈ [H] for M ≥ 1.275 max{N−KmbsH , L}.
In addition, when M ≤ N−Kmbs
H
, we have R?mbs ≥ Kmbs + min{N − Kmbs,Ksbs}
(
1− HM
N−Kmbs
)
from (46b).
b) Achievability: M ≥ 1.275 max{N−Kmbs
H
, L}. We can achieve
(M,Rmbs,Rsbs) =
(
t
N− Kmbs
H
,Kmbs +
L(H− t)
t+ 1
, 0
)
and (M,Rmbs,Rsbs) =
(
tN−Kmbs
H
,Kmbs,
L(H−t)
t
)
for each t ∈ [H]. By memory-sharing between
this two points, we can prove the order optimality for M ≥ 1.275 max{N−Kmbs
H
, L}.
(N−Kmbs)/H ≤ M ≤ 1.275 max{N−KmbsH , L}. We can achieve (M,Rmbs,Rsbs) = (M,N−M, 0)
and (M,Rmbs,Rsbs) =
(
M,Kmbs, (N− Kmbs −M) HH−1
)
. By memory-sharing between this two
points, we can prove the order optimality for (N− Kmbs)/H ≤ M ≤ 1.275 max{N−KmbsH , L}.
M ≤ (N−Kmbs)/H. By a similar reasoning as in Appendix C, we can prove the order optimality
for this case. Notice that in Appendix C, when M ≤ (N−Kmbs)/H, we use the converse bound
R?mbs +R
?
sbs ≥ Kmbs + L1
(
1− M
N−Kmbs
)
to obtain the order optimality to 2 min{N−Kmbs,Ksbs}
L1
≤ 2H.
50
In this proof, when M ≤ (N − Kmbs)/H, we use the converse bound R?mbs + R?sbs ≥ Kmbs +
N−Kmbs
11
(
1− M
N−Kmbs
)
to obtain the order optimality to 2 min{N−Kmbs,Ksbs}
(N−Kmbs)/11 ≤ 22, by a similar
reasoning.
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a) Converse: From (8b) with s = 1 and M ≥ (G−1)(N−Kmbs)
G
, we have
R?mbs + R
?
sbs ≥ Kmbs + L1
(
1− M
N− Kmbs
)
. (67)
b) Achievability: Since GΦ1 = {1} and N ≥ Kmbs + L1, we have q′1(Φ, [G]) = L1. Hence,
when t = G− 1 (i.e., M = (1− 1
G
)
(N− Kmbs)), from (23), the following triplet is achievable(
(G− 1)(N− Kmbs)
G
,Kmbs + min
Φ∈QG
∑G−t
r=1 q
′
r(Φ, [G])
(
G−r
t
)(
G
t
) , 0)
=
((
1− 1
G
)
(N− Kmbs),Kmbs + L1
G
, 0
)
=
((
1− 1
G
)
(N− Kmbs),Kmbs + L1
(
1− M
N− Kmbs
)
, 0
)
. (68)
When M = N − Kmbs, we have the achieved load Rmbs = Kmbs with t = G from (23). By
memory-sharing between M =
(
1− 1
G
)
(N−Kmbs) and M = N−Kmbs, we can prove the claim
of Theorem 10.
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a) Converse: The converse is as in (67).
b) Achievability: First class corner points. When M =
(
1− 1
G
)
(N−Kmbs), we can see the
achieved loads are Rsbs = 0,Rmbs = Kmbs + L1
(
1− M
N−Kmbs
)
in (68). When M = N−Kmbs, the
achieved loads are Rsbs = 0,Rmbs = Kmbs.
Second class corner points. Form (24) with t = G− 1 (that is, M = (1− 1
G
)
(N−Kmbs)), we
have Rmbs = Kmbs and
Rsbs ≤
∑
S⊆[G]:|S|=t+1
q′1(Φ,S) + 1t max{q′t+1(Φ,S)− q′1(Φ,S) + q′t(Φ,S), 0}(
G
t
) (69a)
≤ q
′
1(Φ, [G]) +
1
G−1q
′
1(Φ, [G])
G
(69b)
51
= L1
(
1− M
N− Kmbs
) G
G− 1 , (69c)
where (69b) is because q′1(S) ≥ q′t(S) ≥ q′t+1(S), and (69c) because M = (G−1)(N−Kmbs)G and
q′1(Φ, [G]) = L1 (recall that N ≥ Kmbs + L1). When M = N− Kmbs, we have the achieved loads
are Rmbs = Kmbs,Rsbs = 0.
By memory-sharing between the above two classes of corner points, between M = (G−1)(N−Kmbs)
G
and M = N− Kmbs, we can prove Theorem 11.
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