Abstract. In an earlier paper, we developed general techniques which can be used to study the set of homotopy classes of maps between the classifying spaces of two given compact Lie groups. Here, we describe more precisely the general strategy for doing this; and then, as a test of these methods, apply them to determine the existence and uniqueness of (potential) maps BG ? ! BG 0 studied earlier by Adams and Mahmud. We end with a complete description of the set of homotopy classes of maps from BG 2 to BF 4 .
result which we use directly is the description, by Dwyer & Zabrodsky 14] , Zabrodsky 33] , and Notbohm 24] , of map(BP; BG) when G is any compact Lie group and P is p-toral (an extension of a torus by a nite p-group). The idea of our approach was to combine these theorems of Dwyer-Zabrodsky and Notbohm with a new decomposition of BG: a decomposition which approximates BG at any prime p as a homotopy direct limit of classifying spaces of p-toral subgroups of G.
In this paper, we show how the same techniques can be used successfully in other situations, to get information about the existence and uniqueness of maps BG ? ! BG 0 when G and G 0 are two distinct compact connected Lie groups. We rst describe the general strategy for doing this, taking as our starting point the work of Adams & Mahmud in 3] . To illustrate how these tools work in practice, we then take those examples listed in 3] involving (potential) maps between classifying spaces of distinct rank; and use our methods to determine exactly which ones actually do exist.
We end with a complete description of the set of homotopy classes of maps from BG 2 to BF 4 (Example 3.4). In this case, there are four families of maps, of which two can be constructed (at least away from the prime 3) as composites of the inclusion G 2 , ! F 4 , unstable Adams operations, and Friedlander's \ex-ceptional isogeny" on BG 2 . The maps in the other two families come in pairs, where one map from each pair can be constructed in a similar fashion, but by using an inclusion which is de ned only between the algebraic groups over F 7 instead of the inclusion of compact Lie groups. But the remaining map in each pair seems to be completely new, and cannot as far as we can tell be constructed as any composite of algebraically de ned maps.
Many of the techniques used here carry over to the case where G is an arbitrary compact Lie group (in particular, a nite group). But since they are based on using Sullivan's arithmetic pullback square for localizations and completions of BG 0 , we do always assume that G 0 is connected.
Section 1
Throughout the paper, G and G 0 will denote two compact Lie groups, where G 0 is connected. We want to study the set BG; BG 0 ] of homotopy classes of maps from BG to BG 0 . We x maximal tori T G and T 0 G 0 , and let W = N(T)=T and W 0 = N(T 0 )=T 0 denote the Weyl groups. We also regard W and W 0 as groups of automorphisms of T and T 0 , respectively (note, however, that the action of W need not be e ective if G is not connected).
Our procedure for studying maps BG ? ! BG 0 can be broken up into three steps:
Step 1: Admissible maps For the purposes of this paper, we de ne an admissible map from G to G 0 to be a homomorphism : T ? ! T 0 such that for every w2W there exists w 0 2W 0 such that w 0 = w. The motivation for this de nition comes from the following result, due in its original form to Adams i.e., maps de ned only after inverting some nite number of primes.
We want to determine which admissible maps extend to globally de ned maps f : BG ? ! BG 0 (and if such maps exist, how many there are). When doing this, it will be useful to write BG; BG 0 ] to denote the set of homotopy classes of maps which extend a given admissible map , and similarly for localizations and completions of BG 0 . The next proposition reduces the problem of describing BG; BG 0 ] to the case of maps to the p-adic completions of BG 0 . W ? ! W 0 such that is -equivariant; i. e., (w) = w for each w2W. In general, there can be more than one : W ? ! W 0 for which is -equivariant.
But in many cases is uniquely determined, and the following lemma gives one condition for this to happen. We must now consider the problem: given an admissible map : T ? ! T 0 , is it induced by a map f : BG ? ! BG 0 between the classifying spaces? And if so, is the map unique? By Proposition 1.2, can be extended to a map f if and only if it can be extended to f p : BG ? ! BG 0p for each prime p, and the extension is unique if it is unique for each completion.
Our procedure for answering these questions is based on p-local approximations of BG, by homotopy direct limits over certain orbit categories de ned as follows: Definition 1.4. A subgroup P G is p-toral if it is an extension of a torus by a nite p-group. A subgroup P G is p-stubborn if it is p-toral, and if N(P)=P is nite and has no nontrivial normal p-subgroups. We let O p (G) denote the category of orbits G=P for p-toral P G (and Mor(G=P 1 ; G=P 2 ) is the set of all G-maps). And R p (G) O p (?) denotes the full subcategory of orbits G=P for p-stubborn P G.
Our procedure for describing maps from BG to BG 0p is based on two results which are summarized in the following theorem. The rst says that BG can be approximated as a limit of BP 0 s for p-stubborn subgroups P G, and the second describes the sets BP; BG 0 ] for p-toral P. For Now assume that P is an arbitrary p-toral group, and let f; f 0 : BP ? ! BG 0 be such that (f)p ' (f 0 )p. Let T P be the identity component. For each n 1, let T n T be the subgroup of elements of order dividing p n . Choose subgroups P 1 P 2 P such that P n \ T = T n for each n, and such that the union of the P n is dense in P (cf. 15, Corollary 1.2]). Then for each n, (fjBP n )p ' (f 0 jBP n )p, and hence fjBP n ' f 0 jBP n (since P n is a nite pgroup). Also, BPp Proof. Choose nite p-subgroups P 1 P 2 N p (T ), as in the proof of Theorem 1.5(ii) above, such that the union of the P n is dense in N p (T ). By Theorem 1.5(ii) (the Dwyer-Zabrodsky theorem), for each n, fjBP n ' B n for some n : P n ? ! G 0 . We may choose the n such that n jT n = jT n for all n. Also, for each n, n+1 jP n and n are conjugate in G 0 , and hence by an element of C G 0 (T n ). And since C G 0 (T n ) = C G 0 (T ) for n su ciently large, the n can be successively chosen such that n+1 jP n = n for all n. The question is now: given an admissible map : T ? ! T 0 , can it be extended to an R p -invariant representation, and if so to how many? As will be seen below, in many concrete cases, this can easily be determined using ad hoc methods. But we have no general techniques for doing this. In particular, this is the missing step if we want to construct the unstable Adams operations for the exceptional Lie groups using this procedure.
The following proposition gives one simple (but very useful) tool for showing that certain admissible maps do not extend to maps between classifying spaces. Proposition 1.8. Let : T ? ! T 0 be an admissible map such that (i) Ker( ) is nite (i.e.,~ :T ? !T 0 is injective), and (ii) there exists an element t2 Ker( ) of p-power order, which is conjugate in G to some element in N p (T )rT .
Then does not extend to any R p -invariant representation from G to G 0 . In particular, B is not the restriction of any map BG ? ! BG 0p .
Proof. Assume that extends to an R p -invariant representation : N p (T ) ? ! G 0 . Since any p-toral subgroup of G 0 is conjugate to a subgroup of N(T 0 ), we may assume that Im( ) N(T 0 ) (this can be done without changing jT, but that is not necessary here). By assumption, t is conjugate in G to some element t 1 2N p (T )rT . The conjugation action of t 1 on T is nontrivial, and sends T into T 0 with nite kernel. Thus, the conjugation action of (t 1 ) on T 0 must be nontrivial. But since is O p -invariant by Proposition 1.6, (t 1 ) is conjugate to (t) = 1; and this is a contradiction.
The last statement follows from Proposition 1.7.
Step 3: Computation of higher limits. An The following theorem explains the signi cance of these functors. (i) Assume, for some p-stubborn subgroup P G, that F vanishes except on the orbit type G=P. Then lim ? (F ) = (N(P )=P ; F(G=P)).
(ii) Assume, for some n 0, that n (N(P )=P ; F(G=P)) = 0 for all pstubborn P G. To see point (ii), let N p (T ) = P 0 ; P 1 ; : : : ; P k be conjugacy class representatives for all p-stubborn subgroups of G (there are nitely many by 21, Proposition 1.6]). Assume the P i are arranged from smallest to largest; i. e., such that (P i ) (P j ) implies i j. For each 0 i k, de ne F i by setting F i (G=P ) = F(G=P) if (P ) = (P j ) for some j i, and F i (G=P ) = 0 otherwise. Then F 0 F 1 : : : F k = F. By We next consider the cases where p 2 j -jjWj, or where G 0 is a matrix group.
These conditions hold for several of the examples from 3] which we study in Sections 2 and 3. In these cases, we again get some very strong results about the existence and uniqueness of maps BG ? ! BG 0p . Proof. Fix a p-stubborn subgroup P G. If P is contained in a maximal torus, then P is a maximal torus (N(P )=P is nite); and so p 2 j -jjN(P)=Pj. So we are left with the case where P is not contained in any maximal torus.
Step 1: We start with a general observation. Let H C P be any normal subgroup of nite index, let S C P be the identity component, and let Aut(P; H) be the group of automorphisms of P leaving H invariant. Then Ker Aut(P; H) is a nite p-group.
Assume in addition that H is normalized by N(P) (i.e., H C N(P)). We claim that in this case, Ker N(P) ? ! Aut(H) Aut(P=H) P: (1) Let K denote this kernel. Since N(P)=P has no nontrivial normal p-subgroups (by de nition of \p-stubborn"), it will su ce to show that the image of K in N(P)=P is a p-group. For any g 2 K, conj(g) has p-power order in Aut(P; H)= Inn(S), so conj(g p k ) = conj(x) for some k and some x 2 T. Hence g p k x ?1 2 C G (P ) P (see 21, Lemma 1.5]), and so g p k 2 P.
Step 2: Assume that p j j jN(P)=Pj (otherwise we are done). Let P 0 =P be a pSylow subgroup of N(P)=P. Since P 0 is p-toral, we may assume that P 0 N p (T ).
Since P 6 T (and p 2 j -jjWj), we must have P 0 hP; Ti. If P\TCN(P) 
Thus, P\T is not normal in N(P). Consider the Frobenius subgroup (P ):
the subgroup generated by all commutators and p-th powers in P (cf. 17, x5.1]).
Then C P ( (P ))CN(P ), and C P ( (P )) P\T. Since P\T has index p in P and is not normal in N(P), this shows that C P ( (P )) = P; i. e., that (P ) Z(P).
In particular, the conjugation actions of P on (P ) and P= (P ) are trivial | the rst since (P ) is central and the second since P; P] (P ). So there is a well de ned map ( 1 ; 2 ) : N(P)=P ? ! Aut( (P )) Aut(P= (P )): By (1) again, ( 1 ; 2 ) is injective. Furthermore, P 0 =P Ker( 1 ) (P 0 hP; Ti and (P ) T), P 0 =P is a Sylow p-subgroup of N(P)=P; and so Im( 1 ) has order prime to p. And p j -jj Ker( 2 )j, since ( 1 ; 2 ) is injective.
Step 3: Identify P= (P ) = V = (F p ) n , set ? = Im( 2 ), and regard ? as a subgroup of GL n (F p ). This subgroup has the following properties:
(a) any Sylow p-subgroup of ? acts as the identity on some codimension one subspace of V . It su ces to check this on one Sylow p-subgroup of ? = distinct codimension one subspaces, since the stabilizer in ? GL n (F p ) of any codimension one subspace has a normal (and hence unique) Sylow p-subgroup.
(b) ? contains no nontrivial normal p-subgroup. Since if 1 6 = Q C ? is a nontrivial normal p-subgroup, then ( 1 ; 2 ) ?1 (1 Q) is a nontrivial normal psubgroup of N(P)=P (recall that pj -jjIm ( 1 ) ( 2 )j, this shows that p 2 j -jjN(P)=Pj.
Step 4 The following corollary lists some more consequences of Proposition 1.13, and also of character theory for representations. (ii) Now assume that p 2 j -jjWj; and that G 0 = SU(n) or U(n), or p is odd and G 0 = SO(2n + 1) or Sp(n). Then any given admissible map : T ? ! T 0 lifts to at most one map BG ? ! BG 0p .
Proof. (i) When G 0 is one of the groups U(n), SU(n), Sp(n), or SO(2n + 1), character theory applies to show that two homomorphisms 1 ; 2 : P ? ! G 0 are conjugate if and only if 1 (g) and 2 (g) have the same trace for each g 2 G, if and only if 1 (g) and 2 (g) are conjugate for each g 2 G. When G 0 = SO(2n+1), this property holds because O(2n + 1) = SO(2n + 1) Z=2. Note that it does not hold for G 0 = SO(2n). (ii) If p 2 j -jjWj, then lim ? n ( n ) = 0 for any R p -invariant representation and any n 2 (see Proposition 1.13). If G 0 = U(n), then the centralizer of any subgroup is a product of unitary groups, and hence connected. If G 0 = Sp(n) or SO(2n+1) and p is odd, then the centralizer of any p-toral subgroup is a product of unitary groups and (possibly) one symplectic or special orthogonal group, and is again connected. And if G 0 = SU(n), then the centralizer of any subgroup is generated by its connected component and Z(G 0 ). Thus, in all of these cases, N(P)=P acts trivially on 
Section 2
We now want to apply these procedures to the examples of admissible maps given by Adams & Mahmud in 3, Section 2]. For simplicity, we concentrate in this section on the question of which admissible maps can be realized as maps BG ? ! BG 0 (and at which primes p) | and pay less attention to the uniqueness question.
The rst three examples in 3, x2] involve cases where all admissible maps are zero: and these maps can clearly be realized. Their next four examples involve unstable Adams operations k : BG ? ! BG constructed by Wilkerson 28] , and the \exceptional isogenies" of Friedlander 16 ].
An unstable Adams operation of degree k is a self-map k : BG ? ! BG which extends the admissible map k : T ? ! T de ned by k (t) = t k . The following theorem combines the results of several authors. Proof. For (k; jWj) = 1, the unstable Adams operations were rst constructed by Sullivan 26] when G = U(n), and then by Wilkerson 28] for arbitrary connected G. The necessity of the condition (k; jWj) = 1 was shown by Ishiguro 19] . And the uniqueness of the maps was one of our main results in 21] .
It is thus the remaining examples (2.8 to 2.11) which provide the main interest here. Those are the examples involving maps between simple groups of di erent rank. In all cases, we refer to 3] for more discussion.
In all of these examples, for any admissible map : T ? ! T 0 , we let e : e T ? ! e T 0 denote its universal covering map. As will be seen, the only primes dividing the order of W (the Weyl group of G) are 2 and 3 in all cases. So any admissible map can be realized as a map BG ? ! BG 0p for p 5 (see Theorem 1.12 above).
In the rst three examples, G is one of the classical groups SU(3) or Sp(3). The p-stubborn subgroups of all of the classical groups U(n), SU(n), O(n), SO(n), and Sp(n) can be described explicitly (see 25]). For the results shown here, however, Proposition 1.13 can be used instead, to avoid having to list all pstubborn subgroups.
As one example, given here without proof, consider the group G = SU(3). Set = exp (2 i=3 In all cases, the extension is unique.
Proof. Point (ii) follows from point (i) and Proposition 1.2. And the uniqueness follows from Corollary 1.14(ii). This is easily seen to be a well de ned homomorphism, which is R p -invariant by Corollary 1.14(i). Using Corollary 1.14(i), it is not hard to check that is R p -invariant. for all primes p 6 = 7 (this is discussed in more detail at the end of the section). In other words, the homomorphism between algebraic groups provides a di erent construction of one of the two homotopy classes of maps of type (1; 1) (and a way of distinguishing the two classes).
The following lemma contains two general facts which are very useful when making computations in the exceptional Lie groups. (ii) G 2 contains a unique conjugacy class of subgroups isomorphic to (C 2 ) 3 . For any such A = (C 2 ) 3 in G 2 , C G2 (A) = A and N G2 (A)=A = GL 3 (F 2 ).
(iii) G 2 contains exactly 6 conjugacy classes of 2-stubborn subgroups, with representatives P 1 ; : : : ; P 6 as listed below. They are all presented as subgroups of Sp (1) 
xVI.4.13] (the description there is slightly di erent, but is clearly equivalent).
Note that the last three roots as given above are equal (as functions on e T) to the coordinate functions x 1 , x 2 , and x 3 | but the form given above makes clearer their lengths and angles relative to the other roots.
The description of follows easily from the fact that the integral lattice is the group of elements in e T whose value on each root is integral. This property of the integral lattice holds in general for connected center-free groups (cf. Then g 3 and g 0 3 are both conjugate (in H 2 ) to (j; j). This shows that A is conjugate to A 0 ; and also that C G2 (A) = (H 2 ) (j;j) = A: Also, N G2 (A)=A = GL 3 (F 2 ), since we have just shown that any automorphism of A is an inner automorphism in G 2 .
(iii) Fix a 2-stubborn subgroup P G 2 , and let 2 Z(P) be the 2-torsion subgroup of its center. If rk( 2 Z(P)) = 1, say 2 Z(P) = hgi, then N G (P ) = N C(g) (P ), and so P is also 2-stubborn in C(g) = Sp(1) C2 Sp(1). By 21, Proposition 1.6], the 2-stubborn subgroups of Sp(1) C2 Sp(1) are precisely the groups of the form P 0 C2 P 00 , where P 0 ; P 00 are 2-stubborn in Sp(1). Also, the only 2-stubborn subgroups of Sp (1) are Q and N (just check the list of all 2-toral subgroups). Conversely, if P = P 0 C2 P 00 where P 0 and P 00 are 2-stubborn in Sp(1), then N G (P )=P =N(P 0 )=P 0 N(P 00 )=P 00 , and so P is 2-stubborn in G = G 2 . Note that the subgroups N C2 Q and Q C2 N are not conjugate in G 2 | since if they were it would have to be via an element in the centralizer C G2 (g). Now assume that 2 Z(P) = hg 1 ; g 2 i has rank 2. Since C(g 1 ) is connected, hg 1 ; g 2 i is contained in a maximal torus, and is hence the 2-torsion in some maximal torus T. One now checks that P C G2 (g 1 ; g 2 ) = ToC 2 . This group is normal in N(P), and N(P)=P has no nontrivial normal 2-subgroups. Hence P = ToC 2 . Conversely, to check that this group is in fact 2-stubborn, note that N(P)=P =W=C2 = 3 .
If rk( 2 Z(P)) 3, then by part (ii), P = (C 2 ) 3 and N(P)=P = GL 3 (F 2 ). Now let : G=P i ? ! G=P j be any G-equivariant map. Choose x 2 G such that (P i ) = xP j ; then x ?1 P i x P j . By inspection of the individual possibilities for (i; j), we see that P i P j , and that x ?1 P i x is conjugate by an element of N(P j )=P j to P i ( P j ). Hence, after replacing by its composite with an automorphism of G=P j , we may assume that x ?1 P i x = P i . And in this case x 2 N(P i ), and is the composite of an automorphism of G=P i with the map induced by the inclusion P i P j .
(iv) Take g = exp( 1 3 ; 1 3 ; ? 2 3 ). Then C G2 (g) has roots (x i ? x j ), and hence is isomorphic to SU(3). Also, since (x 7 ! x ?1 )2W (note that this is in the Weyl group of Sp(1) C2 Sp(1) G 2 ), we see that complex conjugation on SU (3) is inner in G 2 . Thus, there exists a2N G2 (hgi) such that conj(a) is complex conjugation on SU(3). Then a 2 2Z(SU(3)) = hgi, and since jgj = 3 we may take a to have order 2. Thus, the normalizer of hgi is a semidirect product SU (3) (v) Fix a 3-stubborn subgroup P 2 G 2 . We may assume that it is contained in the maximal 3-toral subgroup N 3 (T ) = hT; A 1 i SU(3). Set z = diag( ; ; ); then z 2 P since C G2 (P ) = Z(P) 21, Lemma 1.5]. Also, P 6 T (since N(P)=P is nite and T is not 3-stubborn); and so (up to conjugation) we may assume that A 1 2 P. Furthermore, P % hz; A 1 i, since that subgroup is contained in a torus. By inspection, no cyclic subgroup of T strictly containing hzi is normalized by A 1 , and so we must have hz; Ai P (the subgroup of 3-torsion in T). In particular, since C G2 (z) = SU(3), C G2 (P \ T) = C SU(3) (P \ T) = T.
If P \ T C N(P), then C G2 (P \ T) = T and hT; Pi = N 3 (T ) are also normalized by N(P). In particular, N N3(T) (P )=P is normal in N(P)=P, is a 3-subgroup (cf. 21, Lemma A.3]), and must be trivial since P is 3-stubborn. And this is possible only if P = N 3 (T ) = hT; A 1 i. Now assume that P \ T is not normal in N(P). Choose x 2 N(P) such that x(P \ T)x ?1 6 = P \ T, and set Q = x(P \ T)x ?1 for short. Choose any y 2 Q r T. Then y 2 A 1 1 T, and y; Q \ T] = 1 since Q is abelian. This implies that Q\T hzi; and hence (since Q has index 3 in P) that P = hA; A 1 i. And in this case, P=hzi = (C 3 ) 2 , and one easily checks that the induced homomorphism N G2 (P )=P ????! Aut(P=hzi) = GL 2 ( F 3 ) is an isomorphism.
One way frequently used to describe G 2 directly is as the group of automorphisms of the Cayley numbers C: a division algebra on R 8 which contains the quaternions as a subalgebra H C. Under this description, the subgroup SU(3) G 2 can be regarded as the group of automorphisms 2 Aut(C) such that (i) = i (such an acts complex linearly on the remaining coordinates). This shows that G 2 = SU(3) =S 6 : the set of unit vectors orthogonal to 1 2 C. Also, Sp(1) C2 Sp(1) = SO(4) can be regarded as the group of those 2 Aut(C) for which (H ) = H . See 27, Appendix A.5] for more details. (iv) Assume rst that A = hg 1 ; g 2 ; g 3 i = (C 2 ) 3 is such that all elements of order 2 in A have type (I). Then A C F4 (g 1 ) = Spin (9) . Since Spin(9) is simply connected, C F4 (g 1 ; g 2 ) is again connected by Lemma 3.1(i). Since any maximal torus of C F4 (g 1 ; g 2 ) which contains g 3 also contains g 1 and g 2 , A must be contained in a maximal torus of F 4 . And this contradicts the fact that each maximal torus contains only 3 elements of type (I). 
The homomorphism e : e T(SU(3) C3 SU (3) (8). This is isomorphic to the above inclusion of (SU(3) 1) into C(g 1 ; g 2 ); and so this inclusion factors through G 2 .
The following result now completely classi es homotopy classes of maps from BG 2 to BF 4 . This clearly gives a well de ned homomorphism, and we claim that it is R 3 -invariant.
We must show, for any pair P; P 0 N 3 (T ) of 3-stubborn subgroups of G 2 Existence and uniqueness of maps: It remains to check that the appropriate higher limits vanish. By Lemma 3.2(v) again, G 2 contains up to conjugacy two 3-stubborn subgroups: P 1 = hT; A 1 i and P 2 = hA; A 1 i. Also, N(P 1 )=P 1 has order prime to 3, and 3 2 j -jjN(P 2 )=P 2 j.
The main problem is to determine the centralizer of (P 2 ). Set z = diag( ; ; ) In particular, the action of N(P 2 )=P 2 on 1 (G=P 2 ) = 0 (C F4 ( (P 2 ))) has order at most 2. By Corollary 1.11, lim ? The easiest way to check this last step is to take the pullbacks of Sp(1) Sp (3) along and 0 , and check that they both must be isomorphic to N N.
Since is R 2 -invariant, there is some x 2 F 4 such that x (z; j)x ?1 = (z; i) for all z 2 S 1 . In particular, x 2 C F4 (h), and hence lifts to e x 2 Sp(1) Sp (3) such that e xe (z; j)e x ?1 = e (z; i) for all z. is integral). And these are the roots of Im( 1 ).
The idea of the proof is now to push all computations into the centralizers C G2 (g) and C F4 ( (g)). So we start by identifying the composite ( 1 jS 0 ) ?1 ( jS). This splits into two cases, depending on whether m is even or odd. We claim that the composite = 1 : N 2 (T ) = N C2 N ????! F 4 is R 2 -invariant. To show this, it su ces using Lemma 3.2(iii) to check that for any of the subgroups P i N C2 N listed there (i = 1; : : : ; 6), and any x 2 N(P i ), the homomorphisms 1 jP i and 1 ( jP i ) conj(x) are conjugate in F 4 .
The case P 6 = (C 2 ) 3 follows from Lemma 3.3(iv), once one has checked that all elements of order 2 are sent to elements of type (II) in F 4 . To see this, note that for any 1 6 = x 2 P 6 , (x) is conjugate in Im( 1 ) to (i; i) or (1; ?1), both of which have type (II).
For i = 1; : : : ; 4, this is straightforward, and the homomorphisms are in fact always conjugate in Sp(1) C2 Sp(3) (i.e., before composing with 1 ). In the case P 1 = N C2 N, there is nothing to prove (N(P 1 )=P 1 = 1). In the next two cases, P 2 = N C2 Q and P 3 = Q C2 N, the arguments can be greatly simpli ed by conjugating elements of Sp (3) Note for example that whenever there is P 0 % P such that C( (P 0 )) = C( (P )), then (N(P ) \ P 0 )=P acts trivially on all homotopy groups of BC( (P )), and hence (NP=P ; n (G=P )) = 0 for all n by Theorem 1.10(iii). In all other cases (n > 1 or i > 1), i (N(P )=P ; n (G=P )) = 0. Since the i are the higher limits of the quotient functors of a certain ltration of n (see Theorem 1.10(i)), these computations show that lim ? 1 ( 1 ) = Z=2, and that lim ? i ( n ) = 0 for all (i; n) 6 = (1; 1). It follows that (and hence k;2k ) extends to exactly two homotopy classes of maps (f k;2k )2; (f 0 k;2k )2 : BG 2 ? ! (BF 4 )2. This last step, the existence in this situation of exactly two extensions, follows from the arguments in Wojtkowiak 29] , even though it is not stated explicitly there. We check that is R 2 -invariant, by again referring to the list of 2-stubborn subgroups of G 2 in Lemma 3.2(iii). Invariance with respect to conjugation and inclusion of the subgroups N C2 Q, Q C2 N, and Q C2 Q is easily checked (and holds within Im( 1 ) = Sp(1) C2 Sp(3)). Invariance for the subgroup ToC 2 follows automatically from the fact that is admissible. And invariance for the subgroup (C 2 ) 3 G 2 follows from Lemma 3.3(iv) (uniqueness of (C 2 ) 3 F 4 ) | after checking that all elements of order 2 in N C2 N are sent to elements of type (II) in F 4 .
The higher limits lim ? i ( n ) can again be computed using Theorem 1.10 (and 1.9); together with the computation (GL 3 
