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Abstract
We find a new supersymmetric 5D solution of N = 2 supergravity coupled to
one hypermultiplet that depends only on the fifth dimension (the energy scale in a
holographic context). In one asymptotic limit the domain wall approaches to the
AdS5 form but in the other one does not. Similarly, the hyperscalars, which are all
proportional between them, go asymptotically to a critical point of the potential only
in one direction. The quaternionic Ka¨hler manifold of the model is theH4 hyperboloid.
We use the standard metric of H4 in an explicit conformally flat form with several
arbitrary parameters. We argue that the holographic dual of the domain wall is a RG
flow of an D = 4, N = 1 gauge theory acquiring a conformal supersymmetry at the
IR limit, which correspond to the AdS5 asymptotic limit.
1 Introduction
Supersymmetric solutions of 5D gauged supergravity theories have received a lot of interest
by several reasons, in particular by the role they play in understanding the Gravity/Gauge
correspondence [1]. The foundational scheme in which the correspondence was formulated
consists of an AdS5 × S5 space-time in the bulk and a N = 4, U(N) Super Yang-Mills
Theory in the boundary. In general, it is expected that this seminal Gravity/Gauge cor-
respondence can be extended in order to get the holographic duals of other field theories,
perhaps closer to our physical world. Among these extensions, it is interesting to have non-
vanishing scalars fields in the bulk, such that the bulk does no longer correspond to the AdS5
vacuum (omitting the compact component) and its holographic dual can be interpreted as
a perturbation of the pure Super Yang-Mills Theory. The running of the scalars fields along
the fifth dimension (the “energy” coordinate) could be regarded as the holographic dual of
the RG flow for some coupling constants of the field theory in the boundary. This aspect
has been extensively studied in the literature, some of the related papers can be found in
Refs. [2, 3, 4, 5, 6] and references therein.
To have the holographic dual of some RG flow it is commonly accepted that the depen-
dence of the bulk scalar fields on the fifth dimension has the form of a kink or domain wall.
In an asymptotic direction the scalar fields go to a critical point of the potential, the bulk
recovers the AdS form whereas holographically the dual field theory approaches to the Super
Yang-Mills theory in the UV regime. In this scheme it is not a mandatory requirement that
the bulk approaches to AdS also at the other extreme of the energy coordinate. Similarly,
the dual field theory does not necessarily recover the pure Super Yang-Mills theory at the
IR.
Supersymmetric solutions of supergravity are natural candidates for such domain walls
because the conditions for preserved supersymmetry can be easily casted as flow equations
along the energy coordinate.
Supersymmetric solutions of supergravity with AdS asymptotics are also used in braneworld
models [7]. In these scenarios it is proposed that our observable world is a brane embedded
in a higher-dimensional space with large extra dimensions. When the braneworld is for-
mulated as a smooth configuration with a scalar field, then gravity can be trapped around
the brane if the high-dimensional space is a domain wall solution interpolating between two
AdS extrema. There are several physical requirements that this kind of domain walls must
fulfill, in particular the scalar field must be allowed to smoothly run from one critical point
of the potential to another with the same energy. There are some no-go theorems that forbid
the presence of supersymmetric domain walls of this kind when the supergravity theory is
coupled only to vector multiplets [8]. For the case of hyperscalars the general known results
are less restrictive [9]. Here supersymmetric domain walls suitable for smooth braneworld
models have been found using non-homogeneous quaternionic Ka¨hler manifolds [10].
Mainly motivated by their relevance in the Gravity/Gauge correspondence, in this work
we look for new 5D supersymmetric smooth domain wall solutions with scalar fields. We
concentrate ourselves in theD = 5,N = 2 (eight supercharges) gauged Supergravity coupled
to one hypermultiplet. This theory can be useful to find holographic duals of non-maximally
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supersymmetric field theories at the boundary. The gauged scenario we consider for the
supergravity theory is needed in order to find supersymmetric domain wall solutions that
have some AdS asymptotics, since there is a potential available for the scalar fields which
might play the role of the cosmological constant in asymptotic limits. The supergravity
multiplet contains a vector field that allows the gauging of one isometry direction of the
quaternionic Ka¨hler manifold. This simple matter content is rich enough to provide us with
a suitable frame for the analysis of domain wall solutions.
One of the advantages of studying supersymmetric solutions of supergravity is that their
characterization has been broadly analyzed. For the D = 5, N = 2 Supergravity and its
matter couplings this has been done in Refs. [11, 12, 13]. In particular, the characterization
of the supersymmetric solutions of the gauged theory coupled to an arbitrary number of
hypermultiplets was achieved in Ref. [12]. Therefore, we may start our analysis by taking
the conditions obtained in Ref. [12] as the set of equations that define the problem of
finding supersymmetric solutions. This is a quite fruitful approach, in particular due to
the small number of conditions we must solve in order to have a supersymmetry-preserving
configuration. Indeed, we shall consider the null case, in which there is roughly one equation
for each bosonic field: the metric, vector and the hyperscalars.
To perform explicit computations with hyperscalars one must choose the target manifold.
Here the difficulty lies in the involved technology of the quaternionic Ka¨hler geometry, in
contrast to the very special geometry that arises when the scalars of the vector multiplets
are used. With the aim to get a frame in which exact computations can be carried out,
the quaternionic Ka¨hler manifold we shall use in this work is the 4D hyperboloid H4 =
SO(4, 1)/SO(4) (or Euclidean AdS4). Our strategy will consist in casting the standard
metric of the hyperboloid as an explicit conformally flat metric by using a coordinate system
that depends on six parameters. The parameters are subject to an algebraic constraint due
to the fact that the value of the scalar curvature of the manifold is fixed in the gauged
supergravity, otherwise they are free. We shall exploit greatly the freedom in the values of
the parameters in order to find the solutions. We shall also use the general Killing vector of
the hyperboloid as well as its associated momentum map in such coordinates. The general
Killing vector has other free parameters associated to each isometry transformation; these
can also be adjusted when solving the equations for supersymmetric solutions.
Since we are interested in domain wall solutions, we assume an ansatz in which the
space-time metric and the hyperscalars depends only on the fifth coordinate. In addition,
we shall assume a conformally flat form for the space-time metric. After we formulate all the
equations needed to have a supersymmetric solution, we shall perform the exact integration
of the resulting flow-equations obtaining in this way the exact supersymmetric solutions.
This paper is organized as follows: In section 2 we present the action, equations of motion
and supersymmetry variations of the D = 5, N = 2 gauged Supergravity coupled to one
hypermultiplet, as well as a summary of the general conditions required for supersymmetric
solutions that are yielded by the characterization program. In section 3 we define the
quaternionic Ka¨hler manifold we are going to use. In section 4 we find the supersymmetric
solutions by integrating out the resulting flow-equations.
3
2 Supersymmetric solutions of D = 5, N = 2 gauged
Supergravity coupled to one hypermultiplet
In this section we present the main definitions of the 5D supergravity as well as the conditions
for preserved supersymmetry that we are going to analyze.
The theory for which we are going to look for supersymmetric solutions is the D = 5,
N = 2 gauged supergravity coupled to one hypermultiplet, with no vector/tensor multiplets.
The supergravity multiplet is given by the fields (eµ
a, Aµ, ψ
i
µ) whereas the hypermultiplet
is composed of (qX , ζA). The presence of the vector field Aµ allows the gauging of an
isometry direction of the quaternionic Ka¨hler manifold, which is the target manifold of the
hyperscalars. The details of this theory can be found in Refs. [14, 15].
The bosonic part of the action is
S =
∫
d5x
[√
|g| (−R + 1
2
gXYDµq
X
D
µqY + V(q)− 1
4
FµνF
µν
)
+ 1
12
√
3
ǫµναβγFµνFαβAγ
]
,
(2.1)
where the scalar potential is defined by
V(q) = 4g2(~P · ~P − 3
8
kXkX) . (2.2)
In this Lagrangian gXY is the quaternionic Ka¨hler metric of the non-compact quaternionic
Ka¨hler manifold. This manifold is also endowed with a quaternionic structure ~JX
Y and
an su(2) gauge connection ~ωX . In addition, the general formalism in which the theory is
formulated uses a class of vielbein denoted by fX
iA. The Killing vector kX determines the
isometry of the quaternionic Ka¨hler manifold used for the gauging and ~P is its associated
momentum map. Dµ is the space-time covariant derivative made with the affine, spin, Aµ
and R-symmetry connections. It acts on the hyperscalars and the gravitino as
Dµq
X = ∂µq
X + gAµk
X ,
DµDνq
X = ∇µDνqX + gAµ∂Y kXDνqY + ΓY ZXDµqYDνqZ ,
Dµψ
i
ν = ∇µψiν + i(∂µqX~ωX + 12gAµ ~P ) · ~σjiψjν .
(2.3)
The corresponding equations of motion for the bosonic fields are
Gµν − 12gXY
(
Dµq
X
Dνq
Y − 1
2
gµνDρq
X
D
ρqY
)
+ 1
2
gµνV = 0 , (2.4)
DµD
µqX − ∂XV = 0 , (2.5)
∇µF µν + 1
4
√
3
ǫαβγµν√|g| FαβFγµ + gkXDνqX = 0 . (2.6)
The supersymmetry transformation rules for the fermionic fields, evaluated on vanishing
fermions, are
δǫψ
i
µ = Dµǫ
i − 1
8
√
3
F αβ (γµαβ − 4gµαγβ) ǫi + i2√3g ~P · ~σj iγµǫj ,
δǫζ
A = 1
2
(6DqX +√3gkX) fXiAǫi . (2.7)
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The characterization of the supersymmetric solutions of this theory was done in Ref. [12],
where it was used the approach of the killing spinor bilinears in ordinary tensorial calculus
language. As usual in those studies, one has two families of solutions: the time-like and the
null class. Our first step in the task of looking for supersymmetric solutions flowing along
the fifth dimension is to determine which of these two families is the most suitable scenario
to find such solutions. This can be elucidated by contrasting the conditions imposed directly
on the hyperscalars in both cases, Eqs. (3.24) and (3.62) of Ref. [12]. It turns out that in
the null-case the structure of the differential equation for the hyperscalars is very near to a
flow equation (in terms of covariant derivatives), where the flow is mainly governed by the
Killing vector kX . On the contrary, a flow-like structure in the analogous equation of the
time-like case is not so clear. Due to this, we choose to work with the null-case family.
In the null-case, the supersymmetric solutions are built according to the following recipe
(actually, we adopt the somewhat different handling of variables of Ref. [13]): in the space-
time one uses two light-cone coordinates, u and v, and three transverse coordinates xr.
Tensorial objects that have components only in the transverse space are denoted by a hat .ˆ
For the space-time metric one chooses two functions f and H and a 3-dimensional transverse
metric γrs together with a Driebein basis v
r for it, being ̟rs the associated spin connection.
An identification between the local symmetry of the Driebein basis and the SU(2) gauge
symmetry of the quaternionic Ka¨hler manifold is made. For this reason the flat indices
rs . . . are carried both by tensors of the transverse space and by objects of the quaternionic
Ka¨hler manifold. With regard to the other fields, one chooses the components Aˆ and Au
of the vector field A and the four hyperscalars qX . All these variables may depend on
u, xr but must be v-independent. Moreover, the analysis simplifies greatly if we consider
the configurations to be also u-independent. This also ensures that the solutions are time-
independent. Therefore, from now on we assume this condition, which in turn implies that
the direction for the flowing is necessarily contained in the transverse subspace.
The supersymmetric space-time metric and the 5D vector field are determined in terms
of these variables by
ds2 = 2fdu(dv +Hdu+ ωˆ)− f−2γrsdxrdxs , dˆωˆ =
√
3f−2 ⋆ˆDˆAu , (2.8)
A = Audu+ Aˆ , F = DˆAu ∧ du+ Fˆ , (2.9)
where Dˆ is the transverse covariant derivative made with the affine and spin connections of
γrs and the gauge connection Aˆ. The variables chosen must satisfy the following equations
for preserved supersymmetry1:
̟rs = 2εrst(dˆqXωtX +
1
2
gAˆP t)− 2
√
3gf−1P [rvs] , (2.10)
Dˆrq
XJrX
Y = −
√
3gf−1kY , (2.11)
Fˆ =
√
3 ⋆ˆ(dˆf−1 − 2√
3
gf−2Pˆ ) , (2.12)
1The difference on signs between Eqs. (2.11)-(2.12) and Eqs. (3.62)-(3.68) of Ref. [12] is due to the
projection imposed on the Killing spinors. See Ref. [13]
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where Pˆ ≡ P rvr. We may see that, once we assume the hyperscalars to depend only in one
transverse coordinate and discarding the gauge connection, the Eq. (2.11) has the structure
of a flow equation along this coordinate with an inhomogeneous term proportional to the
Killing vector, as we mentioned above.
A part of the equations of motion of the theory are automatically solved by the super-
symmetric configurations. An easy way to see this is to use the Killing Spinor Identities
[16]. Therefore, the remaining conditions to be imposed on the variables come from the
unsolved components of the Maxwell and Einstein equations. These are respectively
Dˆ⋆ˆ(f−1DˆAu) + 1√3 Fˆ ∧ DˆAu + gPˆ ∧ dˆωˆ + 12g2Auf−3kXkXvol3 = 0 , (2.13)
∇ˆ2H + f−1DˆrAuDˆrAu − 12g2f−3Au2kXkX = 0 . (2.14)
Eqs. (2.10) - (2.14) define the system we must solve in order to get supersymmetric solutions.
3 The target for the hyperscalars
Since we are interested in exact supersymmetric solutions, we must specify a target for the
hyperscalars. A quaternionic Ka¨hler manifold whose metric is particularly simple is the
4D hyperboloid, which is the coset manifold SO(4, 1)/SO(4). We choose this manifold,
exploiting the fact that its metric can be put in a conformally flat form. Indeed, it is known
that the hyperboloid is the only non-compact 4D quaternionic Ka¨hler manifold that admits
a conformally flat metric. We shall discuss this result, the discussion will allow us to write
the metric in the most general, explicit, conformally flat form, as well as to find the most
general form of its Killing vectors. These results will be of great utility when building the
explicit solutions, specially due to certain parameters that enter in the general expression
of the metric and other geometrical objects of the target and whose values can be adjusted
in order to find the solutions.
3.1 The 4D conformally flat quaternionic Ka¨hler manifolds
Let us discuss this subject as a formal problem. A four-dimensional quaternionic-Ka¨hler
manifold is a Riemannian manifold restricted by two conditions: Its Weyl tensor is self-dual
and its metric is Einstein,
C
(−)
XY Z
V = 0 , (3.1)
RXY = κgXY , (3.2)
where it is assumed κ 6= 0 as part of the definition. As it is well-known, in supergravity
theories the value of κ is fixed in terms of the dimension of the manifold. For instance, in
D = 5, N = 2 (Poincare´) Supergravity we have
κ = −1
2
nH(nH + 2) , (3.3)
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where nH is the number of hypermultiplets. This value of κ is negative and in particular
with one hypermultiplet κ = −3/2. Since a compact Riemannian manifold with negative
scalar curvature has no non-trivial isometries, if we require the existence of at least one
isometry the quaternionic Ka¨hler manifold must be non-compact.
We are going to prove (locally) that any four-dimensional, conformally flat, quaternionic
Ka¨hler manifoldM is isometric to either the 4-sphere S4 or the 4-hyperboloid H4 depending
on if κ is positive or negative respectively. The two cases can be combined into a single
metric that depends on six parameters. That is, M is locally isometric to
ds2M =
1
(aqXqX + bXqX + c)2
dqY dqY , (3.4)
where a, bX and c are six constants related to κ by the condition
b2 − 4ac = −κ
3
, b2 ≡ bXbX . (3.5)
Notice that in the hypothesis we do not require M to be homogeneous, hence the result is
not a trivial corollary of the standard classification of homogeneous Einstein manifolds.
We start by assuming that the Riemannian metric of M is conformally flat, such that
it can be written in the general conformally flat form,
ds2(M) =
1
L2
dqXdqX , L = L(q1, . . . , q4) . (3.6)
Its Weyl tensor vanishes, hence it is automatically self-dual. Therefore, the only remaining
condition onM to be quaternionic-Ka¨hler is that it must be Einstein (with κ 6= 0).
Let us analyze the Einstein condition (3.2). Using the parameterization (3.6) this equa-
tion becomes
2∂X∂Y L+ δXY
(
∂Z∂ZL− 3L−1∂ZL∂ZL− κL−1
)
= 0 . (3.7)
From this equation it is straightforward to deduce that the Hessian of L is diagonal,
∂X∂Y L = 0 , X 6= Y , (3.8)
and that all its diagonal entries are equal,
∂X∂XL = ∂Y ∂Y L ∀X, Y . (3.9)
The most general solution to the Eq. (3.8) is L to be an additively-separable function,
L =
∑
X
QX(q
X) , (3.10)
where the index X in QX also indicates its argument. By putting this result into Eq. (3.9)
we get the set of equations
d2QX
dqX2
=
d2QY
dqY 2
∀X, Y . (3.11)
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Consistency of these equations requires their both sides to be equal to an unique constant.
This fact leads us to the general expression of each function QX : they are second-order
polynomials with the same second-order coefficient,
QX(q
X) = a(qX)2 + bXq
X + cX (no sum over X), (3.12)
where a, bX and cX are constant. Inserting this result in the expression (3.10) for L yields
L = aqXqX + bXq
X + c (sum over X), (3.13)
where c ≡∑
X
cX .
So far we have obtained in (3.13) the form that necessarily L has if the conformally
flat manifold is Einstein. The sufficient condition is dictated by Eq. (3.7). By putting the
expression (3.13) back into Eq. (3.7) we check that it is solved and the value of κ is given
by
b2 − 4ac = −κ
3
. (3.14)
This proves that any 4D Riemannian, conformally flat, Einstein metric can be written locally
as the metric (3.4), being the constant κ given by Eq. (3.5).
We may see clearly the geometric meaning of the metric (3.4) by using the freedom to
perform coordinate transformations. However, it must be taken into account that general
coordinate transformations on the target are not part of the symmetries of the gauged super-
gravity theory. In general, different parameterizations of the same metric lead to different
physical models. Only transformations corresponding to diffeomorphisms along isometries
of the quaternionic Ka¨hler metric, which is a smaller group, are allowed as symmetries.
To proceed with the coordinate transformations we need to consider separately the van-
ishing or not of the parameter a: if a 6= 0 we may complete squares in the expression of L
(3.13),
L = a
(
qX +
bX
2a
)(
qX +
bX
2a
)
+
κ
12a
, (3.15)
where we have used the constraint (3.5). In the new coordinates pX =
√
|κ|
2
√
3a
(qX + bX
2a
) the
metric (3.4) takes the form
ds2(M) =
12/|κ|
(sign(κ)pXpX + 1)2
dpXdpX . (3.16)
Depending of the sign of κ, this expression is either the metric of S4 (κ > 0) or the metric of
H4 (κ < 0), both in stereographic coordinates. If a = 0 the conformal factor L is linear in
the coordinates qX and the constraint (3.5) fixes the modulus of the “vector” b, b2 = −κ/3.
This implies that κ cannot be positive and that at least one of the components bX must be
non-vanishing. We can always rotate the coordinate system in order to align one of the axis
with b. That is, we define the new coordinates W = ebXq
X , V i = eiXq
X , where (eb, ei) is a
constant orthonormal 4D basis, eb being the unit vector along b. Then L becomes linear in
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W and the inhomogeneous constant can always be absorbed by a shift in W . The metric
takes the form
ds2(M) =
3/|κ|
W 2
(dV idV i + dW 2) , (3.17)
which is the metric of H4 in Poincare´ coordinates. This exhausts all the possibilities for a
and also for the sign of κ. We have seen that if κ > 0 the metric correspond to S4 with
metric given by (3.16) and for κ < 0 the metric is H4 given either by (3.16) or (3.17).
We shall use the metric (3.4) of the hyperboloid four our supergravity model. We shall
eventually adjust the parameters a, bX and c of this metric in order to be able to find the
supersymmetric flow-like solutions. Since κ = −3/2 for the theory, Eq. (3.5) becomes a
constraint on these parameters, which is
b2 − 4ac = 1
2
. (3.18)
3.2 Geometric properties
In this subsection we show some geometric properties of the 4D metric (3.4). In particular,
since the isometries of the manifold are highly relevant for the supergravity theory, we find
the Killing vectors. We develop the analysis in the general coordinate system in which
the metric (3.4) is written, avoiding to perform any coordinate transformation that could
require special values of the parameters.
3.2.1 Connections and curvature
The Levi-Civita connection and the Riemann curvature tensor of the metric (3.4) are
ΓXY
Z = −2L−1 [2aq(XδY )Z + b(XδY )Z − 12δXY (2aqZ + bZ)] , (3.19)
RXY Z
V = −2κ
3
gZ[XδY ]
V . (3.20)
Notice that in the Eqs. (2.10) - (2.14) for supersymmetric solutions the quaternionic
structure ~JX
Y and the su(2) gauge connection ~ωX arise explicitly, in contrast to the original
supersymmetry transformations (2.7), in which the standard vielbein fX
iA is needed. This
allows us to choose a different vielbein and a convenient quaternionic structure. To the
metric (3.4) we associate the vielbein
EX
X = L−1δX
X , (3.21)
where the underlined indices denote the flat directions. The corresponding spin-connection
is given by
ΩRST = −4δR[SδT ]X
(
aqX + 1
2
bX
)
. (3.22)
A convenient quaternionic structure in the flat basis is given by the anti-selfdual ’t Hooft
symbols,
JrX
Y = ρrXY =
{
ρrst = −ǫrst ,
ρ
r
s4 = δrs ,
(3.23)
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whose all components are constant. In the curved basis the components are the same, ~JX
Y =
δX
X ~JX
Y δY
Y . With this quaternionic structure the anti-selfdual part of the spin-connection
(3.22) can be related to the su(2) connection by the general 4D formula ~ωX =
1
4
Ω
(−)
XZ
Y ~JY
Z ,
which yields
~ωX = −~ρXY (aqY + 12bY ) , (3.24)
where for economy we use the symbols qX ≡ qX , bX ≡ bX .
3.2.2 Isometries
We have seen that the 4D conformally flat metric (3.4) correspond either to S4 if κ > 0
or H4 if κ < 0. Assuming a preserved orientation, the isometry groups of these manifolds
are SO(5) and SO(4, 1) respectively. Therefore, the Killing vectors of the metric (3.4)
corresponds to the action of these groups in the coordinate system in which the metric is
written.
Since the metric (3.4) is conformally flat, an efficient way to obtain its Killing vectors
is to start with its conformal Killing vectors. These are the same of the Euclidean metric
δXY , which are all well known (in general, conformally equivalent metrics share the same
conformal Killing vectors). A conformal Killing vector kX of the metric gXY by definition
satisfies
(Lkg)XY = Ω(g,k)gXY , (3.25)
Ω(g,k) =
1
4
gXY (Lkg)XY . (3.26)
Now what we want for the metric (3.4) are Killing vectors, so we require Ω(g,k) = 0. This
yields the equation
L∂Zk
Z − 4kZ∂ZL = 0 , (3.27)
where L is given in (3.13). Therefore, any conformal Killing vector of the Euclidean metric
is a Killing vector of the metric (3.4) iff it satisfies Eq. (3.27).
The general conformal Killing vector of the Euclidean metric is given by
kX = λY (δY XqZqZ − 2qY qX) + ωXY qY + σqX + ℓX , (3.28)
where ωXY is antisymmetric. In each term we recognize the special conformal transfor-
mations, rotations, dilatations and translations respectively. This vector correspond to the
action of the conformal group SO(5, 1).
Now we impose the condition (3.27) on the vector (3.28). Since this equation must hold
at any point, the coefficients of each power of the coordinates qX must vanish separately.
The third-order terms cancel out completely. The second, first and zero-order terms yield
respectively the conditions
aσ + bZλ
Z = 0 , (3.29)
aℓX + 1
2
bZω
ZX + cλX = 0 , (3.30)
bZℓ
Z − cσ = 0 . (3.31)
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Therefore, the vector given in (3.28) is a Killing vector of the metric (3.4) if the parameters
λX , ωXY , σ and ℓX satisfy the conditions (3.29) - (3.31). These conditions reduce the
original conformal group SO(5, 1) down to the symmetry groups SO(5) or SO(4, 1). We
discuss this in Appendix B. Since Killing vectors are a special case of conformal Killing
vectors, we conclude that the above are the general Killing vectors of the metric (3.4).
The momentum map associated to the general Killing vector (3.28), which is defined by
~P = 1
2
~JX
Y∇Y kX , results
~P =
~ρXZ
2L
[
2λY
(
(2bV q
Z − qV bZ)qV δXY + 4bZqY qX
)
+ aωXY
(
qV qV δY Z − 4qY qZ)
+
(
(4cλX − 2σbX − 4aℓX)δY Z + bY ωXZ − 2bZωXY
)
qY − 2bZℓX + cωXZ
]
.
(3.32)
4 The supersymmetric flow-like solutions
4.1 The ansatz for the fields
To find the solutions we start with switching-off the graviphoton, Aˆ = Au = 0, which
greatly simplifies the Eqs. (2.10) - (2.14). Indeed, with the vanishing of the graviphoton,
which implies the vanishing of the one-form ωˆ given in Eqs. (2.8), the Maxwell equation
(2.13) is automatically solved. The Einstein equation (2.14) is solved for any harmonic
function H in the transverse space. For simplicity we put H = 0.
We identify one of the transverse coordinates, denoted by w, as the direction for the
flowing and assume that the fields depend only on it. This implies that all the objects f ,
γrs, v
r and qX depend only on w. The transverse coordinates split out as xr = (xi, w). With
these assumptions the supersymmetric space-time metric given in Eq. (2.8) takes the form
ds2 = f
(
2dudv − f−3γrsdxrdxs
)
. (4.1)
Our aim is to recover the AdS5 space in some asymptotic direction, which is equivalent
to demand that the metric (4.1) tends to the AdS5 metric when w goes to some of its ends.
By simple inspection we may see that this can be achieved if the function f goes as ∝ 1/w2
and at the same time the combination f−3γrs goes as δrs, such that in that limit the metric
(4.1) acquires the form
ds2 ∝ 1
w2
(
2dudv − dxidxi − dw2) , (4.2)
which is the metric of AdS5 in Poincare´ coordinates. This scheme leads us to make the
following ansatz for the transverse-space metric
γrs = f
3δrs. (4.3)
The vielbein associated to this metric are given by
vr
r = f 3/2δr
r , (4.4)
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where again underlined indices denote flat directions. The transverse-space spin connection
̟rst computed for this veilbein has only the non-vanishing components
̟ijw = −32f−5/2f ′δij . (4.5)
where the prime denotes derivation w.r.t. w. The metric (4.2) can be written in the co-
ordinate U = w−1, which is the coordinate usually associated with the energy scale in
Gravity/Gauge correspondence. In general, we assume 0 < w <∞.
Our last ansatz for the bosonic fields is to assume that all the hyperscalars are linearly
dependent between them,
qX = CXQ(w), (4.6)
being Q(w) an undetermined function and CX a constant vector.
After these assumptions we have arrived at the space-time metric
ds2 = f(w)(2dudv − dxidxi − dw2) , (4.7)
and the functions f and Q must solve the Eqs. (2.10) - (2.12). By expanding all the spatial
components of Eq. (2.10) we obtain the system2
0 = Q′ρrXYC
XbY , (4.8)
0 = P i , (4.9)
f ′ = − 2√
3
gf 3/2Pw , (4.10)
whereas Eq. (2.11) becomes
Q′CXρwXY = −
√
3gf 1/2kY . (4.11)
By projecting this equation to CY we obtain the condition
CXkX = 0 . (4.12)
All the components of Eq. (2.12) are implied by Eqs. (4.9) and (4.10).
A way to satisfy Eq. (4.8) for r = 1, 2, 3 without constraining the function Q is to impose
that the vector C is proportional to b,
CX = βbX , (4.13)
where we assume β, b2 6= 0 in order to get at least one non-trivial hyperscalar.
After condition (4.13) is imposed, the consistency condition (4.12) becomes bXk
X = 0.
By evaluating this explicitly for the general Killing vector (3.28), in which we use all our
ansatze, we obtain
β2b2λY bYQ
2 − βσb2Q− ℓY bY = 0 . (4.14)
2The orientation of the space-time has been fixed such that ǫijw = ǫij .
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Since we want to avoid algebraic conditions on Q, we are forced to require the vanishing of
the coefficient of each power of Q in this equation, hence we require
λY bY = ℓ
Y bY = 0 , (4.15)
σ = 0 . (4.16)
We recall that σ, λX , ℓX and ωXY are not all independent parameters, they must solve
Eqs. (3.29) - (3.31) in order to define a Killing vector. From these the only one that is not
automatically implied by the conditions (4.15) - (4.16) is the Eq. (3.30). To solve (3.30)
and (4.15) we impose
ℓX = κℓω
XY bY ,
λX = κλω
XY bY ,
(4.17)
where the constants κℓ and κλ are subject to
aκℓ + cκλ =
1
2
. (4.18)
As a consequence of conditions (4.6), (4.13), (4.16) and (4.17) the Killing vector (3.28)
takes the form
kX = ωXY bY (κλb
2β2Q2 + βQ+ κℓ) . (4.19)
Eq. (4.11) requires the Killing vector to be proportional to ρwXY bY . In order to match this
with the expression (4.19) we impose ωXY = ρ
w
XY . Notice that we could be more general
by imposing a relation of proportionality, but the multiplicative constant in front of ωXY is
just a normalization factor for the Killing vector that can be absorbed by a redefinition of
the coupling constant g. With all these conditions, the conformal factor (3.13), the Killing
vector (4.19) and the momentum map (3.32), after a convenient change of parameters,
become
L = − β
4h2
(
1
k
Q2 − 2Q+ k(1− h2)
)
, (4.20)
kX =
βρ
w
XY bY√
3g
K , (4.21)
P r = −
√
3δrw
2g
P
L
, (4.22)
where
P ≡ gβ
2
√
3h2d
(
1
k
Q2 − 2(1− h2)Q + k(1− 2dh2 − h2)
)
, (4.23)
K ≡ −
√
3g
2d
(
1
k
Q2 − 2dQ− k(1− 2d− h2)
)
(4.24)
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and
k = − 1
2aβ
, h =
1√
2b2
, d =
a
b2κλ
. (4.25)
To arrive at these expressions for P , K and L the constraint (3.18) has been solved for c
and (4.18) for κℓ.
We may see from (4.22) that Eq. (4.9) is automatically solved. We are left then with
two unsolved equations, (4.10) and (4.11). By substituting the Killing vector (4.21) and the
momentum map (4.22) back in these equations we obtain a system of flow-equations for f
and Q,
f ′ = f 3/2
P
L
, (4.26)
Q′ = f 1/2K . (4.27)
We remark that L, K and P are second-order polynomials of Q and do not depend on f .
At this stage, we have supersymmetric flow-like solutions with metric given in (4.7) and
hyperscalars given by qX = βbXQ if we find two functions f(w) and Q(w) that satisfy
Eqs. (4.26) and (4.27). These equations depend on the parameters β, k, h and d, which in
general are not restricted by any algebraic constraint, apart from β, k, d 6= 0 and h > 0.
4.2 The roots of the polynomials
Before we proceed with solving the flow-equations (4.26) and (4.27), in this subsection we
study the zeros of L, K and P , which are of central importance for these equations.
The zeros of L represent singularities of the target metric gXY . These points must
be excluded from the physical domain of the hyperscalars qX in order to have a finite
Lagrangian. Therefore, the flow of Q, governed by Eqs. (4.26) and (4.27), should avoid
these points.
According to Eq. (4.27), the zeros of K are fixed points for Q. This implies that they act
as barriers for the flow of Q, that is, the value of Q can get arbitrarily close, from above or
below, to the zero, but it cannot pass the zero. In this way the flow of Q can be protected
against a zero of L if a zero of K is located in a preceding position. Moreover, the flow can
be protected against both roots of L by a single root of K. We shall see how this happens
in the explicit solution in subsections 4.3 and 4.4.
From Eq. (4.26) we may see that if a zero of P is reached in a point w0, then w0 is
a critical point of the function f . 5D flow-like solutions having such critical points are
of special interest in smooth braneworld models, where it is expected that gravity can be
trapped around the critical point w0 (if it is a maximum), which correspond to the position
of the brane. In order to find such solutions from Eqs. (4.26) and (4.27), it is convenient to
have a zero of P uncovered by the ones of K, such that Q effectively passes through that
point. Indeed, a typical picture for a smooth braneworld model obtained from Eqs. (4.26)
and (4.27) is a flow of Q starting asymptotically in one zero of K, passing through a zero
of P (the brane) and ending asymptotically in the other zero of K.
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We denote the roots of L, K and P by Q˜±, Q¯± and Qˆ± respectively. They are given by
Q˜± = k(1± h) ,
Q¯± = k(d±△) ,
Qˆ± = k(1− h2 ± h△ˆ) ,
△ ≡ √(1− d)2 − h2 , △ˆ ≡ √h2 − 1 + 2d .
(4.28)
Now we study the relative ordering of these roots in function of the space of parameters.
It is clear that k plays no role, except by its sign that can invert the relative ordering. Since
h > 0, the two roots Q˜± of L are real and different between them. In principle, K could
have a single real root if △ = 0, which yields d = 1 ± h, but such a root is equal to Q˜+ or
Q˜−. To avoid this, we require the two roots Q¯± of K to be real and different between them,
that is △ > 0. This condition leaves us with two sectors in the space of parameters, defined
by
sector 1: d < 1− h ,
sector 2: d > 1 + h .
(4.29)
Notice that there is not overlapping between this two sets. A bit of algebra allows us to find
that the following orderings hold on each sector:
sector 1: d−△ < 1− h < d+△ < 1 + h ,
sector 2: 1− h < d−△ < 1 + h < d+△ .
(4.30)
This implies that, if k > 0, the roots of K and L are ordered as Q¯− < Q˜− < Q¯+ < Q˜+ in
sector 1 and Q˜− < Q¯− < Q˜+ < Q¯+ in sector 2. In this case we may see that in sector 1
the flow of Q is protected against the two roots of L if the flow takes values in the range
(−∞, Q¯−). That is, given an initial data in which the value of Q belongs to this range,
then the whole flow driven by Eqs. (4.26) and (4.27) never reaches Q˜±. Similarly, in sector
2 the flow is protected in the range (Q¯+,+∞). If k < 0 the relative ordering of the roots is
completely reversed in each sector, such that the flow is protected in sector 1 in the range
(Q¯−,+∞) and in the range (−∞, Q¯+) for the sector 2. In all cases the flow also avoids
the remaining root of K. This fact, which is a consequence of having always one root of L
between the two roots of K, places an inconvenient to find smooth braneworld solutions.
From this analysis we conclude that the values of h and d must fall into one the sectors
defined in (4.29) and that in each sector, for any sign of k, there is always a range available
for the flow of Q protected against the roots of L.
By simple inspection we may see that the zeros of P may or may not belong to these
ranges depending on the values of h and d.
Finally, we comment that the roots Q¯± of K are critical points of the scalar potential V
given in Eq. (2.2), hence the value of the hyperscalars at these zeros correspond to vacuum
solutions. This was to be expected since these roots are also the zeros of the Killing vector,
which in turn are critical points for the scalar potential. This last relationship can be shown
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to hold on general grounds by using the technology of the quaternionic Ka¨hler geometry on
the derivatives of Eq. (2.2)3.
4.3 The exact solutions
Let us start the analysis of the system (4.26) - (4.27) by solving the Eq. (4.27) for f ,
f 1/2 =
Q′
K
, (4.31)
and then putting this expression into Eq. (4.26). This yields a second-order differential
equation for Q, which is
Q′′ +
P (3)
P (4)
(Q′)2 = 0 , (4.32)
where P (4) and P (3) are fourth- and third-order polynomials of Q respectively,
P (3)(Q) ≡ −LdK
dQ
− P
2
,
P (4)(Q) ≡ LK .
(4.33)
Note that P (4) has four different real roots: the ones of L and K.
Eq. (4.32) can be completely integrated. To achieve this, we first note that the two terms
of this equation can be grouped in a total derivative after multiplying it by the integration
factor exp
(∫
dQP
(3)
P (4)
)
, such that Eq. (4.32) becomes
[
exp
(∫
dQ
P (3)
P (4)
)
Q′
]′
= 0 . (4.34)
This equation can be brought to the form[∫
dQ exp
(∫
dQ
P (3)
P (4)
)]′′
= 0 (4.35)
3The converse is not true in general: there can be critical points of the potential that are not zeros of
the Killing vector. To see this we simplify the potential by imposing the condition qX = CXQ, which is
equivalent to saying that there is only one hyperscalar in the functional space. Then the potential (2.2)
becomes
V = 1
4L2
(
12P 2 − β
2
h2
K2
)
,
which can be brought to the form
V = 6W 2 − 18h
2
β2
L2
(
dW
dQ
)2
,
where W = P/
√
2L is the superpotential [3, 9, 17]. This potential in general has four different critical
points; only two of them correspond to the zeros Q¯± of the Killing vector, which are also the critical points
of the superpotential W .
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and now it can be integrated twice w.r.t. w, yielding∫
dQ exp
(∫
dQ
P (3)
P (4)
)
= ℓ1w + ℓ2 , (4.36)
where ℓ1 and ℓ2 are two arbitrary integration constants.
Since P (4) has four different real roots the integral of the integration factor can be easily
obtained: if Qα denotes the four roots of P (4), then∫
dQ
P (3)
P (4)
= ln
[∏
α
(Q−Qα)rα
]
, (4.37)
where
rα ≡
[
P (3)
(
dP (4)
dQ
)−1]
Qα
. (4.38)
By putting this result back into Eq. (4.36) we finally arrive at the equation∫
dQ
∏
α
(Q−Qα)rα = ℓ1w + ℓ2 . (4.39)
Once the integral of the l.h.s. of Eq. (4.39) has been performed, this equation becomes
an algebraic equation for Q and w. By solving for Q in terms of w one obtains the solution
of the differential equation (4.32). Finally, the solution f(w) is obtained by substituting
Q(w) into Eq. (4.31).
Let us go further in the analysis of the integral in Eq. (4.39). Actually, we do not know
the general solution of this integral for arbitrary values of the exponents rα. Alternatively,
we can look for solutions for some specific values of rα.
We start with evaluating the general expressions of the exponents rα in terms of the
parameters. We recall that the four roots Qα are Q¯± and Q˜±. We denote by r¯± the two of
the exponents rα that correspond to Q¯± and by r˜± the ones of Q˜±. From Eqs. (4.38) and
(4.33) and using the explicit expressions of the second-order coefficients of P , K and L we
obtain
r¯± = −1 ∓ 2k(Q¯± − Qˆ+)(Q¯± − Qˆ−)
3(Q¯± − Q˜+)(Q¯± − Q˜−)(Q¯+ − Q¯−)
, (4.40)
r˜± = ∓ 2k(Q˜± − Qˆ+)(Q˜± − Qˆ−)
3(Q˜± − Q¯+)(Q˜± − Q¯−)(Q˜+ − Q˜−)
. (4.41)
After substituting the values of all the roots given in (4.28) these exponents take the form
r¯± = −1 ∓ 1
3△
(
1 +
h2
d− 1±△
)
, (4.42)
r˜+ = r˜− = −1
3
. (4.43)
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Curiously, the value of r˜± is fixed and, in addition, from (4.42) it is straightforward to obtain
the identity
r¯+ + r¯− = −4
3
. (4.44)
By using the value of r˜± and the identity (4.44) solved for r¯− in Eq. (4.39), and performing
the change of variable given by
u = (Q− Q¯−)−1 , (4.45)
we obtain
−
∫
du
(1− (Q¯+ − Q¯−)u)r¯+[
(1− (Q˜+ − Q¯−)u)(1− (Q˜− − Q¯−)u)
]1/3 = ℓ1w + ℓ2 . (4.46)
The integrand of this equation can be simplified thanks to the fact that the linear polynomial
arising in the numerator is proportional to the derivative of the 2nd-order polynomial of the
denominator. Indeed, if we define the polynomials of u
p1 ≡ 1− (Q¯+ − Q¯−)u ,
p2 ≡ (1− (Q˜+ − Q¯−)u)(1− (Q˜− − Q¯−)u) ,
(4.47)
and use (4.28), then we obtain that they satisfy the following identity
dp2
du
= 2k(d− 1−△)p1 . (4.48)
Therefore, Eq. (4.46) can be written as
−1
[2k(d− 1−△)]r¯+
∫
du
p21/3
(
dp2
du
)r¯+
= ℓ1w + ℓ2 . (4.49)
Clearly, for the special case of r¯+ = 1 the integrand in (4.49) becomes a total derivative,
such that the integration can be performed automatically. On this basis we impose the
condition r¯+ = 1 and perform the integration, obtaining
p2
2/3 = ℓ1w + ℓ2 , (4.50)
where any global multiplicative constant has been absorbed in ℓ1 and ℓ2.
We parenthetically analyze the consequences of having fixed the value of the exponent
r¯+, whose expression in terms of h and d is given in (4.42). We regard the condition r¯+ = 1
as an algebraic equation for d that depends on h. Its solution is4
d =
5
24
(
5−
√
1 + 24h2
)
. (4.51)
Now we must determine whether this value for d falls in one of the allowed sectors defined
in (4.29). We find that the condition for the sector 1 is satisfied by (4.51) whenever h is
4In despite of its appearance, the function r¯+(d) with fixed h is injective; thus the condition r¯+(d) = 1
has only one solution for d.
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different from one. Therefore, condition (4.51) and h 6= 1 ensure that if the flow of Q starts
in the protected range for the sector 1 then it always takes values in that range for all w.
We may solve the algebraic Eq. (4.50) for u in terms of w and then return to the
original variable Q(w) by reversing the change of variables (4.45). Since p2 is a second-order
polynomial of u, we find two different solutions, which we denote by Q±(w), given by
Q±(w) =
2k△
1± ((ℓ1w + ℓ2)3/2 +m)1/2
+ Q¯− , (4.52)
where
m ≡ 1− d−△
1− d+△ . (4.53)
To arrive at these expressions we have again redefined ℓ1 and ℓ2 in order to absorb any
constant multiplying the combination ℓ1w + ℓ2.
It can be seen that 0 < m < 1 for the sector 1 of the space of parameters. Thus, to
ensure the reality of Q±(w) we impose ℓ1 > 0 and ℓ2 ≥ 0. Moreover, with these conditions
the function Q+(w) is free from singularities in all the domain of w. For Q−(w) there is still
the possibility of a singularity in the point wˆ that satisfies
wˆ =
(1−m)2/3 − ℓ2
ℓ1
. (4.54)
This point is automatically excluded from the domain of w if ℓ2 satisfies ℓ2 > (1 −m)2/3,
hence we impose this condition when dealing with Q−(w).
From the form of the expression (4.52) it is easy to determine whether the flows of the
functions Q±(w) fall in some of the protected ranges. We recall that the protected ranges for
the sector 1 are (−∞, Q¯−) if k > 0 and (Q¯−,+∞) if k < 0. From (4.52) we may see that if
k > 0 then Q+(w) > Q¯− and Q−(w) < Q¯− for all w. Therefore, Q−(w) is the only solution
that takes values in the protected range for k > 0. For k < 0 we obtain that Q+(w) < Q¯−
and Q−(w) > Q¯−, hence it is again Q−(w) the function that takes values in the protected
range.
We obtain the function f(w) by plugging (4.52) into Eq. (4.31). This yields the same
result both for Q+(w) and Q−(w), which is
f(w) =
3d2ℓ1
2
16g2△2
ℓ1w + ℓ2
((ℓ1w + ℓ2)3/2 +m)
2 . (4.55)
This function is real, positive definite and finite in all the domain of w provided that ℓ1 and
ℓ2 satisfy the same conditions imposed for the functions Q±(w).
In summary, we have found a new supersymmetric flow-like solution for the gauged
D = 5, N = 2 Supergravity coupled to one hypermultiplet with the hyperscalars taking
values in a physically allowed set. The quaternionic Ka¨hler metric is the metric of the H4
hyperboloid parameterized as
ds2M =
1
L2
dqXdqX , L = ar2 + bXq
X + c , (4.56)
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where c = (4a)−1(b2 − 1/2), b2 = bXbX , and the quaternionic structure is ~JXY = ~ρXY . The
Killing vector we use for the gauging together with its momentum map are obtained from
Eqs. (3.28) and (3.32) by restricting the parameters arising in these expressions according
to
λX = κλρ
w
XY bY , ℓ
X = κℓρ
w
XY bY , κℓ =
1
2a
(1− 2cκλ) ,
ωXY = ρ
w
XY , σ = 0 .
(4.57)
The solution is given by
ds2 = f(w)(ηµˆνˆdx
µˆdxνˆ − dw2) ,
qX = bXQ(w) , A = 0 ,
f(w) =
3d2ℓ1
2
16g2△2
ℓ1w + ℓ2
((ℓ1w + ℓ2)3/2 +m)
2 ,
Q(w) =
△/a
((ℓ1w + ℓ2)3/2 +m)
1/2 − 1
+ Q¯− , Q¯− = − 1
2a
(d−△) ,
m =
1− d−△
1− d+△ , △ =
√
(1− d)2 − h2 ,
d =
5
24
(5−
√
1 + 24h2) , h =
1√
2b2
.
(4.58)
There is also the restriction κλ = a/b
2d. This solution has two integration constants, ℓ1 and
ℓ2, which are subject to the conditions ℓ1 > 0 and ℓ2 > (1 −m)2/3 in order to ensure the
reality and finiteness of the solution for 0 < w <∞. It also depends explicitly on the target
parameters a and bX , which are required to satisfy b
2 6= 1/2.
4.4 Properties of the solution
4.4.1 Asymptotics and the shape of the domain wall
We now analyze the asymptotic behavior of the solution. To this end we prefer to work
with the coordinate y related to w by w = eλy/λ, λ > 0. The space-time metric and the
function Q take the forms
ds2 = f(y)(ηµˆνˆdx
µˆdxνˆ − e2λydy2) ,
f(y) =
3d2ℓ1
2λ2
16g2△2
ℓ1e
λy + ℓ2
((ℓ1eλy + ℓ2)3/2 +m)
2 ,
Q(y) =
△/a
((ℓ1eλy + ℓ2)3/2 +m)
1/2 − 1
+ Q¯− .
(4.59)
Here we have redefined ℓ1 with respect to (4.58) by ℓ1 → ℓ1λ.
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Figure 1: (a) A monotonically decreasing function f(y). (b) The function f(y) with a
maximum. In both figures the parameters β, λ, ℓ1 and g have been set to unity, a = −1
and h = 2. For plot (a) we set ℓ2 = 1.32 and for plot (b) ℓ2 = 0.32.
As y approaches to +∞, the functions f(y) and Q(y) behave as
f(y) =
3d2λ2
16g2△2 e
−2λy +O(e−3λy) ,
Q(y) = Q¯− +
△
aℓ
3/4
1
e−3λy/4 +O(e−3λy/2) .
(4.60)
The function Q(y) goes asymptotically to the root Q¯−, which is a critical point of the scalar
potential, and the space-time metric approaches the AdS5 form,
ds2 =
6λ2
|Λ| (e
−2λyηµˆνˆdxµˆdxνˆ − dy2) , Λ = −32g
2△2
d2
. (4.61)
Now when y → −∞ we obtain
f(y) =
3d2ℓ21λ
2
16g2△2ℓ1/22 δ
[
1 +
ℓ1(m− ℓ3/22 /2)
ℓ2δ
eλy
]
+O(e2λy) ,
Q(y) = Q−∞ +
3△ℓ1ℓ1/22
4aδ(δ1/2 − 1)2 e
λy +O(e2λy) ,
Q−∞ ≡ Q¯− + △
a(δ1/2 − 1) ,
(4.62)
where δ = ℓ
3/2
2 +m. We may see that in this limit the function Q(y) tends again to a constant
value. However, in this case the constant Q−∞ does not correspond to a critical point of the
potential. Consequently, the space-time metric does not approach the AdS5 form. At first
sight, this asymptotic behavior could be surprising, since one normally expects that if the
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Figure 2: The function Q(y). The parameters k, β, λ and g have been set to unity, a = −1,
h = 2 and ℓ2 = 1.32.
hyperscalars go asymptotically to constant values, these values must correspond to critical
points of the scalar potential and the metric should approach the AdS5 metric. Actually, a
careful analysis on the Einstein and hyperscalar equations (2.4) and (2.5) reveals that this is
not the case for the limit y → −∞ due to an effect of the coordinate system. The first term
of Eq. (2.5) contains inverse-metric factors (the gyy factor) that diverge when y → −∞. As
a consequence, although Q(y) goes to a constant, this term does not vanish, it goes instead
to a finite value and cancels out completely the second term of Eq. (2.5), the non-zero
derivative of the potential. Similarly, all the three terms of the µˆµˆ-components of Eq. (2.4),
including the energy-momentum term of the hyperscalars, go to finite, non-zero values and
cancel out between them. In the yy-component the three terms go simultaneously to zero
in the form ∼ e2λy. The mentioned divergences are mere effects of the coordinate system.
Indeed, by substituting the expansion for f given in Eqs. (4.62) into the line element (4.59)
an making a simple redefinition of the fifth coordinate we may see that the leading-order
metric correspond to the 5D Minkowski space-time.
As we mentioned in section 4.2, the polynomial P may or may not have a zero in the
protected range for the flow of Q(y). This implies that, depending on the values of the
parameters, there are two cases for the function f(y): monotonically decreasing or with a
maximum. To have a maximum, however, it is not sufficient for the zero of P to be located
in the protected range where the flow of Q(y) falls, it must be located between Q−∞ and
Q¯−. In particular, this effect can be easily controlled by adjusting the value of ℓ2, which
increases/decreases the absolute value of Q−∞ while leaves Q¯− unaffected. In Fig. 1 we show
the plots of the function f(y) for the cases when it has a maximum and when it does not.
In Fig. 2 we show the increasing version of the domain wall corresponding to the function
Q(y).
There are several parameters that can be used to control the shape of the domain wall,
both for the metric and the hyperscalars. For example, ℓ2 can also be used to reduce the
separation between Q¯− and Q−∞, thus reducing the slope of the wall (and also excluding
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the maximum for f). This feature could be important for the holographic interpretation of
the solution since the supergravity approximation in the bulk side is trustable only for low
curvatures.
4.4.2 On the holographic dual of the solution
Finally, as we mentioned in the Introduction, it would be interesting to understand the
holographic dualization of our regular solution 4.58, specifically by relating it to a RG
flow of some 4D gauge field theory. Of course, to arrive at a definitive conclusion about
what the exact dual gauge theory is, one must compute quantum correlation functions.
However, we can gain some insight on the character of the dual gauge theory by looking
into the symmetries of the supergravity solution, that is, the preserved supersymmetries
and the isometries, in particular at the asymptotic limit at which the AdS vacuum solution
is recovered. We devote this section to discuss this.
As a preliminary, we point out that in the bulk we are dealing with a supersymmetric
solution. Normally, one expects the perturbative stability of such a solution since it can be
related to a BPS state of the underlying quantum theory. This point of view is the usual
one in supersymmetric domain walls solutions, even in non-supersymmetric ones, see, for
example, Refs. [6].
We firstly need to make contact with the usual parameterization of the domain walls/RG
flows used in the Gravity/Gauge correspondence. The fifth coordinate U associated to the
energy scale is related to the coordinate y we are using by U ∝ e−λy. Thus, the IR regime of
the dual gauge theory correspond to the y = +∞ limit and the UV regime to the y = −∞
limit. As regards to the coordinate w in which the solution was found in previous sections,
we have U ∝ w−1. Therefore, w may be regarded as an inverse running for the energy scale.
We have seen that at the limit y = +∞ the metric of the solution approaches to the
AdS5 solution whereas the scalar fields become constant. This AdS5 is one of the maximally
supersymmetric solutions of the theory, since the hyperscalars go to one of the extrema of
the scalar potential V for which the Killing vector vanishes, kX = 0. Hence we have that
at the y = +∞ limit the solution preserves all of the eight supersymmetries of the theory
and has an isometry group that can be interpreted as a conformal group of transformations
acting on the 4D boundary of the AdS5 space. We are led to think that this limit is dual
to an D = 4, N = 1 gauge theory acquiring a conformal supersymmetry at the IR, hence
doubling the number of supersymmetries.
The y = −∞ limit, which correspond to the UV regime of the dual gauge theory, must
be analyzed carefully due to the subtleties of the coordinate system. Actually, it is better
to return to the coordinate w since with it the 5D metric (4.58), evaluated at the limit
w = 0, gets the standard form of the Minkowski space-time in Cartesian coordinates. One
may check that at this limit the derivative of the hyperscalar Q goes to a constant, non-zero
value,
∂wQ =
3△ℓ1ℓ1/22
4aδ(δ1/2 − 1)2 . (4.63)
This constant is exactly the coefficient of the first correction to Q in expansion (4.62). It
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is worth mentioning that this 5D Minkowski solution must not be confused with a vacuum
solution of the theory since we have nonzero contributions to the energy-momentum tensor of
the hyperscalars at each order in w, including the zero-order, as well as nonzero contributions
to the scalar potential. Indeed, in this model the critical points of the scalar potential
correspond only to solutions with non-zero cosmological constant.
By evaluating the Killing spinor equations (2.7) on the solution we deduce that they
admit a Killing spinor that satisfies the usual projection for 5D supersymmetric domain
walls of the N = 2 theory,
iσwi
jǫj = γwǫi . (4.64)
For generic null-class supersymmetric solutions there are three of such projections (only
two independent), one for each direction of the transverse space [12]. However, in the
case of domain walls only one projection is needed due to the dependence in only the fifth
coordinate5. This implies that the whole solution preserves one half of the supersymmetries;
that is, four real supercharges. This amount of preserved supersymmetry remains unaltered
at the UV limit but it is doubled at the IR.
On the basis of these considerations we believe that the 4D gauge theory dual to the
whole domain wall solution is an N = 1 gauge theory without conformal supersymmetry
in general. Because of the fact that both the enhancement of the supersymmetry and the
arising of the conformal structure hold at the IR rather than the UV, it seems that the
complete, dual gauge theory can be obtained by making an explicit symmetry breaking in
some N = 1 conformal supersymmetric theory. The breaking must be done in such a way
that the symmetry-breaking terms can be neglected at the IR. This mechanism would be
similar to the Lifshitz mechanism of breaking explicitly the Lorentz invariance by adding
noncovariant high-order terms to a covariant field theory, such that the Lorentz symmetry is
recovered at an IR fixed point. This mechanism was originated in condensed matter theory
and recently has been adapted to a gravitational action in order to obtain a renormalizable
theory of quantum gravity [18]. If the correspondence we are proposing works, the β-function
of the symmetry-breaking operator can be related to the w-derivative of the hyperscalar Q.
As an application, we may use the method of Ref. [3] to obtain a c-function associated
to the RG flow for the conformal anomaly of the conformal gauge theory at the boundary.
The coefficient of the conformal anomaly is given by the value of the c-function at the IR
limit. The c-function of Ref. [3] is defined by
C = C0
(A′)3
, (4.65)
where A(z) is the function determining the domain wall when it is casted in the form
ds2 = e2A(r)ηµˆνˆdx
µˆdxνˆ − dr2 , (4.66)
and C0 is a constant. This constant may be evaluated at the IR limit by following the
approach of Ref. [19]. Of course, here we cannot give to C the interpretation given in
5In general, there is one additional projection given in terms of a light-cone gamma matrix. This is
neither needed for the domain wall.
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Ref. [3] as a function for domain walls interpolating between the coefficients of the conformal
anomaly at several fixed points because we have the AdS geometry only at the IR limit.
After the coordinate change needed to bring the metric (4.58) to the form (4.66),
r = −σ−1 ln((ℓ1w + ℓ2)3/2 +m) , σ ≡ −2
√
3g△/d , (4.67)
(d is always negative, hence σ is positive) we find that the metric of the solution is given in
terms of the function
A(r) =
1
3
ln
(
e−σr −m)+ σr . (4.68)
The first and second derivatives of this function are
A′ =
σ
3
(
2− 3meσr
1−meσr
)
,
A′′ =
−mσ2eσr
3(1−meσr)2 .
(4.69)
These functions are free from singularities in the whole domain of r, which is bounded from
above by a finite value of r, as can be deduced from (4.67). We may assume that the function
A has no critical points in the domain of r. This is equivalent to require that the function f
of the solution (4.58) has no critical points, which can always be imposed by restricting the
space of parameters of the solution, as we have indicated in the previous section. Therefore,
we have a monotonic domain wall. Under this condition, it can be checked from Eqs. (4.69)
that A′ > 0 and A′′ < 0, thus the function A′ is always decreasing in r. Since C is related
to A′ by (4.65) and the IR limit correspond to r → −∞, we obtain that the C-function is
monotonically decreasing as r runs towards the IR (assuming a positive C0). In Ref. [3] it
was shown that this behaviour is a general property of domain walls that satisfy a weaker
energy condition, which in turn is satisfied by domain walls that preserve the 4D Poincare´
invariance, as in our case.
5 Conclusions
We find new exact supersymmetric solutions of the D = 5, N = 2 gauged supergravity
coupled to one hypermultiplet. We use the 4D hyperboloid as the target quaternionic
Ka¨hler manifold for the hyperscalars. We based our analysis in solving the conditions
known from the characterization program for the supersymmetric solution of the theory [12]
under a flow-like ansatz. One of the solutions we have found is completely regular and the
hyperscalars take values in a physically allowed set. This solution is a domain wall that
depends only on one noncompact spatial coordinate of the space-time, the fifth coordinate.
The asymptotics of the domain wall is mixed: at one extreme of the fifth coordinate it
approaches to a maximally supersymmetric AdS5 vacuum solution, whereas at the other
direction the hyperscalars tends to a nontrivial configuration and the metric acquires a
Minkowski form. This Minkowski plus active hyperscalars configuration is a solution of
theory, but not a vacuum solution and it preserves one half of the supersymmetries. The
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solution as a whole preserves one half of the supersymmetries, as usual in domain wall
solutions. We have used a coordinate system in the quaternionic Ka¨hler manifold in which
the standard metric of the hyperboloid acquires an explicit conformally flat form, but leaving
various free parameters. In the space of these parameters, including the ones of the Killing
vector used for the gauging, we could find a sector in which the regular solution is located
and free from singularities.
It would be interesting to understand completely the holographic dualization of our
regular domain wall solution. Actually, to answer this question, quantum computations in
the context of the Gravity/Gauge correspondence must be performed. However, upon its
asymptotic behavior, we have proposed the supersymmetry/conformal structure content of
the 4D gauge theory dual to our solution. The enhancement of the full supersymmetries
at the AdS extreme, which correspond to the IR regime of the dual theory, leads us to
believe that the holographic dual correspond to a RG flow of a D = 4, N = 1 gauge
theory acquiring a conformal supersymmetry at the IR, but not at the UV. Thus, the gauge
theory doubles the number of supersymmetries at the IR. Since the enhancement of the
symmetries happens at the IR, one may guess that the dual gauge theory can be obtained
from an explicit symmetry-breaking of some N = 1 superconformal theory, instead of a
spontaneous breaking. The symmetry-breaking terms should be negligible at the IR. It
would be interesting to determine which operator can be used to deform the superconformal
theory in order to get the dual theory of our solution. The β-function corresponding to such
an operator can be related to the dependence of the hyperscalars of our solution in the fifth
dimension. As a feasible application of our solution, we have determined the form of the
C function following the method of Ref. [3], obtaining that it is a monotonically decreasing
function towards the IR.
Our regular domain wall has some similarities with others solutions found in the lit-
erature, in particular with those analyses devoted to the five dimensional supergravities.
In the five dimensional theories coupled to scalar fields and focused in the Gravity/Gauge
correspondence there have been found several supersymmetric domain walls, some concrete
examples can be found in Refs. [3, 4, 5]. Our work is particularly close to the analyses
in Refs. [5], where it was studied the same D = 5, N = 2 gauged supergravity coupled
to hyperscalars and in some cases also with active scalars of the vector multiplets. These
studies, however, were focused in curved domain walls; that is, when the solution does not
preserve the 4D Poincare´ invariance. Another difference is that in the domain walls analyzed
in these references both asymptotic limits correspond to AdS vacuum solutions (although
not necessarily maximal supersymmetry at both limits), hence the dual theory acquires
conformal supersymmetry both at the UV and the IR. This behaviour coincides with the
scenario studied in Ref. [3], where it was used the N = 8 theory to analyze AdS-AdS do-
main walls. Those authors provided a complete holographic interpretation in terms of a
gauge field theory flowing from a conformal point to another due to a deformation, as in
the Leigh-Strassler mechanism [20]. As we mentioned, our solution seems to be a different
scenario since we have AdS asymptotics only in at the IR limit.
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A Conventions
We take the action of the theory from Ref. [15], setting κ = 1/
√
2. For the space-time we
use the signature (+−−−−). Both in the space-time and target spaces we use underlined
indices to denote tangent flat directions. The connection and its curvature tensors are
Γαβ
γ =
1
2
gγρ(2∂(αgβ)ρ − ∂ρgαβ) , (A.1)
Rαβµ
ν = 2∂[αΓβ]µ
ν − 2Γ[α|µρΓ|β]ρν , (A.2)
Rµν = Rαµν
α . (A.3)
The AdS space-time has a negative cosmological constant. When the scalar potential of the
Lagrangian becomes constant, it is related to the cosmological constant by V = −2Λ.
In the target space the conventions are similar. The Levi-Civita connection we use and
its curvature tensors are
ΓXY
Z = 1
2
gZV (2∂(XgY )V − ∂V gXY ) , (A.4)
RXY Z
V = 2∂[XΓY ]Z
V − 2Γ[X|ZWΓ|Y ]WV , (A.5)
RXY = RZXY
Z , R = gXYRXY . (A.6)
B The Killing vectors of the target manifold
In this appendix we show how the action of the symmetry groups SO(5) or SO(4, 1), de-
pending on whether the metric (3.4) correspond to S4 or H4, is encoded in the general
Killing vector (3.28), whose parameters are subject to conditions (3.29) - (3.31). For the
sake of shortheness we consider only the case of a 6= 0 and bX = 0, which is the setting that
leads directly to the stereographic representations of the metrics of S4 and H4.
The Eq. (3.5) can be used to solve for c, c = κ
12a
. From conditions (3.29) - (3.31) we
may solve σ and ℓX ,
σ = 0 , ℓX = −κλ
X
12a2
. (B.1)
This leaves us with the ten parameters λX and ωXY as the free parameters of the Killing
vector (3.28), which takes the form
kX = λY
[
δXY
(
r2 − κ
12a2
)
− 2qXqY
]
+ ωXY qY . (B.2)
27
If we make the immersions of S4 and H4 in R5, then they are defined by
XXXX ± (X5)2 = ±1 (B.3)
where XXˆ = (XX , X5) are Cartesian coordinates in R5 and the upper (lower) signs hold for
S4 (H4). The stereographic coordinates qX are defined by
XX =
2qX
1± r2 , X
5 =
1∓ r2
1± r2 , (B.4)
such that the inverse relations are
qX =
XX
X5 + 1
. (B.5)
The action of SO(5) or SO(4, 1) in R5 can be represented by the infinitesimal coordinate
transformation
Y Xˆ = XXˆ + tXˆYˆX Yˆ , (B.6)
where tXˆYˆ is a totally antisymmetric matrix for SO(5) and a Lorentz generator for SO(4, 1),
SO(5): tXˆYˆ = −tYˆ Xˆ , SO(4, 1):


tXY = −tY X ,
t5X = +tX5 ,
t55 = 0 .
(B.7)
This coordinate transformation is viewed on S4 or H4 as the new stereographic coordinate
pX =
Y X
Y 5 + 1
. (B.8)
If we combine this equation with Eqs. (B.4) and (B.6) and expand in tXˆYˆ we arrive at the
coordinate transformation on S4 or H4 given by
pX = qX + tXY qY + 1
2
t5Z
[
δZX(r2 ∓ 1)− 2qXqZ] . (B.9)
By comparing the coordinate transformation (B.9) with the Killing vector (B.2) we
may see that the Killing vector has the desired structure and it is only the sign of κ what
differentiates between SO(5) and SO(4, 1).
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