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In this paper, we derive some suikient conditions for local asymptotic stability 
and instability for discrete nonlinear deterministic and stochastic systems. These 
theorems are easy to apply to specific discrete nonlinear systems. Some applications 
of our theorems to bilinear systems illustrate the above. % 1992 Academic Press, Inc 
1. INTRODUCTION 
The concept of stability is extremely important, since almost every 
workable system is designed to be stable. Stability is interwoven with the 
topics of identification, optimal control, filtering, etc. 
Because of the random nature of the phenomena involved, for example, 
changes of environmental conditions, aging of components or possible 
calibration errors, stochastic systems models have been suggested. 
Stochastic parameter, discrete-time systems may arise by sampling a 
stochastic parameter differential equation model for the purpose of digital 
control. A second possibility is by random sampling deterministic or 
additive noise perturbed stochastic continuous-time systems. 
Since most models in the real world are nonlinear, recently more and 
more attention has been given to the stability of nonlinear systems. Most 
recent publications consider special discrete nonlinear systems, for example, 
[l-7], or continuous time nonlinear systems, for example, [8-123. Very 
few study the stability for general nonlinear discrete systems [131. Also the 
results presented in Cl33 are rather difficult to apply in practice. 
We consider an input u(t) can be deterministic, or random given by an 
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output feedback. For the stochastic models we study stability without the 
stationarity assumption for the noises. 
In this paper we present results for general nonlinear systems that, as 
will become apparent, have straightforward applications to specific systems. 
Also the new results can be used for a number of nonlinear systems. Two 
examples illustrate the applicability of our theorems and show that the 
theorems presented in this paper are convenient to apply in engineering 
problems. 
II. NOTATION AND PRELIMINARIES 
Let R” denote the usual n dimensional vector space, llxli denote the 
norm of a vector x, and llAl[ denote the norm of a matrix A. If Z,, Z2 are 
normed linear spaces, and f * is linear transformation from Z, into Z2, we 
define its norm by 
Ilf*II = SUPI llf*xll : x E z, 3 llxll 6 11 
Let A(A), and A,,,(B) denote the eigenvalues of A, the maximum 
eigenvalue of B, respectively. Here, B is real symmetric matrix. 
Let Z+ denote the set of non-negative integers, that is, Z+ 2 (0, 1, 2, . ..> 
and F, G supIE =+ IIA(t)ll for some matrix A, similarly to F,, F,, etc. 
Finally, we assume that the feedback function f is a measurable function. 
Next, we give some definitions of stability. 
a. Definitions of Stability for Deterministic Systems 
A discrete-time deterministic nonlinear system is of the form 
x(t + 1) = g(x(t), 4th t), g(0, 0, t) = 0, Vt>t, (2.1) 
Y(f) = W(t), t), (2.2) 
where x(t) and y(t) denote the state and the output, respectively, and u(t) 
is a feedback given by u(t) = f ( y( t)). 
DEFINITION 1. If for every E > 0 and for any to > 0, there exists a 6 s 0 
(depending on E, to), such that the inequality Ilx(to)ll < 6 implies Ilx(t)ll <E 
for all t > t,, then the zero state for the system (2.1), (2.2) is stable. 
DEFINITION 2. The zero state of the systems (2.1), (2.2) is said to be 
unstable if it is not stable. 
DEFINITION 3. If the zero state for the system (2.1), (2.2) is stable and 
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there exists a 6 > 0 such that ilx(&,)ll < 6 implies lim,, cD I]x(t)ll = 0 then the 
zero state for the system (2,1), (2.2) is asymptotically stable. 
DEFINITION 4. In the above definition, if 6 is independent oft,,, then the 
zero state for the system (2.1) (2.2) is uniformly asymptotically stable. 
DEFINITION 5. The zero state of the systems (2.1), (2.2) is said to be 
uniformly bounded if suptaro{ Ijx(t)l12} < cc whenever Ilx(to)ll <kc 00. 
b. Definitions of Stability for Stochastic Systems 
A discrete-time stochastic nonlinear system is of the form 
x(f + 1) = ‘dX(~), 4th w(t), t), g(O, 0, w(t), t) = 0, vtgt, (2.3) 
y(t) = h(x(t), u(t), t), (2.4) 
where x(t) and y(t) denote the state and the output, respectively, u(t) is a 
feedback given by u(t) =f( y( t)), and w(t), u(t) are random vectors defined 
on some probability space. 
DEFINITION 6. The zero state of system (2.3), (2.4) is said to be almost 
surely stable if for any E, a’> 0, there exists a 6 >O such that 
P{suPIXo Ilx(t)l/ > E’} <a whenever Ilx(t,)ll < 6 (see Cl]). 
DEFINITION 7. The zero state of system (2.3), (2.4) is said to be almost- 
surely asymptotically stable if it is almost-surely stable and for any E > 0, 
there exists 6 > 0 such that Ilx(t)ll * 0, as t + co, whenever Ilx(t,)ll < 6. 
DEFINITION 8. The zero state of system (2.3), (2.4) is said to be 
almost-surely uniformly asymptotically stable if 6 is independent of t, in 
Definition 7. 
DEFINITION 9. The zero state of system (2.3), (2.4) is said to be 
mean-square (MS) stable if for any .a>O, there exists a 6 > 0 such that 
E{~lx(t)~~*} <a whenever Ilx(to)ll ~6. 
DEFINITION 10. The zero state of system (2.3), (2.4) is said to be 
unstable (MS) if it is not MS stable. 
III. THE MAIN RESULTS AND PROOFS 
Without loss of generality, in the following, we always assume t, = 0. 
We start by giving a theorem which provides a new criterion for stability 
of deterministic nonlinear systems. 
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1. Deterministic Nonlinear Systems 
THEOREM 1. in the nonlinear system (2.1)-(2.2), assume that there exist 
a positive integer m and real numbers a1 > 0, aj > 0 for j = 2, . . . . m; pi 3 0, for 
j = 1, 2, . ..) m withp,<p,< ... < p, such that the following inequality 
IMt+ 1111 Gal Ilx(t)llP’ + ... + a, llx(t)llP~ 
holds. Then 
(I) Zfp, > 1 and a, < 1, the zero state for the system (2.1)-(2.2) is 
untformly asymptotically stable; 
(II) rfp, < 1, Ilx(O)ll <k< 1; and ma 6 1 the zero state for the system 
(2.1)-(2.2) is unzformly bounded, where a is defined by the following equation 
(3.0). 
Proof Take t = 0, and assume \lx(O)ll < 6, then 
Ilx(l)ll <a16p’+a2Sp2+ ... +amsPm 
= SP’fi, 
where 
For every 0 <E < 1, note that pi- p1 > 0, j= 2, . . . . m, then we can take 6 
small enough such that /I < 1 and 0~6 -CC. This p < 1 can be done 
provided a, < 1. Then, 
Ilx(2)ll < al[bPl/KJP1 + aZ[BP1BIP2 -t- ,.. + a,[c5P1/I]Pm 
6 6d[a, + Iy2~PlP2-P? + . . . + a,;SPIPm-d], 
where fi < 1 is used in the last inequality. Note that p, >, 1, 6 < 1, so 
for j = 1, 2, . . . . m, then, 
pI(P/-Pll <gP,-Pl 
7 
Ilx(2N < @% 
By mathematical induction, one can easily show that 
Ilx(t)ll < &. 
Then we have Ilx(t)ll <E for all t, and Ilx(t)ll -+O, as t + co, This implies 
that the zero state for the system (2.1~(2.2) is uniformly asymptotically 
stable. 
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For (II), since Ilx(O)l/ <k < 1, then 
Ilx(l)ll <a,kP’+a2kP2+ ... +a,kPm 
-C makP1, 
where 
a & max(a,, tlZ, . . . . a,). (3.0) 
Since ad l/m, by mathematical induction, one can show that 
llx(tNl < (ma) 1 tpl +p;+ ... +p;-’ kp; 
= (ma)” -/@(l-Pi) kP;. 
Also, since 0 <k < 1, and 0 < p1 -C 1, then for all t, kPi < 1, and 
Then, 
(ma)“-P;‘l”--P1)< 1 
Ilx(t)ll < 1 
for all t. 
This implies that the zero state for the system (2.1~(2.2) is uniformly 
bounded. 
Now we present a sufficient condition for instability. 
THEOREM 2. For system (2.1 k(2.2) if there exist CI > 0 and p such that 
llx(t+ l)ll >a Ilx(t)ll” forall tEZ+, 
then the zero state of this system is unstable if /p( < 1; or if p = -1; or if 
p=l, anda>l. 
Proof: Let x(0) be such that Ilx(O)lj = q, for some arbitrary v > 0, then 
Ilx(l)ll 2 qp * Ilx(2)lj 2 a1 +pqp2 
Ifp#l, (3.1) gives 
a Ilx(t)ll 2 a1 +P+ “’ +P’-‘VP’. 
v ( > P’ Ilx(t)ll aa(l-P’)l(l-PP) yjP’=al/(l-P) a’/(l-P) . 
(3.1) 
(3.2) 
409/168/l-16 
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If IpI < 1, (3.2) gives Ilx(t)li >~l’~“~~‘, as t goes to infinity. Hence from 
Definition 2 if we take E = E”(’ -- p’ and 6 Z q the zero state is unstable. If 
p= -1, (3.2) gives 
Ilx(t)ll a rl 
if t is even 
@I if t is odd. 
If we now take for example 
and 6 > q, then the zero state is unstable. 
If p= 1, (3.1) gives 
llx(f)ll 2 a%. (3.3) 
If a > 1, the right hand side of (3.3) goes to infinity as t goes to infinity. 
Hence the zero state is unstable in this case as well. 
2. Stochastic Nonlinear Systems 
Now we are going to study the stability for stochastic nonlinear systems 
(2.3)-(2.4). We find that some results of stability for deterministic non- 
linear systems as in Section III. 1 can be developed to stochastic nonlinear 
systems. 
The following theorem is a new criterion of stability for the stochastic 
nonlinear systems (2.3 )-( 2.4), and it is an important theorem for the local 
stability. 
THEOREM 3. In the nonlinear system (2.3)-(2.4), assume that there exist 
a positive integer m and real numbers a, > 0; uj 2 0, for j = 2, . . . . m; 0 < p, < 
pz< ‘.. < p,,, with p1 > 2 such that the inequality 
-qIlx(t+ w> 6 c+q Ilwll”‘) + ... + %nq lIX(wmj (3.4) 
holds. Then the zero state for the system (2.3)-(2.4) is almost-surely 
uniformly asymptotically stable, if 0~~ < 1. 
Proof: Taking t = 0, by hypothesis (3.4), we have 
E{Ilx(lN2} ~~,qlIx(0)llp’} +“2~{Ilx(0)llP~} + ... +%?lJqllxwllPm). 
Suppose lIx(O)(I ~6, and 6>0, so (Ix(O)[I~<~~, j=p1,p2,...,pm. By the 
hypothesis, we have 
pj=P~ + rj, for some r, > 0, j = 2, . . . . m. 
STABILITY OF NONLINEAR SYSTEMS 231 
Let 
p P lx, + a2P2 + . . . + c(,w2. 
Assume 0 <E, E’ < 1, and choose 6 small enough such that it satisfies the 
following, 
6 ,<min{E/2,~“} (3.5a) 
D<l (3.5b) 
c3p2 
___ < E/2. 1 - p (3.5c) 
Equation (3.5b) can be done if a1 < 1. Note that 6’ < 6f12 (j= r2, . . . . rm), 
then 
Set an event 
s, 2 {co : Ilx(l)ll >PJ?“4}. 
By the Tchebycheff inequality, we have 
p(s )<E(llx(l)l12~<6P’B~gB*,2 
1 ’ (#/2pW)2 @W ’ 
If o~Sf, then jlx(l)/<S “2 B ‘14. Since Ilx(l)ll < 1 and Il~(l)llj<6j’~j1?j’~, 
then, 
mwllP’) ~~{lIWl12} <wL 
~~IlmllP2) =~muw’ Il~(W’} 
< p2/2p4~{ llx( 1 )l12 } < 6~1 + r2/2pI + r2/4. 
Similarly, 
<8rm/2B’m/4E{I(~(1)112} <~Pl+rm/2Pl+rtt1/4. 
Then, from (3.4), we have 
E{ 1143112) <hp’P2. 
Set an event, 
s2 4 (0 E s; : /[x(2)/[ 2 iv2/!v2}, 
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the same step as P(S,), we have 
If wES;nSS;, then 
q IIx(2)IIP’~ 6 q llx(2)l12~ < ~p’P2v 
thus, 
E{ l14mlpzI = ~{llx(2MP’ llx(w2} 
< ,.jQ/2fjr2/2E( Ilx(2)ll ‘} < 8P’ + 1292 + r2/*. 
Similarly, 
E~llx(2)lIP”~ =E(ll-4NP2 Il44ll’“‘~ 
< ~h/*,9h/2E{ Ilx(2)ll 2 > < gP1 + h/*fl2 + h/2. 
Then, from (3.4), we have 
E{ llx(3)l12} < dp’B3. 
Set 
S3 P {we Sf n S; : Ilx(3)11 2 h1’2j?3’4}. 
Keep doing the same procedure as above, then for 
E{ IW)ll*) < dplP’, 
we set event 
Sj i2 { 0 ~jfi’ sf : ll~(j)ll 2 P2p4) 
I= 1 
Note (3.5a), (3.5b), and P’- ’ < 6, thus, 
Let 
j-l 
Mj 4 IJ S,, 
I=1 
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by (3Sa)-(3%) and Si n Sk = 4, i # k, we have 
j-1 j-l 
p(“j)= C P(Sj)= 1 6P1”<+$75<E/2. 
I= 1 I= 1 
Also, by Wa), (3.5b), {w : Ilx(j)ll > E’} c {o : IIX(~)II 2 ~?l/~pj’~}, SO, 
P{ Ib(j)ll 2 E’} d P{ Ilx(j)ll 2 P2P4} 
j-l 
=P OE n s; : /lx(j)ll > c2p4 
I= I 
6 P(s,)+ P(M,)< E/2 +&I2 = E. 
Therefore, the zero state for the system (2.3)(2.4) is uniformly almost- 
surely asymptotically stable if a, < 1. 
THEOREM 4. For the system (2.3)-(2.4) if there exist a >O and p such 
that 
E Ilx(t + 1)11> aE{ Ilx(t)llp} for all ke Z+, 
then the zero state is an unstable of this system if IpI < 1; or ifp= -1; or 
ifp=l, anda>l. 
ProoJ: Let x(O) be such that Ilx(O)ll = q, for some arbitrary q > 0, then 
E Ilx(l)ll aaV*E Ilx(2)ll ~a’+p~pz 
If p # 1, (3.6) gives 
= E Ilx(t)ll 2 a 1+p+ ... +p’-’ p’ ? . (3.6) 
E Ilx(t)ll 2 a (l-Pp’)l(l-PP)tlP’=al/(l-PP) (3.7) 
If IpI < 1, (3.7) gives E Ilx(t)ll >al’(l-p), as t goes to infinity. Since 
E{lIxWll*) 2 CE Ilx(t)ll12, 
from Definition 10 if we take E = a’/(‘-p) and 6 2 q the zero state is 
unstable (MS). 
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If p= -1, (3.7) gives 
E Ilx(t)ll 2 ’ 
if t is even 
47 if t is odd. 
If we now take for example 
and 6 > q, the zero state is unstable (MS). 
If p = 1, (3.6) gives 
E Ilx(t)ll ah. (3.8) 
If LX > 1, the right hand side of (3.8) goes to infinity as t goes to infinity. 
Hence the zero state is unstable in this case as well. 
IV. THE APPLICATIONS 
It is not difficult to apply Theorem 1,2 (for deterministic case) or 
Theorem 3, 4 (for stochastic case) to specific nonlinear systems. Therefore 
the sufficient conditions for local stability in Section III can be used widely. 
We can find some good applications of our theorems for deterministic 
systems in [6]. In stochastic models we give stability conditions without 
the stationarity assumption for the random noises. So the new results can 
be applied to most random models. 
Bilinear systems are an important subclass of nonlinear systems, since a 
number of real physical processes enjoy the bilinear construction [ 143. As 
an application of the theory of Section III, we are going to apply the 
theorems to bilinear systems. 
Now we consider the general form of bilinear system with output 
feedback, 
X(t+l)=A(t)X(t)+ f Bi(t)X(t)Ui(t)+C(t)U(t)y (4.1) 
i=l 
Y(f) = H(t) x(t), (4.2) 
u(t) P (241(t), . . .. %?z(t))= f(r(t)), (4.3) 
where x E R”, y E Rq, q d n, u E R”. A(r), Bi( t), i = 1, . . . . m are n x n matrices, 
C(t) is an n x m matrix, H(t) is a q x n matrix, f: Rq + R” is a measurable 
function and satisfies f(0) = 0 and Ilf(z)ll < K I(z(I P, where K is a constant 
which may depend on f: 
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Let 
(4.4) 
(4.5) 
(4.6) 
A4 42 sup max &,,[BT(t) Bi(r)]. 
120 I<i<m 
(4.7) 
THEOREM 5. In the system (4.1k(4.3), suppose C(t) and H(t) are 
bounded on Z+. If 
J-- A1 + KFHFc< 1, when p= 1; 
4 < 1, when p>l; 
then the zero state for the system (4.1)-(4.3) is uniformly asymptotically 
stable. 
Proof: After straightforward computation we obtain 
llx(t + 1 III Q ,h Il-$t)ll + KFd’; Ilx(t)ll p 
+ fim KFf, Ilx(t)ll 1 +P. 
It is easy now to obtain the results by applying Theorem 1. 
Now we consider stochastic systems with multiple output feedback, 
x(t+ l)= 
[ 
‘4(t)+ i A,(t) w,(t) x(t) 
j=O 1 
+ f Bi(t) x(t) ui(t) + c(t) u(t), (4.8) 
r=l 
Y(t) = H(t) 4th (4.9) 
u(t) 4 (u,(t), . . . . %n(t))T =f(y(t)L (4.10) 
where X, y, u and A(t), Bi(t), C(t), H(t), f are defined as the above with 
p = 1, and A,(t) is n x n matrices. 
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{w(t), t>O) is a white noise sequence with E{w(t))=O and 
if i#jor tfs; 
if i=jandt=s, 
where w(t)= {w,(t), . . . . ~,(t))~. We assume that x(0) is independent 
with w(t). 
Let 
PiCt) P nnx3xCA7(t) Ai(t)l, (4.11) 
Pi(t) of(t), (4.12) 
A”1 &A, +p. (4.13) 
A,Gsup max {max IA(BT(t)B,(t))l}, (4.14) 
t>O 1 <i.j<rn 
&gsup max (max IA(BT(t) A(t)+A’(t) Bi(t))l). (4.15) 
r>O lQi<m 
We have [S, 61 
E{llx(t+ 1,ll’> Q [2Z +2K2F:,F2,] E{ llx(t)l12} 
+L/4awf~{llx0)l13} 
+ 2mK2F&E( Ilx(t)lj4}. 
Directly using Theorem 3, we have: if 
2rl + 2K2FZ,FZ, < 1, 
then the zero state for the sycem (4.8)-(4.10) is almost-surely uniformly 
asymptotically stable, where 1 r, A,, and 1, are defined in (4.13)-(4.15) 
respectively. 
Some of the results in papers [3-61 can be used as the applications of 
our theorems. Some interesting numerical examples and more results on 
bilinear systems can be found in [4-61, [15]. 
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