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Abstract
The relatively robust representations (RRR) algorithm computes the eigendecomposition
of a symmetric tridiagonal matrix T with an O(n2) complexity. This article discusses how this
method can be extended to the bidiagonal SVD B = UV T. It turns out that using the RRR al-
gorithm as a black box to compute BTB = V2V T and BBT = U2UT separately may give
poor results for ‖BV − U‖. The use of the standard Jordan–Wielandt representation can fail
as well if clusters of tiny singular values are present. A solution is to work on BTB and to keep
factorizations of BBT implicitly. We introduce a set of coupling transformations which allow
us to replace the representation u = 1σ Bv by a more stable representation u = Xv, whereX is
a diagonal matrix. Numerical results of our implementation are compared with the LAPACK
routines DSTEGR, DBDSQR and DBDSDC.
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1. Introduction
This article considers the singular value decomposition of an unreduced n× n
bidiagonal matrix B = UV T (bSVD). Here  = diag([σ1, . . . , σn]) is a diagonal
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matrix containing the singular values in ascending order. The orthogonal matrices
U and V contain the left and right singular vectors. A triplet (σ, u, v) with σ = σj ,
u = U(:, j) and v = V (:, j) is called a singular triplet. The bSVD is the final phase
of a larger procedure for computing the SVD of a general matrix [12]. It is preceded
by a reduction phase, where orthogonal transformations are used to convert the gen-
eral matrix into a bidiagonal one. The bSVD is of numerical interest in itself since
it is known that a bidiagonal matrix determines its singular values to high relative
accuracy [1].
The bSVD is closely connected to the tridiagonal symmetric eigenproblem (tSEP).
It can be derived from the normal equations consideringBTB = V2V T andBBT =
U2UT. Alternatively, we can use the so-called Golub–Kahan matrix
TGK = Pps
[
0 B
BT 0
]
P Tps.
It can be set up from the Jordan–Wielandt form of B combined with a perfect-shuffle
permutation Pps, which maps the entries of a vector x ∈ R2n as follows: Pps · x =
[xn+1, x1, xn+2, x2, . . . , x2n, xn]T. The Golub–Kahan matrix is symmetric tridiago-
nal and its diagonal entries are zero. Investigating the eigendecomposition TGK =
Q ·  ·QT shows that the eigenvalues are given by {−σj | j = 1 : n} ∪ {σj | j =
1 : n}. The odd rows of the last n columns of Q contain (1/√2)V and the even rows
contain (1/
√
2)U .
The relatively robust representations (RRR) algorithm is designed to solve the
tSEP with a complexity of O(n2). The goal of this article it to describe techniques
to extend this method to the bSVD. Although we give a short overview of the core
concepts of the RRR algorithm in Section 4.1, we recommend that the reader has
some acquaintance with the relevant work in [3–5].
From a very distant point of view, the RRR algorithm for computing the eigen-
vectors of a symmetric tridiagonal matrix T works as follows. First, eigenvectors
for isolated eigenvalues are determined. This involves building appropriate “twisted
factorizations”, T − λ¯I = NkGkNTk , which generalize the standard symmetric in-
definite factorizations T − λ¯I = LDLT. Here λ¯ denotes a highly accurate approx-
imation to an eigenvalue λj of T. See also Sections 2.1 and 4.1. Eigenvectors for
clustered eigenvalues λj are obtained by applying this technique recursively to
T − νI , where different shifts ν are chosen for each cluster in order to increase the
relative distances of the eigenvalues λj − ν within the cluster. Therefore, the first
level of the RRR algorithm can rely on the original data, whereas deeper recursion
levels operate on preprocessed matrices. We will see later that this fact has major
implications on the adaptation of the RRR algorithm to the bSVD.
A natural approach for computing the bSVD would be to apply the RRR algo-
rithm to the tSEPs given by BTB, BBT or the Golub–Kahan matrix separately as a
black box, but these approximations may not fulfill the additional accuracy require-
ments of the original bSVD. We present an alternative method, where the RRR al-
gorithm is applied explicitly only to BTB, whereas the respective factorizations of
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Table 1
Results on couplings
Factorization Initial matrices
Positive definite Indefinite
Differential qd Lemma 2.3, Corollary 2.4 –
Classical LDLT Corollary 2.5 Lemma 3.1, Corollary 3.2
BBT and the Golub–Kahan matrix are kept implicitly. Approximations to singular
vector pairs computed in this way turn out to be both numerically orthogonal and
well coupled (‖Bv − σu‖ being small).
The main idea of keeping the factorizations implicitly is based on a set of coupling
transformations which allow us to convert a given decomposition of one of the
(translated) matrices BTB − µ2I , BBT − µ2I or TGK − µI into the decompositions
of the remaining two matrices. Hence, we study how these decompositions can be re-
lated. Table 1 summarizes the results. There are certain differences between the case,
where the initial matrices are positive definite (or given by the Golub–Kahan matrix)
and the general case, where the initial matrices are indefinite and represented asLDLT.
One of the three decompositions must be done explicitly. First note that explicitly
forming BTB or BBT spoils the accuracy of the singular values and is not consid-
ered any more. For practical computations we can use either (Rutishauser’s) classi-
cal factorization procedure or the (differential) quotient differences transformations
(qd). Considering the implicit decompositions, in the case of positive definite initial
matrices we can find coupling transformations corresponding to both the classical
factorization procedure as well as to the differential qd. The latter allow us to use
certain auxiliary variables to set up a backward stable conversion algorithm. In the
case of indefinite initial matrices we also derive similar correlations, but the resulting
coupling algorithm need not be stable. However, the quality of the results can be
assessed a posteriori.
The remainder of this article is structured as follows. The following two sec-
tions reflect the above-mentioned structure of the RRR algorithm. That is, Section 2
introduces the coupling relations for the case, where the initial matrices are posi-
tive definite or have a special structure (corresponding to the first level of the RRR
algorithm). We then consider the more general case of indefinite initial matrices
(occurring at deeper recursion levels) in Section 3. Section 4 shows how the resulting
coupling formulas can be incorporated into the RRR algorithm to solve the bSVD.
In Section 5, we discuss some details of a computer implementation and present
numerical results. Section 6 contains some concluding remarks and an outlook to
future work.
Most of the matrices we consider contain only a few nonzero entries. For a given
n-vector x we define diag(x, k) as a square matrix of order n+ |k| with the elements
of x on the kth diagonal. Thus, lower and upper unit bidiagonal matrices can be repre-
sented by L = I + diag([l1, . . . , ln−1],−1) and U = I + diag([u1, . . . , un−1], 1),
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where I is the identity matrix of dimension n. For convenience we set outlying entries
like l0 and ln to zero. The different meaning of U (left singular vectors vs. upper
unit bidiagonal matrix) will always be clear from the context. Diagonal matrices
are described with D = diag([d1, . . . , dn]). Sticking to this notation, we also de-
scribe certain auxiliary quantities as diagonal matrices S and P. The upper bidiagonal
matrix B is given by its entries B = diag([a1, . . . , an])+ diag([b1, . . . , bn−1], 1).
Using the auxiliary vector c := [a1, b1, a2, . . . , bn−1, an] the Golub–Kahan matrix
can be written as TGK = diag(c, 1)+ diag(c,−1).
2. Couplings for positive definite initial matrices
In this section, we present coupling mechanisms to connect translates of BTB,
BBT and TGK. We apply these results to extend the RRR algorithm to the bSVD in
the case of isolated singular values.
2.1. Factorizations
We next describe some useful factorizations of translates of the positive definite
matrices BTB and BBT. Suppose that BTB − µ2I permits triangular factorization
“from top to bottom” and “from bottom to top”:
BTB − µ2I = LˆDˆLˆT = Uˆ RˆUˆT.
These two factorizations are the extreme cases of a family of n “twisted” factor-
izations NˆkGˆkNˆTk for k = 1 : n, with Gˆk = diag([dˆ1, . . . , dˆk−1, γˆk, rˆk+1, . . . , rˆn])
being a diagonal matrix and
Nˆk = I + diag([lˆ1, . . . , lˆk−1, 0, . . . , 0],−1)
+ diag([0, . . . , 0, uˆk, . . . , uˆn−1], 1)
a twisted matrix. Note that the only new variable for this twisted factorization is γˆk .
There are several formulas for γˆk and two are given in Algorithm 2.1.
Suppose that µ2 is a good approximation to an isolated eigenvalue of BTB. One
of the key ideas of the RRR algorithm is to compute all the γˆk and choose a “twist
position” kˆ that minimizes |γˆi |, i = 1 : n. Then the solution v to the linear system
(Nˆ
kˆ
Gˆ
kˆ
NˆT
kˆ
) · v = γˆ
kˆ
e
kˆ
is a good approximation to the eigenvector corresponding to µ2. See Section 4.1 for
more details.
Similar transformations can be derived for the n twisted factorizations of BBT −
µ2I . However, an extra observation is required to reap the benefits of these selected
twisted factorizations. If the qd algorithms of Rutishauser [16] (both stationary, stqd
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Algorithm 2.1: Factorize BTB − µ2I (Zˆ, left) and BBT − µ2I (Zˇ, right)
Input: B,µ Input: B,µ
Output: Zˆ = [Dˆ, Lˆ, Sˆ, Rˆ, Uˆ , Pˆ , ˆ] Output: Zˇ = [Rˇ, Uˇ , Sˇ, Dˇ, Lˇ, Pˇ , ˇ]
{differential stationary qd} {differential stationary qd}
1: sˆ1 = −µ2 1: sˇn = −µ2
2: for i = 1 : n− 1 do 2: for i = n− 1 : −1 : 1 do
3: dˆi = sˆi + a2i 3: rˇi+1 = sˇi+1 + a2i+1
4: lˆi = aibi
dˆi
4: uˇi = ai+1birˇi+1
5: sˆi+1 = bi lˆiai sˆi − µ2 5: sˇi =
bi uˇi
ai+1 sˇi+1 − µ2
6: end for 6: end for
7: dˆn = sˆn + a2n 7: rˇ1 = sˇ1 + a21{differential progressive qd} {differential progressive qd}
8: pˆn = a2n − µ2 8: pˇ1 = a21 − µ2
9: for i = n− 1 : −1 : 1 do 9: for i = 1 : n− 1 do
10: rˆi+1 = pˆi+1 + b2i 10: dˇi = pˇi + b2i
11: uˆi = aibirˆi+1 12: lˇi =
ai+1bi
dˇi
12: pˆi = ai uˆibi pˆi+1 − µ2 12: pˇi+1 =
ai+1 lˇi
bi
pˇi − µ2
13: end for 13: end for
14: rˆ1 = pˆ1 14: dˇn = pˇn{twisted factorizations} {twisted factorizations}
15: for i = 1 : n do 15: for i = 1 : n do
16: γˆi = sˆi + pˆi + µ2 16: γˇi = sˇi + pˇi + µ2
17: end for 17: end for
and progressive, qd) are used, then entries in the matrix BTB are computed (though
not stored) and important information is lost in the process. Fortunately, there is
a variant of stqd and of qd that delivers Lˆ, Dˆ, Uˆ and Rˆ directly from B and µ2.
These are the differential qd algorithms, presented by Fernando and Parlett in [9]
and given in Algorithm 2.1. An additional bonus, beyond a better factorization, is that
the auxiliary quantities sˆi (for stationary) and pˆi (for progressive) of the differential
qd algorithms play a prominent role in our coupling relations. By using sˆi and pˆi our
couplings permit us to go from BTB to BBT with no additions nor subtractions and
the high accuracy of our algorithm (with positive definite initial matrices) is based
on this property.
Using the fact that the diagonal entries of the Golub–Kahan matrix are zero we
can set up Algorithm 2.2 for forming 2n twisted factorizations of TGK − µI . The el-
ements of the respective factorizations are aggregated into matrix tuples Zˆ, Zˇ and Z˜.
Our notational strategy to distinguish between the quantities corresponding to BTB,
BBT and TGK is to use the ,ˆ ˇ and ˜ superscripts, respectively. Since this notation is
somewhat difficult to read, we apologize to those with less than perfect sight for the
necessity to closely watch the superscripts.
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Algorithm 2.2: Factorize TGK − µI = N˜kG˜k(N˜k)T, k = 1 : 2n
Input: c = [a1, b1, a2, . . . , bn−1, an], µ
Output: Z˜ = [D˜, L˜, R˜, U˜ , ˜]
1: d˜1 = −µ
2: for i = 1 : 2n− 1 do
3: l˜i = ci
d˜i
4: d˜i+1 = − c
2
i
d˜i
− µ = −ci l˜i − µ
5: end for
6: r˜2n = −µ
7: for i = 2n− 1 : −1 : 1 do
8: u˜i = cir˜i+1
9: r˜i = − c
2
i
r˜i+1 − µ = −ci u˜i − µ
10: end for
11: for i = 1 : 2n do
12: γ˜i = d˜i + r˜i + µ
13: end for
Remark 2.1 (Left- and right-hand side of Algorithm 2.1). LetB(rev)= diag([an, . . . ,
a1])+ diag([bn−1, . . . , b1]), 1) contain the entries of B in reversed order. Suppose
we compute
BTB − µ2I = LˆDˆLˆT
and
B(rev)(B(rev))
T − µ2I = Uˇ (rev)Rˇ(rev)(Uˇ (rev))T
in lines 1–7 on the left- and right-hand side of Algorithm 2.1. We then have
dˆn−i+1 = rˇ (rev)i , lˆn−i = uˇ(rev)i , sˆn−i+1 = sˇ(rev)i , i = 1 : n.
Similar relations can be derived for the remaining factorizations.
Thus, the left-hand side of Algorithm 2.1 could also be defined by applying the
right-hand side to B(rev) and vice versa.
Remark 2.2 (Comparing TGK − µI with TGK + µI ). Comparing the factorizations
TGK − µI = L˜D˜L˜T with TGK + µI = L¯D¯L¯T we have d˜i = −d¯i and l˜i = −l¯i for
i = 1 : 2n. Similar relations can be derived for the remaining factorizations.
2.2. Couplings
One of the three decompositions
BTB − µ¯2I = NˆkGˆkNˆTk , BBT − µ¯2I = NˇkGˇkNˇTk ,
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and
TGK − µ¯I = N˜kG˜kN˜Tk
always has to be computed by an explicit factorization with Algorithm 2.1 or Al-
gorithm 2.2. The key purpose of this section is to show that the remaining two rep-
resentations can be built backward stably from the explicit factorization using only
multiplications and divisions (no matter which of the three decompositions is factor-
ized explicitly). Lemma 2.3 shows how the data of Z˜ can be used to obtain Zˆ and Zˇ
and Corollary 2.4 presents a way to couple Zˆ and Zˇ directly without resorting to Z˜.
In Corollary 2.5, we show how the diagonal pivots of the decompositions are related.
Correlations between the LDLT factorizations of (translates of) BTB, BBT and
TGK are described in [8, Theorem 3.3]. We restate those correlations in the first line
of the following lemma and add coupling formulas for URUT and twisted factoriza-
tions.
Lemma 2.3 (Coupling Zˆ ↔ Z˜ ↔ Zˇ). Supposing that the respective factorizations
exist, we have for i = 1 : n,
µd˜2i−1=sˆi , µd˜2i=pˇi [8, Theorem 3.3],
µr˜2i−1=pˆi , µr˜2i=sˇi ,
µγ˜2i−1= γˆi , µγ˜2i= γˇi .
Proof. We adapt Fernando’s proof to show µr˜2i−1 = pˆi representatively for the
first four formulas. First recognize that
µr˜2n−1 = µ
(
−c
2
2n−1
r˜2n
− µ
)
= a2n − µ2 = pˆn.
Now consider Algorithm 2.2 to express r˜2i−1 by r˜2i+1,
r˜2i−1
l.9= −c
2
2i−1
r˜2i
− µ l.9= − a
2
i
− c22i
r˜2i+1 − µ
− µ = a2i
r˜2i+1
b2i + µr˜2i+1
− µ,
and Algorithm 2.1 to express pˆi by pˆi+1,
pˆi
l.11,12= a
2
i
rˆi+1
pˆi+1 − µ2 l.10= a2i
pˆi+1
b2i + pˆi+1
− µ2.
Thus, by induction we have µr˜2i−1 = pˆi . The formulas relating the entries in
ˆ, ˇ and ˜ are proved comparing line 12 of Algorithm 2.2 and line 16 of Algo-
rithm 2.1. 
Lemma 2.3 presents a very simple conversion Zˆ ↔ Z˜ ↔ Zˇ. The following corol-
lary eliminates the need for computing the data in Z˜ and thus we are able to connect
Zˆ ↔ Zˇ directly (see Fig. 1).
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Fig. 1 Backward stable couplings for positive definite initial matrices.
Corollary 2.4 (Coupling Zˆ↔ Zˇ directly). Setting sˆn+1 = sˇ0 = sˆ1 =−µ2 and rˆn+1 =
pˆn+1 = dˇ0 = pˇ0 = 1 we have for i = 1 : n:
dˇi = sˆi+1 dˆi
sˆi
, pˇi = −µ2 dˆi
sˆi
, rˇi = pˆi rˆi+1
pˆi+1
, sˇi = −µ2 rˆi+1
pˆi+1
,
dˆi = pˇi dˇi−1
pˇi−1
, sˆi = −µ2 dˇi−1
pˇi−1
, rˆi = sˇi−1 rˇi
sˇi
, pˆi = −µ2 rˇi
sˇi
,
γˆi sˇi = γˇi sˆi .
Proof. As a typical case we prove sˇi = −µ2rˆi+1/pˆi+1. Consider Lemma 2.3, line 9
of Algorithm 2.2 and line 10 of Algorithm 2.1 to see
sˇi
L.2.3= µr˜2i
Alg.2.2= µ
(
− c
2
2i
r˜2i+1
− µ
)
= −µ2
(
b2i + µr˜2i+1
µr˜2i+1
)
L.2.3= −µ2
(
b2i + pˆi+1
pˆi+1
)
Alg.2.1= −µ2 rˆi+1
pˆi+1
.
Similarly, we prove pˆi = −µ2 rˇisˇi , which gives rˇi = −µ−2pˆi sˇi = pˆi rˆi+1/pˆi+1.
It is possible to define the entries of ˜ recursively by γ˜2i d˜2i−1 = r˜2i γ˜2i−1 (see [5]).
Using Lemma 2.3 it is then easy to see that γˆi sˇi = γˇi sˆi . 
Before we use Corollary 2.4 to set up a procedure for computing singular vector
pairs for isolated singular values in the following section, we present formulas which
relate the diagonal pivots Dˆ, Dˇ, D˜, Rˆ, Rˇ and R˜:
Corollary 2.5 (Correlations between diagonal pivots). The diagonal pivot elements
can be related for i = 1 : n− 1 by
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dˆi = −d˜2i−1d˜2i , dˇi = −d˜2i d˜2i+1,
rˇi = −r˜2i−1r˜2i , rˆi+1 = −r˜2i r˜2i+1.
Proof. Using the formulas of Lemma 2.3 and Corollary 2.4 we can prove
dˆi = −µ−2sˆi pˇi = −d˜2i d˜2i+1 or rˇi = −µ−2pˆi sˇi = −r˜2i−1r˜2i ,
representatively. 
2.3. Singular vector pairs for isolated singular values
Based on Corollary 2.4 we can establish a procedure to compute singular vec-
tor pairs for isolated singular values. We explicitly factorize BTB − µ2I , whereas
the factorization of BBT − µ2I is done implicitly using only multiplications and
divisions. Thus, the transformation Zˆ → Zˇ is backward stable with high relative
accuracy. Fig. 1 shows how the factorizations can be coupled implicitly.
While the first two lines of Algorithm 2.3 reflect the core concept of the RRR al-
gorithm for the symmetric tridiagonal matrix BTB, lines 3 and 4 can be interpreted
as follows: Let
BTB − µ2I = Nˆ
kˆ
Gˆ
kˆ
NˆT
kˆ
.
If we know v as solution of
Nˆ
kˆ
Gˆ
kˆ
NˆT
kˆ
· v = γˆ
kˆ
e
kˆ
,
then we can set up u as solution of
Nˇ
kˇ
Gˇ
kˇ
NˇT
kˇ
· u = γˇ
kˇ
e
kˇ
without building Nˇ
kˇ
and Gˇ
kˇ
from an explicit factorization
BBT − µ2I = Nˇ
kˇ
Gˇ
kˇ
NˇT
kˇ
.
Note that in most applications we can choose kˇ = kˆ for computing v and u, but
Algorithm 2.3 still gives freedom to use another value.
Algorithm 2.3: Computing singular vector pairs for isolated µ2
Input: B,µ
Output: (u, v)—an approximation to the corresponding singular vector pair.
1: Factorize BTB − µ2I = LˆDˆLˆT = Uˆ RˆUˆT = Nˆ
kˆ
Gˆ
kˆ
NˆT
kˆ
.
2: Solve (Nˆ
kˆ
Gˆ
kˆ
NˆT
kˆ
) · v = γˆ
kˆ
e
kˆ
.
3: Use Corollary 2.4 to set up Zˇ implicitly from the data Zˆ.
4: Solve (Nˇ
kˇ
Gˇ
kˇ
NˇT
kˇ
) · u = γˇ
kˇ
e
kˇ
.
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Applying Corollary 2.4 to generate approximations to singular vector pairs turns
out to give results having favorable numerical properties. We particularly observe
small residuals ‖Bv − σu‖, which could not be guaranteed if the decomposition
BBT − µ2I = Nˇ
kˇ
Gˇ
kˇ
NˇT
kˇ
is built using an explicit factorization, cf. Section 4.2.
3. Couplings for indefinite initial matrices
In this section, we consider factorizations likeLDLT − νI = L+D+(L+)T. Cou-
pling formulas derived from the appropriate decompositions can be used to extend
the RRR algorithm to the bSVD in the case of clustered singular values. The RRR al-
gorithm resolves eigenvalue clusters λf ≈ · · · ≈ λl of the original symmetric tri-
diagonal matrix T = L(1)D(1)(L(1))T by forming shifted representations. Thus, a
sequence of successive factorizations
L(rec)D(rec)
(
L(rec)
)T − ν(rec)I = L(rec+1)D(rec+1) (L(rec+1))T ,
rec = 1, 2, . . . ,
is set up until all eigenvalues of interest can be regarded as isolated. Typically, the
recursion depth rec remains very small (2 or 3, say).
For brevity we will omit the index counting the recursion depth and simply write
LDLT − νI = L+D+(L+)T, thus letting the label + denote the transition rec −→
rec + 1 (similarly for the other factorizations). We point out that this notation is
different from that of [3–5]. There the + and − labels are used in the context of
the twisted factorizations (from top to bottom and from bottom to top), whereas we
call the respective diagonal matrices D and R. The superscripts ,ˆ ˇ and ˜ still denote
representations derived from the normal equations and the Golub–Kahan matrix.
In contrast to the initial matrices BTB and BBT from the previous section the
matrix LˆDˆLˆT = BTB − µ2I will now be indefinite. Analyzing coupling formulas
we encounter another key difference: We are not given the data of the original matrix
B on the left-hand side any more. In particular, the translate of TGK lacks the property
of having zero diagonal entries.
3.1. Factorizations
Suppose that we are given the LDLT factorizations
BTB − µ¯2I = LˆDˆLˆT, BBT − µ¯2I = LˇDˇLˇT
and
TGK − µ¯I = L˜D˜L˜T.
Within the context of the RRR algorithm the parameter µ¯ lies close to some positive
eigenvalue of the Golub–Kahan matrix. The shifted matrices are typically indefinite
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Algorithm 3.1: Factorize LDLT − τI = N+k G+k (N+k )T, k = 1 : n
Input: [D,L], τ
Output: Z+ = [D+, L+, R+, U+, +]; using dtwqds also [S, P ]
{Factorize LDLT − τI = L+D+(L+)T.}
{classical procedure} {dstqds}
1: {s1 = −τ }
2: for i = 1 : n− 1
3: d+i = di + di−1l2i−1 − τ − d+i−1(l+i−1)2 {d+i = di + si}
4: l+i = di lid+i {l
+
i = di lid+i }
5: {si+1 = l+i li si − τ }
6: end for
7: d+n = dn + dn−1l2n−1 − τ − d+n−1(l+n−1)2 {d+n = dn + sn}
{Factorize LDLT − τI = U+R+(U+)T.}
{classical procedure} {dqds}
8: r+n+1 = u+n = 0 {pn = dn − τ }
9: for i = n− 1 : −1 : 1
10: r+i+1 = di+1 + dil2i − τ + r+i+2(u+i+1)2 {r+i+1 = dil2i + pi+1}
11: {t = di
r+i+1
}
12: u+i = di lir+i+1 {u
+
i = li t}
13: {pi = pi+1t − τ }
14: end for
15: r+1 = d1 − τ + r+2 (u+1 )2 {r+1 = p1}
{Determine +.}
16: γ+1 = r+1 {γ+1 = s1 + p1 + τ }
17: for i = 2 : n
18: γ+i = γ+i−1 r
+
i
d+i−1
{γ+i = si + pi + τ }
19: end for
and their LDLT decompositions can be related using the results of the previous
section (Lemma 2.3 and Corollary 2.4). In this section, we focus on:
LˆDˆLˆT − νI=Lˆ+Dˆ+(Lˆ+)T, (1)
LˇDˇLˇT − νI=Lˇ+Dˇ+(Lˇ+)T, (2)
L˜D˜L˜T − µI=L˜+D˜+(L˜+)T, (3)
where (µ¯+ µ)2 = µ¯2 + ν. These decompositions can be computed by evaluating
Eqs. (1)–(3) componentwise, which results in the classical factorization procedure as
presented on the left-hand side of Algorithm 3.1. The alternative approach using the
dtwqds transformation [5] is given in the braces on the right-hand side. The coupling
formulas derived in the following section are based on the classical factorization.
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However, one should use the variant based on differential quotient differences to
achieve higher accuracy for the explicit decomposition. Algorithm 3.1 also specifies
how to determine the n twisted factorizations.
3.2. Couplings
We are now interested in correlations between the LDLT factorizations of trans-
lates of LˆDˆLˆT, LˇDˇLˇT and L˜D˜L˜T. In the following, we describe a conversion
[Dˆ+, Lˆ+] ↔ [D˜+, L˜+] ↔ [Dˇ+, Lˇ+].
Note that a relationship between the diagonal pivot elements has already been proved
for positive definite initial matrices in Corollary 2.5 using the auxiliary variables
from the differential qd transformations. The proof of Lemma 3.1 is independent
from the way the factorizations are computed. Particularly, it makes no use of the
auxiliary quantities from the differential qd transformations.
Lemma 3.1 (Coupling [Dˆ+, Lˆ+] ↔ [D˜+, L˜+] ↔ [Dˇ+, Lˇ+]). If factorizations
(1)–(3) exist, we have for i = 1 : n− 1:
dˆ+i = −d˜+2i−1d˜+2i , dˆ+n = −d˜+2n−1d˜+2n, lˆ+i = −l˜+2i−1 l˜+2i ,
dˇ+i = −d˜+2i d˜+2i+1, dˇ+n = −d˜+2nd˜+1 , lˇ+i = −l˜+2i l˜+2i+1.
Proof. Let
A :=
(
Lˇ+Dˇ+(Lˇ+)T 0
0 Lˆ+Dˆ+(Lˆ+)T
)
(4)
=
(
BBT − (µ¯+ µ)2I 0
0 BTB − (µ¯+ µ)2I
)
=
(
(µ¯+ µ)I B
BT (µ¯+ µ)I
)
·
(−(µ¯+ µ)I B
BT −(µ¯+ µ)I
)
= P Tps(TGK + (µ¯+ µ)I)PpsP Tps(TGK − (µ¯+ µ)I)Pps
Rem 2.2= P TpsL¯+D¯+(L¯+)TL˜+D˜+(L˜+)TPps. (5)
Define u, v ∈ Rn and q+, q− ∈ R2n as follows:
un = 1, vn = 1,
ui = −lˇ+i ui+1, vi = −lˆ+i vi+1 for i = n− 1 : −1 : 1,
q±n = 1, q±2n = ±1,
q±i = l˜+2i l˜+2i+1q±i+1, q±i+n = l˜+2i−1 l˜+2iq±i+1+n for i = n− 1 : −1 : 1.
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According to representations (4) and (5) we have for regular A
span
{
A
(
u
v
)
, A
(
u
−v
)}
= span{en, e2n} = span{Aq+, Aq−}
and for non regular A we can show
span
{(
u
v
)
,
(
u
−v
)}
= kern A = span {q+, q−} .
Thus, the relation
span
{(
u
v
)
,
(
u
−v
)}
= span{q+, q−}
holds for both regular and non regular A and there exist φ+, φ−, ψ+, ψ− such that
[q+, q−] =
[(
u
v
)
,
(
u
−v
)]
·
(
φ+ φ−
ψ+ ψ−
)
.
Evaluating rows n and 2n of this system results in φ+ = ψ− = 1, φ− = ψ+ = 0.
Thus, we have q+ =
(
u
v
)
and q− =
(
u
−v
)
. Comparing the coefficients of q+ and(
u
v
)
proves
lˆ+i = −l˜+2i−1 l˜+2i , i = 1 : n− 1,
lˇ+i = −l˜+2i l˜+2i+1, i = 1 : n− 1.
The remaining formulas follow from the identities
ai = d˜+2i−1 l˜+2i−1, aibi = dˆ+i lˆ+i , i = 1 : n− 1,
bi = d˜+2i l˜+2i , ai+1bi = dˇ+i lˇ+i , i = 1 : n− 1.
Finally, we exploit the identity d˜+i+1 + ci l˜+i + (µ¯+ µ) = 0 several times to prove
dˇ+n = a2n − (µ¯+ µ)2 − dˇ+n−1(lˇ+n−1)2
= a2n − (µ¯+ µ)2 + anbn−1 l˜+2n−2 l˜+2n−1
= a2n − (µ¯+ µ)2 − anl˜+2n−1(d˜+2n−1 + (µ¯+ µ))
= a2n − (µ¯+ µ)2 − a2n − anl˜+2n−1(µ¯+ µ)
= (µ¯+ µ)(−(µ¯+ µ)− anl˜+2n−1)
= −d˜+1 d˜+2n. 
The following corollary provides coupling transformations for twisted factoriza-
tions of LˆDˆLˆT, LˇDˇLˇT and L˜D˜L˜T.
58 B. Großer, B. Lang / Linear Algebra and its Applications 358 (2003) 45–70
Corollary 3.2 (Coupling [Rˆ+, Uˆ+, ˆ+] ↔ [R˜+, U˜+, ˜+] ↔ [Rˇ+, Uˇ+, ˇ+]). The
couplings of the twisted factorizations
LˆDˆLˆT − νI=Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T,
LˇDˇLˇT − νI=Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T,
L˜D˜L˜T − µI=N˜+
k˜
G˜+
k˜
(N˜+
k˜
)T
are fully described recognizing that for i = 1 : n− 1:
rˆ+i+1 = −r˜+2i r˜+2i+1, rˆ+1 = −r˜+2nr˜+1 , uˆ+i = −u˜+2i−1u˜+2i ,
rˇ+i = −r˜+2i−1r˜+2i , rˇ+n = −r˜+2n−1r˜+2n, uˇ+i = −u˜+2i u˜+2i+1,
γˆ+i = (µ¯+ µ)γ˜+2i−1, γˇ+i = (µ¯+ µ)γ˜+2i .
Proof. The formulas coupling [Rˆ+, Uˆ+], [R˜+, U˜+]and [Rˇ+, Uˇ+]are shown analo-
gously to the previous proof. The couplings between ˆ+, ˇ+ and ˜+ are proved using
the recursive representation γ+i = (r+i /d+i−1)γ+i−1 (i = 2 : n). 
As stated before the advantage of Lemma 3.1 is that it can be proved indepen-
dently from the way decompositions (1)–(3) are computed. If the data [D˜+, L˜+] are
given by an explicit factorization, it is easy to find a backward stable algorithm to set
up the corresponding representations Lˆ+Dˆ+(Lˆ+)T and Lˇ+Dˇ+(Lˇ+)T.
The situation becomes different in the case, where the data [Dˆ+, Lˆ+] are given
and our intention is to find a coupled representation for [Dˇ+, Lˇ+]. For definite initial
matrices the auxiliary variables from the differential qd transformations played a key
role in Lemma 2.3 and Corollary 2.4, where we made heavy use of the fact that the
Golub–Kahan matrix has a zero diagonal. For indefinite initial matrices we do not see
how to exploit the (new) auxiliary variables si and pi to set up a backward stable con-
version [Dˆ+, Lˆ+] → [Dˇ+, Lˇ+]. Thus, the alternative coupling transformation we
present in the following section poses the danger of losing crucial information when
executed in finite precision arithmetic. There are, however, a posteriori criteria to
assess the quality of the couplings, e.g., by comparing the eigenvalue approximations
of Lˆ+Dˆ+(Lˆ+)T and the coupled matrix Lˇ+Dˇ+(Lˇ+)T, see Section 5.1.
Independently from any algorithmic issues, we can state the following.
Remark 3.3 (Couplings in matrix notation). Let σ = µ¯+ µ. Suppose that we can
determine (σ, u, v) exactly as a singular triplet of B by solving Nˆ+k Gˆ
+
k (Nˆ
+
k )
T · v =
γˆ+k ek and Nˇ
+
k Gˇ
+
k (Nˇ
+
k )
T · u = γˇ+k ek . Comparing the components of u and v we see
that for j < k
uj
vj
=
k−1∏
i=j
lˇ+i
lˆ+i
=
k−1∏
i=j
l˜+2i+1
l˜+2i−1
= l˜
+
2k−1
l˜+2j−1
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and for j  k
uj+1
vj+1
=
j∏
i=k
uˇ+i
uˆ+i
=
j∏
i=k
u˜+2i+1
u˜+2i−1
= u˜
+
2j+1
u˜+2k−1
.
Defining
Xk := diag
([
l˜+2k−1
l˜+1
, . . . ,
l˜+2k−1
l˜+2k−3
, 1,
u˜+2k+1
u˜+2k−1
, . . . ,
u˜+2n−1
u˜+2k−1
])
we are then able to replace the classical conversion u = 1
σ
B · v by u = Xk · v.
Note that µ¯ is the previous shift and µ the new one. In exact arithmetic the γˆ+k
and γˇ+k do not matter because Gˆ
+
k and Gˇ
+
k must be singular. Thus, the result is true
for any k such that ukvk /= 0. In finite precision arithmetic k is chosen to minimize
the norm of the right-hand side of the linear equation which in turn gives good vector
approximations, cf. Section 4.1.
The basic message of Remark 3.3 is that v can be computed with a small relative
error whenever the components of u and Xk (e.g., L˜+ and U˜+) are known with
small relative errors. This would not be possible when solving B · v = σu for v.
Note that the diagonal matrixXk depends on the given singular value σ , whereas the
conversion u = 1
σ
B · v is valid for all singular triplets.
3.3. Effects of finite precision arithmetic
Algorithm 3.2 presents a way to transform data Dˆ+ into data [Dˇ+, Lˇ+]. Note
that we cannot eliminate the data [D˜+, L˜+, S˜] derived from TGK as we could for
couplings in Section 2. Each even-numbered element of D˜+ can be determined
using Dˆ+ (line 4). But the next odd-numbered element has to be computed using
one step of the dstqds transformation or the classical factorization procedure (lines
6–8). (We write D˜+even and D˜+odd for the even- and odd-numbered elements of D˜+.)
The corresponding element of Dˇ+ is then computed in line 10.
Remark 3.4 (numerical quality of the coupling transformation). Since we can-
not relate Dˆ+ and Dˇ+ directly using only multiplications and divisions as in Sec-
tion 2, Algorithm 3.2 may lead to loss of information in finite precision arithmetic.
To illustrate these problems, we compare just one single step ( d+2i → d+2i+1) from
the explicit factorization of L˜D˜L˜T − µI with the coupled version in Algorithm 3.2
(d˜+2i → d˜+2i+1, dstqds version). If we replace lines 4–8 by the sequence
s2i = l˜+2i−1 l˜2i−1s˜2i−1 − µ,
d+2i = d˜2i + s2i ,
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Algorithm 3.2: [Dˆ+] → [D˜+even] → [D˜+odd] → [Dˇ+]
Input: [Dˆ+, D˜, L˜, B, µ]
Output: [Dˇ+, Lˇ+, D˜+, L˜+]; using dstqds also S˜
1: d˜+1 = d˜1 − µ {s˜1 = −µ; d˜+1 = d˜1 + s˜1}
2: l˜+1 = a1d˜+1
3: for i = 1 : n− 1
4: d˜+2i = − dˆ
+
i
d˜+2i−1
5: l˜+2i = bid˜+2i
6: {s˜2i = l˜+2i−1 l˜2i−1s˜2i−1 − µ}
7: {s˜2i+1 = l˜+2i l˜2i s˜2i − µ}
8: d˜+2i+1 = d˜2i+1 + d˜2i (l˜2i )2 − µ− d˜+2i (l˜+2i )2 {d˜+2i+1 = d˜2i+1 + s˜2i+1}
9: l˜+2i+1 = aid˜+2i+1
10: dˇ+i = −d˜+2i d˜+2i+1
11: lˇ+i = ai+1bidˇ+i12: end for
13: d˜+2n = − dˆ
+
n
d˜+2n−1
14: dˇ+n = −d˜2nd˜1
l+2i =
bi
d+2i
,
s2i+1 = l+2i l˜2is2i − µ,
d+2i+1 = d˜2i+1 + s2i+1,
we can calculate the difference between d+2i+1 and d˜+2i+1 as follows:
d+2i+1 − d˜+2i+1 = d˜2i+1 + s2i+1 − (d˜2i+1 + s˜2i+1)
= s2i+1 − s˜2i+1 = l˜2i (l+2is2i − l˜+2i s˜2i )
= l˜2ibi
(
s2i
d+2i
− s˜2i
d˜+2i
)
= l˜2ibi
( d+2i − d˜2i
d+2i
− d˜
+
2i − d˜2i
d˜+2i
)
= d˜2i l˜2ibi
( d+2i − d˜+2i
d+2i d˜+2i
)
= b2i
( d+2i − d˜+2i
d+2i d˜+2i
)
.
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Fig. 2 Couplings for indefinite initial matrices. Filled arrows denote backward stable coupling transfor-
mations.
Thus, we see that even if the relative distance between the even-numbered elements
d˜+2i and d+2i is small, there might occur large deviations in the following odd-num-
bered elements.
Fig. 2 sketches how the factorizations can be coupled if the initial matrices are
given as indefinite LDLT decompositions. There are still backward stable transfor-
mations Dˆ+ ← D˜+ → Dˇ+. Conversions in the other direction are done by explicit
couplings interlaced with single steps of the dstqds transformation. The situation is
similar if we use factorizations like LDLT − τI = U+R+(U+)T.
Fig. 2 might suggest that we should work with the explicit factorization
L˜D˜L˜T − µI = L˜+D˜+(L˜+)T
whenever it can be computed stably. In practice, however, the decompositions based
on the normal equations are preferable for several reasons. First, if we have shift param-
eters µ¯+ µ < σ1, then TGK − (µ¯+ µ)I is maximally indefinite, whereas BTB −
(µ¯+ µ)2I is positive definite and thus can be decomposed in a more stable way than
the translate of the Golub–Kahan matrix. Second, factorizing with a shift close to an
eigenvalue may lead to diagonal pivots which strongly alternate in magnitude. Since
max
{
|dˆ+i |, |dˇ+i |
}
= max
{
|d˜+2i−1d˜+2i |, |d˜+2i d˜+2i+1|
}
 max
{
|d˜+2i−1|2, |d˜+2i |2, |d˜+2i+1|2
}
,
a moderate variation in D˜+ implies a moderate variation in Dˆ+ and Dˇ+. On the
other hand we can find examples, where all dˆ+i = O(1), whereas the odd- and even-
numbered entries of D˜+ vary strongly in magnitude, e.g., d˜+2i−1 = O(
√
1) and d˜+2i =
O(1/
√
1), 1 denoting the machine precision. The computation of eigenvalue approx-
imations to high relative accuracy, which is mandatory in the context of the RRR
algorithm, can be performed better for Lˆ+Dˆ+(Lˆ+)T than for L˜+D˜+(L˜+)T in such
cases. A third argument against taking the representation derived from the Golub–
Kahan matrix is that we have to carry out inner loops of length 2n instead of n when
approximating the eigenvalues of interest.
The only problem when using explicit factorizations based on BTB instead of
TGK is the uncertainty in the coupling transformation for indefinite initial matrices.
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The numerical quality of the coupling generated by Algorithm 3.2 can be assessed
further in the context of the RRR algorithm by comparing the respective eigenvalue
approximations, cf. Section 5.1.
4. Application to the RRR algorithm
In this section, we explain how the couplings from Sections 2 and 3 can be incor-
porated into the RRR algorithm. To give a better understanding of why using these
couplings is crucial in the case of the bSVD, some important properties of the RRR
algorithm are recalled first.
4.1. The core concepts of the RRR algorithm
The RRR algorithm is designed to solve the tridiagonal symmetric eigenprob-
lem T = QQT. It can be briefly described as a variant of inverse iteration which
gets along without explicit reorthogonalization. Its desired properties (complexity,
accuracy, adaptability, inherent parallelism) are based on the following strategies [5]:
1. Representation of T and its translates as products of diagonal and bidiagonal ma-
trices, e.g., T = LDLT. Factorizations of translates are computed using highly
accurate recurrences like the dstqds transformation.
2. Use of a certain procedure to determine a good eigenvector approximation. The
procedure can be interpreted both as a modification of the Godunov et al. [10,11]
scheme and the solution of a linear system represented by a twisted factoriza-
tion [6,7]. The relations between both interpretations and the embedding into the
RRR algorithm are described in [2,3]. Refer to Sections 2.1 and 3.1 for details.
3. The concept of relative distances leads to a strategy for coping with eigenvalue
clusters. If some eigenvalues are clustered in a relative sense, we choose a shift pa-
rameter ν close to this cluster, form a translate of the matrix and continue working
with the translate:
LDLT − νI = L+D+(L+)T.
If the parameter ν is chosen appropriately, then the new matrix L+D+(L+)T
forms an RRR, i.e., its eigenvalues of interest are determined to high relative
accuracy. By shifting close to the cluster the relative distances grow and usually
most of the new eigenvalues can be regarded as isolated. If not, we choose another
shift for L+D+(L+)T and continue recursively.
4. Performing the RRR algorithm on the whole eigenvalue spectrum can be inter-
preted as working on an equivalent representation tree. The computation of an
eigenvector approximation to an individual eigenvalue λj can be regarded as fol-
lowing a certain path of length recj from the root to a leaf of this tree. Such a path
is described by the choice of shift parameters path(T , j) := (ν(1)j , . . . , ν
(recj )
j ).
When appropriate we omit the subscript j for clarity.
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Algorithm 4.1: The RRR algorithm with embedded couplings
Input: BTB = LˆDˆLˆT and its eigenvalues λˆ1  · · ·  λˆn, with λˆi = σ 2i .
Output: (u, v)—an approximation to the jth singular vector pair of B.
path(BTB, j) := (ν(1), . . . , ν(rec))—the path of (u, v).
1: rec = 1
2: while λˆj lies in a cluster λˆf , . . . , λˆl do
3: Choose a shift parameter ν(rec).
4: Factorize LˆDˆLˆT − ν(rec)I = Lˆ+Dˆ+(Lˆ+)T explicitly.
5: if rec = 1, then
6: Use Corollary 2.4 to determine [Dˇ+, Lˇ+] implicitly.
7: else
8: Use Algorithm 3.2 to determine [Dˇ+, Lˇ+, D˜+, L˜+, S˜] implicitly.
9: end if
10: Determine eigenvalue approximations to λˆ+f  · · ·  λˆ+l for Lˆ+Dˆ+(Lˆ+)T.
11: Determine eigenvalue approximations to λˇ+f  · · ·  λˇ+l for Lˇ+Dˇ+(Lˇ+)T.
12: Assess the quality of the coupling Lˇ+Dˇ+(Lˇ+)T, e.g., by comparing the
eigenvalue approximations to λˆ+j and λˇ
+
j .
13: if the numerical quality of the coupling is not sufficient, then
14: Go back to line 3.
15: end if
16: Update Dˆ ← Dˆ+, Lˆ← Lˆ+, λˆj ← λˆ+j .
17: Update Dˇ ← Dˇ+, Lˇ← Lˇ+, D˜ ← D˜+, L˜← L˜+.
18: rec = rec + 1
19: end while
20: ν(rec) = λˆj{Set up an appropriate twisted factorization.}
21: LˆDˆLˆT − ν(rec)I = Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T.
22: Solve (Nˆ+
kˆ
Gˆ+
kˆ
(Nˆ+
kˆ
)T) · v = γˆ+
kˆ
e
kˆ
and normalize v.
23: LˇDˇLˇT − ν(rec)I = Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T.
24: Solve (Nˇ+
kˇ
Gˇ+
kˇ
(Nˇ+
kˇ
)T) · u = γˇ+
kˇ
e
kˇ
and normalize u.
Algorithm 4.1 summarizes these concepts. In the following, we briefly discuss
why the tridiagonal RRR algorithm should not be applied as a black box—neither to
the normal equations nor to the Jordan–Wielandt form. Instead we propose a variant
based on the coupling transformations developed in the previous sections.
4.2. Normal equations
Applying the RRR algorithm to the tSEP BTB = V2V T and BBT = U2UT
separately determines approximations to U and V , which are numerically orthogo-
nal, i.e., both ‖UTU − I‖ and ‖V TV − I‖ are small. But in cases of tight clusters of
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large eigenvalues this strategy may fail to produce well-coupled singular vector pairs
(e.g., BTB = Wilk+21 + 2I gives large residual norms ‖Bv − σu‖ for most of the
tightly clustered singular values). However, the subspace corresponding to each tight
cluster is well determined. It is a characteristic feature of the RRR algorithm—and
more generally of inverse iteration, that it sets up the orthogonal bases for such sub-
spaces in an almost arbitrary way (governed by the shift parameters ν(1), . . . , ν(rec)).
While this is sufficient for the respective eigendecompositions, it may happen that
two arbitrarily chosen bases fail to give singular vector pairs which are well coupled
with respect to BV = U.
4.3. Jordan–Wielandt form
Applying the RRR algorithm to TGK produces numerically orthogonal approx-
imations to Q. If we extract the approximations to U and V rowwise from Q we
also observe small residuals ‖BV − U‖. But there are cases where the extracted
approximations to U and V themselves are far from numerical orthogonality. Such
cases occur if there are clusters of tiny singular values. Given a shift µ close to such
clusters, the factorization TGK − µI = LDLT might produce a large element growth
in the diagonal pivots or even lead to breakdowns. (Note that each 1-minor of TGK is
singular.) In addition to numerical problems in case of tiny shifts, working with TGK
results in inner loops of length 2n instead of n, thus doubling the amount of work in
several places.
4.4. A variant based on the coupling transformations
Our observation is that working on BTB, BBT or TGK separately cannot fulfill the
requirements of the original bSVD. One could develop hybrid strategies depending
on the spectrum but they lack sufficient criteria for choosing between the black box
alternatives.
The set of coupling mechanisms provided in the previous sections connect the
factorizations of BTB, BBT, TGK and their translates. Thus, we can propose an al-
ternative method to determine singular vector pairs which are both orthogonal and
well coupled: We solve BTB = V2V T with the RRR algorithm and simultaneously
keep the factorizations of BBT implicitly. In Algorithm 4.1, we present a way to
determine an approximation to the jth singular vector pair of B if the corresponding
singular value σj lies within a cluster.
The couplings are embedded in lines 5–9, 11–15, 17, 23 and 24. This can be done
without changing the algorithmic structure of the tridiagonal RRR approach. In lines
5–9, we distinguish between the case of positive and indefinite initial matrices when
forming the coupled representation.
Note that we form the final twisted factorizations separately (lines 21 and 23).
This variant turned out to give satisfactory results at a low computational cost.
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5. Numerical results
In this section, we describe how the couplings were incorporated into an imple-
mentation of the RRR algorithm for the tSEP and then we report on numerical ex-
periments with the resulting bSVD algorithm.
5.1. Embedding the couplings into the RRR algorithm
When introducing couplings into a computer implementation of the RRR algo-
rithm we have to handle two problems arising in finite precision arithmetic:
1. Zero pivots.
2. Decide if the coupling transformation in Algorithm 3.2 produces a suitable repre-
sentation Lˇ+Dˇ+(Lˇ+)T.
We can cope with the occurrence of zero pivots by modifying the respective cou-
pling algorithms, which is described in Section 5.2.
Determining the couplings with Algorithm 3.2 may lead to erroneous results (ob-
served, e.g., for matrices with very tightly clustered singular values, cf. Remark 3.4).
Our strategy is to use the approximations to the respective eigenvalues as a measure
for the quality of the couplings. To see how this strategy can be embedded into an
implementation of the RRR algorithm we have to inspect the latter more closely than
in Section 4.
We point out that Algorithm 4.1 is an idealized description of the RRR algorithm.
A key difference to a real implementation is that the choice of shift parameters cannot
be performed by regarding only a single path. The actual strategy is to group the
relevant eigenvalues into clusters λ+f ≈ λ+f+1 ≈ · · · ≈ λ+l . The choice of the shift
parameter ν(rec) depends on the whole cluster. In fact we have ν(rec)f = · · · = ν(rec)l .
A crucial property of an adequate shift is that the factorization of the trans-
late, LˆDˆLˆT − ν(rec)I = Lˆ+Dˆ+(Lˆ+)T, has to form an RRR for the new eigenvalues
λˆ+f , . . . , λˆ
+
l . Note that current implementations use (well-founded) heuristics to de-
termine a suitable shift if the translate is indefinite. The next task for the tridiagonal
RRR algorithm is to determine approximations to the new eigenvalues λˆ+f , . . . , λˆ
+
l
for Lˆ+Dˆ+(Lˆ+)T in line 10 of Algorithm 4.1. Lines 11 and 12 give a reliable criterion
to judge if the coupling [Dˆ+, Lˆ+] → [Dˇ+, Lˇ+] is sufficient. Using the approxima-
tions to λˆ+f , . . . , λˆ
+
l as initial guesses, the eigenvalue approximations for the coupled
matrix Lˇ+Dˇ+(Lˇ+)T can be found with a small computational effort. (Note that in
exact arithmetic the eigenvalues of both matrices are identical.) We consider the
coupling as appropriate if both approximations differ only slightly, i.e., their relative
distance should be small. Larger deviations in the eigenvalue approximations are
detected quickly when executing line 11. In this case, the quality of the coupling is
considered not sufficient and we could try to form [Dˆ+, Lˆ+, Dˇ+, Lˇ+] using alterna-
tive strategies (e.g., choosing another shift parameter ν(rec) in line 3). Note that for
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rec = 1 the coupling can be determined backward stably using Corollary 2.4 instead
of Algorithm 3.2. For this case the numerical experiments always showed small rel-
ative differences between corresponding eigenvalues, as expected. This observation
motivates our future task to develop a theoretical framework on the deviation of these
eigenvalues.
5.2. Zero pivots
Cases where LDLT − τI does not admit triangular decompositions are indicated
by the occurrence of zero elements on the diagonal during the factorization process.
If τ lies in a cluster, then a breakdown of the factorization implies that we cannot get
an RRR using τ as shift. Thus, we try another choice for the shift parameter, which
at least admits the triangular factorization. If a zero diagonal element occurs while
performing Algorithm 3.2 we also request another shift parameter.
To study how zero pivots influence coupling transformations we only have to
inspect couplings determined using Corollary 2.4. Suppose that a zero pivot occurs
while performing the left-hand side of Algorithm 2.1. A modified version would then
set up the sequence
dˆi = 0, lˆi = sˆi+1 = dˆi+1 = ∞, lˆi+1 = 0, sˆi+2 = b2i+1 − µ2,
and in a coupling transformation [Dˆ, Lˆ, Sˆ] → [Dˇ, Lˇ, Pˇ ] we can resolve the zero
pivot like this:
pˇi = −µ2 dˆi
sˆi
= 0, dˇi = pˇi + b2i = b2i , lˇi =
ai+1
bi
,
pˇi+1 = ai+1 lˇi
bi
pˇi − µ2 = −µ2, dˇi+1 = pˇi+1 + b2i+1 = b2i+1 − µ2 = sˆi+2.
5.3. Results
We compare our implementation of the RRR algorithm with embedded couplings
with the LAPACK routines DSTEGR, DBDSQR and DBDSDC on a SUN Ultra Sparc 60.
The routine DSTEGR performs an eigendecomposition of a symmetric tridiagonal
matrix using the RRR algorithm. DBDSQR and DBDSDC solve the bSVD using the
QR method [1] and a divide and conquer approach [13], respectively. As test ma-
trices we choose T = BTB with prescribed eigenvalues or prescribed entries (1 =
machine precision):
1. Geometric distribution: λj = 1(n−j)/(n−1), j = 1 : n.
2. Arithmetic distribution λj = 1 + (1 − 1)(j − 1)/(n− 1), j = 1 : n.
3. Internal cluster λ1 = 1, λj = 1 +√1(j − 1), j = 2 : n− 1, λn = 2.
4. 1-2-1 matrix: diagonal entries set to 2, off-diagonal entries set to 1.
5. Wilkinson: T = BTB = Wilk+n + 2I .
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Table 2
Execution times in seconds
Matrix type n DSTEGR RRR/coup DBDSDC DBDSQR
Geometric 500 0.13 0.31 0.30 8.13
distribution 1000 0.44 1.34 1.64 108.85
2000 1.70 5.51 7.19
Arithmetic 500 0.28 0.35 1.37 17.1
distribution 1000 1.11 1.54 9.20 227.1
2000 4.48 6.44 61.05
Internal 500 3.31 2.03 1.55 30.5
cluster 1000 27.72 8.82 11.08 403.5
2000 6.12 36.62 74.54
1-2-1 500 0.29 0.51 1.83 21.2
matrix 1000 1.11 2.22 13.72 275.0
2000 4.60 9.01 97.60
Wilkinson 501 (0.78) 0.47 0.23 18.4
structure 1001 (3.64) 1.96 1.30 233.1
2001 (17.79) 7.94 5.57
The execution times in Table 2 demonstrate that the favorable complexity of the
RRR-based approaches leads to a superior performance. Both RRR methods use
an improved version of the qd algorithm [9,14,16] to determine the initial eigen/
singular value approximations.
The deviation from orthogonality and the residual are adequate measures to assess
the accuracy of the four algorithms. For brevity we only show results for residuals
in Table 3. Note that the RRR-based methods treat all eigenvalues of the test matrix
suites 1 and 2 as isolated. For the test matrix suites 3–5 it is necessary to work on
clusters using the strategy described in Section 4.1. In these cases the divide and
conquer approach results in approximations of higher accuracy. However, it can be
seen that our strategy of implicit couplings produces numerical approximations to
singular vector pairs which are well connected.
We point out that the current routine DSTEGR switches to classical inverse iteration
with explicit reorthogonalization for the first two tasks of test matrix suite 3. Note
that the current LAPACK implementation of the RRR algorithm sometimes fails to
give correct answers. These cases are marked with NaN.
Since the writing of this paper, a new implementation for the RRR algorithm has
appeared. Preliminary tests indicate that the new version has improved significantly
with respect to speed and robustness (in particular, some NaNs have gone and it gets
along with test matrix suite 3 without inverse iteration), but more extensive testing
is required to properly assess its overall quality. Note that the RRR methods can
68 B. Großer, B. Lang / Linear Algebra and its Applications 358 (2003) 45–70
Table 3
Maximum residual norms for approximations Qˆ, Uˆ , Vˆ to vector bases: maxj {‖T qˆj − λˆj qˆj ‖}/n1|λn| for
DSTEGR and maxj {‖Bvˆj − σˆj uˆj ‖}/n1σn for routines determining the bSVD
Matrix type n DSTEGR RRR/coup DBDSDC DBDSQR
Geometric 500 0.019 0.077 0.018 0.073
distribution 1000 0.028 0.082 0.006 0.055
2000 0.017 0.060 0.007
Arithmetic 500 0.043 0.018 0.021 0.082
distribution 1000 0.027 0.011 0.016 0.063
2000 0.023 0.008 0.016
Internal 500 0.013 0.278 0.032 0.131
cluster 1000 0.008 0.074 0.041 0.090
2000 0.010 0.113 0.019
1-2-1 500 0.088 0.038 0.020 0.088
matrix 1000 0.077 0.039 0.012 0.056
2000 0.051 0.101 0.008
Wilkinson 501 NaN 0.062 0.040 0.105
structure 1001 NaN 0.029 0.014 0.106
2001 NaN 0.108 0.007
be further optimized using preconditioning techniques or by minimizing the support
of the eigenvector approximations [15]. The latter procedure is well suited for very
tight clusters, while the RRR algorithm is the method of choice to operate on isolated
eigenvalues and “light” clusters. Thus, both techniques are complementary and can
be combined easily.
6. Conclusions
We have outlined the basic features of the RRR algorithm for solving the tSEP. To
work on the related bSVD, we propose to use this algorithm and to embed coupling
transformations in order to get well-connected singular vector pairs. To this aim we
derive formulas relating the translates of the respective factorizations directly. We
discuss the differences between positive definite and indefinite initial matrices. In-
troducing couplings in an computer implementation can be achieved without greater
additional algorithmic changes.
We briefly summarize why approximations to singular vector pairs computed this
way have good coupling properties. The first reason is that we use equivalent shifts
strategies to set up path(BTB, j) = path(BBT, j) and path(TGK, j). If the RRR al-
gorithm is applied separately to the three tridiagonal matrices it can happen that these
paths are built up in significantly differing ways.
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We can also compare numerically the results [Dˇ+(coup), Lˇ+(coup)] given by coupling
transformations to the results [Dˇ+(fact), Lˇ+(fact)] given explicitly by a factorization of
LˇDˇLˇT − τI with the dstqds transformation. We observe that∥∥∥Lˇ+(coup)Dˇ+(coup)(Lˇ+(coup))T − Lˇ+(fact)Dˇ+(fact)(Lˇ+(fact))T∥∥∥
is always small, whereas the entries of Dˇ+(coup) and Dˇ
+
(fact) can differ significantly.
Thus, the data given by the pair [Dˇ+(coup), Lˇ+(coup)] represents a suitable factorization
which is additionally strongly connected to [Dˆ+, Lˆ+]. These representations finally
lead to well-coupled approximations to a singular vector pair (u, v).
In addition to better coupled singular vector pairs we also achieve savings in com-
putational time when using implicit factorizations instead of the black box approach.
Besides a further optimization of the implementation of the RRR algorithm we
consider the task of finding an a priori criterion to assess the quality of couplings for
indefinite initial matrices as the most important challenge for future work.
A parallel version can be based on the concept of paths in the representation
tree. Note that if we know the sequence path(BTB, j), we are able to reproduce the
approximations to the respective singular vector pair. The whole representation tree
corresponds to n of these sequences. Working on this tree with a breadth-first strategy
and communicating only the paths instead of full n-vectors are the key ideas for the
parallelization of the RRR algorithm.
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