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BANACH ALGEBRAS GENERATED BY AN INVERTIBLE
ISOMETRY OF AN Lp-SPACE
EUSEBIO GARDELLA AND HANNES THIEL
Abstract. We provide a complete description of those Banach algebras that
are generated by an invertible isometry of an Lp-space together with its in-
verse. Examples include the algebra PFp(Z) of p-pseudofunctions on Z, the
commutative C∗-algebra C(S1) and all of its quotients, as well as uncountably
many ‘exotic’ Banach algebras.
We associate to each isometry of an Lp-space, a spectral invariant called
‘spectral configuration’, which contains considerably more information than
its spectrum as an operator. It is shown that the spectral configuration de-
scribes the isometric isomorphism type of the Banach algebra that the isometry
generates together with its inverse.
It follows from our analysis that these algebras are semisimple. With the
exception of PFp(Z), they are all closed under continuous functional calculus,
and their Gelfand transform is an isomorphism.
As an application of our results, we show that Banach algebras that act on
L1-spaces are not closed under quotients. This answers the case p = 1 of a
question asked by Le Merdy 20 years ago.
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1. Introduction
Associated to any commutative Banach algebra A is its maximal ideal space
Max(A), which is a locally compact Hausdorff space when endowed with the hull-
kernel topology. Gelfand proved in the 1940’s that there is a norm-decreasing
homomorphism ΓA : A → C0(Max(A)), now called the Gelfand transform. This
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representation of A as an algebra of functions on a locally compact Hausdorff space
is fundamental to any study of commutative Banach algebras. It is well known that
ΓA is injective if and only if A is semisimple, and that it is an isometric isomor-
phism if and only if A is a C∗-algebra. The reader is referred to [12] for a extensive
treatment of the theory of commutative Banach algebras.
Despite the usefulness of the Gelfand transform, we are still far from understand-
ing the isometric structure of (unital, semisimple) commutative Banach algebras,
since the Gelfand transform is almost never isometric. Commutative Banach alge-
bras for which their Gelfand transform is isometric are called uniform algebras, an
example of which is the disk algebra.
In this paper, we study those Banach algebras that are generated by an invertible
isometry of an Lp-space together with its inverse, for p ∈ [1,∞). These are basic
examples of what Phillips calls Lp-operator algebras in [19], which are by defini-
tion Banach algebras that can be isometrically represented as operators on some
Lp-space. Lp-operator algebras constitute a large class of Banach algebras, which
contains all not-necessarily selfadjoint operator algebras (and in particular, all C∗-
algebras), as well as many other naturally ocurring examples of Banach algebras.
A class worth mentioning is that of the (reduced) Lp-operator group algebras, here
denoted F pλ (G), associated to a locally compact group G. These are introduced
in Section 8 of [10] with the name p-pseudofunctions. (We warn the reader that
these algebras are most commonly denoted be PFp(G), for example in [10] and
[16].) The notation F pλ (G) first appeared in [19], following conventions used in [1],
and was chosen to match the already established notation in C∗-algebra theory.)
The Banach algebra F pλ (G) is the Banach subalgebra of B(Lp(G)) generated by the
image of the integrated form L1(G)→ B(Lp(G)) of the left regular representation
of G on Lp(G). It is commutative if and only if the group G is commutative, and
together with the universal group Lp-operator algebra F p(G), contains a great deal
of information about the group. For example, it is a result in [5] (also proved in-
dependently by Phillips), that a locally compact group G is amenable if and only
if the canonical map F p(G)→ F pλ (G) is an isometric isomorphism, and when G is
discrete, this is moreover equivalent to F p(G) being amenable as a Banach algebra.
Of particular interest in our development are the algebras F p(Z) for p ∈ [1,∞).
When p = 2, this is a commutative C∗-algebra which is canonically identified with
C(S1) under the Gelfand transform. However, F p(Z) is never a C∗-algebra when
p is not equal to 2, although it can be identified with a dense subalgebra of C(S1).
As one may expect, it turns out that the norm on F p(Z) is particularly hard to
compute.
Another important example of a commutative Lp-operator algebra is the group
Lp-operator algebra F p(Zn) associated with the finite cyclic group of order n. For
a fixed n, this is the subalgebra of the algebra of n by n matrices with complex
entries generated by the cyclic shift of the basis, and hence is (algebraically) iso-
morphic to Cn. It should come as no surprise that the norm on Cn inherited via
this identification is also very difficult to compute (except in the cases p = 2, where
the norm is simply the supremum norm, and the case p = 1, since the 1-norm of a
matrix is easily calculated).
Studying the group of symmetries is critical in the understanding of any given
mathematical structure. In the case of classical Banach spaces, this was started
by Banach in his 1932 book. There is now a great deal of literature concerning
3isometries of Banach spaces. See [2], just to mention one example. For Lp-spaces,
it was Banach who first described the structure of invertible isometries of Lp([0, 1])
for p 6= 2, although a complete proof was not available until Lamperti’s 1958 paper
[13], where he generalized Banach’s Theorem to Lp(X,µ) for an arbitrary σ-finite
measure space (X,µ) and p 6= 2. The same proof works for invertible isome-
tries between different Lp-spaces, yielding a structure theorem for isometric iso-
morphisms between any two of them. Roughly speaking, an isometric isomorphism
from Lp(X,µ) to Lp(Y, ν), for p 6= 2, is a combination of a multiplication operator
by a measurable function h : Y → S1, together with an invertible measurable trans-
formation T : X → Y which preserves null-sets. While this is slighly inaccurate for
general σ-finite spaces, it is true under relatively mild assumptions. (In the general
case one has to replace T : X → Y with a Boolean homomorphism between their
σ-algebras, going in the opposite direction.) In the case p = 2, the maps described
above are also isometries, but they are not the only ones, and we say little about
these.
Starting from Lamperti’s result, we study the Banach algebra generated by an
invertible isometry of an Lp-space together with its inverse. It turns out that the
multiplication operator and the measurable transformation of the space have rather
different contributions to the resulting Banach algebra (more precisely, to its norm).
While the multiplication operator gives rise to the supremum norm on its spectrum,
the measurable transformation induces a somewhat more exotic norm, which, inter-
estingly enough, is very closely related to the norms on F p(Z) and F p(Zn) for n in N.
This paper is organized as follows. In the remainder of this section we intro-
duce the necessary notation and terminology. In Section 2, we recall a number of
results on group algebras acting on Lp-spaces from [5] and [6], particularly about
cyclic groups. We also prove some results that will be needed in the later sections.
In Section 3, we introduce the notion of spectral configuration; see Definition 3.3.
For p in [1,∞), we associate to each spectral configuration an Lp-operator algebra
which is generated by an invertible isometry together with its inverse in Definition
3.4. We also show that there is a strong dichotomy with respect to the isomor-
phism type of these algebras: they are isomorphic to either F p(Z) or to the space
of all continuous functions on its maximal ideal space; see Theorem 3.5. We point
out that the isomorphism cannot in general be chosen to be isometric in the sec-
ond case. The saturation of a spectral configuration (Definition 3.6) is introduced
with the goal of showing that for p ∈ [1,∞) \ {2}, two spectral configurations have
canonically isometrically isomorphic associated Lp-operator algebras if and only if
their saturations are equal; see Corollary 3.13.
In Section 4, we discuss the structure of isometric isomorphisms between Lp-
spaces for p 6= 2. In Theorem 4.4 we use the lifting results from [3] to show that,
under mild assumptions, every isometric isomorphism between Lp-spaces is a com-
bination of a multiplication operator and a bi-measurable isomorphism between the
measure spaces that preserves null-sets.
Section 5 contains our main results. Theorem 5.18 describes the isometric isomor-
phism type of the Banach algebra F p(v, v−1) generated by an invertible isometry v
of an Lp-space together with its inverse, for p 6= 2. It turns out that this description
is very closely related to the dynamic properties of the measurable transformation
of the space, and we get very different outcomes depending on whether or not it
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has arbitrarily long strings (Definition 5.11). A special feature of algebras of the
form F p(v, v−1) is that they are always simisimple, and, except in the case when
F p(v, v−1) ∼= F p(Z), their Gelfand transform is always an isomorphism (although
not necessarily isometric); see Corollary 5.21. Additionally, we show that algebras
of the form F p(v, v−1) are closed by functional calculus of a fairly big class of func-
tions, which includes all continuous functions on the spectrum of v except when
F p(v, v−1) ∼= F p(Z), in which case only bounded variation functional calculus is
available.
Finally, in Section 6, we apply our results to answer the case p = 1 of a question
posed by Le Merdy 20 years ago (Problem 3.8 in [14]). We show that the class of
Banach algebras that act on L1-spaces is not closed under quotients. In [8], we use
the main results of the present work to give a negative answer to the remaining
cases of Le Merdy’s question.
Further applications of the results contained in this paper will appear in [4],
where we study Banach algebras generated by two invertible isometries u and v of
an Lp-space, subject to the relation uv = e2πiθvu for some θ ∈ R \Q.
Before describing the notation and conventions we use, we mention that, unlike
in the case of C∗-algebras, the Banach algebra generated by an invertible isom-
etry of an Lp-space does not necessarily contain its inverse, even for p = 2, as
the following example shows. For a function f , we denote by mf the operator of
multiplication by f .
Example 1.1. Denote by D the open disk in C, and consider the disk algebra
A(D) = {f ∈ C(D) : f |D is holomorphic}.
Then A(D) is a Banach algebra when endowed with the supremum norm. Denote by
µ the Lebesgue measure on S1 and define a homomorphism ρ : A(D)→ B(L2(S1, µ))
by ρ(f) = mf |
S1
for f in A(D). Then ρ is isometric by the Maximum Modulus
Principle.
Denote by ι : D → C the canonical inclusion. Then ι generates A(D) because
every holomorphic function on D is the uniform limit of polynomials. Moreover,
ρ(ι) is an invertible isometry of L2(S1, µ), but ι is clearly not invertible in A(D). We
conclude that A(D) is an L2-operator algebra generated by an invertible isometry,
but it does not contain its inverse.
We take N = {1, 2, . . .} and N = N ∪ {∞}. For n in N, we write ℓpn in place of
ℓp({0, . . . , n− 1}). Also, for n in N, we denote ωn = e 2piin .
For Banach spaces X and Y , we denote by B(X,Y ) the Banach space of all
bounded linear operators X → Y , and write B(X) in place of B(X,X). If A is a
unital Banach algebra and a ∈ A, we denote its spectrum in A by spA(a), or just
sp(a) if no confusion as to where the spectrum is being computed is likely to arise.
If (X,A, µ) is a measure space and Y is a measurable subset of X , we write AY
for the restricted σ-algebra
AY = {E ∩ Y : E ∈ A},
and we write µ|Y for the restriction of µ to AY . Note that if {Xn}n∈N is a par-
tition of X consisting of measurable subsets, then there is a canonical isometric
5isomorphism
Lp(X,µ) ∼=
⊕
n∈N
Lp(Xn, µ|Xn).
(The direct sum on the right-hand side is the p-direct sum.)
We will usually not include the σ-algebras in our notation for measure spaces,
except when they are necessary (particularly in Section 4). The characteristic
function of a measurable set E will be denoted 1E .
For p ∈ (1,∞), we denote by p′ is conjugate (Ho¨lder) exponent, which satisfies
1
p
+ 1
p′
= 1.
We recall some standard definitions and facts about measure spaces. A measur-
able space is called a standard Borel space when it is endowed with the σ-algebra of
Borel sets with respect to some Polish topology on the space. If (Z, λ) is a measure
space for which Lp(Z, λ) is separable, then there exists a complete σ-finite measure
µ on a standard Borel space X such that Lp(Z, λ) is isometrically isomorphic to
Lp(X,µ).
Acknowledgements. The authors would like to thank Chris Phillips and Nico
Spronk for helpful conversations. We also thank Chris Phillips for sharing some of
his unpublished work with us, as well as for a conversation that led to the result in
Section 6.
2. Algebras of p-pseudofunctions on groups
We will work with norm closed subalgebras of algebras of the form B(Lp(X,µ))
for fixed p in [1,∞), a class of operator algebras that was formally introduced in
[19]. We will recall in this section the basic definitions and results related to Lp-
operator algebras, with focus on the Lp-operator algebras associated with locally
compact groups; the so-called algebras of p-pseudofunctions.
Definition 2.1. (See Definition 1.1 in [19]). Let A be a Banach algebra and let
p ∈ [1,∞). We say that A is an Lp-operator algebra if there exist a measure space
(X,µ) and an isometric homomorphism A→ B(Lp(X,µ)).
We point out that an L2-operator algebra is an operator algebra in the usual
(nonselfadjoint) sense.
Relevant examples of Lp-operator algebras are those associated to a locally
compact group, whose definition we proceed to recall. The algebra F pλ (G) of p-
pseudofunctions of a locally compact group G was introduced by Herz in [10] (we
are thankful to Y. Choi and M. Daws for calling our attention to this reference),
where it was denoted by PFp(G). (This algebra is also called “reduced group L
p-
operator algebra” in [19].) The full group Lp-operator algebra F p(G) of G was
introduced in [19].
Definition 2.2. Let G be a locally compact group and let p ∈ [1,∞). Denote
by RepLp(G) the class of all contractive representations of L
1(G) on separable
Lp-spaces. We denote by F p(G) the completion of L1(G) in the norm given by
‖f‖Lp = sup {‖π(f)‖ : π ∈ RepLp(G)}
for f ∈ L1(G). We call F p(G) the full group Lp-operator algebra of G.
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The algebra of p-pseudofunctions on G (or reduced group Lp-operator algebra of
G), denoted by F pλ (G), is the completion of L
1(G) in the norm
‖f‖Fp
λ
(G) = ‖λp(f)‖B(Lp(G))
for f ∈ L1(G).
Algebras of pseudofunctions on groups were studied by a number of authors since
their introduction by Herz. See, for example, [10], [16], [22], [19], [5] and [6].
Adopt the notation of Definition 2.2. By universality of F p(G), there exists a
natural contractive homomorphism κ : F p(G)→ F pλ (G).
The following is part of Theorem 3.7 in [5]. We point out that the same result
was obtained independently by Phillips ([19],[20]), using different methods.
Theorem 2.3. Let G be a locally compact group, and let p ∈ (1,∞). The following
are equivalent:
(1) The group G is amenable.
(2) The canonical map κ : F p(G)→ F pλ (G) is an isometric isomorphism.
In view of Theorem 2.3, we will not distinguish between F p(G) and F pλ (G) when-
ever G is an amenable group.
We now turn to algebras of p-pseudofunctions of finite cyclic groups.
Example 2.4. Let n in N and let p ∈ [1,∞). Consider the group Lp-operator
algebra F p(Zn) of Zn, which is the Banach subalgebra of B(ℓpn) generated by the
cyclic shift sn of order n,
sn =

0 1
1 0
. . .
. . .
. . . 0
1 0
 .
It is easy to check that F p(Zn) is isomorphic as a complex algebra to C
n, but
the canonical embedding Cn ∼= F p(Zn) →֒ Mn is not as diagonal matrices. The
norm on F p(Zn) can be computed as follows. Set ωn = e
2pii
n , and set
un =
1√
n

1 1 1 · · · 1
1 ωn ω
2
n · · · ωn−1n
1 ω2n ω
4
n · · · ω2(n−1)n
...
...
...
. . .
...
1 ωn−1n ω
2(n−1)
n · · · ω(n−1)
2
n
 .
If ξ = (ξ1, . . . , ξn) ∈ Cn, then its norm as an element in F p(Zn) is
‖ξ‖Fp(Zn) =
∥∥∥∥∥∥∥∥∥
un

ξ1
ξ2
. . .
ξn
u−1n
∥∥∥∥∥∥∥∥∥
p
.
he matrix un is a unitary (in the sense that its conjugate transpose is its inverse),
and hence ‖ξ‖F 2(Zn) = ‖ξ‖∞. On the other hand, if 1 ≤ p ≤ q ≤ 2, or if 2 ≤ q ≤
7p < ∞, then ‖ · ‖F q(Zn) ≤ ‖ · ‖Fp(Zn), by Corollary 3.20 in [5]. In particular, the
norm ‖ · ‖Fp(Zn) always dominates the norm ‖ · ‖∞.
We recall a number of facts from [5] and [6], specialized to the case of finite cyclic
groups, which will be needed in the following sections.
The following is a consequence of Proposition 2.3 in [6].
Proposition 2.5. Let n in N and let p in [1,∞). If k divides n, then the canonical
inclusion Zk → Zn induces an isometric, unital homomorphism
F p(Zk)→ F p(Zn).
Given n ∈ N, we denote by τn : Cn → Cn the cyclic shift, which is given by
τn(x0, x1, . . . , xn−2, xn−1) = (xn−1, x0, . . . , xn−3, xn−2)
for all (x0, . . . , xn−1) in C
n.
The following is Proposition 3.2 in [6].
Proposition 2.6. Let n in N and let p in [1,∞). Then τn : F p(Zn) → F p(Zn) is
an isometric isomorphism.
Let k and n be positive integers. For each r in {0, . . . , k − 1}, we define a
restriction map
ρ(nk→n)r : C
nk → Cn
by sending a nk-tuple β to the n-tuple
ρ(nk→n)r (β)q = βqk+r , q = 0, . . . , n− 1.
The following lemma asserts that ρ
(nk→n)
r is contractive when regarded as a map
F p(Znk)→ F p(Zn).
Lemma 2.7. Let k, n ∈ N, and let p ∈ [1,∞). For each r ∈ {0, . . . , k − 1}, the
restriction map ρ
(nk→n)
r is a contractive, unital homomorphism F p(Znk)→ F p(Zn).
Proof. Let τ : F p(Znk) → F p(Znk) be the cyclic shift. Then τ is an isometric
isomorphism by Proposition 2.6. Note that ρ
(nk→n)
r = ρ
(nk→n)
0 ◦ τr. Thus, it is
enough to show that ρ
(nk→n)
0 is a contractive, unital homomorphism. This follows
immediately from Proposition 2.4 in [6], so the proof is finished. 
It is a well-known fact that for p ∈ [1,∞) \ {2}, the only n by n matrices that
are isometries when regarded as linear maps ℓpn → ℓpn, are precisely the complex
permutation matrices. These are the matrices all of whose entries are either zero
or a complex number of modulus one, that have exactly one non-zero entry on each
column and each row.
Using the above mentioned fact, the proof of the following proposition is straight-
forward, using the description of the norm on F p(Zn) given in Example 2.4.
Proposition 2.8. Let n ∈ N, let p ∈ [1,∞) \ {2}. Set ωn = e 2piin . If x ∈ F p(Zn)
is invertible and satisfies ‖x‖ = ‖x−1‖ = 1, then there exist ζ ∈ S1 and k ∈
{0, . . . , n− 1} such that
x = ζ ·
(
1, ωkn, . . . , ω
(n−1)k
n
)
.
The converse also holds.
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Proposition 2.8 admits a significant generalization, as follows. If G is a locally
compact group, p ∈ [1,∞) \ {2}, and x is an invertible isometry in the multiplier
algebra of F pλ (G), then there exist ζ ∈ S1 and g ∈ G such that x = ζδg, where δg
denotes the point mass measure concentrated on {g}. This result will be proved in
[7], and will be used tløprove that for two locally compact groups G1 and G2, and
for any p1, p2 ∈ [1,∞) \ {2}, then F p1λ (G1) is isometrically isomorphic to F p2λ (G2)
if and only if G1 is isomorphic to G2, and either p1 = p2 or
1
p1
+ 1
p2
= 1.
We close this section with an easy fact that will be crucial in our proof of Theorem
3.12.
Proposition 2.9. Let n, d ∈ N with d|n and d < n, and let p ∈ [1,∞)\{2}. There
exists α ∈ F p(Zn) such that
‖α‖Fp(Zn) > sup
b=0,...,n
d
−1
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
.
Proof. Let ω = e
2pii
n and set
β =
(
1, . . . , 1, ωd, . . . , ωd, . . . , ωnd−d, . . . , ωnd−d
)
,
regarded as an element in F p(Zn). (There are
n
d
repetitions of each power of ω.)
Then β is invertible (the inverse being its coordinate-wise complex conjugate).
We claim that
sup
b=0,...,n
d
−1
∥∥∥ρ(n→d)b (β)∥∥∥
Fp(Zd)
= sup
b=0,...,n
d
−1
∥∥∥ρ(n→d)b (β−1)∥∥∥
Fp(Zd)
= 1.
First, note that ρ
(n→d)
b (β) = ρ
(n→d)
a (β) and ρ
(n→d)
b (β
−1) = ρ
(n→d)
a (β−1) for all
a, b = 0, . . . , n
d
− 1. Since ρ(n→d)0 (β) =
(
1, ωd, . . . , ωnd−d
)
is the canonical invertible
isometry generating F p(Zd), and ρ
(n→d)
0 (β
−1) is its inverse, we conclude that∥∥∥ρ(n→d)0 (β)∥∥∥
Fp(Zd)
=
∥∥∥ρ(n→d)0 (β)∥∥∥
Fp(Zd)
= 1,
and the claim follows.
We claim that either ‖β‖Fp(Zn) > 1 or ‖β−1‖Fp(Zn) > 1.
Based on the description of the invertible isometries of F p(Zn) given in Proposi-
tion 2.8, it is clear that β is not an invertible isometry, so not both β and β−1 have
norm one. Since ‖ · ‖Fp(Zn) ≥ ‖ · ‖∞ (see Example 2.4) and ‖β‖∞ = ‖β−1‖∞ = 1,
the claim follows.
The result now follows by setting α equal to either β or β−1, as appropriate. 
3. Spectral configurations
In this section, we study a particular class of commutative Banach algebras.
They are naturally associated to certain sequences of subsets of S1 that we call
spectral configurations ; see Definition 3.3. We show that all such Banach algebras
are generated by an invertible isometry of an Lp-space together with its inverse.
(In fact, the invertible isometry can be chosen to act on ℓp.) We also show that
there is a strong dichotomy with respect to the isomorphism type of these algebras:
they are isomorphic to either F p(Z), or to the space of all continuous functions
on its maximal ideal space; see Theorem 3.5. In the last part of the section, we
study when two spectral configurations give rise to isometrically isomorphic Banach
algebras.
9We mention here that one of the main results in Section 5, Theorem 5.18, states
that the Banach algebra generated by an invertible isometry of an Lp-space together
with its inverse, is isometrically isomorphic to the Lp-operator algebra associated
to a spectral configuration which is naturally associated to the isometry.
We begin by defining a family of norms on algebras of the form C(σ), where
σ is a certain closed subset of S1. We will later see that these norms are exactly
those that arise from spectral configurations consisting of exactly one nonempty
set. Recall that if n is a positive integer, we denote ωn = e
2pii
n ∈ S1.
Definition 3.1. Let p ∈ [1,∞) and let n in N. Let σ be a nonempty closed subset
of S1 which is invariant under rotation by ωn. For f in C(σ), we define
‖f‖σ,n,p = sup
t∈σ
∥∥(f(t), f(ωnt), . . . , f(ωn−1n t))∥∥Fp(Zn) .
We will see in Proposition 3.2 that, as its notation suggests, the function ‖·‖σ,n,p
is indeed a norm on C(σ).
When p = 2, we have ‖ · ‖Fp(Zn) = ‖ · ‖∞ and hence the norm ‖ · ‖σ,n,2 is the
supremum norm ‖ · ‖∞ for all n in N and every closed subset σ ⊆ S1. On the other
hand, if n = 1 then F p(Z1) ∼= C with the usual norm, so ‖ · ‖σ,1,p is the supremum
norm for every p in [1,∞) and every closed subset σ ⊆ S1. However, the algebra
(C(σ), ‖ · ‖σ,n,p) is never isometrically isomorphic to (C(σ), ‖ · ‖∞) when p 6= 2 and
n > 1; see part (5) of Theorem 3.5.
Proposition 3.2. Let p ∈ [1,∞), let n in N, and let σ be a nonempty closed subset
of S1 which is invariant under rotation by ωn.
(1) The function ‖ · ‖σ,n,p is a norm on C(σ).
(2) The norm ‖ · ‖σ,n,p is equivalent to ‖ · ‖∞.
(3) The Banach algebra (C(σ), ‖ · ‖σ,n,p) is isometrically representable on ℓp,
and hence it is an Lp-operator algebra.
Proof. (1). This follows immediately from the fact that ‖ · ‖Fp(Zn) is a norm.
(2). Since ‖ · ‖∞ ≤ ‖ · ‖Fp(Zn), one has ‖ · ‖∞ ≤ ‖ · ‖σ,n,p. On the other hand,
since F p(Zn) is finite dimensional, there exists a (finite) constant C = C(n, p) such
that ‖ · ‖Fp(Zn) ≤ C‖ · ‖∞. Thus, for f ∈ C(σ), we have
‖f‖σ,n,p = sup
t∈σ
∥∥(f(t), f(ωnt), . . . , f(ωn−1n t))∥∥Fp(Zn)
≤ C sup
t∈σ
∥∥(f(t), f(ωnt), . . . , f(ωn−1n t))∥∥∞
= C‖f‖∞.
We conclude that ‖ · ‖∞ ≤ ‖ · ‖σ,n,p ≤ C‖ · ‖∞, as desired.
(3). Denote by un ∈Mn the matrix displayed in Example 2.4. Let (tk)k∈N be a
dense sequence in σ, and consider the linear map
ρ : C(σ)→ B
(⊕
k∈N
ℓpn
)
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given by
ρ(f) =
⊕
k∈N
un

f(tk)
f(ωntk)
. . .
f(ωn−1n tk)
 u−1n
for f ∈ C(σ). It is easy to verify that ρ is a homomorphism. Moreover, given f
in C(σ), we use the description of the norm ‖ · ‖Fp(Zn) from Example 2.4 at the
second step, and continuity of f at the last step, to get
‖ρ(f)‖ = sup
k∈N
∥∥undiag(f(tk), f(ωntk), . . . , f(ωn−1n tk))u−1n ∥∥
= sup
k∈N
∥∥(f(tk), f(ωntk), . . . , f(ωn−1n t))∥∥Fp(Zn)
= ‖f‖σ,n,p.
We conclude that ρ is isometric, as desired. 
Now that we have analyzed the basic example of a spectral configuration, we
proceed to study the general case.
Definition 3.3. A spectral configuration is a sequence σ = (σn)n∈N of closed
subsets of S1 such that
(1) For every n ∈ N, the set σn is invariant under rotation by ωn;
(2) The set σ∞ is either empty or all of S
1; and
(3) We have σn 6= ∅ for at least one n in N.
The order of the spectral configuration σ is defined as
ord(σ) = sup {n ∈ N : σn 6= ∅}.
Note that a spectral configuration may have infinite order and yet consist of only
finitely many nonempty sets.
We adopt the convention that for p ∈ [1,∞), the function ‖ · ‖σ∞,∞,p is the zero
function if σ∞ = ∅, and the norm of F p(Z) otherwise.
Definition 3.4. Let σ = (σn)n∈N be a spectral configuration and let p ∈ [1,∞).
Set
σ =
⋃
n∈N
σn ⊆ S1,
and for f in C(σ), define
‖f‖σ,p = sup
n∈N
‖f |σn‖σn,n,p.
The normed algebra associated to σ and p is
F p(σ) = {f ∈ C(σ) : ‖f‖σ,p <∞} ,
endowed with the norm ‖ · ‖σ,p.
Since the Ho¨lder exponent p ∈ [1,∞) will be clear from the context (in particular,
it is included in the notation for F p(σ)), we will most of the times from it from the
notation for the norm ‖ · ‖σ,p, and write ‖ · ‖σ instead, except when confusion is
likely to arise.
Theorem 3.5. Let σ = (σn)n∈N be a spectral configuration and let p ∈ [1,∞).
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(1) The Banach algebra F p(σ) is an Lp-operator algebra that can be repre-
sented on ℓp.
(2) The Banach algebra F p(σ) is generated by an invertible isometry together
with its inverse.
(3) If ord(σ) =∞, then there is a canonical isometric isomorphism
F p(σ) ∼= F p(Z).
In particular, if p 6= 2, then not every continuous function on σ has finite
‖ · ‖σ,p-norm.
(4) If ord(σ) = N <∞, then ‖ · ‖σ = max
n=1,...,N
‖ · ‖σn,n. Moreover, the identity
map on C(σ) is a canonical Banach algebra isomorphism
(F p(σ), ‖ · ‖σ) ∼= (C(σ), ‖ · ‖∞) ,
and thus every continuous function on σ has finite ‖ · ‖σ-norm.
(5) For p ∈ [1,∞) \ {2}, there is a canonical isometric isomorphism
(F p(σ), ‖ · ‖σ) ∼= (C(σ), ‖ · ‖∞) ,
if and only if ord(σ) = 1. When p = 2, such an isometric isomorphism
always exists.
Proof. (1). For every n in N, use part (3) in Proposition 3.2 to find an isometric
representation ρn : C(σn) → B(ℓp), and let ρ∞ : F p(Z) → B(ℓp) be the canonical
isometric representation. Define
ρ : F p(σ)→ B
⊕
n∈N
ℓp
 by ρ(f) =⊕
n∈N
ρn(f |σn)
for all f in F p(σ). It is immediate to check that ρ is isometric. Since
⊕
n∈N
ℓp is
isometrically isomorphic to ℓp, the result follows.
(2). Let ι : σ → C be the inclusion map, and let ι−1 : σ → C be its (pointwise)
inverse. It is clear that ‖ι‖σ = ‖ι−1‖σ = 1. Thus, ι and ι−1 are invertible isometries,
and they clearly generate F p(σ).
(3). It is enough to show that for every f in C[Z], one has
‖f(ι)‖Fp(σ) = ‖λp(f)‖B(ℓp).
Since ι is an invertible isometry, the universal property of F p(Z) implies that
‖λp(f)‖ ≥ ‖f(ι)‖.
If σ∞ 6= ∅, then
‖f(ι)‖σ ≥ ‖f(ι)‖σ∞,∞ = ‖f‖Fp(Z),
and the result follows. We may therefore assume that σ∞ = ∅.
In order to show the opposite inequality, let ε > 0 and choose an element ξ =
(ξk)k∈Z in ℓ
p of finite support with ‖ξ‖pp = 1 and such that
‖λp(f)ξ‖p > ‖λp(f)‖ − ε.
Choose K in N such that ξk = 0 whenever |k| > K. Find a positive integer M
in N and complex coefficients am with −M ≤ m ≤ M such that f(x, x−1) =
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M∑
m=−M
amx
m. Since ord(σ) =∞, there exists n > 2(K +M) such that σn 6= ∅. Fix
t in σn and define a representation ρ : F
p(σ)→ B(ℓpn) by
ρ(h) =

0 h(ωn−1n t)
h(t) 0
. . .
. . .
. . . 0
h(ωn−2n t) 0

for all h in F p(σ). It is clear that
‖ρ(h)‖ = ‖(h(t), h(ωnt), . . . , h(ωn−1n t))‖Fp(Zn) ≤ ‖h|σn‖σn,n ≤ ‖h‖σ,
so ρ is contractive. Denote by e0 the basis vector (1, 0, . . . , 0) ∈ ℓpn. Set v = ρ(ι),
and note that vk(e0) = en−kω
n−k
n t for all k = 0, . . . , n− 1, where indices are taken
modulo n.
Let η ∈ ℓpn be given by η =
K∑
k=−K
ξken−kω
n−k
n t. Then ‖η‖p = ‖ξ‖p = 1. More-
over,
ρ(f(ι))η =
M∑
m=−M
amv
m
(
K∑
k=−K
ξken−kω
n−k
n
)
=
M∑
m=−M
K∑
k=−K
amξken−m−kω
n−m−k
n t
=
N+K∑
j=−M−K
(λp(f)ξ)jv
j(e0)
The elements en−m−k for −M ≤ m ≤M and −K ≤ k ≤ K are pairwise distinct,
by the choice of n. We use this at the first step to get
‖ρ(f(ι))η‖pp =
N+K∑
j=−N−K
∣∣∣[λp(f)ξ]j∣∣∣p ∥∥vj(e0)∥∥ = ‖λp(f)ξ‖pp .
We deduce that
‖f(ι)‖ ≥ ‖ρ(f(ι))‖ ≥ ‖ρ(f(ι))η‖p = ‖λp(f)ξ‖p > ‖λp(f)‖ − ε.
Since ε > 0 is arbitrary, we conclude that ‖f(ι)‖Fp(σ) ≥ ‖λp(f)‖Fp(Z), as desired.
(4). Let N = ord(σ). It is immediate from the definition that ‖ ·‖σ = max
n=1,...,N
‖ ·
‖σn,n. Moreover, for each n = 1, . . . , N , use part (2) in Proposition 3.2 to find a
constant C(n) > 0 satisfying
‖ · ‖∞ ≤ ‖ · ‖σn,n ≤ C(n)‖ · ‖∞.
Set C = max{C(1), . . . , C(N)}. Then ‖ · ‖∞ ≤ ‖ · ‖σ ≤ C‖ · ‖∞, and thus ‖ · ‖σ is
equivalent to ‖ · ‖∞, as desired.
(5). It is clear from the comments after Definition 3.1 that ‖ · ‖σ = ‖ · ‖∞ if
either p = 2 or ord(σ) = 1. Conversely, suppose that p 6= 2 and that ord(σ) > 1.
Choose n in N with n > 1 such that σn 6= ∅. If n =∞, then F p(σ) is isometrically
isomorphic to F p(Z) by part (3) of this theorem. The result in this case follows
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from part (2) of Corollary 3.20 in [5] for G = Z and p′ = 2. We may therefore
assume that n <∞.
Let t in σn and choose a continuous function f on σ with ‖f‖∞ = 1 such that∥∥(f(t), f(ωnt), . . . , f(ωn−1n ))∥∥Fp(Zn) > 1.
(See, for example, the proof of Proposition 2.9.) We get
‖f‖σ ≥ ‖f |σn‖σn,n
≥ ‖(f(t), f(ωnt), . . . , f(ωn−1n t))‖Fp(Zn)
> 1 = ‖f‖∞.
It follows that ‖ · ‖σ is not the supremum norm, and the claim is proved. 
We now turn to the question of when two spectral configurations determine the
same Lp-operator algebra.
It turns out that F p(σ) does not in general determine σ, and thus there are
several spectral configurations whose associated Lp-operator algebras are pairwise
isometrically isomorphic. For example, let σ be the spectral configuration given by
σn = S
1 for all n in N, and let τ be given by τn = Zn for n in N and σ∞ = ∅. Then
F p(σ) ∼= F p(τ) ∼= F p(Z) by part (3) of Theorem 3.5.
However, as we will see later, given F p(σ) one can recover what we call the
saturation of σ. See Corollary 3.13.
Definition 3.6. Let σ be a spectral configuration. We define what it means for σ
to be saturated in two cases, depending on whether its order is infinite or not.
• If ord(σ) =∞, we say that σ is saturated if σn = S1 for all n in N.
• If ord(σ) < ∞, we say that σ is saturated if σm ⊆ σn whenever n divides
m.
Remarks 3.7. Let σ be a saturated spectral configuration.
(1) The set σ∞ is nonempty (in which case it equals S
1) if and only if ord(σ) =∞.
Since the order of σ is determined by the spectral sets σn for n finite, we conclude
that the spectral set σ∞ is redundant.
(2) For every n in N, we have σn ⊆ σ1: for n < ∞, this is true since 1 divides
n, and for n =∞ it is true by definition. In particular, since σ1 is closed, we must
have σ1 = σ.
Denote by Σ the family of all saturated spectral configurations. We define a
partial order on Σ by setting σ ≤ τ if σn ⊆ τn for every n in N.
Lemma 3.8. The partial order defined above turns Σ into a complete lattice. More-
over, Σ has a unique maximal element, and its minimal elements are in bijection
with S1.
Proof. Let Ω be a nonempty subset of Σ. For each n ∈ N, set
(supΩ)n =
⋃
σ∈Ω
σn and (inf Ω)n =
⋂
σ∈Ω
σn.
It is readily verified that this defines elements supΩ and inf Ω of Σ that are the
supremum and infimum of Ω, respectively.
The unique maximal element σ∞ is given by σ∞n = S
1 for all n ∈ N. For each
element ζ in S1, there is a minimal configuration σ(ζ) given by σ(ζ)1 = {ζ} and
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σn(ζ) = ∅ for n ≥ 2. Conversely, if σ is a saturated configuration, then σ1 is
not empty, so we may choose ζ ∈ σ1. Then σ(ζ) is a minimal configuration and
σ(ζ) ≤ σ. 
Definition 3.9. Let σ be a spectral configuration. The saturation of σ, denoted
by σ˜, is the minimum of all saturated spectral configurations that contain σ.
Note that any spectral configuration (saturated or not) is contained in the max-
imal configuration σ∞. It follows that the saturation of a spectral configuration is
well defined.
The proof of the following lemma is a routine exercise and is left to the reader.
Lemma 3.10. Let σ be a spectral configuration and let σ˜ be its saturation. Then:
(1) We have σ = σ˜ = σ˜1.
(2) We have ord(σ) = ord(σ˜).
(3) If ord(σ) <∞, then σ˜n =
∞⋃
k=1
σkn for every n in N.
If σ is a spectral configuration, we denote by ισ ∈ F p(σ) ⊆ C(σ) the canonical
inclusion of σ into C.
Proposition 3.11. Let σ be a spectral configuration and let σ˜ be its saturation.
Then there is a canonical isometric isomorphism
F p(σ) ∼= F p(σ˜),
which sends ισ to ισ˜.
Proof. If σ has infinite order, then the result follows from part (3) of Theorem 3.5.
Assume now that σ has finite order. Then the underlying complex algebra of
both F p(σ) and F p(σ˜) is C(σ). We need to show that the norms ‖ · ‖σ and ‖ · ‖σ˜
coincide. Let f ∈ C(σ). We claim that ‖f‖σ = ‖f‖σ˜. Since σn ⊆ σ˜n, it is
immediate that ‖f‖σ ≤ ‖f‖σ˜.
For the reverse inequality, let n ∈ N. By Lemma 2.7, for every k ∈ N the
restriction map ρ
(nk→k)
0 : F
p(Znk) → F p(Zn) is contractive. Using this at the
fourth step, we obtain
‖f‖σ˜n,n = sup
t∈σ˜n
‖(f(t), f(ωnt), . . . , f(ωn−1n t))‖Fp(Zn)
= sup
k∈N
sup
t∈σnk
‖(f(t), f(ωnt), . . . , f(ωn−1n t))‖Fp(Zn)
= sup
k∈N
sup
t∈σnk
∥∥∥ρ(nk→k)0 (f(t), f(ωnkt), . . . , f(ωnk−1nk t))∥∥∥
Fp(Znk)
≤ sup
k∈N
sup
t∈σnk
‖(f(t), f(ωnkt), . . . , f(ωnk−1nk t))‖Fp(Znk)
≤ sup
m∈N
‖f‖σm,m = ‖f‖σ.
It follows that ‖f‖σ˜ = sup
n∈N
‖f‖σ˜n,n ≤ ‖f‖σ, as desired. 
Theorem 3.12. Let σ and τ be two saturated spectral configurations and let
p ∈ [1,∞) \ {2}. Then the following conditions are equivalent:
(1) We have τ ≤ σ, that is, τn ⊆ σn for every n in N.
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(2) We have τ1 ⊆ σ1, and
‖g|τ1‖τ ≤ ‖g‖σ
for every g ∈ C(σ).
(3) There is a contractive, unital homomorphism
ϕ : F p(σ)→ F p(τ)
such that ϕ(ισ) = ιτ .
Proof. The implications ‘(1)⇒ (2)⇒ (3)’ are clear. For the implication ‘(3)⇒ (2)’,
notice that the sets σ1 and τ1 can be canonically identified with the character spaces
of F p(σ) and F p(τ), respectively, so that σ1 ⊇ τ1. Then (2) follows immediately
from (3).
Let us show ‘(2) ⇒ (1)’. For k ∈ N, define a function µ(k) : R→ [0, 1] as
µ(k)(x) = max(0, 1− 2kx).
These are bump-functions around 0, with support
[− 12k , 12k ].
Given n ∈ N, given α = (α0, . . . , αn−1) ∈ Cn, and given t ∈ S1, let us define
continuous functions f
(k)
α,t : S
1 → C for k ∈ N as follows:
f
(k)
α,t (x) =
n−1∑
l=0
αl · µ(kn)(dist(x, ωlnt)).
This is a function with n bumps around the points t, ωnt, . . . , ω
n−1
n t taking the
values f
(k)
α,t (ω
l
nt) = αl for l = 0, 1, . . . , n− 1.
Let s ∈ σm and fix k ∈ N such that 1km < 1n . We compute
∥∥∥f (k)α,t∥∥∥
m,s
. The
support of f
(k)
α,t is the
1
2kn -neighborhood of {t, tωn, . . . , tωn−1n }. Assume there are
a ∈ {0, . . . ,m − 1} and b ∈ {0, . . . , n − 1} such that ωams belongs to the 12kn -
neighborhood of ωbnt.
Let α′ be the n-tuple obtained from α by cyclically rotating by −b, that is
α′ = (αb, αb+1, . . . , αn−1, α0, . . . , αb−1).
Set t′ = ωbnt. Then f
(k)
α,t = f
(k)
α′,t′ . Set s
′ = ωams. Since the norm on F
p(Zm) is
rotation-invariant, we have ‖ · ‖m,s = ‖ · ‖m,s′ . Thus∥∥∥f (k)α,t∥∥∥
m,s
=
∥∥∥f (k)α′,t′∥∥∥
m,s′
.
We have reduced to the case that s′ is in the 12kn -neighborhood of t
′. Let d =
gcd(n,m). Then ωlds
′ is in the 12kn -neighborhood of ω
l
dt
′ for each l = 0, . . . , d − 1.
Since 1
kn
< 1
m
, the value f
(k)
α′,t′(ω
r
ms
′) is zero unless r is a multiple of m
d
. Let
δ = dist(s′, t′). Let r = im
d
+ j for i ∈ {0, . . . , d− 1} and j ∈ {0, . . . , m
d
− 1}. Then
f
(k)
α′,t′(ω
r
ms
′) =
{
0, if j 6= 0
µ(kn)(δ)α′in
d
, if j = 0
.
We define an inclusion map ι(d→m) : Cd → Cm as follows. The tuple β ∈ Cd
is sent to the tuple ι(d→m)(β) which for r = im
d
+ j with i ∈ {0, . . . , d − 1} and
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j ∈ {0, . . . , m
d
− 1} is given by
ι(d→m)(β)r =
{
0, if j 6= 0
βi, if j = 0
.
As shown in Proposition 2.3 in [6] (here reproduced as Proposition 2.5), the map
ι(d→m) induces an isometric embedding F p(Zd)→ F p(Zm).
We define restriction maps ρ
(n→d)
j : C
n → Cd for j ∈ {0, . . . , n
d
− 1} by sending
an n-tuple β to the d-tuple ρ
(n→d)
r (β) given by
ρ(n→d)(β)i = βin
d
+j .
It follows that∥∥∥f (k)α′,t′∥∥∥
s′,m
=
∥∥∥µ(kn)(δ)(ι(d→m) ◦ ρ(n→d)0 (α′))∥∥∥
Fp(Zm)
= µ(kn)(δ)
∥∥∥ρ(n→d)0 (α′)∥∥∥
Fp(Zd)
.
Let b(t, s) ∈ {0, . . . , n
d
− 1} be the unique number such that ωbmt is in the 12kn -
neighborhood of {s, ωms, . . . , ωm−1m s}. Then∥∥∥f (k)α,t∥∥∥
s,m
= µ(kn)(δ)
∥∥∥ρ(n→d)b(t) (α)∥∥∥
Fp(Zd)
.
Therefore∥∥∥f (k)α,t ∥∥∥
m
= sup
s∈σm
∥∥∥f (k)α,t∥∥∥
m,s
= max
b=0,...,m
d
−1
sup
s∈σm,b(s,t)=b
µ(kn)(dist(s, t))
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
= max
b=0,...,m
d
−1
µ(kn)(dist(ωbmt, {s, ωms, . . . , ωm−1m s}))
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
Thus
lim
k→∞
∥∥∥f (k)α,t∥∥∥
σm,m
= max
b=0,...,m
d
−1
lim
k→∞
µ(kn)(dist(tωbm, {s, ωms, . . . , ωm−1m s}))
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
= max
b=0,...,m
d
−1
1σm(ω
b
mt)
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
.
With this computation at hand, we can ‘test’ whether some t ∈ S1 belongs to
σn. To that end, let m ∈ N and set d = gcd(m,n).
Assume first that d < n. Let α ∈ F p(Zn) be as in the conclusion of Proposition
2.9, and normalize it so that max
b=0,...,m
d
−1
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
= 1. Then
lim
k→∞
∥∥∥f (k)α,t∥∥∥
σm,m
= max
b=0,...,m
d
−1
1σm(ω
b
mt)
∥∥∥ρ(n→d)b (α)∥∥∥
Fp(Zd)
≤ 1.
On the other hand, if d = n (so that n divides m) then
lim
k→∞
∥∥∥f (k)α,t∥∥∥
σm,m
= 1σm(t)‖α‖Fp(Zn).
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Thus, when n divides m, then lim
k→∞
∥∥∥f (k)α,t∥∥∥
σm,m
> 1 if and only if t ∈ σm. Again,
since n divides m, this implies t ∈ σm.
In conclusion, we have
lim
k→∞
∥∥∥f (k)α,t∥∥∥
σ
> 1 if and only if t ∈ σn.
The same computations hold for τ , so that we have
lim
k→∞
∥∥∥f (k)α,t∥∥∥
τ
> 1 if and only if t ∈ τn.
By assumption, we have
∥∥∥f (k)β,t ∥∥∥
τ
≤
∥∥∥f (k)β,t ∥∥∥
σ
for every β, t and k. Thus, if t ∈ τn,
then
1 < lim
k→∞
∥∥∥f (k)α,t∥∥∥
τ
≤ lim
k→∞
∥∥∥f (k)α,t ∥∥∥
σ
,
which implies that t ∈ σn. Hence, τn ⊆ σn. Since this holds for every n, we have
shown τ ≤ σ, as desired. 
Corollary 3.13. Let σ and τ be two spectral configurations. The following con-
ditions are equivalent:
(1) There is an isometric isomorphism ϕ : F p(σ)→ F p(τ) such that ϕ(ισ) = ιτ .
(2) We have σ˜ = τ˜ .
4. Isometric isomorphisms between Lp-spaces.
If X is a set E and F are subsets of X , we denote by E△F their symmetric
difference, this is, E△F = (E ∩ F c) ∪ (Ec ∩ F ).
Definition 4.1. Let (X,µ) and (Y, ν) be measure spaces. A measure class pre-
serving transformation from X to Y is a measurable function T : X → Y satisfying
µ(T−1(F )) = 0 if and only if ν(F ) = 0
for every measurable set F ⊆ Y .
A measure class preserving transformation T : X → Y is said to be invertible, if
it is invertible as a function from X to Y and its inverse is measurable.
Note that we do not require measure class preserving transformations to preserve
the measure; just the null-sets. Also, the inverse of a measure class preserving
transformation is automatically a measure class preserving transformation.
Remark 4.2. Let (X,A, µ) and (Y,B, ν) be measure spaces. Set
N (µ) = {E ∈ A : µ(E) = 0}
and let A/N (µ) be the quotient of A by the relation E ∼ F if E△F belongs to
N (µ). Define B/N (ν) analogously. If T : X → Y is a measure class preserving
transformation, then T induces a function
T ∗ : B/N (ν)→ A/N (µ)
given by T ∗(F +N (ν)) = T−1(F )+N (µ) for all F in B. Moreover, if T is invertible
then T ∗ is invertible, and one has (T ∗)−1 = (T−1)∗.
The induced map T ∗ : B/N (ν)→ A/N (µ) is an example of an order-continuous
Boolean homomorphism. See Definition 313H in [3] and also Definition 4.9 in [18],
where they are called σ-homomorphisms. Under fairly general assumptions on
the measure spaces (X,A, µ) and (Y,B, ν), every such homomorphism B/N (ν)→
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A/N (µ) lifts to a measure class preserving transformation X → Y . See Theorem
343B in [3].
We now present some examples of isometric isomorphisms between Lp-spaces.
Examples 4.3. Let (X,µ) and (Y, ν) be measure spaces and let p ∈ [1,∞).
(1) For a measurable function h : Y → S1, the associated multiplication oper-
ator mh : L
p(Y, ν)→ Lp(Y, ν), which is given by
mh(f)(y) = h(y)f(y)
for all f in Lp(Y, ν) and all y in Y , is an isometric isomorphism. Indeed,
its inverse is easily seen to be mh.
(2) Let T : X → Y be an invertible measure class preserving transformation.
Then the linear map uT : L
p(X,µ)→ Lp(Y, ν) given by
uT (f)(y) =
([
d(µ ◦ T−1)
dν
]
(y)
) 1
p
f(T−1(y))
for all f in Lp(X,µ) and all y in Y , is an isometric isomorphism. Indeed,
its inverse is uT−1 .
(3) If h : Y → S1 and T : X → Y are as in (1) and (2), respectively, then
mh ◦ uT : Lp(X,µ)→ Lp(Y, ν)
is an isometric isomorphism with inverse uT−1 ◦mh.
The following result is a particular case of Lamperti’s Theorem (see the Theo-
rem in [13]; see also Theorem 6.9 in [18]), and it can be regarded as a structure
theorem for isometric isomorphisms between Lp-spaces. It states that if (X,A, µ)
and (Y,B, ν) are complete σ-finite measure spaces, then the linear operators of the
form mh ◦ uT are the only isometric isomorphisms between Lp(X,µ) and Lp(Y, ν)
for p ∈ [1,∞) \ {2}. (Although Lamperti’s Theorem was originally stated and
proved assuming (X,A, µ) = (Y,B, ν), this assumption was never actually used in
his proof.)
The version we exhibit here is not the most general possible, but it is enough for
our purposes.
Theorem 4.4. Let p ∈ [1,∞) \ {2}. Let (X,A, µ) and (Y,B, ν) be complete
σ-finite standard Borel spaces, and let ϕ : Lp(X,µ) → Lp(Y, ν) be an isometric
isomorphism. Then there exist a measurable function h : Y → S1 and an invertible
measure class preserving transformation T : X → Y such that
ϕ(f)(y) = h(y)
([
d(µ ◦ T−1)
dν
]
(y)
) 1
p
f(T−1(y))
for all f in Lp(X,µ) and all y in Y . In other words, ϕ = mh ◦ uT .
Moreover, the pair (h, T ) is unique in the following sense: if h˜ : Y → S1 and
T˜ : X → Y are, respectively, a measurable function and an invertible measure class
preserving transformation satisfying v = m
h˜
◦ u
T˜
, then h(y) = h˜(y) for ν-almost
every y in Y , and
ν
(
T (E)△T˜ (E)
)
= 0
for every measurable subset E ⊆ X .
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Proof. We will use the language and notation from Sections 5 and 6 in [18], where
Phillips develops the material needed to make effective use of Lamperti’s Theorem
(Theorem 3.1 in [13]).
By Theorem 6.9 in [18], the invertible isometry v is spatial (see Definition 6.4 in
[18]). Let (E,F, φ, h) be a spatial system for ϕ. By Lemma 6.12 in [18] together
with the fact that ϕ is bijective, we deduce that µ(X \E) = 0 and ν(Y \ F ) = 0.
The assumptions on the measure spaces (X,A, µ) and (Y,B, ν) ensure that The-
orem 343B in [3] applies, so the order-continuous Boolean homomorphisms φ and
φ−1 can be lifted to measure class preserving transformations fφ : X → Y and
fφ−1 : Y → X . By Corollary 343G in [3], the identities
fφ ◦ fφ−1 = idY and fφ−1 ◦ fφ = idX ,
hold up to ν- and µ-null sets, respectively. Upon redifining them on sets of measure
zero (see, for example, Theorem 344B and Corollary 344C in [3]), we may take
T = fφ and T
−1 = fφ−1 .
We now turn to uniqueness of the pair (h, T ). Denote by A and B the domains of
µ and ν, respectively, and by N (µ) and N (ν) the subsets of A and B consisting of
the µ and ν-null sets, respectively. Uniqueness of h up to null sets, and uniqueness of
T ∗ : A/N (µ)→ B/N (ν) (see Remark 4.2 for the definition of T ∗) were established
in Lemma 6.6 in [18]. It follows from Corollary 343G in [3] that T is unique up
to changes on sets of measure zero, which is equivalent to the formulation in the
statement. 
Theorem 4.4 will be crucial in our study of Lp-operator algebras generated by
invertible isometries. Since the invertible isometries of a given Lp-space are the
main object of study of this work, we take a closer look at their algebraic structure
in the remainder of this section.
Definition 4.5. Let (X,µ) be a measure space.
(1) We denote by L0(X,S1) the Abelian group (under pointwise multiplica-
tion) of all measurable functions X → S1, where two such functions that
agree µ-almost everywhere on X are considered to be the same element in
L0(X,S1).
(2) We denote by Aut∗(X,µ) the group (under composition) of all invertible
measure class preserving transformations X → X .
(3) For p ∈ [1,∞), we denote by Aut(Lp(X,µ)) the group (under composition)
of isometric automorphisms of Lp(X,µ). Equivalently, Aut(Lp(X,µ)) is
the group of all invertible isometries of Lp(X,µ).
We point out that similar definitions and notation were introduced in [17].
Remark 4.6. Let (X,µ) be a measure space and let p ∈ [1,∞). Then the maps
m : L0(X,S1)→ Aut(Lp(X,µ) and u : Aut∗(X,µ)→ Aut(Lp(X,µ)
given by h 7→ mh and T 7→ uT , respectively, are injective group homomorphisms via
which we may identify L0(X,S1) and Aut∗(X,µ) with subgroups of Aut(L
p(X,µ).
Proposition 4.7. Let (X,A, µ) be a complete σ-finite standard Borel space, and
let p ∈ [1,∞). Then L0(X,S1) is a normal subgroup in Aut(Lp(X,µ)), and there
is a canonical algebraic isomorphism
Aut(Lp(X,µ)) ∼= Aut∗(X,µ)⋊ L0(X,S1).
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Proof. Since every element in Aut(Lp(X,µ)) is of the form mh ◦ uT for some h ∈
L0(X,S1) and some T ∈ Aut∗(X,µ) by Theorem 4.4, it is enough to check that
conjugation by uT leaves L
0(X,S1) invariant.
Given h ∈ L0(X,S1) and T ∈ Aut∗(X,µ), let f ∈ Lp(X,µ) and x in X . We
have
(mh ◦ uT ) (f)(x) = h(x)
([
d(µ ◦ T−1)
dµ
]
(x)
) 1
p
f(T−1(x))
=
([
d(µ ◦ T−1)
dµ
]
(x)
) 1
p
(mh◦T f)(T
−1(x))
= (uT ◦mh◦T ) (f)(x).
We conclude that uT−1 ◦mh ◦ uT = mh◦T , which shows that L0(X,S1) is a normal
subgroup in Aut(Lp(X,µ)).
The algebraic isomorphism Aut(Lp(X,µ)) ∼= Aut∗(X,µ)⋊L0(X,S1) now follows
from Lamperti’s Theorem 4.4. 
Adopt the notation of the proposition above. Endow L0(X,S1) with the topology
of convergence in measure, endow Aut∗(X,µ) with the weak topology, and endow
Aut(Lp(X,µ)) with the strong operator topology. It is shown in [17] that these
topologies turn these groups into Polish groups. Using this technical fact, it is shown
in Corollary 3.3.46 of [17] that the algebraic isomorphism of the above proposition
is in fact an isomorphism of topological groups.
5. Lp-operator algebras generated by an invertible isometry
We fix p ∈ [1,∞) \ {2}, and a complete σ-finite standard Borel space (X,A, µ).
We also fix an invertible isometry v : Lp(X,µ)→ Lp(X,µ). We will introduce some
notation that will be used in most the results of this section. We will recall the
standing assumptions in the statements of the main results, but not necessarily in
the intermediate lemmas and propositions.
Using Theorem 4.4, we choose and fix a measurable function h : X → S1 and
an invertible measure class preserving transformation T : X → X such that v =
mh ◦ uT .
Let n in N. Recall that a point x in X is said to have period n, denoted P(x) = n,
if n is the least positive integer for which T n(x) = x. If no such n exists, we say
that x has infinite period, and denote this by P(x) =∞.
For each n in N, set
Xn = {x ∈ X : P(x) = n}.
Then Xn is measurable, and T (Xn) ⊆ Xn and T−1(Xn) ⊆ Xn for all n in N. For
each n in N, denote by hn : Xn → S1, by Tn : Xn → Xn, and by T−1n : Xn → Xn,
the restrictions of h, of T , and of T−1 to Xn. Furthermore, we denote by µ|Xn the
restriction of µ to the σ-algebra of Xn.
Set vn = mhn ◦ uTn . Then vn is an isometric bijection of Lp(Xn, µ). Since X is
the disjoint union of the sets Xn for n ∈ N, there is an isometric isomorphism
Lp(X,µ) ∼=
⊕
n∈N
Lp(Xn, µ|Xn )
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under which v is identified with the invertible isometry⊕
n∈N
vn :
⊕
n∈N
Lp(Xn, µ|Xn )→
⊕
n∈N
Lp(Xn, µ|Xn ).
The next lemma shows that each of the transformations Tn acts as essentially a
shift of order n on Xn, at least when n <∞.
Lemma 5.1. Let n in N. Then there exists a partition {Xn,j}n−1j=0 of Xn consisting
of measurable subsets such that
T−1(Xn,j) = Xn,j+1
for all j ∈ N, with indices taken modulo n.
Proof. Note that every point of Xn is periodic. It follows from Theorem 1.2 in [9]
that there is a Borel cross-section, this is, a Borel setXn,0 ⊆ Xn such that each orbit
of T intersects Xn,0 exactly once. The result follows by setting Xn,j = T
−j(Xn,0)
for j = 1, . . . , n− 1. 
The following lemma allows us to assume that h is identically equal to 1 on the
sets Xn,j with n <∞ and j > 0. The idea of the proof is to “undo” a certain shift
on the space, which is reflected on the construction of the functions gn. One cannot
undo the shift completely, and there is a remainder left over which is concentrated
on the first set Xn,0.
Lemma 5.2. There exists a measurable function g : X → S1 such that the function
g · (g ◦ T−1) · h : X → S1
is identically equal to 1 on Xn,j whenever n <∞ and j > 0.
Proof. Let n < ∞. Adopt the convention that h ◦ T 0 is the function identically
equal to 1 (this unusual convention is adopted so that the formula below comes out
nicer). Using indices modulo n, we define gn : Xn → S1 by
gn =
n−1∑
j=0
1Xn,j · (h ◦ T 0) · (h ◦ T ) · · · (h ◦ T j−1).
We point out that the term corresponding to j = 0 is
1Xn,0 · (h ◦ T 0) · (h ◦ T ) · · · (h ◦ T n−1).
Note that gn is well defined because the sets Xn,j are pairwise disjoint for j =
0, . . . , n− 1. For n =∞, set g∞ = 1X∞ .
Finally, we set
g =
∞∑
n=1
1Xn · gn,
which is well defined because the sets Xn are pairwise disjoint for n ∈ N. It is a
routine exercise to check that g has the desired properties. 
Remark 5.3. Let g : X → S1 be as in Lemma 5.2. A straightforward computation
shows that
mg ◦ v ◦mg = mg·(g◦T−1)·h ◦ uT .
In particular, v is conjugate, via the invertible isometry mg, to another invertible
isometry whose multiplication component is identically equal to 1 on Xn,j whenever
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n <∞ and j > 0. Since v and mg ◦v◦mg generate isometrically isomorphic Banach
subalgebras of B(Lp(X,µ)), we may shift our attention to the latter isometry. Upon
relabeling its multiplication component, we may and will assume that h itself is
identically equal to 1 on Xn,j whenever n <∞ and j > 0.
Our next reduction refers to the set transformation T : we show that we can
assume that T preserves the measure of the measurable subsets of X \X∞. Recall
that A denotes the domain of µ.
Lemma 5.4. There is a measure ν on (X,A) such that
(1) For every measurable set E ⊆ X \X∞, we have ν(T (E)) = ν(E).
(2) For every measurable set E ⊆ X , we have ν(E) = 0 if and only if µ(E) = 0.
Moreover, Lp(X,µ) is canonically isometrically isomorphic to Lp(X, ν).
Proof. For every n in N, we define a measure νn on Xn by
νn(E) =
n−1∑
j=0
µ(T−j(E) ∩Xn,0)
for every E in A. It is clear that νn(T (E)) = νn(E) for every measurable set E.
Set ν =
∑
n∈N
νn + µ|X∞ . It is clear that ν ◦ T = ν on X \ X∞, so condition
(1) is satisfied. In order to check condition (2), assume that ν(E) = 0 for some
measurable set E. If n ∈ N, then νn(E) = 0, and thus
µ(T−j(E) ∩Xn,0) = µ(T−j(E ∩Xn,j)) = 0
for every j = 0, . . . , n− 1. Using that T preserves null-sets, we get µ(E ∩Xn,j) = 0
for every j = 0, . . . , n − 1. Since the sets Xn,j form a partition of Xn, we deduce
that µ(E ∩ Xn) = 0 for n < ∞. Since we also have µ(E ∩ X∞) = 0 and the sets
Xn form a partition of X , we conclude that µ(E) = 0.
Conversely, if E is measurable and µ(E) = 0, then µ(E ∩ X∞) = 0 and
µ(T−j(E)) = 0 for all j in Z. Thus νn(E) = 0 for all n in N, whence ν(E) = 0.
The last claim is a standard fact. Denote by f the Radon-Nikodym derivative
f = dµ
dν
, and define linear maps ϕp : L
p(X,µ) → Lp(X, ν) and ψp : Lp(X, ν) →
Lp(X,µ) by
ϕp(ξ) = ξf
1
p and ψp(η) = ηf
− 1
p
for all ξ in Lp(X,µ) and all η in Lp(X, ν). Then ϕp and ψp are mutual inverses.
Moreover, we have
‖ϕp(ξ)‖pp =
∫
X
|ξ|pf dν =
∫
X
|ξ|p dµ = ‖ξ‖pp
for all ξ in Lp(X,µ). We conclude that ϕp is the desired isometric isomorphism. 
Remark 5.5. Adopt the notation of Lemma 5.4. It is immediate to check that if
ϕp : L
p(X,µ)→ Lp(X, ν) is the canonical isometric isomorphism, then
ϕp(v)(η)(x) = h(x)η(T
−1(x))
for all η in Lp(X, ν) and all x in X \ X∞. (Note the absence of the correction
term which is present in the statement of Theorem 4.4.) Since the Banach algebras
generated by v and ϕp(v) are isometrically isomorphic, we have therefore shown
that we can always assume that T is measure preserving on X \X∞.
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Notation 5.6. If g : X → C is a measurable function, we denote by ran(g) the
range of g, and by essran(g) its essential range, which is defined by
essran(g) =
{
z ∈ C : µ (g−1(Bε(z))) > 0 for all ε > 0} .
It is well known that the spectrum of the multiplication operator mg is essran(g),
and that
essran(g) ⊆ ran(g).
Remark 5.7. We recall the following fact about spectra of elements in Banach
algebras. If A is a unital Banach algebra, B a subalgebra containing the unit of A,
and a is an element of B such that spB(a) ⊆ S1, then spA(a) = spB(a). In other
words, for elements whose spectrum (with respect to a given algebra) is contained
in S1, their spectrum does not change when the element is regarded as an element
of a larger or smaller algebra.
The following easy lemma will be used a number of times in the proof of Theorem
5.9, so we state and prove it separately.
Lemma 5.8. Let n in N, let (Y, ν) be a measure space and let S : Y → Y be a
measurable map. Let E be a measurable subset of Y with 0 < ν(E) < ∞ such
that E, S−1(E), . . . , Sn−1(E) are pairwise disjoint. Define a linear map ψE : ℓ
p
n →
Lp(X,µ) by
ψE(η) =
1
ν(E)
1
p
n−1∑
j=0
ηju
j
S(1E)
for all η in ℓpn. Then ψE is an isometry.
Proof. Note that ψE(η) is a measurable function for all η in ℓ
p
n. For η in ℓ
p
n, we use
that the sets E, S−1(E), . . . , Sn−1(E) are pairwise disjoint at the first step to get
‖ψE(η)‖pp =
1
µ(E)
N−1∑
j=0
|ηj |p‖ujT (1E)‖pp = ‖η‖pp,
so ψE is an isometry and the result follows. 
Denote by F p(v, v−1) the unital Banach subalgebra of B(Lp(X,µ)) generated
by v and v−1. Then F p(v, v−1) is an Lp-operator algebra and there is a canonical
algebra homomorphism C[Z]→ F p(v, v−1) given by x 7→ v.
Theorem 5.9. Let N in N. Then sp(vN ) is a (possibly empty) closed subset of S
1,
which is invariant under rotation by ωN . Moreover, the Gelfand transform defines
a canonical isometric isomorphism
Γ: F p(vN , v
−1
N )→
(
C(sp(vN )), ‖ · ‖sp(vN ),N
)
.
(See Definition 3.4 for the definition of the norm ‖ · ‖sp(vN ),N .)
Proof. The proposition is trivial if sp(vN ) is empty (which happens if and only if
µ(XN ) = 0), so assume it is not.
We prove the second claim first. Note that vN is multiplication by the measurable
function
g = h · (h ◦ T−1) · · · (h ◦ T−N+1) : XN → S1.
By Lemma 5.2 and Remark 5.3, we may assume that the range and essential of g
agree with the range and essential of h|Xn,0 , respectively. By Exercise 6, part (b) in
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[21], we may assume that the range of h|Xn,0 is contained in its essential range, and
hence that essran(h|Xn,0) = ran(h|Xn,0). Let (zn)n∈N be a dense infinite sequence
in ran(h|Xn,0), and set
wn =

0 1
0
. . .
. . .
. . .
0 1
zn 0
 ∈MN .
Then w =
⊕
n∈N
wn is an invertible isometry on
⊕
n∈N
ℓpN
∼= ℓp.
Claim: Let f in C[Z]. Then ‖f(v)‖ = ‖f(w)‖.
It is clear that ‖f(w)‖ = sup
n∈N
‖f(wn)‖ . Let ε > 0. Choose δ > 0 such that
whenever a and b are elements in a Banach algebra such that ‖a − b‖ < δ, then
‖f(a)−f(b)‖ < ε2 . Choose n in N and choose ξ = (ξ0, . . . , ξN−1) ∈ ℓpN with ‖ξ‖p = 1
such that
‖f(wn)ξ‖ > ‖f(w)‖ − ε
2
.
Since zn is in the essential range of h|Xn,0 , we can find a measurable set E in X
with µ(E) > 0 such that
|h(x)− zn| < δ
for all x in E. Since X is σ-finite, we may assume that µ(E) < ∞. We may also
assume that the sets E, T (E), . . . , TN−1(E) are pairwise disjoint. The linear map
ψE : ℓ
p
N → Lp(XN , µ) given by
ψE(η) =
1
µ(E)
1
p
N−1∑
j=0
ηju
j
T (1E)
for all η = (η0, . . . , ηN−1) ∈ ℓpN , is an isometry by Lemma 5.8.
For notational convenience, we write
z(0)n = zn and z
(1)
n = · · · = z(N−1)n = 1,
and we take indices modulo N . Thus, for η in ℓpN we have wnη =
(
ηj−1z
(j−1)
n
)N−1
j=0
.
Moreover,
ψE(wnη) =
1
µ(E)
1
p
N−1∑
j=0
z(j−1)n ηj−1u
j
T (1E) =
1
µ(E)
1
p
N−1∑
j=0
ηjz
(j)
n u
j+1
T (1E)
and
vψE(η) =
1
µ(E)
1
p
N−1∑
j=0
ηj(mh ◦ uj+1T )(1E)
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for all η ∈ ℓpN . Thus,
‖ψE(wnη)− vψE(η)‖pp =
1
µ(E)
N−1∑
j=0
|ηj |p
∥∥∥z(j)n uj+1T (1E)− (mh ◦ uj+1T )(1E)∥∥∥p
p
≤ 1
µ(E)
N−1∑
j=0
|ηj |p sup
x∈T−j−1(E)
∣∣∣z(j)n − h(x)∣∣∣p ∥∥∥uj+1T (1E)∥∥∥p
p
< ‖η‖pp δp,
for all η ∈ ℓpN , which shows that ‖ψE ◦ wn − v ◦ ψE‖ < δ. By the choice of δ, we
deduce that
‖ψE ◦ f(wn)− f(v) ◦ ψE‖ < ε
2
.
Using that ψE is an isometry at the third step, we get
‖f(v)‖ ≥ ‖f(v)ψE(ξ)‖ ≥ ‖ψE(f(wn)ξ)‖ − ε
2
= ‖f(wn)ξ‖ − ε
2
> ‖f(w)‖ − ε.
Since ε > 0 is arbitrary, we conclude that ‖f(v)‖ ≥ ‖f(w)‖.
Let us show that ‖f(w)‖ ≥ ‖f(v)‖. Given ε > 0, choose g in Lp(XN , µ) with
‖g‖p = 1 such that
‖f(v)g‖p > ‖f(v)‖ − ε.
Write XN as a disjoint union XN = XN,0 ⊔ . . . ⊔ XN,N−1, where each of the
sets XN,j is measurable and T
−1(XN,j) = XN,j+1, where the subscripts are taken
mod N . Given a measurable subset Y of XN,0 with 0 < µ(Y ) < ∞, the linear
map ψY : ℓ
p
N → Lp(XN , µ) defined in Lemma 5.8 is isometric because the sets
Y, T (Y ), . . . , TN−1(Y ) are pairwise disjoint.
Set
ε0 = min
{
ε,
ε
2‖f(v)g‖p
}
.
Choose δ0 > 0 such that whenever a and b are elements in a Banach algebra such
that ‖a− b‖ < δ0, then ‖f(a)− f(b)‖ < ε0.
By simultaneously approximating the functions
g|XN,0 , T
−1(g|XN,1), . . . , T
−N+1(g|XN,N−1) and h|XN,0
as functions on XN,0, by step-functions, we can find:
• A positive integer K in N and disjoint, measurable sets Y (k) of positive
finite measure with XN,0 =
⊔K
k=1 Y
(k);
• Elements η(k) = (η(k)j )N−1j=0 in ℓpN ;
• Not necessarily distinct positive integers n1, . . . , nK ,
such that
(1) With h˜ = 1X\XN,0 +
K∑
k=1
znk1Y (k) , we have
‖h− h˜‖∞ < δ0
(2) With g˜ =
K∑
k=1
ψY (k)(η
(k)), we have
‖g − g˜‖p < ε0‖f(v)‖+ ε .
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Set v˜ = m
h˜
◦ uT . It follows from condition (1) above that
‖v − v˜‖ ≤ ‖h− h˜‖∞‖uT‖ < δ0,
and by the choice of δ0, we conclude that ‖f(v)− f(v˜)‖ < ε0.
For ξ ∈ ℓpN and k = 1, . . . ,K, we have
v˜ψY (k)(ξ) = (mh˜ ◦ uT )
 1
µ(Y (k))
1
p
N−1∑
j=0
ξj1T−j(Y (k))

=
1
µ(Y (k))
1
p
znkξj1Y (k) +
N−2∑
j=1
ξj+11T−j(Y (k)) + ξ01T−N+1(Y (k))
= ψY (k) (wnkξ) .
It follows that
f(v˜)ψY (k)(ξ) = ψY (k)(f(wnk)ξ)
for all ξ in ℓpN . Thus,
‖f(v)g − f(v˜)g˜‖p ≤ ‖f(v)g − f(v˜)g‖p + ‖f(v˜)g − f(v˜)g˜‖p
≤ ‖f(v)− f(v˜)‖‖g‖p + ‖f(v˜)‖‖g − g˜‖p
≤ ε0 + (‖f(v)‖+ ε) ε
2‖f(v)g‖p ≤
ε
‖f(v)g‖p .
We therefore conclude that
‖f(v˜)g˜‖p
‖g˜‖p ≥
‖f(v)g‖p(1 + ε)
‖g‖p + ε =
‖f(v)g‖p(1 + ε)
1 + ε
=
‖f(v)g‖p
‖g‖p ≥ ‖f(v)‖ − ε.
We have
‖f(v˜)g˜‖p =
∥∥∥∥∥f(v˜)
(
K∑
k=1
ψY (k)(η
(k))
)∥∥∥∥∥
p
=
∥∥∥∥∥
K∑
k=1
ψY (k)
(
f(wnk)η
(k)
)∥∥∥∥∥
p
=
(
K∑
k=1
∥∥∥f(wnk)η(k)∥∥∥p
p
) 1
p
,
and also
‖g˜‖p =
∥∥∥∥∥
K∑
k=1
ψY (k)(η
(k))
∥∥∥∥∥
p
=
(
K∑
k=1
∥∥∥η(k)∥∥∥p
p
) 1
p
.
Set
w˜ =
K⊕
k=1
wnk ∈ B
(
K⊕
k=1
ℓpN
)
,
and η =
(
η(1), . . . , η(K)
) ∈ K⊕
k=1
ℓpN . Then w˜ is an invertible isometry, and the
computations above show that
‖f(w˜)η‖p = ‖f(v˜)g˜‖p and ‖η‖p = ‖g˜‖p.
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We clearly have
‖f(w˜)‖ = max
k=1,...,K
‖f(wnk)‖ ≤ sup
n∈N
‖f(wn)‖ = ‖f(w)‖.
We conclude that
‖f(w)‖ ≥ ‖f(w˜)‖ ≥ ‖f(w˜)η‖p‖η‖p =
‖f(v˜)g˜‖p
‖g˜‖p ≥ ‖f(v)‖ − ε.
Since ε > 0 is arbitrary, this shows that ‖f(w)‖ ≥ ‖f(v)‖, and hence the proof of
the claim is complete.
We will now show that sp(vN ) is invariant under translation by the N -th roots
of unity in S1. We retain the notation of the first part of this proof. Note
that since sp(vN ) is a subset of S
1, it can be computed in any unital Banach
algebra that contains vN by Remark 5.7; in particular, it can be computed in
F p(vN , v
−1
N ). Also, the spectrum of vN in F
p(vN , v
−1
N ) is equal to the spectrum of
w in B(ℓp), since we have shown that vN 7→ w extends to an isometric isomorphism
F p(vN , v
−1
N )
∼= F p(w,w−1). Moreover, it is clear that
sp(w) =
⋃
n∈N
sp(wn).
It is a straightforward exercise to show that sp(wn) = {ζ ∈ T : ζN = zn}, which is
clearly invariant under translation by the N -th roots of unity in S1, so the claim
follows.
We have shown in the first part that there is an isometric isomorphism
F p(vN , v
−1
N )
∼= (C(sp(vN )), ‖ · ‖sp(vN ),N) .
Now, the Gelfand transform Γ: F p(vN , v
−1
N ) → C(sp(vN )) maps v to the canon-
ical inclusion of sp(vN ) into C, so the image of Γ is isometrically isomorphic to(
C(sp(vN )), ‖ · ‖sp(vN ),N
)
, as desired. 
The situation for v∞ is rather different, since the range of the Gelfand transform
does not contain all continuous functions on its spectrum (which is either S1 or
empty). Indeed, the Banach algebra that v∞ generates together with its inverse is
isometrically isomorphic to F p(Z) (or the zero algebra if µ(X∞) = 0); see Theorem
5.14 below.
One difficulty of working with with v∞ is that the analog of Lemma 5.1 is not in
general true, this is, v∞ need not have an infinite bilateral sub-shift, as the following
example shows.
Example 5.10. Let X = S1 with normalized Lebesgue measure µ. Given θ in
R \ Q, consider the invertible transformation Tθ : S1 → S1 given by rotation by
angle θ. Then Tθ is measure preserving and every point of S
1 has infinite period.
We claim that there is no measurable set E with positive measure such that the
sets T nθ (E) for n in Z are pairwise disjoint. If E is any set such that all its images
under Tθ are disjoint, we use translation invariance of µ to get
1 = µ(S1) ≥ µ
(⋃
n∈Z
T nθ (E)
)
=
∑
n∈Z
µ(E).
It follows that E must have measure zero, and the claim is proved.
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In order to deal with the absence of infinite sub-shifts, we will show that the set
transformation T∞ has what we call “arbitrarily long strings”, which we proceed
to define.
Definition 5.11. Let (Y, ν) be a measure space and let S : Y → Y be an invertible
measure class preserving transformation. Given a measurable set E in Y with
µ(E) > 0, the finite sequence E, S−1(E), . . . , S−n+1(E) is called a string of length
n for S if the sets E, S−1(E), . . . , S−n+1(E) are pairwise disjoint.
The map S is said to have arbitrarily long strings if for all n in N there exists a
string of length n.
The following lemma is not in general true without some assumptions on the σ-
algebra. What is needed in our proof is that for every point x in X , the intersection
of the measurable sets of positive measure that contain x is the singleton {x}, which
is guaranteed in our case since we are working with the (completed) Borel σ-algebra
on a complete metric space.
Lemma 5.12. Let (Y, ν) be a σ-finite measure space such that for every y in Y , the
intersection of the measurable sets of positive measure that contain y is the singleton
{y}. Let S : Y → Y be an invertible measure class preserving transformation such
that every point of Y has infinite period. Then S has arbitrarily long strings.
Proof. Let (Em)m∈N be a decreasing sequence of measurable sets with µ(Em) > 0
for all m in N and such that
⋂
m∈N
Em = {x}. Without loss of generality, we may
assume that T (x) does not belong to Em for all m in N.
Let n in N. We claim that there exist mn in N and a sequence (F
(n)
m )m≥mn of
measurable sets such that
(1) For all m ≥ mn, the set F (n)m is contained in Em and x ∈ F (n)m ;
(2) µ(F
(n)
m ) > 0 for all m ≥ mn;
(3) The sets F
(n)
m , T−1(F
(n)
m ), . . . , T−n(F
(n)
m ) are pairwise disjoint (up to null-
sets).
We proceed by induction on n.
Set n = 1. If there exists m1 such that µ(Em1△T−1(Em1)) > 0, take F (1)m1 =
Em1 ∩ T−1(Em1)c and F (1)m = F (1)m0 ∩ Em for all m ≥ m1. It is easy to verify that
the sequence (F
(1)
m )m≥m1 satisfies the desired properties. If no such m1 exists, it
follows that µ(Em△T−1(Em)) = 0 for all m in N. Upon getting rid of null-sets, we
may assume that Em = T
−1(Em) for all m in N. We have
{x} =
⋂
m∈N
Em =
⋂
m∈N
T−1(Em) = T
−1
( ⋂
m∈N
Em
)
= {T−1(x)},
which implies that x is a fixed point for T . This is a contradiction, and the case
n = 1 is proved.
Let n ≥ 2, and let mn−1 and (F (n−1)m )m≥mn−1 be as in the inductive hypothesis
for n− 1. Suppose that there exists mn such that the sets
F (n−1)mn , T
−1(F (n−1)mn ), . . . , T
−n(F (n−1)mn )
are not disjoint up to null-sets. Let j ∈ {0, . . . , n− 1} such that
µ(T−j(F (n−1)mn )△T−n(F (n−1)mn )) > 0.
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Since T preserves null-sets, it follows that µ(T−(n−j)(F
(n−1)
mn )△F (n−1)mn ) > 0. By
assumption, the first n − 1 translates of F (n−1)mn are pairwise disjoint, so we must
have j = n and hence µ(T−n(F
(n−1)
mn )△F (n−1)mn ) > 0. Using an argument similar to
the one used in the case n = 1, one shows that the sequence given by
F (n)mn = F
(n−1)
mn
∩ T−1(F (n−1)mn )c and F (n)m = F (n)mn ∩ F (n−1)m
for all m ≥ mn, satisfies the desired properties.
If no such mn exists, it follows that µ(F
(n−1)
m ∩ T−n(F (n−1)m )) = 0 for all
m ≥ mn−1. Again, upon getting rid of null-sets, we may assume that F (n−1)m =
T−n(F
(n−1)
m ) for all m ≥ mn−1. We have
{x} =
⋂
m∈N
F (n−1)m =
⋂
m∈N
T−n(F (n−1)m ) = T
−n
( ⋂
m∈N
F (n−1)m
)
= {T−n(x)},
and thus T−n(x) = x. This is again a contradiction, which shows that such mn
must exist. This proves the claim, and the proof is finished. 
To see that Lemma 5.12 is not true in full generality, consider Y = Z endowed
with the σ-algebra {∅,Z} and measure µ(Z) = 1. Let S : Z → Z be the bilateral
shift. Then every point of Y has infinite period, but there are no strings of any
positive length, let alone of arbitrarily long length.
Corollary 5.13. The measure class preserving transformation T : X → X has
arbitrarily long strings if and only if either µ(X∞) > 0 or µ(Xn) > 0 for infinitely
many values of n in N.
We are now ready to prove that F p(v∞, v
−1
∞ ) is isometrically isomorphic to
F p(Z). We prove the result in greater generality because the proof is essentially
the same and the extra flexibility will be needed later.
Theorem 5.14. Let p ∈ [1,∞), let (Y, ν) be a σ-finite measure space with ν(Y ) >
0, and let S : Y → Y be an invertible measure class preserving transformation with
arbitrarily long strings. Let h : Y → S1 be a measurable function and let
w = mh ◦ uS : Lp(Y, ν)→ Lp(Y, ν)
be the resulting invertible isometry. Then sp(w) = S1 and there is a canonical
isometric isomorphism
F p(w,w−1) ∼= F p(Z)
determined by sending w to the canonical generator of F p(Z).
Proof. We prove the second claim first. Denote by λp : C[Z]→ B(ℓp) the left regular
representation of Z. It is enough to show that for every f in C[Z], one has
‖f(w)‖B(Lp(Y,ν)) = ‖λp(f)‖Fp(Z).
Recall that the norm on F p(Z) is universal with respect to representations of Z of
Lp-spaces. Since w is an invertible isometry, it induces a representation of Z on
Lp(Y, ν), and universality of the norm ‖ · ‖Fp(Z) implies that ‖λp(f)‖ ≥ ‖f(w)‖.
We proceed to show the opposite inequality. Let ε > 0 and choose an element
ξ = (ξk)k∈Z in ℓ
p of finite support with ‖ξ‖pp = 1, and such that
‖λp(f)ξ‖p > ‖λp(f)‖ − ε.
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Choose K in N such that ξk = 0 whenever |k| > K. Find a positive integer N in N
and complex coefficients an with −N ≤ n ≤ N such that f(x, x−1) =
N∑
n=−N
anx
n.
By assumption, there exists a measurable subset E ⊆ Y with ν(E) > 0 such that
the sets S−N−K(E), . . . , SN+K(E) are pairwise disjoint. Since Y is σ-finite, we
may assume that ν(E) <∞.
Define a function g : Y → C by
g =
K∑
k=−K
ξkw
k(1E).
Clearly g is measurable. Using that the translates of E are pairwise disjoint at the
first step, we compute
‖g‖pp =
K∑
k=−K
|ξk|p‖wk(1E)‖pp = ν(E)‖ξ‖pp = ν(E) <∞,
so g ∈ Lp(Y, ν) and ‖g‖p = ν(E) 1p .
We have
f(w)g =
N∑
n=−N
anw
n(g)
=
N∑
n=−N
anw
n
(
K∑
k=−K
ξkw
k(1E)
)
=
N∑
n=−N
K∑
k=−K
anξkw
n+k(1E)
=
N+K∑
j=−N−K
[λp(f)ξ]j w
j(1E).
We use again that the translates of E are pairwise disjoint at the first step to get
‖f(w)g‖pp =
N+K∑
j=−N−K
∣∣∣[λp(f)ξ]j∣∣∣p ∥∥wj(1E)∥∥ = ‖λp(f)ξ‖pp ν(E).
We conclude that
‖f(w)g‖p = ‖λp(f)ξ‖p ν(E)
1
p
= ‖λp(f)ξ‖p ‖g‖p
> (‖λp(f)‖ − ε) ‖g‖p.
The estimate above shows that ‖f(w)‖Lp(Y,ν) > ‖λp(f)‖Fp(Z)−ε, and since ε > 0
is arbitrary, we conclude that ‖f(w)‖ ≥ ‖λp(f)‖Fp(Z), as desired.
We now claim that sp(w) = S1. We first observe that since sp(w) is a subset of
S1, it can be computed in any unital algebra that contains w by Remark 5.7. In
particular, we can compute the spectrum in F p(w,w−1).
We have shown that there is a canonical isometric isomorphism ϕ : F p(w,w−1)→
F p(Z) that maps w to the bilateral shift s in B(ℓp). We deduce that
spFp(w,w−1)(w) = spFp(Z)(ϕ(w)) = sp(s) = S
1,
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and the proof is complete. 
Corollary 5.15. Assume that µ(X∞) > 0. Then sp(v∞) = S
1 and there is a
canonical isometric isomorphism F p(v∞, v
−1
∞ )
∼= F p(Z) determined by sending v∞
to the canonical generator of F p(Z).
Proof. Since A contains the Borel σ-algebra on the metric space X , Lemma 5.12
applies and the result follows from Theorem 5.14. 
It is an immediate consequence of Theorem 5.9 and Theorem 5.14 that the
sequence (sp(vn))n∈N is a spectral configuration, in the sense of Definition 3.3. We
have been working with complete σ-finite standard Borel spaces in order to use
Theorem 4.4, as well as to prove Lemma 5.12. Our next lemma is the first step
towards showing that one can get around this assumption in the general (separable)
case.
Lemma 5.16. Let p ∈ [1,∞), let (X,A, µ) and (Y,B, ν) be two complete σ-finite
standard Borel spaces such that Lp(X,µ) and Lp(Y, ν) are isometrically isomorphic,
and let ϕ : Lp(X,µ)→ Lp(Y, ν) be any isometric isomorphism. Let v : Lp(X,µ)→
Lp(X,µ) be an invertible isometry and set w = ϕ−1 ◦ v ◦ ϕ, which is an invertible
isometry of Lp(Y, ν). If Xn and Yn, for n in N, are defined as in the beginning of
this section with respect to v and w, respectively, then ϕ restricts to an isometric
isomorphism Lp(Xn, µ|Xn)→ Lp(Yn, ν|Yn).
Proof. Write v = mhv ◦ uTv and w = mhw ◦ uTw as in Theorem 4.4. For n in N,
the set Xn is the set of points of X of period n, and similarly with Yn. Recall that
there are canonical isometric isomorphisms
Lp(X,µ) ∼=
⊕
n∈N
Lp(Xn, µ|Xn) and Lp(Y, ν) ∼=
⊕
n∈N
Lp(Yn, ν|Yn).
Since ϕ is an isometric isomorphism, Lamperti’s theorem also applies to it, so
there are a measurable function g : Y → S1 and an invertible measure class pre-
serving transformation S : X → Y such that ϕ = mg ◦ uS . It is therefore enough
to show that S(Xn) = Yn for all n in N.
It is an easy exercise to check that the identity w = ϕ−1 ◦ v ◦ ϕ implies Tw =
S−1 ◦ Tv ◦ S. The period of a point x in X (with respect to Tv) equals the period
of S(x) (with respect to Tw), and the result follows. 
Recall that if (X,µ) is a measure space for which Lp(X,µ) is separable, then
there is a complete σ-finite standard Borel space (Y, ν) for which Lp(X,µ) and
Lp(Y, ν) are isometrically isomorphic.
Definition 5.17. Let p ∈ [1,∞), let (X,A, µ) be a measure space for which
Lp(X,µ) is separable, and let v : Lp(X,µ) → Lp(X,µ) be an invertible isometry.
Let (Y,B, ν) be a complete σ-finite standard Borel space and let ψ : Lp(X,µ) →
Lp(Y, ν) be an isometric isomorphism. Set w = ψ−1 ◦ v ◦ ψ, which is an invertible
isometry of Lp(Y, ν). Let {Yn}n∈N be the partition of Y into measurable subsets
as described in the beginning of this section, and note that w restricts to an invert-
ible isometry wn of L
p(Yn, ν|Yn) for all n in N. By the comments before 5.16, the
sequence (sp(wn))n∈N is a spectral configuration.
We define the spectral configuration assosited with v, denoted σ(v), by
σ(v) = (sp(wn))n∈N.
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We must argue why σ(v), as defined above, is independent of the choice of the
complete σ-finite standard Borel space (Y, ν) and the isometric isomorphism, but
this follows immediately from Lemma 5.16.
The following is the main result of this section, and it asserts that every Lp-
operator algebra generated by an invertible isometry together with its inverse is
as in Proposition 3.5. The proof will follow rather easily from the results we have
already obtained.
Theorem 5.18. Let p ∈ [1,∞), let (X,µ) be a measure space for which Lp(X,µ)
is separable, and let v : Lp(X,µ)→ Lp(X,µ) be an invertible isometry. Let σ(v) be
the spectral configuration associated to v as in Definition 5.17. Then the Gelfand
transform defines an isometric isomorphism
Γ: F p(v, v−1)→ F p(σ(v)).
In particular, F p(v, v−1) can be represented on ℓp.
Proof. Denote by ι : sp(v) → C the canonical inclusion sp(v) →֒ C. For n in N,
denote by ιn : sp(vn) → C the restriction of ι to sp(vn), which is the canonical
inclusion sp(vn) →֒ C. Note that F p(σ(v)) is generated by ι and ι−1, and that
Γ(v) = ι.
Let f ∈ C[Z]. We claim that ‖f(v)‖ = ‖f(ι)‖. Once we have proved this, the
result will follow immediately.
Using Theorem 5.9 and Theorem 5.14 at the second step, and the definition of
the norm ‖ · ‖σ(v) (Definition 3.4) at the third step, we have
‖f(v)‖ = sup
n∈N
‖f(vn)‖ = sup
n∈N
‖f(ιn)‖sp(vn),n = ‖f(ι)‖σ(v),
and the claim is proved.
The last assertion in the statement follows from part (1) of Theorem 3.5. 
In particular, we have shown that Lp-operator algebras generated by an invertible
isometry and its inverse can always be isometrically represented on ℓp. We do not
know whether this is special to this class of Lp-operator algebras, and we believe
it is possible that under relatively mild assumptions, any separable Lp-operator
algebra can be isometrically represented on ℓp. We formally raise this a problem.
Problem 5.19. Let p ∈ [1,∞). Find sufficient conditions for a separable Lp-
operator algebra to be isometrically represented on ℓp.
It is well known that any separable L2-operator algebra can be isometrically
represented on ℓ2.
We combine Theorem 5.18 with Theorem 3.5 to get an explicit description of
F p(v, v−1) for an invertible isometry of a not necessarily separable Lp-space.
Corollary 5.20. Let p ∈ [1,∞) \ {2}, let (X,µ) be a measure space, and let
v : Lp(X,µ)→ Lp(X,µ) be an invertible isometry. Then one, and only one, of the
following holds:
(1) There exist a positive integer N ∈ N and a (finite) spectral configuration
σ = (σn)
N
n=1 with σ = sp(v), and a canonical isometric isomorphism
F p(v, v−1) ∼= F p(σ) ∼=
(
C(sp(v)), max
n=1,...,N
‖ · ‖σn,n
)
.
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In this case, there is a Banach algebra isomorphism
F p(v, v−1) ∼= (C(sp(v)), ‖ · ‖∞) ,
but this isomorphism cannot in general be chosen to be isometric unless v
is a multiplication operator.
(2) There is a canonical isometric isomorphism
F p(v, v−1) ∼= F p(Z).
It is obvious that the situations described in (1) and (2) cannot both be true.
Proof. It is clear that F p(v, v−1) is separable as a Banach algebra. By Proposition
1.25 in [19], there are a measure space (Y, ν) for which Lp(Y, ν) is separable and
an isometric representation ρ : F p(v, v−1) → B(Lp(Y, ν)). The result now follows
from Theorem 5.18, which assumes that the isometry acts on a separable Lp space,
together with Theorem 3.5. 
We make a few comments about what happens when p = 2. Invertible isome-
tries on Hilbert spaces are automatically unitary, so one always has C∗(v, v−1) =
C∗(v) ∼= C(sp(v)) isometrically, although all known proofs of this fact use com-
pletely different methods than the ones that are used in this paper.
Recall that an algebra is said to be semisimple if the intersection of all its
maximal left (or right) ideals is trivial. For commutative Banach algebras, this
is equivalent to the Gelfand transform being injective. It is well-known that all
C∗-algebras are semisimple.
Corollary 5.21. Let p ∈ [1,∞), let (X,µ) be a measure space, and let v : Lp(X,µ)→
Lp(X,µ) be an invertible isometry. Then:
(1) F p(v, v−1) is semisimple.
(2) Except in the case when F p(v, v−1) ∼= F p(Z) and p 6= 2, the Gelfand trans-
form Γ: F p(v, v−1)→ C(sp(v)) is an isomorphism, although not necessarily
isometric. In particular, if sp(v) 6= S1, then Γ is an isomorphism.
The conclusions in Corollary 5.21 are somewhat surprising. Indeed, as we will
see in the following section, part (1) fails if v is an invertible isometry of a subspace
of an Lp-space. It will be shown in [] that part (2) also fails for isometries of sub-
spaces of Lp-spaces.
It is a standard fact that Banach algebras are closed under holomorphic func-
tional calculus, and that C∗-algebras are closed under continuous functional calcu-
lus. Using the description of the Banach algebra F p(v, v−1) of the corollary above,
we can conclude that algebras of this form are closed by functional calculus of a
fairly big class of functions, which in some cases includes all continuous functions
on the spectrum of v.
Corollary 5.22. Let p ∈ [1,∞) \ {2}, let (X,µ) be a measure space, and let
v : Lp(X,µ)→ Lp(X,µ) be an invertible isometry. Then F p(v, v−1) is closed under
functional calculus for continuous functions on sp(v) of bounded variation. More-
over, if F p(v, v−1) is not isomorphic to F p(Z), then it is closed under continuous
functional calculus.
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In the context of the corollary above, if p = 2 then F p(v, v−1) is always isomet-
rically isomorphic to C(sp(v)), and hence it is closed under continuous functional
calculus.
We conclude this work by describing all contractive homomorphisms between
algebras of the form F p(v, v−1) that respect the canonical generator.
Corollary 5.23. Let p ∈ [1,∞) \ {2}, and let v and w be two invertible isometries
on Lp-spaces. The following are equivalent:
(1) The linear map ϕ0 : C[v, v
−1] → C[w,w−1] determined by v 7→ w, extends
to a contractive homomorphism
ϕ : F p(v, v−1)→ F p(w,w−1).
(2) We have sp(v) ⊆ sp(w), and for every function g in F p(σ(w)) ⊆ C(sp(w)),
the restriction g|sp(v) belongs to F p(σ(v)) and∥∥g|sp(v)∥∥σ(v) ≤ ‖g‖σ(w).
(3) We have σ˜(v) ⊆ σ˜(w).
Proof. This is an immediate consequence of Theorem 5.18 and Corollary 3.13. 
6. Application: quotients of Banach algebras acting on L1-spaces
In this section, we use our description of Banach algebras generated by invert-
ible isometries of Lp-spaces to answer the case p = 1 of a question of Le Merdy
(Problem 3.8 in [14]). In the theorem below, we show that the quotient of a Ba-
nach algebra that acts on an L1-space, cannot in general be represented on any
Lp-space for p ∈ [1,∞). In [8], we give a negative answer to the remaining cases of
Le Merdy’s question, again using the results of the present work.
We begin with some preparatory notions. Let A be a commutative Banach
algebra, and denote by Γ: A→ C0(Max(A)) its Gelfand transform. Given a closed
subset E ⊆ Max(A), denote by k(E) the ideal
k(E) = {a ∈ A : Γ(a)(x) = 0 for all x ∈ E}
in A. Similarly, given an ideal I in A, set
h(I) = {x ∈ Max(A) : Γ(a)(x) = 0 for all a ∈ I},
which is a closed subset of Max(A). It is clear that h(k(E)) = E for every closed
subset E ⊆Max(A). It is an easy exercise to check that if A is a semisimple Banach
algebra, then the quotient A/k(E) is semisimple as well, essentially because k(E)
is the largest ideal J of A satisfying h(J) = E.
Definition 6.1. A commutative, semisimple Banach algebra A is said to have (or
satisfy) spectral synthesis if for every closed subset E ⊆ Max(A), there is only one
ideal J in A satisfying h(J) = E (in which case it must be J = k(E)).
It is easy to verify that a semisimple Banach algebra A has spectral synthesis if
and only if every quotient of A is semisimple. (We are thankful to Chris Phillips
for pointing this out to us.)
It is a classical result due to Malliavin in the late 50’s ([15]), that for an abelian
locally compact group G, its group algebra L1(G) has spectral synthesis if and only
if G is compact.
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Theorem 6.2. There is a quotient of F 1(Z) that cannot be isometrically repre-
sented on any Lp-space for p ∈ [1,∞). In particular, the class of Banach algebras
that act on L1-spaces is not closed under quotients.
Proof. The norm of a function f ∈ ℓ1(Z) as an element of F 1(Z) = F 1λ(Z) is
the norm it gets as a convolution operator on ℓ1(Z). The fact that ℓ1(Z) has a
contractive approximate identity is easily seen to imply that in fact ‖f‖F 1(Z) =
‖f‖ℓ1(Z). It follows that there is a canonical identification F 1(Z) = ℓ1(Z). (See
Proposition 3.14 in [19] for a more general version of this argument.)
Denote by v ∈ ℓ1(Z) the canonical invertible isometry that, together with its
inverse, generates ℓ1(Z). If I is an ideal in ℓ1(Z) and π : ℓ1(Z) → ℓ1(Z)/I is the
quotient map, then ℓ1(Z)/I is generated by π(v) and π(v−1). These elements are
invertible and have norm one, since we have
‖π(v)‖ ≤ 1 , ‖π(v−1)‖ ≤ 1 , and 1 ≤ ‖π(v)‖‖π(v−1)‖.
By Malliavin’s result, ℓ1(Z) does not have spectral synthesis. Let I be an ideal in
ℓ1(Z) such that ℓ1(Z)/I is not semisimple. Then this quotient cannot be represented
on any Lp-space, for p ∈ [1,∞), by part (1) of Corollary 5.21. 
We close this paper by showing that our results cannot be extended to invertible
isometries of more general Banach spaces, even subspaces of Lp-spaces.
Remark 6.3. We keep the notation from the proof of Theorem 6.2. By Corol-
lary 1.5.2.3 in [11], the quotient ℓ1(Z)/I can be represented on a subspace of an
L1-space. In particular, ℓ1(Z)/I is generated by an invertible isometry of a SL1-
space, and its inverse. We conclude that part (1) of Corollary 5.21 fails if we replace
Lp-spaces with SLp-spaces. Similarly, it follows from the results in [8] that part (2)
also fails for isometries of SLp-spaces, even when the Banach algebra they generate
is semisimple, and even if the invertible isometry has non-full spectrum.
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