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We give a derivation of a new instantaneous fluctuation relation for an arbitrary phase function
which is odd under time reversal. The form of this new relation is not obvious, and involves ob-
serving the system along its transient phase space trajectory both before and after the point in
time at which the fluctuations are being compared. We demonstrate this relation computationally
for a number of phase functions in a shear flow system and show that this non-locality in time
is an essential component of the instantaneous fluctuation theorem. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4829445]
I. INTRODUCTION
Fluctuation relations typically provide information about
path integrals of phase functions in time-reversible dynamical
systems.1–16 In this paper we will derive a fluctuation relation
that gives the relative probability that the instantaneous values
of a phase function take on opposite values, ±A, in terms of
the well known path integral of the dissipation function.
The derivation of the new theorem rests on a key result
by Evans et al.17 which gives the form of the covariant dis-
sipation function. We will provide a brief summary of the
relevant result here. The dissipation function is one of the
most important functions in non-equilibrium statistical me-
chanics, and is the argument of the Evans-Searles fluctuation
theorem,18 the dissipation theorem,19 and the equilibrium re-
laxation theorems.20 It is a function of the dynamics of the
system and a distribution function. Typically the distribution
function used is the known initial distribution of the system.
The covariant dissipation function is defined with respect to
the time evolving distribution function as the system relaxes.
The new result allows us to interconvert the usual dissipation
function with the time covariant dissipation function.
To represent this situation exactly, we need to use more
detailed notation than what has typically been used in the past.
The distribution function used will be defined by the point in
time, tb, at which the system takes on this distribution. To fully
specify the dissipation function we also need the variables τ ,
the time interval the dissipation function is integrated over,
and ta, the starting point of this interval. We assume the dy-
namics is autonomous. We will use the notation set out in the
previous work17 for the integrated dissipation function
τ (Sta; tb) ≡
∫ ta+τ
ta
(Ss; tb)ds
≡ ln
(
f (Sta; tb)
f (MT SτSta; tb)
)
−
∫ ta+τ
ta
(Ss)ds,
(1)
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where  is the phase space position at time 0, St is the
phase space evolution operator acting for a time t, MT is the
time reversal operator, (; t) is the instantaneous dissipa-
tion function defined with respect to the distribution func-
tion at time t, f (; t) is the phase space density at position
 for the distribution function of the system at time t, and
 is the phase space expansion factor. Because the dynamics
is autonomous, ˙ = ˙() is not an explicit function of both
phase and time and likewise the phase space expansion factor
 = () ≡ ∂/∂ · ˙.
Using the dissipation theorem19 and the definition of the
dissipation function, Eq. (1), the following relationship be-
tween the standard and covariant dissipation function was
derived:17
τ (Sta; ta) = 2ta+τ (; 0). (2)
The covariant dissipation function, defined with respect to the
distribution function at time ta and integrated over the time
interval (ta, ta + τ ) is equal to the dissipation function defined
from the distribution function at time 0, integrated over the
interval (0, 2ta + τ ). The covariant dissipation function is not
local in time. Taking the case where τ = 0, Eq. (2) becomes
0(Sta; ta) = 2ta (; 0), (3)
which demonstrates that while the distribution function is
even in the momenta in equilibrium initially, it is not at later
times. This can be written as f (; 0) = f (MT ; 0) in equi-
librium, but f (Sta; ta) = f (MT Sta; ta).
II. THEORY
To derive the new relation we consider a deterministic
system initially at equilibrium at time 0 that then undergoes a
transient when a constant force is applied. We are interested
in the instantaneous probability of a phase function at some
particular time, t1, during this transient.
The Evans-Searles transient fluctuation relation21 in-
volves a quantity now known as dissipation. The fluctuation
theorem (FT) gives the probability of observing a set of tra-
jectories in some small volume of phase space δV centered
on some phase space vector compared to the conjugate set of
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anti-trajectories
Pr(δV(St1); t1)
Pr(δV(MT SτSt1); t1)
= exp[τ (St1; t1)], (4)
where St1 is the natural time evolution operator, MT (q, p)
≡ (q,−p) is the time reversal mapping,22 δV(St1) is the
infinitesimal volume around the phase space position St1,
and Pr(δV(St1); t1) is the probability of observing ensem-
ble members inside this volume at time t1. If we consider a
trajectory of length τ = 0, Eq. (4) becomes
Pr(δV(St1); t1)
Pr(δV(MT St1); t1)
= exp[0(St1; t1)]. (5)
In this special case the conjugate anti-trajectory begins from
the time reversed map of the starting point of the forward tra-
jectory. In the past we have usually been interested in time
averages of dissipation. Equation (5) does not involve a time
average because the duration of the path integral is 0.
In Eq. (5), 0(St1; t1) is defined with respect to the dis-
tribution at a time t1. Using Eq. (3), the key result from Evans
et al.17 summarised in the Introduction, we can rewrite the
covariant dissipation function in a form that is easier to deal
with,
Pr(δV(St1); t1)
Pr(δV(MT St1); t1)
= exp[2t1 (; 0)]. (6)
It is now defined with respect to the distribution function at
time t = 0 and the length of the trajectory is 2t1. The equality
of (5) and (6) is easily seen by combining time reversibility
with the conservation of probabilities. Those ensemble mem-
bers that are located within δV() at t = 0 also flow through
δV(St1) at time t1, and through δV(S2t1) at time 2t1.
Let us consider an arbitrary phase function, B(St), that
is odd under a time reversal transformation. We can write
the probability of particular values of the phase function,
B(St) = A, in terms of the probability of infinitesimal
volumes around particular phase space positions. Summing
each of these volumes gives the relative probability of such
values,
Pr(B(St1) = A)
Pr(B(St1) = −A) =
∑
δV (St1 )|B=A P r(δV(St1); t1)∑
δV (St1 )|B=−A P r(δV(St1); t1)
.
(7)
Substituting in (6) gives
Pr(B(St1) = A)
Pr(B(St1) = −A)
=
∑
δV (St1 )|B=A P r(δV(St1); t1)∑
δV (St1 )|B=−A exp[2t1 (; 0)]Pr(δV(MT St1); t1)
.
(8)
To understand this sum over volumes defined by phase space
points St1, where the probability in the argument is defined
by the time reverse map of these points, MT St1, we need to
understand the relationship between the trajectory and antitra-
jectory pair. This is represented visually in Figure 1.
It is easy to see from Figure 1 why the dissipation func-
tion needs to be defined over the time interval 0 to 2t1;
at the midpoint of the interval the position in phase space
that the trajectory has evolved to is the time reverse map
of the position reached by the antitrajectory. Since B() is
odd under the time reversal transformation, for each trajec-
tory where B(St1) = −A, the antitrajectory has B(MT St1)
= B(St1MT S2t1) = A. This allows us to rewrite the denom-
inator of Eq. (8) in terms of the following conjugate antitra-
jectory volumes:
Pr(B((t1)) = A)
Pr(B((t1)) = −A) =
∑
δV (St1 )|B=A P r(δV(St1); t1)∑
δV (St1 MT St2 )|B=A exp[−2t1 (MT S2t1; 0)]Pr(δV(St1MT S2t1); t1)
. (9)
Here we have also used the definition of the dis-
sipation function1 to replace exp[2t1 (; 0)] with
exp[−2t1 (MT S2t1; 0)]. The initial distribution function is
always assumed to be even in the momenta.
Recognising that the sums in both the numerator and
the denominator are over all phase space volumes defined by
some ′, where B(St1′) = A, Eq. (9) can be rewritten as a
conditional average
Pr(B(St1) = A)
Pr(B(St1) = −A) =
1
〈e−2t1 (;0)〉B(St1 )=A
. (10)
Similarly,
Pr(B(St1) = A)
Pr(B(St1) = −A) = 〈e
−2t1 (;0)〉B(St1 )=−A. (11)
This relationship is an instantaneous fluctuation relation, writ-
ten in terms of conditional ensemble averages of exponentials
of the dissipation function path integrals. These path integrals
are symmetrically extended both before and after the time at
which the instantaneous fluctuation relation is required. This
instantaneous fluctuation relation is non-local in time. This is
a standard feature of fluctuation relations that are required at
times greater than zero.17 Another example is the asymptotic
steady state Evans-Searles fluctuation relation.21, 23
We can look at the behavior of the relative probabilities of
opposite values of A as a function of time, t1. Initially, when t1
= 0, the dissipation function 2t1 (; 0) = 0, and so the RHS
of Eq. (11) is equal to 1 and both values of A are equally
probable. At later times the value of the dissipation function
changes, meaning the opposite values of A are not equally
probable, corresponding to the irreversibility of the system
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FIG. 1. A trajectory starting from  with B = −A at time t = t1, along with
its antitrajectory which begins from the time reversed map of S2t1.
growing. If the system is T-mixing24 and there is a thermostat-
ting mechanism in place then it must relax to a nonequilib-
rium ergodic steady state.25 We can look at the behavior of
the new instantaneous fluctuation theorem in the steady state
by first assuming that the dissipation function is delta corre-
lated. As such we can write
〈e−2t1 (;0)〉B(St1 )=−A = 〈e−t1 (;0)〉〈e−t1 (St1 ;0)〉
× 〈e−0(St1 ;0)〉B(St1 )=−A. (12)
From the nonequilibrium partition identity NPI (formally re-
ferred to as the Kawasaki identity26, 27)
〈e−t1 (;0)〉 = 1. (13)
Also,
〈e−2t1 (;0)〉 = 〈e−t1 (;0)〉〈e−t1 (St1 ;0)〉 (14)
but 〈e−2t1 (;0)〉 = 1 and 〈e−t1 (;0)〉 = 1, so 〈e−t1 (St1 ;0)〉
= 1. Now, from Eq. (12) we have
〈e−2t1 (;0)〉B(St1 )=−A = 〈e−0(St1 ;0)〉B(St1 )=−A. (15)
In a steady state this is time independent so the relative prob-
ability of A to − A is constant.
For a T-mixing system that is not delta correlated the cor-
relations will decay to some arbitrarily fine tolerance for some
time greater than some cut-off time, cτM (some multiple of
the Maxwell time, τM). Now the condition on the average
affects the time interval t1 − cτM, t1 + cτM. There will be
some correlation between this time interval and the surround-
ing time intervals, so if we separate the average into three
parts as we did in Eq. (12) an error will be introduced. How-
ever, with a long t1 in the T-mixing system the correlated part
of the time intervals will be relatively small, making the error
insignificant.23 Therefore, the instantaneous fluctuation theo-
rem becomes
Pr(B(St1) = A)
Pr(B(St1) = −A) = 〈e
−2cτM (St1−cτM ;0)〉B(St1 )=−A. (16)
If the time t1 − cτM is in the steady state this expression will
be time independent, and so the relative probability of oppo-
site values of A will be constant, as expected.
To those not used to the mathematical definition of dis-
sipation the fact that 0(St1; t1) = 0 may seem strange.
It is due to the fact that in our work we always assume
that the initial distribution is even in the momenta. This
guarantees that the average velocity of the system is zero
with respect to the observer and it also guarantees that
0(; 0) = 0, ∀, because f (; 0)/f (MT ; 0) = 1. At later
times, f (; t)/f (MT ; t) =1.
We may also obtain an obvious summing rule from (10)
and (11). Upon setting A = 0 we obtain
〈e−2t1 (;0)〉B(St1 )=0 = 1. (17)
This may be understood in terms of ergodic consistency.
When B(St1) = 0 the set of trajectories used to form the
above average is the exact same set as the conjugate antitra-
jectories and thus we have ergodic consistency over this re-
stricted set of phase space. The phase space volume at time
0 coincides with the phase space volume at time 2t1, since
the effect of B being odd under time reversal symmetry is
lost when we set B(St1) = 0. Because of this ergodic con-
sistency the above summing rule may be viewed as an appli-
cation of the NPI to this restricted set of phase space. The FT
can also be applied to this subset of phase space.
III. NUMERICAL RESULTS
To get a better understanding of the convergence and na-
ture of the new instantaneous fluctuation relation we studied it
numerically with a simple system. We modeled shear flow in
a constant kinetic energy system that started from the equi-
librium isokinetic ensemble. We chose to look at this in a
two-dimensional 32 particle system. An isokinetic thermo-
stat was used to obtain the desired starting conditions and
keep a constant kinetic energy throughout the simulation.
The system is subject to a constant shear at time t > 0 us-
ing the SLLOD equations of motion26, 28 and square unit cell
Lees-Edwards periodic boundary conditions.29 Particle inter-
actions were modeled using the Weeks-Chandler-Andersen
potential.30 The simulations were run with reduced units.26
The temperature used was T = 1, the density was ρ = 0.6,
and the time step used was dt = 0.001. Transient trajectories
of length t1 = 0.1 were initiated from positions found in the
equilibrium system and were propagated using the equations
of motion with an applied strain rate of γ˙ = 0.1.
In the analysis above we generate the antitrajectories us-
ing a time reversal map of the final point in a trajectory, and
then evolve this point in time using the equations of motion. A
time reversal map in our chosen system would change the sign
of the strain rate, γ˙ . It is inconvenient and unnecessary to run
the simulation with two values of γ˙ because we can instead
use a different trajectory mapping. The appropriate mapping
is known as the Kawasaki mapping,26 (x, y, px, py, γ˙ )
→ (x,−y,−px, py, γ˙ ). Evolving the new point generated
from this mapping forward in time using a strain rate γ˙ gen-
erates the same antitrajectory as evolving a time reversed map
point forward in time with the strain rate −γ˙ . The analysis of
this system is otherwise identical to the general case above.
In order to demonstrate the new fluctuation relation we
need to select a phase function of the system that is odd under
 This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
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the Kawasaki mapping. We can then numerically calculate the
relative probabilities of particular values of the phase function
at a given time, and compare it to the integrated dissipation
function calculated over twice this time. A convenient phase
function to use is the dissipative flux
VPxy() =
N∑
i=1
[pyipxi
m
+ Fxiyi
]
, (18)
where pyi and pxi are the components of the peculiar momenta
of particle i, Fxi is the x component of force on particle i, yi is
the y component of the position and in our 2D system and V is
the area of the unit cell. Rewritten for easier computation in a
system which has periodic boundary conditions this becomes
VPxy() =
N∑
i=1
pyipxi
m
− 1
2
N∑
i,j=1
Fxij yij, (19)
where Fxij is the force on particle i due to j and yij ≡ yj − yi .
To demonstrate the new fluctuation relation we need to
calculate the relative probability of positive and negative val-
ues of VPxy(St) at each time we are interested in. This was
done by constructing frequency histograms from an ensemble
of trajectories, dividing the values of VPxy(St1) into discrete
bins and taking the ratio of frequencies for a positive valued
bin to the corresponding negative bin. The integrated dissipa-
tion function, 2t1 (; 0), was calculated for each time interval
2t1. The following form of the dissipation function for this
system is well known:1
2t1 (; 0) = −
∫ 2t1
0
dsβV Pxy(Ss)γ˙ . (20)
We calculated its value over the time interval 2t1 and calcu-
lated the conditional average, 〈e−2t1 (;0)〉−1
VPxy (St1 )=A, based
on the value of VPxy(St1). The relative probability was plot-
ted against the conditional average, seen in Figure 2(a). The
uncertainties given in the equations in Figure 2 are the stan-
dard errors from the least squares fit of the data. To the order
of the standard error, the slope of this graph is 1, demonstrat-
ing the new fluctuation relation. It was observed that the slope
of Figure 2(a) trended upwards towards 1 with an increas-
ing number of ensemble members used in the average. The
system displays non-Gaussian statistics, a common feature in
other non-equilibrium systems31–36 and non-equilibrium av-
erages such as the non-equilibrium partition identity,26 and
there is no known method to accurately determine the uncer-
tainty in these calculations. In Figures 2(a) and 2(b) we also
demonstrated the equivalence of the two forms of the instan-
taneous fluctuation theorem, Eqs. (10) and (11).
Since the form of this new fluctuation relation is not nec-
essarily intuitive, it is instructive to look at the behavior of an
altered form of the relation. We can consider the case where
the dissipation function is integrated only up to the time where
the relative probabilities of the phase functions are measured,
i.e., over the time interval 0 to t1. This simulation was con-
ducted in the same manner as above and the results are in-
cluded in Figure 2(c). The fluctuation relation is clearly not
satisfied in this case as the slope of the curve is not 1. This
demonstrates that the use of conjugate sets of trajectories and
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FIG. 2. (a) 〈e−2t1 (;0)〉−1
VPxy (St1 )=A, demonstration of Eq. (10) with
a line of best fit y = (0.994 ± 0.001)x + (0.006 ± 0.001). (b)
〈e−2t1 (;0)〉VPxy (St1 )=−A, demonstration of Eq. (11), the second equivalent
form of the relation. Note that the crosses are falling on top of the circles.
(c) 〈e−t1 (;0)〉VPxy (St1 )=−A, test of altered form of the relation with a line
of best fit y = (0.488 ± 0.003)x + (0.497 ± 0.003).
antitrajectories is essential in this fluctuation relation, as it is
in the original Evans-Searles fluctuation relation.37
To prove that this result is not unique to the dissipative
flux we demonstrated the new theorem using the phase func-
tions
∑N
i=1 pyipxi/m and − 12
∑N
i,j=1 Fxij yij . These functions
are the kinetic and configurational components of the dissipa-
tive flux, and so are clearly different from it. In both cases the
new instantaneous fluctuation relation is satisfied, as seen in
Figure 3.
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FIG. 3. Demonstration of the instantaneous fluctuation relation using the ki-
netic and configurational components of the dissipative flux. The equations
of best fit are y = (0.981 ± 0.002)x + (0.019 ± 0.002) and y = (0.9956
± 0.0009)x + (0.0042 ± 0.0009), respectively.
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FIG. 4. Evans-Searles FT applied to two subsets of phase space, defined by
VPxy (St1) = 0 and VPxy (St1) = −5.
Ergodically consistent subsets of phase space can be de-
fined by B(St1) = 0. The Evans-Searles FT can be applied
to these subsets of phase space
Pr(2t1 (; 0) = A)B(St1 )=0
Pr(2t1 (; 0) = −A)B(St1 )=0
= exp[A], (21)
where the trajectories included in the probability calcula-
tion are only those with B(St1) = 0. Using the same sys-
tem as above, and the phase space function B = VPxy , we
can demonstrate the Evans-Searles FT in this subset of phase
space.
Trajectories satisfying the criteria VPxy(St1) = 0 were
selected, and the dissipation function was calculated over the
interval (0, 2t1). We demonstrated the FT in the usual way,
by plotting the LHS of Eq. (21) against the RHS, seen in
Figure 4. The linear curve with a slope of 1 demonstrates the
fluctuation theorem. To demonstrate that the FT is not applica-
ble to all subsets of phase space, we carried out the procedure
using trajectories where VPxy(St1) = −5 and plotted this in
the same graph. This value for the dissipative flux was se-
lected because it has a similar probability to VPxy(St1) = 0
and so comparable statistics will be obtained. The attempted
demonstration curve is clearly not linear, so the FT is not ap-
plicable to this non-ergodic subset of phase space.
IV. CONCLUSION
We have derived and demonstrated computationally, a
new fluctuation relation applicable to physical systems, which
gives different information to those studied in the past. The
instantaneous fluctuation relation is similar in form to other
fluctuation relations, except that it considers path integrals of
dissipation that are symmetrically extended both before and
after the time at which the relative probabilities are compared.
This work confirms the non time-local nature of dissipation.
We also demonstrated that time reversibility for the trajec-
tory/antitrajectory sets is a necessary condition for the fluc-
tuation relation to hold. The instantaneous fluctuation rela-
tion shows how in driven, thermostatted, T-mixing systems,
irreversibility (as manifest in the relative probabilities of odd
phase functions taking on opposite values) grows as they ap-
proach nonequilibrium steady states.
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