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When an observer moves through the world, the motions of images on the retina provide information about the direction of observer
motion, or ‘‘heading’’, and about the relative distance to surfaces in the scene. While it is simple to compute these quantities when the
observer moves in a straight line, the computation becomes substantially more diﬃcult when the observer also undergoes a rotation.
Here, we examine a model that uses operators with spatially extended, direction-tuned, center-surround receptive ﬁelds to compute head-
ing in the presence of rotations. We show that this model can simultaneously locate edges between surfaces and provide an estimate of
the change in relative depth between those surfaces. We further show that the incorporation of speed tuning in this model does not appre-
ciably aﬀect the results.
 2007 Elsevier Ltd. All rights reserved.
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As an observer moves through a stationary scene, the
image motion on the retina, known as the optic ﬂow ﬁeld,
provides information about the observer’s direction of
motion, or heading, and about the relative depth of objects
in the scene (Gibson, 1950; Koenderink & van Doorn,
1976). When the observer is moving in a straight line (pure
translation), one can easily compute heading and relative
depth from the optic ﬂow ﬁeld. Images move in a radial
pattern (Fig. 1a and b), the center of which is known as
the focus of expansion (FOE) and corresponds to the
observer’s direction of motion (Gibson, 1950). People
judge their direction of motion well from this radial pattern
(Crowell & Banks, 1993; Cutting, Springer, Braren, &
Johnson, 1992; Rieger & Toet, 1985; Royden, Banks, &
Crowell, 1992; Royden, Crowell, & Banks, 1994; van den
Berg, 1992; Warren & Hannon, 1990).0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2007.08.008
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E-mail address: croyden@mathcs.holycross.edu (C.S. Royden).In addition to information about heading, the optic ﬂow
ﬁeld also provides information about the relative distance
to objects in the scene (Clocksin, 1980; Gibson, 1950;
Koenderink & van Doorn, 1976; Longuet-Higgins & Pra-
zdny, 1980; Nakayama & Loomis, 1974; Prazdny, 1980).
Along a given line of sight, the magnitude of the image
velocity is inversely proportional to the distance of the cor-
responding surface from the observer. Thus, images of
objects that are closer to an observer tend to move faster
than images of objects that are farther away (Fig. 1b). This
is the well-known motion parallax cue to distance, which
has been shown to provide a strong cue for depth percep-
tion (Rogers & Graham, 1979). The image speed also
depends on the distance of the image point from the
FOE. Thus, one can compute heading by ﬁnding the focus
of expansion in the radial pattern. Once heading is known,
the relative distance to surfaces in the scene can be com-
puted based on the image speed and the distance of the
image point from the focus of expansion.
However, if the observer undergoes a rotation while
translating, for example if he or she makes an eye or head
movement or if he or she is moving along a curved path,
Fig. 1. Optic ﬂow ﬁeld for an observer approaching a scene composed of
an opaque wall in front of a plane covered with random dots. (a)
Schematic of the simulated scene. (b) Optic ﬂow ﬁeld for an observer
moving in a straight line toward the center of the scene (pure translation).
Each line represents the image velocity for a point in the scene. The length
is proportional to the magnitude of the velocity. (c) Optic ﬂow ﬁeld for an
observer translating toward the center of the scene while making a
rotation about the vertical axis. Such a rotation could be the result of an
eye movement.
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diﬃcult. The pattern of image velocities is no longer radial,
and the magnitudes of the velocity vectors are not inversely
proportional to depth (Fig. 1c). The eﬀects of rotation can
be eliminated using a local vector subtraction of image
velocities, as described below, which can aid in computa-
tion slant, tilt and relative depth (Buracas & Albright,
1996; Clocksin, 1980; Gautama & Van Hulle, 2001; Nakay-
ama & Loomis, 1974) and heading (Longuet-Higgins &
Prazdny, 1980). Several researchers have suggested that
this motion-subtraction might be accomplished by neurons
with a center-surround receptive ﬁeld structure, consisting
of an excitatory center and inhibitory surround, such as
those found in the Middle Temporal area (MT) of the pri-
mate visual cortex. Models using this type of center-sur-
round receptive ﬁeld have been developed to compute
heading (Royden, 1997) and to compute slant, tilt, and rel-
ative depth of surfaces (Buracas & Albright, 1996; Clock-
sin, 1980; Gautama & Van Hulle, 2001; Nakayama &
Loomis, 1974). However, the models developed to compute
slant, tilt, and depth do not take into account the obser-
ver’s heading, and some even discard information that
could be used to compute that heading. Because the image
velocities depend on retinal position relative to the obser-
ver’s heading, the slant, tilt, and depth responses of these
models will change depending on the observer’s direction
of motion. To correct for this, one must compute heading
either before computing relative depth or simultaneously
with the computation of depth.Here, we show how a model that was developed to com-
pute heading in the presence of rotations using operators
with direction-tuned, center-surround receptive ﬁelds
(Royden, 1997) can also indicate the relative depth change
at edges of surfaces in the scene. We show that the model
performs well with and without observer rotation and that
the responses of the model remain consistent as the obser-
ver changes heading.
2. The model
The model for computing heading is based on a mathe-
matical analysis by Longuet-Higgins and Prazdny (1980).
They showed that the image velocities in a scene are sepa-
rable into two components: one that depends on observer
translation and one that depends on observer rotation.
One can eliminate the component of the image velocity that
is due to rotation by performing a vector subtraction of the
image velocities of two points that are at diﬀerent distances
from the observer but along the same line of sight. Two
such points might be found on either side of a depth edge
in a scene. One can then easily compute the heading and
the relative distance to points in the scene from the result-
ing diﬀerence vectors. Previously, we have developed a
model for heading computation that uses motion-subtrac-
tion operators that have spatially extended receptive ﬁelds
tuned to direction of motion. The receptive ﬁelds of these
operators have an excitatory region, the ‘‘center’’, and an
adjacent inhibitory region, known as the ‘‘surround’’,
which perform a subtraction of the motions within the
two regions. The direction tuning and center-surround spa-
tial organization of the receptive ﬁelds are similar to those
properties of the receptive ﬁelds of many neurons in the
primate Middle Temporal visual area, MT (Allman, Mie-
zin, & McGuiness, 1985; Maunsell & van Essen, 1983;
Raiguel, Van Hulle, Xiao, Marcar, & Orban, 1995; Xiao,
Raiguel, Marcar, Koenderink, & Orban, 1995). The model
makes use of these inhibitory surrounds to perform a
motion-subtraction (Royden, 1997). This model computes
heading well and responds similarly to humans when tested
with a variety of stimuli (Royden, 1997), including those
containing moving objects (Royden, 2002) and some that
generate illusory displacement of the FOE (Royden &
Conti, 2003). The model has been described in detail else-
where (Royden, 1997, 2002), so only the essential pieces
of it will be given here.
The mathematics underlying the model was described by
Longuet-Higgins and Prazdny (1980). Consider a point,
P = (X,Y,Z), that is projected onto an image plane located
1 distance unit in front of an observer. The location of the
projected point is given by p = (x,y) = (X/Z,Y/Z). If the
observer is in motion, that motion can be described instan-
taneously by a combination of three translational compo-
nents (TX,TY,TZ) and three rotational components
(RX,RY,RZ) about the three coordinate axes. The velocity
of the projected point on the image plane is given by the
following equations (Longuet-Higgins & Prazdny, 1980):
Fig. 2. Schematic of model for computing heading from optic ﬂow. Each
region of the visual ﬁeld, shown at the bottom, is processed by a group of
operators, shown in the middle layer. The operators diﬀer in their
preferred direction of motion, shown by the arrows, and the angle of the
line dividing the excitatory and inhibitory regions. Only a subset of the
operators are shown. The heading template cells, shown at the top, are
tuned to radial patterns of input from the operator groups. The maximally
responding operator in the group, shown in bold, will excite the template
cell with the corresponding radial pattern. In this case, the template cell on
the top left will be stimulated by the maximally responding operator. The
template cell on the top right will not be stimulated, because its template
does not match the preferred direction of the maximally responding
operator in the previous layer. The template cell that responds most
strongly will have a center that corresponds to the observer’s heading.
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2ÞRy þ yRz
vy ¼ yT z  T yZ þ ð1þ y
2ÞRx  xyRy þ xRz
ð1Þ
Longuet-Higgins and Prazdny noted that the above
equations are separable into two components, of which
one depends on observer translation and the other depends
on observer rotation. The component that depends on
translation is inversely proportional to Z, the distance
along the Z axis to point P in space. The rotation compo-
nent is independent of Z. Thus, subtracting the image
velocities for two points that are along the same line of
sight but at diﬀerent distances from the observer, such as
might occur on either side of a depth edge, will eliminate
the rotational component and result in a diﬀerence vector
that depends on observer translation. The diﬀerence vector
resulting from this vector subtraction for two points at dis-
tances Z1 and Z2 is given by:










where vxd and vyd are the horizontal and vertical compo-
nents of the diﬀerence vector. Longuet-Higgins and Pra-
zdny further showed that these diﬀerence vectors point
directly toward or away from the point in the image that
coincides with the observer’s translational direction of mo-
tion, or ‘‘heading’’. So one could, in principle, ﬁnd this
point by locating the center of the radial pattern of diﬀer-
ence vectors. We will refer to this center point as the FOE,
as it corresponds to the heading. Once the heading is
known, one can determine the relative distance to the
two points, because the magnitudes of the diﬀerence vec-
tors are proportional to the diﬀerence in the inverse depths
of these points (Eq. (2)) and to the distance of the images of
the points from the FOE. Thus, computing these diﬀerence
vectors throughout the visual ﬁeld will allow computation
of both the direction of observer translation and the rela-
tive distances to surfaces in the scene, even in the presence
of rotations. Rieger and Lawton (1985) extended this anal-
ysis to show that one can determine observer heading even
when the points are spatially separated by a small amount.
We have developed a neural model that uses the idea of
motion-subtraction to compute observer heading (Royden,
1997). The model uses operators (shown in Fig. 2) that
have spatially extended, direction-tuned, center-surround
receptive ﬁelds. The operators have an inhibitory region
(the ‘‘surround’’) adjacent to or surrounding the excitatory
region (the ‘‘center’’). This spatial arrangement of neural
receptive ﬁelds has been found in many cells in MT (All-
man et al., 1985; Raiguel et al., 1995; Xiao et al., 1995).
We will refer to these operators as ‘‘motion-subtraction’’
operators. Both the excitatory and inhibitory regions of
the operators are tuned to a speciﬁc ‘‘preferred’’ direction
of motion. Response is maximum when motion is in thepreferred direction, and falls oﬀ as the direction of motion
deviates from the preferred direction of the operator. This
direction tuning is similar to that found in neurons in
motion sensitive areas of the visual cortex, such as MT
(Maunsell & van Essen, 1983). The simulations below
model this drop in response using the cosine of the angle
between the actual motion in the receptive ﬁeld and the
preferred direction of the cell, however previous simula-
tions of the model show that it can compute heading fairly
accurately for broader tuning curves and for somewhat
narrower tuning curves (Royden, 1997). The preferred
direction is the same for the center and surround of each
operator so that maximum inhibition occurs when motion
in the surround is in the preferred direction of the center, as
is the case for the majority of the MT cells that have an
inhibitory surround (Allman et al., 1985).
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cessed by a group of these operators that vary in their pre-
ferred direction of motion and in the angle of the axis
between the excitatory and inhibitory regions. The opera-
tor in each group that responds most strongly to a given
input ﬂow ﬁeld has a preferred direction that points
approximately toward or away from the FOE (Royden,
1997). These maximally responding operators project to a
layer of template cells, each of which is tuned to a preferred
direction of observer translation (Fig. 2). These template
cells have some properties in common with cells in the
Medial Superior Temporal area (MSTd), such as a prefer-
ence for radial patterns of image motion and for diﬀerent
locations of the center of the preferred pattern (Duﬀy &
Wurtz, 1991, 1995; Graziano, Andersen, & Snowden,
1994; Saito et al., 1986; Tanaka & Saito, 1989). The tem-
plate cell that responds most strongly to a given visual
input has a preferred radial pattern of diﬀerence vector
input that is consistent with the observer’s direction of
translation.
We have previously shown that this model computes
heading well and removes the eﬀects of added observer
rotation about any of the three coordinate axes (Royden,
1997). In addition, we have shown that the model shows
biases that are similar to those seen with human observers
(Royden, 1997, 2002). Speciﬁcally, the model’s heading
estimates tend to be biased toward the center of the scene,
as has been seen with human heading estimates (Cutting
et al., 1992; Royden, 2002; Royden & Hildreth, 1996). In
addition, moving objects in the scene cause biases in the
model’s estimates similar to those seen with human observ-
ers (Royden, 2002). The model responses are fairly robust
to the addition of noise in the velocity ﬁeld under many
conditions (Royden, 1997). We have also shown that the
model responses mimic those of humans under conditions
that generate an illusory shift in the position of the FOE
(Royden & Conti, 2003).
Theoretically, the magnitude of the response of the
maximally responding motion-subtraction operator at
each location in the input layer should be proportional
to the diﬀerence between the inverse depths of two sur-
faces if the operator lies on a depth edge. Thus, these
operators could signal the borders of objects separated
by depth discontinuities, with the magnitude of the signal
giving a measure of the relative depth of the two sur-
faces. A depth map of the scene could then be created,
with the relative depths of the surfaces bordered by these
edges completed with a process of perceptual ﬁlling-in
(see Pessoa, Thompson, & Noe¨, 1998 for a review).
However, it is unclear whether the theoretical prediction
would hold up for cells that have spatially extended,
direction-tuned receptive ﬁelds, such as are found in
the visual cortex and used in the model. In the current
study, we asked whether the response magnitudes of
the input operators in this model can be used to indicate
the location of depth edges and the relative distance
between the surfaces at each edge.One possible diﬃculty with using this model to deter-
mine relative depth of surfaces arises from the spatial
extent of the neural receptive ﬁelds in the model. This eﬀec-
tively separates the positions of the image points for which
the vector subtraction is performed and adds a small devi-
ation from Longuet-Higgins and Prazdny’s original equa-
tion (2). Rieger and Lawton’s work (1985) and our
previous modeling studies (Royden, 1997, 2002; Royden
& Conti, 2003) show that heading can still be computed
fairly accurately with this model, despite the spatial extent
of the operators. However, it is possible that this deviation
could aﬀect the computation of relative distance. For
example, consider an observer motion that consists of
translation only, and a vector subtraction between two
points located at image positions (x1,y1) and (x2,y2). The
horizontal and vertical separations between the image
points are given by Dx = x1  x2 and Dy = y1  y2, respec-
tively. Suppose these two points correspond to surfaces in
the world located at distances from the observer of Z1
and Z2, respectively. In this case, performing a vector sub-
traction between the two image velocities would yield the
following vector:















The last term in Eq. (3) indicates that the magnitudes of
the diﬀerence vectors will deviate from a linear response
dependent on the diﬀerence in inverse depths for the two
surfaces. This term depends on the distance between the
two image points and the inverse time to contact to the sur-
face. In other words, closer surfaces yield larger extra
terms. One would expect the response magnitude of the
motion-subtraction operators to have a similar deviation
from a linear response.
When the two points are at the same distance, Z, from
the observer then Eq. (3) reduces to:
vxd ¼ DxT zZ
vyd ¼ DyT zZ
ð4Þ
The magnitude of this vector is inversely proportional to
the distance to the surface and independent of the distance
of the image point from the FOE. Thus, one would expect
a motion-subtraction operator to show a small response
that is proportional to the inverse distance to the surface
when there is no depth variation within its receptive ﬁeld.
However, this response is likely to be small relative to the
responses at depth edges, and thus may be less reliable
and more susceptible to noise than the edge responses.
When the observer is undergoing a rotation, the spatial
extent of the receptive ﬁelds will also generate extra terms
in the diﬀerence vectors from the rotation components.
These residual terms will be small for small separations.
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puted fairly accurately with small separations of points or
spatially extended receptive ﬁelds (Rieger & Lawton,
1985; Royden, 1997). These noise terms from rotation will
cause some deviation from linearity in Eq. (2), causing
some error in the computation of relative depth. Given
the results for heading, one may expect that this deviation
will be small under many conditions. The simulations pre-
sented here will test this assumption.
The preceding discussion leads to the question of
whether a model that uses motion-subtraction operators
with spatially extended receptive ﬁelds and broad direction
tuning, is adequate to locate depth edges and to signal the
relative distance to surfaces in the scene. In the following
set of simulations, we test whether the model developed
for computing heading in the presence of rotations can also
compute relative depth. We tested the model for diﬀerent
simulated headings and rotations, and examined how the
response of the maximally responding input layer opera-
tors at each location varied at depth edges with diﬀerent
depth separations between the surfaces.
3. Simulations
We ran simulations of observer motion toward a scene
that contained a set of randomly distributed dots posi-
tioned on a wall in front of a background plane
(Fig. 1a). Image velocities were calculated for the points
in the scene based on the simulated observer translation
and rotation for a given experiment. The response of the
excitatory region of a motion-subtraction operator was
computed by determining the average velocity within that
region of the receptive ﬁeld, and multiplying its magnitude
by the cosine of the angle between the average velocity and
the preferred direction of the cell. The response of the
inhibitory region was calculated the same way. The total
response of the cell was the excitatory response minus the
inhibitory response.
Note that we have not modeled the physiological mech-
anisms for the generation of these spatially extended, direc-
tion-tuned receptive ﬁelds. The operator outputs are
designed to simulate the output of a motion sensitive neu-
ron with a direction-tuned receptive ﬁeld when the eye is
presented with a given velocity ﬁeld. The objective here is
to determine whether relative depth can be computed accu-
rately from this response in which speciﬁc information
about the image velocity in the receptive ﬁeld has been lost
due to the spatial extent and direction-tuning of the recep-
tive ﬁeld.
Each operator had a 2 deg radius and the operator posi-
tions were evenly spaced every 2 deg between 12 and
12 deg vertically and horizontally. Each region of the visual
ﬁeld was processed by 192 operators, representing 24 pre-
ferred directions evenly spaced between 0 and 360 deg
and 8 angles for the line dividing the excitatory and inhib-
itory regions evenly spaced between 0 and 180 deg. In each
spatial position the operator with the maximum responseprojected to the template layer for computation of heading.
In addition, the magnitude of the response of this maxi-
mally responding operator was stored as a measure of
the relative depth between surfaces.
For comparison, the responses of pure direction-selec-
tive cells at each location were also computed. These
responses were calculated as the sum of the responses from
the excitatory region and the inhibitory region of each cell.
The magnitude of the response of the maximally respond-
ing cell at each location was recorded.
The simulated scene consisted of a 12 · 12 deg2 opaque
frontoparallel wall, extending from 6 to 6 deg in the x
and y directions and located at a distance of 400 cm from
the observer. This wall was in front of a 30 · 30 deg2 back-
ground plane located at a distance of 1000 cm from the
observer. The wall and background plane consisted of
500 dots randomly positioned on the two surfaces. For
each dot in the simulated scene, image velocities were com-
puted based on an observer translation speed of 200 cm/s.
We tested observer headings of 0 and 8 deg from the center
of the scene and rotation rates of 0 and 5 deg/s about the
horizontal, vertical, and depth (X,Y,Z) axes. For each of
these conditions, we ran two simulations, one using pure
direction-selective operators and one using the motion-sub-
traction operators. In each trial we measured the response
magnitude for the maximally responding operator at each
location. For each condition we ran 10 simulations and
averaged the results. Throughout the results section, we
use the term ‘‘operator response’’ to refer to the response
of the maximally responding operator in a given location,
averaged over 10 trials. When reporting numerical scores,
we normalized the magnitude of the responses by setting
the maximum response to 1 and adjusting all other
responses accordingly. Because we are interested in the rel-
ative response magnitudes, this normalization does not
aﬀect the interpretation of the data.
4. Simulation 1. Computation of depth edges for a central
heading
The ﬁrst simulation compared the responses of the
motion-subtraction operators to the responses of pure
direction-selective cells for simulated motion toward the
center of the simulated scene, i.e., a heading of 0 deg. Four
conditions were tested, one in which the simulated observer
motion consisted of pure translation, and the others in
which the rotation rate was 5 deg/s about a horizontal, ver-
tical, or depth (X, Y, or Z) axis.
4.1. Results for pure translation
Fig. 3 shows the response magnitudes of the maximally
responding operators at each location in the 30 · 30 deg2
simulated scene for the pure direction-selective operators
(Fig. 3a) and the motion-subtraction operators (Fig. 3b).
As expected, the maximally responding direction-selective
cell at each location responds proportionally to the
Fig. 3. Response magnitudes of the maximally responding operator in each location for an observer translating toward the center of the simulated scene
with no rotations. (a) Response of purely direction-selective cells. (b) Response of motion-subtraction operators. (c) Response of direction-selective cells
divided by their distance from the FOE. (d) Response of motion-subtraction operators after subtracting the average response and dividing by the distance
from the FOE.
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of the operator from the FOE. The surface stands out from
the background because the response of the maximally
responding cell at each location is inversely proportional
to the distance to the surface. The dip in the center occurs
at the location of the FOE, where the response of each cell
is near zero because the magnitudes of the image velocities
approach zero here. The maximum response used for nor-
malization was 0.061. The average of the normalized
responses for the operators within the near wall was 0.54,
for operators within the far wall was 0.68 and for operators
located at the edge was 0.63. The average response for the
near wall was less than that of the far wall because these
operators were closer to the FOE. The slight curvature of
the background plane is due to the increase in image veloc-
ity that occurs with increased distance of the operator from
the FOE.
The responses of the maximally responding motion-sub-
traction operators at each location (Fig. 3b) show a clearly
deﬁned edge at the location of the edge of the wall. As
expected from the preceding analysis, there is a small
response of operators located in regions where there is no
depth variation. This response is independent of the dis-
tance from the FOE and proportional to the inverse dis-
tance to the surface, as can be seen from Eq. (4). The
maximum response for the entire scene was 0.033. The
average normalized response for the operators within the
near wall was 0.57, for operators within the far wall was
0.23 and for operators spanning the edge was 0.77. The
far wall was 2.5 times more distant than the near wall,
and as expected from Eq. (4), the operator response for
the near wall was roughly 2.5 times the response for the
far wall (a factor of 2.48). Thus, for this particular conﬁg-
uration, the operators with the maximum responses signal
the depth edge and the operators within the surfaces signal
the relative depth of the surfaces. However, the responses
of the operators with receptive ﬁelds contained within the
planar surfaces are an artifact of the spatial extent of thereceptive ﬁeld and can be treated as noise. These responses
will generally be smaller than those at the edges and there-
fore would be more susceptible to other sources of noise in
the visual system. Below we show how these responses can
be minimized so that the edge responses carry the primary
information.
Because the magnitudes of the ﬂow vectors increase lin-
early with distance from the FOE, the response of the pure
direction-selective cells might give a more accurate estimate
of depth when divided by the distance from the FOE.
Fig. 3c shows the result of this computation for each direc-
tion-selective cell except for the one located at the FOE. To
avoid division by zero, the response of this cell was com-
puted as the average of its eight closest neighbors. It is clear
that after dividing by the distance from the FOE, the direc-
tion-selective cells give a response that is indicative of the
relative distance to surfaces in the scene. The average nor-
malized response of operators whose receptive ﬁelds lie
within the far plane was 0.36. Within the near plane the
average normalized response was 0.91. The ratio between
the near and far plane responses was 2.52, very close to
the 2.5 ratio of distance between the two planes. The
response of operators whose receptive ﬁelds span the edge
between the two planes was 0.58, intermediate between the
responses for near and far planes.
The magnitudes of the diﬀerence vectors obtained at the
location of a depth edge also increase linearly with distance
from theFOE, as canbe seen in the ﬁrst termofEq. (3). Thus,
division by the distance from the FOE should give a more
accurate estimate of the amount of depth change at these
edges thanwould the response of the operators alone.Unfor-
tunately, the second term in Eq. (3), which is essentially a
noise term, is independent of the distance from the FOE.
When this distance is small, this division can increase the
contribution of this term, causing a distortion in the depth
estimates. This term can in fact become signiﬁcantly larger
than the ﬁrst term when dividing by distance for operators
close to the FOE.One canminimize this term and the accom-
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lateral inhibition, both of which are present in the visual sys-
tem. We chose to simulate lateral inhibition, which would
decrease noise in proportion to the overall signal strength
in the set of operators, rather than impose an arbitrary
threshold on the operator responses. In addition, lateral
inhibition has the advantage that it enhances selectivity in
visual cortex (e.g., Ringach, Bredfeldt, Shapley, & Hawken,
2002).We simulated a type of lateral inhibition by ﬁnding the
average response of all operators in the simulation and sub-
tracting this average from the response of each cell. If the
result was less than zero, the response was set to zero. We
then divided this result by the distance of the operator from
the FOE. Fig. 3d shows the result of this computation. It is
clear that there is still a bit of a distortion near the FOE, as
exhibited by the small bump in the center of the near wall.
This occurs because the lateral inhibition failed to com-
pletely eliminate the residual response of the cells with recep-
tive ﬁelds within the near plane. However, the edges of the
wall are still obvious. The average normalized response for
the far plane was 0.00, for the near plane was 0.569 and for
the edge was 0.546. The large response for the near plane
reﬂects the distortion near the FOE. Note that the subtrac-
tion of the average value makes the ratio of responses from
within the near and far planes no longer useful in determin-
ing relative depth. The response at the edges contains the use-
ful information.
It is clear from this set of simulations that, for observer
translation, one can measure the relative distance to sur-
faces either from the responses of the pure direction-selec-
tive cells or from the responses of the motion-subtraction
operators. For the direction-selective cells, the best esti-
mate of relative distance is obtained if one divides the
response of the cell by its distance from the FOE. For
the subtraction operators, the response of the operators
must undergo a thresholding operation to minimize a noiseFig. 4. Response magnitudes for an observer undergoing a translation toward t
magnitudes for purely direction-selective cells with a rotation about the vertica
with a rotation about the horizontal (X) axis. (c) Response magnitudes for the m
Response magnitudes for the motion-subtraction operators with a rotation abterm before dividing by the distance from the FOE. Other-
wise this division leads to some distortion near the FOE.
4.2. Results for translation plus rotation
Fig. 4 shows the results for observer heading of 0 deg
toward the center of the scene with a 5 deg/s rotation about
the X, Y or Z coordinate axes. Fig. 4a shows the responses
of the direction-selective operators for a rotation about the
vertical (Y) axis. It is clear that rotation has a large eﬀect
on the responses of these operators. They no longer reliably
signal the relative distance to surfaces. Based on magnitude
of response and distance from the FOE, the near wall
appears as a slanted plane that is actually farther from
the observer on the right-hand side than the far wall is.
The far wall also appears slanted. The maximum response
was 0.143. The average normalized response for the near
wall was 0.63, for the far wall was 0.66 and for the edge
was 0.65. Unlike the case for pure translation, division by
distance from the FOE does not alleviate the distortion
in the magnitude of these operator responses.
A similar distortion in the responses of the direction-
selective operators resulted from a rotation about the hor-
izontal (X) axis. The maximum response was 0.14. The
average normalized responses were 0.64, 0.66 and 0.65
for the near wall, far wall and edge, respectively. An added
rotation about the depth (Z) axis (perpendicular to the
image plane) did not distort the responses of the direc-
tion-selective operators as much as did the rotations about
the other two axes. This is likely because this rotation leads
to a circular pattern of velocity vectors that are perpendic-
ular to the radial velocity vectors generated by the transla-
tion. When combined, the rotational component will tend
to aﬀect the translational components roughly equally
throughout the ﬂow ﬁeld. The maximum response was
0.066. The average normalized responses for this conditionhe center of the simulated scene with a simultaneous rotation. (a) Response
l (Y) axis. (b) Response magnitudes for the motion-subtraction operators
otion-subtraction operators with a rotation about the vertical (Y) axis. (d)
out the Z (depth) axis.
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edge, respectively. These are similar to the results for no
rotation, although the near wall responses have decreased
somewhat which would lead to an underestimate of the dis-
tance between the two walls.
Fig. 4b–d shows the responses of the motion-subtraction
operators for the conditions with observer translation and
rotation. It is clear from comparing Fig. 4b–d with Fig. 3b
that the results are very similar to the results for pure obser-
ver translation. The motion-subtraction operators eﬀec-
tively remove most of the rotational component in the ﬂow
ﬁeld. The maximum responses were 0.031, 0.032, and 0.032
for rotations about the X, Y, and Z axes, respectively. The
average normalized responses for the far plane were 0.24,
0.23, and 0.25 for rotations about the X, Y, and Z axes,
respectively. For the near plane, the average normalized
responses for rotations about the X, Y, and Z axes were
0.58, 0.58, and 0.57 and for the edge the average responses
were 0.79, 0.75, and 0.77. These are all very similar to the
averages for the case without rotation. Thus, the responses
of these operators give a good indication of the location of
depth edges in the scene, even in the presence of rotations.
The results of these simulations show that, while either
set of operators can be used to compute relative depth
for observer motion with no rotation, only the motion-sub-
traction operators give stable responses in the presence of
rotations about vertical or horizontal axes. Thus these
operators would be more useful for signaling relative depth
than operators that measured the optic ﬂow ﬁeld directly.
5. Simulation 2. Computation of depth edges for an eccentric
heading
5.1. Results for eccentric heading with no rotation
Fig. 5 shows the results for the simulation using a head-
ing of 8 deg to the right of center with no rotation. Fig. 5a
shows the response magnitude for the direction-selectiveFig. 5. Response magnitudes for an observer translating toward a position 8 d
Response of purely direction-selective cells. (b) Response of motion-subtrac
distance from the focus of expansion. (d) Response of motion-subtraction o
distance from the FOE.cells. As with the 0 deg heading condition, the response
of these cells is proportional to the distance of the receptive
ﬁeld from the FOE and to the inverse distance of the cor-
responding surface. Fig. 5c shows a graph of the response
magnitude divided by the distance from the FOE. As in
simulation 1, the response of the operator located at the
FOE itself was set to the average value of the surrounding
cells to avoid dividing by zero. As was the case for the
heading toward the center of the scene, the responses of
the direction-selective operators give a good indication of
the relative distance to the surfaces when they are divided
by the distance from the FOE. The maximum value of
response divided by distance was 0.018. The average nor-
malized response divided by distance for the operators on
the far surface was 0.38 and for the near surface was
0.95. Operators on the edge between surfaces had an aver-
age response of 0.63, intermediate between the near and far
averages. The ratio between the near response and the far
response was 2.5, the same as the ratio of distances to
the two surfaces.
Fig. 5b shows the responses for the motion-subtraction
operators for this condition. The responses are generally
higher along the edge between the two surfaces. In this con-
dition, the dependence of the operator response on the dis-
tance from the FOE is apparent. Operators along the right
edge, closest to the FOE, give smaller responses than oper-
ators further from the FOE, e.g., along the left edge. One
can alleviate this eﬀect by applying lateral inhibition to
the operator responses and dividing by the distance from
the FOE as was done for the ﬁrst simulation. The result
is shown in Fig. 5d. In this case the responses around the
edges are more uniform. The maximum response divided
by distance was 0.008. The average normalized response
for operators covering the far plane was 0.0, for the near
plane was 0.16 and for operators spanning the edge was
0.70. Thus, as with motion toward the center of the scene,
both the pure direction-selective operators and the motion-
subtraction operators can be used to compute the relativeeg to the right of the center of the simulated scene with no rotations. (a)
tion operators. (c) Response of direction-selective cells divided by their
perators after thresholding by the average response and dividing by the
Fig. 6. Response magnitudes for an observer translating toward a position 8 deg to the right of the center of the simulated scene with a simultaneous
rotation about a vertical axis. (a) Response of purely direction-selective cells. (b) Response of motion-subtraction operators. (c) Response of direction-
selective cells divided by their distance from the focus of expansion. (d) Response of motion-subtraction operators after thresholding by the average
response and dividing by the distance from the FOE.
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translation.5.2. Results for eccentric heading with rotation
Fig. 6 shows the results of simulations for an observer
translation direction of 8 deg to the right of center, com-
bined with a rotation of 5 deg/s about the vertical axis.
The responses of the purely direction-selective cells
(Fig. 6a) look similar to those without rotation. However,
the rotation adds a constant component to the response, so
that each response has a larger magnitude than for the case
without observer rotation. The eﬀect of the added constant
component is to distort the result when dividing by the dis-
tance from the FOE, as can be seen in Fig. 6c. The extra
component due to the rotation causes a large distortion
for positions near the FOE. The maximum response
divided by distance was 0.102. The average normalized
response for the far plane was 0.22, for the near plane
was 0.39 and for the edge was 0.35. The ratio between
the near and far plane responses was 1.77, well below the
ratio of 2.5 for the distance between the two planes.
The response of the subtraction operators in the pres-
ence of rotation (Fig. 6b) is nearly identical to the response
of these operators without rotation. After applying lateral
inhibition as in simulation 1 and dividing by the distance
from the FOE, the result is a fairly constant magnitude
response at the edges between the two surfaces (Fig. 6d),
very similar to that seen with no rotation. The maximum
thresholded response divided by distance was 0.008. The
average normalized magnitude for the far plane was 0.0,
for the near plane was 0.14 and for the edge was 0.71.So, as was the case with the central heading, the motion-
subtraction operators provide a more reliable response in
the presence of rotations than do the pure direction-selec-
tive operators.6. Simulation 3. Response for diﬀerent relative depths
Eq. (2) indicates that subtracting velocity vectors that
are located at a single image point results in a diﬀerence
vector whose magnitude is proportional to the diﬀerence
in inverse depths of the two corresponding points in the
world. However, because of the spatial extent of the recep-
tive ﬁelds of neurons, Eq. (3) shows that there will be a
residual noise component. This component will only be
problematic when the relative distance between the two
surfaces is small, resulting in a small ﬁrst term in Eq. (3).
For larger diﬀerences, the noise term should not signiﬁ-
cantly aﬀect the diﬀerence responses.
The magnitude of the diﬀerence vector in Eq. (2) is
dependent on the distance of the image point from the
focus of expansion. Thus, one would expect that the
response magnitude of the motion-subtraction operators
will also depend on this distance. One can alleviate this
dependence by dividing the response by the distance of
the operator from the computed heading. This should leave
a response that is independent of the operator position with
respect to the heading, but linear with respect to the inverse
depth diﬀerence.
To test whether the response magnitude of the maxi-
mally responding operator at the edge between two sur-
faces can be used to estimate the relative distance
between the surfaces, we ran simulations to measure the
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subtraction cells for scenes in which the near wall was
placed at distances of 100, 200, 300, 400, and 600 cm from
the observer. The position of the far wall remained con-
stant at 1000 cm from the observer. The size of the near
wall in 3D world coordinates varied so that the extent of
the wall in visual degrees remained constant at
12 · 12 deg2, as in the previous experiments. For each con-
dition, we averaged the response magnitudes of the maxi-
mally responding cells located at the edge locations for
the near wall. We graphed this average versus the inverse
depth diﬀerence between the two walls (1/Z1  1/Z2). We
ran simulations for two diﬀerent heading conditions, 0
and 8 deg from the center of the scene, and two rotation
conditions, 0 and 5 deg/s about a vertical axis.
Fig. 7 shows the results of these simulations. Fig. 7a
shows the average response magnitude for operators
located on the edges of the wall. The ﬁrst thing to note is
that the response magnitudes of the operators are linearFig. 7. Average response magnitude of motion-subtraction operators
located along the depth edge in the scene for diﬀerent distances between
the front and back walls. Circles indicate the response for a translation
direction toward the center of the scene. Squares indicate the response for
a translation direction 8 deg to the right of center. Filled symbols indicate
the response for zero rotation. Open symbols indicate the response when
there is a rotation about the vertical axis. (a) Average response magnitudes
of motion-subtraction operators located at depth edges. (b) Average
response magnitudes divided by the distance from the heading.with respect to the inverse depth diﬀerence for all condi-
tions tested. Linear regressions show that each graph can
be ﬁtted with a line with R > 0.999. Thus, within each con-
dition, the response magnitude can be used to measure the
relative distance to surfaces on either side of an edge.
The second thing that is clear from the data in Fig. 7 is
that adding rotations has very little eﬀect on the response
magnitude of the operators. The results are nearly identical
for the responses without rotations (ﬁlled symbols) and
with rotations (open symbols). Thus, the motion-subtrac-
tion mechanism eﬀectively eliminates the eﬀects of
rotations.
Finally, the response magnitude is slightly higher for the
heading of 8 deg than for a heading of 0 deg. This increase
in magnitude is likely due to the distance of the wall’s edges
from the focus of expansion. The diﬀerence in magnitude
between the two headings is decreased by dividing the
responses by the distance from the computed heading, as
shown in Fig. 7b.7. Simulation 4. Incorporation of speed tuning
The preceding simulations show that a model with oper-
ators that have spatially extended, direction-tuned, center-
surround receptive ﬁelds can simultaneously compute
heading and relative depth changes under a variety of con-
ditions. However, the operators in the ﬁrst layer of the
model lack speed tuning, which is an important response
property of the motion sensitive neurons in the primate
visual area, MT. Cells in MT have a preferred speed at
which the response of the cell is maximum, with the
response decreasing as the speed of the stimulus either
increases or decreases from this preferred speed (Maunsell
& van Essen, 1983). This raises the question as to whether
the model would be able to compute heading and depth if
the operators exhibited speed tuning in addition to the
other response properties. To address this question, we
extended the model to use speed-tuned operators and re-
tested its ability to compute heading and depth with and
without the presence of rotations.7.1. Extending the model to include speed tuning
In order to extend the model to include speed tuning, we
replaced each of the operators in the ﬁrst layer of the model
with multiple operators that were tuned to diﬀerent speeds.
We tested two types of tuning functions, linear and Gauss-
ian. Because the model relies on an operator response that
is proportional to the diﬀerence in the direction-tuned
responses in the excitatory and inhibitory regions of the
receptive ﬁeld, we developed tuning curves that were trian-
gular in shape (when graphed on a linear scale). For this
linear implementation, the speed-tuned response for the
excitatory region of the operator is given by:
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E ¼ V cos hwhere P is the preferred speed of the operator, V is the
magnitude of the average velocity of the stimulus within
the receptive ﬁeld, h is the angle between the preferred
direction of the operator and the direction of the motion
stimulus within its receptive ﬁeld. Thus, E is the direc-
tion-tuned speed of the stimulus within the excitatory re-
gion of the receptive ﬁeld. Fig. 8a shows the speed tuning
curves for the 6 preferred speeds, 0.5, 1.0, 2.0, 4.0, 8.0,
and 16.0 deg/s, used in the current simulations. As with
MT cells, the width of the tuning curve increases with
increasing preferred speed, so that the tuning widths are
equal on a log scale, as can be seen in Fig. 8a. The amount
of inhibition in the surround is computed the same way as
for the center. The total response is the response of the cen-
ter minus the response of the surround.
We expect the linear speed-tuned operators to work well
in the model, as they are speciﬁcally made to generate theFig. 8. Speed tuning curves for operators in simulation 4. (a) Speed tuning
curves for the six preferred speeds using a linear speed tuning function. (b)
Speed tuning curves for the seven preferred speeds used for a Gaussian
speed tuning function.required output. However, the speed tuning of actual neu-
rons may not be strictly linear. Although the model should
function well when the velocities lie along portions of the
response curve that are approximately linear, it is possible
that deviations from linearity could severely aﬀect the
results. We therefore tested a model in which the speed tun-
ing curves were Gaussian when plotted on a log scale. The
speciﬁc function we used is the same as that in Perrone




where E is the direction-tuned speed within the receptive
ﬁeld and P is the preferred speed of the operator. The re-
sponse of the surround was computed similarly and the to-
tal response was the response of the center minus the
response of the surround. For this version of the model
we used 7 speed-tuned operators, adding one tuned to
32.0 deg/s to the 6 used in the linear version. Fig. 8b shows
the tuning response curves for the 7 preferred speeds used
in this version of the model.
In the linear speed tuning version of this new model,
each region of the visual ﬁeld is processed by 2304 opera-
tors, with 24 preferred directions of motion, 16 diﬀerencing
axes, equally spaced between 0 and 360 deg, and 6 pre-
ferred speeds. The Gaussian speed tuning is the same,
except there were 7 preferred speeds, giving a total of
2688 operators processing each region. The ‘‘winning’’
operator in each region is the operator with the maximum
response weighted by its preferred speed. This operator
projects to the second layer template cells. The relative
depth is given by the response of this winning operator
weighted by its preferred speed.
To test these new versions of the model, we repeated
simulations 1 and 2 with motion toward a wall at 400 cm
in front of a plane at 1000 cm with headings of 0 and
8 deg, and rotations of 0 and 5 deg/s about a vertical axis.
In addition, we tested the responses for a heading of 0 deg
and the forward wall placed at 100, 200, 300, 400, and
600 cm from the observer, as in simulation 3.7.2. Results of simulations with speed tuning
The model with the linear speed-tuned operators com-
puted heading well for all conditions tested. For a heading
of (0,0) deg, the average heading estimate for the 10 trials
was (0.4,0.2) with no rotation, and (0.4,0.4) for the
5 deg/s rotation condition. For the heading of (8,0), the
average heading was (7.8,0.2) with no rotation and
(8.0,0.0) when the rotation was present. Thus, the addition
of linear speed tuning did not aﬀect the model’s ability to
compute heading accurately with and without rotations.
The model with the Gaussian speed tuning also computed
heading well, although it did not compensate for added
rotations quite as well as the linear model did. For a head-
Table 1















0 0 None 0.033 0.23 0.57 0.77
0 0 Linear 0.032 0.23 0.56 0.74
0 0 Gaussian 0.053 0.27 0.58 0.78
0 5 None 0.032 0.23 0.58 0.75
0 5 Linear 0.029 0.26 0.63 0.80
0 5 Gaussian 0.062 0.23 0.55 0.73
8 0 None 0.064 0.12 0.30 0.66
8 0 Linear 0.066 0.11 0.28 0.64
8 0 Gaussian 0.110 0.12 0.32 0.63
8 5 None 0.068 0.11 0.27 0.63
8 5 Linear 0.066 0.11 0.28 0.63
8 5 Gaussian 0.110 0.13 0.33 0.70
Heading is given in degrees from the center of the screen and rotation rate is in deg/s about a vertical axis. For the results without speed tuning, the
normalized numbers indicate the average response magnitude for the maximally responding operators within the given region divided by the maximum
response for the entire scene. For results with speed tuning, the normalized numbers indicate the normalized response magnitude weighted by the preferred
speed of the operator.
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(0.2,0.8) with no rotation and (1.0,0.0) with rotation.
For a heading of (8,0), the average heading estimate was
(7.4,0.8) with no rotation and (5.6,0.2) with added
rotation. So, even a model using non-linear speed tuning
curves still computes heading reasonably well.
Table 1 shows the normalized magnitudes of the
responses weighted by the preferred speeds for headings
of 0 and 8 deg and rotations of 0 and 5 deg/s about a ver-
tical axis. The results for the linear model are very similar
to those obtained without the speed tuning from simula-
tions 1 and 2, as can be seen in Table 1. Graphs of the
responses were nearly identical to those generated by the
version of the model with no speed tuning. The results
for the model with the Gaussian speed tuning are also sim-
ilar to those of the model with no speed tuning. The mag-
nitudes of the responses are roughly twice the magnitude of
the results with no speed tuning or with the linear speed
tuning. However, the ratios between the responses to the
surfaces and edges are the same, and thus the relative depth
information is available. This can be seen by comparing the
normalized response magnitudes shown in Table 1, which
are very similar with and without speed tuning. Fig. 9
shows graphs of the responses for the operators with the
Gaussian speed tuning. The results are very similar to those
from the non-speed-tuned version of the model (compare
with Figs. 3b, 4c, 5b and 6b), with the largest responses
at the edges between surfaces.
Fig. 10 shows the weighted response values for the oper-
ators located on the edge for the near wall at diﬀerent dis-
tances from the observer. For both the linear and the
Gaussian speed tuning the weighted responses are linear
with respect to the diﬀerence in inverse depths of the two
surfaces in the scene. Linear regressions show that each
graph can be ﬁtted with a line with R > 0.999. Thus, the
addition of speed tuning to the model does not appreciablyaﬀect ability of the model to signal the amount of relative
depth change at edges within the visual stimulus.
8. Discussion
In this set of simulations, we have examined how a
model developed to determine an observer’s heading using
motion-subtraction can be used to simultaneously estimate
the positions of depth edges and the relative distance to the
surfaces on either side of the edges. Our results show that
the motion-subtraction operators do show a larger
response at depth edges than for ﬂat surfaces. This large
response could in principle be used to identify the bound-
aries of surfaces in the scene. In addition, the magnitude
of the response is linear with respect to the diﬀerence in
inverse depths between the two surfaces, and thus can indi-
cate the relative depth of surfaces in the scene. Once these
edges are determined, a map of relative depths of surfaces
in the scene could be constructed through a process of per-
ceptual ﬁlling-in, as is the case for contrast, color and ste-
reo deﬁned edges (Pessoa et al., 1998).
8.1. Comparison with other models for computing relative
depth
While others have proposed similar mechanisms for
computing the relative distance to surfaces in a scene from
optic ﬂow (e.g., Buracas & Albright, 1996; Clocksin, 1980;
Nakayama & Loomis, 1974), the model presented here has
the advantage that it computes relative distance simulta-
neously with the computation of heading. Because the
magnitude of response of a motion-subtraction operator
depends on its distance from the FOE, the location of the
FOE is essential for estimating the relative distance
between the two surfaces. This is particularly apparent in
the simulations for a heading of 8 deg to the right of center,
Fig. 9. Response magnitudes weighted by preferred speed for simulations run with the Gaussian speed-tuned operators. (a) Weighted responses for an
observer translating toward the center of the simulated scene with no rotations. (b) Weighted responses for an observer translating toward the center of the
simulated scene with a 5 deg/s rotation about the vertical (Y) axis. (c) Weighted responses for an observer translating toward a position 8 deg to the right
of the center of the simulated scene with no rotations. (d) Weighted responses for an observer translating toward a position 8 deg to the right of the center
of the simulated scene with a 5 deg/s rotation about a vertical axis.
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ﬂow operators and the motion-subtraction operators
increase with distance from the FOE. When the responses
are divided by this distance, they give a much more uni-
form estimate of the relative depth or depth change. Thus,
the computation of heading works together with the
motion-subtraction to give a uniform and stable estimate
of changes in depth throughout the scene.
While many of the other models developed to compute
relative depth from optic ﬂow use motion-subtraction to
compute relative depth and therefore are insensitive to
rotations, to our knowledge none of the models account
for heading in computation of relative depth. For example,
the ‘‘convexity detectors’’ developed by Nakayama andFig. 10. Average weighted response magnitudes of speed-tuned motion-
subtraction operators located along the depth edge in the scene for
diﬀerent distances between the front and back walls. Open circles indicate
responses of operators without speed tuning. Filled circles indicate the
response weighted by the preferred speed for the operators with linear
speed tuning. Filled squares indicate the response weighted by the
preferred speed for the operators with Gaussian speed tuning.Loomis (1974) share some properties with the subtraction
operators used here. They proposed that center-surround
operators could perform a motion-subtraction to locate
the presence of depth edges. Nakayama and Loomis also
noted that these operators, like the ones used here, elimi-
nate the eﬀects of rotations. The principal diﬀerence
between their model and the one presented here is that their
convexity detectors respond in terms of magnitude only
and eliminate directional information that can be used to
determine heading. Without the heading component, the
depth estimates cannot be adjusted to account for the dis-
tance from the FOE. Because the model presented here
keeps track of the direction of the diﬀerence vectors, it
can compute heading and thus gain a more accurate esti-
mate of relative depth. Furthermore, the neurons used by
Nakayama and Loomis lose information about edge direc-
tion because of the circular symmetry of their center-sur-
round operators. The motion-subtraction operators used
in the current model are asymmetric, and the angle of the
diﬀerencing axis for the maximally responding operator
will correspond to the orientation of the edge. The location
of the excitatory region will be coincident with the closer
surface. Thus the model proposed here provides more
information and is stable as the observer changes direction
of motion.
Other models for determining slant, tilt and depth from
the optic ﬂow ﬁeld have also failed to consider heading as
part of the computation. Clocksin (1980) assumed that the
position of the focus of expansion is known, thus avoiding
the issue. Gautama and Van Hulle (2001) and Buracas and
Albright (1996) both showed how neurons modeled on MT
neurons could compute slant, tilt and relative depth, but
neither took into account heading direction. Gautama &
Van Hulle tested their model on a horizontally translating
sphere, and thus did not examine radial ﬂow ﬁelds gener-
ated by forward motion. Buracas and Albright also did
not take into account the distance from the FOE when
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magnitudes of their estimates will vary with position. In
addition, Buracas and Albright summed the velocities in
the center and surround when computing relative depth,
similar to the pure direction-selective cells used in the cur-
rent studies. As shown here, this method of computing rel-
ative depth is highly susceptible to observer rotation, and
thus is non-optimal.
8.2. Comparison with other heading models
The simulations presented here show that a model for
computing heading using spatially extended, direction-
and speed-tuned, center-surround operators can also com-
pute relative depth fairly accurately, despite the small
amounts of noise introduced by the spatial extent of the
receptive ﬁelds. It should be noted that other neural models
for computing heading could also be adapted to signal the
relative distance to surfaces in the scene. Many of these
models use pure direction-selective cells as inputs to a sec-
ond level of processing in which heading is computed
(Beintema & van den Berg, 1998; Hatsopoulos & Warren,
1991; Lappe & Rauschecker, 1993; Perrone, 1992; Perrone
& Stone, 1994). Most of these models could give an esti-
mate of the relative distance to surfaces by dividing the
response of the direction-selective cell by its distance from
the FOE, as simulated here for the pure direction-selective
cells (Figs. 3c and 5c). The problem for these models would
be the case when the observer undergoes a rotation.
Because these models rely on pure direction-selective cells
for their input to the heading computation, the response
magnitudes would be aﬀected by the rotation so that they
will no longer be proportional to the depth of the surface.
An exception to this is the model developed by Perrone and
Stone (1994). Their model uses input cells that are tuned
for speed and direction of motion to compute heading
and relative depth in the scene. However, the model is lim-
ited in that it only works when the rotations are generated
by an observer tracking a stationary point in the scene. The
model tested here (Royden, 1997), on the other hand,
makes use of motion-subtraction in the ﬁrst level of pro-
cessing. This subtraction eliminates the eﬀects of general
observer rotations, and thus provides an estimate of the rel-
ative depth change at edges in the scene that is unaﬀected
by rotations. This is a deﬁnite advantage of this model over
the others that use plain direction-selective cells as their
input when computing the depth of surfaces.
8.3. Relationship to physiology
We have not attempted to model the physiological prop-
erties of visual neurons in detail. The goal of this research
was to test whether motion-subtraction operators with spa-
tially extended, direction-tuned, receptive ﬁelds are capable
of providing information about heading and depth. In
addition, we have shown that the addition of speed tuning
to the model does not alter the basic results. MT cells arepossible candidates for performing such a function because
the output of the model operators have many of the prop-
erties of the output of MT cells for a given motion stimulus
within their receptive ﬁelds. However, there are some diﬀer-
ences between our model operators’ responses and those of
MT cells that would need testing before one could deter-
mine whether MT cells are capable of performing this func-
tion using motion-subtraction.
First, the model requires that the inhibition of the center
by the surround be subtractive, as opposed to divisive.
While there is some evidence that the direction tuning
within the center of the receptive ﬁeld is created with a divi-
sive non-linearity (Rust, Mante, Simoncelli, & Movshon,
2006; Thiele, Distler, Korbmacher, & Hoﬀmann, 2004),
more research is needed to determine the inhibitory mech-
anism between the classical center and the inhibitory
surround.
Second, we have not modeled sensitivity to contrast or
dot number in our operators. Physiological studies suggest
that MT cells change their behavior at low stimulus con-
trast. For many neurons, at low contrast, a decrease in con-
trast leads to a decrease in the ﬁring rate and a slight shift
of the preferred speed to lower speeds (Krekelberg, van
Wezel, & Albright, 2006; Priebe & Lisberger, 2004). How-
ever, the data in the study by Krekelberg et al. suggests that
the contrast eﬀects are small for a broad range of contrasts
above 20%. Thus we would not expect contrast eﬀects to
alter the results substantially when contrasts are above
20%. All of our simulations assume the stimuli are high
contrast, so that the ﬁring rate in the cells will be primarily
aﬀected by the speed and direction of the dots moving
within their receptive ﬁelds, rather than changes in con-
trast. These are the kinds of stimuli that have been used
in the majority of psychophysical experiments that have
been reported, so it is appropriate to use them here. In
addition, when the low contrast is due to dim lighting con-
ditions, the ﬁring rate of the neurons will decrease propor-
tionately throughout the visual ﬁeld. The pattern of ﬁring
rates across the population of MT cells remains the same
as contrast decreases (Priebe & Lisberger, 2004). Because
our model depends on the relative ﬁring rates of the neu-
rons, comparing the peak ﬁring rate of populations of neu-
rons at each location, it would still be possible to compute
a relative depth map from these responses. A simple nor-
malization by dividing by the average ﬁring rate of the pop-
ulation, as suggested by Priebe and Lisberger (2004), would
lead to uniform responses across a range of contrasts. Thus
our model should perform well for a wide variety of view-
ing conditions, even with contrast eﬀects taken into
account.
Pack, Hunter, and Born (2005) showed that for many
MT neurons the suppression caused by stimuli in the sur-
round is greatly decreased at very low contrasts. If we were
to include this eﬀect in our model, then at very low con-
trasts the model responses would become like the pure
direction selective cells tested in simulations 1–3. Thus,
the heading and depth estimates would be sensitive to rota-
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experiments can test whether human observers also exhibit
an increased sensitivity to added rotations at low contrasts.
It is possible that the details of MT cell receptive ﬁelds
will be incompatible with the model as it is currently for-
mulated. However, the important piece of this model is
the motion-subtraction that is performed between adjacent
regions of the visual ﬁeld. It is possible that the motion-
subtraction could be accomplished by other cells, such as
those in V1, or by other physiological mechanisms, such
as presynaptic inhibition between the ﬁbers from MT pro-
jecting to the next layer of processing in MSTd (Royden,
2004).
8.4. Limitations of the model
While the simulations run here show that the model is
capable of computing relative depth at edges in the scene
under some circumstances, there are some types of stimuli
that the model would not be able to handle well for com-
puting either heading or depth. First, the model requires
some texture within the receptive ﬁelds of the operators.
In parts of the scene where there is little texture around
the borders of objects, the model would not be able to esti-
mate the velocities on either side of the edges, and would
thus not be able to perform the motion-subtraction. How-
ever, if the only motion information available is at the
depth edges themselves, it seems unlikely that any model
could compute relative depth between the surfaces. Fur-
thermore, there is no evidence that humans can compute
relative depth in this circumstance.
A second potential problem that arises in some stimuli is
the presence of extended edges. If the receptive ﬁeld of an
operator has only a single oriented edge within it, the oper-
ator will be limited to measuring the component of velocity
that is perpendicular to that edge (Adelson & Movshon,
1982; Hildreth & Koch, 1987). This phenomenon, known
as the ‘‘aperture problem’’, will lead to errors in the veloc-
ity estimates and thus in the motion-subtraction result,
which would aﬀect the estimates of both heading and
depth. The aperture problem can be solved if there are
two or more edges of diﬀerent orientations present in the
receptive ﬁeld. This is likely to be a problem for many mod-
els, and we have not attempted to solve it here. However,
because the model computes heading by combining infor-
mation across the entire visual ﬁeld, limited regions con-
taining extended edges should not adversely aﬀect the
results very extensively, because the errors in motion direc-
tion caused by the extended edges should generally average
out. The depth responses would be aﬀected if the motion in
the region of the edge was parallel to the edge. However,
most natural scenes contain some texture on either side
of depth edges from which the model can compute a more
accurate estimate of velocity. Even man-made environ-
ments, such as cities, where there are many extended edges,
usually contain some texture on either side of the edge. So,
except for the unusual case of an edge with no texture sur-rounding it, the model should perform well in most realistic
scenes. It is unclear whether humans can accurately judge
heading and depth well in a scene containing multiple
extended edges in only one direction with no texture avail-
able. This is something that should be tested to compare
the human abilities in these conditions with those of the
model.
A third potential problem for this model arises when the
surfaces in the scene are small, so that they can be con-
tained entirely within the receptive ﬁeld of an operator.
In this case, the velocity information from the object would
be averaged with velocity information from the regions sur-
rounding the object and this would lead to an inaccurate
estimate of relative depth. The receptive ﬁeld sizes in MT
are fairly large, so this could be a drawback to the idea that
these cells are used for this function. However, as with the
above diﬃculties, it is unclear how well people judge rela-
tive depth with small objects. While they can judge depth
order using cues such as accretion and deletion (Hegde´,
Albright, & Stoner, 2004; Royden, Baker, & Allman,
1988), the estimate of relative depth may suﬀer as object
size decreases. This remains to be tested.
One test of a computational model of human visual pro-
cessing consists of ﬁnding circumstances in which the
model fails, and comparing the model behavior to that of
humans. For the current model, this has worked well under
other circumstances. For example, the model shows biases
in the presence of moving objects similar to those seen by
humans (Royden, 2002) and makes errors in estimating
the location of the FOE in the same way that humans do
when a radial ﬁeld is superimposed on a uniform lateral
motion ﬁeld (Royden & Conti, 2003). Testing the condi-
tions outlined above for both human and model reliability
would provide more evidence of whether the proposed
model accurately reﬂects human motion processing.9. Conclusion
Optic ﬂow has been shown to be useful for computing
heading and relative depth of surfaces in the visual scene.
In the current study, we show that both computations
can be carried out simultaneously using the same mecha-
nism, i.e., motion-subtraction operators with spatially
extended, direction- and speed-tuned receptive ﬁelds. The
motion-subtraction is critical to eliminating the eﬀects of
observer rotation. Computing heading and depth simulta-
neously allows the visual system to adjust relative depth
estimates according to the distance from the computed
FOE, which leads to estimates that will be consistent across
the visual image and will change little as the observer
changes direction of motion.Acknowledgments
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