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Bacterial reaction centerWe consider electron transfer between the quinones Q A and Q B, one of the ﬁnal steps in the photoinduced
charge separation in the photoreaction center of Rhodobacter sphaeroides. The system is described by a model
with atomic resolution using classical force ﬁelds and a carefully parameterized tight-binding Hamiltonian.
The rates estimated for direct interquinone charge transfer hopping involving a non-heme iron complex
bridging the quinones and superexchange based on the geometry of the photochemically inactive dark state
are orders of magnitude smaller than those obtained experimentally. Only if the iron complex is attached to
both quinones via hydrogen bonds – as characteristic of the charge transfer active light state – the computed
rate for superexchange involving the histidine ligands of the complex will become comparable to the
experimental value of kCT=105 s−1.reiburg.de (T. Koslowski).
l rights reserved.© 2010 Elsevier B.V. All rights reserved.1. Motivation
Photosynthesis is the biological process bywhich light is converted
into chemical energy by a series of light-induced electron transfer
reactions which occur in speciﬁc membrane-bound protein–pigment
complexes, the so-called reaction centers (RCs). The X-ray structures
of the RC from Rhodopseudomonas viridis [1–3] and Rhodobacter
sphaeroides [4–8] enabled a detailed understanding of the various
functional processes in the RCs. The present work considers the light-
exposed, charge separated [8] and the dark-adapted X-ray struc-
tures [9] of the RC of R. sphaeroides. This protein–pigment complex is
formed by three polypeptides, called the L, H and M subunits which
host nine cofactors: four bacteriochlorophylls (BCls), two bacterio-
pheophytins (BPhs), two ubiquinones (UQ) and one non-heme iron.
The cofactors are assigned to two branches A and B related by an
approximate C2 symmetry. Only the A branch is electron transfer
active. A cartoon model of the cofactor positions and of the assumed
electron transfer path is shown in Fig. 1.
Charge separation is initiated by photoexcitation of the primary
donor, the special pair, P865, which consists of two bacteriochlor-
ophylls that exhibit a small intermolecular distance [10]. In the RC of
R. sphaeroides an electron is consecutively transferred within 200 ps
from the excited singlet state of P865 to the secondary acceptor, the
ﬁrst ubiquinone Q A [11,12], through the intervening bacteriopheo-
phytin acceptor, ΦA. At room temperature the electron is further
transferred in about 10 μs to the tertiary acceptor, ubiquinone Q B,which serves as a sequential two-electron acceptor and redox shuttle
[11,12]. After this initial reaction, a second electron transfer from Q A
to Q B and two protonation steps follow, with the sequence of these
events still being a matter of dispute. As a result of these reactions, a
dihydroquinone Q BH2 is formed, which then leaves its binding site
and which ﬁnally is replaced by an oxidized ubiquinone from the
quinone pool.
In this work, we focus on the theory of light-induced electron
transfer from the ﬁrst to the second ubiquinone, which has been the
subject of numerous experimental investigations. Based on a detailed
study of the reaction kinetics, it was concluded that this transfer step
is conformationally gated: the rate-limiting step is a conformational
change of the protein taking place prior to the electron transfer step
[13,14]. Nevertheless, the detailed mechanism of the electron transfer
process remains poorly understood, this holds in particular for the
reaction Q A−+QB→Q A+Q B−.
Recent studies suggest that the protonation of water or other
titratable entities in an associated network of hydrogen bonds close to
Q Bmay be involved [15]. An intermediate electron acceptor X situated
between the two ubiquinones was postulated on the basis of Fourier
transform infrared (FTIR) spectroscopy data [15,16]. This view has
been disputed in the light of more recent FTIR spectroscopic
experiments [17].
Despite extensive research, the structural and functional role of
the His–Fe–His bridging unit that connects the two ubiquinones is not
fully understood. It has been demonstrated by Debus et al. [18] that
the charge transfer rate is not affected by the replacement of the
majority of the Fe2+ ions by other bivalent transition metal ions. The
same authors have shown that the transfer rate is only halved if the
iron atom is mostly removed without substitution.
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Fig. 1. Cartoon representation of the cofactor arrangement and the charge transfer
paths in the photoreaction center of Rhodobacter sphaeroides.
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experiments that no redox transitions take place at the iron center
during the electron transfer process [19]. This shows that the Fe2+ ion
does not act as an indispensable conduit for electron transfer from Q A
to Q B. Finally, it has been proposed that the transition metal may play
a structural role in the assembly and maintenance of the rigid
structure of the protein [20].
In addition, the hydrogen-bonded state of the two quinones in the
bacterial RC has been examined by spectroscopic means. FTIR
spectroscopy investigations show that the C4 carbonyl-group of Q A
exhibit a strong red shift by 50–60 cm−1 of the carbonyl stretch
frequency compared to the carbonyl stretch frequency of ubiquinone in
solution, while the C4 carbonyl-group of Q B shows only a small red shift
[21–23]. This indicates a remarkable strong hydrogen bondbetweenQ A
and HisM219 and a hydrogen bond of moderate strength between Q B
and HisL190, which is in accord with results derived from EPR
spectroscopy [24–26]. Nevertheless, the functional signiﬁcance of this
strong hydrogen bond remains poorly understood. One suggestion is
that the hydrogen bond may localize QA more rigidly in its binding
pocket, and thus enhances the rate of electron transfer through a
reduction in reorganization energy [27]. Furthermore, it is possible that
the twohydrogen atoms takingpart in the hydrogen bonds between the
His–Fe–His bridge and the two quinones are directly involved in a
proton-assisted electron transfer reaction between QA and QB [28].
However, recent FTIR investigations on reaction centers in which the
hydrogen bond between the quinone–C4 carbonyl group and the
imidazole from HisM219 was removed by mutation showed only a
small decrease by a factor of two of the charge transfer rate [29,30].
In this work we aim at understanding the role of the non-heme
iron complex in the ﬁrst step of the electron transfer between QA and
QB.We use a combination of atomistic simulations, quantum chemical
calculations and model Hamiltonians that enable an unbiased
computation of charge transfer rates via Marcus' theory. The
underlying methods are detailed in the following section, results are
presented and discussed in the third section and conclusions are
derived in the ﬁnal section.
2. Methods
As a geometrical basis of our computations, we have used two X-ray
structures of the wild type of the reaction center of R. sphaeroides. First,
we make use of the structure solved by Stowell et al. [8] in its light-
exposed, charge-separated form (protein data base identiﬁcation 1AIG).
Here, a single electron has been transferred from the special pair to thequinone part of the protein. In addition, we have performed computa-
tions based on geometry described by Camara-Artigas and coworkers
[9] (protein data base identiﬁcation 1M3X). In this so-called dark state
geometry, the charges have not been separated. Apart from the protein
backbone and the essential cofactors (bacteriochlorophyll a, bacter-
iophaeophytine a and the quinones), the structure contains a large
fraction of lipids and their derivatives.
Hydrogen atoms have been added to the protein while converting
it from the protein data base format to the cartesian coordinate format
suitable for the TINKER molecular modelling suite [31] utilizing the
PDBXYZ routine of the package. The cofactors have been treated
individually, here, hydrogen atoms have been added making use of
the ArgusLab modelling package [32]. To mimic the water and
phospholipidmembrane environment of the protein, we have added a
10-Å layer of TIP3P water molecules [33] and a united-atom gas of
hydrocarbon molecules. The interface between the aqueous and the
hydrocarbon phase of the protein environment is deﬁned with the
help of three amino acids (ArgL7, MetM20 and LeuH241) that span a
plane. In total, we have a system size of roughly 25000 atoms in each
of the structures. In contrast, creating a simulation box sufﬁciently
large to accommodate the protein, a lipid bilayer and a sufﬁcient
amount of water leads to system sizes prohibitively large for our
computational capabilities.
The high content in non-protein material calls for a force ﬁeld that
can describe a large variety of small molecules and proteins alike. In the
TINKER molecular modelling package used within this work, the MM3
force ﬁeld is able to describe standard organic molecules [34–36]; it has
been supplemented by the MM3pro force ﬁeld [37] capable of treating
proteins. As no covalent bonds exist between the host protein matrix
and the guest molecules, only a small number of additional parameters
had to be introduced after unifying the force ﬁelds. In particular,
magnesium-porphyrine and iron-protein bond-stretching and angle-
bending parameters have been calculated with the help of potential
energy surfaces obtained from ab initio density functional theory
making use of the Gaussian 03 quantum chemistry program package
[38].We have applied a 6-31G** basis set formain group elements and a
LANL2DZ pseudopotential and basis set for iron. The OLYP exchange-
correlation functional [39,40] has been used due to its validated
suitability to describe iron complexes [41]. The Fe2+ ion has been
assigned a partial charge of 1.2, as resulting from the quantum chemical
calculations described above. All other electrostatic effects are described
by the bond dipole model of the MM3pro force ﬁeld, as implemented
and documented within the TINKER molecular modelling package
[31,37]. At room temperature, a system consisting of noncovalently
bonded constituentswithanadded shell ofwater andhydrocarbons– as
described above – is likely to undergo fragmentation during amolecular
dynamics simulation. As a consequence, we have applied the harmonic
approximation, thus only permitting movements of the atoms around
their equilibrium positions in accordance with the underlying force
ﬁeld. The geometry optimizations preceeding the harmonic expansion
have been performed using the MINIMIZE program of the TINKER
package down to a gradient norm of 0.01 kcal/mol Å. To compute the
elements of the Hessian matrix of second derivatives of the potential
energy with respect to the coordinates, a variant of the VIBRATE
program of the TINKER program suite has been used. Only matrix
elements larger than 0.05 kcal/mol Å2 have been stored and used in
velocity Verlet molecular dynamics and Metropolis Monte Carlo
simulations [42,43]. Snapshots of the simulations serve as the
geometrical basis of the electronic structure computations described
in the following paragraph, which ﬁnally lead to the characteristic
energies ofMarcus' theory of charge transfer that permits an estimate of
the electron transfer rates.
In recent years, we have developed a variational approach based
upon a simpliﬁed tight-binding π orbital electronic Hamiltonian that
has been supplemented by an attractive Hubbard term that mimics
the polarizable environment of the charge transfer system [44]. The
Fig. 2. Amino acid side chains, quinone molecules Q A and Q B and iron atom (sphere)
used within the quantum mechanical model calculations performed in this work.
Hydrogen bonds are indicated by dotted lines.
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computations and applied to DNA charge transfer in solution [45,46]
and in nanoscopic setups [47], bio-nano hybrides [48] and within
complex I of the respiratory chain [49]. In the mean-ﬁeld approxi-
mation, the Hamiltonian reads
Hˆ = ∑
i
ini + ∑
i≠j
tija
†
i aj−2U∑
i
ni〈ni〉−∑
i
〈ni〉
2 ð1Þ
with valence orbital ionization potentials i, off-diagonal tight-binding
elements tij, the Hubbard parameter U and creation/annihilation
operators ai /ai† that act upon a set of 2pz atomic orbitals. The
corresponding number operators are written as ai†ai=ni. Angular
brackets denote averaging over quantum mechanical expectation
values, in this case from a previous step of a self-consistent iterative
solution of the electronic structure problem. For the systemconsidered
here, intramolecular matrix elements i and tij have been set equal to
the elements of a converged ab initio Fock matrix with π symmetry,
and intramolecular elements of the overlapmatrix are also identical to
their ab initio counterparts. To enable a one-to-one correspondence of
tight-binding theory and Hartree–Fock ab initio calculations, we were
restricted to a minimum basis, here of the STO-3G type. Again, all
calculations have been performed using the Gaussian 03 program
package. Whereas the minimum basis may be sufﬁcient to obtain
short-range intramolecular parameters of the tight-binding part of the
theory, it is doomed to fail to describe the small long-range
intermolecular couplings typically arising within charge transfer
systems. Hence, we have reﬁned a parametrization described in [45]
using ab initio calculations with a 6-311+G basis set on benzene
dimers. As a function of the interatomic distance, the σ and the π
contributions to the coupling scale like
Vppm rð Þ = V0ppmexp −brð Þ ð2Þ
with Vppσ0 =488.1 eV, Vppπ0 =−65.3 eV and b=1.69 Å−1. Orientation-
al effects are taken into account via the familiar Slater–Koster [50]
rules.
A clear distinction of intra- and intermolecular tight-binding
matrix and overlap matrix elements can be made for all bonds within
our model system, with the exception of an assumed hydrogen bond
between QA and HisM219. Here, we have performed a 6-311G* B3LYP
computation on a planar imidazolium–quinone complex with a
variable distance of the nitrogen and oxygen atoms deﬁning the
hydrogen bond while keeping all other bond lengths and angles ﬁxed.
At distances typical for a strong hydrogen bond, one of the O–N π
orbital matrix elements always dominates, which has in turn been
taken as the tight-binding parameter characteristic of that bond.
Another candidate for a hydrogen bond between the non-heme
complex and QB involves HisL190. Here, the interatomic distance is
considerably longer, and the matrix element can be computed using
Eq. (2).
Details of the charge transfer rate computation based upon the
electronic structure theory will be presented in the following section,
they accompany the falsiﬁcation of speciﬁc reaction mechanisms, so
their discussion is most suitable there.
3. Results
Within the harmonic approximation described above, molecular
dynamics (MD) simulations have been performed making use of the
velocity Verlet algorithm. After equilibration, a timewindow of 100 ps
turned out to be sufﬁcient to sample the energy parameters relevant
to the computation of the characteristic energies required to estimate
charge transfer rates. Well within this time window, the respective
autocorrelation functions show a rapid decay to zero, typically on a
time scale of the order of 10 fs or less, with small residual oscillationsthat have to be interpreted as artefacts of the harmonic approxima-
tion. By visual inspection, we ﬁnd that the region of interest – the QA
and QB quinones and the iron complex – do not exhibit signiﬁcant
structural changes. This observation is in accord with the generally
accepted view that the reaction center is on the rigid side concerning
the spectrum of protein ﬂexibility, and that this rigidity is essential for
its functionality [51]. Simulation snapshots have been taken every one
femtosecond or 10 MD steps as geometrical inputs of the electronic
structure computations. In a similar fashion, Monte Carlo (MC)
simulations have been performed making use of the standard
Metropolis algorithm. Here, 106 Monte Carlo steps have been applied,
with a Monte Carlo step deﬁned as the attempt to move one atom per
step on the average. In general, the results of the two simulation
methods do not differ signiﬁcantly, and the conclusions derived from
both types of simulation geometry are identical.
The part of the reaction center of interest in this work, as emerging
from the simulations and in close similarity to the light state, is
displayed in Fig. 2. The Fe2+ ion is complexed by four histidines
(L190, L230, M219 and M266) and a glutamate, giving rise to a
coordination geometry of a distorted octahedron. Average Fe-N and
Fe-O distances are 2.2 and 2.3 Å, respectively. The complex is
connected to the quinones by two hydrogen bonds. With an O–H
distance of 2.3 Å and a hydrogen bond angle of 171.6 degrees, the
bond to QA is close to an ideal hydrogen bond. Its counterpart
connecting the complex to QB exhibits a notably larger O–H distance
of 2.6 Å, and the N–H–O angle of 124.4 degrees is further away from a
linear arrangement of atoms. Throughout this paper, we use the
protonation patterns computed by Knapp and coworkers [52–54].
On a phenomenological level, charge transfer between a donor and
an acceptor can be described by Marcus' seminal theory [55,56] and
its extentions by Jortner, McConnel, Hush, Dogonadze, Levich and
many others (see e.g. [57–60]). Charge localization on the donor or
acceptor corresponds to a thermodynamic minimum, around which a
parabolic expansion of the free energy as a function of the reaction
coordinate can be performed. The emerging free energy landscape
comprising a ground and an excited state can be uniquely described
by the following characteristic energies. The effective donor–acceptor
coupling, tDA, can be obtained as half of the smallest distance between
the ground and the excited state, the thermodynamic driving force,
ΔG, is the free energy difference between the twominima, and the so-
called reorganization energy, λ, corresponds to a vertical excitation of
one of theminima to the corresponding excited state. In an alternative
description, one may make use of the activation energies EA required
to cross the reaction barrier from the left or from the right. In the
nonadiabatic or weak-coupling limit, the rate depends on these
energy parameters as follows.
kCT =
t2DA
ℏ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
π
λkBT
r
exp − λ + ΔGð Þ2 = 4λkBT
 
ð3Þ
Fig. 4. The two lowest unoccupied molecular orbitals for the arrangement of atoms
shown in Fig. 2 (bottom) and the ﬁrst two vacant states exhibiting a signiﬁcant bridge
contribution to the molecular orbital (top). The dots symbolize further intermediate
states localized on the donor or acceptor.
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strongest dependence on the system geometry and exhibits the largest
relative ﬂuctuations; sample values of this quantity as a function of time
are presented in Fig. 3. Relative errors in tDA do not exceed 30%.
Reasonable estimates exist for λ, which is of the order of 0.5 to 1 eV for
charge transfer in proteins, and the driving force can be treated as a
parameter that has to obey |ΔG|bλ in order to enable the parabolae to
intersect. As a consequence, our main focus lies on the computation of
an effective tDA for various reaction mechanisms. First, we consider
direct interquinone electron transfer in the absence of the iron complex.
Second, we inspect the possibility of the iron complex serving as a
transient site of localizationwithin an electron hopping chain. As a third
mechanism, we investigate superexchange, i.e. tunneling between the
donor and the acceptor mediated by the virtual population of a bridge
coupling these entities. For all mechanisms, we comment both on the
light and the dark state geometry.
Looking at the possibility of direct interquinone charge transfer,
we compute the effective donor–acceptor coupling by means of
perturbation theory,
tDA = ∑
i∈D
∑
j∈A
ciDcjAtij; ð4Þ
where the CiD and the CjA are the acceptor and donor lowest
unoccupied molecular orbital (LUMO) coefﬁcients and the tij the
intermolecular matrix elements, Eq. (2). For all systems under review
here, the resulting couplings turned out to be sufﬁciently small to
apply the nonadiabatic version of Marcus' theory and to justify the
perturbative approach a posteriori. For the light state, we have
tDA=4.5×10−7 eV, giving rise to a time constant τ=1/kCT=9 s,
assuming λ=4EA=0.7 eV and self-exchange, ΔG=0. This typical
reaction time scale is several orders of magnitude larger than the
experimental value of 10 μs. For the dark state, a donor–acceptor
coupling of tDA=6.3×10−11 eV reﬂects the larger edge-to-edge
separation of the two quinones, 15.3 Å, as compared to the light
state value of 12.0 Å. Consequently, the direct charge transfer reaction
is even further away from experiment here.
As an alternative, charge may temporarily reside on the bridging
complex. In this case, two electron hops have to be considered, viz.
from QA to the bridge, and from the bridge to QB, with the slower of
these charge transfer processes deﬁning the rate-limiting step. We
will only brieﬂy touch a variational approach capable of describing a
donor–bridge–acceptor arrangement without taking refuge to per-
turbation theory [61], as we did not succeed in fulﬁlling one of its
prerequisites, localizing charge on the bridge. This failure can be easily
rationalized with the help of the ab initio quantum chemical
calculations described above. Their results are illustrated in Fig. 4.Fig. 3. Donor–acceptor couplings in electron Volts as a function of time in picoseconds.
Top: Fe−Q B coupling for the light state, bottom: corresponding direct interquinone
coupling.Inspecting the states relevant to electron transfer, we ﬁnd that the
two unoccupied states lowest in energy are almost degenerate, and
that they are localized on the donor and on the acceptor, respectively.
The ﬁrst accessible bridge states show an energy difference of at least
3.1 eV to the LUMOs. Even keeping in mind the large uncertainties of
computing excited state energies within a mean-ﬁeld approach such
as density functional theory, this result clearly indicates that bridge
states are not accessible thermally and can hence not exhibit any
signiﬁcant electron population enabling bridge-assisted hopping. This
statement holds for both the light and the dark state.
We have also considered the reaction mechanism suggested by
Rémy et al. [16]: Driven by the negatively charged QA, the iron
complex may transfer an electron to QB. The resulting Fe3+ redox
state is quickly rereduced by an electron transfer from QA. Hence, the
overall electron transfer rate will in this case mostly depend on the
energy difference between the highest occupied electronic states of
the bridge and the ﬁrst unoccupied states of the electron acceptor QB.
This energy barrier exhibits a height of 1.6 eV, resulting from the ab
initio calculations described above. Even taking into account addi-
tional Coulomb contributions from the negatively charged QA, this
energy gap appears to be too large to be overcome thermally. Thus,
electron hole transport from QA to QB, even if it cannot be ruled out
completely, seems to be rather unlikely.
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within a hopping mechanism, the virtual population of intermediate
states may result in an enhanced probability of tunneling between the
donor and the acceptor, a mechanism that is referred to as electronic
superexchange in the terminology of charge transfer reactions. In its
simplest realization, self-exchange between energetically equivalent
donor and acceptor states, the following expression for the effective
donor–acceptor coupling holds [62]:
tDA =
tDBtBA
ΔE
: ð5Þ
Here, the donor–bridge and bridge–acceptor couplings are denoted as
tDB and tBA, respectively, and ΔE is the energy required to promote an
electron fromoneof the LUMOs to theﬁrst bridge state. For the light state,
weﬁnd tDB=43meV, tBA=26 meV,andweuseΔE=3.2 eVas computed
above. These numbers result in tDA=0.35 meV and a time scale τ=6 μs
comparable to that of theexperimental one,τ≃10 μs. For a simulateddark
state that retains the original X-ray structure edge-to-edge distances
between the quinones and the histidines, we arrive at a time scale of
5×106 s, mainly due to an elongated QB-HisL190 distance of 5.8 Å. At
room temperature, superexchange is hampered by thermal ﬂuctuations,
most prominently in the tDA parameters. In this context a second order
correction term for the static expression of the rate constant kCT can be
applied,
kCT = k
0
CT
ℏ2
4τ2coh
2EA−kBT
λ kBTð Þ2
1−Rcohð Þ
with a so-called dimensionless coherence parameter Rcoh = htDAi2 = ht2DAi
and a characteristic time scale of the ﬂuctuations τcoh [63]. This correction
alters the static kCT by less than 10% and is negligible concerning the
overall accuracy of our computations.
4. Conclusions
We have approached one of the ﬁnal steps of charge transfer in the
photoreaction center of purple bacteria, the initial electron transfer
between two quinone cofactors, QA−+QB→QA+QB−. Based upon the
X-ray structures of the light and the dark state of the RC of R.
sphaeroides, classical molecular dynamics and Monte Carlo simula-
tions have been performed to provide snapshots for quantum
mechanical model computations. The tight-binding Hamiltonian
matrix elements underlying the quantum mechanical approach are
either directly imported from converged ab initio computations, or we
make use of a careful reparameterization of hopping matrix elements
with density functional calculations as a well-met reference. The
resulting donor–acceptor, donor–bridge and bridge–acceptor cou-
plings enter Marcus' theory, and we are able to estimate reaction rates
for a variety of charge transfer mechanisms and compare them to the
total experimental electron turnover.
Due to the large interquinone distance and the resulting small
couplings, direct electron transfer from QA to QB can be ruled out for
all geometries under review. With an energy separation of ~3 eV
between donor and acceptor LUMOs on one side and the ﬁrst bridge
level on the other side, the conditions required for hopping transport
cannot be fulﬁlled, a statement that holds both for the light and the
dark state. Electron hole transport, as suggested in ref. [16] cannot be
ruled out completely, but can be considered as rather unlikely on the
basis of our computed data. For the light state, superexchange rates
involving the iron complex histidines are comparable to experiment,
whereas the dark state exhibits a considerable slowdown. We
conclude that an arrangement of histidines bound to the quinones
or the presence of other units capable of conserving the rigidity of the
environment around the Fe2+ ion and the quinones is essential for
interquinone charge transfer. In particular, light and dark state chargetransfer rates strongly differ due to the presence or absence of a
hydrogen bond between QB and HisL190. Consequently, mutations
involving HisL190 should induce a charge transfer blockade. Only the
π orbitals of the ligands enter the simpliﬁed electronic structure
model used here. Thus, the presence, absence or substitution of the
central ion of the complex should not inﬂuence the charge transfer
mechanism and rate beyond the role of providing an element of local
structural integrity; a fact also compatible with experiment [18].
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