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spaces of the Segal–Bargmann spaces. We completely characterize small Hankel
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1. INTRODUCTION
In this paper, we study algebraic properties of small Hankel operators on
Bergman spaces of bounded symmetric domains. Because of the connec-
tions between finite codimensional invariant subspaces and finite rank
small Hankel operators we need to study invariant subspaces of the
Bergman space on the bounded symmetric domains and the quasi-invariant
subspaces of the Segal–Bargmann spaces.
Hankel operators on Bergman spaces have been extensively studied in
recent years, see [Arz, Ax1, Ax2, BCZ, Guo4, JPR, SZh1, Zhu1, Zhu2]
and references there. This theme is interesting because it exhibits the con-
nection between function theory and operator theory, and strongly depends
on the geometry of underlying domains.
The Segal–Bargmann space, or the so-called Fock space, is the analogue
of the Bergman space in the context of complex n-space Cn. It is a Hilbert
space consisting of entire functions in Cn. This space is important because
of the relationship between the operator theory on it and Weyl quantiza-
tion [Cob, Fol]. However in this space, unlike in Bergman spaces, there
exist no nontrivial invariant subspaces for all polynomials. Thus, an
appropriate substitute for invariant subspaces, so-called quasi-invariant
subspaces is needed. A (closed) subspace M of the Segal–Bargmann space
L2a(C
n) is called quasi-invariant if the relation pf ¥ L2a(Cn) implies pf ¥M
for any f ¥M and any polynomial p. Equivalently, a closed subspace M is
quasi-invariant if and only if pM 5 L2a(Cn) …M for every polynomial p.
The paper is arranged in the following manner. In Section 2 we intro-
duce some background material and study some algebric properties of
small Hankel operators. The proofs of results in this section depend on the
explicit expressions of reproducing kernel functions of bounded symmetric
domains. Section 3 treats finite codimensional invariant subspaces on
bounded symmetric domains. By means of the automorphism group of a
bounded symmetric domain, we can explicitly write out the structure of
M + if M is finite codimensional. Applying the result of Section 3, we
obtain a complete characterization of small Hankel operators of finite rank
in Section 4.
In Section 5, we prove an algebraic reduction theorem for finite codi-
mensional quasi-invariant subspaces. We apply this theorem to study when
two quasi-invariant subspaces are similar (unitarily equivalent). Two cases
are considered. First, on the complex plane C, it is shown that a quasi-
invariant subspace M is similar to a finite codimensional quasi-invariant
subspace N if and only if M is finite codimensional, and M and N have the
same codimension. This is completely different from the case of the
Bergman space. It is well known that all finite codimensional invariant
subspaces of L2a(D) (D: unit disk) are similar. Second, on n-dimensional
complex space Cn (n > 1), an entirely new phenomenon occurs: a quasi-
invariant subspace M is similar to a finite codimensional quasi-invariant
subspace N only if M=N. In particular, if a quasi-invariant subspace M is
similar to L2a(C
n), then it must be L2a(C
n). In contrast, for an analytic
Hilbert space X on a bounded domain W, there exist many invariant
subspaces which are similar to X.
In Section 6, we apply results in Section 5 to obtain a complete descrip-
tion for finite rank small Hankel operators on the Segal–Bargmann space
L2a(C
n). Namely, a small Hankel operator Cf is of finite rank if and only if
there exist points l1, l2, ..., ll in Cn and polynomials p1, p2, ..., pl such that
f(z)=C
l
i=1
pi(z) eliz.
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2. ALGEBRAIC PROPERTIES OF SMALL HANKEL OPERATORS
In this section we study algebraic properties of small Hankel operators.
First let us recall the properties of bounded symmetric domains which will
be used in subsequent sections.
Let W be a domain in Cn, z0 ¥ W. W is called to be symmetric with respect
to z0 if there exists a biholomorphic mapping f of W onto W with
f p f=the identity and z0 an isolated fixed point of f. The domain is
symmetric if it is symmetric in each of its points. The simplest examples of
bounded symmetric domains are the unit ball Bn and the unit polydisk Dn.
Let W be a bounded symmetric domain. We always assume that W is
circular and in its standard (Harish–Chandra) realization so that 0 ¥ W.
Moreover W is also starlike; i.e., z ¥ W implies that tz ¥ W for all t ¥ [0, 1].
We can canonically define (see [Hel] or [BCZ]) for each l ¥ W, an auto-
morphism fl in Aut(W), the group of all automorphisms (biholomorphic
mappings) of W such that
1. fl p fl(z)=z;
2. fl(0)=l, fl(l)=0;
3. fl has a unique fixed point in W.
Recall that the rank of the bounded symmetric domain W (assumed to be
in its standard realization) is the largest positive integer m such that there
exists an m-dimensional subspace V of Cn with the property that W 5 V is
holomorphically equivalent to the m-dimensional polydisk Dm. It is well
known that the rank of the Cartesian product of two bounded symmetric
domains equals the sum of the ranks of the factors; and a bounded sym-
metric domain has rank one if and only if it is holomorphically equivalent
to Bn, the unit ball of Cn. Therefore, on the complex plane C, the unit disk
D is the unique bounded symmetric domain, and on C2, by [Tim, Th. 2.5]
there are only bounded symmetric domains the unit ball B2 and the unit
polydisk D2 (under holomorphic equivalence).
Furthermore, Cartan [Car] proved that each bounded symmetric
domain is (holomorphically equivalent to) a Cartesian product of irreduc-
ible bounded symmetric domains. Here ‘‘irreducible’’ means ‘‘not holo-
morphically equivalent to a cartesian product.’’ Up to the two exceptional
bounded symmetric domains in C16 and C27, respectively, the irreducible
bounded symmetric domains can be classified into four types that are
called the classical domains [Car, Hua].
Let W be a bounded symmetric domain in Cn with dA the normalized
Lebesgue measure on it. The Bergman space L2a(W, dA) ( for short L
2
a) is
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the closed subspace of L2(W, dA) consisting of analytic functions. For
l ¥ W, the Bergman reproducing kernel is the function Kl ¥ L2a such that
f(l)=Of, KlP
for each f ¥ L2a. The normalized Bergman reproducing kernel kl is the
function Kl/||Kl ||. For the classical domains of types I–IV, Hua [Hua]
explicity computed the reproducing kernels. Namely, for each classical
domain, there is an analytic polynomial p such that Kl(z)=1/p(z, l˜).
Since the reproducing kernel of the Cartesian product of two domains
equals the product of the reproducing kernels of the factors, the repro-
ducing kernel of each bounded symmetric domain which is (or is holo-
morphically equivalent to) a Cartesian product of classical domains is of
the form above.
For f ¥ L2(W), the Toeplitz operator Tf with symbol f is the operator
densely defined in L2a by
Tff=P(ff), f ¥H.(W),
where P is the orthogonal projection from L2(W) onto L2a(W).
Let U: L2(W)Q L2(W) be the unitary operator defined by
(Uf)(z)=f(z¯)=def fˆ(z), z ¥ W.
For f ¥ L2(W), the small Hankel operator Cf with symbol f is the operator
densely defined in L2a by
Cff=P(fUf), f ¥H.(W).
If Cf as so defined is bounded related to the L2 norm, it has a unique
extension to a bounded operator on L2a(W) (since H
.(W) is dense in L2a(W))
in L2a(W) if Cf extends to a bounded operator on L
2
a(W).
In this paper, we consider bounded small Hankel operators possibly with
unbounded symbols. It is easy to verify that a bounded small Hankel
operator C is completely characterized by the algebraic equation
TgziC=CTzi , i=1, 2, ..., n.
In [Zhu1], a reduced Hankel operator H˜f with symbol f is defined by
H˜f: L
2
a Q L
2
a, H˜fh=P¯(fh), h ¥H.(W),
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where P¯ denotes the orthogonal projection from L2 onto L2a (the complex
conjugate of L2a). Similarly to the case of the unit ball Bn [Guo4], the small
Hankel operator Cf and the reduced Hankel operator H˜f are connected by
the relation
Cf=UH˜fˆ.
Let BC(W) be the space of bounded continuous functions on W, C(W¯) be
the space of continuous functions on the closure W¯ of W, and C0(W) be the
space of the continuous functions on W¯ that vanish on the topological
boundary “W of W. By the relation between small Hankel operators and
reduced Hankel operators [Zhu1], one easily gets the following the
elementary properties of small Hankel operators.
Proposition 2.1. Let f be in L2(W). Then
1. Cf is bounded if and only if f ¥ L.(W)+L2
+
a , which happens if and
only if f ¥ BC(W)+L2
+
a ;
2. Cf is compact if and only if f ¥ C(W¯)+L2
+
a , which happens if and
only if f ¥ C0(W)+L2
+
a ;
3. Cgf=Cf¯ˆ ;
4. if f is a bounded analytic function on W, then TgfCf=CfTfˆ¯.
Let b(W) be the Bloch space of W, and B0(W) the little Bloch space of
W(defined in [Tim]). Also note that a small Hankel operator Cf depends
only on the analytic part of f, that is, Cf=CPf. Therefore when discussing
small Hankel operators, one often assumes that its symbol is analytic. Let f
be analytic. From [Zhul], we see that Cf is bounded if f ¥B(W), and Cf is
compact if f ¥B0(W). In particular, if rank(W)=1, then Cf is bounded if
and only if f ¥B(W}, and Cf is compact if and only if f ¥B0(W).
For f, g ¥ L2(W), define the rank one operator f é g by
(f é g) h=Oh, gP f
for h ¥ L2(W). For l ¥ W, define the unitary operator Ul on L2(W) by
Ulf=(f p fl) kl.
From [BCZ], Ul has the following properties:
1. U2l=I;
2. UlP=PUl.
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For a bounded operator S on L2a, we define the Berezin transform S˜ of S
by
S˜(l)=OSkl, klP, l ¥ W.
In the case of the unit disk D, the following proposition has appeared in
[SZh1, SZh2].
Proposition 2.2. Let W be a bounded symmetric domain in its standard
realization. Then there exist polynomials pi, qi, i=1, 2, ..., m such that
kl é kl=C
m
i=1
Tpi p flTqi p fl .
Proof. Since W is a bounded symmetric domain in its standard reali-
zation, from [Hua, Ko], we see that there exist polynomials pi, qi ,
i=1, 2, ..., m such that
Kl(l)=K(l, l)=1;Cm
i=1
pi(l) qi(l).
An easy calculation gives
O(1 é 1) kl, klP=|O1, klP|2=1/Kl(l)
=C
m
i=1
pi(l) qi(l)
=71 Cm
i=1
TpiTqi 2 kl, kl8 .
Note that a bounded linear operator is completely determined by
its Berezin transform, that is, S1=S2 if and only if S˜1=S˜2. Set
S=;mi=1 TpiTqi . Then
1 é 1=C
m
i=1
TpiTqi .
So applying the unitary operator Ul to the above equation leads to
kl é kl=(Ul1) é (Ul1)
=Ul(1 é 1) Ugl
=Ul 1 Cm
i=1
TpiTqi 2 Ugl
=C
m
i=1
Tpi p flTqi p fl
as desired.
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Corollary 2.3. The w*-closure of the linear manifold {;ki=1 TfiTgi :
fi, gi ¥H.(W)} equals B(L2a), where B(L2a) is the set of all bounded linear
operators on L2a.
Proof. By Proposition 2.2, we need only to prove that the linear mani-
fold {;ki=1 cikli é kli : li ¥ W} is w*-dense in the space B(L2a) of bounded
operators on L2a. Let S be in the trace class on L
2
a. Note that
tr(S(kl é kl))=tr(skl é kl)
=OSkl, klP
=S˜(l).
Since a bounded linear operator is completely determined by its Berezin
transform, the above equation implies that the linear manifold {;kk=1 cikli
é kli : li ¥ W} is w*-dense in B(L2a). This gives the desired conclusion.
In the next theorem we characterize when a finite sum of the products of
small Hankel operators is zero.
Theorem 2.4. Let f1, k1, ..., fn, kn be analytic functions. Then the
following are equivalent:
1. ;nk=1 CfkCkk=0;
2. ;nk=1 kk é fk5=0;
3. ;nk=1 fk(z) kk(z¯)=0, for all z ¥ W;
4. ;nk=1 fk(z) kk(w)=0, for all z, w ¥ W.
Proof. For h1, h2 ¥H.(W), we have
C
n
k=1
OCfkCkk h1
5 , h25 P=C
n
k=1
OCkk h1
5 , C5fk h2
5 P
=C
n
k=1
OTh1kk, Th2 fk
5 P
=C
n
k=1
OTh2Th1kk, fk
5 P
=tr 1Th2Th1 Cn
k=1
ki é fk5 2 .
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By Corollary 2.3, we see that
C
n
k=1
CfkCkk=0 if and only if C
n
k=1
kk é fk5=0.
Set A=;nk=1 kk é fk5 . Note that A=0 if and only if
OAkz, kwP=0, for all z, w ¥ W.
Thus the above equality holds if and only if
A˜(z)=OAkz, kzP=0, for all z ¥ W.
Since
OAkz¯, kwP=
1
||Kz¯ || ||Kw ||
C
n
k=1
fk(z) kk(w)
and
OAkz¯, kz¯P=
1
||Kz¯ || ||Kz¯ ||
C
n
k=1
fk(z) kk(z¯),
we obtain the desired conclusion, completing the proof of the theorem.
Remark 2.5. In the Hardy space H2(D), Gu and Zheng [GZh] dis-
cussed when a finite sum of products of (big) Hankel operators is zero, for
which they obtained an algebraic condition. In the context of the Hardy
space, using the methods in this paper, one can obtain an analogue of
Theorem 2.4.
For the product HgfHg of two Hankel operators on the Hardy space
H2(D), Brown and Halmos [BH] proved that HgfHg is zero if and only if
either Hf or Hg is zero. By Theorem 2.4, on the Bergman space we have
Corollary 2.6. If Cf1Cf2=0, then either Cf1 or Cf2 is zero.
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The following example shows that on the Bergman space L2a(D) of the
unit disk D, the product of three small Hanked operators can equal zero
even if none of them is zero. The example is
CzCz3Cz=0.
On the Bergman space L2a(W) of the bounded symmetric domain W in
Cn(n > 1), it is not difficult to verify that
Cz1Cz2Cz1=0.
For more about products of Hankel operators on the Hardy space H2(D),
see [XZ1, XZ2].
From Theorem 2.4 we have the following corollaries.
Corollary 2.7. Let f1, f2 be analytic and not zero. Then Cf1Cf2=
Cf2Cf1 if and only if there are constants c1 and c2, not both zero, such that
c1f1+c2f2=0.
Proof. It is easy to see that the sufficiency is obvious. For the necessity,
take w0 such that both f1(w0) and f2(w0) are not zero. Then (3) of
Theorem 2.4 gives the desired conclusion.
Corollary 2.8. Let f be a analytic function. Then Cf is normal if and
only if there are constants c1 and c2, not both zero, such that c1fˆ+c2f¯=0.
On the Bergman space L2a, one easily verifies that
Ckl=kl éKl¯,
and hence
CklCkl=kl(l¯) Ckl .
The next theorem shows that the product of two small Hankel operators
equals a small Hankel operator only in the above case. On the Hardy space
of the unit circle Yoshino obtained the analogous result in [Yos].
Theorem 2.9. Let f1, f2 be analytic functions, and neither the zero
function. If Cf1Cf2=Cf, then there exist some l ¥ W and constants c1, c2 such
that f1=c1kl, and f2=c2kl.
Proof. By the identity
1 é 1=C
m
i=1
TpiTqi ,
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we have that
f1 é f25=Cf1 (1 é 1) Cf2=C
m
i=1
TpˆiCf1Cf2T5fk .
Since
Cf1Cf2=Cf,
we see that
f1 é f25=C
m
i=1
TpˆiCfT5qi
=C
m
i=1
CfTpiT5qi
=CfTCmi=1 pi5qi
=Cf Cmi=1 pˆiq¯i .
Applaying the operators in the above equalities to the function 1, we get
Cf Cmi=1 pˆiq¯i1=P
1f Cm
i=1
pˆi q¯i 2=f2(0) f1.
Thus
f1 é f25=f2(0) Cf1 .
Since fi ] 0 for i=1, 2, we see that f2(0) ] 0. Note that the kernels of
small Hankel operators are invariant subspaces of all the coordinate
functions. By the equality
f1 é f25=f2(0) Cf1 ,
we see that ker Cf1 is an invariant subspace of codimension 1. Therefore
there exist some l ¥ W and constant c such that
f2
5=ckl, i.e. f2=c¯kl¯.
Similarly using the equality
C5f2C5f1=Cf¯ˆ ,
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we have that
f2
5 é f1=f1(0)C5f2 .
Conjugation of the above equality gives
f1 é f25=f1(0) Cf2 ,
and hence
f2(0) Cf1=f1(0) Cf2 .
So,
f1=
f1(0)
f2(0)
f2.
This ensures that
f1=
c¯f1(0)
f2(0)
kl¯,
completing the proof. Q.E.D.
3. FINITE CODIMENSIONAL INVARIANT SUBSPACES OF
BERGMAN SPACES
For a closed subspace M of L2a, we say that M is invariant if it is
invariant under multiplication by all the coordinate functions. To study
Hankel operators (in the next section), our interest and results require us to
study the structure ofM + whenM is of finite codimension.
Let W be a bounded symmetric domain in Cn (in its standard realization)
and let Aut(W) be the automorphism group of W (all biholomorphic
mappings of W onto W).
Lemma 3.1. For each point l ¥ “W, there exists no positive constant c,
such that
|p(l)| [ c ||p||2,
for each polynomial p.
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Proof. Assume that there exists a positive constant c such that the
estimate in Lemma 3.1 holds. Then the same estimate holds for any
f ¥ A(W), where A(W) is the so-called W-algebra consists of all functions
continuous on the closure W of W, and analytic on W.
Note that “W is the disjoint union of the Aut(W)-orbits “jW(=Aut(W) uj),
j=1, ..., r, where uj are tripotents of rank j [Loo].
Let l ¥ “W. We may assume that l ¥ “jW for some 1 [ j [ r. By the
K-invariance we can assume that
l=uj+w,
where w is in W and orthogonal to uj (in the triple product sense). Let
0 < t < 1, define
ft=Ktuj .
Clearly, the family functions ft are in A(W). An easy calculation gives
ft(l)=(1−t)−jp,
where p is the genus of W, and
||ft ||2=(1−t2)−jp/2.
Hence
ft(l)
||ft ||2
=11+t
1−t
2 jp/2
is not bounded as tQ 1. So there is no constant c such that
|f(l)| [ c ||f||2
for f ¥ A(W).
We thank the referee for pointing out the above proof of Lemma 3.1.
Let C denote the ring C[z1, z2, ..., zn] of all polynomials on Cn. We say
that l ¥ Cn is a virtual point of L2a provided the homomorphism
pQ p(l)
defined on C, extends to a bounded linear functional on L2a. From Lemma
3.1, we see that the set of all virtual points of L2a is exactly W. Thus, in the
language in [Guo1], L2a is an analytic Hilbert module on W So we view
every invariant subspace of L2a to be a submodule of L
2
a. We will use the
Hilbert module theory to study invariant subspaces of L2a.
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Let M be a finite codimensional invariant subspace of L2a. Then by
[Guo1, Th. 4.1] or [DPSY, Cor. 2.8], the subspace M has only finitely
many zero points l1, l2, ..., ll in W, such that M can be uniquely repre-
sented as
M=3
l
i=1
Mi,
where each Mi is a finite codimensional invariant subspace having a unique
zero li.
LetM be a submodule of L2a and let l ¥ W, define
Ml={q ¥ C : [q(D) f](l)=0, -f ¥M};
here q(D) denotes the differential operator q( ““z1 , ...,
“
“zn) if q is the polyno-
mial q(z1, ..., zn). Ml is called the characteristic space of M at l. For more
details about the theory of characteristic spaces, see [Guo1], [Guo2], and
[Guo3].
The functions za, a ranging over all nonnegative multi-indices, are
orthogonal in L2a and the uniqueness of the Taylor expansion implies that
{za: a \ 0} is a complete set [FaK, Upm]. Thus {za/||za||2 : a \ 0} is an
orthogonal basis for L2a. This implies that for any polynomial p, the
Toeplitz operator Tp¯ maps C to C. Now let P be a space consisting of
polynomials. We say that P is an invariant polynomial space, if for any
polynomial p, P is invariant under the action of Tp¯. It is easy to see that in
the case n=1, an invariant polynomial space with the dimension m
(1 [ m [.) is the linear space with the basis {1, z1, ..., zm}.
Lemma 3.2. Let M be a finite codimensional invariant subspace with a
unique zero l=0. Then M + is a finite dimensional invariant polynomial
space.
Proof. Since M is an invariant subspace of L2a, M is also invariant
under the action of the Toeplitz operator Tp for a polynomial p. HenceM +
is invariant under the action of Tp¯.
To prove the Lemma 3.2, we need the characteristic space theory [Guo1,
Guo2]. Let M0 be the characteristic space of M at l=0. Since
{za/||za||2: a \ 0} is an orthogonal basis for L2a, the Taylor expansion gives
that
[“af](0)= a!
||za||22
Of, zaP,
for each f ¥ L2a, where a!=<ni=1 ai!. Let p(z)=; aaza be a polynomial.
Then
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[p(D) f](0)=C aa[“af](0)
=C aa
a!
||za||22
Of, zaP
=7f, C a¯a a!||za||22 za8 .
Define the conjugate linear map c: CQ C by
c 1C aaza2=C a¯a a!||za||22 za.
It is easy to verify that c is one to one, and onto. Thus the image of M0
under the conjugate linear operator c is a subspace ofM + . By [Guo2],
codimM=dimM0.
So we get that M +=c(M0). Hence M + is a finite dimensional invariant
polynomial space, completing the proof. Q.E.D.
Let M be a finite codimensional invariant subspace of L2a. Then M has
finitely many zero points l1, l2, ..., ll in W such that M can be uniquely
represented as
M=3
l
i=1
Mi,
where Mi is a finite codimensional invariant subspace, and has a unique
zero li.
Let l be a point in W. For each f ¥ L2a, define
Ulf=f p flkl,
where fl is an element in Aut(W) such that fl(0)=l and fl(l)=0. Note
that det[f −l(z)]=(−1)
n kl(z). Hence Ul is a unitary operator from L
2
a
to L2a.
Theorem 3.3. Under the above assumption, there are invariant polyno-
mial spaces Pi, i=1, 2, ..., l such that
M +=C
l
i=1
Pi p flikli .
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Proof. Let N be an invariant subspace. We claim that UlN=
{f p flkl : f ¥N} is also invariant. In fact, by the identity klkl p fl=1
[BCZ], we get
UlN=3 fkl p fl : f ¥N4={f p fl : f ¥N}.
From the equation
fl p fl(z)=z,
we see that each coordinate function zi=f
(i)
l p fl(z), where f (i)l is the ith
argument of fl. This ensures that UlN is invariant under the multiplication
by all polynomials, and hence UlN is invariant. Now assume that N is an
invariant subspace of finite codimension with a unique zero point l. Since
L2a=N ÀN +=UlN À UlN + ,
the invariant subspace UlN is of the same codimension as N. Note that
UlN has only the zero point 0. Thus from Lemma 3.2, UlN + is a finite
dimensional invariant polynomial space. We denote UlN + by P so,
N +=UlP=P p flkl.
SinceM=4 li=1 Mi, we have that
M +=C
k
i=1
M +i .
Thus there are finite dimensional invariant polynomial spaces Pi, i=
1, 2, ..., l such that
M +=C
l
i=1
Pi p flikli .
This completes the proof of the theorem. Q.E.D.
Combining the above theorem with the Grothendieck theorem [Gro],
we get the following corollary. We thank D. Sarason for his pointing out
the Grothendieck theorem and the Grothendieck paper [Gro].
Corollary 3.4. Let M be an invariant subspace. Then M is of finite
codimension if and only if M + … A(W).
Proof. The necessity is given by Theorem 3.3. Now by that assumption
M + … A(W), the Grothendieck theorem implies that every infinite dimen-
sional subspace of L2 contains unbounded functions [Gro]. Thus M + is of
finite dimension. Q.E.D.
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In the cases of the unit ball Bn and the unit polydisk Dn, their auto-
morphisms and reproducing kernels are rational functions. The same
reasoning shows the following result.
Corollary 3.5. Let W be the unit ball Bn or the unit polydisk Dn, and
let M be an invariant subspace of L2a(W). Then M is of finite codimension if
and only if M + consists of rational functions.
4. FINITE RANK SMALL HANKEL OPERATORS ON
BERGMAN SPACES
Kronecker’s well-known result on finite rank Hankel operator on the
Hardy space H2(D) is as follows: if f is a analytic function, then Hf¯ is of
finite rank if and only if f is a rational function. On the multivariable
Hardy spaces, there have been several generalizations of this result, see
[Gu, Pow] and references there. Note that on the Bergman space L2a, each
nonzero (big) Hankel operator Hf (by definition, Hf: L
2
a Q L
2 +
a is given by
Hff=(I−P)(ff)) has a trivial kernel. In fact, if there exists a nonzero f
such that Hff=0, then ff is analytic, and hence f is analytic. So, Hf=0.
This implies that there exist no nonzero (big) Hankel operators that are of
finite rank. However, there are lots of small Hankel operators with finite
rank. For example Ckl=kl éKl¯ with l ¥ W. In this section we will
completely characterize small Hankel operators of finite rank on the
Bergman space of bounded symmetric domains.
Proposition 4.1. On the bounded symmetric domain W,
UlCk=C(kl/k¯l) k p flUl¯.
Proof. Note that for each f ¥ L2a. We have
UlCkf=UlP(kfˆ)=PUl(kfˆ)
=P(k p fl fˆ p flkl)
=P 1kl
k¯l
k p flf p ff¯5 k¯l 2
=P 1kl
k¯l
k p flUUl¯f2
=C(kl/k¯l) k p flUl¯f,
as desired. This completes the proof of the proposition. Q.E.D.
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Theorem 4.2. Let k be analytic. Then Ck is of finite rank if and only if
there exist l1, l2, ..., ll in W, and polynomials p1, p2, ..., pl such that
k=C
l
i=1
pi p flikli .
Proof. First we assume that Ck is of finite rank. Then M=ker Ck is a
finite codimensional invariant subspace. Note that
CkM=0 if and only if OkMˆ, L
2
aP=0,
where Mˆ={hˆ: h ¥M}. The above equality holds if and only if
Ok, Mˆ¯P=0;
here Mˆ¯={hˆ¯: h ¥M}. Since Mˆ¯ is an invariant subspace of finite codimen-
sion, Theorem 3.3 ensures the desired conclusion.
Now using the identity kl p flkl=1, and the equations fˆl¯=f¯l and
kˆl¯=k¯l, for each nonnegative multi-index a, Proposition 4.1 implies that
UlCza p flkl f=Czakl p fl (kl/k¯l) Ul¯f
=P 1 za
k¯l
f p ff¯5 kˆl¯ 2
=P(zaf p ff¯5 )
=Czaf p fl¯
=CzaCflˆ f.
Note that the composition operator Cflˆ is bounded, and Cza is of finite
rank. So, Cza p flkl is of finite rank and hence for each polynomial p, Cp p flkl
is of finite rank. The desired conclusion follows. Q.E.D.
In the case of the unit ball Bn and the unit polydisk Dn, their auto-
morphisms and reproducing kernels are rational functions. Thus from
Theorem 4.2, we have the following result.
Corollary 4.3. Let W be the unit ball Bn or the unit polydisk Dn, and
let k be analytic. If Ck is of finite rank, then k is a rational function.
Remark 4.4. The converse of Corollary 4.3 is not true in general. For
example, take k= 11−0.5z1 ; then Ck is not of finite rank.
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5. QUASI-INVARIANT SUBSPACES OF THE
SEGAL–BARGMANN SPACE
The Segal–Bargmann space, or the so-called Fock space, is the analogue
of the Bergan space in the context of complex n-space Cn. It is a Hilbert
space consisting of entire functions in Cn. Let
dm(z)=e−|z|
2/2 dv(z)(2p)−n
be the Gaussian measure on Cn (dv is ordinary Lebesgue measure). The
Segal–Bargmann space L2a(C
n, dm) (for short, L2a(C
n)), by definition, is the
space of all m-square-integrable entire functions on Cn. It is easy to see that
L2a(C
n) is a closed subspace of L2(Cn) with the reproducing kernel func-
tions Kl(z)=e l¯z/2, and the normalized reproducing kernel functions
kl(z)=e l¯z/2− |l|
2/4 (here l¯z=;ni=1 l¯izi).
By Liouville’s theorem, there are no nonconstant bounded entire func-
tions on Cn, and on L2a(C
n), multiplication operators with analytic symbols
are unbounded unless their symbols are constants. More general, we have:
Proposition 5.1. Let M be a (closed) subspace of L2a(C
n), and
M ] {0}. If f is an entire function on Cn such that fM …M, then f is a
constant.
Proof. The closed graph theorem implies that the multiplication by f
on M, denoted by Mf, is a bounded operator. Use K˜l to denote the
reproducing kernel functions associated with M, and k˜l the normalized
reproducing kernel functions. Since
Ofk˜l, k˜lP=f(l),
we see that
|f(l)|=|Ofk˜l, k˜lP| [ ||Mf ||,
and hence f is a bounded entire function on Cn. So, f is a constant.
Q.E.D.
From Proposition 5.1, there exist no nontrivial invariant subspaces for
all coordinate functions. Thus, an appropriate substitute for invariant sub-
space, the so-called quasi-invariant subspace is needed. Namely, a (closed)
subspace M of the Segal–Bargmann space L2a(C
n) is called quasi-invariant
if the relation pf ¥ L2a(Cn) implies pf ¥M for any f ¥M and any poly-
nomial p. Equivalently, a closed subspace M is quasi-invariant if and only
if pM 5 L2a(Cn) …M for each polynomial p.
It is difficult to characterize quasi-invariant subspaces completely.
However, using the characteristic space theory developed in [Guo1, Guo2,
Guo3], we can characterize finite codimensional quasi-invariant subspaces.
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First let us note that along this line, in the case of the Hardy space
H2(Dn), Ahern and Clark [AC] proved that there exists the bijective cor-
respondence between the invariant subspaces of the Hardy space H2(Dn) of
finite codimension on one hand, and the ideals in the polynomial ring C of
finite codimension whose zero sets are contained in polydisk, Dn, on the
other. The extension of the above results to general bounded domains in Cn
was considered by Axler, Agrawal, Bourdon, Douglas, Paulsen, Putinar,
and Salinas; see [AB, AS, ACD, DPSY, Pu] and references there.
Recall that C is the ring of polynomials in Cn. Let I be an ideal of C. We
use Z(I) to denote the zero variety of I:
Z(I)={l ¥ Cn : q(l)=0, -q ¥ I}.
The characteristic space of I at l ¥ Cn is defined by
Il={q ¥ C : [q(D) f](l)=0, -f ¥ I}.
The envelope of I at l is defined by
Iel={q ¥ C : [p(D) q](l)=0, -p ¥ Il}.
It was proved in [Guo1] that the ideal of C is completely determined by its
characteristic spaces on a characteristic set. More precisely, in [Guo1] Guo
proved
I= 3
l ¥ Z(I)
Iel.
Lemma 5.2. Let I be an ideal in the polynomial ring C, and let [I] be the
closure of I in L2a(C
n). Then [I] 5 C=I.
Proof. Let Bn denote the unit ball in Cn. For a fixed l in the zero
variety Z(I) of I, we may assume that |l| < r for some positive constant r.
Now
fQ [“af](l)
are bounded linear functionals on the Bergman space L2a(rB
n), for all index
a. For each p ¥ [I] 5 C, there are {pn} … I such that
||p−pn ||2 Q 0
as nQ.. Note that for each q ¥ Il, there is a positive constant Cq,
|[q(D) p](l)|=|[q(D)(p−pn)](l)|
[ Cq ||p−pn ||L2a(rBn) [ Cq ||p−pn ||2 Q 0,
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we get
[q(D) p](l)=0.
Thus,
[q(D) p](l)=0, -q ¥ Il.
Hence p is in the envelope Iel of I at l. By [Guo1, Th. 2.1],
I= 3
l ¥ Z(I)
Iel.
Thus we get that p ¥ I, and hence [I] 5 C … I. Obviously, I … [I] 5 C. The
desired conclusion follows. Q.E.D.
By Lemma 5.2, for each ideal I, we can establish a canonical linear map
y: C/IQ L2a(C
n)/[I]
by y(p+I)=p+[I].
Lemma 5.3. Let I be an ideal of finite codimension. Then [I] is a
quasi-invariant subspace of L2a(C
n) of finite codimension. Furthermore, the
canonical map
y=C/IQ L2a(C
n)/[I]
is an isomorphism.
Proof. We express C as
C=I+˙R,
where R is a linear space of polynomials with dim R=dim C/I. Since the
polynomial ring C is dense in L2a(C
n), and [I]+R is closed in L2a(C
n), we
have that
[I]+R=L2a(C
n).
By the equality
[I] 5 R=[I] 5 C 5 R,
and Lemma 5.2, we get that
[I] 5 R={0}.
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So,
L2a(C
n)/[I]=([I]+R)/[I]4 R/([I]3 R)
=R/{0}
=R
4 C/I.
It follows that
y: C/IQ L2a(C
n)/[I]
is an isomorphism.
Suppose that f ¥ [I], and p is a polynomial such that pf ¥ L2a(Cn). We
need to prove that pf ¥ [I]. Since L2a(Cn)=[I]£ R, pf can be expressed
as
pf=g+h,
where g ¥ [I], and h ¥ R. Note that for each l ¥ Z(I), and any q ¥ Il,
[q(D) f](l)=0, and [q(D) g](l)=0.
Since Il is invariant under the action by the basic partial differential
operators {“/“z1, “/“z2, ..., “/“zn} [Guo1], it follows that
[q(D) pf](l)=0.
This implies that
[q(D) h](l)=0,
for each l ¥ Z(I) and any q ¥ Il. Thus h is in Iel. Theorem 2.1 in [Guo1]
implies that h ¥ I, and hence h=0. So, pf ¥ [I]. We conclude that [I] is
quasi-invariant, completing the proof. Q.E.D.
Lemma 5.4. Let M be a quasi-invariant subspace of finite codimension in
L2a(C
n). Then M 5 C is an ideal of C, and M 5 C is dense in M. Further-
more, the canonical map
yŒ: C/M 5 CQ L2a(Cn)/M
is an isomorphism, where yŒ(p+M 5 C)=p+M.
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Proof. Clearly, M 5 C is an ideal of C because M is quasi-invariant. It
is easy to see that the map yŒ is injective, and hence the ideal M 5 C is of
finite codimension, and
dim C/M 5 C [ dim L2a(Cn)/M.
By Lemma 5.3,
dim C/M 5 C=dim L2a(Cn)/[M 5 C].
Since
[M 5 C] …M,
we have
dim L2a(C
n)/[M 5 C] \ dim L2a(Cn)/M.
So,
dim L2a(C
n)/[M 5 C]=dim L2a(Cn)/M.
This gives
[M 5 C]=M.
Therefore, M 5 C is dense in M. From Lemma 5.3, we see the map yŒ is
an isomorphism. Q.E.D.
From Lemmas 5.2, 5.3, 5.4, we obtain an algebraic reduction theorem
for finite codimension quasi-invariant subspaces.
Theorem 5.5. Let M be a quasi-invariant subspace of finite codimension.
Then C 5M is an ideal in the ring C, and
1. C 5M is dense in M;
2. the canonical map y: C/M 5 CQ L2a(Cn)/M is an isomorphism,
where y(p+M 5 C)=p+M.
Conversely, if I is an ideal in C of finite codimension, then [I] is a quasi-
invariant subspace of the same codimension and [I] 5 C=I.
Remark 5.6. For bounded domains W in the complex plane, which
satisfy certain technical hypotheses, Axler and Bourdon [AB] proved that
each finite codimensional invariant subspace M has the form M=pL2a,
where p is a polynomial with its zeros in W. Putinar [Pu] extended this
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result to some bounded pseudoconvex domains in Cn containing balls and
polydisks. Namely, for such a domain W, Putinar proved that every finite
codimension invariant subspaceM has the form
M=C
k
i=1
piL
2
a,
where pi are polynomials having a finite number of common zero, all con-
tained in W. However from Theorem 5.5, we see that a finite codimension
quasi-invariant subspace need not have the above form. This may be an
essential difference between analytic Hilbert spaces on bounded domains
and those on unbounded domains.
Let M1 and M2 be quasi-invariant subspaces. We say that they are
similar (unitarily equivalent) if there exists an invertible operator (a unitary
operator) A: M1 QM2 such that if zif ¥M1 with f ¥M1, then A(zif)
=ziA(f). Thus, from the definition, the relation zif ¥M1 forces that
ziA(f) ¥M2. It is easy to check that similarity (unitary equivalence) is an
equivalence relation in the set of all quasi-invariant subspaces.
There are two cases in studying similarity (unitary equivalence) of quasi-
invariant subspaces.
Case 1. Under similarity (and under unitary equivalence), let us
consider the equivalence classes of finite codimensional quasi-invariant
subspaces of the Segal–Bargmann space L2a(C) on the complex plane.
By Theorem 5.5, each finite codimensional quasi-invariant subspace M
has the form
M=[I],
where I is a finite codimensional ideal with the same codimension as M.
Note that on the complex plane C, every nonzero ideal I is principal; that
is, there is a polynomial p such that I=pC. It follows that each nonzero
ideal I is of finite codimension. Therefore, on the Segal–Bargmann space of
the complex plane, finite codimensional quasi-invariant subspaces are
exactly the ideal [pC], where p range over all non-zero polynomials. Let
M=[pC]; it is easy to check that the codimension
codimM=dim L2a(C)/M=deg p.
Theorem 5.7. The quasi-invariant subspaces [p1C] and [p2C] are
similar if and only if
deg p1=deg p2.
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Hence, two finite codimensional quasi-invariant subspaces are similar if and
only if they have the same codimension.
Remark 5.8. By Zhu’s paper [Zhu3], all finite codimensional invariant
subspaces of the Bergman space L2a(D) are similar, and they are similar to
L2a(D). Therefore, Theorem 5.7 exhibits an important difference between
Bergman spaces and the Segal–Bargmann space. Therefore, under simi-
larity the equivalence classes of finite codimensional quasi-invariant sub-
spaces of L2a(C) exactly are
{[C], [zC], ..., [znC], ...}.
Proof of Theorem 5.7. First assume that deg p1=deg p2. For f ¥ [p1C],
it is easy to see that f/p1 is an entire function, and hence
p2
p1
f is an entire
function on C. Since deg p1=deg p2, there exists positive constants c1, c2
and r such that
c1 [
|p2(z)|
|p1(z)|
[ c2
if |z| \ r. This implies that p2p1f is in L
2
a(C) for each f ¥ [p1C]. Hence we
can define an operator A: [p1C]Q L
2
a(C) by Af=
p2
p1
f for f ¥ [p1C]. By a
simple application of the closed graph theorem, the operator A is bonded.
Since A maps p1C onto p2C, this implies that A maps [p1C] to [p2C]. So,
A : [p1C]Q [p2C] is a bounded operator. Clearly, A(zif)=ziA(f) if
zif ¥ [p1C] (here f ¥ [p1C]). Similarly we can show that the operator
B: [p2C]Q [p1C] defined by Bf=
p1
p2
f for f ¥ [p2C], is bounded. It is
easy to see that
AB= the identity on [p2C], and BA= the identity on [p1C].
We thus conclude that [p1C and [p2C] are similar if deg p1=deg p2.
From the preceding proof, we need only to prove that [zmC] and [znC]
are not similar if m ] n. We may assume that m < n, and hence
[zmC] ‡ [znC]. Assume that there exists a similarity A: [zmC]Q [znC].
Thus there is an entire function f on C such that
A(zm)=znf.
So A(h)=zn−mfh for any h ¥ [zmC]. By Proposition 5.1, the entire func-
tion zn−mf is a constant. This is impossible, and hence [zmC] and [znC] are
not similar if m ] n. This completes the proof of the theorem. Q.E.D.
Next we will show that finite codimensional quasi-invariant subspaces
have strongly rigidity.
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Theorem 5.9. Let M be quasi-invariant. If M is similar to a finite
codimensional quasi-invariant subspace [pC], then there is a polynomial q
with deg q=deg p such that M=[qC].
Remark 5.10. Combining Theorem 5.8 with Theorem 5.9, we see that if
a quasi-invariant subspace is similar to a finite codimension quasi-invariant
subspace [pC], then it is also a finite codimension quasi-invariant subspace
with the codimension deg p. In particular, the only quasi-invariant sub-
space that is similar to L2a(C) is L
2
a(C) itself.
To prove Theorem 5.9, the following lemma is needed. The proof of the
lemma is left an exercise for readers.
Lemma 5.11. Let f be an entire function on C, and p a polynomial. If
there exist a positive constant c and an r0 such that
|f(z)|
|p(z)|
[ c
for |z| > r0, then f is a polynomial, and deg f [ deg p.
Proof of Theorem 5.9. Let deg p=n. Therefore by Theorem 5.7, M is
similar to [znC]. Suppose that A: [znC]QM is a similarity. Set r=A(zn).
Since for any polynomial p, we have that
A(znp)=rp=
r
zn
znp,
for each h ¥ [znC]
A(h)=
r
zn
h.
Note that L2a(C) has the standard orthogonal basis {e0, e1, ..., ek, ...},
where ek(z)=zk/ `2kk! . It follows that the projection Q from L2a(C) onto
[znC] + is
Q=C
n−1
k=0
ek é ek.
Thus the reproducing kernel K (n)l of the subspace [z
nC] is given by
K (n)l =(I−Q) Kl
=Kl − C
n−1
k=0
OKl, ekP ek
=Kl − C
n−1
k=0
l¯kzk
2kk!
.
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For l ] 0, we have that
OAK(n)l , KlP=7 rzn 1Kl − C
n−1
k=0
l¯kzk
2kk!
2 , Kl8
=
r(l)
ln
1e |l|2/2− Cn−1
k=0
|l|2k
2kk!
2 .
Since A: [znC]Q L2a(C
n) is a bounded operator, we see that
|OAK(n)l , KlP| [ ||A|| ||K (n)l || ||Kl ||
[ ||A|| ||Kl ||2
=e |l|
2/2 ||A||.
So, for l ] 0,
: r(l)
ln
1e |l|2/2− Cn−1
k=0
|l|2k
2kk!
2: [ e |l|2/2 ||A||,
and hence when |l| is sufficiently large,
1 |r(l)|
|l|n
−||A||2 e |l|2/2 [ |r(l)|
|l|n
C
n−1
k=0
|l|2k
2kk!
[ c0 |r(l)| |l|n
for some constant c0.
Since r ¥ L2a(C), we have that
|r(l)|=|Or, KlP| [ ||r|| ||Kl ||=||r|| e |l|
2/4.
Therefore, when |l| is sufficiently large,
|r(l)|
|l|n
[ ||A||+c0 ||r|| |l|n e−|l|
2/4.
This implies that when |l| is sufficiently large, there exists a constant r0
such that |r(l)||l|n is less than r0. By Lemma 5.11, A(z
n)=r is a polynomial, and
deg r [ n. Note thatM=[rC]. Theorem 5.7 implies that
deg r=deg p.
This completes the proof of the theorem. Q.E.D.
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The following theorem shows that two finite codimensional quasi-
invariant subspaces are unitarily equivalent only if they are equal.
Theorem 5.12. On the complex plane, the quasi-invariant subspaces
[p1C] and unitarily equivalent only if [p2C]=[p2C], and hence only if
p1=cp2 for some constant c.
Proof. Let U: [p1C]Q [p2C] be a unitary equivalence. Set g=Up1.
Then we have
||qp1 ||2=||qg||2
for any polynomial q, and it follows that
1
2p
F
C
|q(z)|2 (|p1(z)|2−|g(z)|2) e−|z|
2/2
dv(z)=0.
By the equality
pq¯=12 (|p+q|
2+i |p+iq|2−(i+1) |p|2−(i+1) |q|2),
we get that
F
C
p(z) q(z) e−|z|
2/2(|p1(z)|2−|g(z)|2) dv(z)=0,
for any polynomial p and q. Obviously, p(z) q(z) e−|z|
2/2 is in C0(C). Note
that (|p1(z)|2−|g(z)|2) dv(z) is a regular Borel measure on C, and it
annihilates p(z) q(z) e−|z|
2/2 for any polynomials p and q. Thus it is not dif-
ficult to verify that the above measure annihilates the subalgebra A of
C0(C) generated by all p(z) q(z) e−|z|
2/2. The Stone–Weierstrass theorem
[Con, p. 147, Cor. 8.3] implies that the subalgebra A equals C0(C). Now
applying the Riesz representation theorem [Con, p. 383], we obtain that
(|p1(z)|2−|g(z)|2) dv(z)=0,
and thus p1(z)=cg(z) for some constant c. Consequently,
[p2C]=[U(p1C)]=[gC]=[p1C],
and therefore p1=cp2 for some constant c. This completes the proof of the
theorem. Q.E.D.
From Theorems 5.9 and 5.12, we immediately obtain the following
corollary.
334 GUO AND ZHENG
Corollary 5.13. Let M be quasi-invariant. If M is unitarily equivalent
to [pC] for some polynomial p, then M=[pC].
Remark 5.14. Suppose that f ¥ L2a(C) such that zf ¨ L2a(C). It is easy
to check that the one dimensional subspace {cf: c ¥ C} is quasi-invariant.
We choose two such fuctions f; g with f/g ] constant. Then quasi-
invariant subspaces {cf: c ¥ C} and {cg: c ¥ C} are unitarily equivalent,
but they are not equal. However, for the Bergman space of a bounded
domain in the complex plane, Richter [Ric] proved that two invariant
subspaces are unitarily equivalent only if they are equal. This phenomenon
exhibits a new feature of the Segal–Bargmann space.
Case 2. Under similarity, let us consider that the classification of finite
codimensional quasi-invariant subspaces of the Segal–Bargmann space on
Cn. Here n > 1.
Note that each finite codimensional quasi-invariant subspace M has the
form
M=[I],
where I is a finite codimensional ideal with the same codimension asM.
Theorem 5.15. Let N be a quasi-invariant subspace, and M=[I] a
finite codimensional quasi-invariant subspace. Then N is similar to M only if
N=M.
Proof. Let A: MQN be a similarity. Then for any p, q ¥ I, we have
A(p q)=pA(q)=qA(p),
and hence
A(p)
p
=
A(q)
q
.
Thus we can define an analytic function on Cn0Z(I) by
f(z)=
A(p)(z)
p(z)
for any p ¥ I with p(z) ] 0. Clearly f is independent of p and is analytic on
Cn0Z(I). Since I is finite codimensional, Z(I) is a finite set. By Hartogs’
extension theorem, f(z) extends to an analytic function on Cn; that is, f(z)
is an entire function. It follows that
A(p)=fp
for any p ¥ I. Because I is dense inM, we conclude that
A(h)=fh
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for any h ¥M. We claim that fh ¥M if h ¥M. From the proof of
Lemma 5.3, there is a finite dimensional space R consisting of polynomials
such that
L2a(C
n)=[I]+˙R.
For h ¥M, fh can be expressed as
fh=g1+g2,
where g1 ¥ [I], and g2 ¥ R. Note that for each l ¥ Z(I), and any q ¥ Il,
q(D) h|l=0, and q(D) g1 |l=0.
Since Il is invariant under the action by the basic partial differential
operators {“/“z1, “/“z2, ..., “/“zn}, it follows that
q(D) rh|l=0,
for any polynomial r. We choose pynomials {rn} such that rn uniformly
converge to f on some bounded neighborhood O of l, as nQ.. Thus we
have that
0= lim
nQ.
[q(D) rnh](l]=[q(D) fh](l).
This implies that
[q(D) g2](l)=0,
for each l ¥Z(I) and any q ¥ Il. Theorem 2.1 in [Guol] implies that g2 ¥ I,
and hence g2=0. So, fh ¥ [I]. Consequently, fh ¥M if h ¥M. This says
that M ‡N. Now by Proposition 5.1, f is a constant. Thus we conclude
thatM=N. This completes the proof of the theorem. Q.E.D.
Remark 5.16. On the bidisk D2, it is easy to check that L2a(D
2) is
similar to z1L
2
a(D
2). Hence Theorem 5.14 again points out difference
between the Bergman spaces and the Segal–Bargmann spaces.
Before ending this section, let us look at the structure of M + if M is
finite codimensional. Let I be the finite codimensional ideal such that
M=[I]. Since I is of finite codimension, Z(I) is a finite set, say,
Z(I)={l1, l2, ..., ll}. I can then be uniquely decomposed as
I=3
l
k=1
Ik,
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where Ik are ideals with the unique zero lk. Clearly,
[I] … 3
k
k=1
[Ik].
Note that 4kk=1 [Ik] is quasi-invariant, and is of finite codimension. From
Lemma 5.2 and Lemma 5.4,
C 5 13k
k=1
[Ik]2=3l
k=1
Ik=I
is dense in 4kk=1[Ik]. So,
[I]=3
k
k=1
[Ik].
Thus each finite codimensional quasi-invariant subspace M can be uniquely
decomposed as
M=3
l
k=1
Mk,
whereMk are quasi-invariant, and are determined by a unique zero point.
It is not difficult to see that {za/||za||2 : a ranging over all non-negative
indices} is an orthogonal basis of L2a(C
n). From this, we see that,
although for each polynomial p the Toeplitz operator Tp¯ is unbounded on
L2a(C
n), Tp¯ maps C to C. Now let P be a linear space consisting of
polynomials. We say that P is an invariant polynomial space, if for any
polynomial p, P is invariant under the action by Tp¯.
Using the same proof for Lemma 3.2, we have the following result.
Lemma 5.17. Let M be a finite codimensional quasi-invariant subspace
with a unique zero l=0. Then M + is a finite dimensional invariant polyno-
mial space.
Consider the parallel shifts on Cn
cl(z)=l−z.
These maps determine unitary operators on L2(Cn) given by
Vlf=f p clkl.
It is easy to verify that Vl commute with the Segal–Bargmann projection P,
and V2l=I. [Cob, BC].
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Let M be a finite codimensional quasi-invariant subspace. Then M has
finitely many zero points l1, l2, ..., ll such that M can uniquely be repre-
sented as
M=3
l
i=1
Mi,
whereMi are quasi-invariant, and are determined by a unique zero li.
Theorem 5.18. Under the above assumption, there are finite dimensional
invariant polynomial spaces Pi, i=1, 2, ..., l such that
M +=C
l
i=1
Pi p clikli .
Proof. Let N be a quasi-invariant subspace of finite codimension with a
unique zero point l. We claim that VlN={f p clkl : f ¥N} is quasi-
invariant. In fact, suppose there is a polynomial q and some f ¥N such
that q(z) f(l−z) kl(z) ¥ L2a(Cn). Write q(z)=p(l−z)+c, where p is a
polynomial, and c a constant. Since
q(z) f(l−z) kl(z)=Vl((p+c) f)(z),
we have
(p+c) f=VlVl((p+c) f) ¥ L2a(Cn).
Hence pf ¥ L2a(Cn). Note that N is quasi-invariant. We have pf ¥N. It
follows that (p+c) f ¥N, and hence
q(z) f(l−z) kl(z)=Vl((p+c) f)(z) ¥ VlN.
This insures that VlN is quasi-invariant. From the equality,
L2a(C
n)=N ÀN +=VlN À VlN + ,
we see that VlN is a finite codimensional quasi-invariant subspace, and VlN
is of the same codimension as N. Note that VlN has only the zero point 0.
Thus from Lemma 5.17, VlN + is a finite dimensional invariant polynomial
space. We denote VlN + by P. So,
N +=VlP=P p clkl.
SinceM=4 li=1 Mi, this gives that
M +=C
l
i=1
M +i .
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Thus there are finite dimensional invariant polynomial spaces Pi, i=
1, 2, ..., l such that
M +=C
l
i=1
Pi p clikli .
This completes the proof of the theorem. Q.E.D.
6. FINITE RANK SMALL HANKEL OPERATORS ON
THE SEGAL–BARGMANN SPACE
On the Hilbert space L2(Cn), define the unitary operator U by
(Uf)(z)=f(z¯)=def fˆ(z).
Similarly to what is done in Bergman spaces, for f ¥ L2(Cn), define the
small Hankel operator in L2a(C
n), Cf, by
Cff=P(fUf)=P(ffˆ)
if ffˆ ¥ L2(Cn). Therefore the domain of Cf is
Df={f ¥ L2a(Cn) : ffˆ ¥ L2(Cn)}.
If Df is dense in L
2
a(C
n), then Cf is densely defined. If Cf is densely defined,
and Cf extends to a bounded operator on L
2
a(C
n), then Cf is a bounded
small Hankel operator. In this section, we consider bounded small Hankel
operators with finite rank on L2a(C
n).
Let Cf be a bounded small Hankel operator. Then it is easy to see that
Cf=CPf; that is, the small Hankel operator Cf only depends on the analy-
tic part of f. Thus when discussing small Hankel operators, we assume that
their symbols are analytic. The reader will easily also verify that kernels of
small Hankel operators are quasi-invariant.
Using the same proof as for Proposition 4.1, we can obtain the following
result.
Proposition 6.1. The following equality holds:
VlCf=Cklkl
f p clVl¯=CeiIml¯zf p clVl¯.
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Theorem 6.2. Let f be an entire function on Cn. Then the small Hankel
operator Cf is of finite rank if and only if there are l1, l2, ..., ll in Cn, and
polynomials p1, p2, ..., pl such that
f(z)=C
l
i=1
pi(z) eliz.
Proof. First we assume that Cf is of finite rank. Then M=ker Cf is a
finite codimensional quasi-invariant subspace. Note that CfM=0 if and
only if there exists a dense subset L ofM such that
OfLˆ, L2a(C
n)P=0,
where Lˆ={hˆ : h ¥ L}. The above equality holds if and only if
Of, Lˆ¯P=0,
where Lˆ¯={hˆ¯: h ¥ L}. Since the closure of Lˆ¯ equals Mˆ¯, it follows that
Of, Mˆ¯P=0.
Note that Mˆ¯ is quasi-invariant and of the same codimension as M.
Theorem 5.18 gives the desired conclusion.
In the opposite direction, by Proposition 6.1, it is easy to check that
V2l¯Cpelzq=e |l|
2
Cp p c2l¯q p c2l
for each polynomial p and q. Since p p c2l¯ is a polynomial, Cp p c2l¯ is of finite
rank. Thus it is easy to see that
C 5 ker Cpelz={q p c2l : q ¥ C 5 ker Cp p c2l¯}.
By Lemma 5.4, the ideal C 5 ker Cp p c2l¯ is of finite codimension, and hence
the ideal C 5 ker Cpelz is of finite codimension. So, by Lemma 5.3, ker Cpelz
is a quasi-invariant finite codimensional subspace. We thus conclude that
Cpelz is of finite rank. Q.E.D.
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