Let Sjy denote the nonlinear manifold of second order splines defined on [0, 1] having at most N interior knots, counting multiplicities. We consider the ques-2 tion of unicity of best approximations to a function / by elements of S^. Approximation relative to the ¿2!"' *1 norm 's treated first, with the results then extended to the best L, and best one-sided Lx approximation problems.
We emphasize that s£ is not a linear manifold. Hence, arguments regarding existence, uniqueness, and characterization for best approximants are nontrivial. Since it has been shown in [5] that, for every positive integer N, any continuous function has at least one best continuous L2[0, 1] approximant from S^, we are only concerned with uniqueness and eventual uniqueness of best approximants in this paper. . Thus, Theorem 3 shows that there is a fundamental difference in the two norms regarding approximation from S^, and in addition suggests that Theorem 1 is in some sense sharp. This seems to be quite interesting since the class of functions considered in Theorem 1 is not commonly associated with approximation theoretic questions. This work can be thought of as a first step in proving unicity theorems for (generalized) monosplines of minimal norm. The interested reader should consult the first two articles in [6] and the references therein. For a nonuniqueness result on monosplines with least L2 norm, see Braess [4] . In establishing the above unicity and eventual unicity results, we will derive a very general method which can be used to yield analogous results in other settings. For example, in Section 7 we will consider the best approximation and best one-sided approximation problems in the Lx norm. It will be convenient at times to denote the dependence of the spline on its knot sequence. In this case we will write s = s(tN) which will mean that N s(')= £ AtN¡(tN;-) i=-i for some constants A_x, . . . , AN.
3. Preliminary Lemmas. In this section we will state three lemmas which will be necessary in our proof of Theorems 1 and 2. The first lemma yields the variational The fact that all knots are active was apparently first observed by de Boor [3] . That s is continuous follows from Theorem 2.3 in [5] .
Let / be the best linear L2 [a, ß] approximant to /. Then it is easy to verify that and
For any knot sequence t^ e 'EN, let &t¡_x = t¡ -t¡_x, 1 < i < N + 1, and consider the function F = ¥(tN, /) = (F,, . . . , FN), where 
If tN is a solution to F(tN,f) = 0, then by (3.6) and (3.7), we have, for / = 2,..., TV -1,
-f r(l -r)2/"(rAr,. + r,)dr Noting that /'" = (/'"//")/", we see that A¡ is a weighted average of/'"//" over the interval (t¡, ti+x). Since /'"//" js nonincreasing, we conclude that SÍ^a,-^/) > 0 for/= 2, . . . ,/V-l.
For /' = 1 and TV we can conclude that 'LJL xa¡.(/) > 0 by simply noting that o¡j 0 and aN N+x axe well defined by the right side of (3.3) and (3.5), respectively, and arguing as above. Since the off diagonal elements a,fl-i(/) and a,-1+1(/) are negative by using (3.3) and (3.5), we see that the matrix J(F(tN)) is diagonally dominant with strict inequality in the first and last rows. By a standard modification of Gershgorin's theorem, it follows that all the eigenvalues of J(F(tN)) axe in the open right half of the complex plane. Furthermore, since the matrix has only real entries, the complex eigenvalues come in conjugate pairs, so that the product of all the eigenvalues of J(F(tN)) is positive, and Lemma 3 is proved. We now return to the proof of Proposition 1. Let {vn}, {an}, n = 0, . . . , N, satisfy A2u"_2 = v" -2vn_x + vn_2 = -co2u"_2, n > 2, v0 = 1, ux = 2, and A2a"-2 = -<At-2> «>2,a0 = 0,a1 = 1.
Now let wn = un -vn, so that (5.7) A2w"_2=-co2w"_2 +(<?" +w2)""-2-n>2,w0 = w,=0.
We claim that the sequence defined by n-l and so the claim that wn = xn is proved.
Solving for {vn }, {an } yields vn = Re(l + icSf + Im(l + ¡"cof/co, and an = Im(l + iu)"loj.
Consequently, if A^co < rr/2, we have vn > 0 for n = 0, . . . , N and an > 0 for n = I, . . . , N. Finally, using (5.8) for wn, with co replaced by tt/2N so that ck + 2 + co2 > 0, one concludes that wn < 0 is impossible; and hence, un = wn + vn > °-n = l,...,N.
This completes the proof of Proposition 1.
Before we can use this proposition, we will need information about the rate at which the Ar,'s tend to zero as N increases. The next lemma shows that a mesh, t", which solves Fit", /) = 0 is in fact quasi-uniform.
It will be convenient at this point to introduce some notation which will facilitate the application of some of the results in this section to Section 7. For t" G 2", let h¡ = Ar,. = r,.+ 1 -t{, i = 0, . . . , N, and A = max h¡, 8 = min h¡.
We rewrite Eq. Proof. Use (N + 1)6 < 1 and (N + 1)A > 1.
In the following, we will use the expression "0(AP)", where p is a positive integer. This will mean that there are positive numbers K and A0, which will depend on / and w but not on N, such that \0(Ap)\<KAp ifA<A0.
The following lemma, in conjunction with Proposition 1 and Lemma 4, will complete the proof of Theorem 2. 7. Application to Lx Approximation. We now turn our attention to best Lx [0, 1] approximation of convex functions from S^. In fact, we will show that Theorems 1, 2 and 3 hold when L2 is replaced by Lx. Furthermore, essentially the same results hold for a one-sided best L x approximation problem as indicated below.
We first note that Lemma 1 holds in the Lx case if (/-s) is replaced by sgn(/ -s) and Lemma 2 is also true in Lx [9] . If/is a convex function on the interval a unique s* G S2 satisfying (7.5) and (7.6). For N > 2 if, in addition, log /" is concave on (0, 1), then there exists a unique s* G S^ satisfying (7.5) and (7.6). 
