Stability and Performance Limits of Adaptive Primal-Dual Networks by Towfic, Zaid J. & Sayed, Ali H.
1Stability and Performance Limits of
Adaptive Primal-Dual Networks
Zaid J. Towfic, Member, IEEE, and Ali H. Sayed, Fellow, IEEE
Abstract—This work studies distributed primal-dual strategies
for adaptation and learning over networks from streaming data.
Two first-order methods are considered based on the Arrow-
Hurwicz (AH) and augmented Lagrangian (AL) techniques.
Several revealing results are discovered in relation to the per-
formance and stability of these strategies when employed over
adaptive networks. The conclusions establish that the advantages
that these methods exhibit for deterministic optimization prob-
lems do not necessarily carry over to stochastic optimization
problems. It is found that they have narrower stability ranges and
worse steady-state mean-square-error performance than primal
methods of the consensus and diffusion type. It is also found
that the AH technique can become unstable under a partial
observation model, while the other techniques are able to recover
the unknown under this scenario. A method to enhance the
performance of AL strategies is proposed by tying the selection
of the step-size to their regularization parameter. It is shown
that this method allows the AL algorithm to approach the
performance of consensus and diffusion strategies but that it
remains less stable than these other strategies.
Index Terms—Augmented Lagrangian, Arrow-Hurwicz algo-
rithm, dual methods, diffusion strategies, consensus strategies,
primal-dual methods, Lagrangian methods.
I. INTRODUCTION
D ISTRIBUTED estimation is the task of estimating andtracking slowly drifting parameters by a network of
agents, based solely on local interactions. In this work, we
focus on distributed strategies that enable continuous adapta-
tion and learning from streaming data by relying on stochastic
gradient updates that employ constant step-sizes. The resulting
networks become adaptive in nature, which means that the
effect of gradient noise never dies out and seeps into the
operation of the algorithms. For this reason, the design of
such networks requires careful analysis in order to assess
performance and provide convergence guarantees.
Many efficient algorithms have already been proposed in
the literature for inference over networks [2]–[19] such as
consensus strategies [13]–[16] and diffusion strategies [6]–
[10], [12], [20]–[22]. These strategies belong to the class of
primal optimization techniques since they rely on estimating
and propagating the primal variable. Previous studies have
shown that sufficiently small step-sizes enable these strategies
to learn well and in a stable manner. Explicit conditions on
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the step-size parameters for mean-square stability, as well as
closed-form expressions for their steady-state mean-square-
error performance already exist (see, e.g., [8], [20] and the
many references therein). Besides primal methods, in the
broad optimization literature, there is a second formidable
class of techniques known as primal-dual methods such as the
Arrow-Hurwicz (AH) method [23], [24] and the augmented
Lagrangian (AL) method [24], [25]. These methods rely on
propagating two sets of variables: the primal variable and a
dual variable. The main advantage relative to primal methods,
for deterministic optimization, is their ability to avoid ill-
conditioning when solving constrained problems [24, pp. 244-
245] [26, pp. 630-631].
In contrast to existing useful studies on primal-dual al-
gorithms (e.g., [27], [28]), we shall examine this class of
strategies in the context of adaptive networks, where the
optimization problem is not necessarily static anymore (i.e.,
its minimizer can drift with time) and where the exact form
of the cost function is not even known. To do so, we will
need to develop distributed variants that can learn directly
and continuously from streaming data when the statistical
distribution of the data is unknown. It turns out that under
these conditions, the dual function cannot be determined
explicitly any longer, and, consequently, the conventional
computation of the optimal primal and dual variables cannot
assume knowledge of the dual function. We will address
this difficulty by employing constant step-size adaptation and
instantaneous data measurements to approximate the search
directions. When this is done, the operation of the result-
ing algorithm becomes influenced by gradient noise, which
measures the difference between the desired search direction
and its approximation. This complication alters the dynamics
of primal-dual techniques in non-trivial ways and leads to
some surprising patterns of behavior in comparison to primal
techniques. Before we comment on these findings and their
implications, we remark that the stochastic-gradient versions
that we develop in this work can be regarded as a first-
order variation of the useful algorithm studied in [27, p. 356]
with one key difference; this reference assumes that the cost
functions are known exactly to the agents and that, therefore,
the dual function can be determined explicitly. In contrast, we
cannot make this assumption in the adaptive context.
One of the main findings in this article is that the studied
adaptive primal-dual strategies turn out to have a smaller
stability range and degraded performance in comparison to
consensus and diffusion strategies. This result implies that
AH and AL techniques are not as effective for adaptation
and learning from streaming data as the primal versions
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2that are based on consensus and diffusion constructions. As
explained further ahead, one main reason for this anomaly is
that the distributed AH and AL strategies enlarge the state
dimension of the network in comparison to primal strategies
and they exhibit an asymmetry in their update relations; this
asymmetry can cause an unstable growth in the state of the
respective networks. In other words, the advantages of AH and
AL techniques that are well-known in the static optimization
context do not necessarily carry over to the stochastic context.
We also remark that in contrast to the earlier work [16],
we do not require the availability of special bridge nodes
in addition to the regular nodes. In our formulation, the
focus is on networks that consist of homogeneous nodes with
similar capabilities and responsibilities and without imposing
constraints on the network topology. On the other hand, the
articles [29], [30] study a variant of the LMS problem, which
is studied in this work and [16], that is based on a stochastic
alternating direction method of multipliers (ADMM) and RLS
schemes as opposed to the AH and AL methods. In contrast
to [29], [30], our focus is not just on the theoretical steady-
state performance or tracking performance in the midst of link
noise, but on the stability of the AH and AL algorithm as a
function of the number of nodes in the network as well as the
critical role that the augmentation of the Lagrangian plays in
the AL algorithm.
A second important conclusion relates to the behavior of AH
and AL strategies under the partial observation model. This
model refers to the situation in which some agents may not be
able to estimate the unknown parameter on their own, whereas
the aggregate information from across the entire network is
sufficient for the recovery of the unknown vector through
local cooperation. We discover that the AH strategy can fail
under this condition, i.e., the AH network can fail to recover
the unknown and become unstable even though the network
has sufficient information to allow the agents to arrive at
the unknown. This is a surprising conclusion and it can be
illustrated analytically by means of examples. In comparison,
we show that the AL, consensus, and diffusion strategies are
able to recover the unknown under the partial observation
model.
We further find that the stability range for the AL strategy
depends on two factors: the size of its regularization parameter
and the network topology. This means that even if all individ-
ual agents are stable and able to solve the inference task on
their own, the condition for stability of the AL strategy will
still depend on how these agents are connected to each other. A
similar behavior is exhibited by consensus networks [31]. This
property is a disadvantage in relation to diffusion strategies
whose stability ranges have been shown to be independent of
the network topology [20], [31].
We also examine the steady-state mean-square-deviation
(MSD) of the primal-dual adaptive strategies and discover that
the AH method achieves the same MSD performance as non-
cooperative processing. This is a disappointing property since
the algorithm employs cooperation, and yet the agents are not
able to achieve better performance. On the other hand, the AL
algorithm improves on the performance of non-cooperative
processing, and can be made to approach the performance
of diffusion and consensus strategies as the regularization
parameter is increased. This means that the AL algorithm
must utilize very small step-sizes to approach the performance
that other distributed algorithms can achieve with reasonable
parameter values.
Notation: Random quantities are denoted in boldface. The
notation ⊗ represents the Kronecker product while the notation
⊗b denotes the Tracy-Singh block Kronecker product [32].
Throughout the manuscript, all vectors are column vectors
with the exception of the regression vector u, which is a row
vector. Matrices are denoted in capital letters, while vectors
and scalars are denoted in lowercase letters. Network variables
that aggregate variables across the network are denoted in
calligraphic letters.
II. ADAPTIVE PRIMAL STRATEGIES
In this section, we describe the problem formulation and
review the two main primal techniques: diffusion and consen-
sus for later user. Thus, consider a connected network of N
agents that wish to estimate a real M × 1 parameter vector
wo in a distributed manner. Each agent k = 1, 2, . . . , N has
access to real scalar observations dk(i) and zero-mean real
1×M regression vectors uk,i that are assumed to be related
via the model:
dk(i) = uk,iw
o + vk(i) (1)
where vk(i) is zero-mean real scalar random noise, and i is
the time index. Models of the form (1) arise in many useful
contexts such as in applications involving channel estimation,
target tracking, equalization, beamforming, and localization
[21], [22], [33]. We denote the second-order moments by
Ru,k=EuTk,iuk,i, rdu,k=EuTk,idk(i), σ2v,k=Ev2k(i) (2)
and assume that the regression and noise processes are each
temporally and spatially white. We also assume that uk,i
and v`(j) are independent of each other for all k, ` and i, j.
We allow for the possibility that some individual covariance
matrices, Ru,k, are singular but assume that the sum of all
covariance matrices across the agents is positive-definite:
N∑
k=1
Ru,k > 0 (3)
This situation corresponds to the partial observation scenario
where some of the agents may not able to solve the estimation
problem on their own, and must instead cooperate with other
nodes in order to estimate wo.
To determine wo, we consider an optimization problem
involving an aggregate mean-square-error cost function:
min
w
1
2
N∑
k=1
E(dk(i)− uk,iw)2 (4)
It is straightforward to verify that wo from (1) is the unique
minimizer of (4). Several useful algorithms have been pro-
posed in the literature to solve (4) in a distributed manner.
We are particularly interested in adaptive algorithms that
operate on streaming data and do not require knowledge of
3the underlying signal statistics. Some of the more prominent
methods in this regard are consensus-type strategies [13]–[16]
and diffusion strategies [6], [7], [20]–[22]. The latter class
has been shown in [20], [21], [31] to have superior mean-
square-error and stability properties when constant step-sizes
are used to enable continuous adaptation and learning, which
is the main focus of this work. There are several variations
of the diffusion strategy. It is sufficient to focus on the adapt-
then-combine (ATC) version due to its enhanced performance;
its update equations take the following form.
Algorithm 1 Diffusion Strategy (ATC)
ψk,i = wk,i−1 + µuTk,i(dk(i)− uk,iwk,i−1) (5a)
wk,i =
∑
`∈Nk
a`kψ`,i (5b)
where µ > 0 is a small step-size parameter and Nk denotes
the neighborhood of agent k. Moreover, the coefficients {a`k}
that comprise the N × N matrix A are non-negative convex
combination coefficients that satisfy the conditions:
a`k ≥ 0,
∑
`∈Nk
a`k = 1, a`k = 0 if ` /∈ Nk (6)
In other words, the matrix A is left-stochastic and satisfies
AT1N = 1N . In (5a)–(5b), each agent k first updates its
estimate wk,i−1 to an intermediate value by using its sensed
data {dk(i),uk,i} through (5a), and subsequently aggregates
the information from the neighbors through (5b). In compari-
son, the update equations for the consensus strategy take the
following form.
Algorithm 2 Consensus Strategy
φk,i−1 =
∑
`∈Nk
a`kw`,i−1 (7a)
wk,i = φk,i−1 + µuTk,i(dk(i)− uk,iwk,i−1) (7b)
It is important to note the asymmetry in the update (7b) with
both {φk,i−1,wk,i−1} appearing on the right-hand side of
(7b), while the same state variablewk,i−1 appears on the right-
hand side of the diffusion strategy (5a). This asymmetry has
been shown to be a source for instability in consensus-based
solutions [20], [21], [31].
A connected network is said to be strongly-connected when
at least one akk is strictly positive; i.e., there exists at least one
agent with a self-loop, which is reasonable since it means that
at least one agent in the network should have some trust in its
own data. For such networks, when mean-square-error stability
is ensured by using sufficiently small step-size parameters, the
steady-state deviation (MSD) of the consensus and diffusion
strategies can be shown to match to first-order in µ [20].
Specifically, when A is doubly-stochastic, it holds that:
MSD , lim
i→∞
1
N
N∑
k=1
E‖wo −wk,i‖2 (8a)
=
µ
2N
Tr
( N∑
k=1
Ru,k
)−1( N∑
k=1
σ2v,kRu,k
)+O(µ2)
(8b)
We emphasize the fact that the network need not be strongly-
connected to ensure stability of the algorithm (convergence in
the mean or mean-square error), but is only necessary to obtain
an MSD expression of the form (8b). In addition, more general
expressions in the case where the matrix A is not doubly-
stochastic can be found in [8]. However, for the remainder
of the manuscript, we will be focused on comparing the AH
and AL algorithms to primal schemes with a doubly-stochastic
combination matrix A.
It can be further shown that these strategies are able to
equalize the MSD performance across the individual agents
[8], [20]. Specifically, if we let w˜k,i = wo −wk,i, and define
the individual MSD values as
MSDk , lim
i→∞
E‖w˜k,i‖2 (9)
then it holds that MSDk
.
= MSD where the notation a .= b
means that the quantities a and b agree to first-order in µ.
This is a useful conclusion and it shows that the consensus
and diffusion strategies are able to drive the estimates at the
individual agents towards agreement within O(µ) from the
desired solution wo in the mean-square-error sense. Further-
more, it can be shown that the diffusion strategy (5a)–(5b) is
guaranteed to converge in the mean for any connected network
topology, as long as the agents are individually mean stable,
i.e., whenever [7]
0 < µ < min
1≤k≤N
{
2
λmax(Ru,k)
}
(10)
In contrast, consensus implementations can become unstable
for some topologies even if all individual agents are mean
stable [20], [31].
Relation (10) also highlights a special feature of the dif-
fusion strategies. We observe that the right-hand side of
(10) is independent of any information regarding the network
topology over which the distributed algorithm is executed (it
only requires that the network be connected). As we will see
later in our presentation, this convenient attribute is not present
in the distributed stochastic AH and AL algorithms studied.
That is, the stability range of the AH and AL algorithms will
explicitly depend on the network topology (see Section VI-C).
This is an inconvenient fact as it implies that the stability range
for these algorithms may shrink when more nodes are added
or when nodes are added in a non-controlled way (see (104)).
III. ADAPTIVE PRIMAL-DUAL STRATEGIES
There is an alternative method to encourage agreement
among agents by explicitly introducing equality constraints
into the problem formulation (4) — see (11a)–(11b) below. We
are going to examine this alternative optimization problem and
derive distributed variants for it. Such motivation of primal-
dual algorithms has been previously utilized in [16], [27],
[29], [30], without the use of the Laplacian and incidence
4matrices of the network topology as discussed in our exposi-
tion. Interestingly, it will turn out that while the primal-dual
techniques studied herein generally perform well in the context
of deterministic optimization problems, their performance is
nevertheless degraded in nontrivial ways when approximation
steps become necessary. One notable conclusion that follows
from the subsequent analysis is that, strictly speaking, there
is no need to incorporate explicit equality constraints into the
problem formulation as in (11b). This is because this step ends
up limiting the learning ability of the agents in comparison to
the primal (consensus and diffusion) strategies. The analysis
will clarify these statements.
To motivate the adaptive primal dual strategy, we start by
replacing (4) by the following equivalent constrained optimiza-
tion problem where the variable w is replaced by wk:
min
{wk}
1
2
N∑
k=1
E(dk(i)− uk,iwk)2 (11a)
s.t. w1 = w2 = · · · = wN (11b)
The following definitions are useful [22], [34].
Definition 1 (Incidence matrix of an undirected graph). Given
a graph G, the incidence matrix C = [cek] is an E×N matrix,
where E is the total number of edges in the graph and N is
the total number of nodes, with entries defined as follows:
cek =

+1, k is the lower indexed node connected to e
−1, k is the higher indexed node connected to e
0, otherwise
Thus, C1N = 0E . Self-loops are excluded. 
Definition 2 (Laplacian matrix of a graph). Given a graph G,
the Laplacian matrix L = [lk`] is an N × N matrix whose
entries are defined as follows:
lk` =

|Nk| − 1, k = `
−1, k 6= `, ` ∈ Nk
0, otherwise
where |Nk| denotes the number of neighbors of agent k. It
holds that L = CTC, where C is the incidence matrix. 
Since there must exist at least N − 1 edges to connect N
nodes when the graph is connected, the number of edges in the
graph satisfies E ≥ N − 1. Note that each node k has access
to the k-th row and column of the Laplacian matrix since they
are aware of their local network connections. In addition, each
node k has access to row e of the incidence matrix for which
cek 6= 0.
Since the network is connected, it is possible to rewrite
(11a)-(11b) as
min
{wk}
1
2
N∑
k=1
E(dk(i)− uk,iwk)2 (12a)
s.t. CW = 0EM (12b)
where we introduced the extended quantities:
C , C ⊗ IM , W , col{w1, . . . , wN} (13)
The augmented Lagrangian of the constrained problem (12a)–
(12b) is given by [24], [35]:
f(W, λ) =
1
2
N∑
k=1
E(dk(i)− uk,iwk)2 + λTCW + η
2
‖W‖2L
(14)
where λ ∈ REM×1 is the Lagrange multiplier vector: it
consists of E subvectors, λ = col{λe}, each of size M × 1
for e = 1, 2, . . . , E. One subvector λe is associated with each
edge e. Moreover,
L , L⊗ IM = CTC (15)
and η is a non-negative regularization parameter. The dual
function g(λ) associated with (14) is found by minimizing
f(W, λ) over the primal variable W:
g(λ) = min
W
f(W, λ) (16)
The dual function g(λ) is known to be always concave
regardless of the convexity of the primal problem [35, p. 216].
An optimal dual variable λo is found by maximizing (16) over
λ:
λo = arg max
λ
g(λ) (17)
The unique solution Wo to (12a)–(12b) can be determined by
focusing instead on determining the saddle points {Wo, λo} of
the augmented Lagrangian function (14) [25], [35]. There are
various methods to do so, such as relying on a gradient ascent
procedure when g(λ) is known. This approach is the one taken
in the Alternating Direction Method of Multipliers (ADMM)
[28] and particularly in the work [27, p. 356]. However, in
the setting under study, the statistical moments of the data
are not known and, therefore, the expectation in f(W, λ) in
(14) cannot be evaluated beforehand. As a result, the dual
function g(λ) defined by (16) cannot be determined either and,
consequently, we cannot rely directly on (17) to determine the
optimal dual variable. We will need to follow an alternative
route that relies on the use of stochastic approximations.
We search for a saddle-point of (14) by employing a
stochastic approximation version of the first-order AL algo-
rithm [24, pp. 240–242] [25, p. 456]. The implementation
relies on a stochastic gradient descent step with respect to
the primal variable, W, and a gradient ascent step with respect
to the dual variable, λ, as follows:
Wi = Wi−1 − µ∇̂wf(Wi−1,λi−1) (18a)
λi = λi−1 + µ∇λf(Wi−1,λi−1) (18b)
Observe that we are using an approximate gradient vector in
(18a) and the exact gradient vector in (18b); this is because
differentiation relative to W requires knowledge of the data
statistics, which are not available. These gradient vectors are
evaluated as follows:
∇̂wf(W,λ) = hi + CTλ+ ηLW (19a)
∇λf(W,λ) = CW (19b)
where the vector hi amounts to an instantaneous approxima-
tion for the gradient vector of the first term on the right-hand
5side of (14); its k−th entry is given by −uTk,i(dk(i)−uk,iwk).
Substituting into (18a)–(18b), we obtain the following algo-
rithm, where the notation λe,i denotes the estimate for the
subvector λe associated with the edge of index e.
Algorithm 3 Distributed Augmented Lagrangian (AL)
ψk,i−1 = wk,i−1−µ
E∑
e=1
cekλe,i−1−µη
∑
`∈Nk
lk`w`,i−1 (20a)
wk,i = ψk,i−1+µu
T
k,i(dk(i)−uk,iwk,i−1) (20b)
λe,i = λe,i−1 + µ(wk,i−1 −w`,i−1) [`>k, `∈Nk] (20c)
When η = 0 in (20a), we obtain the distributed AH method,
also considered in [36], [37] for the solution of saddle point
problems for other cost functions. Reference [37] considers
problems that arise in the context of reinforcement learning
in response to target policies, while reference [36] considers
regret analysis problems and employs decaying step-sizes
rather than continuous adaptation. As noted earlier, constant
step-sizes enrich the dynamics in non-trivial ways due to the
persistent presence of gradient noise. Note further that by
setting η = 0, step (20a) will end up relying solely on the
dual variables and will not benefit from the neighbors’ iterates.
The presence of these iterates in (20a) strongly couples the
dynamics of the various steps in the distributed Lagrangian
implementation.
In the above statement, either node connected to edge e can
be responsible for updating λe,i−1. At each step, the nodes
communicate their previous variables (wk,i−1, {λe,i−1}) to
their neighbors and then each node executes the steps outlined
in Alg. 3. The primal-dual algorithms require more computa-
tion and communication per iterations than the primal methods
(generally, by at least a factor of 2; this is because the agents
in the AL and AH implementations also need to propagate the
additional dual variables, λe,i−1).
IV. PREVIEW OF RESULTS
We summarize in this section the main highlights to be
derived in the sequel.
To begin with, it is known that even when some of the
regression covariance matrices, Ru,k, are singular, the diffu-
sion strategy (5a)–(5b) and the consensus strategy (7a)–(7b)
are still able to estimate wo through the collaborative process
among the agents [20]. We will verify in the sequel that
the AL algorithm (20a)–(20c) can also converge in this case
(see Theorems 2 and 3), while the AH algorithm need not
converge. Further differences among the algorithms arise in
relation to how stable they are and how close their iterates
get to the desired wo when they do converge. We will see,
for instance, that the AH and AL implementations are stable
over a smaller range of step-sizes than consensus and diffusion
(and, therefore, are “less” stable). We will also see that even
when they are stable, the MSD performance of the primal-dual
networks (networks that utilize the AH and AL algorithms)
is degraded relative to what is delivered by consensus and
diffusion strategies.
We will also examine the useful case when all regression
covariance matrices are uniform and positive-definite:
Ru,k = Ru > 0, k = 1, . . . , N (21)
Under (21), we will show that all algorithms under study can
recover wo, but that the step-size range for stability for the AH
and AL algorithms continues to be smaller even in comparison
to the non-cooperative solution where nodes act independently
of each other. In other words, cooperation does not necessarily
enhance the stability range of primal-dual networks (defined
as the step-size range that allows the algorithm to at least
converge in the mean). In contrast, diffusion adaptation always
enhances the stability range and leads to more relaxed stability
conditions than non-cooperative processing [8], [20] (such as
not requiring that all {Ru,k} are positive-definite). In addition,
we will show that the step-size range for primal-dual networks
depends on their topology and is inversely proportional to η
in the case of the AL algorithm (see Theorem 4). What these
results mean is that connected nodes can fail to converge via
the AH and AL algorithms, even though they will converge
under the diffusion and consensus strategies (5a)–(5b), (7a)–
(7b), or even under the non-cooperative solution (see Example
1). A similar observation was proven earlier in [31] for
consensus strategies: the network can become unstable even if
all individual agents are stable. The reason for this behavior
is the asymmetry noted earlier in the consensus update (7b);
this asymmetry can lead to an unstable growth in the state
of consensus networks. We observe from (20b) that a similar
asymmetry exists in the update equations for AL and AH
implementations. Diffusion strategies, on the other hand, do
not have this asymmetry and will remain stable regardless of
the topology [20], [31].
With regards to the MSD performance (8a), we will show
that the AH algorithm achieves the same performance level
as the non-cooperative algorithm (see Corollary 3), while the
AL algorithm with η > 0 attains a performance level that
is worse than that by the diffusion and consensus strategies
by a positive additive term that decays as η increases. The
above observations and results are summarized in Table I. The
stability ranges and steady-state MSD values are under (21)
and assume that the Metropolis combination weights [22] are
used for diffusion and consensus.
V. COUPLED ERROR RECURSION
We move on to establish the above results by carrying out
a detailed mean-square-error analysis of the algorithms.
A. Error Quantities
We know that the optimizer of (12a)–(12b) is wk = wo for
all k = 1, . . . , N , where wo was defined in (1) since (12a)–
(12b) is equivalent to (4). We introduce the error vector at
each agent k, w˜k,i = wo − wk,i, and collect all errors from
across the network into the block column vector:
W˜i = col{w˜1,i, w˜2,i, . . . , w˜N,i} (22)
6TABLE I
SUMMARY OF RESULTS: PARTIAL OBSERVATION IMPLIES THAT WHEN SOME OF THE COVARIANCE MATRICES ARE SINGULAR BUT THEIR SUM IS
POSITIVE-DEFINITE, THE ALGORITHM CAN ESTIMATE wo . A STABILITY RANGE THAT DEPENDS ON THE LAPLACIAN MATRIX L IMPLIES THAT THE
STABILITY OF THE ALGORITHM DEPENDS ON THE NETWORK TOPOLOGY.
Algorithm Handles Partial Observation Stability Range Steady-state MSD
Diffusion Strategy (5a)–(5b) 3 0 < µ < µ¯ 1
N
MSDNC
Consensus Strategy (7a)–(7b) 3 0 < µ < µc(L) < µ¯ 1
N
MSDNC
No Cooperation 5 0 < µ < µ¯ MSDNC , µM
2N
N∑
k=1
σ2v,k
Arrow-Hurwicz (AH) Method (20a)–(20c) with η = 0 5a 0 < µ < µAH(L) < µ¯ MSDNC
Augmented Lagrangian (AL) Method (20a)–(20c) for large η 3b 0 < µ < µ
AL(L)
η
1
N
MSDNC +O
(
1
η
)
a See Corollary 1.
b See Theorems 2 and 3.
We next subtract wo from both sides of (20a) and use (1)
to find that the network error vector evolves according to the
following dynamics:
W˜i=W˜i−1+µ
(−HiW˜i−1+CTλi−1+ηLWi−1)−µzi (23)
where
zi , col{u1,iv1(i), . . .uN,ivN (i)} (24)
Hi , blockdiag{uT1,iu1,i, . . . ,uTN,iuN,i} (25)
We know that there exists a vector λo (possibly not unique)
that satisfies [35, Ch. 5]
∇Wf(1N ⊗ wo, λo) = 0NM (26)
But since L1NM = 0NM , this condition implies that
col
1≤k≤N
{Ru,kwo − rdu,k}+ CTλo = 0NM (27)
Moreover, since wo optimizes (4), we have that wo satisfies:
col
1≤k≤N
{Ru,kwo − rdu,k} = 0NM (28)
and we conclude from (27) that we must have:
CTλo = 0NM (29)
B. Useful Eigen-Spaces
The rank-deficiency of C creates difficulties for the study
of the stability and performance of the adaptive primal-dual
networks. We will resort to a useful transformation that allows
us to identify and ignore redundant dual variables. We start by
introducing the singular-value-decomposition of C:
C = USV T (30)
where U ∈ RE×E and V ∈ RN×N are orthogonal matrices
and S ∈ RE×N is partitioned according to
S =
[
S2 0N−1
0(E−N+1)×(N−1) 0E−N+1
]
(31)
where the square diagonal matrix S2 ∈ R(N−1)×(N−1) con-
tains the nonzero singular values of C along its main diagonal
and is therefore non-singular.
Now, since L = CTC, it follows that ST2 S2 is a diag-
onal matrix containing the nonzero eigenvalues of L, i.e.,
L = V DV T, where
D ,
[
D1 0N−1
0TN−1 0
]
=
[
ST2 S2 0N−1
0TN−1 0
]
(32)
in terms of D1 = ST2 S2. Furthermore, since L1N = 0N , we
can partition V into:
V =
[
V2
1√
N
1N
]
(33)
In addition, we can write
C = USVT (34)
where U = U ⊗ IM , V = V ⊗ IM , and S = S ⊗ IM can be
partitioned as:
S =
[ S2 0(N−1)M×M
0(E−N+1)M×NM 0(E−N+1)M×M
]
(35)
with a nonsingular diagonal matrix S2 ∈ R(N−1)M×(N−1)M .
Likewise,
V = [ V2 V0 ] (36)
where V2 , V2 ⊗ IM and V0 , 1N/
√
N ⊗ IM .
C. Dimensionality Reduction
We recall (18b) and re-write it as
λi = λi−1 − µC(1N ⊗ wo −Wi−1) (37)
Next, we introduce the transformed vectors:
λ′o = UTλo, W′o = VT(1N ⊗ wo) (38)
where we are using the prime notation to refer to transformed
quantities. Then, relation (29) implies that
STλ′o = 0 (39)
We partition λ′o as:
λ′o =
[
λ′1
o
λ′2
o
]
(40)
7where λ′o1 ∈ R(N−1)M×1 is the dual variable associated with
N−1 constraints in the network and λ′o2 ∈ R(E−N+1)M×1 are
the dual variables associated with the remaining constraints.
We then conclude from (39) that
ST2 λ′1o = 0(N−1)M (41)
Observe that while the optimal Lagrange multiplier λo may
not be unique, the transformed vector λ′o1 is unique since S2
is invertible. We multiply both sides of (37) from the left by
UT to obtain
λ′i = λ
′
i−1 − µS(W′o −W′i−1) (42)
where
λ′i , UTλi, W′i , VTWi (43)
We similarly partition W′o, W′i, and λ
′
i:
λ′i =
[
λ′1,i
λ′2,i
]
, W′o =
[
W′o1
W′o2
]
, W′i =
[
W′1,i
W′2,i
]
(44)
where W′o1,W′1,i ∈ R(N−1)M×1, W′o2,W′2,i ∈ RM×1, λ′1,i ∈
R(N−1)M×1, and λ′2,i ∈ R(E−N+1)M×1. Rewriting (42) in
terms of (44), we obtain[
λ′1,i
λ′2,i
]
=
[
λ′1,i−1
λ′2,i−1
]
− µ
[ S2(W′1o −W′1,i−1)
0(E−N+1)M×NM
]
(45)
We observe from (45) that λ′2,i−1 does not change as the
algorithm progresses. It is therefore sufficient to study the
evolution of λ′1,i alone:
λ′1,i = λ
′
1,i−1 − µS2(W′1o −W′1,i−1) (46)
We may now subtract (46) from λ′1
o to obtain the error-
recursion:
λ˜′1,i = λ˜
′
1,i−1 + µS2W˜′1,i−1 (47)
where
λ˜′1,i , λ′1
o − λ′1,i, W˜′1,i , W′o1 −W′1,i (48)
On the other hand, since L(1N ⊗ wo) = 0NM , we have that
(23) can be re-written as
W˜i = W˜i−1+µ
(−HiVW˜′i−1+CTλi−1−ηLVW˜′i−1)− µzi
(49)
Multiplying both sides from the left side by VT, we obtain
W˜′i = W˜
′
i−1−µ
(
(VTHiV+ηD)W˜′i−1−VTCTλi−1
)− µz′i
(50)
where
D , D ⊗ IM =
[ ST2 S2 0(N−1)M×M
0M×(N−1)M 0M×M
]
(51)
and
z′i , VTzi =
[ VT2 zi
VT0 zi
]
(52)
Using (32) and (36) we have:
VTHiV + ηD =
[ VT2HiV2 + ηST2 S2 VT2HiV0
VT0HiV2 VT0HiV0
]
(53)
and using (35) we also have
VTCTλi−1 = STλ′i−1
(a)
=
[ −ST2
0M×(N−1)M
]
λ˜′1,i−1 (54)
where step (a) is due to (41).
Collecting (47), (50), and (53)–(54) in matrix form, we
arrive at the following theorem for the evolution of the error
dynamics of the primal-dual strategy over time.
Theorem 1 (Error dynamics of primal-dual strategies). Let
the network be connected. Then, the error dynamics of the
primal-dual algorithms evolves over time as follows: W˜′1,iW˜′2,i
λ˜′1,i
 = B′i
 W˜′1,i−1W˜′2,i−1
λ˜′1,i−1
− µ
 VT2 ziVT0 zi
0(N−1)M
 (55)
where
B′i , I(2N−1)M − µR′i (56)
R′i ,
VT2HiV2 + ηST2 S2 VT2HiV0 ST2VT0HiV2 VT0HiV0 0M×(N−1)M
−S2 0(N−1)M×M 0(N−1)M

(57)
and W˜′1,i and λ˜′1,i are defined in (48), W˜
′
2,i , W′2
o −W′2,i,
and Hi is defined in (25). 
It is clear from (43) that if EW˜′i , E(W′o−W′i) converges
to zero, then EW˜i , E(Wo−Wi) also converges to zero since
W˜′i = VTW˜i. Furthermore, it holds that, for any NM ×NM
positive-semidefinite real matrix Σ,
E‖W˜i‖2Σ = E‖W˜′i‖2Σ′ (58)
where Σ′ , VTΣV . Therefore, for mean-square-error analysis,
it is sufficient to examine the behavior of E‖W˜′i‖2Σ′ , knowing
that we can relate it back to E‖W˜i‖2Σ via (58).
D. Mean Error Recursion
To obtain the mean error recursion, we compute expecta-
tions of both sides of (55) and use that Ezi = 0NM to get EW˜′1,iEW˜′2,i
Eλ˜′1,i
 = B′
 EW˜′1,i−1EW˜′2,i−1
Eλ˜′1,i−1
 (59)
where
B′,EB′i = I(2N−1)M − µR′ (60)
R′,

VT2HV2 + ηST2 S2 VT2HV0 ST2
VT0HV2
1
N
N∑
k=1
Ru,k 0M×(N−1)M
−S2 0(N−1)M×M 0(N−1)M

(61)
H,blockdiag{Ru,1, . . . , Ru,N} (62)
We would like to determine conditions on the step-size
and regularization parameters {µ, η} to ensure asymptotic
convergence of the mean quantity EW˜′i to zero. We will
examine this question later in Sec. VI when we study the
8stability of B′. In the next section, we derive the mean-
square-error recursion.
Remark (Interpretation of transformed variables). We already
observed that the transformed dual variables λ′1 correspond
to “useful” constraints while the dual variables λ′2 correspond
to “redundant” constraints. We can also obtain an interesting
interpretation for the transformed variable W′ in the special
case where Ru,1 = . . . = Ru,N = Ru (i.e., H = IN ⊗ Ru).
First, partition the variable W′ according to
W′i =
[
W′1,i
w′2,i
]
(63)
where W′1,i ∈ R(N−1)M×1 and w′2,i ∈ RM×1. Substituting
(33), and (63) into (59), we obtain the following recursion: EW˜′1,iEw˜′2,i
Eλ˜′1,i
 =
 EW˜′1,i−1Ew˜′2,i−1
Eλ˜′1,i−1
−
µ

VT2HV2 + ηST2 S2 1√N VT2H(1⊗ IM ) ST2
1√
N
(1⊗ IM )THV2 1
N
N∑
k=1
Ru,k 0
−S2 0 0
×
 EW˜′1,i−1Ew˜′2,i−1
Eλ˜′1,i−1
 (64)
Now, observe that when H = IN⊗Ru, we have that the above
recursion may be simplified due to
1√
N
VT2H(1⊗ IM ) =
1√
N
(V T2 ⊗ IM )(IN ⊗Ru)(1⊗ IM )
=
1√
N
(V T2 1⊗Ru)
= 0 (65)
since the vectors V2 are orthogonal to the vector 1N since
they are all singular vectors of the incidence matrix C. Then,
recursion (64) simplifies to EW˜′1,iEw˜′2,i
Eλ˜′1,i
 =
 EW˜′1,i−1Ew˜′2,i−1
Eλ˜′1,i−1
−
µ

VT2HV2 + ηST2 S2 0 ST2
0
1
N
N∑
k=1
Ru,k 0
−S2 0 0

 EW˜′1,i−1Ew˜′2,i−1
Eλ˜′1,i−1

(66)
By examining (66), we arrive at the interpretation that the
transformed vector Ew˜′2,i is the mean-error of the primal
reference recursion:
w′2,i = w
′
2,i−1 −
µ
N
N∑
k=1
uTk,i(dk(i)− uk,iw′2,i−1) (67)
This interpretation is consistent with the analysis performed in
[38], [39] for diffusion and consensus networks. On the other
hand, the vector EW˜′1,i measures node-specific discrepancies,
and the dual variable Eλ˜′1,i only depends on these discrep-
ancies since it seeks to correct them by forcing all nodes to
arrive at the same estimate. 
E. Mean-Square-Error Recursion
Different choices for Σ in (58) allow us to evaluate different
performance metrics. For example, when the network mean-
square-deviation (MSD) is desired, we set Σ = IMN . Using
(58), we shall instead examine E‖W˜′i‖2Σ′ . We first lift Σ′ to
Γ′ ,
[
Σ′ 0NM×(N−1)M
0(N−1)M×NM 0(N−1)M×(N−1)M
]
(68)
so that the extended model (55) can be used to evaluate
E‖W˜′i‖2Σ′ as follows:
E
∥∥∥∥[ W˜′1,iW˜′2,i
]∥∥∥∥2
Σ′
= E
∥∥∥∥∥∥
 W˜′1,iW˜′2,i
λ˜′1,i
∥∥∥∥∥∥
2
Γ′
=E

∥∥∥∥∥∥
 W˜′1,i−1W˜′2,i−1
λ˜′1,i−1
∥∥∥∥∥∥
2
B′Ti Γ′B′i
+µ2E
∥∥∥∥∥∥
 VT2 ziVT0 zi
0(N−1)M
∥∥∥∥∥∥
2
Γ′
(69)
Following arguments similar to [22, pp. 381–383], it can be
verified that
E{B′Ti Γ′B′i} = B′TΓ′B′ +O(µ2) (70)
We will be assuming sufficiently small step-sizes (which
correspond to a slow adaptation regime) so that we can ignore
terms that depend on higher-order powers of µ. Arguments
in [20] show that conclusions obtained under this approxi-
mation lead to performance results that are accurate to first-
order in the step-size parameters and match well with actual
performance for small step-sizes. Therefore, we approximate
E{B′TiΓ′B′i} ≈ B′TΓ′B′ and replace (69) by
E
∥∥∥∥∥∥
 W˜′1,iW˜′2,i
λ˜′1,i
∥∥∥∥∥∥
2
Γ′
≈E
∥∥∥∥∥∥
 W˜′1,i−1W˜′2,i−1
λ˜′1,i−1
∥∥∥∥∥∥
2
B′TΓ′B′
+ µ2E
∥∥∥∥∥∥
 VT2 ziVT0 zi
0(N−1)M
∥∥∥∥∥∥
2
Γ′
(71)
which, by using properties of the Kronecker product operation,
can be rewritten in the equivalent form:
E
∥∥∥∥∥∥
 W˜′1,iW˜′2,i
λ˜′1,i
∥∥∥∥∥∥
2
γ′
≈ E
∥∥∥∥∥∥
 W˜′1,i−1W˜′2,i−1
λ˜′1,i−1
∥∥∥∥∥∥
2
F ′γ′
+µ2
(
bvec(RTh)
)T
γ′
(72)
In this second form, we are using the notation ‖x‖2Σ and
‖x‖2σ interchangeably in terms of the weighting matrix Σ or
its vectorized form, σ = bvec(Σ), where bvec(X) denotes
block vectorization [6]. In block vectorization, each M ×M
submatrix of X is vectorized, and the vectors are stacked on
top of each other. Moreover, we are introducing
γ′ , bvec(Γ′) (73)
F ′ , B′T ⊗b B′T (74)
9Rh , E
 VT2 ziVT0 zi
0(N−1)M
 VT2 ziVT0 zi
0(N−1)M
T (75)
=

VT2RzV2 0(N−1)M×M 0(N−1)M
0M×(N−1)M
1
N
N∑
k=1
σ2v,kRu,k 0M×(N−1)M
0(N−1)M 0(N−1)M×M 0(N−1)M
 (76)
where ⊗b denotes the block Kronecker product [32] and
Rz , E[zizTi ] = blockdiag{σ2v,kRu,k} (77)
VI. STABILITY ANALYSIS
Using the just derived mean and mean-square update re-
lations, we start by analyzing the stability of the algorithm
(20a)–(20c). We first review the following concepts.
Definition 3 (Hurwitz Matrix). A real square matrix is called
Hurwitz if all its eigenvalues possess negative real parts [40],
[41]. 
Definition 4 (Stable Matrix). A real square matrix is called
(Schur) stable if all its eigenvalues lie inside the unit circle
[40], [41]. 
The following lemma relates the two concepts [24, p. 39].
Lemma 1 (Hurwitz and stable matrices). Let A be a Hurwitz
matrix. Then, the matrix B = I +µA is stable if, and only if,
0 < µ < min
j
{
−2Re{λj(A)}|λj(A)|2
}
(78)
where λj(A) is the j-th eigenvalue of the matrix A. 
A. Mean Stability
In order to show that EW˜′i → 0NM , we need to show that
the matrix B′ in (60) is stable. To establish this fact, we rely
on Lemma 1 and on the following two auxiliary results.
Lemma 2 (Hurwitz stability of a matrix). Let a block square
matrix G have the following form:
G = −
[
X Y T
−Y 0Q×Q
]
(79)
and let the matrix X ∈ RP×P be positive-definite and Y ∈
RQ×P possess full row rank. Then, the matrix G is Hurwitz.
Proof. The argument follows a similar procedure to the proof
of Proposition 4.4.2 in [25, p. 449]. Let λj denote the j-th
eigenvalue of G and let the corresponding eigenvector be gj =
[g1,j , g2,j ]
T 6= 0Q+P so that Ggj = λjgj , where g1,j ∈ CP×1
and g2,j ∈ CQ×1. Then, we have that
Re
{
g∗jGgj
}
= Re
{
λjg
∗
j · gj
}
= Re {λj} (‖g1,j‖2 + ‖g2,j‖2) (80)
Similarly, using (79), we have that the same quantity is given
by
Re
{
g∗jGgj
}
= Re
{−g∗1,jXg1,j−g∗1,jY Tg2,j+g∗2,jY g1,j}
= −Re{g∗1,jXg1,j} (81)
since
Re{g∗2,jY g1,j}=Re{(g∗2,jY g1,j)∗}=Re{g∗1,jY Tg2,j} (82)
Now, combining (80)–(81), we have that
Re {λj} (‖g1,j‖2 + ‖g2,j‖2) = −Re
{
g∗1,jXg1,j
}
(83)
Since the matrix X is positive-definite, then either 1)
Re {λj} < 0 and g1,j 6= 0P or 2) Re {λj} = 0 and g1,j = 0P .
Suppose now that g1,j = 0P , then
Ggj = λjgj ⇒ −Y Tg2,j = λjg1,j = 0P (84)
but since we assumed that gj 6= 0Q+P while g1,j = 0P , then
we have that g2,j 6= 0Q. This implies that g2,j 6= 0Q is in the
nullspace of Y T, which is not possible since Y has full row
rank. Therefore g1,j 6= 0P and we conclude that Re {λj} < 0
and thus the matrix G is Hurwitz. 
We can also establish the following result regarding the
positive-definiteness of VTHV + ηD.
Lemma 3 (Positive-definiteness of VTHV + ηD). Let the
sum of regressor covariance matrices satisfy (3), and let the
network be connected. Then, there exists η¯ ≥ 0 such that for
all η>η¯, we have that VTHV+ηD is positive-definite.
Proof. First, note that
VTHV+ηD =
V
T
2HV2 + ηST2 S2 VT2HV0
VT0HV2
1
N
N∑
k=1
Ru,k
 (85)
To show that (85) is positive-definite, it is sufficient to show
that the Schur complement relative to the lower-right block is
positive definite. This Schur complement is given by ηST2 S2 +
Z where we defined
Z , VT2HV2 − VT2HV0
(
1
N
N∑
k=1
Ru,k
)−1
VT0HV2 (86)
Then, by Weyl’s inequality [42, p. 181], we have that the Schur
complement is positive-definite when
λmin(ηST2 S2 + Z) ≥ ηλmin(ST2 S2) + λmin(Z) > 0 (87)
which is guaranteed when
η >
−λmin(Z)
λmin(ST2 S2)
(88)
where λmin(ST2 S2) > 0 is the second-smallest eigenvalue of
the Laplacian matrix (algebraic connectivity of the topology
graph or Fiedler value [43]–[46]) and is positive when the
network is connected. 
Using the preceding lemmas, we are now ready to prove
the mean-stability of algorithm (20a)–(20c) for large η > 0.
Theorem 2 (Mean stability of the AL algorithm). Under (3)
and over connected networks, there exists η¯ such that for all
η > η¯, the matrix B′ is stable, i.e., ρ(B′)<1 for small µ.
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Proof. From Lemma 3, we have that VTHV+ηD is positive-
definite for large η. Using (61) and (85) we write
−R′ = −
 VTHV + ηD ST20M×(N−1)M
−S2 0(N−1)M×M 0(N−1)M×(N−1)M
 (89)
The matrix −R′ so defined is in the same form required by
Lemma 2 where the bottom-left block has full-row-rank since
S2 is invertible. We conclude from Lemma 2 that −R′ is
Hurwitz. Then, by Lemma 1, there exists some range for 0 <
µ < µ¯ for which the matrix B′ = I − µR′ is stable, where
µ¯ = min
j
{
2
Re{λj(R′)}
|λj(R′)|2
}
(90)

We conclude that the AL algorithm (20a)–(20c) with η > 0
is mean stable under partial observation conditions (i.e., when
some of the Ru,k may be singular but the aggregate sum (3)
is still positive-definite). Observe though that the result of
Theorem 2 does not necessarily apply to the AH algorithm
since for that algorithm, η = 0, while the bound on the right-
hand side of (88) can be positive (in fact, there are cases in
which the matrix −R′ will not be Hurwitz when η = 0—see
App. A). It is nevertheless still possible to prove the stability
of the AH algorithm under the more restrictive assumption
of a positive-definite H (which requires all individual Ru,k
to be positive-definite rather than only their sum as we have
assumed so far in (3)).
Corollary 1 (Mean stability of the AL and AH algorithms).
Let the matrix H be positive-definite. Furthermore, let the
network be connected. Then, the matrix B′ is stable, i.e.,
ρ(B′) < 1 for small enough step-sizes.
Proof. Since H is now assumed positive-definite, we have that
VTHV + ηD in (89) is positive-definite for any η ≥ 0. We
may then appeal to Lemma 2 to conclude that the matrix −R′
is Hurwitz, and by Lemma 1, there exists some range for
0 < µ < µ¯ so that B′ is stable, where µ¯ is given by (90). 
The assumption that the matrix H is positive-definite is
only satisfied when all regressor covariance matrices Ru,k are
positive-definite. We observe, therefore, that the AH algorithm
cannot generally solve the partial observation problem in
which only the sum of the covariance matrices is positive-
definite and not each one individually. Furthermore, the AL
algorithm may not be able to solve this problem either unless
the regularizer η is large enough.
B. Mean-Square Stability
Theorem 3 (Mean-square stability). Under the same condi-
tions of Theorem 2, there exists some η¯ such that for all η > η¯,
the matrix F ′ is stable, i.e., ρ(F ′) < 1 for small step-sizes.
Proof. We know that ρ(F ′) = ρ(B′T⊗b B′T) = ρ(B′)2. By
Thm. 2, ρ(B′)<1, and we have that ρ(F ′)<1 for small µ. 
Therefore, when the step-size is sufficiently small, the AL
algorithm can be guaranteed to converge in the mean and
mean-square senses under partial observation for large enough
η. We can similarly establish an analogous result to Corollary
1 for the AH algorithm under the more restrictive assumption
of positive-definite H.
Corollary 2 (Mean-square stability of the AL and AH algo-
rithms). Under the same conditions of Corollary 1, then the
matrix F ′ is stable, i.e., ρ(F ′) < 1 for small step-sizes.
Proof. The argument is similar to Theorem 3 by noting that
B′ is also stable. 
Next, we will examine the step-size range (90) required for
convergence, and we will see that the AL and AH algorithms
are not as stable as non-cooperative and diffusion strategies.
C. Examination of Stability Range
In order to gain insight into the step-size range defined by
(90), we will analyze the eigenvalues of the matrix R′ in the
case when H = IN ⊗Ru, where Ru > 0.
Theorem 4 (Eigenvalues of R′). Assuming H = IN ⊗ Ru
where Ru is positive-definite, the (2N − 1)M eigenvalues of
the matrix R′ are given by {λ`,k(R′)} = σ ∪ τ , where
σ , {λ`(Ru) : 1 ≤ ` ≤M} (91)
τ ,
{
1
2
(λ`(Ru) + ηλk(L))± (92)
1
2
√
(λ`(Ru)+ηλk(L))2−4λk(L) : 1≤k≤N−1, 1≤`≤M
}
where L is the Laplacian matrix of the network topology.
Proof. To obtain the eigenvalues of R′, we will solve for λk,`
using
det(R′ − λk,`I) = 0 (93)
To achieve this, we call upon Schur’s determinantal formula
for a block matrix [47, p. 5]:
det
[
A B
C D
]
= det(D)det(A−BD−1C) (94)
to note, using (89), that det(R′ − λk,`I) is given by
det
 VTHV + ηD − λk,`IMN ST20M×(N−1)M
−S2 0(N−1)M×M −λk,`I(N−1)M
 =
det(−λk,`I(N−1)M )det
(
(IN ⊗Ru)+ηD−λk,`IMN− D
λk,`
)
(95)
where we used (51) and the fact that
VT(IN⊗Ru)V=(V T⊗IM )(IN⊗Ru)(V⊗IM )=IN⊗Ru (96)
We already demonstrated in Corollary 1 that the matrix
−R′ is Hurwitz and, therefore, λk,` 6= 0. We conclude
that det(−λk,`I(N−1)M ) 6= 0 and we focus on the last
term in (95). Observe that the matrix (IN ⊗ Ru) + ηD −
λk,`IMN − 1λk,`D is block-diagonal, with the k-th block given
by Ru+
(
−λk,` +
(
η − 1λk,`
)
λk(L)
)
IM since the matrix D
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is a diagonal matrix with diagonal blocks λk(L)⊗ IM , where
L is the Laplacian matrix of the network (see (51)). Therefore,
since the smallest eigenvalue, λN (L), of L is zero, we obtain
det
(
(IN ⊗Ru)− λk,`IMN +
(
η − 1
λk,`
)
D
)
= det(Ru − λN,`IM )× (97)
N−1∏
k=1
det
(
Ru +
(
−λk,` +
(
η − 1
λk,`
)
λk(L)
)
IM
)
It follows, by setting the above to zero, that M of the
eigenvalues of R′, {λ1,1, . . . , λ1,M}, are given by:
λN,` = λ`(Ru) (98)
The remaining 2(N−1)M eigenvalues are obtained by solving
algebraic equations of the form:
det
(
∆ +
(
−λk,` +
(
η − 1
λk,`
)
λk(L)
)
IM
)
= 0 (99)
where ∆ is a diagonal matrix with the eigenvalues of Ru along
its diagonal. This yields
λ2k,` − (λ`(Ru) + ηλk(L))λk,` + λk(L) = 0 (100)
Solving the above quadratic equation, we obtain the remaining
2(N − 1)M eigenvalues given by expression (92). 
Since we have shown that λ`(Ru) are always eigenvalues of
R′, we have that the step-size range required for convergence
of the AL algorithm is always bounded above (and, hence,
smaller) than the stability bound for the non-cooperative and
diffusion algorithms when H = IN ⊗Ru (see (10)).
Another aspect we need to consider is how the stability
range (90) depends on the regularization parameter η and
the network topology. It is already known that the mean
stability range for diffusion strategies (10) is independent of
the network topology [21]. In contrast, it is also known that the
stability range for consensus strategies (7a)–(7b) is dependent
on the network topology [20], [31]. We are going to see that
the stability of the AL algorithm for large η is also dependent
on the network topology. Indeed, as η → ∞, we have from
(92) that some of the eigenvalues of R′, besides the ones fixed
at λ`(Ru), will approach ηλk(L). This means that the step-
size range (90) required for convergence will need to satisfy:
µ < min
1≤k≤N−1
{
2
ηλk(L)
}
=
2
ηλ1(L)
(101)
where λ1(L) denotes the largest eigenvalue of L. Clearly,
as η → ∞, the upper-bound on the step-size approaches
zero. This means that the algorithm is sensitive to both the
regularization parameter η and the topology (through λ1(L)).
Lower and upper bounds for λ1(L) can be derived [48]. For
example, when the network is fully-connected, it is known that
λ1(L) = N and, hence, the bound (101) becomes
µ <
2
η ·N (102)
On the other hand, for a network of N agents with maximum
degree δ, a lower-bound for the largest eigenvalue of L is [49]
λ1(L) ≥ N
N − 1δ (103)
and a necessary (not sufficient) step-size range from (101) is
µ <
2 · (N − 1)
η ·N · δ (104)
This result implies that as the network size increases (in
the case of a fully-connected network) or the connectivity in
the network improves (δ increases), the algorithm becomes
less stable (smaller stability range for the step-size is neces-
sary), unlike other distributed algorithms such as consensus
or diffusion (Algs. 1–2). We conclude from (101), therefore,
that in this regime, the stability condition on the step-size is
dependent on the network topology.
In the following example, we demonstrate a case where the
convergence step-size ranges for the AL and AH algorithms
are strictly smaller than (10) so that the stability range for
these algorithms can be smaller than non-cooperative agents.
Example 1. Let M = 1 and consider the simple 2-node
network illustrated in Fig. 2.
Fig. 2. Network topology for Example 1.
The Laplacian matrix is given by
L =
[
+1 −1
−1 +1
]
(105)
The eigenvalues of L are {0, 2} and S2 = 1. Let Ru,1 =
Ru,2 = 1. We consider the AH algorithm. It can be verified
that when η = 0,
R′ =
 1 0 −10 1 0
1 0 0
 (106)
so that
λ(B′) =
{
1−µ, 1−µ
2
+µ
√
3
2
j, 1−µ1
2
−µ
√
3
2
j
}
(107)
Now assume every agent k runs a non-cooperative algorithm
of the following form independently of the other agents
wk,i = wk,i−1 + µuTk,i(dk(i)− uk,iwk,i−1) (108)
Then, from (10), we know that a sufficient condition on the
step-size in order for this non-cooperative solution and for the
diffusion strategy to be mean stable is 0 < µ < 2. If we select
µ = 3/2, then
ρ(B′) = max
{
1
4
,
√
7
2
}
=
√
7
2
> 1 (109)
which implies that the AH algorithm will diverge in the mean
error sense. Indeed, it can be verified from (90) that the AH
algorithm is mean stable when µ < 1. As for the AL algorithm,
we may use (102) for the large η regime to conclude that the
AL algorithm will converge when µ < 1/η. If we let η = 20,
then we see that the step-size needs to satisfy µ < 1/20 =
0.05. In Figure 1, we simulate this example for η = 20, and
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Fig. 1. (a) Simulated example where diffusion, consensus, and non-cooperative algorithms converge but the AL (η = 20.0) and AH algorithms fail to
converge when µ = 11/10; (b) Same example with µ = 3/4, and thus the AH algorithm converges, but not the AL algorithm; (c) All algorithms converge
when µ = 3/64.
µ = 1.1, µ = 0.75, and µ = 3/64 ≈ 0.0469, and set the
noise variance for both nodes at σ2v = 0.1. The consensus
algorithm is outperformed by the non-cooperative algorithm
when the step-size is large, as predicted by the analysis in [31].
We observe that, even in this simple fully-connected setting,
the AH and AL algorithms are less stable than the diffusion
strategies. In fact, the AH and AL algorithms are less stable
than the non-cooperative strategy as well. We also observe that
the AH and AL algorithms do not match the steady-state MSD
performance of the other distributed algorithms. We examine
this issue next. 
VII. MEAN-SQUARE-ERROR PERFORMANCE
From (72), we have in the limit that:
lim
i→∞
E
∥∥∥∥[ W˜′iλ˜′1,i
]∥∥∥∥2
(I−F ′)γ′
≈ µ2(bvec(Rh))Tγ′ (110)
Now, since we are interested in the network MSD defined by
(8a), we may introduce the auxiliary matrix:
Φ =
[
INM×NM 0NM×(N−1)M
0(N−1)M×NM 0(N−1)M×(N−1)M
]
(111)
and select γ′ = (I − F ′)−1bvec(Φ) in (110) to obtain the
following expression for the network MSD:
lim
i→∞
E ‖W˜i‖21
N INM
≈µ
2
N
(bvec(Rh))
T(I−F ′)−1bvec(Φ)
(112)
Theorem 5 (MSD approximation for AL and AH algorithms).
Given that the matrix H+ηL is positive-definite from Lemma
3, then under under sufficiently small step-sizes, the network
MSD (112) simplifies to:
MSD ≈ µ
2N
Tr
(Rz(H+ ηL)−1)+O(µ2) (113)
where Rz is given by (77).
Proof. See Appendix B. 
Observe that the positive-definiteness of the matrix H+ηL
is guaranteed for the AH algorithm by assuming that Ru,k > 0
for all k. The following special cases follow from (113).
Corollary 3 (MSD performance of AH algorithm). Assuming
each Ru,k is positive-definite and the network is connected,
the network MSD (113) for the AH algorithm is given by:
MSD ≈ µM
2
1
N
N∑
k=1
σ2v,k +O(µ
2) (114)
Proof. The result follows by setting η = 0 in (113). 
Expression (114) is actually equal to the average performance
across a collection of N non-cooperative agents (see, e.g., [20],
[21]). In this way, Corollary 3 is a surprising result for the
AH algorithm since even with cooperation, the AH network
is not able to improve over the non-cooperative strategy
where each agent acts independently of the other agents. This
conclusion does not carry over to the AL algorithm, although
the following is still not encouraging for AL strategies.
Corollary 4 (MSD performance of AL algorithm). Assume
that the matrixH+ηL is positive-definite. Then, for sufficiently
small step-sizes, the network MSD (113) for the AL algorithm
for large η simplifies to
MSD ≈ µ
2N
Tr
(( N∑
k=1
Ru,k
)−1( N∑
k=1
σ2v,kRu,k
))
+
µ
2Nη
Tr
(RzL†)+O( µ
N2η
)
+O(µ2) (115)
where L† denotes the pseudoinverse of L.
Proof. See Appendix C. 
By examining (115), we learn that the performance of the
AL algorithm for large η approaches the performance of the
the diffusion strategy given by (8b). However, recalling the
fact that the step-size range required for convergence, under
the large η regime and the assumption that H = IN ⊗ Ru in
(101), is inversely proportional to η, we conclude that the AL
algorithm can only approach the performance of the diffusion
strategy as µ→ 0 and η →∞. In addition, the performance of
the AL algorithm depends explicitly on the network topology
through the Laplacian matrix L. Observe that this is not the
case in (8b) for the primal strategies. For this reason, even for
large η, the AL algorithm is not robust to the topology.
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Fig. 3. (a) Performance of the various algorithms against the value of η, the
augmented Lagrangian regularization parameter. N = 100, µ = 0.005, and
M = 5. All nodes have the same positive-definite matrix Ru; (b) Algorithm
characteristic curves. Performance of the various algorithms measured in
ρ(B′) against the network MSD, curves closer to the bottom-left corner are
better. The AL (η = 10) curve is shorter than the rest since it diverges as µ is
increased to achieve faster convergence; (c) MSD vs. η for fixed convergence
rate of 0.99995. Best viewed in color.
In order to illustrate these results, we consider a connected
network with N = 100 agents and set µ = 1 × 10−4 and
M = 5. First, we illustrate the network MSD (113) as a func-
tion of η when H = IN ⊗Ru and Ru is positive-definite. We
observe from Fig. 3(a) that the MSD performance of the AH
algorithm is identical to that of the non-cooperative solution. In
addition, the AL algorithm only approaches the same steady-
state performance as the diffusion strategy asymptotically as
η → ∞. Furthermore, we graph the characteristic curves for
various strategies in Fig. 3(b). In this figure, we plot the con-
vergence rate against the MSD (113). Clearly, curves closer to
the bottom-left corner indicate better performance since in that
case an algorithm converges quicker and has better steady-state
performance. We notice that the AH algorithm is outperformed
by non-cooperation. In addition, as η increases, we see that the
AL algorithm can approach the performance of the diffusion
strategy for very small µ (slow convergence rate—bottom-
right part of the plot), but not anywhere else. We also see
the effect of (101) where the AL algorithm with η = 10 is
less stable than the other distributed algorithms. In Fig. 3(c),
we obtain the steady-state MSD values as well as convergence
rates for the primal algorithms and non-cooperative algorithm
with different step-sizes. At the same time, we obtain the
steady-state MSD performance and convergence rate for the
AL algorithm with η varying from zero to 10 (inclusive).
We then sort the convergence rates and plot the steady-state
MSD performance of all algorithms for the convergence rate
of 0.99995. Observe also that the AH algorithm (obtained
by setting η = 0 in the AL algorithm) achieves a worse
steady-state MSD than the non-cooperative algorithm when
the convergence rate is held constant. We note that for this
particular choice of covariance matrices, noise variances, and
network, the optimal choice for η is η = 0.8.
It should be noted that the convergence rate of the AH and
AL algorithms depends on the network topology through the
Laplacian matrix (see Example 1). In contast, it was shown
in [38] that the initial convergence rate of the diffusion and
consensus schemes also depends on the network topology.
That is, the convergence of the primal schemes exhibits two
phases 1) An initial phase that is dependent on the network
topology and 2) A second, slower, phase that is independent
of the network topology. It was further shown that the initial
phase is faster than the second phase and thus the convergence
rate of the primal strategies is largely independent of the
network topology. This is not the case for the AH and AL
algorithms. Figure 3(b) plots the characteristic curves for the
primal algorithms relative to the slower (second) convergence
rate.
VIII. IMPROVING THE MSD PERFORMANCE
In this section, we set the step-size, µ, as a function of the
regularization parameter η. More specifically, we choose:
η = µ−1/θ, [θ > 1] (116)
The main difficulty in the stability analysis in this case is that
the step-size moves simultaneously with η. Observe that in
our previous results, we found that there exists some step-
size range for which the algorithm is stable when η is fixed
at a large value, and that this step-size bound depends on
η. Unfortunately, we do not know in general how the upper-
bound (90) depends on η, and so it is not clear if the algorithm
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can still be guaranteed to converge when µ = η−θ. If, however,
we assume that H = IN ⊗ Ru, then we can obtain the
eigenvalues of the matrix R′ using Theorem 4, which then
allows us to continue to guarantee convergence for large η.
Theorem 6. Let µ = η−θ and let θ > 1. Furthermore, let
H = IN ⊗ Ru, with positive-definite Ru. Then, there exists
some positive η such that for all η > η, the matrix B′ is
stable; i.e., ρ(B′) < 1.
Proof. The result follows by using (91)–(92) to verify that
η−θ continues to be upper bounded by (90) for large η. 
Theorem 7. Let µ = η−θ, where θ > 1. Assuming the
algorithm converges (guaranteed by Theorem 6), then the
MSD of the modified AL algorithm is approximated by:
MSD =
µ
2N
Tr
( N∑
k=1
Ru,k
)−1( N∑
k=1
σ2v,kRu,k
)+O (µ1+1/θ)
(117)
for large η, or small µ.
Proof. Substitute η = µ−1/θ into the results of Corollary 4. 
The drawback remains that the AL algorithm is less stable than
primal-optimization techniques, such as the diffusion strategy.
IX. NUMERICAL RESULTS
Consider a network of N = 20 agents and M = 5. We
generate a positive-definite matrix Ru > 0 with eigenvalues
1 + xm, where xm is a uniform random variable. We let
H = IN⊗Ru with µ = 0.01. This value allows all algorithms
to converge. The diffusion and consensus strategies utilize
a doubly-stochastic matrix generated through the Metropolis
rule [22]. We note that the diffusion and consensus algo-
rithms can improve their MSD performance by designing the
combination matrix based on the Hastings rule [50], [51],
but we assume that the nodes are noise-variance agnostic. In
Fig. 4, we simulate Algorithms 1–3, and for Algorithm 3, we
simulate three values of η: 0, 0.2, and 2. This will allow us
to validate our analysis results where an increase in η yields
improvement in the MSD (see Corollary 4). The theoretical
curves are generated using (113). We observe that as η is
increased, the performance of the AL algorithm improves, but
is still worse than that of the consensus algorithm (7a)–(7b)
and the diffusion strategy (5a)–(5b). Furthermore, as indicated
by Fig. 3(b), the convergence rate of the AH algorithm is worse
than that of non-cooperation, even though both algorithms
achieve the same MSD performance. This was observed earlier
in Fig. 1. It is possible to further increase η in order to make
the performance of the AL algorithm match better with that of
the consensus and diffusion strategies. However, it is important
to note that if η is increased too much, the algorithm will
diverge (recall (101)). For this reason, it is necessary to find a
compromise between finding a large enough η that the network
MSD would be small, and a small enough η to enhance (101).
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Fig. 4. Simulation result for Algs. 1–3. Best viewed in color.
X. CONCLUSION
In this work, we examined the performance of primal-dual
methods in a stochastic setting. In particular, we analyzed
the performance of a first-order AH algorithm and a first-
order AL algorithm. We discovered that the performance of
the AH algorithm matches that of a non-cooperative solution
and has stability limitations. We also showed that the AL
algorithm can asymptotically match the MSD performance
of the diffusion algorithm when the regularization parameter
is increased. Unfortunately, as η is increased, we saw that
the permissible step-size range for the algorithm to converge
shrinks. We provided a “fix” for the AL algorithm where we
link the step-size to the regularization parameter η. With this
modification, we show that the performance of the AL method
matches that of the diffusion and consensus strategies up to
first order in the step-size. Unfortunately, this change does
not remedy the fact that the step-size range for stability is still
more restrictive than that of other distributed methods.
APPENDIX A
THE AH STRATEGY UNDER PARTIAL OBSERVATION
In this appendix we provide an example to illustrate that the
AH strategy can become unstable under the partial observation
setting when some of the individual covariance matrices are
singular. Thus, consider a fully-connected three node network
with the incidence matrix
C =
 1 −1 01 0 −1
0 1 −1
 (118)
Furthermore, let Ru,1 = diag{1, 0, 0}, Ru,2 = diag{0, 1, 0},
and Ru,3 = diag{0, 0, 1}. Observe that the covariance ma-
trices satisfy the condition Ru,1 + Ru,2 + Ru,3 > 0, even
though each Ru,k is singular. Now, computing the SVD of
the incidence matrix C, we obtain
S2 =
[ √
3 0
0
√
3
]
, V =
 −
1√
2
− 1√
6
1√
3
0
√
2
3
1√
3
1√
2
− 1√
6
1√
3
 (119)
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Fig. 5. Simulation result for Algs. 1–3 for the partial observation scenario
described in App. A. The curves are averaged over 1000 experiments.
Then,
−R′ = −

VT2HV2 VT2HV0 ST2
VT0HV2
1
3
3∑
k=1
Ru,k 03×6
−S2 06×3 06
 (120)
where H = diag{Ru,1, Ru,2, Ru,3}. It is straightforward to
verify that the spectrum of −R′ contains a purely imag-
inary eigenvalue at j
√
3. For example, if we let v =
1√
2
[0, j, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0]T, then −R′v = j√3v,
which implies that −R′ is not Hurwitz. Therefore, we cannot
find a positive range for the step-size µ to guarantee conver-
gence of the AH algorithm according to Lemma 1 even though
the AL algorithm can be guaranteed to converge for large η
(see Theorem 2) and the diffusion and consensus strategies
can also be shown to converge in this setting [8], [20]. In
Figure 5, we simulate the described scenario with µ = 0.02
and σ2v,k = 0.01 for all k = 1, 2, 3. We see that while the AH
algorithm oscillates, the other algorithms converge. This result
is surprising since the network is fully connected and yet the
AH algorithm cannot estimate the desired parameter vector.
Indeed, for this example, AH algorithm will not converge for
any µ > 0. The curves are averaged over 1000 experiments.
APPENDIX B
PROOF OF THEOREM 5
We refer to expression (112). We know that the matrix I−F ′
is stable when the step-size is small by Theorem 3. Hence,
(I−F ′)−1 =I+F ′+(F ′)2 + . . .=
∞∑
n=0
B′nT ⊗b B′nT (121)
Then, using properties of block Kronecker products [8]:
(bvec(Rh))
T
(I−F ′)−1bvec(Φ)=
∞∑
n=0
Tr
(
RhB′nTΦB′n
)
(122)
Now, observe that for small step-sizes we have, using (89),
B′nT=(I−µR′T)n=
 I − µK µST20M×(N−1)M
−µS2 0(N−1)M×M I(N−1)M
n
≈
 (I − µK)n µnST20M×(N−1)M
−µnS2 0(N−1)M×M I(N−1)M
 (123)
where K , VTHV + ηD and therefore, ignoring higher-order
powers of the small step-size parameter:
B′nTΦB′n≈
 (I − µK)n µnST20
−µnS2 0 I(N−1)M
[ I 0
0 0
]
×
 (I−µK)n −µnST20
µnS2 0 I(N−1)M
≈
 (I−µK)2n −µnST20
−µnS2 0 0
 (124)
Collecting these results we get, since K > 0,
(bvec(Rh))
T(I−F ′)−1bvec(Γ)≈
∞∑
n=0
Tr(VTRzV(I−µK)2n)
≈
∞∑
n=0
Tr(VTRzV(I−2µK)n)=Tr(VTRzV(2µK)−1) (125)
APPENDIX C
PROOF OF COROLLARY 4
Using (85) we have
VT (H+ ηL)V =
V
T
2HV2 + ηD1 VT2HV0
VT0HV2
1
N
N∑
k=1
Ru,k
 (126)
where D1 = ST2 S2 = D1⊗ IM . The invertibility of the above
matrix is guaranteed by a large enough η (see Lemma 3). We
may now use the block matrix inversion formula:[
A B
C D
]−1
=
[
E −EBD−1
−D−1CE D−1 +D−1CEBD−1
]
(127)
where E = (A−BD−1C)−1 ≈ 1ηD−11 for large η. Defining
R¯u ,
1
N
N∑
k=1
Ru,k, R¯z ,
1
N
N∑
k=1
Rz,k (128)
and applying (127) to (126), we obtain
VT(H+ηL)−1V ≈[
1
ηD−11 − 1ηD−11 VT2HV0R¯−1u
− 1η R¯−1u VT0HV2D−11 R¯−1u +1η R¯−1u VT0HL†HV0R¯−1u
]
(129)
We also have that:
VTRzV =
[VT2
VT0
]
Rz
[V2 V0 ] =[VT2RzV2 VT2RzV0VT0RzV2 R¯z
]
(130)
Substituting (129)–(130) into (113), we have that the perfor-
mance of the algorithm, for large η, is given by (115).
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