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Abstract—In the recent years there has been a growing interest
in techniques able to automatically recognize activities performed
by people. This field is known as Human Activity recognition
(HAR). HAR can be crucial in monitoring the wellbeing of the
people, with special regard to the elder population and those
people affected by degenerative conditions. One of the main
challenges concerns the diversity of the population and how
the same activities can be performed in different ways due to
physical characteristics and life-style. In this paper we explore
the possibility of exploiting physical characteristics and signal
similarity to achieve better results with respect to deep learning
classifiers that do not rely on this information.
Index Terms—human activity recognition, activity of daily
living, machine learning, deep learning, signals, personalization
I. INTRODUCTION
Nowadays smartphones are able to acquire, store, share, and
elaborate huge amount of data in a very short time. As con-
sequence of this technological development, new instruments
related to data availability, data processing, and data analysis
have attracted the attention of many research field including
Human Activity Recognition (HAR). Indeed, the possibility
to monitor people daily activities, risky activities, or changes
in behavior (e.g. falls or diseases development) with a simple
smartphone is very attractive and actual.
The increased computational power makes possible to con-
sider not only traditional machine learning, but also more
complex deep learning techniques.
Traditional machine learning methods (ML) are low cost
in terms of time consumption, data, and complexity, however
the dependency on expert knowledge in the features extraction
phase often generates weak models difficult to compare [1]–
[3]. On the other side, deep learning methods (DL) remain
stable in terms of feature extraction, which is mainly auto-
matically done, but the training phase requires more data,
and, consequently, it is either very time consuming or requires
expansive hardware [4].
Regardless of the underlaying learning method (either clas-
sic machine learning or deep learning), real-world HAR
systems achieve non satisfying recognition accuracy in real
world applications mostly because HAR techniques struggle
to generalize to new users and/or new environments [5], [6].
One of the most relevant difficulty to face with new situations
is due to the population diversity problem [7], that is, the
natural differences between users when they perform the same
activities. According to Zunino et al. [8], two factors are the
reasons why the same activity is carried out in a different way.
• Inter-subject variability, which refers to anthropometric
differences of body parts or to incongruous personal
styles in accomplishing the scheduled action.
• Intra-subject variability, which represents the random
nature of a single action class and reflects the fact that
the same subject never performs an action in the same
way.
To face subjects variability, algorithms should be trained on
a representative number of subjects and on as many cases
as possible. The number of subjects present in the dataset
does not just impact the quality and robustness of the induced
model, but also the ability to evaluate the consistency of results
across subjects [9]. Nevertheless, in the sensor-based HAR
community, datasets are in a low number.
To overcome this issue, we propose machine learning and
deep learning models based on user personalization, that is,
based on the similarity of the subjects in terms of both physical
characteristics and signals. In order to evaluate our approach,
we compare our results with deep learning techniques. The
impact of personalization in traditional ML has been covered
in [10].
II. PROPOSED METHODS
To take into account the population diversity, we introduce
the concept of similarity between subjects. The similarity
between subjects is used to weight the training data in order
to give more importance to data that are more similar to the
data of the user under test.
Each subject i can be described with a feature vector
gi = {g1, . . . , gK}. Similarity between two subjects i and
j is defined as follows.
sim(i, j) = e−γd(i,j) (1)
where γ is a scale parameter and d(i, j) is the Euclidean
distance between the feature vectors of two subjects:
d(i, j) =
√√√√ K∑
k=1
(gk,i − gk,j)2 (2)
The resulting similarity value ranges from 0 to 1 where 0
means that the two subjects are dissimilar, and 1 means that
the two subjects are equal. The idea is to take advantage of the
similarity between subjects in ML and DL engines as follows.
• Personalized Machine Learning (PML). Given a sub-
ject i under test, all the training data are weighted by
using the similarity between the user i and the rest
of the users. We can define three types of similarity:
physical-based (simphysical), sensor-based (simsensor),
and physical combined with sensor-based similarity
(simphysical+sensor).
• Personalized Deep Learning (PDL). Starting from a
minimum value m we select the most m similar subjects,
with respect to the test subject. The network is trained
with the samples related to these m subjects. We selected
the parameter m equals to 10, trained the network, and
added 5 subjects until the maximum number of subjects
in the dataset is achieved.
III. EXPERIMENTAL SETUP
The PML technique in our experiment is an Adaboost
classifier, while for the DL and the PDL we implemented two
Convolutional Neural Networks.
PML, PDL and DL models have been trained and tested
with two different splits, that is, Subject Independent (SI) and
hybrid (HYB). In SI fashion the data of the user is left out
from the training dataset, while in HYB fashion a part of the
test user is insert in the training dataset.
Two public datasets containing accelerometer signals of
Activities of Daily Living (ADLs) and Falls recorded with
smartphones have been considered.
UniMiB-SHAR [11] contains tri-axial acceleration data
organized in 3s windows around the peak. The dataset contains
17 different activities (both ADLs and Falls) performed by
30 subjects. Sex, age, weight, and height of each subject
are known. The original sampling rate is 50Hz. The subjects
placed the smartphone used for the acquisition (a Samsung
Galaxy Nexus I9250) half of the times in the left trouser pocket
and the remaining times in the right one.
Motion Sense [12] contains time-series data generated by
the accelerometers in an iPhone 6s worn by 24 participants.
Each of the subjects performed 6 activities (only ADLs). The
smartphone were kept in the participant’s front pocket.
IV. RESULTS
Table I shows preliminary results in terms of macro average
accuracy (i.e., the average across subjects, split, and m selec-
tion of subjects). Comparison between PML and PDL lead to
contrasting conclusions. In UniMiB-SHAR, PML shows better
results, while for Motion Sense is the opposite. Concerning
DL without personalization, we see that in most of the cases,
it outperforms both PML and PDL techniques. Results in
UniMiB-SHAR remains contrasting.
V. CONCLUSION
Over last decades, HAR has been a very active field
producing abundance of machine learning and deep learning
based results. Nevertheless the lack of availability of large
datasets prevent the traditional algorithms to generalize in real
world situation. PML and DL techniques are becoming more
and more popular because of their promising results. In this
TABLE I
EXPERIMENTAL RESULTS - ACCURACY OF PDL AND OF PML.
UniMiB-SHAR Motion Sense
PDL - PML DL PDL - PML DL
SI-physical 30.00 - 57.39
58.88
76.57 - 72.45
81.03SI-sensor 42.08 - 57.00 77.51 - 74.03
SI-physical sensor 42.09 - 56.93 77.51 - 73.85
HYB-physical 44.42 - 85.44
69.72
79.06 - 77.76
85.75HYB-sensor 46.62 - 84.71 79.65 - 78.06
HYB-physical sensor 46.27 - 84.87 79.81 - 77.86
study we showed that traditional deep learning outperform
personalized technique in most of the cases. Although, results
on UniMiB-SHAR still confirm that personalized machine
learning can yield better results. Given the contrasting results
obtained with UniMiB-SHAR and Motion Sense datasets, we
planned further investigation using other datasets, such as, for
instance, MobiAct [13].
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