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INTRODUCTION
Two types of uncertainty are recognized in modeling and simulation. Aleatory uncertainty is due to pure randomness of physical world, whereas epistemic uncertainty is because of the lack of complete knowledge about the world. The major component of epistemic uncertainty is model-form uncertainty, which arises from the simplification during modeling process and numerical treatment for ease of computation. During the abstraction procedure, truncation is always applied to make simulation and computation tractable. As a result, error or bias is introduced. The difference between the model prediction of a quantity of interest (QoI) and its true value in the real physical world is the accumulative effect of model-form uncertainty and other input uncertainties such as variability and bias in the parameters and variables.
Classical uncertainty quantification (UQ) methods to model output uncertainty propagated from inputs, such as generalized polynomial chaos [1] , moment and characteristic function [ 2 ] , have relatively restrictive assumptions of stochasticites, i.e. the types of distributions to sample and the forms of polynomials in expansion. These methods are very effective in analyzing systems with low-dimensional parameter space that follow simple physics. However, when we are interested in multi-physics systems with nonlocal long-range correlations and memory effects, or extreme events under heavy-tailed distributions, these UQ methods can lead to inaccurate conclusion because the distributions have the bias toward traditional Gaussian process. The error is largely due to the selected model form. Although methods such as Bayesian model average are available to calibrate the model, they rely on the assumptions that all possible models and the corresponding probabilities that the models are correct are readily available.
In this paper, a new UQ method is proposed to describe multi-physics systems with model-form uncertainty incorporated, where the physics does not follow traditional partial differential equation (PDEs) or ordinary differential equations (ODEs). It is based on the concept of fractional calculus. Fractional calculus [ 3 , 4 ] is a generalization of classical real analysis by introducing non-integer power and differentiation operators. As a result, classical differentiation equations that model system dynamics can be extended to fractional differentiation equations with fractional derivatives defined. Fractional calculus has been applied in the regimes of system dynamics and control [5] , mechanics of quasi-brittle materials [6] , non-local continuum and viscoelastic mechanics [7] , time-space fractional diffusion equation [8, 9] , fractional Fokker-Planck equation [ 10 , 11 ] , and fractional Schrödinger equation [12] . The uniqueness of fractional diffusion equation is that the solution can be deviated from the Gaussian process as in traditional diffusion equation. Therefore, heavy tails as in Lévy α-stable white noise processes can be obtained. Similarly, fractional Fokker-Planck equation with fractional derivatives models Lévy flights. Fractional Schrödinger equation generalizes the classical description of quantum system dynamics with Lévy stochastic process.
Based on fractional calculus, a generalized fractional Fokker-Planck equation is proposed in this paper to describe the general drift-diffusion process with multi-physics complexity. This approach does not need the assumption of the possible choices of models and associated probabilities. Rather, the form of model may vary dynamically based on the control of several parameters. In other words, the model form may change parametrically during simulation.
In addition, the flexibility of the fractional Fokker-Planck equation allows us to represent the evolution of probability distributions with heavy tails, since the results of fractional calculus can be geometrically interpreted as fractals, physically as long-range interaction or long-term memory, and probabilistically as heavy-tailed stable distributions. Rare event with extreme impact has been a classical interest in statistics. Extreme value distribution functions [ 13 , 14 ] (e.g. Fréchet, Gumbel, and negative Weibull) are typically used in modeling long tails. Yet, they are general enough to capture the variation of the distribution form. In this paper, a new model calibration approach is proposed to reduce model-form uncertainty. It is based on the mechanism of maximizing a new criterion, accumulative mutual information, such that the accumulative difference between the target distribution and the predicted probability evolution from the fractional Fokker-Planck equation is minimized.
In the remainder of the paper, fractional calculus is introduced in Section 2. The generalized fractional FokkerPlanck equation is proposed and the analytical solution is provided in Section 3. The sensitivity analysis based on the analytical solution for drift-diffusion processes is presented in Section 4.1. The new model calibration approach is described in Section 4.2.
FRACTIONAL DERIVATIVES
Several forms of fractional integrals and derivatives have been developed. The definitions of left and right RiemannLiouville fractional integrals are
respectively.
The definitions of left and right Riemann-Liouville fractional derivatives are
and the Riesz fractional derivative is defined as .
The Fourier transform of Riemann-Liouville and Riesz fractional derivatives are
and
respectively with 0 α > and
Notice that
and sgn( ) 1
Analogously, the Fourier transforms of Riemann-Liouville and Riesz fractional integrals are given by
the Riesz-Feller derivative is defined as
so that its Fourier transform is
FRACTIONAL FOKKER-PLANCK EQUATION FOR DRIFT-DIFFUSION MODEL
The fractional Fokker-Planck equation (fFPE)
is a generalization of classical drift-diffusion equation that describes drift-diffusion processes, where ( , ) p x t is the probability that a particle is found at x at time t or the spatial distribution of fluid density or solute concentration at a particular time. K α and K β are the respective coefficients for drift and diffusion. In addition, 0 1 α < ≤ and 1 2 β < ≤ are the fractional orders of spatial derivatives, 0 1 γ < ≤ is the fractional order of temporal derivative. As a result, 
Applying Laplace transform to both sides of Eq.(16), we receive 
Therefore,
The inverse Laplace transform of Eq. (23) is
where 
The inverse Fourier transform of Eq. (24) is 
where
is the Green or kernel function. Its Fourier transform is
The analytical solution in Eq.(26) for fFPE can be approximated by continuous-time random walk or path integrals. Notice that the kernel function in Eq.(27) is a generalization of traditional Gaussian kernel. When 1 α = , 2 β = , 1 γ = , and 0 θ = , the kernel function becomes Gaussian.
The fFPE in Eq.(16) provides a parametric approach to represent model-form uncertainty. Different combinations of α , β , γ , and θ lead to distributions with heavy tails or skewness. Orders α and β capture the uncertainty related to spatial distribution, whereas γ provides the sense of uncertainty in time domain. Skewness θ represents the anisotropic property of diffusion so that dispersion is orientation-dependent.
To provide a sense of how the parameters affect the simulation results, here some plots of probability density functions with different model-form parameters are given. Figure 1 shows the effect of skewness θ , and Figure 2 illustrates the effect of β . More combinations of the parameters are shown in Figure 3 . 
QUANTIFICATION OF MODEL-FORM UNCERTAINTY IN DRIFT-DIFFUSION PROCESSES
As shown in Section 3, model-form parameters α , β , γ , and θ provide a variety of possible probability distributions which cannot be obtained by simply changing drift and diffusion coefficients of classical FPE. The flexibility provides a new approach to quantify model-form uncertainty. In this section, a new approach of model selection based on calibration is proposed, where an optimization formulation is developed to reduce model-form uncertainty. It uses the local sensitivity analysis of model prediction with different model forms.
Local Sensitivity Analysis
For global sensitivity analysis, we may choose statistical [ 15 ] or non-statistical [ 16 ] approaches. Here, the local sensitivity of the model prediction in Eq.(26) is analyzed by estimating the first derivatives with respect to the model-form parameters.
If the probability in Eq. (26) is denoted as ( , | )
is the combination of model-form parameters, then 
The respective Fourier transforms are
The local search direction to find the optimum solution of Eq.(42) is the first derivative of Eq.(43) with respect to the model-form parameters, which is
which is similar to Eq.(29). The calibration process will follow the algorithm of optimization in Table 1 . A simplified version of calibration is obviously based on mutual information instead of accumulative mutual information in Eq.(39). A numerical example is used to demonstrate the proposed calibration procedure. 2,000 samples are randomly drawn from a Gaussian distribution. The simpler criterion of maximizing mutual information is applied. The pdf of experimental data is shown with the solid line with markers in Figure 4 . An initial set of parameters (
, and 0.4 θ = ) are first given and the corresponding pdf is shown as the dash line in Figure 4 . After 250 iterations of searching procedure in the algorithm in Table 1 , the updated and final pdf are shown as the solid lines in Figure 4 . The optimized parameters are
, and 0.811 θ =
. The search history of γ and θ is shown in Figure 5 . The value of mutual information gradually increases until it converges, as shown in Figure 6 .
Notice that the number of iterations is directly related to the threshold value ε in the stop criteria as well as the step size λ during the search. The threshold value used in Figure 6 (a) is 5e−6 and the step size is 1.0. A larger threshold value or a larger step size will lead to fewer iterations. For instance, when the step size is increased to 2.0, the number of iterations is reduced to 109 with the same threshold value, as shown in Figure 6 (b). The proposed calibration approach can also be applied dynamically as an incremental calibration procedure when data are collected sequentially and the model can be re-estimated accordingly.
Compared to Bayesian model average, there is no need to assume the probabilities associated with different model choices. The calibration process is continuous for model-form parameters.
The second example is to calibrate the model against a Fréchet distribution with the pdf as
, and 0.5 ξ = . The result of calibration is shown in Figure 7 , where the solid line with star markers denotes the pdf of Fréchet distribution, the dash line is the initial pdf, and the solid lines show the update process of calibrated pdf. The change of accumulative mutual information is shown in Figure 8 . 
DISCUSSIONS AND CONCLUSION
The method to quantify model-form uncertainty in simulating drift-diffusion phenomena is generic enough to capture the advection-diffusion and probability evolution driven by complex physical mechanisms. Therefore, the modeled processes are not restricted to Gaussian any more. Long-range correlations and memory effects are commonly observed in physical world. The simplification involved in Gaussian process modeling has inherent errors in its description. Fractional calculus provides a versatile tool to quantify and reduce the model-form uncertainty.
Except for a few simple pdf's that have analytical forms subject to fractional operators, most of fractional integrals and derivatives have to rely on numerical approaches to estimate. Fractional derivatives can be approximated by series of integerorder derivatives [18 ,3] , integer-order moments [19 ,20 ] [9] . The general analytical solution provided in Section 3 enables us to employ other numerical methods to find the solution. Numerical method is not the focus of this paper. Yet the approximated solutions obtained in the paper are based on fast Fourier transform with relatively low computational costs.
It is seen in Section 4.2 that the model calibration works well for some classical distributions. However, it should be aware that the four model-form parameters are not completely independent. It leads to the possibility that multiple optimum combinations of parameters produce the same distributions. This issue will become less apparent when multiple time steps of probability evolution are involved in the calibration process.
In the future work, numerical methods to enhance both the efficiency and accuracy for approximated solutions need to be studied. The discretization in real and reciprocal spaces for fast Fourier transform requires a large number of values to reduce the approximation error. A combination of approximations in real and functional spaces may improve the efficiency by reducing the density of discretization. How to incorporate multiple time steps efficiently in model calibration also requires more investigation.
