This paper presents optimal recursive estimators for vector valued Gauss-Markov random fields taking values in R M and indexed by (intervals of) R or Z. These 1-D fields are often called reciprocal processes.
processes are reciprocal, thus they also admit the second order representation of [17] . However, for such processes, the second order representation is not well-posed because of the boundary conditions. For the special class of reciprocal processes of [10] , recursive estimators and double sweep recursive solution procedures have been derived by Adams, Willsky, and Levy [11] , [12] . Further, Krener [15] introduced the notion of inwards and outwards boundary process for the special class of reciprocal processes defined in [10] . These were used by Nikoukhah, Willsky, and Levy [13] to develop double sweep recursive methods of generating the reciprocal process of [10] . The double sweep recursions of [13] started from the middle and moved outwards towards the boundary (using the outwards boundary process) and then moved inwards from the boundary (using the inwards boundary process).
Forward and backwards representations for Markov processes have been derived by Verghese and
Kailath [25] . Moura and Balram [26] derived forward and backwards recursive representations for two-dimensional (2-D) Gauss-Markov random fields, i.e., fields on a 2-D lattice, with zero boundary conditions. For continuous index reciprocal processes, Chen and Weinert [20] showed that a field is reciprocal if and only if a transformed version of it is a Markov process. Characterizations of GaussMarkov random fields with higher order continuous indices is studied by Moura and Goswami [27] , see also references there in.
C. Summary of Contributions
In this paper, we study Gaussian reciprocal processes in R M with both continuous and discrete indices satisfying Dirichlet boundary conditions, i.e., the boundary values are jointly Gaussian with known mean and variance. The reciprocal processes that we consider satisfy the second order representations of [17] , [19] , which are more general than the first order representations of [10] . For second order reciprocal processes, the recursive methods of [11] [12] [13] fail because of the higher order dynamics of the system.
To derive recursive algorithms for second order reciprocal processes, we introduce two new classes of recursive representations. The first class includes the forward and backwards recursive representations, which are generalizations of the representations given in [26] for fields with zero boundary conditions. These forward and backwards representations differ from that of [25] , which apply only to Markov processes.
The second class of recursive representations for second order reciprocal processes is the telescoping representation. We transform the Gauss-Markov random field or Gaussian reciprocal process in R M into a Gauss-Markov process in R 2M by folding the index set. In other words, by doubling the dimension, the field taking values in R M is folded into a process taking values in R 2M . We call the R 2M dimensional DRAFT Gauss-Markov process a telescoping process. The forward recursion that we present for the telescoping process starts at the boundary of the index set and telescopes inwards. We can also present a recursive representation for the telescoping process that starts from the inside and telescopes outwards. This is equivalent to a backwards representation for processes, readily available from the representation in [25] . These inwards/outwards recursive representations for the telescoping process apply to second order reciprocal processes and are distinct from the inwards/outwards representations in [13] that are defined for the very restricted class of reciprocal processes satisfying first order representations with mixed boundary conditions. The folding is done from the middle of the index set for the discrete index case.
For the continuous index case, the folding can be done about any point [20] . The new classes of recursive representations that we introduce for reciprocal processes result in single sweep recursive methods for generating a reciprocal process, more efficient than the double sweep method of [19] . Parts of this paper were presented at [28] and [29] .
D. Organization and Notation
Section II reviews the theory of discrete index reciprocal processes and its known second order representation from [19] . Section III derives the new forward and backwards representation for reciprocal processes. Section IV introduces the telescoping process and its recursive representation. Section V presents Kalman filters and recursive smoothers for reciprocal processes. Section VI formulates equivalent results for continuous index reciprocal processes. Section VII concludes the paper.
Notation:
The letters k and t indicate discrete and continuous indices respectively. The M -dimensional identity matrix is I M , the M -dimensional whole zero matrix is 0 M , and the N × M whole zero matrix is 0 N ×M . We follow Matlab notation for matrix A: A(K : L, :) refers to the rows K to L, A(:, K : L) refers to the columns K to L, and A (K : L, K ′ : L ′ ) refers to the subblock of elements in the Kth to Lth row and K ′ th to L ′ th column of A. If B 1 , B 2 , . . . , B N are M 1 × M 2 matrix blocks, we follow the notation:
. . .
, where I M is the kth block entry of e k .
DRAFT II. RECIPROCAL PROCESS
In Section II-A, we define a reciprocal process and its properties and, in Section II-B, we review its known noncausal second order representations.
A. Definitions and Properties
We formally define a reciprocal process [8] and a Markov process [30] .
process if, for any r, l ∈ I, such that r < l, the field interior to [r, l] ⊂ Z is conditionally independent of the field in I\[r, l] given x(r) and x(l).
Definition 2 (Markov Process
process if, for any r ∈ I, the process defined on [0, r − 1] ⊂ Z is conditionally independent of the process defined on [r + 1, N ] given x(r).
Throughout this paper, we always consider Gaussian reciprocal processes and Gauss-Markov random processes. For simplicity, we drop the use of the word Gaussian (or Gauss). While we use the word process to refer to a reciprocal process and a Markov process, we emphasize that reciprocal processes are actually fields, see Definition 1.
Markov processes are reciprocal, but a reciprocal process might not be a Markov process. One condition under which a reciprocal process is a Markov process is given next. The proof can be found in [19] .
Throughout this paper, unless mentioned otherwise, we assume that x(k) ∈ R M is a zero mean
and the boundary conditions are assumed to be Dirichlet.
Definition 3 (Dirichlet Boundary Conditions):
For a reciprocal process x(k), k ∈ [0, N ], the Dirichlet boundary conditions are specified as 
In the next section, we review the noncausal representations for reciprocal processes. 
where the boundary conditions are given in (1), (2) is noncausal since x(k) depends on x(k − 1) and x(k + 1). We now present an equivalent matrix based representation for x(k).
2) Matrix Representation:
Collectively, the equations in (2) lead to the matrix representation
where X, v, B 0 , and B N are (N − 1)M × 1 column vectors such that
The covariance of v is
We assume the covariance matrix A is positive definite. Equation (4) extends the representation for Gaussian reciprocal processes with zero boundary conditions given in [26] to nonzero Dirichlet boundary conditions. In the next section, we introduce the theory of Green's functions which will be useful in deriving recursive representations for x(k) in Section VC.
DRAFT
3) Green's Function: Consider the difference operator
where Z is the forward shift operator such that Zf (k) = f (k + 1). We can rewrite (2) in terms of Λ k as
If Λ k is defined over the interval
the associated Green's function, Γ (k, s; J r ), is a matrix such that
In Γ (k, s; J r ), (k, s) ∈ J r is the index of the Green's function and the zero boundary conditions are defined on the boundary of the interval J r . If r = 0, i.e.,
, we can write the solution to (11) as
where
The solution in (13) is when the boundary conditions are given by x(0) and x(N ). If the boundary conditions are x(r − 1) and x(N − (r − 1)), i.e., x(N − r + 1), for k ∈ J r = [r, N − r], [19] ,
We have stated the noncausal representation for x(k). In the next section, we derive the first class of recursive representations using the matrix representation given in (4).
III. FORWARD AND BACKWARDS RECURSIVE REPRESENTATIONS
Consider
The matrix L is block lower diagonal and U is block upper diagonal such that
where the blocks L k , U k , P k , and B k are M × M matrices and L k and U k are lower and upper triangular respectively. Recursive methods for calculating L and U can be found in [26] . Using (15) in (4), we have
The RHS of (17) and (18) have a special structure. Since L k , the kth block diagonal in (16), is lower
Define
where the dots in (23) correspond to columns of A −1 that we do not care about now. If we refer to the M × M blocks of Ψ 1 and Ψ 2 as Ψ 1 k and Ψ 2 k respectively, we have
DRAFT An alternative way to calculate Ψ 1 k and Ψ 2 k is using the operator
From (9), we know that the covariance of v is A, so we have
Thus, w and u are white noise. We refer to the M × 1 blocks of w and u as w(k) and u(k) respectively.
Define Ψ 2 0 = 0 and Ψ 1 N = 0. We now derive the forward and backwards representations for x(k).
Theorem 2 (Forward/Backwards):
The forward and backwards representations for
Backwards:
w(k) is white noise independent of x(0), u(k) is white noise independent of x(N ), and E w u T = LU −1 .
Further, x f (k) and x b (k) are defined as
Proof: Using (16), (19)- (25), we can write (17) and (18) as recursive equations such that
Using (31) and (32), we get (29), (30) .
w(k) is independent of x(0) and u(k) is independent of x(N ). Again using (26) and E v v T = A, we get the correlation between w and u.
We have established the forward and backwards representation for x(k). This was done by transforming opposed to the double sweep recursive synthesis procedure proposed in [19] . In the next section we derive another recursive representation for x(k) by folding the index set [0, N ].
IV. TELESCOPING RECURSIVE REPRESENTATION
In Section IV-A, we derive the telescoping representation. In Section IV-B, we use the Green's function to give closed form expressions for the parameters of the telescoping representation. In Section IV-C, we present a matrix based approach to derive the telescoping representation. We give an example in Section IV-D.
A. Telescoping Representation
Let x(k) ∈ R M be a zero mean reciprocal process for k ∈ I = [0, N ] ∈ Z. Although our results easily extend to the case when N is even, for simplicity, assume N is odd. Suppose we fold the index in Figure 1 (a) to that in Figure 1 
The covariance of z(k) is given by
Theorem 3: The process z(k) is a Markov process and admits the recursive representation
where the initial condition is
Gaussian white noise such that
The recursions for a Gaussian reciprocal process, starting at the boundaries and then moving inside
is a Markov process. The recursive representation (37) now follows from standard theory of state-space models for Markov processes [31] .
Theorem 3 presents a recursive representation for the noncausal random field x(k) ∈ R M by folding the index set to construct the process z(k) ∈ R 2M , which is a Markov process. The actual recursions are shown in Figure 2 . We start at the boundary values, {x(0), x(N )}, and telescope inwards towards the middle of the index set. For this reason z(k) is a called a telescoping process and the representation (37) is called a telescoping representation. This provides a means to synthesize reciprocal processes in a single sweep over the interval [0, N ]. Using the backwards representations of [25] for Markov processes, we can derive recursive equations for x(k) that initiate in the middle and telescope outwards towards the boundary. Note x(k) need not be Gaussian to prove that z(k) is Markov. Gaussianity is needed to derive the linear recursive representation.
For first order reciprocal processes with mixed boundary conditions, the inwards/outwards recursions just presented are equivalent to the ones in [13] . However the representations of [13] are restricted to first order reciprocal processes; they can not be applied to the more general class of reciprocal processes characterized by second order representations.
We now assume that x(k) admits the second order representation in (2) and derive closed form expressions for H(k) and the covariance of w z (k) in terms of the Green's functions in (12) .
DRAFT

B. Green's Function Approach to the Telescoping Representation
The following theorem establishes a closed form expression for H(k) and the covariance of w z (k) in terms of the Green's function Γ(k, s; J k ) defined in (12) , where
Theorem 4:
The process z(k) in (35) admits the recursive representation
where w z (k) is Gaussian white noise such that
and
Proof: See Appendix.
From Theorem 3, given the second order representation for x(k), we can find the parameters of the telescoping representation if we are given either
. We now give another approach to finding H(k) and the covariance of w z (k) based on the matrix representation in (4).
C. Matrix Approach to the Telescoping Representation
Let Z be the vector of all z(k),
Recall the definition of the matrix e k introduced in Section I. The vector Z is a reordering of X by the permutation P , P = e 1 ; e N −1 ; . . . ; e k ; e N −k ; . . . ; e (N −1)/2 ; e (N +1)/2 .
Thus, we have Z = P X. From properties of permutation matrices, P is orthogonal, so we can write (4) in terms of Z as
Since Z is a Markov process, and thus a reciprocal process, using (42), we can derive a noncausal representation for Z.
DRAFT
Theorem 5 (Noncausal Representation of Z):
A noncausal representation for Z is given by
where P AP T is a symmetric block tridiagonal matrix with 2M × 2M blocks and B 0 is an (N − 1)M × 1 column vector such that
Proof: Multiplying (42) by P , we get (43). Since E[ v v T ] = A, the correlation of the noise P v in (43) is P AP T . Further, since A block tridiagonal with block size M × M , it is easy to show that P AP T is block tridiagonal with block size 2M × 2M . Assuming that z((N + 1)/2) = 0 and comparing (43) to (4), we see that (43) is a second order noncausal representation of z(k).
To derive recursive representations, we can now use the methods of Section III since we have the noncausal representations for Z. On doing Cholesky decomposition of P AP T , we get
where the block L k is a 2M × 2M lower triangular matrix and the block P k is a 2M × 2M matrix. Note that these Cholesky factors are different from the Cholesky factors of A given in (16) . We now have the following theorem.
Theorem 6: A recursive representation for z(k) takes the form
where w z (k) is white Gaussian noise and
The matrices L k and P k are given in (46) and
DRAFT Proof: Using (45) in (43) and inverting L T we have
The quantity L −T P v is white noise and using (46) and the form of B 0 in (44), we get the desired result.
Theorem 6 gives another way to get the representation for z(k) given the second order representation for x(k). Using the upper Cholesky factorization of P AP T , we can derive recursions which start from the middle and move outwards. Recursive methods of doing the Cholesky factorization in (45) can be found in [26] .
The following theorem summarizes the equivalence relations between the new recursive representations we have derived in this paper.
Theorem 7 (Forward, Backwards, and Telescoping Representations: Equivalence):
The forward, backwards, and telescoping representations are equivalent; in other words, either can be recovered from the other.
Proof:
We prove that given either the forward, backwards, or telescoping representations, we can recover the original matrix representation in (4). To recover (4), we need A, M Given the telescoping representation, we know the values of L and P 1 . Using (50), we can recover
Since L T L = P AP T and P is known, A can be recovered. Given the matrix representation, the forward, backwards, and telescoping representations can be calculated.
In the next section we give an example of how to calculate the telescoping representation of reciprocal process given its second order representation.
D. Example
Let N = 7, M = 1 and consider a mean zero Gaussian reciprocal process x(k) for k = 0, 1, 2, 3, 4, 5, 6, 7.
Let x(0), x(7) be jointly Gaussian with known covariance. Let the second order noncausal representation of x(k) be
where 0 < α < 1 and the covariance of the driving noise v(k) is given by the 6 × 6 matrix A,
We now construct the telescoping representation in (37), where we start at the boundary values and telescope inwards. First consider the vector Z such that
To get Z from X, we construct the permutation matrix P = [e 1 ; e 6 ; e 2 ; e 5 ; e 3 ; e 4 ], so that Z = P X. To find the recursive representation in Z, we proceed as in Section IV-C. The matrix P AP T is given by
After doing Cholesky factorization of P AP T , the recursive equations for
where the w z (k) is white Gaussian noise with covariance E[w 2
The telescoping nature of the above equations is clear since we initiate the recursions at x(0) and x(7) and telescope inwards to the middle of the index set. In the next Section, we derive recursive estimators using the forward, backwards, and telescoping representations.
V. RECURSIVE ESTIMATION
Consider noisy observations y(k) of x(k) such that
where n(k) ∼ N (0, N k ) and independent of x(k). For simplicity, we assume no observations of the boundary so that k ∈ [1, N − 1]. Define the estimators,
In Section V-A, we derive recursive equations for the filtered estimate x(k|k) in (55), the backward estimate x b (k|k) in (56), and the smoothed estimate x s (k) in (57) using the forward/backwards representations. In Section V-B, we derive recursive estimators for the noncausal estimator in (58) and the smoother x s (k) using the telescoping representations
A. Recursive Estimation: Forward/Backwards Representations
Notice that although we observe x(k), the forward representation in (29) is in terms of x f (k). Since
, we write the input-output dynamics in terms of the state-
where we assume n(k) is independent of w(k). Given (59) and (60) 
In a similar manner, we use the backwards representation in (30) to get the backwards recursive equations for x b (k|k) ; x b (0|k) and then forward recursive equations for the smoother.
We presented recursive filtering and smoothing equations for estimating x(k) by introducing a dummy variable, x f (k) or x b (k). In the next section, we outline a method for recursive estimation using the telescoping representation that does not require dummy variables.
B. Recursive Estimation: Telescoping Representation
We rewrite the telescoping representation in (37) in terms of
Rewriting the observations in terms of [x(k) ;
Given the input dynamics in (61) and the output in (62), we can immediately write down Kalman filtering equations for the noncausal estimator defined in (58) with the initialization [Ex(0) ; Ex(N )].
The noncausal estimator calculates an estimate of x(k) and x(N −k) based on past and future observations.
Because of this change in how we define our estimator, we can use the Kalman filter on x(k). To calculate the smoothed estimate, we can easily apply the Rauch-Tung-Striebel smoother. The recursions for the Kalman filter start at the boundary and telescope inside to the middle of the index set, while the recursions for the smoother start at the middle and telescope outwards to the the boundary of the index set.
VI. CONTINUOUS INDEX RECIPROCAL PROCESS
We now turn to deriving causal representations for reciprocal processes with continuous indices. The definitions and properties given for discrete indices in Section II-A, hold for reciprocal processes with continuous indices. In Section VI-A, we state the known noncausal representation. In Section VI-B, we derive forward and backwards recursive representations. In Section VI-C, we derive telescoping recursive representation. In Section VI-D, we derive recursive estimators.
DRAFT
A. Noncausal Second Order Representation
Let x(t) ∈ R M be a zero mean Gaussian reciprocal process defined on [0, T ] with Dirichlet boundary conditions as in (1) . Let R(t, s) be the covariance of x(t). Throughout this paper, we assume that R(t, s)
satisfies the following assumptions [17] :
A2. R(t, t) > 0 for t ∈ (0, T ).
A3. The matrix Q(t)
is invertible, where the partials are defined as
and likewise for ∂R(t − , t) ∂t .
A4. The matrix
is invertible for all t 0 , t 1 ∈ (0, T ).
Given the assumptions A1-A4, it has been shown that there exists a partial differential operator
such that Q −1 (t)L is positive and symmetric [17] . Further, the covariance satisfies
The matrices G(t) and F (t) depend on R(t, s) as follows [17] ,
Given the differential operator L, we can find a noise process ξ(t) [17] , [27] , such that
In addition, x(t) admits a differential representation [17] , [27] ,
The above equation is of second order and driven by correlated noise. A solution to (70) is [17] 
where Ψ 1 (t) and Ψ 2 (t) are functions such that Ψ(t) = [Ψ 1 (t); Ψ 2 (t)],
and x p (t) is a reciprocal process with zero boundary conditions, i.e., x p (0) = x p (T ) = 0, with representation Lx p (t) = Q(t)ξ(t), and covariance R p (t, s) such that [32] 
Since x p (t) has zero boundary conditions, from Theorem 1, x p (t) is a Gauss-Markov process.
The following theorem, proved in [17] , gives us a way to factorize the second order differential operator L in (64) and also gives us a distributional relationship between ξ(t) and white noise.
Theorem 8 (Operator factorization [17]):
For the linear differential operator L given in (64), there exists a factorization
where P = ∂ ∂t − A(t) and P * is the adjoint of P. Further, A(t) satisfies the equations
For any such factor P, we have a distributional relationship between ξ(t) and white noise
where u(t) is white noise and B(t) is such that
B. Forward and Backwards Recursive Representations
The previous Section reviewed second order representations for reciprocal processes with continuous indices. Now, we use these results to derive first order recursive white noise driven representations for continuous index reciprocal processes.
Theorem 9:
For the Gauss-Markov process x p (t) ∈ R M in (71), which has zero boundary conditions on [0, T ], we have the recursive white noise driven representations,
where w(t) and u(t) are white noise and
We have established recursive representations for the Gauss-Markov process x p (t). The following corollary establishes recursive representations for the reciprocal process x(t).
Corollary 10 (Forward/Backwards Representations):
The Gaussian reciprocal process x(t) satisfying the second order representation in (70) admits two recursive white noise driven representations given by
Proof: Applying P f and P b to both sides of (71) and observing the fact that P f Ψ 2 (t) = 0 and P b Ψ 1 (t) = 0, we get the desired result.
The first order equations (80) and (81) are continuous versions of (33) and (34) respectively. The driving noises, w(t) and u(t), are white and not correlated noise. As done before, we define new processes x f (t) and x b (t),
Notice that x f (0) = x(0) and x f (T ) = 0. In addition, since x f (t) is also a reciprocal process, from Theorem 1, x f (t) is a Markov process. Similarly, x b (t) is also a Markov process since x b (0) = 0. The white noise driven representations can be interpreted as forward and backwards representations:
We call (84) forward as it initiates at t = 0 and steps forward in space. This suggests that, although x(t)
is a noncausal signal, (84) is a causal representation of x f (t). Similarly, (85) is backwards in the sense it initiates at t = T and steps backwards in space, and because of this (85) is an anticausal representation of x b (t). To generate x(t) recursively, we first generate x(0) and x(T ) and then use either the forward or backwards representations to recursively generate x(t) using just one sweep over the interval [0, T ].
We now derive another recursive representation for x(t) ∈ R M by transforming x(t) into z c (t) ∈ R 2M .
C. Telescoping Recursive Representation
From [20] , we have the following result.
Theorem 11 ( [20] ): For any c ∈ (0, T ), let l c (t) = T − (T /c− 1)t , t ∈ [0, c] and construct the process
The process x(t) is reciprocal iff for all c ∈ (0, T ), z c (t) for t ∈ [0, c] is Markov.
If we choose c = T /2 in the above theorem, z c (t) will correspond to folding the index set from the middle, same as done in the discrete index case. We see that the continuous index gives rise to not one, but to an uncountable number of Markov processes. Define the covariance of z c (t) as
Theorem 12 (Telescoping Representation):
We have the following recursive white noise driven repre-
where z c (0) = [x(0) ; x(T )] and w c (t) is Gaussian white noise with covariance
Proof: Since z c (t) is a Gauss-Markov random process, it will satisfy a stochastic differential equation and the parameters follow from [32] , [33] .
DRAFT Using (88) we can generate x(t) recursively by initiating the process at x(0) and x(T ) and recursively moving inwards towards t = c. Using the backwards representations for processes [25] , we can derive recursions that start at t = c and move outwards to the boundary. We now use the forward/backwards and telescoping representations to derive recursive estimators for x(t).
D. Recursive Estimation
Let the observation of the Gaussian reciprocal process x(t) be
To derive recursive filtering and smoothing equations using the forward representation in (84), consider the state-variable [x f (t) ; x(T )] and the input dynamics   x f (t)
with initial conditions [x(0) ;
, we rewrite the observations as
Using (89) and (90), we can easily write down Kalman-Bucy [34] filtering equations for
The actual estimate will involve estimates of x f (t) and x(T ). Given the filtered estimates, we can write down the backwards Rauch-Tung-Striebel smoothing equations for the smoothed estimate
The initialization for the smoother will be x(T |T ), which is calculated using the Kalman-Bucy filter. In a similar manner, we can use (85) to write down backwards equations for the filter and forward equations for the smoother.
To use the telescoping representation for recursive filtering, we write the observations as   y(t)
The dynamics of the reciprocal process are given in (88), which we rewrite in terms of x(t) as   x ′ (t)
DRAFT
We can get the Kalman-Bucy filtering equations for the noncausal estimate   x nc (t)
Similarly, we get the Rauch-Tung-Striebel smoother for the smoothed estimate   x s (t)
Thus, we use future observations to calculate the filtered estimate this allows for recursions to starts at the boundary and to move towards t = c. The recursions for the smoother start at t = c and move outwards towards the boundary of the index set.
VII. CONCLUSION
We derived forward/backwards and telescoping representations for Gaussian reciprocal processes or vector valued Gauss-Markov random fields indexed by R and taking values in R M and characterized by second order representations. Both representations allowed for recursive processing of reciprocal processes. Using the forward/backwards representations, we recursively generate a Markov process and add a correction term after each recursion to get the reciprocal process. Using the telescoping representation, we start the recursions at the boundaries and telescope inwards. Thus, the reciprocal process at each index point is generated recursively using past (or left) and future (or right) values. A consequence of the telescoping representation is that we can map any reciprocal process in R M to a Markov process in R 2M by folding the index set. For the discrete index case, this folding is done at the middle of the index set, while for the continuous index case, this folding can be done about any point within the index set.
Using the recursive representations, we promptly derived recursive estimators. Future work will involve extending the work to Gauss-Markov random fields indexed by R 2 or Z 2 .
APPENDIX
Proof of Theorem 4:
Using the Green's function decomposition of x(k) in (14) and the orthogonality of v(k) and x(l), R z (k, k − 1) can be written as This gives us the expression for the covariance of w z (k). Substituting in (93), we get H(k).
Proof of Theorem 9:
We first show that P f and P b are valid factors of L and conditions given in Theorem 8 are satisfied. To solve this, for some M (t), let A(t) = M ′ (t)M −1 (t). Then,
Substituting in (74), we have −M ′′ (t) + G(t)M ′ (t) + F (t)M (t) = 0 . Thus, M (t) is the homogeneous solution to LM (t) = 0. Since boundary conditions are not specified, there are many solutions, and, from (72), Ψ 1 (t) and Ψ 2 (t) satisfy the above equation. Since R p (t, s) satisfies (65), we can write down the expressions for Q(t), G(t), and F (t) in terms of R p (t, s). From (73), R p (t, s) depends on Ψ 1 (t) and Ψ 2 (t). Substituting all this, we can verify that (75) holds for M (t) = Ψ 1 (t) and M (t) = Ψ 2 (t). Since A(t) = M ′ (t)M −1 (t), P f and P b are valid factors for the operator L. Using (73) and (76), we have 
