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CHARACTERIZATIONS OF SOME PROPERTIES ON
WEIGHTED MODULATION AND WIENER AMALGAM SPACES
WEICHAO GUO, JIECHENG CHEN, DASHAN FAN, AND GUOPING ZHAO
Abstract. In this paper, some properties on weighted modulation andWiener
amalgam spaces are characterized by the corresponding properties on weighted
Lebesgue spaces. As applications, sharp conditions for product inequalities,
convolution inequalities and embedding on weighted modulation and Wiener
amalgam spaces are obtained. These applications improve and extend many
known results.
1. Introduction
The study of modulation space, which originated by Feichtinger [7] about 30
years ago, has over time been transformed into a rich and multifaceted theory,
providing basic insights into such topics as harmonic analysis, time-frequency anal-
ysis and partial differential equation. Nowadays, the theory has played more and
more notable roles. Among numerous references, one can see [9] for the historical
perspectives and background on the motivations which led to the invention of the
modulation spaces, see [4, 12, 21, 22, 23, 24] for understanding many characteri-
zations and fundamental properties of the modulation space, see [1, 2, 3, 10] for
the study of relevant operators on modulation space, and see [5, 26, 27, 28] for the
study of nonlinear evolution equations related to the modulation space.
Let S := S (Rn) be the space of all Schwartz functions and S ′ := S ′(Rn) be
the space of all tempered distributions. We define the Fourier transform Ff and
the inverse Fourier transform F−1f of f ∈ S (Rn) by
Ff(ξ) = fˆ(ξ) =
∫
Rn
f(x)e−2πix·ξdx , F−1f(x) = fˇ(x) =
∫
Rn
f(ξ)e2πix·ξdξ.
The translation operator is defined as Tx0f(x) = f(x− x0) and the modulation
operator is defined as Mξf(x) = e
2πiξ·xf(x), for x, x0, ξ ∈ Rn. Fixed a nonzero
function φ ∈ S , the short-time Fourier transform of f ∈ S ′ with respect to the
window φ is given by
Vφf(x, ξ) = 〈f,MξTxφ〉 =
∫
Rn
f(y)φ(y − x)e−2πiy·ξdy. (1.1)
We use Lx;p(R
n) to denote the Banach space (p ≥ 1) or Quasi-Banach space
(0 < p < 1) of measurable functions f : Rn → C, whose norms
‖f‖Lx;p(Rn) :=
(∫
Rn
|f(x)|pdx
)1/p
(1.2)
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are finite, with the usual modification when p = ∞. In many cases we will abbre-
viate Lx;p(R
n) as Lx;p or even Lp, when there is no chance of confusion.
Let M(x, ξ) be a non-negative function on R2n, and φ ∈ S be a fixed window.
We define the norm (or quasi-norm)
‖f‖MMp,q =
∥∥‖Vφf(x, ξ)M(x, ξ)‖Lx;p∥∥Lξ;q
=
(∫
Rn
(∫
Rn
|Vφf(x, ξ)M(x, ξ)|pdx
)q/p
dξ
)1/q (1.3)
with the usual modification when p = ∞ or q = ∞. Then, the modulation space
MMp,q is the set of all f ∈ S ′(Rn) satisfying ‖f‖MMp,q <∞.
From the definition, we see that the modulation space is defined by measuring
the integrability of Vφf(x, ξ) in some suitable mixed-norm spaces on R
2n (the time-
frequency plane). Moreover, weights M(x, ξ) on the time-frequency plane can be
used to draw a more accurate portrait about the global integral properties of the
short-time Fourier transform, one can see [14] for a comprehensive discussion of
weights in time-frequency analysis. Also, we want to remind the reader that the
initial definition ofMMp,q is for 1 ≤ p, q ≤ ∞, while the reader can see [12, 19, 24] for
the definition of MMp,q on the full range 0 < p, q ≤ ∞. In this paper, we will adopt
the definition mentioned in [12], which is consistent with the original definition on
1 ≤ p, q ≤ ∞.
Moderate weights occur in the definition of general modulation space. In fact, the
moderateness of weights appears quite naturally for the convolution estimates (see
[13]), which is the basic tool for studying time-frequency analysis. More formally,
for a weigh function v, a non-negative function ω defined on Rn is called v-moderate
if
ω(x+ y) ≤ Cv(x)ω(y) (1.4)
for any x, y ∈ Rn, where C is a constant independent of x, y ∈ Rn.
In this paper, we will consider the weights of polynomial growth. We use the
notation P(Rn) to denote the cone of all non-negative functions ω which are
v−moderate, where v is a polynomial on Rn. In addition, our main concern is
the weights of separation of variables. More precisely, we study the weighted mod-
ulation space MMp,q with M(x, ξ) = ω(x)m(ξ). This separation property of weights
roughly makes the behaviors of the weighted modulation spaces more close to the
behaviors of corresponding weighted Lebesgue spaces.
Let 0 < p, q ≤ ∞, and ω be a weight function. The function space Lx;p,ω consists
of all measurable functions f such that
‖f‖Lx;p,ω =

(∫
Rn
|f(x)ω(x)|pdx
)1/p
, p <∞ (1.5)
ess sup
x∈Rn
|f(x)ω(x)|, p =∞ (1.6)
is finite. We write it as Lp,ω if there is no confusion. Also, we write Lp,s for the
case ω(x) = (1 + |x|2)s/2 and Lp = Lp,0.
Now, we give the definition of weighted modulation space Mm,ωp,q .
Definition 1.1. Let 0 < p, q ≤ ∞, m,ω ∈ P(Rn). Given a window function
φ ∈ S \{0}, the (weighted) modulation space Mm,ωp,q consists of all f ∈ S ′(Rn)
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such that the norm
‖f‖Mm,ωp,q =
∥∥‖Vφf(x, ξ)‖Lx;p,ω∥∥Lξ;q,m
=
(∫
Rn
(∫
Rn
|Vφf(x, ξ)ω(x)|pdx
)q/p
|m(ξ)|qdξ
)1/q (1.7)
is finite, with the usual modification when p =∞ or q =∞. In addition, we write
Ms,tp,q := Mm,ωp,q for the case ω = 〈x〉t and m(ξ) = 〈ξ〉s, where 〈x〉 := (1 + |x|2)1/2.
We also write Msp,q :=Ms,0p,q and Mp,q :=M0,0p,q.
The above definition of Mm,ωp,q is independent of the choice of window function
φ. The reader may see this fact in [13] for the case (p, q) ∈ [1,∞]2, and in [12] for
the case (p, q) ∈ (0,∞]2\[1,∞]2.
Next, we introduce the Wiener amalgam spaceWm,ωp,q corresponding to the space
Mm,ωp,q .
Definition 1.2. Let 0 < p, q ≤ ∞, m,ω ∈ P(Rn). Given a window function
φ ∈ S \{0}, the (weighted) Wiener amalgam spaceWm,ωp,q consists of all f ∈ S ′(Rn)
such that the norm
‖f‖Wm,ωp,q =
∥∥‖Vφf(x, ξ)‖Lξ;q,m∥∥Lx;p,ω
=
(∫
Rn
(∫
Rn
|Vφf(x, ξ)m(ξ)|qdξ
)p/q
|ω(x)|pdx
)1/p (1.8)
is finite, with the usual modification when p =∞ or q =∞.
Again, the definition is independent of the choice of the window φ. We write
W s,tp,q :=W
m,ω
p,q for ω = 〈x〉t and m(ξ) = 〈ξ〉s.
Since Vφf(x, ξ) = Vφˆfˆ(ξ,−x), we have the following relations between the mod-
ulation space and the Wiener amalgam space:
Wω,mp,q = F (Mω˜,mq,p ), Mm,ωp,q = F (W ω˜,mq,p ), (1.9)
where ω˜(x) = ω(−x).
Based on the above relations, properties of Wiener amalgam spaces may be
deduced directly from the corresponding properties of modulation spaces. Thus,
in this article we will mainly give the proof on the modulation space, then the
corresponding conclusion on the Wiener amalgam space follows.
As we known, some algebraic properties, such as the product and the convo-
lution, play a decisive role in the research of some nonlinear problems in partial
differential equation. However, we notice that extensive studies on the modulation
spaces emerged mostly in last ten years. Compared to the classical Lebesgue spaces
and Besov spaces, these properties, as well as some analysis properties, of the mod-
ulation spaces are quite different and still are not fully explored. Below we briefly
review some historical results on this subject.
One initial significant work is Feichtinger’s paper [8], which gives a general de-
scription of Banach convolution property for Wiener type spaces W (B,C) defined
on locally compact groups. One can also see [17] for some convolution properties
for weighted Wiener amalgam spaces. For the unweighted modulation spaceMp,q,
the embedding, product and convolution relations are characterized by Cordero
and Nicola in [4]. Inspired by their results, in an earlier paper [16], we obtain
4 WEICHAO GUO, JIECHENG CHEN, DASHAN FAN, AND GUOPING ZHAO
the optimum of product inequality on M0,tp,q, convolution inequality on Ms,0p,q and
embedding on the weighted modulation spaces Ms,tp,q, for 1 ≤ p, q ≤ ∞, s, t ∈ R.
Furthermore, we study the optimum of product inequality on Msp,q in a recent
work [15]. Meanwhile, we notice that a recent paper [23] also concerns the similar
problem. In [23], the authors establish some sufficient conditions, as well as some
necessary conditions, on the product and convolution inequalities on weighted mod-
ulation spaces Ms,tp,q. However, their results remain a distance from the optimum,
since there is a gap between the sufficiency and necessity.
In this paper, we will continue this topic. As one of the targets, we will give
complete answers on Ms,tp,q by establishing the sharp product and convolution
inequalities. However, our research will be, not merely on Ms,tp,q, engaged in the
more general spaceMm,ωp,q . To this end, we start with asking a more general question
with weights in P(Rn): if f lives in one modulation space Mm1,ω1p1,q1 and g lives in
another modulation spaceMm2,ω2p2,q2 , what modulation spaceMm,ωp,q does the product
fg or the convolution f ∗ g live in? More quantitatively, what optimal conditions
can guarantee the bilinear estimates
‖fg‖Mm,ωp,q . ‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2 (1.10)
or
‖f ∗ g‖Mm,ωp,q . ‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2 . (1.11)
If f ∈ S ′ and g ∈ S ′, it is not clear in general what is the sense of fg and f ∗ g.
For this reason, we use Mm1,ω1p1,q1 · Mm2,ω2p2,q2 ⊂ Mm,ωp,q to denote that the product
map f · g initially defined on S × S extends to a bounded bilinear map from
Mm1,ω1p1,q1 ×Mm2,ω2p2,q2 into Mm,ωp,q . Similarly, we use Mm1,ω1p1,q1 ∗ Mm2,ω2p2,q2 ⊂ Mm,ωp,q to
denote that the convolution map f ∗ g initially defined on S × S extends to a
bounded bilinear map from Mm1,ω1p1,q1 ×Mm2,ω2p2,q2 into Mm,ωp,q . More generally, for
function spaces X,Y and Z defined on Rn, we adopt the notations X · Y ⊂ Z and
X ∗ Y ⊂ Z to denote the similar meaning. We use the notation X ⊂ Y to denote
the continuous embedding of function spaces.
Our strategy of research is to reduce the problems to their equivalent discrete
versions. So, next we introduce the discrete Lebesgue spaces. Let s ∈ R, 0 < p, q ≤
∞, ω : Zn → R+ be a weight function. The weighted discrete Lebesgue space lk;p,ω
consists of all functions f : Zn → C whose norm
‖f‖lk;p,ω =

(∑
k∈Zn
|f(k)ω(k)|p
)1/p
, p <∞ (1.12)
sup
k∈Zn
|f(k)ω(k)|, p =∞ (1.13)
is finite. We write lp,ω for short, if there is no chance of confusion. We write lp,s
for the case ω(k) = 〈k〉s.
If Ω is a compact subset of Rn, we denote the function class
LΩp,ω = {f ∈ S ′ : suppfˆ ⊂ Ω, ‖f‖Lp,ω <∞}. (1.14)
Similarly, we write LΩp,t for the case ω(x) = 〈x〉t. We use S Ω to denote the set of
all Schwartz functions with Fourier supports contained in Ω. We use (G, dµ) to
denote G = Rn with the usual Lebesgue measure, or G = Zn with the counting
measure. In many cases, we do not distinguish between functions defined on the Rn
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or Zn. Likewise, we do not distinguish the product map, convolution map defined
by functions on Rn or Zn.
For two functions defined on G, we define the product map
(f · g)(x) = f(x)g(x) (1.15)
and the convolution map
(f ∗ g)(x) =
∫
G
f(x− y)g(y)dµ(y). (1.16)
We use lq1,s1 · lq2,s2 ⊂ lq,s and lq1,s1 ∗ lq2,s2 ⊂ lq,s to denote the relationship
‖f · g‖lq,s . ‖f‖lq1,s1 ‖g‖lq2,s2
and
‖f ∗ g‖lq,s . ‖f‖lq1,s1‖g‖lq2,s2
respectively, for all f and g defined on Zn.
Now, we are in a position to state our main results. We will state the results in
more general multi-linear versions, but for simplicity only give the detailed proofs
for the bilinear cases, since the proofs for the general cases are essential the same.
Also, for the sake of convenience, we use the symbol
∐
to represent multiple con-
volution, and the symbol
∏
to represent multiple product.
Theorem 1.3. Let J ≥ 2 be an integer. Suppose 1 ≤ p ≤ ∞, 0 < pj , q, qj ≤ ∞,
ω, ωj,m,mj ∈ P(Rn) for j = 1, 2, · · · , J . Let Γ be a compact subset of Rn with
non-empty interior. Then
(1)
∏J
j=1Mmj,ωjpj ,qj ⊂ Mm,ωp,q if and only if one of the following statements (a)
and (b) holds:
(a)
∏J
j=1 L
Γ
pj ,ωj ⊂ Lp,ω,
∐J
j=1 L
Γ
qj ,mj ⊂ Lq,m,
(b)
∏J
j=1 lpj ,ωj ⊂ lp,ω,
∐J
j=1 lqj ,mj ⊂ lq,m.
(2)
∐J
j=1W
mj,ωj
pj ,qj ⊂ Wm,ωp,q if and only if one of the following statements (a)
and (b) holds:
(a)
∏J
j=1 L
Γ
qj ,mj ⊂ Lq,m,
∐J
j=1 L
Γ
pj ,ωj ⊂ Lp,ω,
(b)
∏J
j=1 lqj ,mj ⊂ lq,m,
∐J
j=1 lpj ,ωj ⊂ lp,ω.
Theorem 1.4. Let J ≥ 2 be an integer. Suppose 0 < p, pj, q, qj ≤ ∞, ω, ωj,m,mj ∈
P(Rn) for j = 1, 2, · · · , J . Let Γ be a compact subset of Rn with non-empty inte-
rior. Then
(1)
∐J
j=1Mmj,ωjpj ,qj ⊂ Mm,ωp,q if and only if one of the following statements (a)
and (b) holds:
(a)
∏J
j=1 L
Γ
qj ,mj ⊂ Lq,m,
∐J
j=1 L
Γ
pj ,ωj ⊂ Lp,ω,
(b)
∏J
j=1 lqj ,mj ⊂ lq,m,
∐J
j=1 lpj ,ωj ⊂ lp,ω.
(2)
∏J
j=1W
mj,ωj
pj ,qj ⊂ Wm,ωp,q if and only if one of the following statements (a)
and (b) holds:
(a)
∏J
j=1 L
Γ
pj ,ωj ⊂ Lp,ω,
∐J
j=1 L
Γ
qj ,mj ⊂ Lq,m,
(b)
∏J
j=1 lpj ,ωj ⊂ lp,ω,
∐J
j=1 lqj ,mj ⊂ lq,m.
Theorem 1.5 (Characterization of embedding). Suppose 0 < p1, p2, q1, q2 ≤ ∞,
ωj,mj ∈ P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn with non-empty
interior. Then
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(1) Mω1,m1p1,q1 ⊂ Mω2,m2p2,q2 if and only if one of the following statements (a) and
(b) holds:
(a) LΓp1,ω1 ⊂ Lp2,ω2 , LΓq1,m1 ⊂ Lq2,m2 ,
(b) lp1,ω1 ⊂ lp2,ω2 , lq1,m1 ⊂ lq2,m2 .
(2) Wω1,m1p1,q1 ⊂ Wω2,m2p2,q2 if and only if one of the following statements (a) and
(b) holds:
(a) LΓp1,ω1 ⊂ Lp2,ω2 , LΓq1,m1 ⊂ Lq2,m2 ,
(b) lp1,ω1 ⊂ lp2,ω2 , lq1,m1 ⊂ lq2,m2 .
This paper is organized as follows. In Section 2, we first show that, similar
to the one weight case, the modulation space Mm,ωp,q (with two weights) has an
alternative definition which is discrete on the frequency plane. We will define the
discrete weighted modulation space Mm,ωp,q and prove that the norms ‖·‖Mm,ωp,q and
‖·‖Mm,ωp,q are equivalent in Proposition 2.1. We use this discrete type of definition
to give first reduction of our main theorems. Section 3 is devoted to the second
reduction of our theorems, which is based on the discretization of band limited
functions (functions with compact Fourier support). To describe our procedure
more clearly, in Section 2 we will give the first reduction for the proof of Theorem
1.3 by showing that Mm1,ω1p1,q1 ·Mm2,ω2p2,q2 ⊂Mm,ωp,q if and only if LΓp1,ω1 ·LΓp2,ω2 ⊂ Lp,ω
and lq1,m1 ∗ lq2,m2 ⊂ lq,m (see Proposition 2.6) for some compact set Γ ⊂ Rn. Then,
in Section 3, we give the second reduction for the proof of Theorem 1.3 by showing
that LΓp1,ω1 ·LΓp2,ω2 ⊂ Lp,ω if and only if lp1,ω1 · lp2,ω2 ⊂ lp,ω (see Proposition 3.2).
Clearly these two reductions complete the proof of Theorem 1.3 in the bilinear case.
Similarly, in Section 2 we will give the first reduction for the proof of Theorem 1.4
by showing that Mm1,ω1p1,q1 ∗Mm2,ω2p2,q2 ⊂ Mm,ωp,q if and only if LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω
and lq1,m1 · lq2,m2 ⊂ lq,m (see Proposition 2.7) for some compact set Γ ⊂ Rn.
Then, in Section 3, we give the second reduction for the proof of Theorem 1.4
by showing that LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω if and only if lp1,ω1 ∗ lp2,ω2 ⊂ lp,ω (see
Proposition 3.2). These two reductions complete the proof of Theorem 1.4 in the
bilinear case. For the imbedding, in Section 2 we will show that Mm1,ω1p1,q1 ⊂Mm2,ω2p2,q2
if and only if LΓp1,ω1 ⊂ LΓp2,ω2 and lq1,m1 ⊂ lq2,m2 (see Proposition 2.8) and in
Section 3 we will show LΓp1,ω1 ⊂ LΓp2,ω2 if and only if lp1,ω1 ⊂ lp2,ω2 (see Proposition
3.1). These two reductions finish the proof for Theorem 1.5. Additionally, at the
end of Section 3, some remarks are given for comparison with the known results.
Finally, some applications are presented in Section 4. We only focus on the cases
which can be characterized in a more concrete way. The index groups for the
product inequalities, convolution inequalities, embedding relations on modulation
spaces with power weights are completely characterized in this section.
Throughout this paper, we will adopt the following notations. Let C be a positive
constant that may depend on n, pi, qi, si, ti, ωi,mi, (i = 1, 2). The notation X .
Y denotes the statement that X ≤ CY , and the notation X .a1,a2,...,ak Y denotes
the statement X ≤ Ca1,a2,...,akY for some positive constant Ca1,a2,...,ak , which
may depend on the parameters a1, a2, ..., ak. The notation X ∼ Y means the
statement X . Y . X , and the notation X ∼a1,a2,...,ak Y denotes the statement
X .a1,a2,...,ak Y .a1,a2,...,ak X For a multi-index k = (k1, k2, ..., kn) ∈ Zn, we
denote |k|∞ := maxi=1,2,...,n |ki|, and 〈k〉 := (1 + |k|2) 1/2.
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2. First reduction
As we know, the frequency-uniform localization techniques can be used to dis-
cretize the modulation space by giving the space an alternative definition. For this
fact, the reader can see [24, 17] for some details for the discretizations of modula-
tion space and Wiener amalgam space, or see [8] for the discretization of Wiener
type space in a more general frame. Using the similar techniques, we will discretize
the norm of weighted modulation space Mm,ωp,q , so that our proofs for the main
theorems can be executed on a discrete version.
For k ∈ Zn, we denote by Qk the unit closed cube centered at k. We write
Q := Q0 for short. The family {Qk}k∈Zn constitutes a decomposition of Rn. Let
ρ : Rn → [0, 1] be a smooth function satisfying ρ(ξ) = 1 for |ξ|∞ ≤ 1/2 and ρ(ξ) = 0
for |ξ| ≥ 1. Let ρk be a translation of ρ,
ρk(ξ) = ρ(ξ − k), k ∈ Zn.
Since ρk(ξ) = 1 for ξ ∈ Qk, we have that
∑
k∈Zn ρk(ξ) ≥ 1 for all ξ ∈ Rn. Denote
σk(ξ) = ρk(ξ)
(∑
l∈Zn
ρl(ξ)
)−1
, k ∈ Zn.
The sequence {σk(ξ)}k∈Zn constitutes a smooth decomposition of Rn, where σk(ξ) =
σ(ξ − k). The frequency-uniform decomposition operators are defined by
k := F
−1σkF
for k ∈ Zn. With the family {k}k∈Zn , an alternative norm of modulation space
can be defined by
‖f‖Mω,mp,q =
(∑
k∈Zn
‖kf‖qLp,ω |m(k)|q
)1/q
, (2.1)
with a natural modification for q =∞, where ω and m are weight functions defined
on Rn and Zn respectively.
Proposition 2.1. Let m,ω ∈ P(Rn), 0 < p, q ≤ ∞. Then the norm ‖ · ‖Mm,ωp,q is
an equivalent quasi-norm on Mm,ωp,q with usual modification if q =∞.
To verify the proposition, we first need the following weighted convolution in-
equality.
Lemma 2.2 (Weighted convolution in Lp with p < 1). Suppose that ω ∈
P(Rn) is a v-moderate weight. Let 0 < p < 1 , Ω, Ω′ be compact subsets of Rn.
Suppose f ∈ LΩp,ω, g ∈ LΩ
′
p,v. Then there exists a constant C > 0 which depends
only on the diameters of Ω, Ω′ and the exponent p, such that
‖|f | ∗ |g|‖Lp,ω ≤ C‖f‖Lp,ω‖g‖Lp,v . (2.2)
Proof. This lemma can be found in [16] when ω = 1 and v = 1. By a standard
limiting argument, we only need to verify (2.2) for f ∈ S Ω and g ∈ S Ω′ . In
this case, we observe that H(y) = f(x− y)g(y) is a Schwartz function with Fourier
support in Ω′−Ω for every x ∈ Rn. We use the embedding relation LΩ′−Ωp ⊂ LΩ
′−Ω
1
to deduce ∫
Rn
|f(x− y)g(y)|dy .
(∫
Rn
|f(x− y)g(y)|pdy
)1/p
. (2.3)
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By the assumption ω(x) . ω(x− y)v(y), it follows that(∫
Rn
|f(x− y)g(y)|dy
)
ω(x) .
(∫
Rn
|f(x− y)ω(x− y)g(y)v(y)|pdy
)1/p
. (2.4)
Taking the Lx;p-norm on both sides of the above inequality, we then use the Fubini
theorem to obtain the desired conclusion. 
Now, we give the proof of Proposition 2.1.
Proof of Proposition 2.1. We only give the proof for q <∞, since the q =∞ case
can be handled similarly. By the independence of window function in Definition
1.1, we can assume that φ̂ ⊂ B(0, 10√n) and φ̂(ξ) = 1 in B(0, 5√n). For any
f ∈ S ′,
kf = F
−1σkFf = F
−1σkTξφ̂Ff (2.5)
for ξ ∈ Qk. Using Young’s inequality or Lemma 2.2, we deduce
‖kf‖Lp,ω .‖F−1σk‖Lp∧1,v‖F−1Tξφ̂Ff‖Lp,ω
.‖F−1Tξφ̂Ff‖Lp,ω
(2.6)
for ξ ∈ Qk. Observing that m(ξ) ∼ m(k) for ξ ∈ Qk, we deduce
‖kf‖Lp,ω |m(k)| .
(∫
Qk
‖F−1Tξφ̂Ff‖qLp,ω |m(ξ)|qdξ
)1/q
=
(∫
Qk
‖Vφf(x, ξ)‖qLp,ω |m(ξ)|qdξ
)1/q
.
(2.7)
Taking lq-norm on both sides of the above inequality, we obtain
‖f‖Mω,mp,q . ‖f‖Mω,mp,q . (2.8)
On the other hand, for ξ ∈ Qk,
Vφf(x, ξ) = (F
−1Tξφ̂Ff)(x) =
∑
|l−k|≤c
(F−1σlTξφ̂Ff)(x). (2.9)
Thus
‖Vφf(x, ξ)‖Lp,ω .‖
∑
|l−k|≤c
(F−1σlTξφ̂Ff)(x)‖Lp,ω
.
∑
|l−k|≤c
‖F−1[φ̂(· − ξ)]‖Lp∧1,v‖lf‖Lp,ω
.
∑
|l−k|≤c
‖lf‖Lp,ω .
(2.10)
for ξ ∈ Qk. Taking the q-power integration over ξ ∈ Qk with weight m, we deduce∫
Qk
‖Vφ(x, ξ)‖qLp,ω |m(ξ)|qdξ .
∑
|l−k|≤c
‖lf‖qLp,ω |m(l)|q. (2.11)
Summation over k leads to
‖f‖Mm,ωp,q . ‖f‖Mm,ωp,q . (2.12)
Thanks to the above Proposition 2.1, we will use the discrete form norm ‖ · ‖Mω,mp,q
instead of the continuous form norm ‖ · ‖Mm,ωp,q throughout the rest of our paper.
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Now, we begin the process of discretizing our main theorems. As mentioned
before, the conclusion about Wiener amalgam space can be deduced by the corre-
sponding conclusion of modulation space, and the multi-linear case can be induced
by the bilinear case. So we only give the detailed proof for the bilinear case associ-
ated with modulation space. Firstly, we point out that for a tempered distribution
f ∈ S ′ with compact Fourier support K, the modulation space norm ‖f‖Mm,ωp,q is
equivalent to the weighted Lp norm ‖f‖Lp,ω .
Lemma 2.3. Let K be a compact subset of Rn, and f be a tempered distribution
with Fourier support contained in K. Then f ∈Mm,ωp,q if and only if f ∈ Lp,ω, and
‖f‖Mm,ωp,q ∼K ‖f‖Lp,ω . (2.13)
The proof is based on the finite covering on K. We leave its detail to the reader.
However, one can see [4, Lemma 3.2] for the proof in unweighted case.
We also need the following technical lemma.
Lemma 2.4. Suppose 0 < p, pj ≤ ∞, ω, ωj ∈ P(Rn) for j = 1, 2. Let Ω, Γ be
compact subsets of Rn with non-empty interior. Then
LΩp1,ω1 · LΩp2,ω2 ⊂ Lp,ω (2.14)
if and only if
LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω. (2.15)
Proof. By the symmetry of Γ and Ω, we only need to give the proof for sufficiency.
By the assumption, there exists an x0 ∈ Rn, such that B(x0, r) ⊂ Γ for some r > 0.
For the compactness of Ω, we can find a smooth function h(ξ) with compact support
near the origin, and find a point sequence κj ∈ Rn, j ∈ A, where A is a finite set,
such that {
supphj ⊂ B(κj , r),∑
j∈A hj(ξ) ≡ 1 in Ω,
(2.16)
where hj(ξ) = h(ξ−κj). Write Pj = F−1hjF . For two functions f ∈ LΩp1,ω1 ∩S ,
g ∈ LΩp2,ω2 ∩S , we have
Mx0−κiPi(f) ∈ LΓp1,ω1 ∩S , Mx0−κjPj(g) ∈ LΓp2,ω2 ∩S . (2.17)
By the assumption LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω, we obtain that
‖Pi(f) · Pj(g)‖Lp,ω =‖Mx0−κiPi(f) ·Mx0−κjPj(g)‖Lp,ω .
.‖Mx0−κiPi(f)‖Lp1,ω1 ‖Mx0−κjPj(g)‖Lp2,ω2
=‖Pi(f)‖Lp1,ω1‖Pj(g)‖Lp2,ω2 .
(2.18)
Then, we use Young’s inequality or Lemma 2.2 to deduce
‖Pi(f)‖Lp1,ω1 .‖F−1hj‖Lp1∧1,v‖f‖Lp1,ω1
=‖F−1h‖Lp1∧1,v‖f‖Lp1,ω1
.‖f‖Lp1,ω1 .
(2.19)
Similarly, we deduce ‖Pj(g)‖Lp2,ω2 . ‖g‖Lp2,ω2 . Thus, we obtain that
‖Pi(f) · Pj(g)‖Lp,ω .‖Pi(f)‖Lp1,ω1‖Pj(g)‖Lp2,ω2
.‖f‖Lp1,ω1 ‖g‖Lp2,ω2 .
(2.20)
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Recalling |A| ≤ ∞, we obtain that
‖fg‖Lp,ω =‖
∑
i,j∈A
Pi(f) · Pj(g)‖Lp,ω
.
∑
i,j∈A
‖Pi(f) · Pj(g)‖Lp,ω
.|A|2‖f‖Lp1,ω1 ‖g‖Lp2,ω2 . ‖f‖Lp1,ω1 ‖g‖Lp2,ω2 .
(2.21)
for any two functions f ∈ LΩp1,ω1 ∩S , g ∈ LΩp2,ω2 ∩S . 
Similarly, we can verify the following lemma, whose proof is similar to the above
one. We omit the proof here.
Lemma 2.5. Suppose 0 < p, pj ≤ ∞, ω, ωj ∈ P(Rn) for j = 1, 2. Let Ω, Γ be
compact subsets of Rn with non-empty interior, j = 1, 2. Then
LΩp1,ω1 ∗ LΩp2,ω2 ⊂ Lp,ω (2.22)
if and only if
LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω. (2.23)
We now give the following propositions for the first reduction of our main theo-
rems.
Proposition 2.6 (First reduction, product). Suppose 1 ≤ p ≤ ∞, 0 < pj , q, qj ≤
∞, ω, ωj,m,mj ∈ P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose in-
terior int(Γ) is not empty. Then
Mm1,ω1p1,q1 ·Mm2,ω2p2,q2 ⊂Mm,ωp,q (2.24)
if and only if
LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω (2.25)
and
lq1,m1 ∗ lq2,m2 ⊂ lq,m. (2.26)
Proof. We first show the necessity part. By Lemma 2.3, we conclude that
‖fg‖Lp,ω ∼‖fg‖Mm,ωp,q
.‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2
∼‖f‖Lp1,ω1 ‖g‖Lp2,ω2
(2.27)
for any two functions f ∈ LΓp1,ω1∩S , g ∈ LΓp2,ω2∩S , which implies LΓp1,ω1 ·LΓp2,ω2 ⊂
Lp,ω.
Then, we choose a nonzero smooth function h with sufficiently small Fourier
support near the origin. Let ~a = {ak}k∈Zn and ~b = {bk}k∈Zn be two nonnegative
functions (sequences) defined on Zn. By assuming that the following two series
converge, we define two functions
f(x) =
∑
k∈Zn
akh(x)e
2πik·x, g(x) =
∑
k∈Zn
bkh(x)e
2πik·x. (2.28)
It follows
(fg)(x) =
∑
j,l∈Zn
ajblh
2(x)e2πi(j+l)·x. (2.29)
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Observing that
‖k(fg)‖Lp,ω = ‖
∑
j+l=k
ajblh
2(x)e2πi(j+l)·x‖Lp,ω ∼
∑
j+l=k
ajbl, (2.30)
‖k(f)‖Lp1,ω1 ∼ ak, ‖k(g)‖Lp2,ω2 ∼ bk for all k ∈ Zn, (2.31)
we use the definition of modulation space (the discrete form) to deduce
‖f‖Mm1,ω1p1,q1 ∼ ‖~a‖lq1,m1 , ‖g‖Mm2,ω2p2,q2 ∼ ‖~b‖lq2,m2 (2.32)
and
‖fg‖Mm,ωp,q ∼ ‖~a ∗~b‖lq,m . (2.33)
By the assumption Mm1,ω1p1,q1 ·Mm2,ω2p2,q2 ⊂Mm,ωp,q , we obtain that
‖~a ∗~b‖lq,m . ‖~a‖lq1,m1‖~b‖lq2,m2 , (2.34)
which implies lq1,m1 ∗ lq2,m2 ⊂ lq,m.
We next turn to show the sufficiency of this proposition. Using the almost
orthogonality of the frequency projections σk, we have that for all k ∈ Zn,
k(fg) =
∑
i,j∈Zn
k(if ·jg) =
∑
|l|≤c(n)
∑
i+j=k+l
k(if ·jg), (2.35)
where c(n) is a constant depending only on n. By the fact that k is an uniform
Lp,ω multiplier (using Young’s inequality or Lemma 2.2), we obtain
‖k(fg)‖Lp,ω =‖
∑
|l|≤c(n)
∑
i+j=k+l
k(if ·jg)‖Lp,ω
.
∑
|l|≤c(n)
∑
i+j=k+l
‖if ·jg‖Lp,ω .
(2.36)
By the assumption LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω and Lemma 2.4, we further obtain that
‖if ·jg‖Lp,ω =‖M−iif ·M−jjg‖Lp,ω
.‖M−iif‖Lp1,ω1 · ‖M−jjg‖Lp2,ω2
=‖if‖Lp1,ω1 · ‖jg‖Lp2,ω2 .
(2.37)
Hence
‖k(fg)‖Lp,ω .
∑
|l|≤c(n)
∑
i+j=k+l
‖if ·jg‖Lp,ω
.
∑
|l|≤c(n)
∑
i+j=k+l
‖if‖Lp1,ω1 · ‖jg‖Lp2,ω2
.
∑
|l|≤c(n)
({‖if‖Lp1,ω1 } ∗ {‖jg‖Lp2,ω}) (k + l).
(2.38)
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By the assumption lq1,m1 ∗ lq2,m2 ⊂ lq,m and the fact m(k) ∼ m(k + l) for
|l| ≤ c(n), we now conclude that
‖fg‖Mm,ωp,q =
∥∥{‖k(fg)‖Lp,ω}∥∥lk;q,m
.
∥∥{ ∑
|l|≤c(n)
({‖if‖Lp1,ω1} ∗ {‖jg‖Lp2,ω}) (k + l)}k∈Zn∥∥lk;q,m
.
∥∥{({‖if‖Lp1,ω1} ∗ {‖jg‖Lp2,ω}) (k)}k∈Zn∥∥lk;q,m
.
∥∥{‖kf‖Lp1,ω1}∥∥lk;q1,m1 · ∥∥{‖kg‖Lp2,ω2 }∥∥lk;q2,m2
=‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2 .
(2.39)

Proposition 2.7 (First reduction, convolution). Suppose 0 < p, pj, q, qj ≤ ∞,
ω, ωj,m,mj ∈ P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose interior
int(Γ) is not empty. Then
Mm1,ω1p1,q1 ∗Mm2,ω2p2,q2 ⊂Mm,ωp,q (2.40)
if and only if
LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω (2.41)
and
lq1,m1 · lq2,m2 ⊂ lq,m. (2.42)
Proof. We first show the necessity part. By Lemma 2.3, we conclude that
‖f ∗ g‖Lp,ω ∼‖f ∗ g‖Mm,ωp,q
.‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2
∼‖f‖Lp1,ω1 ‖g‖Lp2,ω2
(2.43)
for any two functions f ∈ LΓp1,ω1 ∩S , g ∈ LΓp2,ω2 ∩S .
Then, we choose a smooth function h with sufficiently small Fourier support
near the origin. Let ~a = {ak}k∈Zn ,~b = {bk}k∈Zn be two nonnegative functions
(sequences) defined on Zn. By assuming that the following two series converge, we
define two functions
f̂(ξ) =
∑
k∈Zn
akĥ(ξ − k), ĝ(ξ) =
∑
k∈Zn
bkĥ(ξ − k). (2.44)
Then
(f̂ · ĝ)(ξ) =
∑
k∈Zn
akbk(ĥ · ĥ)(ξ − k). (2.45)
Observing that
‖k(f ∗ g)‖Lp,ω = ‖akbkF−1[(ĥ · ĥ)(· − k)]‖Lp,ω ∼ akbk, (2.46)
‖k(f)‖Lp1,ω1 ∼ ak, ‖k(g)‖Lp2,ω2 ∼ bk for all k ∈ Zn, (2.47)
we use the definition of modulation space (the discrete form) to deduce
‖f‖Mm1,ω1p1,q1 ∼ ‖~a‖lq1,m1 , ‖g‖Mm2,ω2p2,q2 ∼ ‖~b‖lq2,m2 (2.48)
and
‖f ∗ g‖Mm,ωp,q ∼ ‖~a ·~b‖lq,m . (2.49)
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By the assumption Mm1,ω1p1,q1 ·Mm2,ω2p2,q2 ⊂Mm,ωp,q , we obtain that
‖~a ·~b‖l(q,m) . ‖~a‖l(q1,m1)‖~b‖l(q2,m2), (2.50)
which implies lq1,m1 · lq2,m2 ⊂ lq,m.
We turn to show the sufficiency of this proposition. Using the almost orthogo-
nality of the frequency projections {σk}, we have that for all k ∈ Zn,
k(f ∗ g) =
∑
i,j∈Zn
k(if ∗jg) =
∑
|l|≤c(n)
∑
|l˜|≤c(n)
k(k+lf ∗k+l˜g), (2.51)
where c(n) is a constant depending only on n. By the fact that k is an uniform
Lp,ω multiplier (using Young’s inequality or Lemma 2.2), we obtain that
‖k(f ∗ g)‖Lp,ω =‖
∑
|l|≤c(n)
∑
|l˜|≤c(n)
k(k+lf ∗k+l˜g)‖Lp,ω
.
∑
|l|≤c(n)
∑
|l˜|≤c(n)
‖k+lf ∗k+l˜g‖Lp,ω .
(2.52)
By the assumption LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω and Lemma 2.5, we obtain that
‖k+lf ∗k+l˜g‖Lp,ω =‖M−k(k+lf ∗k+l˜g)‖Lp,ω
=‖(M−kk+lf) ∗ (M−kk+l˜g)‖Lp,ω
.‖M−kk+lf‖Lp1,ω1 · ‖M−kk+l˜g‖Lp2,ω2
=‖k+lf‖Lp1,ω1 · ‖k+l˜g‖Lp2,ω2
(2.53)
for |l| ≤ c(n) and |l˜| ≤ c(n). Hence
‖k(f ∗ g)‖Lp,ω .
∑
|l|≤c(n)
∑
|l˜|≤c(n)
‖k+lf ∗k+l˜g‖Lp,ω
.
∑
|l|≤c(n)
∑
|l˜|≤c(n)
‖k+lf‖Lp1,ω1 · ‖k+l˜g‖Lp2,ω2 .
(2.54)
By the assumption lq1,m1 ·lq2,m2 ⊂ lq,m and the factm(k) ∼ m(k+l) for |l| ≤ c(n),
we conclude that
‖f ∗ g‖Mm,ωp,q =
∥∥{‖k(f ∗ g)‖Lp,ω}∥∥lk;q,m
.
∥∥{ ∑
|l|≤c(n)
∑
|l˜|≤c(n)
‖k+lf‖Lp1,ω1 · ‖k+l˜g‖Lp2,ω2 }k∈Zn
∥∥
lk;q,m
.
∥∥{‖kf‖Lp1,ω1 }∥∥lk;q1,m1 · ∥∥{‖kg‖Lp2,ω2}∥∥lk;q2,m2
=‖f‖Mm1,ω1p1,q1 ‖g‖Mm2,ω2p2,q2 .
(2.55)

Proposition 2.8 (First reduction, embedding). Suppose 0 < pj , qj ≤ ∞,
ωj,mj ∈ P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose interior
int(Γ) is not empty. Then
Mm1,ω1p1,q1 ⊂Mm2,ω2p2,q2 (2.56)
if and only if
LΓp1,ω1 ⊂ LΓp2,ω2 (2.57)
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and
lq1,m1 ⊂ lq2,m2 . (2.58)
Since this proposition can be viewed as a degenerate form of Proposition 2.6 or
Proposition 2.7, the proof follows closely the proof of Proposition 2.6 and Proposi-
tion 2.7, we omit its proof. Below, we have a degenerate version of Lemma 2.4 and
Lemma 2.5.
Lemma 2.9. Suppose 0 < pj ≤ ∞, ωj ∈ P(Rn) for j = 1, 2. Let Ω, Γ be compact
subsets of Rn with non-empty interior, j = 1, 2. Then
LΩp1,ω1 ⊂ Lp2,ω2 (2.59)
if and only if
LΓp1,ω1 ⊂ Lp2,ω2 . (2.60)
3. Second reduction
In this section, we continue the process of discretization. Our methods are based
on the fact that a band limited function (function with compact Fourier support)
can be reconstructed by its values at sufficiently dense discrete points, which is
the core of Shannon’s sampling theorem. One can find some related discussions in
Chapter 1 of Tribel’s book [25].
Proposition 3.1 (Second reduction, embedding). Suppose 0 < pj ≤ ∞, ωj ∈
P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose interior int(Γ) is not
empty. Then
LΓp1,ω1 ⊂ Lp2,ω2 (3.1)
if and only if
lp1,ω1 ⊂ lp2,ω2 . (3.2)
Proof. We only give the proof for the case pj <∞ (j = 1, 2), since the other cases
can be handled similarly.
Necessity. Let ϕ be a nonnegative smooth function with compact Fourier support
contained in 12Q, such that ϕ(0) > 0. We choose a nonnegative sequence ~a ={ak}k∈Zn ∈ l(p1, ω1), and write
C~a,ϕ(x) =
∑
k∈Zn
akϕ(x − k). (3.3)
By the assumption that ~a ∈ l(p1, ω1) ⊂ l(∞, ω1), ω1 ∈ P(Rn), we can verify
that the right hand side of (3.3) at least converges in the sense of S ′. Thus,
C~a,ϕ(x) ∈ S ′ and its Fourier support is contained in 12Q.
By the rapidly decay of ϕ, for x ∈ Ql, we obtain that
|C~a,ϕ(x)| .
∑
k∈Zn
akϕ(x − k) .
∑
k∈Zn
ak〈l − k〉−N (3.4)
for any fixed positive constant N . Thus,(∫
Ql
|C~a,ϕ(x)|p1 |ω1(x)|p1dx
)1/p1
.
∑
k∈Zn
ak〈l − k〉−Nω1(l)
=({ak} ∗ {〈k〉−N})(l)ω1(l).
(3.5)
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Taking the lp1 -norm on both sides of the above inequality, we deduce that
‖C~a,ϕ‖Lp1,ω1 =
∥∥∥∥∥
{(∫
Ql
|C~a,ϕ(x)|p1 |ω1(x)|p1dx
)1/p1}∥∥∥∥∥
lp1
.‖({ak} ∗ {〈k〉−N})(l)ω1(l)‖lp1
=‖{ak} ∗ {〈k〉−N}‖lp1,ω1
.‖~a‖lp1,ω1 · ‖{〈k〉−N}‖lp1∧1,v . ‖~a‖lp1,ω1 .
(3.6)
We now obtain that C~a,ϕ ∈ L
1
2
Q
p1,ω1 and ‖C~a,ϕ‖
L
1
2
Q
p1,ω1
. ‖~a‖lp1,ω1 .
On the other hand, recalling that ~a is a nonnegative sequence, ϕ is a nonnegative
smooth function with ϕ(0) > 0, we can take a small constant δ such that ϕ(x) & 1
for |x| ≤ δ. It follows that
C~a,ϕ(x) =
∑
k∈Zn
akϕ(x− k) & al (3.7)
for |x− l| ≤ δ. Thus(∫
Ql
|C~a,ϕ(x)|p2 |ω2(x)|p2dx
)1/p2
& alω2(l). (3.8)
Taking the lp2 -norm of both sides of the above inequality, we deduce that
‖C~a,ϕ‖Lp2,ω2 =
∥∥∥∥∥
{(∫
Ql
|C~a,ϕ(x)|p2 |ω2(x)|p2dx
)1/p2}∥∥∥∥∥
lp2
&‖~a‖lp2,ω2 .
(3.9)
Recalling C~a,ϕ ∈ L
1
2
Q
p1,ω1 , we use the assumption L
Γ
p1,ω1 ⊂ Lp2,ω2 and Lemma 2.9 to
deduce
‖C~a,ϕ‖Lp2,ω2 . ‖C~a,ϕ‖Lp1,ω1 . (3.10)
Hence
‖~a‖lp2,ω2 . ‖C~a,ϕ‖Lp2,ω2 . ‖C~a,ϕ‖Lp1,ω1 . ‖~a‖lp1,ω1 . (3.11)
We complete the proof for necessity.
Sufficiency. In this part, we want to verify the embedding relation LΓp1,ω1 ⊂ LΓp2,ω2 .
By a standard limiting argument, we only need to verify the inequality
‖f‖Lp2,ω2 . ‖f‖Lp1,ω1 (3.12)
for all f ∈ S Γ. By the spirit of Lemma 2.9, we take Γ = 12Q.
For a fixed f ∈ S Γ, then fˇ is a smooth function supported in 12Q. The periodic
extension of fˇ , denoted by P (fˇ)(ξ) =
∑
l∈Zn fˇ(ξ + l), is defined on T
n. We have
the Fourier series
P (fˇ)(ξ) =
∑
k∈Zn
f(k)e2πikξ . (3.13)
Taking a smooth cut-off function F−1ψ with compact support contained in 23Q,
such that ψˇ(ξ) = 1 on 12Q, we reconstruct fˇ by
fˇ(ξ) =
∑
k∈Zn
f(k)e2πikξψˇ(ξ). (3.14)
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We take the Fourier transform of both sides to obtain
f(x) =
∑
k∈Zn
f(k)ψ(x− k). (3.15)
By the same method in the proof of sufficiency part, we conclude
‖f‖Lp2,ω2 . ‖{f(k)}‖lp2,ω2 . (3.16)
On the other hand, f(k) can be expressed as
f(k) = F (fˇ · ψˇ)(k) =
∫
R
f(y)ψ(k − y)dy. (3.17)
For a fixed positive constant N , we can find a positive smooth function φ with
compact Fourier support contained in 12Q, such that
φ(x) & 〈x〉−N . (3.18)
In fact, take a nonnegative smooth function ρ satisfying Suppρˆ ⊂ 12Q and ρ(0) > 0.
The function φ can be chosen as
φ(x) =
∫
Rn
ρ(x− y)〈y〉−Ndy. (3.19)
Observing
|ψ(k − y)| . 〈x− y〉−N . φ(x− y) (3.20)
for x ∈ Qk, we obtain that
|f(k)| .
∫
R
|f(y)||ψ(k − y)|dy .
∫
R
|f(y)||φ(x − y)|dy = (|f | ∗ |φ|)(x) (3.21)
for x ∈ Qk. It then follows
|f(k)ω1(k)| .
(∫
Qk
(|f | ∗ |φ|)p1(x)|ω1(x)|p1dx
)1/p1
. (3.22)
Using Young’s inequality or Lemma 2.2, we obtain that
‖{f(k)}‖lp1,ω1 .
∥∥∥∥∥
{(∫
Qk
(|f | ∗ |φ|)p1(x)|ω1(x)|p1dx
)1/p1}∥∥∥∥∥
lp1
=
(∫
Rn
(|f | ∗ |φ|)p1(x)|ω1(x)|p1dx
)1/p1
=‖|f | ∗ |φ|‖Lp1,ω1 . ‖f‖Lp1,ω1 ‖φ‖Lp1∧1,v . ‖f‖Lp1,ω1 .
(3.23)
By the assumption lp1,ω1 ⊂ lp2,ω2 , we obtain
‖f‖Lp2,ω2 . ‖{f(k)}‖lp2,ω2 . ‖{f(k)}‖lp1,ω1 . ‖f‖Lp1,ω1 (3.24)
for all f ∈ S Γ. We complete the proof for sufficiency. 
Proposition 3.2 (Second reduction, product). Suppose 0 < p, pj ≤ ∞, ω, ωj ∈
P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose interior int(Γ) is not
empty. Then
LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω (3.25)
if and only if
lp1,ω1 · lp2,ω2 ⊂ lp,ω. (3.26)
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Proof. We divide the proof into two parts.
Necessity. The goal of this part is to verify the relation lp1,ω1 · lp2,ω2 ⊂ lp,ω. By a
standard limiting argument, we only need to verify the inequality
‖~a ·~b‖lp,ω . ‖~a‖lp1,ω1‖~b‖lp2,ω2 (3.27)
for any two nonnegative truncated (only finite nonzero items) sequences ~a and ~b.
Let ϕ be a nonnegative smooth function with compact Fourier support contained
in 14Q, and satisfying ϕ(0) > 0. For two fixed positive truncated sequences ~a =
{ak}k∈Zn and ~b = {bk}k∈Zn , we write
C~a,ϕ(x) =
∑
k∈Zn
akϕ(x − k), C~b,ϕ(x) =
∑
k∈Zn
bkϕ(x − k). (3.28)
As in the proof of Proposition 3.1, we have C~a,ϕ ∈ L
1
4
Q
p1,ω1 , C~b,ϕ ∈ L
1
4
Q
p2,ω2 , and
‖C~a,ϕ‖Lp1,ω1 ∼ ‖~a‖lp1,ω1 , ‖C~b,ϕ‖Lp2,ω2 ∼ ‖~b‖lp2,ω2 . (3.29)
In addition, by the truncated property of ~a and ~b, both C~a,ϕ and C~b,ϕ are Schwartz
functions. Hence, C~a,ϕ · C~b,ϕ is a Schwartz function with Fourier support in 12Q.
We use the assumption LΓp1,ω1 · LΓp2,ω2 ⊂ Lp,ω to deduce
‖C~a,ϕ · C~b,ϕ‖Lp,ω . ‖C~a,ϕ‖Lp1,ω1‖C~b,ϕ‖Lp2,ω2 . (3.30)
On the other hand, by the nonnegative of ϕ and the fact ϕ(0) > 0, we obtain that
(C~a,ϕ · C~b,ϕ)(x) =
∑
i,j∈Zn
aibjϕ(x − i)ϕ(x− j) & albl (3.31)
for |x− l| ≤ δ. Thus(∫
Ql
|(C~a,ϕ · C~b,ϕ)(x)|p|ω(x)|pdx
)1/p
& alblω(l). (3.32)
So,
‖C~a,ϕ · C~b,ϕ‖Lp,ω =
∥∥∥∥∥
{(∫
Ql
|(C~a,ϕ · C~b,ϕ)(x)|p|ω(x)|pdx
)1/p}∥∥∥∥∥
lp
&‖{alblω(l)}‖lp = ‖~a ·~b‖lp,ω .
(3.33)
It then yields that
‖~a ·~b‖lp,ω .‖C~a,ϕ · C~b,ϕ‖Lp,ω
.‖C~a,ϕ‖Lp1,ω1‖C~b,ϕ‖Lp2,ω2
.‖~a‖lp1,ω1 ‖~b‖lp2,ω2 .
(3.34)
We finish the proof of necessity.
Sufficiency. In this part, we want to verify the relation LΓp1,ω1 ·LΓp2,ω2 ⊂ Lp,ω. By
the spirit of Lemma 2.4, we assume Γ = 14Q.
Take f, g ∈ S 14Q. Then f · g is also a Schwartz function, whose Fourier support
is contained in 12Q. As in the proof of Proposition 3.2, we can verify that
‖f‖Lp1,ω1 ∼ ‖{f(k)}‖lp1,ω1 , ‖g‖Lp2,ω2 ∼ ‖{g(k)}‖lp2,ω2 , (3.35)
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and
‖fg‖Lp,ω ∼ ‖{f(k)g(k)}‖lp,ω . (3.36)
Now we use the assumption lp1,ω1 · lp2,ω2 ⊂ lp,ω to deduce
‖fg‖Lp,ω ∼‖{f(k)g(k)}‖lp,ω
.‖{f(k)}‖lp1,ω1 ‖{g(k)}‖lp2,ω2
∼‖f‖Lp1,ω1 ‖g‖Lp2,ω2 .
(3.37)
We complete the proof of sufficiency. 
Proposition 3.3 (Second reduction, convolution). Suppose 0 < p, pj ≤ ∞,
ω, ωj ∈ P(Rn) for j = 1, 2. Let Γ be a compact subset of Rn whose interior int(Γ)
is not empty. Then
LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω (3.38)
if and only if
lp1,ω1 ∗ lp2,ω2 ⊂ lp,ω. (3.39)
Proof. We divide the proof into two parts.
Necessity. The goal of this part is to verify the relation lp1,ω1 ∗ lp2,ω2 ⊂ lp,ω. By
a standard limiting argument, we only need to verify the inequality
‖~a ∗~b‖lp,ω . ‖~a‖lp1,ω1 ‖~b‖lp2,ω2 (3.40)
for any two nonnegative truncated (only finite nonzero items) sequences ~a and ~b.
Let ϕ be a nonnegative smooth function with compact Fourier support contained
in 12Q, such that ϕ(0) > 0. For two fixed positive truncated sequences ~a = {ak}k∈Zn
and ~b = {bk}k∈Zn , we write
C~a,ϕ(x) =
∑
k∈Zn
akϕ(x − k), C~b,ϕ(x) =
∑
k∈Zn
bkϕ(x − k). (3.41)
As in the proof of Proposition 3.1, we obtain that C~a,ϕ ∈ L
1
2
Q
p1,ω1 , C~b,ϕ ∈ L
1
2
Q
p2,ω2 , and
‖C~a,ϕ‖Lp1,ω1 ∼ ‖~a‖lp1,ω1 , ‖C~b,ϕ‖Lp2,ω2 ∼ ‖~b‖lp2,ω2 . (3.42)
In addition, by the truncated property of ~a and ~b, both C~a,ϕ and C~b,ϕ are Schwartz
functions. Also, C~a,ϕ ∗ C~b,ϕ is a Schwartz function with Fourier support in 12Q.
We use the assumption LΓp1,ω1 ∗ LΓp2,ω2 ⊂ Lp,ω to deduce
‖C~a,ϕ ∗ C~b,ϕ‖Lp,ω . ‖C~a,ϕ‖Lp1,ω1‖C~b,ϕ‖Lp2,ω2 . (3.43)
On the other hand, by the positivity of ϕ and the fact ϕ(0) > 0, we obtain
(C~a,ϕ ∗ C~b,ϕ)(x) =
∑
i,j∈Zn
aibj(ϕ ∗ ϕ)(x − i− j) &
∑
i+j=l
aibj (3.44)
for |x− l| ≤ δ. Thus(∫
Ql
|(C~a,ϕ ∗ C~b,ϕ)(x)|p|ω(x)|pdx
)1/p
&
∑
i+j=l
aibjω(l). (3.45)
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So,
‖C~a,ϕ ∗ C~b,ϕ‖Lp,ω =
∥∥∥∥∥
{(∫
Ql
|(C~a,ϕ ∗ C~b,ϕ)(x)|p|ω(x)|pdx
)1/p}
l∈Zn
∥∥∥∥∥
lp
&
∥∥∥∥∥∥
∑
i+j=l
aibjω(l)

l∈Zn
∥∥∥∥∥∥
lp
= ‖~a ∗~b‖lp,ω .
(3.46)
We verify
‖~a ∗~b‖lp,ω .‖C~a,ϕ ∗ C~b,ϕ‖Lp,ω
.‖C~a,ϕ‖Lp1,ω1‖C~b,ϕ‖Lp2,ω2
.‖~a‖lp1,ω1 ‖~b‖lp2,ω2 .
(3.47)
This finishes the proof of necessity.
Sufficiency. In this part, we want to verify the relation LΓp1,ω1 ∗LΓp2,ω2 ⊂ Lp,ω. By
the spirit of Lemma 2.4, we assume Γ = 12Q.
Take f, g ∈ S 12Q. Then f ∗ g is also a Schwartz function, whose Fourier support
is contained in 12Q. As in the proof of Proposition 3.2, we can verify that
‖f‖Lp1,ω1 ∼ ‖{f(k)}‖lp1,ω1 , ‖g‖Lp2,ω2 ∼ ‖{g(k)}‖lp2,ω2 . (3.48)
Moreover, we have the following equality:
(f ∗ g)(k) =
∑
j+l=k
f(j)g(l). (3.49)
As in the proof of Proposition 3.1, we express the periodizations of fˇ and gˇ by their
Fourier series
P (fˇ)(ξ) =
∑
k∈Zn
f(k)e2πikξ, P (gˇ)(ξ) =
∑
k∈Zn
g(k)e2πikξ. (3.50)
A direct calculation now gives that
P (fˇ gˇ)(ξ) = (P (fˇ)P (gˇ))(ξ) =
∑
j,l∈Zn
f(j)g(l)e2πi(j+l)ξ. (3.51)
In the above equality, on both sides we multiply a spatial phase e−2πikξ and take
integration over the torus Tn. It then leads to the desired equality∫
Rn
fˇ(ξ)gˇ(ξ)e−2πikξdξ =
∫
Q
fˇ(ξ)gˇ(ξ)e−2πikξdξ
=
∫
Q
∑
j,l∈Zn
f(j)g(l)e2πi(j+l−k)ξdξ
=
∑
j,l∈Zn
∫
Q
f(j)g(l)e2πi(j+l−k)ξdξ
=
∑
j+l=k
f(j)g(l).
(3.52)
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By the fact proved in Proposition 3.1, we conclude
‖f ∗ g‖Lp,ω ∼ ‖{(f ∗ g)(k)}‖lp,ω =
∥∥∥∥∥∥
 ∑
j+l=k
f(j)g(l)

∥∥∥∥∥∥
lp,ω
. (3.53)
Now, we use the assumption lp1,ω1 ∗ lp2,ω2 ⊂ lp,ω to deduce
‖f ∗ g‖Lp,ω ∼‖{f(j)} ∗ {g(l)}‖lp,ω
.‖{f(k)}‖lp1,ω1‖{g(k)}‖lp2,ω2
∼‖f‖Lp1,ω1‖g‖Lp2,ω2 .
(3.54)
The proof of sufficiency is completed. 
After several reductions, we have finished all the preparations for the proof of
our main theorems. We would like to remark that all the propositions shown in
bilinear form in Section 2 and Section 3 can be generalized to the multi-linear
form. Therefore, Theorem 1.3 can be verified by Proposition 2.6 and Proposition
3.2, Theorem 1.4 can be verified by Proposition 2.7 and Proposition 3.3, Theorem
1.5 can be proved by Proposition 2.8 and Proposition 3.1.
Remark 3.4. We would like to make a comparison between the known results (for
instance, see [8, 17]) and our results. Recalling that
‖f‖Mm,ωp,q =
∥∥‖Vφf(x, ξ)‖Lx;p,ω∥∥Lξ;q,m
=
∥∥‖F−1(fˆ(·)φˆ(· − ξ))(x)‖Lx;p,ω∥∥Lξ;q,m
=
∥∥‖fˆ(·)φˆ(· − ξ))‖F(Lp,ω)∥∥Lξ;q,m ,
(3.55)
we can re-express the modulation space by the Wiener type space W (B,C) as in
[8] by
Mm,ωp,q = F−1W (FLp,ω, Lq,m). (3.56)
Then the relation
Mm1,ω1p1,q1 ·Mm2,ω2p2,q2 ⊂Mm,ωp,q (3.57)
can be re-expressed as
F
−1W (FLp1,ω1 , Lq1,m1) ·F−1W (FLp2,ω2 , Lq2,m2) ⊂ F−1W (FLp,ω, Lq,m)
(3.58)
which is equivalent to
W (FLp1,ω1 , Lq1,m1) ∗W (FLp2,ω2 , Lq2,m2) ⊂W (FLp,ω, Lq,m). (3.59)
Using Theorem 1.3, we know that the above relation (3.59) holds if and only if
FLΓp1,ω1 ∗FLΓp2,ω2 ⊂ FLp,ω, LΓq1,m1 ∗ LΓq2,m2 ⊂ Lq,m (3.60)
for some Γ ⊂ Rn with non-empty interior.
In [8], the determination of convolution relation
W (B1, C1) ∗W (B2, C2) ⊂W (B,C) (3.61)
was based on the assumptions on the triplets (B1, B2, B) and (C1, C2, C), which
are the components of corresponding Wiener amalgam spaces. However, at least in
some cases, our results show that the convolution relation on Wiener type spaces
should be determined by the convolution relation on the local version of their com-
ponents instead of the full version. Moreover, in our theorems, one can find that
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the convolution relation on the local version of the components is weaker than the
convolution relation on the full version of the components. For example, we can
verify that
Lq1,m1 ∗ Lq2,m2 ⊂ Lq,m =⇒ LΓq1,m1 ∗ LΓq2,m2 ⊂ Lq,m, (3.62)
but the reverse is not true.
4. Applications for more exact weights
By the spirit of the main theorems, of course we may have many choices to
put some assumptions on the index groups p, pi, q, qi, s, si and on the weights
ω, ωi,m,mi, to assure the embedding relations, product relations, or convolution
relations on modulation spaces (or on Wiener amalgam spaces). However, we do
not intend to discuss problems of this type here. We only focus on the cases that
the corresponding characterization can be expressed more concrete. These cases
may be more useful for specific applications.
The main theorems established in Section 1 would allow us to reduce the relations
about function spaces defined on Rn to the discrete group Zn. Consequently, we
have to deal with the corresponding problems on Zn. It turns out that working
to Lebesgue spaces on Zn is more convenient compared to working to the origin
function spaces defined on Rn. This approach may allow us to find sharp conditions
for product inequalities, convolution inequalities, embedding relations on function
spaces defined on Rn, and eventually helps us completing some previous studies on
this topic.
First, checking the conditions (a) and (b) in Theorem 1.3 and Theorem 1.4, we
keep the weights on product part and abandon the weights on convolution part,
and obtain the following corollaries corresponding to Theorem 1.3 and Theorem 1.4.
We recall that 0 means the weight function which is equal to 〈x〉0 = 1 everywhere.
Corollary 4.1. Let J ≥ 2 be an integer. Suppose 1 ≤ p ≤ ∞, 0 < pj , q, qj ≤ ∞,
ω, ωj,m,mj ∈ P(Rn) for j = 1, 2, · · · , J . Denote 1/r = max
{
1/p−∑Jj=1 1/pj, 0},
1/s = max
{
1/q −∑Jj=1 1/qj, 0}, S = {j ∈ Z : pj ≥ 1, 1 ≤ j ≤ J.}, T = {j ∈ Z :
qj ≥ 1, 1 ≤ j ≤ J.}. Then
(1)
∏J
j=1M0,ωjpj ,qj ⊂ M0,ωp,q if and only if ω∏J
j=1
ωj
∈ Lr, (|T | − 1) + 1/q ≤∑
j∈T 1/qj, 1/q ≤ 1/qj (j = 1, 2, · · · , J).
(2)
∐J
j=1W
mj,0
pj ,qj ⊂ Wm,0p,q if and only if (|S| − 1) + 1/p ≤
∑
j∈S 1/pj, 1/p ≤
1/pj (j = 1, 2, · · · , J), m∏J
j=1
mj
∈ Ls.
Corollary 4.2. Let J ≥ 2 be an integer. Suppose 0 < p, pj , q, qj ≤ ∞, ω, ωj,m,mj ∈
P(Rn) for j = 1, 2, · · · , J . We write 1/r = max
{
1/p−∑Jj=1 1/pj, 0}, 1/s =
max
{
1/q −∑Jj=1 1/qj, 0}, S = {j ∈ Z : pj ≥ 1, 1 ≤ j ≤ J.}, T = {j ∈ Z : qj ≥
1, 1 ≤ j ≤ J.}. Then
(1)
∐J
j=1Mmj,0pj ,qj ⊂ Mm,0p,q if and only if (|S| − 1) + 1/p ≤
∑
j∈S 1/pj, 1/p ≤
1/pj (j = 1, 2, · · · , J), m∏J
j=1
mj
∈ Ls.
(2)
∏J
j=1W
0,ωj
pj ,qj ⊂ W 0,ωp,q if and only if ω∏J
j=1
ωj
∈ Lr, (|T | − 1) + 1/q ≤∑
j∈T 1/qj, 1/q ≤ 1/qj (j = 1, 2, · · · , J).
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Also, we have the following corollary from Theorem 1.5.
Corollary 4.3. Suppose 0 < p1, p2, q1, q2 ≤ ∞, ωj,mj ∈ P(Rn) for j = 1, 2.
Denote 1/r = max {1/p2 − 1/p1, 0}, 1/s = max {1/q2 − 1/q1, 0}. Then
(1) Mm1,ω1p1,q1 ⊂Mm2,ω2p2,q2 if and only if ω2/ω1 ∈ Lr, m2/m1 ∈ Ls.
(2) Wm1,ω1p1,q1 ⊂Wm2,ω2p2,q2 if and only if ω2/ω1 ∈ Lr, m2/m1 ∈ Ls.
We reduce the proofs of above three corollaries to the following two lemmas.
Lemma 4.4 (Sharpness of Ho¨lder’s inequality, discrete form). Let J ≥ 1 be an
integer. Suppose 0 < q, qj ≤ ∞, m,mj ∈ P(Rn) for j = 1, 2, · · · , J . Then
J∏
j=1
lqj ,mj ⊂ lq,m (4.1)
holds if and only if
m∏J
j=1mj
∈ Lr, (4.2)
where 1/r = max
{
1/q −∑Jj=1 1/qj, 0}.
Proof. We first show the necessity of this lemma. We use {~ej} to denote the
standard orthogonal basis on Zn, i.e., ~ej = {ej,i}i∈Zn , ej,i = 1 for i = j, and vanish
elsewhere. For j ∈ Z, 1 ≤ j ≤ J , we use ~aj = {aj,i}i∈Zn to denote a sequence
(function) defined on Zn.
For the case 1/q ≤ ∑Jj=1 1/qj, we take ~aj = ~ek for all 1 ≤ j ≤ J . Then the
inequality
‖
J∏
j=1
~aj‖lq,m .
J∏
j=1
‖ ~aj‖lqj,mj (4.3)
implies that
m(k) .
J∏
j=1
mj(k). (4.4)
By the arbitrariness of k, we obtain that
m(k)∏J
j=1mj(k)
. 1 (4.5)
for all k ∈ Zn, then we get the conclusion by the fact that m(ξ) ∼ m(k) for ξ ∈ Qk.
For the case 1/q >
∑J
j=1 1/qj, we take
~aj =
∑
|i|≤N
1
mj(i)
(
m(i)∏J
j=1mj(i)
)r/qj
~ei. (4.6)
A direct calculation then yields
J∏
j=1
~aj =
∑
|i|≤N
1
m(i)
(
m(i)∏J
j=1mj(i)
)r/q
~ei. (4.7)
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By the inequality (4.3), we obtain that∑
|i|≤N
(
m(i)∏J
j=1mj(i)
)r1/q . J∏
j=1

∑
|i|≤N
(
m(i)∏J
j=1mj(i)
)r1/qj
 (4.8)
which implies ∑
|i|≤N
(
m(i)∏J
j=1mj(i)
)r1/r . 1. (4.9)
Let N →∞, we deduce that m∏J
j=1 mj
∈ lr. Then the final conclusion will be verified
by the fact that m(ξ) ∼ m(k) for ξ ∈ Qk.
For the sufficiency part, (4.1) can be verified by a direct application of multi-
Ho¨lder’s inequality. 
Lemma 4.5 (Sharpness of Young’s inequality, discrete form). Let J ≥ 2 be an
integer. Suppose 0 < q, qj ≤ ∞ for j = 1, 2, · · · , J . We write S = {j ∈ Z : qj ≥
1, 1 ≤ j ≤ J}. Then
J∐
j=1
lqj ⊂ lq (4.10)
holds if and only if {
(|S| − 1) + 1/q ≤∑j∈S 1/qj,
1/q ≤ 1/qj (j = 1, 2 · · ·J).
(4.11)
Proof. We divide the proof into two parts.
Necessity. We first verify
(|J | − 1) + 1/q ≤
J∑
j=1
1/qj. (4.12)
To this end, for a positive integer N , we take
~aj =
∑
|i|≤2N
~ei, j = 1, 2, · · · , J, (4.13)
where {~ei}i∈Zn is the standard orthogonal basis on Zn. Observing that
(
∑
|i|≤N
~ei) ∗ (
∑
|i|≤2N
~ei) ≥ Nn
∑
|i|≤N
~ei, (4.14)
we obtain
J∐
j=1
~aj ≥ Nn(|J|−1)
∑
|i|≤N
~ei (4.15)
by induction. By the above estimates, we deduce
‖
J∐
j=1
~aj‖lq & Nn(|J|−1+1/q), (4.16)
and
‖ ~aj‖lqj ∼ Nn/qj . (4.17)
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By the assumption, we have
‖
N∐
j=1
~aj‖lq .
N∏
j=1
‖ ~aj‖lqj , (4.18)
it follows that
Nn(|J|−1+1/q) .
J∏
j=1
Nn/qj = Nn(
∑
N
j=1
1/qj). (4.19)
Letting N →∞, we obtain (4.12).
Secondly, we use some reduction to complete the proof of necessity. Observe
that ~e0 is a unit of convolution on Z
n. More precisely, we have
~e0 ∗ ~a = ~a (4.20)
for any ~a defined on Zn. Then we take ~aj = ~e0 for 1 ≤ j 6= i ≤ J , and use (4.18)
to deduce
‖~ai‖lq . ‖~ai‖lqi , (4.21)
that is, lqi ⊂ lq, which implies 1/q ≤ 1/qi by (4.12). By the arbitrary of i, we
obtain 1/q ≤ 1/qj for all j = 1, 2 · · ·J .
On the other hand, we take ~aj = ~e0 for j /∈ S, and use (4.18) to deduce
‖
∐
j∈S
~aj‖lq .
∏
j∈S
‖ ~aj‖lqj , (4.22)
then (|S| − 1) + 1/q ≤∑j∈S 1/qj follows by (4.12). Here, we omit the trivial case
S = ∅.
Sufficiency. The sufficiency for q ≤ 1 is a direct conclusion of
lqj ⊂ lq ⊂ l1, and
J∐
j=1
l1 ⊂ l1.
By the embedding relation lq ⊂ l1, we verify that
(
J∐
j=1
~aj)
q ≤
J∐
j=1
(~aj)
q (4.23)
Taking l1-norm of both sides of the inequality, we use classical Young’s inequality∐J
j=1 l1 ⊂ l1 and the embedding relation lqj ⊂ lq to deduce
‖
J∐
j=1
~aj‖qlq . ‖
J∐
j=1
(~aj)
q‖l1 .
J∏
j=1
‖(~aj)q‖l1 =
J∏
j=1
‖ ~aj‖qlq .
J∏
j=1
‖ ~aj‖qlqj , (4.24)
which is the desired conclusion.
For the case q ≥ 1, using the assumptions, we can choose a sequence {rj}j∈S
such that 1/rj ≤ 1/qj for j ∈ S,
(|S| − 1) + 1/q =
∑
j∈S
1/rj, q ≥ 1, rj ≥ 1, j ∈ S. (4.25)
Then we choose rj = 1 for j /∈ S, and deduce
(J − 1) + 1/q =
J∑
j=1
1/rj , q ≥ 1, rj ≥ 1, j = 1, · · · , J. (4.26)
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The classical Young’s inequality on Zn then implies
∐J
j=1 lrj ⊂ lq. Using the
embedding relations lqj ⊂ lrj (j = 1, · · · , J), we obtain the desired conclusion
J∐
j=1
lqj ⊂ lq. (4.27)

Finally, we handle a more special case, i.e., the power weight case. Since the
assumptions of weights in our main theorems in Section 1 are qualitative, it is hard
to give more concrete characterizations under such assumptions (especially for the
convolution part). However, power weight is a more quantitative weight and the
relations on modulation spaces and Wiener amalgam spaces with power weights
can be characterized by a more concrete way.
We recall some results obtained in our paper [16] and [15].
Lemma 4.6 (See [16]). Suppose 0 < q, q1, q2 ≤ ∞, s, s1, s2 ∈ R. Then
lq1,s1 · lq2,s2 ⊂ lq,s (4.28)
if and only if (q, s) = (q, q1, q2, s, s1, s2) satisfies one of the following conditions Bi,
i = 1, 2.
(B1)
{
1
q >
1
q1
+ 1q2
1
q +
s
n <
1
q1
+ s1n +
1
q2
+ s2n ;
(4.29)
(B2)
{
1
q ≤ 1q1 + 1q2
s ≤ s1 + s2.
(4.30)
Lemma 4.7 (See [15]). Suppose 1 ≤ q, q1, q2 ≤ ∞, s, s1, s2 ∈ R. Then
lq1,s1 ∗ lq2,s2 ⊂ lq,s (4.31)
if and only if (q, s) = (q, q1, q2, s, s1, s2) satisfies one of the following conditions Ai,
i = 1, 2, 3, 4.
(A1)

s ≤ s1, s ≤ s2, 0 ≤ s1 + s2,
1 +
(
1
q +
s
n
)
∨ 0 <
(
1
q1
+ s1n
)
∨ 0 +
(
1
q2
+ s2n
)
∨ 0,
1
q +
s
n ≤ 1q1 + s1n , 1q + sn ≤ 1q2 + s2n , 1 ≤ 1q1 + s1n + 1q2 + s2n ,
(q, s) = (q1, s1) if
1
q +
s
n =
1
q1
+ s1n ,
(q, s) = (q2, s2) if
1
q +
s
n =
1
q2
+ s2n ,
(q′1,−s1) = (q2, s2) if 1 = 1q1 + s1n + 1q2 + s2n ;
(4.32)
(A2)
{
s = s1 = s2 = 0,
q = q1, q2 = 1 or q = q2, q1 = 1 or q =∞, 1q1 + 1q2 = 1;
(4.33)
(A3)

s ≤ s1, s ≤ s2,
1
q1
+ 1q2 = 1, s1 + s2 = 0,
1
q +
s
n < 0 ≤ 1q1 + s1n , 1q2 + s2n ;
(4.34)
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(A4)

s ≤ s1, s ≤ s2, 0 ≤ s1 + s2,
1 + 1q +
s
n =
1
q1
+ s1n +
1
q2
+ s2n ,
1
q ≤ 1q1 + 1q2 ,
1
q +
s
n <
1
q1
+ s1n ,
1
q +
s
n <
1
q2
+ s2n ,
1
q +
s
n > 0,
q 6=∞, q1, q2 6= 1, if s = s1 or s = s2.
(4.35)
Here, we use the notation
a ∨ b = max{a, b}.
As direct applications of Lemma 4.6 and Lemma 4.7, we use Theorem 1.3 and
Theorem 1.4 to give the characterizations of product inequalities and convolution
inequalities on modulation and Wiener amalgam spaces with power weights.
Theorem 4.8 (Sharpness of product on weighted modulation spaces). Suppose
1 ≤ p, pj, q, qj ≤ ∞, s, sj , t, tj ∈ R for j = 1, 2. Then
(1) M s1,t1p1,q1 ·M s2,t2p2,q2 ⊂M s,tp,q holds if and only if (p, t) = (p, p1, p2, t, t1, t2) satisfies
one of the conditions Bi, i = 1, 2 and (q, s) = (q, q1, q2, s, s1, s2) satisfies
one of the conditions Ai, i = 1, 2, 3, 4.
(2) W s1,t1p1,q1 ∗W s2,t2p2,q2 ⊂ W s,tp,q holds if and only if (p, t) = (p, p1, p2, t, t1, t2) sat-
isfies one of the conditions Ai, i = 1, 2 and (q, s) = (q, q1, q2, s, s1, s2)
satisfies one of the conditions Bi, i = 1, 2, 3, 4.
Theorem 4.9 (Sharpness of convolution on weighted modulation spaces). Suppose
1 ≤ p, pj, q, qj ≤ ∞, s, sj , t, tj ∈ R for j = 1, 2. Then
(1) M s1,t1p1,q1 ∗M s2,t2p2,q2 ⊂ M s,tp,q holds if and only if (p, t) = (p, p1, p2, t, t1, t2) sat-
isfies one of the conditions Ai, i = 1, 2, 3, 4 and (q, s) = (q, q1, q2, s, s1, s2)
satisfies one of the conditions Bi, i = 1, 2.
(2) W s1,t1p1,q1 ·W s2,t2p2,q2 ⊂ W s,tp,q holds if and only if (p, t) = (p, p1, p2, t, t1, t2) sat-
isfies one of the conditions Bi, i = 1, 2, 3, 4 and (q, s) = (q, q1, q2, s, s1, s2)
satisfies one of the conditions Ai, i = 1, 2.
We also recall a embedding result about lq,s. This lemma is easy to be verified
and hence its proof is not included here.
Lemma 4.10. Suppose 0 < q, q1, q2 ≤ ∞, s, s1, s2 ∈ R. Then
lq1,s1 ⊂ lq2,s2 (4.36)
holds if and only if
(C1) 1
q1
≤ 1
q2
, s1 ≤ s2, (4.37)
(C2) 1
q1
>
1
q2
,
1
q1
+
s1
n
<
1
q2
+
s2
n
. (4.38)
With this lemma, combined with Theorem 1.5, we obtain the following char-
acterization of embedding between modulation and Wiener amalgam spaces with
power weights.
Theorem 4.11 (Sharpness of embedding on weighted modulation spaces). Suppose
0 ≤ pj , qj ≤ ∞, sj , tj ∈ R for j = 1, 2. Then
(1) M s1,t1p1,q1 ⊂M s2,t2p2,q2 holds if and only if (p1, p2, t1, t2) satisfies one of the condi-
tions Ci, i = 1, 2, and (q, s) = (q1, q2, s1, s2) satisfies one of the conditions
Ci, i = 1, 2.
WEIGHTED MODULATION AND WIENER AMALGAM SPACES 27
(2) W s1,t1p1,q1 ⊂W s2,t2p2,q2 holds if and only if (p1, p2, t1, t2) satisfies one of the condi-
tions Ci, i = 1, 2, and (q, s) = (q1, q2, s1, s2) satisfies one of the conditions
Ci, i = 1, 2.
Remark 4.12. As important tools to study some nonlinear problems, estimates
about the product and convolution relations on modulation spaces with power
weights have been repeatedly appeared in many articles in the field of PDE. For
example, one can refer to [18, 26, 28]. So, it is quite interesting to obtain charac-
terizations of the product and convolution relations on modulation spaces. Such
research attracts many authors. One of the papers that appears very recently is
[23]. However, we find that, in [23], many endpoint cases are not addressed, which
lead gaps between the sufficient and necessary conditions. As an application of our
main theorems, we complete the study in [23] by finding the sharp conditions for
the relations on modulation and Wiener amalgam spaces with power weights.
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