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Abstrakt
Tato práce se zabývá teoretickým popisem možností řízení rizik především v oblasti in-
formačních technologií a popisuje metody sloužící k analýze rizik. Rozebrané metody jsou
analýza stromu událostí, analýza stromu poruch, FMEA, HAZOP a Markovova analýza.
Praktická část práce zahrnuje návrh a implementaci aplikace, která vizualizuje rozhodo-
vací stromy a určuje pravděpodobnosti jednotlivých prvků.
Summary
This thesis focuses on the theoretical description of risk management options related to
information technologies and describes methods used to risk analysis. Described methods
are fault tree analysis, event tree analysis, FMEA, HAZOP and Markovov analysis. Practi-
cal part includes proposal and implementation of program that visualizes decision trees
and determines probability of each tree item.
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1. Úvod
Hlavním cílem této diplomové práce je zpracovat metody pro analýzu rizik využitelné
především v oblasti managementu informačních technologií, navrhnout aplikaci, která
bude vybrané metody používat pro analýzu rizika, a tuto aplikaci implementovat.
Návrh a implementace se skládají ze dvou částí. První část se zabývá implementací
programu včetně logiky analýzy rizik, druhá část se věnuje vykreslovací knihovně, která
kreslí do obrázku strukturu rozhodovacího stromu.
V kapitole 2 je popsána problematika managementu rizik obecně a také v oblasti
IT, v kapitole 3 jsou pak popsány jednotlivé metody sloužící k analýze rizik. Konkrétně
se jedná o metody FTA1, ETA2, FMEA3, HAZOP4 a Markovovu analýzu. Kapitola 4
popisuje návrh aplikace, kapitola 5 implementaci dle tohoto návrhu. V kapitole 6 jsou
popsány případové studie k otestování programu v reálných situacích a kapitola 7 shrnuje
celou práci.
Zadání práce
Cílem práce je seznámit se s problematikou managementu rizik v IT projektech a pro-
studovat metody používané pro analýzu rizik, dále specifikovat požadavky a navrhnout
programovou aplikaci pro analýzu rizik zvolenými metodami. Výstupem práce je imple-
mentovaný prototyp navrženého systému včetně jeho otestování na vhodném vzorku dat.
1Fault tree analysis
2Event tree analysis
3Failure mode and effect analysis
4Hazard and operability study
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2. Management rizik
V této kapitole je popsán teoretický rozbor managementu rizik v oblasti informačních
technologií. Kapitola se dále věnuje teorii rizika a rizikové analýzy. Jsou zde popsány defi-
nice rizika, jejich identifikace a následné reakce na identifikovaná rizika. Riziková analýza
popisuje možnosti řízení rizik.
2.1. Riziko
Původní význam rizika souvisí s hazardními hrami. Riskovat znamená hazardovat. Pod
pojmem riziko je také známa vývojová činnost - každý vývojový proces je potenciálně
rizikový. Při nových vývojových aktivitách vznikají také neznámé faktory a jejich důsledky
na tyto akce nejsou předem známé. Tyto faktory mohou být příznivé nebo nepříznivé.
Existuje určitá pravděpodobnost, že jeden faktor může znamenat ztrátu a nebo zisk,
nicméně ztráta může poškodit naše vývojové aktivity. Většina vývojových aktivit se snaží
přistupovat a porovnávat pravděpodobnost ztráty s pravděpodobností zisku. Rozhodnutí,
kterým směrem se ubírat, závisí na tom, zda jsou statistiky příznivé či nepříznivé[10].
2.1.1. Definice rizika
Riziko je pravděpodobnost výskytu ztráty. Pro upřesnění této definice je třeba zahrnout
cíle, zisky a příležitosti. Riziko je totiž spojené i se ziskem. Riziko tedy můžeme definovat
jako pravděpodobnost výskytu ztráty při dosahování cílů.
Pokud udáme pravděpodobnost výskytu nežádoucí události jako vyšší 50%, prahová
hodnota nebude dosahovat 49%. Musíme proto riziko chápat jako váženou, nikoliv ab-
solutní, hodnotu. Váha rizika je založena na rozsahu ztráty vzhledem k riziku pokud se
riziko někdy objeví. Riziko je tedy kombinace pravděpodobnosti a rozsahu ztráty. Riziko
matematicky zapisujeme jako:
R = P.C (2.1)
kde P je pravděpodobnost a C je cena nebo dopad rizika. Jelikož jsou některé procesy
nekontrolovatelné a výsledky nepředpokládatelné, může být kompletní definice rizika ná-
sledující: riziko je pravděpodobnost výskytu nežádoucí události při dosahování cílů kvůli
faktorům, které jsou nepředvídatelné nebo leží mimo zkoumaný rozsah.
Rizika můžeme dělit na vnitřní a vnější. Vnitřní riziko je pravděpodobnost výskytu
nežádoucí události při zlepšování výkonosti a dosahování cílů kvůli nedostatkům v pro-
cesních schopnostech a organizační struktuře. Vnější riziko je pravděpodobnost výskytu
nežádoucí události při zlepšování výkonosti a dosahování cílů kvůli nejistotám v externích
podmínkách[10].
2.1.2. Vyjádření rizika
Při popisu rizik se využívají následující termíny:
• rizikové číslo - unikátní referenční číslo rizika zvolené pro jeho sledování,
• pravděpodobnost rizika - pravděpodobnost výskytu daného rizika,
4
2.2. RIZIKOVÁ ANALÝZA
• účinek rizika - úroveň poškození, pokud riziko nastane,
• rozsah rizika - kombinace pravděpodobnosti a účinku rizika,
• původ rizika - zdroj rizika - externí nebo interní,
• kategorie rizika - skupina nebo třída rizik se stejnými nebo podobnými vlast-
nostmi,
• vlastník rizika - vlastník procesu, jehož cíle jsou rizikem ohroženy.
Tato část čerpá z [10].
2.1.3. Řízení rizik
Při řízení rizik operujeme s následujícími termíny:
Posouzení rizik
• Posouzení rizik je celkově chápáno jako proces identifikace, analýzy a vyčíslení
rizik.
• Identifikace rizik je proces, ve kterém určujeme co, kde, kdy, proč a jak se může
stát.
• Analýza rizik je systematický proces, který nám dává pochopení podstaty, povahy
a úrovně rizika.
• Vyčíslení rizik je proces porovnávání úrovně rizika proti kritériu rizika.
• Kritérium rizika je termín, který určuje rámec, jenž hodnotí význam rizika [3].
Řízení rizik
• Řízení rizik je proces a struktura, která přímo realizuje potenciální příležitosti a
řídí nepříznivé účinky.
• Proces řízení rizik je systémová aplikace politiky řízení, procedur a praktik urče-
ných ke komunikaci, identifikaci, analýze, posouzení, omezování, monitorování a
kontrolování rizik [3].
2.2. Riziková analýza
2.2.1. Identifikace rizik
Identifikace rizik je první krok v celé analýze rizik v případě, že jsou cíle správně de-
finované. Existuje množství technik používaných pro formalizaci identifikace rizik. Tato
část formální rizikové analýzy se často ukazuje jako nejvíce informativní a konstruktivní
element celého procesu[19].
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Pomocné seznamy
Pomocné seznamy poskytují kolekci kategorií rizik, která jsou relevantní k typu posu-
zovaného projektu nebo k typu rizika posuzovaného organizací. Seznamy napomáhají
uživatelům přemýšlet o projektu a identifikaci rizik. Ke zlepšení šance identifikace všech
důležitých rizik jsou někdy použity i rozdílné druhy seznamů. Jedná se tedy o seznamy,
které nám pomáhají k lepší identifikaci rizik.
Základní pomocné seznamy jsou vlastně projektové plány a pracovní rozpisy se všemi
hlavními definovanými úkoly. V analýze spolehlivosti mohou být pak využity různé druhy
seznamů. Například seznam selhání (mechanické, lidské, elektrické, . . .) nebo seznam strojů
a procesů zapojených do systému.
2.2.2. Reakce na rizika
Tato část popisuje, jak naložit s identifikovanými riziky. Je však potřeba počítat s tím,
že řešení pomocí následujících metod může přinést sekundární rizika. Pro tyto případy
je vhodné mít v záloze plány pro ústup v případě, že nalezená rizika nebude možné
eliminovat. Pokud je vše provedeno v dostatečném předstihu, může to napomoci organizaci
reagovat efektivně a rozvážně v situacích, které by jinak byly nepřehledné.
Účelem rizikové analýzy je pomoci manažerům lépe porozumět rizikům (a příležitos-
tem), kterým čelí, a posoudit možnosti dostupné pro jejich kontrolu. Obecně jsou možnosti
rizikového řízení rozděleny do několika skupin dle reakcí na nalezená rizika.
Přijetí rizika - nedělat nic
V případě, že máme rizika, ve kterých jsou náklady na jejich kontrolu neúměrně vysoké,
praktikuje se přijetí rizika a nedělají se žádná další opatření. Častokrát se jedná o málo
pravděpodobná rizika a rizika s malým účinkem nebo dopadem. V případě, že reakcí
na nalezení rizika, je jeho přijetí, mělo by být bráno v úvahu zařazení tohoto rizika do
pohotovostního plánování.
Navýšení
Při analýze můžeme shledat, že utrácíme značné prostředky k řízení rizik, které jsou příliš
porovnávané s úrovní protekce, kterou nám dovolují. V takových případech je logické
redukovat úroveň ochrany a alokovat prostředky k řízení ostatních rizik, čímž se dosáhne
lepší celkové účinosti rizik. Příkladem je:
• odstranění nákladné bezpečnostní regulace vnitřní síťové infrastruktury při vývoji
softwaru,
• přestat dbát na testování aplikací využívaných pouze pro interní účely.
Tyto případy jsou logické, ale mohou také odporovat firemní politice.
Získání více informací
Riziková analýza může popisovat úroveň nejistoty jako rozhodovací problém. Zde pou-
žíváme nejistotu jako odlišnost od přirozené náhodnosti. Nejistota může být často redu-
kována získáváním více informací (kde náhodnost takto nemůže). Proto může ten, kdo
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rozhoduje, určit problémy tak, že v projektu bude více nejistoty k vytvoření robustního
rozhodnutí a vyžádá si tím více informací. Používáním vhodného modelu rizikové analýzy
si může člověk, který analýzu provádí, vybrat metodu, jež má nejmenší náklady pro zís-
kávání dodatečných dat, která mohou být nutná k dosažení požadované úrovně přesnosti.
Vyvarování se (eliminace)
Tato reakce znamená změnu způsobu vykonávání projektového plánování, investiční stra-
tegie a dalších procesů projektového řízení. Díky změně strategií pak identifikovaná rizika
již nebudou relevantní. Vyvarování se je často používáno pro vysoce pravděpodobná rizika
s velkým dopadem. Příkladem může být:
• použití vyzkoušené a otestované technologie místo nové, která měla být původně
použita,
• omezení nových atributů softwaru a přesunutí časového fondu na testování již ho-
tového softwaru,
• zrušení projektu a nalezení jiné cesty pro řešení problému.
Je však velká šance, že použitím této reakce vzniknou nová a možná i více důležitá rizika.
Redukce (zmírnění)
Redukce zahrnuje množství technik, které mohou být společně využity za cílem redukovat
pravděpodobnost výskytu rizik, jejich dopadů nebo obou hodnot současně. Příkladem
může být:
• používání redundandnosti1,
• provádění více testů a inspekcí kvality,
• poskytovat lepší kvalitu trénování zaměstnanců,
• rozložit rizika na několik lokací.
Redukční strategie jsou používány pro jakoukoliv úroveň rizik, kde zbývající riziko není
tolik vážné a kde užitek převažuje nad náklady na redukci.
Plánování nepředvídatelných událostí
Jedná se o plány vytvořené za účelem optimalizace rizik, která se mohou vyskytnout.
Tyto plány mohou být použity společně se strategiemi přijetí a redukce. Plánování ne-
předvídatelných událostí může identifikovat individuality, které převezmou odpovědnost
za sledování výskytu rizik, a identifikovaná rizika řídí směrem ke změně v četnosti výskytu
nebo možného dopadu rizik. Plány by měly identifikovat to, co dělat, kdo by to měl dělat
a v jakém pořadí. Příkladem mohou být:
• mít ve firmě zaměstnané odborníky na řešení technických problémů,
• mit viditelný telefonní seznam osob, které je potřeba kontaktovat při výskytu rizik,
• mít záložní zdroj elektrické energie.
1záložní systémy
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Riziková rezerva
Manažerskou reakcí na identifikované riziko je přidání určité rezervy s cílem toto riziko
pokrýt. Tato reakce je vhodná především pro malé a střední dopady rizik. Příkladem
mohou být:
• alokace extra finančních prostředků pro projekt,
• alokace extra času pro dokončení projektu,
• mít finanční rezervu,
• nakoupit dopředu licence softwaru využívaného k vývoji.
Pojištění
V podstatě se jedná o redukční strategii, která je natolik běžná, že stojí za to ji mít
odděleně. Pokud pojišťovací firma správně vypočítá hodnoty rizik, bude zadavatelská
společnost platit mírně vyšší cenu za rizika, než pokud si tato rizika pokrývá sama. V
ceně rizik je totiž započtený případný zisk pro pojišťovací firmu.
Transfer rizika
Transfer zahrnuje manipulaci s problémem, takže je riziko přeneseno z jedné strany na
druhou. Běžná metoda přesunu rizik je prostřednictvím smluv, kde je připojena určitá
forma penalizace na straně dodavatele. Tato varianta je velmi často využívaná v praxi,
ale může být značně neefektivní. Příklady transferu rizik:
• penalizace za překročení schváleného časového plánu,
• garantování produktového výkonu,
• používání budov v nájmu oproti koupi,
• objednávka reklamní kampaně, za kterou se platí až na základě dosažených úspěchů.
Předchozí metody reakcí na rizika vycházejí z [19].
2.2.3. Registry rizik
Registr rizik2 je dokument nebo databáze, která obsahuje každé riziko týkající se projektu
nebo organizace. Tento registr obsahuje rozličné množství informací o riziku, které jsou
užitečné pro jeho řízení. Rizika obsažená v registrech často pocházejí z kolektivních cvičení
s cílem tato rizika identifikovat. Následující položky jsou nezbytné v každém rizikovém
registru:
• datum poslední modifikace registru,
• název rizika,
• popis rizika,
2česky také katalog rizik
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• popis, za jakých okolností může riziko nastat,
• popis faktorů, které mohou zvýšit nebo snížit pravděpodobnost výskytu rizika nebo
jeho dopad,
• částečně kvantitativní odhady pravděpodobnosti a potencionálního dopadu,
• P-I skóre3,
• jméno vlastníka rizika (osoba zodpovědná za monitorování rizika),
• detaily strategie pro redukci rizika,
• dopady a pravděpodobnosti rizika po jeho redukci,
• hodnocení redukovaného rizika pomocí P-I skóre,
• křížové odkazy rizikových událostí k identifikačním číslům jednotlivých úkolů v
rámci projektu,
• popis sekundárních rizik, která mohou vzrůst po redukci primárního rizika.
Registr rizik může volitelně také obsahovat následující položky:
• popis dalších strategií pro redukci rizika,
• zpětná strategie pro případ, že se riziko bude nadále objevovat ve stejné míře,
• jméno osoby, která jako první riziko identifikovala,
• datum, kdy bylo riziko identifikováno,
• datum, kdy bylo riziko odstraněno ze seznamu aktivních rizik,
• a další.
Rizikové registry mohou také obsahovat shrnutí obsahující největší rizika. Nejčastěji se
jedná o 10 nejvýznamnějších rizik v projektu nebo v organizaci. Registry se nejlépe skla-
dují v relační databázi, rizika jednotlivých projektů tak mohou být sdílena napříč celou
organizací. Projektoví manažeři mají díky tomu přístup k registrům, a mohou tak shléd-
nout všechna rizika vlastních nebo cizích projektů[19].
2.2.4. Klasifikace rizik
Ve fázi identifikace rizik se manažeři pokoušejí identifikovat všechna rizika, která ohrožují
úspěch projektu nebo cíle organizace. Je důležité, aby byla pozornost zaměřena na taková
rizika, která představují největší hrozbu. Z tohoto důvodu se provádí klasifikace rizik, při
které se jednotlivá rizika ohodnotí pomocí určitého skóre.
3kvantitativní posouzení pravděpodobnosti události a jejího dopadu
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Kvantitativní metody
Kvantitativní metody jsou založené na matematickém výpočtu rizika z frekvence výskytu
hrozby a jejího dopadu [13]. Tyto metody používají číselné ocenění, jak v případě pravdě-
podobnosti vzniku incidentu, tak i při ocenění dopadu události. Vyjadřují dopad obvykle
ve finančním vyjádření (v penězích). Nejčastěji je riziko vyjádřeno jako roční předpoklá-
daná ztráta. Jejich provedení sice vyžaduje více času a úsilí, ale poskytují tak finanční
vyjádření rizik, které je pro jejich zvládání výhodnější, a to hlavně pro finanční, tech-
nicko-bezpečnostní nebo informačně-bezpečnostní oblast [5].
Kvalitativní metody
Kvalitativní metody jsou postaveny na popisu závažnosti potenciálního dopadu a na prav-
děpodobnosti, že daná události nastane [13]. Rizika jsou u těchto metod vyjádřena v urči-
tém rozsahu, např. ve škále 1 − 10, určena pravděpodobností intervalu 0 − 1 či slovně
malé-střední-velké. Úroveň rizika je určována kvalifikovaným odhadem. Tyto metody jsou
jednodušší, rychlejší, ale více subjektivní a chybí jim jednoznačné finanční vyjádření. Vý-
znam těchto metod je především v tom, že poskytují podklady pro plány prevence [5].
Definování kvalitativního popisu rizika
Kvalitativní posouzení pravděpodobnosti P rizikové události (možnost, že nastane udá-
lost, která negativně ovlivní projekt nebo organizaci) a dopady, které může vytvářet I,
může být tvořena přiřazením popisu k veličinám těchto pravděpodobností a dopadů. Po-
suzovatel je tázán za účelem popsání pravděpodobnosti a dopadu každého rizika, vybíraje
z přednastavených frází jako je žádné, velmi nízké, nízké, střední, vysoké a velmi vysoké.
Rozsah hodnot je tak přiřazen každé frázi v pořadí tak, aby byla zajištěna konzistence
mezi odhady jednotlivých rizik. Příklad je uveden v tabulce 2.1 [19].
Kategorie Pravd.(%) Zpoždění Cena Kvalita
Velmi vysoké 10-50 > 100 > 1000 selhání nad hranicí přijatelnosti
Vysoké 5-10 30-100 30-100 selhání nad hranicí hlavní specifikace
Střední 2-5 10-30 100-300 selhání na úrovni hlavní specifikace
Nízké 1-2 2-10 20-100 selhání nad úrovní vedlejší specifikace
Velmi nízké < 1 < 2 < 20 selhání na úrovni vedlejší specifikace
Tabulka 2.1: Kvalitativní hodnocení rizik [19]
Vizualizace portfolia rizik
P-I tabulka nabízí rychlou cestu, jak vizualizovat relativní význam všech identifikovaných
rizik, která se týkají projektu nebo organizace. Tabulka 2.2 ukazuje příklad vizualizace
rizik. Všechna rizika jsou vykreslena v jedné tabulce, což umožňuje snadnou identifikaci
nejvíce ohrožujících rizik stejně jako schopnost ilustrace celkové rizikovosti projektu[19].
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Dopady identifikovaných rizik
velmi vysoké 6 13,2
vysoké 15 12
střední 5 1
nízké 5
velmi nízké 11 7 3
velmi nízké nízké střední vysoké velmi vysoké
Pravděpodobnost
Tabulka 2.2: Vizualizace rizik [19]
Klasifikace rizik pomocí P-I skóre
P-I hodnocení se používá ke klasifikaci identifikovaných rizik. Váhový vektor je přiřazen
každé frázi užité k popisu každého typu dopadu. V této klasifikaci znamená vyšší skóre
vyšší riziko.
Základním měřítkem je pravděpodobnost ∗ dopad.
Můžeme také definovat závažnost rizika jednoduchými členy:
S = P + I, (2.2)
kde P je pravděpodobnost a I je dopad. Pokud má riziko k -možných dopadů (kvalita,
cena, reputace) s různými pravděpodobnostmi pro každý typ, můžeme je zkombinovat do
jednoho výpočtu:
S = log10
[
k∑
i=1
10Pi+Ii
]
. (2.3)
Pomocí skóre lze nyní určit nejdůležitější rizika - management se tak může zaměřit na
prostředky určené k redukci nebo eliminaci rizik v projektu. Nevýhodou tohoto přístupu
je to, že je projekt značně závislý na jednotlivém škálování faktorů, které jsou přiřazeny
ke každé frázi popisující dopady rizik. Pokud máme lepší informace o pravděpodobnosti
nebo dopadu, pak nám hodnocení zajistí přesnější skóre.
P-I skóre nabízí projektové konzistentní měření rizik, které lze využít k definování
metrik a vytvoření analýzy trendů. Například rozdělení skóre závažnosti v projektu dává
indikaci celkové výše podstupovaného rizika[19].
Efektivní řízení rizik s využitím skóre závažnosti
Efektivní řízení rizik se snaží dosáhnout maximální redukce rizik za dané velikosti investic
(lidské zdroje, čas, peníze, . . .). Proto potřebujeme posuzovat rizika v určitém poměru
(redukce rizika / investice k dosažení redukce). Pokud použijeme logaritmické měřítko
pro závažnost zde popsanou, použijeme následující vyčíslení:
Efektivnost =
∑
i 10
Snew(i) −∑i 10Sold(i)
investice
. (2.4)
Možnosti řízení rizik, které poskytují nejvyšší efektivnost, jsou logicky preferované. Inhe-
rentním rizikem chápeme takové riziko, které ještě nebylo zmírněno nebo redukováno. Tato
rizika mohou být vykreslena oproti rámci rizikových reakcí, ve kterých jsou P-I tabulky
11
2.2. RIZIKOVÁ ANALÝZA
rozdělené, pokryté překrývajícími se oblastmi vyhnutí se, kontroly, transferu a přijetí tak,
jak je uvedeno na obrázku 2.1.
Obrázek 2.1: P-I graf pro inherentní rizika [19]
• Vyhnutí se - aplikujeme tam, kde organizace může přijímat vysoce pravděpodobná
rizika s velkým dopadem a bez jakýchkoli kompenzačních benefitů.
• Kontrola - aplikujeme většinou na vysoce pravděpodobná rizika s malým dopadem
- spojené s opakujícími se akcemi.
• Transfer - aplikujeme na málo pravděpodobná rizika s velkým dopadem - většinou
je přesouváme do oblastí, ve kterých jsou dopady lépe absorbovány.
• Přijetí - aplikujeme na zbývající, málo pravděpodobná rizika s nízkým dopadem,
na která není efektivní se zaměřovat.
Tyto možnosti vycházejí z [19].
2.2.5. Hodnocení možností řízení rizik
Manažer hodnotí možnosti práce s definovanými rizikovými problémy tak, že musí zvážit
následující otázky:
• Je posouzení rizika dostatečně kvalitní, aby mohlo být uplatněno?
12
2.3. MANAGEMENT RIZIK V IT
• Jak citlivé je hodnocení každé možnosti v modelu nejistot?
• Jaké jsou výhody vzhledem k nákladům spojeným s řízením jednotlivého rizika?
• Jsou zde nějaká sekundární rizika s možností je následně řídit?
• Jak praktické bude použití řízení rizik?
A další otázky relevantní k řízení rizik[19].
2.3. Management rizik v IT
Rozšířený výskyt rizik a problémů v běžném životě, v obchodování a projektech podporuje
proaktivní pokusy k řízení rizik, jejich účinků a následků. Moderní koncepty pravděpodob-
nosti vznikly v 17. stolení vlivem průkopnické činnosti Pascala a jeho současníků. Vedly
ke zlepšení porozumění povahy rizika a lépe strukturovaly snahy je řídit.
V současné době je rizikový management používaný jako součást projektového ma-
nagementu. Je využíván především pro velké, komplexní a inovativní projekty. Některé
názory však považují rizikový management pouze za dočasnou nebo přechodnou část v
oblasti projektového řízení, výsledky rizikových analýz jsou často opomíjené a není jim
kladen dostatečný význam, což vede k chybné činnosti celé této části projektového řízení.
Aby bylo rizikové řízení plně efektivní, je potřeba jej integrovat do celkového projek-
tového řízení s co nejužšími vazbami k jednotlivým procesům řízení. Nesmí být nastavené
pouze jako volitelná součást.
Rizikové řízení musí být plně integrované v systému tak, aby pomáhalo organizacím
efektivně dosahovat nastavených cílů[4].
2.3.1. Obecně o informačních systémech a technologiích
Informační systémy a technologie jsou zde přes 50 let a jejich cílem je efektivně měnit
a vylepšovat podnikatelské a informační procesy. Lidé o tyto kroky usilují více než tisíc
let a s takovou zkušeností by se zdálo, že budou informační systémy a technologie již na
velmi vysoké úrovni úspěšnosti (za předpokladu, že byl dodržen časový plán a rozpočet).
Bohužel tomu tak není. Například v osmdesátých letech byla více jak polovina veškerých
IT řešení neúspěšná a i z těch, které úspěšné byly, velmi malý počet přispěl ke změně
nebo vylepšení.
Důvody, proč většina IT projektů zklamala, jsou následující:
• problémy byly rozpoznány příliš pozdě,
• problémy byly špatně řízené - typicky nesystémově a ad-hoc4 způsobem a manažeři
řešili stejné problémy různými metodami,
• problémy nebyly sledovány a vedeny v databázi,
• zkušenosti z řešení problémů nebyly využity k vylepšení budoucího rozhodovacího
modelu managementu,
4řešení určitého problému až v době, kdy nastane, a jedinečným způsobem
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• lidé měli tendenci dělat stále stejné chyby.
Při deklarování požadavků na vývoj nového nebo úpravy stávajícícho systému se předpo-
kládá, že uživatelé podporují snahy o změny a vylepšení, to však většinou nebývá pravda.
Tento problém se týká především zkušenějších osob, které mají již svůj způsob řešení pro-
blémů a neradi jej mění. Dalším problémem bývá případ, kdy uživatel, který má systém
schvalovat, často nerozumí změnám a vylepšením a systém díky tomu neschválí. Často-
kráte se chyba nachází v oblasti instruktáže a implementace nového systému.
Většina problémů vzniká při vzájemném neporozumění uživatelů a jednotlivých pod-
nikatelských oddělení[9].
Typy jednotlivých problémů
Problémy vznikají ve vnitřních oblastech, které se týkají pracovních týmů, samotné
práce, podnikatelských jednotek, managementu a projektů. Dále vznikají problémy ve
vnějších oblastech týkajících se především prodejců, konzultantů, outsourcingu5, cent-
rály organizace, dceřinných společností, využívaných technologií a obchodních partnerů.
Lze také identifikovat problémy a rizika specifických IT aktivit. Patří mezi ně analýza
zadání, softwarové balíky, samotný vývoj softwaru, dokumentace a servisní podpora[9].
Nejčastější příklady problémů v organizacích
Nejčastější problémy můžeme rozdělit do 5 oblastí. První oblastí jsou problémy na straně
zákazníka nebo uživatele. Mezi tyto problémy patří například nedostatek dostupných
prostředků, neochota týmu ke změnám a novým návrhům, neznámá kvalita dat, nekvali-
fikovaný zákaznický personál, nepoužívání určitých položek korektní cestou, nedostatečné
porozumění obchodním pravidlům, nedostatek informací o konkrétním systému (systém
pak nemusí být schválen), neodsouhlasení specifikace systému, problémy s jazykovými
překlady, uživatelé nepřijímají nové změny, přílišná zaneprázdněnost uživatelů vedoucí k
nespolupráci při práci na projektu, nedostatek standardizovaných postupů.
Druhou oblastí jsou problémy na straně managementu. Jedná se o nedostatek času ke
generování testovacích dat, nedostupnost prostředků, nesledování interpretace problémů,
nízká priorita, časová pásma, jazykové problémy, vysoká očekávání managementu, talen-
tová neshoda, nedostatečné financování, zpoždění vlivem provázanosti různých projektů,
příliš mnoho závislostí na externích organizacích, změny v oblasti top managementu.
Další oblastí jsou projektové a plánovací problémy. Patří sem příliš sekvenční
úkoly, příliš detailní plánování, situace, kdy smysl projektu není od počátku jasný, narůs-
tající rozsah projektu, neochota změny struktury projektu, asynchronní plán s aktuálními
výsledky, potřeba organizovaného přístupu při řešení mimořádných situací, přílišné pře-
pracovávání projektu a příliš mnoho úkolů nezanesených v plánu.
Čtvrtou oblastí jsou technické a systémové problémy. Řadíme mezi ně neaktuálnost
dat, potřebu velkého vstupního manuálu, staré systémy bez dokumentace, špatné nebo
chybné znalosti, neplatný zdrojový kód, omezené znalosti aplikací, nedostatečné znalosti
ověřených postupů, přechody na nové technologie, nedostatečný rozsah testovacích dat,
chybně pracující moduly, testovací prostředí, které nedostatečně kopíruje reálný provoz a
kvalita práce.
5zajišťování části provozu organizace jinou, externí organizací
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Poslední oblastí jsou problémy na straně subdodavatelů. Do této oblasti patří na-
příklad nízká kvalita nabízeného softwaru, skutečnost, kdy dodavatel říká, že je na úkol
málo času nebo si dodavatel nastavil vysokou prioritu v oblasti konkurenceschopnosti,
výběr špatného dodavatele, neporozumění mezi projektovým vedoucím dodavatele a jeho
zaměstnanci, proces nalezení dodavatele, který dodá řešení za stanovenou cenu, zpoždění
projektu způsobené nedostatečným dodáváním, odstoupení dodavatele od projektu před
jeho ukončením, častá výměna zaměstnanců u dodavatele, nesdílení informací dodavatele
s jeho zákazníky, situace, kdy dodavatel používá jiné metody a nástroje než zadavatelská
organizace a situace, kdy dodavatel nereaguje dostatečně pružně a rychle[9].
2.3.2. Analýza a měření problémů rizik
Cílem analýzy a měření je zavčas varovat před vznikem nežádoucí události.
Problémy při standardním měření
Každý projekt má svůj rozpočet, rozsah a časový plán. Můžeme tak sledovat a porovná-
vat celkový rozpočet a plán s aktuálním stavem. Tyto kroky jsou velmi časté při řízení
projektů, přesto však náklady na začátku projektu nekorespondují s celkovými náklady
vynaloženými na dokončení projektu. Původní plán totiž nepočítá s tím, že může nastat
větší potřeba hardwaru, softwaru a síťových infrastruktur, a tak narůstají další hodiny
práce, které se promítnou v celkovém rozpočtu.
Příčinou zpoždění projektu je většinou to, že v určité fázi nastal problém a že po
jeho identifikaci se lidé snažili s tímto problémem vypořádat, ale nepodařilo se jim to a
tudíž byla potřeba úpravy plánu. V této situaci pak nastává problém s časem, ten je totiž
řešením příčin problému ztracen a zpoždění se stává daleko viditelnější, čímž vzniká větší
a větší tlak.
V IT projektech nastává problém většinou v pozdější fázi projektu. Při sestavování
požadavků, vytváření designu nebo získávání nástrojů a materiálů pro vývoj neoperujeme
s příliš velkým rizikem, to nastává až v pozdější fázi - tedy při implementaci a nasazení.
V IT projektech většinou nevíme, zda:
• softwarový balík pokrývá dostatečně zadanou obchodní činnost - nutná je pak mo-
difikace balíků,
• integrace mezi novým a starým systémem je provedena zavčas,
• testování nerozkryje nepříjemná překvapení,
• jsou uživatelé přizpůsobiví ke změnám,
• může trénování vyvolat překážky.
Stejné problémy platí pro udržování a vylepšování IT projektů. Například pokud pro-
gramátor dostane za úkol udělat malou změnu v systému, ohodnotí časové požadavky na
2 týdny. Po uplynutí však programátor zjistí, že změna nebyla triviální, jak se zdálo, a
zabere mu ještě delší čas. Případně může programátor pracovat na prioritnějších úkolech
a k řešení zadané změny se nedostane.
Rizika v IT systémech se často objevují v pozdější fázi projektu především kvůli nepři-
způsobivosti uživatelů a vývojářů ke změnám, konverzi dat, testování a integraci. Pokud si
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však brzy projektoví manažeři a vývojáři uvědomí, v čem tkví problémy, budou mít větší
možnost přesunout tato rizika a problémy do dřívější fáze práce na projektu. Situace je
totožná s testováním - čím dříve chybu objevíme, tím více času máme na její nápravu[9].
Sledování statusu problémů a rizik
Cílem je, aby byl projektový manažer schopný sledovat problémy, množství odhaleného
rizika a množství práce na odstranění zbývajících rizik. Metody měření jsou následující:
• Stáří nejstaršího nevyřešeného hlavního problému. Každý problém má čas
svého objevení. Nejčastěji zůstávají nejstarší a nejdůležitější problémy nejdéle nevy-
řešené, což je ta nejhorší situace, která může při vývoji projektu nastat. Důsledkem
je většinou to, že týmy musí předpokládat určitý výsledek tak, aby se mohlo s prací
pokračovat. Někdy není výsledkem řešení problému to, co bylo na začátku jeho
řešení předpokládáno, což může negativně ovlivnit časový plán projektu.
• Metoda řízení dosažené hodnoty projektu - EVM6 posuzuje časový postup
projektu ve vazbě na vynaložené náklady a zároveň manažerovi umožňuje odhad
zbývajících nákladů. V případě, že je správně používána, tak včas varuje před pro-
blémy ve fázi realizace projektu.
• Cenu rizik získáme, pokud porovnáme počet hodin s hotovými úkoly, ve kterých
bylo řešení rizik a problémů již vykalkulováno. Získáme tak přibližnou hodnotu toho,
kolik nás budou stát zbývající rizika.
• Rozdělení problémů a rizik v čase. Každá časová perioda (měsíc, týden, . . .)
má konečný počet hodin práce. V této časové periodě je menší počet hodin spojený
s rizikem. Můžeme tak nastavit rizika na časové periody[9].
2.3.3. Použití rizikového řízení v projektech
Integrované řízení rizik má dvě klíčové charakteristiky:
1. Rozhodování v projektovém řízení je vykonáváno s porozuměním rizik, která jsou
součástí daných procesů. Toto porozumění obsahuje plný rozsah aktivit vykonáva-
ných při projektovém řízení, jako jsou definice rozsahu, principy a financování pro-
jektu, finanční řízení, plánování, získávání prostředků, řízení kvality, kontrola změn,
přezkoumávání výsledků a další. Tyto aktivity musí být plně ovlivněné rizikovým
řízením, díky čemuž získáme rizikově založený plán projektu.
2. Proces rizikového řízení musí být integrovaný s ostatními procesy v oblasti řízení. To
ovlivňuje kromě projektových postupů také projektové nástroje a celou infrastruk-
turu.
6Earned Value Management
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Řízení aktivních hrozeb a příležitostí
Pokud chceme efektivně využívat řízení rizik, je nutné správně definovat jednotlivé pro-
cesy, zajistit existenci správných nástrojů a technik a také zajistit dostatek trénovacích
příležitostí. Tyto kroky však samotné nestačí. Problém je často v tom, že většina mana-
žerů, kteří řídí velké projekty, neumí správně rizikové řízení využívat. Cílem rizikového
řízení v projektech je vytvoření jednoduchého, lehce nasaditelného a dobře zdokumento-
vaného procesu, který odstraní nebo minimalizuje překážky při práci na projektu[4].
Nejprve je třeba stanovit, co bude takový jednoduchý a lehce nasaditelný proces po-
krývat:
• pokud je riziko definované jako jakákoliv nejistota, která, pokud se objeví, má po-
zitivní nebo negativní efekt na dosažení jednoho nebo více cílů, tak první krok rizi-
kového řízení je zajištění toho, aby byla rizika správně definovaná a pochopitelná.
Cíle efektivního řízení rizik mohou být definovány mimo proces rizikového řízení, ale
toto řízení bez nich nemůže započít. Pokud tedy v projektovém řízení chybí, musí
je proces řízení rizik vygenerovat.
• Po definování cílů může docházet k ovlivnění procesu stanovení nejistot. Potenciálně
škodlivé nejistoty (hrozby) musí být identifikovány stejně jako ty, které by pomohly
v projektu dosáhnout stanovených cílů.
• Není však nutné identifikovat všechny nejistoty. Proces rizikového řízení musí ob-
sahovat část, která bude vybírat, třídit a nastavovat priority rizikům tak, aby byly
nalezeny největší hrozby a nejlepší příležitosti. Dále je užitečné zkoumat jednotlivé
skupiny rizik, zda obsahují nějaké významné znaky nebo koncentrace určitých ri-
zik. Užitečné je také stanovení celkového dopadu všech nalezených rizik na finální
výsledek projektu.
• Po identifikaci a nastavení priority rizikům přecházíme z analýzy ke konkrétní akci.
V této části rizikového řízení se obrací pozornost k rozhodování, jak vhodně zarea-
govat na konkrétní hrozby a příležitosti a také jak se vypořádat s celkovým rizikem
projektu. Existuje celá řada scénářů, jak rizikům čelit.
• Reakce na rizika většinou není dostatečná, aby pokryla všechna aktuální rizika, v
procesu často chybí okamžitá reakce na nalezená rizika. Plánované reakce musí být
implementované ve správném pořadí tak, aby změnily odhalení rizik v projektu.
Výsledky těchto odhalení musí být sledovány tak, aby zajistily požadovaný efekt.
• Tyto kroky rizikového řízení mohou být prováděny pouze několika členy projek-
tového týmu, ale výsledky jsou důležité pro všechny členy. Proto je nezbytné o
rozhodnutích informovat všechny členy týmu.
• Analýza rizik je v každém projektu proměnlivá a jeho výsledek musí kontinuálně a
znovu posuzovat rizika k zajištění vhodné reakce, která bude probíhat během celé
fáze práce na projektu.
• Plně efektivní rizikový proces v tomto bodě nekončí, protože organizace se musejí
poučit a získávat další zkušenosti pro své budoucí projekty. Klasické shrnutí po
ukončení projektu musí obsahovat rizikově zaměřené elementy, díky čemuž budou
17
2.3. MANAGEMENT RIZIK V IT
hrozby v budoucnu omezené na minimum a zjištěné příležitosti dotaženy k vyšší
efektivnosti.
Metoda řízení aktivních hrozeb a příležitostí
Metoda ATOM7 definuje, že by každý projekt měl obsahovat následujících 8 kroků:
1. definice cílů,
2. identifikace relevantních nejistot,
3. nastavení priorit pro jednotlivé nejistoty,
4. vypracování vhodných řešení,
5. oznámení výsledků zainteresovaným stranám,
6. implementace dohodnutých akcí,
7. sledování změn,
8. získávání zkušeností pro další projekty.
Metoda pro řízení aktivních hrozeb a příležitostí je navržena tak, aby pokryla potřeby jen-
doduchého škálovatelného procesu řízení rizik tak, aby byla aplikovatelná na všechny typy
projektů. Tato metoda přináší spojení osvědčených postupů, vyzkoušených a otestovaných
metod, nástrojů a technik, které jsou zkombinovány tak, aby byly snadno použitelné v
praxi řízení rizik projektů.
Metoda ATOM se skládá z osmi kroků:
1. zahájení,
2. identifikace,
3. posouzení,
4. plánování reakcí,
5. reportování,
6. implementace,
7. přezkoumání,
8. poprojektové přezkoumání.
Posouzení obsahuje kvantitativní rizikovou analýzu ke zjištění dopadů jednotlivých
rizik na celkový projekt.
Rizika se většinou neobjevují ihned na začátku projektu a poté nezmizí. Metoda
ATOM vyžaduje používání všech kroků po celou dobu životního cyklu projektu. Více
o metodě ATOM lze nálézt v [4].
7Active Threat and Opportunity Management
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Řízení projektů
Při řízení projektů dbáme na několik atributů, které přímo či nepřímo rizika ovlivňují.
Jedním z atributů je projektová viditelnost, která odkazuje na prostředky jejichž pro-
střednictvím může vedení sledovat, v jaké fázi se jednotlivé projekty nacházejí. Rizika
ovlivňují všechny typy projektů, nejvíce však projekty zaměřené na vývoj softwaru. Pro-
jekty s abstraktní prací a nehmotnými výsledky jsou částečně vůči rizikům bezbranné.
Projektová viditelnost je v projektech pro redukci rizik důležitá. Vyspělost všech zainte-
grovaných procesů zlepšuje celkovou viditelnost a tím minimalizuje rizika.
Dalším atributem je nastavení cíle. Každý cíl je totiž zastíněný rizikem. Když defi-
nujeme cíle, musíme tato rizika rozpoznat. Vnímání rizik se pak rozšiřuje, pokud jsou cíle
v projektu jasně definované. Naopak hledání příležitostí, které ostatní opomíjeli, znamená
pokrývání rizik, které ostatní nepokryli.
Mezi atributy patří také vývoj produktu. Společnosti, které vyvíjejí produkty, za-
stávají k rizikům často paranoidní přístup. Investice do vývoje jsou velké a několik rizik
ohrožuje produkt ještě před jeho vstupem na trh. Produkty mohou být také znehodno-
ceny před samotným uvolněním na trh, protože poptávka může klesnout na minimum.
Rizika proto musí být pečlivě zkoumána při každém kroku vývojového procesu.
Hlavním úkolem procesu řízení rizik je zkoumání cílů a benefitů - hlavním cílem je
redukce dopadů jednotlivých rizik. Cílem většinou není rizika eliminovat, ale co nejvíce
snížit ztráty vzniklé při jejich výskytu. Řízení rizik používá pro dosažení cílů strategie a
plánování. Jedná se tedy o systematický přístup k redukci dopadů rizik s cílem vytvářet
projekty méně zranitelné a více robustní[4].
Výhody rizikového řízení lze řadit do dvou kategorií. Primární - přímé - výhody jsou
následující:
• dosažení cílů,
• projekt je zbaven hlavních rizik,
• projekt je zbaven zranitelných oblastí,
• lidé jsou připraveni řešit problémy,
• produkt je spolehlivější,
• odpadají následky nízké kvality,
• není využíván nahodilý a nesystematický postup.
Mezi sekundární - nepřímé - výhody spadá mnoho oblastí, které vycházejí z výhod
přímých. Například:
• vylepšené definování cílů,
• alternativní přístupy při řešení problémů,
• pragmatické rozhodování,
• procesní optimalizace,
• a další. . .
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3. Metody Analýzy rizik
Tato kapitola obsahuje teoretický rozbor metod využívaných pro analýzu rizika. V
první části kapitoly je obecně rozebrán postup analýzy pomocí diagramu, následuje využití
této analýzy pro konstrukci stromu poruch a stromu událostí. Kapitola dále obsahuje popis
metod FMEA, HAZOP a Markovovu analýzu.
3.1. Rozhodovací modely
V této části jsou popsány příklady rozhodovacích modelů reprezentovaných pomocí di-
agramů vlivu. Diagramy vlivu vyjadřují možnosti a preference stejně jako informace.
Skládají se ze sítí s dalšími dvěma typy uzlů reprezentujících rozhodnutí a kritéria pro
rozhodování. Diagram vlivu reprezentuje perspektivní sledování proměnných, které jsou
stále nejisté. Z diagramů vlivů vycházejí (dají se z nich transformovat) rozhodovací stromy,
proto je nutné objasnit nejprve terminologii tvorby a úpravy diagramu vlivů.
Struktura diagramu vlivu je složena z uzlů, oblouků a logických AND operátorů. Roz-
hodovací uzly D korespondují s proměnnými, které jsou kompletně pod kontrolou rozho-
dovacího modelu a hodnota uzlu V reprezentuje kritéria, která se použijí pro rozhodnutí.
Diagram vlivu je kompletně specifikovaný, pokud jsou přípustné hodnoty přiřazeny
každému uzlu a podmíněné rozložení pravděpodobností přiřazeno pro každý uzel U a V .
Hodnoty proměnné V jsou předpokládané jako deterministické funkce jejich předků stejně
jako proměnné F (nejistoty) a předpokládáme, že celková hodnota je součet všech hodnot
funkcí. Rozložení podmíněné pravděpodobnosti není potřebné pro rozhodovací uzly D –
tyto budou určeny jako maximalizace očekávané celkové hodnoty.
Očekáváme, že všechny rozhodovací proměnné mohou být seřazeny v čase d1, d2, ..., dm
a předchůdci každé z nich reprezentují všechny ostatní proměnné, které byly stanoveny
předtím, než bylo rozhodnutí učiněno. Předpokládáme, že zde není žádný zapomenutý
stav, jehož předchůdci každého rozhodnutí obsahují dřívěší rozhodnutí a proměnné stano-
vené předtím. Jako výsledek můžeme rozdělit nejistoty na m+ 2 stavů, rozhodovací okna
W0,W1, ...,Wm+1, kde proměnné nejistot ve W0 již byly učiněny, ty ve Wi budou učiněny
před rozhodnutím di, ale až po rozhodnutí di−1 a ty ve Wm+1 nebudou učiněny před žád-
nými rozhodnutími tak, jak je ukázáno na obrázku 3.1. Okna mohou být myšlena jako
Obrázek 3.1: Rozhodovací okna [1]
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jednosměrná cesta, takže budoucí rozhodnutí mohou uskutečnit cokoliv, co se nacházelo v
dřívějších oknech, ale nic, co se nachází v oknech budoucích. Formální zápis je následující:
Pa(d1) = W0 ∪ E1 a Pa(di) = Pa(di−1) ∪ {di−1} ∪Wi pro i = 2, ...,m. (3.1)
Síť se nazývá běžnou sítí, pokud jsou rozhodovací modely kompletně kontrolovatelné
jednou nebo více proměnnými nejistot, diagram vlivů získáme odříznutím příchozích ob-
louků z předchůdců jejich přeměnou na rozhodovací uzel.
Klasický model rozhodování v průběhu času je Markovovův rozhodovací proces re-
prezentovaný diagramem vlivů ukázaný na obrázku 3.2. Je zde více průběhů, obvykle
myšlených jako události v čase t, t + 1, ... a každý průběh je zde stavem procesu – akcí k
výběru a postihem/odměnou za tuto událost. Stav pro další událost je ovlivněný součas-
ným stavem, současnou akcí a následujícím stavem. Je dobře známo, že i pokud všechny
stavy a rozhodnutí v minulosti jsou učiněny v přítomném čase, současný stav obsahuje
všechny informace z minulosti a současnosti potřebné k ohodnocení a učinění rozhodnutí
v přítomném a budoucím čase [1].
Obrázek 3.2: Markovovův rozhodovací proces [1]
Analýza rozhodovacích modelů
Existuje přímé rozšíření Bayes-Ball algoritmu pro rozhodnutí, které prozkoumává struk-
turovaný diagram vlivu k určení předpokládaného pozorování pro každé rozhodnutí. Pro-
cházením každého rozhodovacího uzlu di v zpětném chronologickém pořadí i = m, ..., 1 a
změnou di na deterministické uzly s předchůdci dostaneme:
Pa(i) = N
E(V ∩De(di) | {di} ∪ Pa(di)) (3.2)
Na tomto místě je předpokládané pozorování k určení celkové hodnoty dáno jako NE(V |
W0).
Jako příklad Bayes-Ball algoritmu pro rozhodování si představme situace, kde histo-
rická data a nové experimentální důkazy o nových stavech nejistot jsou dostupné rozho-
dovacím modelům při rozhodování. Je zde cena důkazu a benefit založený na volbě stavu.
Diagram vlivu pro tuto situaci je ukázán na obrázku 3.3 – Bayes-Ball algoritmus poběží
na rozhodnutí Úkon, Design a situacích před rozhodnutím Design v diagramech B, C, D.
V této situaci jsou všechny proměnné nutné.
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Stejná rozhodovací situace ve Stav před Úkon je reprezentována diagramem vlivu na
obrázku 3.3 diagram E) a Bayes-Ball diagram je ukázán na obrázku 3.3 diagramy F, G,
H. Nyní jsou zde pouze potřebné informace k vytvořené optimální volbě hodnoty funkci
a Stav pozorování. O mnoho více informací je potřeba k ohodnocení tohoto rozhodnutí –
v takovém případě je pouze proměnná Experiment vypustitelná.
Obrázek 3.3: Bayes-Ball algoritmus pro rozhodování [1]
Úkolem analyzování diagramu vlivů je určení optimálních podmínek a hodnocení roz-
hodovacích situací, kterých může být dosaženo grafickými operacemi na diagramu, jenž
změní pořadí seznamu a postupně odstraní uzly z diagramu. Diagram je redukován, dokud
všechny zbývající uzly jsou samostané ohodnocené uzly a díky tomu můžeme ohodnotit
rozhodovací situaci.
Nejjednodušší transformace, odstranění nerozvíjejících se uzlů, může být použita kdy-
koliv, pokud rozhodnutí nebo nerozvíjený uzel nejistoty nemá další potomky – v tomto
bodě může být jednoduše smazán z diagramu, pokud to nebude mít dopad na celkovou
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hodnotu. Nutné sady předchůdců pro rozhodování vypočtené Bayes-Ballem mohou být
také využity ke zjednodušení problému eliminací některých předchůdců rozhodnutí.
Pro redukci diagramu potřebujeme 3 grafické transformace – jedna k odstranění rozho-
dovacích uzlů, jedna k odstranění uzlů s nejistotami a jedna k odstranění ohodnocených
proměnných. Pokud rozhodovací uzel i má pouze jednoho potomka, hodnotový uzel a
všichni předchůdci hodnotového uzlu jsou také předchůdci rozhodovacího uzlu.
Pa(i) ⊇ Pa(j)− {i} (3.3)
Pak optimální určení voleb nahradí rozhodovací proměnnou na deterministickou pro-
měnnou, jak je ukázáno na obrázku obrázku 3.4 bod a). Nová rozhodovací funkce pro uzel
i je dána:
Fi(xK | AA = arg maxxi∈Ωjfj(xi, xF )) pro všechny xK ∈ ΩK (3.4)
kde K = Pa(i) ∩ Pa(j) = Pa(j) − {i}. Volba xi může být libovolná, pokud jsou zde
vazby. Tato optimální volba může být zaznamenána před vlastním smazáním. Pamatujme,
že jakýkoliv předchůdce i, který není předchůdcem j, je ignorován výběrem optimální
strategie a nemusí být dále rozvíjen. Ostatní předchůdci i dané K jsou nutní k procházení
pro i.
Pokud uzel nejistoty i má pouze jednoho potomka – hodnotový uzel j, pak odstranění
uzlu nejistot odstraňuje uzel i z diagramu, jak je ukázáno na obrázku 3.4 bod b). Nová
funkce pro uzel j je dána:
fj(XJ , XK , XL | AA) =
∑
xi∈Ωj
P {xi | XJ , XK , AA}Fj(xi, XK , XL) (3.5)
kde J = Pa(i)−Pa(j), K = Pa(i)∩Pa(j)aL = Pa(j)−({i}∪Pa(i)). Podobně, pokud je zde
více hodnotových uzlů i a j, hodnotový uzel odstraníme odstraněním uzlu i nahrazením
funkce v uzlu j s jejich součtem – jak je ukázáno na obrázku 3.4 bod c). Nová funkce uzlu
je dána:
Fj(XJ , XK , XL | AA) = fi(XJ , XK) + Fj(XK , XL). (3.6)
Pokud máme k dispozici tyto operace, můžeme diagram vlivů s nepřímými cykly (bez
zapomenutých stavů a při seřazeném rozhodování) vyřešit pomocí následujícího algoritmu:
1. Pokud je zde hodnotový uzel bez potomků, změň jej na uzel nejistoty a dej mu
hodnotový uzel jako potomka s hodnotou stejnou jako on samotný.
2. Dokud jsou zde zbývající uzly kromě těch ve V a nebo W0, tak:
(a) pokud je zde nerozvíjený uzel, odstraň jej,
(b) jinak, pokud jsou podmínky uspokojivé k odstranění posledního rozhodnutí,
pak urči optimální strategii,
(c) jinak, pokud uzel nebyl prozkoumán před posledním rozhodnutím a má nejvýše
jednu hodnotu potomka, pak jej odstraň po obrácení určitých oblouků k jejich
nehodnotovým potomkům v pořadí,
(d) jinak, hodnotový uzel potřebuje být odstraněn, nejlépe potomkem posledního
rozhodování.
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Obrázek 3.4: Operace v diagramu vlivů sloužící k odstranění uzlů [1]
Mnoho lidí používá diagramy vlivů ke konstrukci rozhodovacích modelů, avšak prefe-
rují spíše řešení pomocí rozhodovacích stromů. Konverze na rozhodovací stromy je přímá,
pokud zde nejsou žádné nesekvenční oblouky. Oblouk nazýváme nesekvenčním, po-
kud jde z uzlu nejistoty v pozdějším rozhodovacím okně k prvku v dřívějším rozhodovacím
okně [1].
Rozhodovací stromy
Analýza pomocí rozhodovacích stromů je standardní výpočtová metoda v rozhodovací
analýze. Rozhodovací stromy jsou flexibilní při vyjadřování logiky komplexního rozhod-
nutí.
Mějme databázi D = {−→t1 , ...,−→tn}, kde−→ti = (ti1, ..., tin). Dále mějme atributy {A1, ..., An}
a množinu tříd C = {C1, ..., Cm}. Rozhodovací strom pro D je strom, kde:
• každý vnitřní uzel je ohodnocen atributem Ai,
• každá hrana je ohodnocena predikátorem použitelným na atribut rodiče,
• každý list je ohodnocen třídou Cj.
Rozhodovací strom je grafická reprezentace očekávané hodnoty výpočtu. Strom se
skládá z rozhodnutí, rizik a konečných stavů spojených větvemi. Každé rozhodnutí lze
analyzovat pomocí analýzy rozhodovacím stromem, který je vhodný pro každodenní pro-
blémy, ve kterých chce někdo znát nejlepší alternativu ze všech možností [12].
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V rozhodovacím stromě bereme proměnné v úvahu v takovém pořadí, v jakém se
vyskytují na seznamu událostí a stavů. Další informace o rozhodovacích stromech lze najít
v [8]. Z rozhodovacích stromů vycházejí následující dva způsoby analýzy rizik. Stromy
poruch a stromy událostí mohou být využity v kvalitativní fázi identifikace rizik, navíc
mohou být využity k odhadu pravděpodobnosti nežádoucích účinků. Oba modely mohou
být popsány logickým ekvivalentem diagramu vlivů a mohou být řešeny standardními
algoritmy [1].
3.1.1. Analýza stromu událostí
Strom událostí graficky ukazuje možné koncové stavy nějaké nehody, která následovala
po iniciační události (určitá porucha zařízení nebo lidská chyba). Analýza stromu událostí
uvažuje odezvy bezpečnostních systémů a operátorů na iniciační událost a určuje možné
koncové stavy této nehody. Výsledkem této analýzy jsou scénáře nehody (soubor poruch
nebo chyb, které k nehodě vedou). Tyto výsledky popisují možné koncové stavy nehody
pomocí sekvence událostí, které následují po iniciační události. Analýza ETA je vhodná
pro analýzu složitých procesů, které mají několik úrovní bezpečnostních systémů nebo
postupů pro případ nouze, vhodných pro odezvu na určité iniciační události.
Stromy událostí jsou užívány pro identifikaci různých nehod, které se mohou objevit
u složitého procesu. Po identifikaci těchto nehodových sekvencí mohou být určeny typické
kombinace poruch pomocí analýzy stromu poruch, které mohou vést k těmto nehodám.
Výsledkem analýzy stromu událostí jsou modely stromu událostí a úspěchy nebo neú-
spěchy bezpečnostních systémů, které vedou ke každému definovanému koncovému stavu.
Nehodové sekvence zobrazené ve stromu událostí představují operátor logické AND. Tudíž
tyto sekvence mohou být převedeny na formu modelu stromu poruch pro další kvalita-
tivní analýzu. Ukázka stromu je na obrázku 3.5. Analytikové používají těchto výsledků
pro identifikaci projektových a procesních slabých míst a poskytují doporučení pro snížení
pravděpodobnosti a následků analyzovaných možných nehod[2].
Postup analýzy
Strom událostí je grafický logický model, který identifikuje a kvantifikuje možné výsledky
iniciační události. Strom událostí systematicky pokrývá časové sekvence vývoje událostí,
a to buď skrze sérii činností bezpečnostního systému a zásahů operátora, nebo, pokud se
objeví ztráta celistvosti, skrze řadu možných koncových stavů. Následky mohou být přímé
nebo nepřímé.
Každá událost následující po iniciační události je podmíněna výskytem své předchozí
události. Výsledky každé předchozí události jsou nejčastěji binárního charakteru, ale může
se jednat i o více výsledků. Rozlišují se dvě použití stromu událostí:
1. Před-nehodová aplikace se zabývá systémy, které mohou zabránit vzniku neho-
dových událostí z prekurzorů1 těchto událostí.
2. Po-nehodová aplikace se užívá ke zjištění koncových stavů nehodové události.
Stromy poruch jsou často používány, aby modelovaly rozvětvení z nějakého uzlu stromu
událostí, proto také může být vrcholová událost stromu poruch iniciační událostí stromu
1výchozí činnost, ze které vzniká následná událost
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Obrázek 3.5: Ukázka stromu událostí [2]
událostí. Konstrukce stromu událostí se provádí zleva doprava směrem od iniciační udá-
losti k jednotlivým projevům postupným přidáváním všech důležitých bezpečnostních
funkcí nebo událostí. Každá větev stromu událostí představuje samostatnou sekvenci udá-
lostí a koncový stav. Postup konstrukce stromu událostí je následující:
1. Rozpoznání iniciační události.
2. Identifikace bezpečnostní funkce nebo nebezpečí podporující faktory a určení vý-
sledků sekvencí.
3. Konstrukce stromu událostí do všech významných výsledků sekvencí.
4. Třídení výsledků sekvencí do kategorií podle podobných následků.
5. Odhad pravděpodobnosti každé větve stromu událostí.
6. Kvantifikace výsledků sekvencí.
7. Testování výsledků sekvencí.
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Bezpečnostní funkce jsou zařízení, bariéry nebo činnosti, které mohou přerušit sekvenci od
iniciační události po nebezpečné koncové stavy iniciační události. Nebezpečí podporující
faktory mohou změnit koncový stav sekvence. Záhlaví stromu událostí se používá k ozna-
čení bezpečnostních funkcí a faktorů podporujících nebezpečí. Většina větví je binárního
charakteru. Analytik musí v záhlaví přesně vyjmenovat všechny možnosti, které mohou
ovlivnit koncové stavy sekvencí iniciační události. Záhlaví musí být seřazena v časovém
sledu výskytu bezpečnostních funkcí a faktorů podporujících nebezpečí. Tak se v záhlaví
může několikrát objevit i stejná funkce nebo faktor v závislosti na tom, co se děje v čase.
Strom událostí se konstruuje zleva doprava od iniciační události. U každého záhlaví či
uzlu jsou analyzovány dvě nebo více alternativ, dokud není získán koncový stav sekvence
pro každý uzel. Některé větve mohou být modelovány podrobněji než jiné. Důležitým
výstupem analýzy je seznam bezpečných a naopak nehodových koncových stavů sekvencí.
Cílem konstrukce stromu událostí je nalezení důležitých koncových stavů sekvencí,
které se dále použijí v analýze rizika. Pokud jsou následky některé větve malé nebo zane-
dbatelné, může zůstat tato větev nerozvinuta. V krajním případě se takto může jednat o
všechny výstupy, a proto se příslušná iniciační událost dále neanalyzuje. Mnoho koncových
stavů sekvencí rozvinutých z různých větví může být stejných.
Každé záhlaví ve stromu událostí (kromě iniciační události) odpovídá podmíněné prav-
děpodobnosti určitého výstupu za podmínky výskytu předchozí události. Tak pravděpo-
dobnosti spojené s každým ramenem musí dávat součet 1.0 (100%) pro každé záhlaví a
musí platit jak pro binární, tak pro vícenásobné výstupy z uzlu. Zdrojem dat podmí-
něných pravděpodobností mohou být historické záznamy, provozní data, chemická data,
data životního prostředí, spolehlivostní data zařízení, data o lidské spolehlivosti, expertní
úsudek a další.
Frekvence každého koncového stavu sekvence může být stanovena vynásobením frek-
vence iniciační události a podmíněných pravděpodobností podél každé cesty vedoucí ke
koncovému stavu sekvence. Jako kontrola správnosti výpočtů slouží součet frekvencí všech
koncových stavů sekvencí, jež musí být roven frekvenci iniciační události. Předpokladem
však je nezávislost mezi událostmi a také to, že se nevyskytne jen částečný úspěch nebo
porucha. Tato část cituje z [2][17].
3.1.2. Analýza stromu poruch
Analýza stromu poruch je deduktivní technika, která se zaměřuje na jednu určitou neshodu
nebo velké selhání systému a stanovuje metodu pro stanovení příčin takové nehodové
události. Strom poruch je grafický model, který zobrazuje různé kombinace poruch zařízení
a lidských chyb, které mohou vyústit ve vážnou systémovou poruchu. FTA je kvalitativní
nástroj a jeho síla je ve schopnosti identifikovat kombinace základních poruch zařízení a
lidských chyb, které mohou vést k nehodě.
Účelem FTA je nalezení kombinací poruch zařízení a lidských chyb, které mohou vy-
ústit v nehodu. FTA je ideální nástroj pro analýzu velmi složitých systémů.
FTA vytváří logické modely poruch systému. Tyto modely využívají booleanovských
logických hradel2. Nejčastěji se jedná o hradla AND a OR, která pomáhají modelovat
různé kombinace poruch systému. Mnoho modelů stromů poruch může vznikat při analýze
2http://mikrokontrolery-pic.cz/zaciname/cislicova-technika/booleova-algebra-logicke-funkce/
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velkých procesů; aktuální počet modelů závisí na tom, jak podrobně analytik vybíral určité
vrcholové události. Ukázka stromu poruch pro závadu pokojové lampy je na obrázku 3.6.
Obrázek 3.6: Ukázka stromu poruch [2]
Použití techniky FTA vyžaduje detailní porozumění tomu, jak podnik nebo systém
funguje, detailní porozumění nákresům a postupům a detailní poznání způsobů selhání
komponent a účinků takových selhání. Doba a náklady na provedení FTA závisí na složi-
tosti systémů, kterých se analýza týká, a také na stupni podrobnosti této analýzy. Mode-
lování jediné vrcholové události jednoduchého procesu není časově příliš náročné. Složité
systémy nebo velké problémy s množstvím potenciálních nehodových událostí se modelují
i se zkušeným týmem analytiků řadu týdnů nebo měsíců [2].
Postup analýzy
Základním předpokladem je binární chování všech poruch. To znamená, že operátor nebo
komponenta buď provede nebo neprovede činnost úspěšně. Podobně se předpokládá, že
systém úspěšně vykonává svou funkci, pokud všechny jeho komponenty pracují. Stromy
poruch neumožňují pracovat s částečně degradovanými systémy nebo jejich komponen-
tami. Jednoduchý model stromu poruch může být realizován metodou hradlo za hradlem,
velký nebo komplexní strom vyžaduje použití metody redukce stromu poruch na mini-
mální kritické řezy. Postup analýzy je následující:
1. Popis systému - do tohoto bodu vstupují veličiny jako je umístění provozu, po-
pis procesu, provozní podmínky, plánek zařízení nebo základní vlastnosti systému.
Cílem kroku je pochopení činnosti systému.
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2. Odhalení zdrojů rizika - vstupy do tohoto kroku jsou zkušenosti, historické zá-
znamy, metody HAZOP nebo FMEA. Cílem kroku je určení vrcholové události.
3. Konstrukce stromu poruch - vývoj logiky poruch, užití hradel a analýza směrem
dolů k jednotlivým událostem.
4. Kvalitativní průzkum struktury - jedná se o analýzu minimálních kritických
řezů, porozumění všem poruchovým módům, kvalitativní seřazení důležitých prvků
a nastavení citlivosti k poruchám se společnou příčinou.
5. Kvantitativní vyhodnocení stromu poruch - analyzují se frekvence vrcholové
události, booleanovský přístup nebo přístup hradlo za hradlem.
Tato část vychází z [2].
Konstrukce stromu poruch
Ruční konstrukce stromu poruch je poměrně náročný proces. Strom poruch je logický
diagram, který ukazuje, jak může systém selhat. Obvykle postupuje shora dolů, je vybrána
nežádoucí událost, která se stane vrcholovou událostí a u které se identifikují nezbytné a
dostačující příčiny spolu s jejich logickými vztahy. Pro tyto účely se využívá deduktivní
usuzování. Jakmile je tento proces ukončen, začíná samotná konstrukce stromu pomocí
standardně3 používaných symbolů. Tyto symboly jsou na obrázku 3.7.
V rozsáhlých stromech je zvykem označovat každé hradlo a základní událost jedineč-
ným identifikátorem. Tato označení jsou pak využívána jako logické vstupy počítačových
programů pro výpočet frekvence vrcholové údálosti [2].
Kvalitativní průzkum struktury stromu poruch
Jakmile je strom poruch sestrojen, může být kvalitativně vyšetřen pro porozumění me-
chanismů poruch. Tato informace je cenná, jelikož vnese jasno do možných poruchových
módů (do všech kombinací událostí, které vedou k vrcholové události). Tento postup je
znám jako analýza minimálních kritických řezů.
Jednoduché stromy událostí se skládají jen z několika hradel a mohou být přezkoumány
jen důkladnou prohlídkou, u složitějších stromů však musíme použít přesnější prostředky
pro analýzu - například booleovskou analýzu. Strom poruch může být převeden na ekvi-
valentní booleanovský výraz definující vrcholovou událost jako kombinaci všech nižších
událostí. Tento výraz obvykle rozvíjí pomocí zákonů booleovy algebry, dokud nevyjadřuje
vrcholovou událost jako součet všech minimálních kritických řezů.
Kvalitativní důležitost může být stanovena z minimálních kritických řezů. Kritické
řezy jsou řazeny v pořadí počtu základních událostí, které musí být kombinovány, aby
výsledkem byla vrcholová událost [2].
Kvantitativní vyhodnocení stromu poruch
Jakmile je dokončena struktura stromu poruch a jsou odhadnuty pravděpodobnosti pro
každou základní událost nebo nerozvinutou událost, je možné spočítat pravděpodobnost
3ČSN IEC 1025:1994 Analýza stromu poruchových stavů
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Obrázek 3.7: Symboly FTA dle normy ČSN IEC 1025:1994 [15]
vrcholové události. Tento výpočet se za normálních okolností provádí užitím přístupu mi-
nimálních kritických řezů vyjádřených booleanovským výrazem. Tento krok je použitelný
pro malé i velké stromy.
Přístup hradlo za hradlem, který není vhodný pro rozsáhlejší stromy poruch, je ná-
chylnější k numerické chybě při výpočtu pravděpodobnosti vrcholové události, pokud má
strom v různých větvích opakující se události, které jsou odděleny hradlem AND.
Technika hradlo za hradlem začíná u základních událostí stromu poruch a pokračuje
nahoru k vrcholové události. Před výpočtem výstupu z hradla musí být definovány všechny
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vstupy do hradla. Všechna spodní hradla musí být spočtena před pokračováním do vyšší
hladiny.
Matematické vztahy použité v technice hradlo za hradlem uvádí tabulka 3.1. Předpo-
kládá se, že všechny vstupy do hradel jsou statisticky nezávislé a že strom je koherentní4.
Časově závislá hradla nebo NOR hradla se nepřipouští. Tyto matematické vztahy mohou
být rozšířeny na více než dva vstupy. Pokud má OR hradlo několik vstupů, které se sčítají,
všechny součinové členy se zanedbávají a tím bude součet o něco vyšší. Toto zjednodušení
způsobí pro malé pravděpodobnosti zanedbatelnou chybu [2].
Hradlo vstupy Výpočet pro výstup
OR PA OR PB 1− (1− PA) ∗ (1− PB) = PA + PB − PA ∗ PB ∼= PA + PB
FA OR FB FA + FB
PA OR FB není dovoleno
AND PA AND PB PA ∗ PB
FA AND FB neobvyklé párování, nutno převést na FA AND PB
FA AND PB FA ∗ PB
Tabulka 3.1: Pravidla pro výpočet stromu poruch [2]
Po spočtení celého stromu poruch může být provedeno několik dalších volitelných
výpočtů pro lepší využití vypovídající schopnosti metody FTA. Takovými výpočty jsou
analýza citlivosti, neurčitosti a důležitosti. Citlivostní analýza se používá pro stanovení
citlivosti frekvence vrcholové události k možným chybám v základních poruchových da-
tech. Analýza neurčitosti určuje chybové meze vrcholové události. Analýza důležitosti řadí
různé minimální kritické řezy v pořadí podle jejich příspěvku k celkové pravděpodobnosti
selhání systému [2][15].
3.2. FMEA
Metoda FMEA5 je jedna z nejrozšířenějších expertních metod a s její pomocí se provádí
analýza rizik a selhání. FMEA je analytická metoda, která se používá s cílem zajistit
zohlednění a řešení potenciálních problémů v průběhu procesů, výroby apod. Součástí
hodnocení a analýzy je posuzování rizik a použití této metody by mělo zajistit, že se
bude věnovat pozornost každému prvku v rámci daného projektu. FMEA, jako nástroj
posuzování rizik, se považuje za metodu pro identifikování závažnosti možných důsledků
poruch a pro zajištění vstupu pro zmírňující opatření ke snížení rizika. FMEA zahrnuje
také odhad pravděpodobnosti výskytu příčin poruch. [11].
FMEA může být použita k efektivnímu řízení rizik produktu. V jeho počáteční fázi
projektů nachází uplatnění při predikci možných stavů selhání v době, kdy je projekt ve
fázi konceptu. Systémové funkce pak mohou být přezkoumány na základě konceptu rizik
asociovaných s každou funkcí. FMEA sleduje, jak se daná rizika mění na poruchy[10].
Proces použití metody FMEA můžeme rozdělit na dvě základní fáze [18]:
4využívá jen hradel AND a OR pro vyjádření logiky poruch
5Failure Mode and Effect Analysis
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• Verbální fáze - zaměření na vznik možných poruch, možných způsobů a následků
poruch, fáze realizována v týmu tzv. brainstormingem6.
• Numerická fáze - zaměřuje se na parametrický odhad rizik, tzv. RPN - Risk
Priority Number, které je součinem závažnosti důsledků, pravděpodobnosti výskytu
a zjistitelnosti rizika.
Z důvodu udržení minimálních nákladů na odstraňování možných příčin vad i od-
straňování vad samotných se FMEA provádí v co možná nejčasnějším okamžiku návrhu
projektu a zavádění výroby. Tento okamžik stanovuje odpovědný vedoucí týmu spolu s
vedoucím projektu. Před započetím provádění metodiky FMEA by měl podnik s ohledem
na efektivnost provést následující přípravné práce:
• stanovit předmět analýzy,
• vybrat členy týmu,
• shromáždit data o výrobku/dílu/procesu.
FMEA se skládá z následujících kroků:
1. Stanovení systémových prvků a systémové struktury - systém se skládá ze
systémových prvků, které slouží k popisu a členění hardwarové koncepce a jsou
uspořádány do systémové struktury. Systémová struktura uspořádává od shora jed-
notlivé systémové prvky na různých hierarchických úrovních. Kromě toho je nutno
popsat stávající propojení jednotlivých systémových prvků jako rozhraní k ostatním
systémovým prvkům.
2. Znázornění funkcí a funkční struktury - Systémové prvky mají v systému
různé funkce nebo úlohy. Společné působení funkcí více systémových prvků můžeme
znázornit jako funkční strukturu (strom funkcí/funkční síť). Pro stanovení funkčních
struktur musíme sledovat vstupující a vnitřní funkce.
3. Provedení analýzy vad - pro každý sledovaný prvek popsaný v systému musíme
provést analýzu vad. Možné vady tohoto systémového prvku jsou odvozeny od známé
funkce vymezené v kroku 2 a popisují vadné funkce.
(a) Ke každé vadě se stanoví její možný důsledek a pomocí desetibodové stupnice
se ohodnotí jeho význam.
(b) Možné příčiny vad jsou díky vadné funkci podřízených systémových prvků
prostřednictvím rozhraní přiřazeny systémovému prvku. U každé příčiny se
odhadne pravděpodobnost výskytu vady, která se kvantifikuje pomocí de-
setibodové stupnice.
(c) Analýza je ukončena výčtem stávajících preventivních opatření a zavede-
ných kontrolních opatření. U těchto opatření je hodnocena pravděpodob-
nost odhalení příčiny vzniku vady, která se kvantifikuje pomocí desetibo-
dové stupnice.
6skupinová technika zaměřená na generování co nejvíce nápadů na dané téma
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4. Provedení hodnocení míry rizika - Míra rizika RPN je součinem hodnot bodo-
vého ohodnocení:
RPN = B ∗ A ∗ E, (3.7)
kde A7 je pravděpodobnost výskytu chyby, B8 je význam chyby pro zákazníka a E9
je pravděpodobnost odhalení chyby.
5. Provedení optimalizace - u nejvyšších hodnot RPN se provádí optimalizace defi-
nováním nápravných nebo preventivních opatření. Tato opatření jsou termínovaná a
jsou přenesena k vyřízení na odpovědná místa/osoby. Pro vysoké hodnoty rizikového
čísla RPN jsou potřebné optimalizace, ty se provádí v následujícím pořadí priorit:
(a) Změna koncepce - pro vyloučení příčiny vady nebo pro redukci vady.
(b) Zvýšení spolehlivosti koncepce - pro minimalizaci pravděpodobnosti výskytu
příčiny vady.
(c) Účinné odhalení příčiny vady.
Pro minimalizaci rizika se musí dodatečná opatření popsat a pro jejich zavedení
jmenovat odpovědnosti za vyřízení.
6. Sledování opatření - vyřízení opatření sleduje vedoucí projektu/vedoucí týmu.
Jakmile je opatření plně provedeno, provádí se znovu hodnocení míry rizika.
Předchozí kroky vycházejí z [20], sekce dále vychází z [14].
3.3. HAZOP
Metoda HAZOP 10 patří mezi kvalitativní metody. Jedná se o týmový proces podrobného
rozpoznávání problémů týkajících se nebezpečí a provozuschopnosti. Zabývá se rozpo-
znáváním potenciálních odchylek od cíle projektu, zkoumáním jejich možných příčin a
hodnocením jejich následků.
Je to technika původně vyvinutá pro systémy zabývající se zacházením s kapalným
médiem nebo jiným tokem materiálu ve zpracovatelském průmyslu. Tento obor použití se
však v posledních letech neustále rozšiřoval a nyní se používá například u:
• systémů zahrnující pohyb osob různými způsoby dopravy,
• softwarových aplikací, včetně programovatelných elektronických systémů,
• zkoumání různých posloupností operací a provozních postupů,
• hodnocení administrativních postupů v různých průmyslových odvětvích,
• hodnocení specifických systémů, například zdravotnických zařízení.
7Auftretenwarscheinlichkeit der Fehlerursache
8Bedeutung der Fehlerfolge
9Entdeckungwahrscheinlichkeit der aufgetreten Fehlerursache
10hazard and operability study
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Studie HAZOP je zvlášť užitečná při rozpoznávání úzkých profilů v systémech, včetně
toku materiálu, lidí či dat, nebo u řady událostí nebo činností v plánované posloupnosti či
při rozpoznávání postupů řídících takovou posloupnost. Kromě toho, že je studie HAZOP
cenným nástrojem při projektování a vývoji nových systémů, lze ji též užitečně použít ke
zkoumání nebezpečí a potencionálních problémů sdružených s různými provozními stavy
daného systému. Tuto studii lze také použít u šaržovitých a statisticky nezvládnutelných
procesů a posloupností, stejně tak jako u kontinuálních procesů. Na studii HAZOP lze
pohlížet jako na nedílnou součást obecnějšího procesu hodnotového inženýrství a manage-
mentu rizik.
Vlastnosti metody HAZOP jsou:
• Zkoumání se provádí pomocí systematického používání sady vodicích slov tak, aby
se rozpoznaly potenciální odchylky od cíle projektu a tyto odchylky se pak používají
jako spouštěcí mechanismus pro stimulaci členů týmu s cílem zjistit, jak by mohlo
k odchylce dojít a jaké by mohla mít následky.
• Zkoumání se provádí pod vedením vyškoleného a zkušeného vedoucího studie, který
musí zajistit zevrubné pokrytí studovaného systému pomocí logického analytického
myšlení. Vedoucímu studie pomáhá především zapisovatel, který zaznamenává roz-
poznaná nebezpečí a narušení provozu pro další vyhodnocení a řešení.
• Zkoumání vychází ze znalostí specialistů z různých vědních a technických oborů s
vhodnými dovednostmi a zkušenostmi, kteří projevují intuici a dobrý úsudek.
• Zkoumání se má provádět v prostředí pozitivního myšlení a otevřené diskuse. V
případě rozpoznání problému je tento problém zaznamenán a následně hodnocen a
řešen.
• Řešení rozpoznaných problémů není prvotním cílem zkoumání HAZOP, ale jestliže
se k němu dospěje, zaznamená se, aby jej pracovníci odpovědní za projekt vzali v
úvahu.
Metoda HAZOP se realizuje ve čtyřech základních postupných krocích:
1. Stanovení rozsahu, cílů a odpovědností - v této části se stanoví rozsah platnosti
a cíle, je vybrán pracovní tým a stanoví se odpovědnosti pro jednotlivé členy.
2. Příprava - tato část obsahuje vypracování plánu studie a shromáždění dat. Poté je
dohodnut způsob zápisu, odhadne se doba a následně stanoví časový plán.
3. Zkoumání - v této části je systém rozdělen na dvě části, poté se zvolí určitá část
a stanoví se cíl projektu. Pomocí vodicích slov se u každého prvku zjistí odchylky,
rozpoznají se následky a příčiny, rozpozná se, zda existují významné problémy a roz-
poznají se mechanismy ochrany, detekce a indikace. Následně se rozpoznají možná
opatření k nápravě nebo zmírnění nalezených rizik. V závěru této části se odsouhlasí
činnosti. Celý postup se opakuje pro všechny části systému.
4. Dokumentace a další postup - veškeré zkoumání je zaznamenáno a dokumentace
projde schvalovacím procesem. V závěru je vypracována zpráva o studii. Studie se
opakuje u jakýchkoliv částí systému v případě, že je to nutné.
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3.3.1. Principy zkoumání
Základem studie HAZOP je zkoumání pomocí vodicích slov, což znamená záměrné vy-
hledávání odchylek od cíle projektu. Pro usnadnění zkoumání se systém rozdělí tak, aby
mohl být pro každou část přiměřeně stanoven cíl projektu. Velikost této části zpravidla
závisí na složitosti systému a na závažnosti nebezpečí. Ve složitých systémech nebo v
systémech, které představují velké nebezpečí, bývají tyto části zpravidla malé. V jedno-
duchých systémech nebo v systémech, které představují malé nebezpečí, použití větších
částí urychlí celou studii. Cíl projektu se pro danou část systému vyjádří pomocí prvků,
které jsou nositeli význačných vlastností dané části a které představují přirozené rozdělení
systému na části. Volba prvků, které se mají zkoumat, je do určitého rozsahu subjektivním
rozhodnutím, jelikož může existovat několik kombinací, kterými bývá možné dosáhnout
požadovaného účelu, a volba může též záviset na konkrétní aplikaci. Prvky mohou být
samostatné kroky nebo etapy postupu, jednotlivé signály a objekty zařízení v řídícím
systému, mohou to být zařízení nebo součástky v procesu nebo elektronickém systému.
Tým HAZOP zkoumá každý prvek a jeho charakteristiku z hlediska odchylky od cíle
projektu, která může vést k nežádoucím následkům. Rozpoznání odchylek od cíle pro-
jektu se dosahuje procesem kladení otázek s použitím předem stanovených vodicích slov.
Role vodicího slova spočívá ve stimulaci nápaditého myšlení, jeho soustředění na studii
a vyvolání nápadů a diskuse, čímž se maximalizují vyhlídky na úplnost studie. Základní
klíčová slova a významy jsou uvedeny v tabulce 3.2.
Vodicí slovo Význam
ŽÁDNÝ, NENÍ ŽÁDNÝ NEBO NE Úplná negace cíle projektu
VYŠŠÍ Kvantitativní růst, kvantitativní plus
NIŽŠÍ Kvantitativní pokles, kvantitativní mínus
A TAKÉ, JAKOŽ I, A ROVNĚŽ Kvalitativní nárůst, kvalitativní plus
ČÁSTEČNĚ Kvalitativní pokles, kvalitativní mínus
OBRÁCENÝ, ZPĚTNÝ Logický opak cíle projektu
JINÝ NEŽ Úplná náhrada/záměna
Tabulka 3.2: Základní vodicí slova a jejich všeobecný význam [16]
Dodatečná vodicí slova vztahující se ke stanovenému času a k pořadí posloupnosti jsou
uvedena v tabulce 3.3.
Vodicí slovo Význam
PŘEDČASNÝ Vzhledem ke stanovenému času
ZPOŽDENÝ Vzhledem ke stanovenému času
PŘED Vzhledem k pořadí nebo posloupnosti
PO Vzhledem k pořadí nebo posloupnosti
Tabulka 3.3: Dodatečná vodicí slova vztahující se ke stanovenému času, pořadí nebo
posloupnosti [16]
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3.3.2. Vodicí slova a odchylky
V etapě plánování studie HAZOP má vedoucí studie navrhnout počáteční seznam vodicích
slov, která se mají používat. Vedoucí studie má navržená vodicí slova vyzkoušet u daného
systému a má potvrdit jejich přiměřenost. Volba vodicích slov se má pečlivě uvážit, jelikož
vodicí slovo, které je příliš specifické, může omezit nápady a diskuse, naopak vodicí slovo,
které je příliš obecné, nemusí efektivně zaměřit pozornost studie HAZOP.
Kombinace vodicí slovo - prvek/charakteristika mohou být ve studiích jiných systémů,
v jiných etapách životního cyklu a při použití jiných prezentací projektu, interpretovány
odlišně. Některé kombinace nemusí mít pro danou studii smysluplnou interpretaci a nemá
smysl na ně brát ohled. Interpretace všech kombinací vodicí slovo - prvek/charakteristika
má být přesně vymezena a dokumentována.
Soustavu kombinací vodicí slovo/prvek lze považovat za matici, ve které vodicí slova
určují řádky a prvky určují sloupce. V každé takto vytvořené buňce matice potom bude
specifická kombinace vodicího slova a prvku. K úplnému rozpoznání všech nebezpečí je
nutné, aby prvky a s nimi sdružené charakteristiky pokrývaly všechny příslušné aspekty
cíle projektu a vodicí slova pokrývala všechny odchylky. Ne všechny kombinace budou
dávat věrohodné odchylky, takže i když se uváží všechny kombinace vodicích slov a prvků,
může mít matice několik prázdných míst.
Existují dvě posloupnosti, v nichž se mohou buňky matice zkoumat. Sloupec po sloupci
- to znamená nejprve prvek a nebo řádek po řádku, což znamená, že nejprve zkoumáme
vodicí slovo. Výsledky těchto zkoumání mají být v zásadě stejné.
Analýza se má řídit podle toku nebo posloupnosti týkající se předmětu analýzy,
přičemž má postupovat od vstupů k výstupům v logické posloupnosti. Síla technik roz-
poznávání nebezpečí, jako je HAZOP, spočívá v systematickém procesu zkoumání krok
za krokem. Obě posloupnosti jsou popsané v následujících algoritmech:
Posloupnost sloupec po sloupci
1. Vysvětlí se celkový projekt.
2. Volba části projektu.
3. Prozkoumá se a dohodne cíl projektu.
4. Rozpoznají se příslušné prvky.
5. Rozpozná se, zda může být některý z těchto prvků užitečně rozdělen na charakte-
ristiky.
6. Zvolí se prvek (a charakteristika, pokud se používá).
7. Zvolí se vodicí slovo.
8. Vodicí slovo se použije u zvolených prvků tak, aby se získala specifická interpretace.
9. Je specifikace věrohodná? Pokud ano, pokračuj na bod 10, jinak pokračuj na bod
11.
10. Prozkoumají a zdokumentují se příčiny, následky a ochrana či indikace.
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11. Byly použity všechny interpretace kombinací vodicí slovo - prvek/charakteristika?
Pokud ano, pokračuj na bod 12, jinak se vrať na bod 8.
12. Byla u zvoleného prvku použita všechna vodicí slova? Pokud ano, pokračuj na bod
13, jinak se vrať na bod 7.
13. Byly prozkoumány všechny prvky? Pokud ano, pokračuj na bod 14, jinak se vrať
na bod 6.
14. Byly prozkoumány všechny části? Pokud ano, ukonči algoritmus, jinak se vrať na
bod 2.
Posloupnost řádek po řádku
1. Vysvětlí se celkový projekt.
2. Volba části projektu.
3. Prozkoumá se a dohodne cíl projektu.
4. Rozpoznají se příslušné prvky.
5. Rozpozná se, zda může být některý z těchto prvků užitečně rozdělen na charakte-
ristiky.
6. Zvolí se vodicí slovo.
7. Zvolí se prvek (a charakteristika, pokud se používá).
8. U zvoleného prvku (a u každé jeho charakteristiky, pokud se používá) se použije
vodicí slovo tak, aby se získala specifická interpretace.
9. Je odchylka věrohodná? Pokud ano, pokračuj na bod 10, jinak pokračuj na bod 11.
10. Prozkoumají a zdokumentují se příčiny, následky a ochrana či indikace.
11. Byly použity všechny interpretace kombinací vodicí slovo - prvek/charakteristika?
Pokud ano, pokračuj na bod 12, jinak se vrať na bod 8.
12. Bylo zvolené vodicí slovo použito u všech prvků? Pokud ano, pokračuj na bod 13,
jinak se vrať na bod 7.
13. Byla použita všechna vodicí slova? Pokud ano, pokračuj na bod 14, jinak se vrať na
bod 6.
14. Byly prozkoumány všechny části? Pokud ano, ukonči algoritmus, jinak se vrať na
bod 2.
Popis metody HAZOP byl převzat z [2][16].
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3.4. Markovova analýza
Markovův řetězec popisuje obvykle diskrétní náhodný (stochastický či pravděpodobnostní)
proces, pro který platí, že pravděpodobnosti přechodu do následujícího stavu závisejí
pouze na současném stavu, ne na předchozích stavech. Tato Markovovská vlastnost do-
voluje proces znázornit stavovým diagramem, kde z každého stavu (uzlu grafu) vycházejí
hrany možných přechodů do dalšího stavu s připsanou pravděpodobností [7][6].
Markovovy řetězce zahrnují počet entit, které začaly v určitých povolených stavech
systému a které se mohou nebo nemusí náhodně měnit v ostatní povolené stavy v průběhu
času. Markovovův řetezec nemá paměť, což znamená, že společné distribuce, o jakém
množství entit bude v každém povoleném stavu, záleží pouze na počtu množství, které
bylo v jednotlivém stavu v momentu před tímto stavem. Nezávisí to na cestě, která do
tohoto stavu vede. Tento nedostatek paměti je znám jako Markovova vlastnost. Markovovy
řetezce se dělí na 2 části:
1. modely se spojitým čase,
2. modely s diskrétním časem.
3.4.1. Markovovy řetězce s diskrétním časem
V diskrétním čase se mohou entity v Markovových řetězcích pohybovat mezi stavy pouze
v nastavených časových intervalech. Pro příklad můžeme uvést entity z oblasti vývoje
softwaru. Máme 100 aktivních úkolů v následujících stavech:
• 43 úkolů ve stavu otevřeno,
• 29 úkolů ve stavu rozpracované,
• 11 úkolů ve stavu hotové před testováním,
• 17 úkolů ve stavu otestované.
Tyto entity pak zapíšeme jako vektor: 
43
29
11
17

Při dostatečném čase (například měsíc) je zde určitá pravděpodobnost, že entity (úkoly)
mohou změnit stav. Konstruujeme matici přechodových pravděpodobností tak, jak je
ukázáno v tabulce 3.4.
Matici čteme řádek po řádku. Například první řádek říká, že otevřený úkol má 85%
šanci zůstat stále otevřený o měsíc později a 12% šanci, že se na něm začne pracovat a
2% šanci, že bude bude dokončen a pouze 1%, že bude i otestován. Dokud jsou zde pouze
povolené stavy, pravděpodobnost všech stavů musí dát v součtu 100%. Matice přeměn
Markovových řetezců popisuje pravděpodobnost, že jeden prvek je ve stavu v určitém
přesném čase vzhledem k danému času v předchozím čase a nezabývá se tím, jak se do
tohoto stavu dostal.
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Matice
je nyní:
otevřený rozpracovaný netestovaný otestovaný
byl otevřený 0.85 0.12 0.02 0.01
byl rozpracovaný 0 0.88 0.08 0.04
byl netestovaný 0 0.13 0.45 0.42
byl otestovaný 0 0.09 0.02 0.89
Tabulka 3.4: Matice přechodů [19]
Máme nyní 2 prvky modelu – startovní stavový vektor a matici přeměn k odhadu,
kolik entit bude za časovou jednotku v jiném stavu. Pro příklad výpočet kolik úkolů bude
za měsíc rozpracovaných:
• pro otevřené - Bi(43, 0.12) bude rozpracovaných,
• pro rozpracované – Bi(29, 0.88) bude rozpracovaných,
• pro netestované – Bi(11, 0.13) bude rozpracovaných,
• pro otestované – Bi(17, 0.09) bude rozpracovaných.
Dáme-li dohromady tyto 4 binomické rozložení, dostaneme odhad počtu úkolů ze sku-
piny, které budou další měsíc rozpracované. Avšak tento výpočet nefunguje, pokud chceme
vidět spojení rozložení toho, kolik úkolů je v jednotlivých skupinách. Nemůžeme sečíst 4
skupiny binomických rozdělení, protože jejich součet musí být 100 úkolů. Potřebujeme
použít multinomiální rozložení. Počet úkolů, které byly otevřené a nyní jsou {otevřené,
rozpracované, netestované, otestované} je rovno
Multionomial(43, 0.85, 0.12, 0.02, 0.01). (3.8)
Aplikací multinomiálního rozložení na ostatní 3 počáteční stavy dostaneme náhodný vzo-
rek z každé multinomiální skupiny a navíc, kolik úkolů je v jaké skupině.
3.4.2. Markovovy řetezce se spojitým časem
Pro Markovovy řetězce se spojitým časem potřebujeme mít možnost vytvořit matici pře-
chodů pro každý časový přírůstek – nikoliv však pro celočíselné násobení, které na matici
aplikujeme. Například můžeme mít přechodovou matici pro stav projektů pro 2,5 měsíce,
nikoliv pro celočíselnou hodnotu.
Existuje matematická metoda pro nalezení potřebné matice založená na konverzi mul-
tinomiálních pravděpodobností na matici Poissonovy intenzity, která sedí k potřebné prav-
děpodobnosti [19].
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4. Specifikace požadavků a návrh
aplikace
Tato kapitola popisuje specifikaci požadavků na systém, výběr implementačního pro-
středí a návrh aplikace, která bude sloužit jako softwarová podpora pro analýzu rizik.
Dále tato kapitola obsahuje výběr dvou metod pro analýzu rizik popsaných v předchozí
kapitole. Tyto metody budou implementovány v programové aplikaci. Návrh aplikace po-
pisuje její vzhled, způsob ukládání a reprezentaci dat, popis zobrazovacích metod a popis
výpočetních operací.
Implementovaný program se může v některých částech lišit dle toho, jak se technicky
podaří tomuto návrhu při implementaci vyhovět.
4.1. Výběr metod
Pro potřeby této práce byly vybrány 2 metody pro analýzu rizik, které budou implemen-
továny v programové aplikaci. Tyto metody jsou:
• FTA
• ETA
Zvolené metody mají několik společných znaků, které usnadní jejich společnou imple-
mentaci. Jedná se především o vyjádření pomocí rozhodovacího stromu. Při implementaci
tak nebude třeba programovat grafickou knihovnu pro více zobrazovacích technik. Da-
lším důvodem je absence freeware1 aplikací zpracovávajících ETA a FTA analýzu. Tato
aplikace tak rozšíří řady freeware aplikací použitelných pro analýzu rizik. Nespornou vý-
hodou volby rozhodovacích stromů je přehlednost a grafické zobrazení, na kterých jsou
tyto metody postaveny.
4.2. Specifikace požadavků na programovou aplikaci
• Funkční požadavky - program bude graficky znázorňovat a počítat rizika pomocí
rozhodovacích stromů – konkrétně metodami ETA a FTA. Program bude umět gra-
ficky tyto stromy znázornit, bude umožňovat interaktivně vytvářet a měnit nové
prvky stromu, ukládat a načítat již vytvořené stromy a tyto stromy exportovat jako
obrázky. Dále bude aplikace obsahovat registr rizik ve formě databáze a uživatel-
ského rozhraní.
• Identifikace uživatelů – uživatelé této aplikace mohou být projektoví a rizikoví
manažeři, studenti, lektoři a obyčejní uživatelé. Jejich role v rámci programu budou
totožné.
• Požadavky na personalizaci – obsah programu bude pro všechny uživatele to-
tožný, je možná personalizace v oblasti nastavení programu.
1program, který je distribuován bezplatně
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• Požadavky na data – aplikací budou zpracovávána textová a číselná data. Bude
se jednat především o textový popis jednotlivých prvků rozhodovacího stromu. Tato
data musejí být snadno reprodukovatelná a uchovávatelná.
• Požadavky na použitelnost – aplikace musí být srozumitelná a lehce použitelná.
Důraz musí být kladen na prezentační hodnotu výsledku aplikace.
• Požadavky na rozšířitelnost – aplikace neklade větší důraz na rozšířitelnost, v
této oblasti je důležitá možnost vylepšení grafické knihovny a možnost přidávání
nových atributů jednotlivým prvkům rozhodovacího stromu.
• Požadavky na výkonost – aplikace musí operovat v reálném čase.
• Požadavky na provoz – aplikace musí být spustitelná na operačních systémech
Windows XP, Vista, 7, 8. Aplikace musí podporovat standardní zobrazovací pro-
středí daných operačních systémů a veškeré nadstandardní moduly, které nejsou
součástí těchto systémů musí být k aplikaci přiloženy.
Diagram případů užití je na obrázku 4.1.
Obrázek 4.1: Diagram případů užití (vlastní zpracování)
4.3. Návrh aplikace
Tato část popisuje návrh softwarové aplikace, která bude splňovat všechny specifikace
uvedené výše. Důraz bude kladen na možnosti, které poskytuje vybrané implementační
prostředí a zvolený programovací jazyk.
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Aplikace se bude jmenovat Decision Tree Analyzer (DTAnalyzer.exe), knihovna
pro grafické operace se bude jmenovat Decision Tree Graphics (dtGraphics.dll).
Názvy jmenných prostorů budou totožné s názvy jednotlivých částí.
4.3.1. Vzhled aplikace
Aplikace se bude skládat z hlavního formulářového okna, které bude obsahovat všechny
základní prvky potřebné pro tvorbu a zpracování rozhodovacích stromů. Velikost okna
bude mít svou minimální hranici, maximalizace bude povolena. Společně se zvětšováním
okna se budou rozšiřovat jednotlivá pole uvnitř formulářového okna.
Hlavní okno bude obsahovat na své vrchní části klasické programové menu, které
bude nabízet možnosti operací se soubory. Především se bude jednat o vytvoření nového
stromu – pro jednotlivé metody bude zvláštní tlačítko. Dále bude umožňovat načítání a
ukládání stromových struktur. Další položka menu obsahuje operace pro práci se stromem
– přidávání, editaci a mazání jednotlivých prvků stromu. Následující položka menu bude
obsahovat tlačítka pro export do různých grafických formátů, případně do textových nebo
tabulkových souborů, které mohou obsahovat výsledky výpočtů analýzy rizik. Poslední
2 položky se budou týkat programu. První bude obsahovat nastavení programu a druhá
informace o programu. Menu bude také obsahovat tlačítko, které zpřístupní registr rizik.
V dolní části hlavního okna bude statusbar2, který bude zobrazovat informace o právě
probíhajících a dokončených operacích.
Vnitřní prostor hlavního okna bude rozdělen na 2 části – menší část, horizontálně
rozdělená a nacházející se na levé straně bude ve své vrchní části obsahovat stromovou
strukturu všech prvků stromu pomocí formulářového prvku. Spodní část bude obsahovat
textové informace ohledně analýzy rizik stromu. Pravá a větší část hlavního okna bude
obsahovat kreslící plátno, na kterém bude zobrazen rozhodovací strom. Toto plátno bude
interaktivní a bude možno v něm editovat jednotlivé prvky.
Grafické rozvržení aplikace je na obrázku 4.2.
4.3.2. Knihovna pro vykreslování grafiky
Pro vykreslování rozhodovacích stromů bude implementována samostatná knihovna dt-
Graphics. Tato knihovna bude obsahovat jednu veřejnou metodu, jejíž vstupem bude
seznam prvků a jejich atributů. Výstupem bude bitmapa s vykresleným rozhodovacím
stromem.
Knihovna bude vykreslovat prvky uvedené na obrázku 4.3. Popis jednotlivých prvků:
• RECT - obdélník - zobrazení událostí,
• TRIto - trojúhelník - symbol přenosu - výstup,
• TRIfrom - trojúhelník - symbol přenosu - vstup,
• CIRC - kruh - základní událost (dále se nedělí),
• RHOMB - kosočtverec - dále se nerozvíjející událost,
• gAND - hradlo AND,
2pole pro zobrazení stavových informací
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Obrázek 4.2: Návrh uživatelského prostředí (vlastní zpracování)
• gOR - hradlo OR,
• vLINE - vertikální úsečka,
• hLINE - horizontální úsečka.
Knihovna bude obsahovat metody pro vykreslování jednotlivých prvků. Postup vy-
kreslování bude následující:
1. načtení jednotlivých prvků ze vstupu,
2. kontrola prvků,
3. v případě, že prvky neobsahují pozici, vypočte jednotlivé pozice,
4. vytvoření plátna dle vypočtených pozic a velikostí,
5. vykreslování jednotlivých prvků na plátno,
6. převedení plátna na bitmapu a navrácení do aplikace.
Pro jednotlivé prvky bude možno zvolit jejich velikost (šířku a délku) a také jejich
umístění na ose X a Y. Dalším atributem grafického vyjádření prvku je jeho barva, která
se bude dělit na 3 části. Barva ohraničení prvku, barva pozadí prvku a barva textu uvnitř
prvku.
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Obrázek 4.3: Prvky rozhodovacího stromu (vlastní zpracování)
4.3.3. Reprezentace dat uvnitř programu
Data o rozhodovacím stromě budou v programu reprezentována pomocí tříd. Hlavní třída
bude obsahovat základní údaje o rozhodovacím stromě (název, autor, typ stromu, . . .) a
seznam všech prvků. Jednotlivé prvky pak budou obsahovat svůj unikátní klíč v podobě
čísla, typ prvku, text, pozice a velikost, barvy prvku a pravděpodobnost. Digram tříd pro
formulářové okno je zobrazen na obrázku 4.4, diagram tříd pro vykreslovací knihovnu na
obrázku 4.5.
Všechny třídy pro ukládání stromových dat budou serializovatelné pro potřeby uklá-
dání do souboru. Program bude nabízet 2 možnosti ukládání dat do souboru. První mož-
ností bude ukládání do XML3 souboru - data tak budou editovatelná i mimo aplikaci,
budou strukturovaná a dobře čitelná jakýmkoliv editorem. Díky výhodnému kompres-
nímu poměru XML formátu bude možnost tato data archivovat s výborným kompresním
poměrem. Nevýhodou tohoto formátu je jeho otevřenost.
V případě, že si uživatel nepřeje, aby byla data lehce čitelná, bude možno je ukládat
do binárního souboru pomocí klasické serializace. Přípona souboru bude dtr.
4.3.4. Výpočet rizika
Pro výpočet rizika bude implementována samostatná třída RiskCalculator, která bude
obsahovat 2 veřejné metody. První metoda bude počítat pravděpodobnosti koncových
stavů v analýze ETA. Strom se bude procházet od počáteční události a postupně po
3obecný značkovací jazyk
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Obrázek 4.4: Diagram tříd - formulářové okno (vlastní zpracování)
Obrázek 4.5: Diagram tříd - vykreslovací knihovna (vlastní zpracování)
jednotlivých úrovních bude počítat pravděpodobnosti jednotlivých prvků v dané úrovni,
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dokud nedorazí do koncového stavu. Pro mezivýpočty bude využita hodnota Temporary
probability. Výpočet pravděpodobnosti koncového stavu je následující:
P (E) = P (S1) ∗ P (S2) ∗ ... ∗ P (Sn), (4.1)
kde P (E) je pravděpodobnost koncového stavu E a S1 až Sn jsou události stromu v dané
větvi vedoucí od iniciační události až ke koncovému stavu, pro který je pravděpodobnost
sestavována. Podmínkou je, že součet pravděpodobností vycházejících z jednoho stavu,
musí být 1.0.
Druhá metoda bude počítat pravděpodobnost vrcholové události v analýze FTA. V
této metodě se bude strom procházet od nejvyšší úrovně počínaje koncovými stavy. Strom
bude obsahovat logická hradla AND a OR a pravděpodobnosti budou počítány dle tabulky
4.1.
Operace Výpočet
P (S1) AND P (S2) P (SS1ANDS2) = P (S1) ∗ P (S2)
P (S1) OR P (S2) P (SS1ORS2) = P (S1) + P (S2)− P (S1) ∗ P (S2)
Tabulka 4.1: Pravidla pro výpočet FTA (vlastní zpracování)
4.3.5. Registr rizik
Registr rizik bude mít své vlastní formulářové okno, ve kterém budou v tabulce vypsána
všechna uložená rizika. Jednotlivá rizika budou uložena v databázi, ke které může být i
sdílený přístup. Může být tak využíván celou organizací, popřípadě několika vybranými
manažery současně. V nastavení programu bude možnost vytvářet nové databáze registru
rizik nebo připojovat již existující.
Každé riziko v registru bude obsahovat následující údaje:
• ID - unikátní číslo rizika (bude sloužit pro propojení s jednotlivými prvky stromu),
• Název - krátký název rizika,
• Popis - detailnější popis rizika,
• Pravděpodobnost - pravděpodobnost výskytu tohoto rizika < 0.0− 1.0 >,
• Dopad - dopad rizika na projekt/organizaci (kvalitativní vyjádření),
• Vlastník - osoba, která za riziko zodpovídá,
• Kdy může riziko nastat - popis situace, při které může riziko nastat,
• Faktory ovlivňující riziko - faktory, které ovlivňují průběh rizikové události,
• Kategorie - kategorie rizika (uživatel bude mít možnost vytvářet vlastní kategorie),
• Poznámky - ostatní informace o riziku.
Registr rizik bude umožňovat přidávat nové záznamy, editovat stávající a mazat ne-
potřebné záznamy. Pokud budou některá rizika propojena s událostmi v modelovaném
stromě, budou při změně pravděpodobností automaticky aktualizovány hodnoty pravdě-
podobností i v daném stromě.
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5. Popis implementace
Tato kapitola obsahuje podrobný popis implementace celé aplikace. Je rozdělena na tři
části. První část se věnuje kompletní implementaci aplikace, jejímu grafickému rozhraní
a popisu logiky formulářových oken. Druhá část obsahuje popis implementace grafické
knihovny, která vykresluje rozhodovací stromy. Poslední část popisuje rozhraní a logiku
registru rizik.
Implementační prostředí
Aplikace je implementována pomocí vývojového prostředí MS Visual Studio 2012 Desktop
v jazyce C#. Pro sestavení jsou potřeba následující reference:
• System,
• System.Core,
• System.Data,
• System.Data.DataSetExtensions,
• System.Data.SQLite - knihovna pro práci s databázemi1,
• System.Deployment,
• System.Drawing - vykreslovací knihovna,
• System.Windows.Forms - formulářová okna,
• System.Xml - manipulace s formátem XML,
• System.Xml.Linq,
• Microsoft.CSharp - implementační jazyk.
Aplikace je programována na platformě .NET 2 verze 4.0. Vzhledem k připojené kni-
hovně System.Data.SQLite.dll je aplikace překládána na 32 bitové architektuře. Program
je optimalizován pro operační systém Windows 8, je však testován také ve verzi Windows
7 a Windows XP.
Členění zdrojových kódů
Aplikace se skládá z následujících součástí:
• DTAnalyzer - spustitelná aplikace pro analýzu rizik rozhodovacími stromy,
– AboutBox.cs - formulářové okno zobrazující informace o aplikaci,
– AnalyzerSettings.cs - formulářové okno pro nastavení standardních barev,
– BusinessLogic.cs - třída obsahující metody pro práci s prvky stromu,
1http://www.sqlite.org
2prostředí potřebné pro běh aplikací
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– DBConnection.cs - třída pro připojení a komunikaci s databází,
– DTreeReadWrite.cs - třída umožňující ukládání a načítání rozhodovacích stromů,
– FindItem.cs - formulářové okno zobrazující strukturu stromu,
– ItemWindow.cs - formulářové okno pro přidávání a editaci prvků stromu,
– MainWindow.cs - hlavní formulářové okno,
– NewCategory.cs - formulářové okno zajišťující vytváření vlastních kategorií
pro registr rizik,
– NewDTreeWindow.cs - formulářové okno pro vytváření nových rozhodovacích
stromů,
– Program.cs - vstupní bod programu,
– RegisterItem.cs - třída pro uchovávání záznamů registru rizik,
– RegisterItemWindow.cs - formulářové okno pro přidávání a editaci záznamů
registru rizik,
– RegisterSettings.cs - formulářové okno obsahující metody zajišťující připo-
jení k databázi a vytváření nových databází,
– RiskCalculator.cs - třída obsahující metody pro výpočet rizik,
– RiskRegisterWindow.cs - hlavní formulářové okno registru rizik,
– Settings.cs - třída obsahující metody pro načítání a ukládání nastavení pro-
gramu,
• dtGraphics - knihovna sloužící pro vykreslování rozhodovacího stormu do bitmapy,
– draw.cs - třída obsahující metody, které vykreslují jednotlivé symboly prvků,
– DrawLogic.cs - třída obsahující metody a algoritmy pro práci s prvky stromu,
– dtGraphics.cs - hlavní třída umožňující vykreslování rozhodovacích stromů,
– objects.cs - třída sloužící pro uchovávání hodnot jednotlivých prvků.
Všechny soubory zdrojových kódů jsou umístěny na přiloženém CD (příloha A).
5.1. Formulářová aplikace
Hlavní formulářové okno MainWindow.cs obsahuje veškeré ovládací prvky potřebné pro
analýzu stromu poruch a stromu událostí. Okno je rozděleno na několik částí. Na vrchní
straně okna je nabídka, pomocí které se ovládá celá aplikace. Obsah okna je rozdělen
vertikálně na dvě části. Pravá, největší, část obsahuje kreslící plátno obsahující formu-
lářový prvek PictureBox, ve kterém je zobrazována bitmapa s vytvořeným rozhodovacím
stromem. Levá část okna se dále horizontálně dělí na dvě části. Vrchní část obsahuje
prvek TreeView, který ukazuje kompletní strukturu rozhodovacího stromu. Spodní část
obsahuje textové shrnutí vypočtených pravděpodobností. Ve spodní části celého hlavního
formulářového okna je prvek StatusBar, který ukazuje právě provedené operace. Hlavní
formulářové okno je zobrazeno na obrázku 5.1.
Hlavní nabídka obsahuje následující položky:
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Obrázek 5.1: Hlavní formulářové okno (vlastní zpracování)
• File - manipulace se soubory rozhodovacích stromů - obrázek 5.2,
– New
∗ ETA - otevře formulářové okno pro tvorbu nového stromu a poté vytvoří
nový strom událostí,
∗ FTA - otevře formulářové okno pro tvorbu nového stromu a poté vytvoří
nový strom poruch,
– Open - otevře dialog pro výběr souboru s rozhodovacím stromem a poté soubor
načte do aplikace,
– Save - otevře dialog pro výběr souboru a poté rozhodovací strom uloží (do-
stupné pouze, pokud je nějaký strom načten nebo vytvořen),
– Exit - ukončí aplikaci, v případě, že nebyla práce uložena, nabídne její uložení,
• Tree - manipulace s prvky stromu (dostupné pouze, pokud je nějaký strom načten
nebo vytvořen) - obrázek 5.3,
– Add item - otevře formulářové okno pro vytvoření nového prvku,
– Edit item - otevře formulářové okno pro výběr prvku a následně formulářové
okno pro vytvoření nového prvku, ve kterém budou hodnoty vybraného prvku
nabídnuty k úpravě,
– Delete item - otevře formulářové okno pro výběr prvku a následně tento prvek
smaže,
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– Update Register Probabilities - projde všechny prvky stromu a u těch,
které jsou propojeny s registrem rizik, zajistí aktualizaci hodnot pravděpodob-
ností z registru,
• Export - možnosti ukládání analýzy stromu do souborů - obrázek 5.4,
– Tree as bitmap - uloží obsah kreslícího plátna jako obrázek,
– Decision as text - uloží textové shrnutí vypočtených pravděpodobností do
textového souboru,
– Risk register as csv - uloží celý registr rizik do textového souboru, ve kterém
jsou jednotlivé prvky odděleny tabulátorem,
• Settings - možnosti nastavení aplikace - obrázek 5.5,
– Analyzer settings - otevře formulářové okno pro nastavení barev prvků a
pozadí plátna,
– Risk register settings - otevře formulářové okno pro načtení nebo vytvoření
databáze registru rizik,
• Risk Registr - otevře formulářové okno obsahující registr rizik,
• About - otevře formulářové okno s informacemi o programu.
Obrázek 5.2: Hlavní nabídka - souborové operace (vlastní zpracování)
5.1.1. Operace se soubory
Při vytváření nového stromu je využito formulářové okno NewDTreeWindow.cs, které ob-
sahuje položky: typ stromu, název stromu, který bude v titulku plátna, a jméno autora
rozhodovacího stromu. Formulářové okno je na obrázku 5.6. Ihned po vytvoření nového
stromu jsou zpřístupněny položky pro manipulaci s prvky a export výsledků analýzy. Při
přidávání nového prvku je v nabídce pouze iniciační nebo vrcholová událost (případně
přenos pro FTA).
Při ukládání a načítání rozhodovacích stromů je využita serializace3. Aplikace nabízí
dvě možnosti ukládání souborů:
3uložení datových zdrojů do souboru
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Obrázek 5.3: Hlavní nabídka - operace s prvky stromu (vlastní zpracování)
Obrázek 5.4: Hlavní nabídka - možnosti exportu (vlastní zpracování)
Obrázek 5.5: Hlavní nabídka - nastavení (vlastní zpracování)
1. Binární soubor - prvky rozhodovacího stromu jsou uloženy v binární formě, nejsou
vně programu měnitelné,
2. XML soubor - prvky rozhodovacího stromu jsou uloženy do souboru XML, lze je
měnit v jakémkoliv textovém editoru.
Pro serializaci jsou využity standardní metody - pro XML XmlSerializer a pro binární
formu IFormater - BinaryFormatter. Serializuje se celý objekt, který je definovaný ve
vykreslovací knihovně popsané v části 5.2.1. Serializace je implementována ve třídě DTree-
ReadWrite.cs.
Při načítání souborů je kontrolována kompatibilita souborů. V případě, že byl soubor
nesprávně editován nebo pochází ze starší verze programu, zobrazí aplikace chybovou
zprávu a soubor nepovolí načíst.
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Obrázek 5.6: Vytvoření nového stromu (vlastní zpracování)
5.1.2. Operace se stromem
Pro vytváření a editaci prvku rozhodovacího stromu je implementováno formulářové okno
ItemWindow.cs. Toto okno je zobrazeno na obrázku 5.7 a obsahuje následující položky:
• Item type - formulářový prvek s výběrem dostupných typů prvků včetně miniatury
jeho grafického provedení,
• ID - unikátní číslo každého prvku, je přiřazováno automaticky a nelze jej měnit,
• Item name - název prvku, který bude zobrazen v obrázku,
• Connect to - propojení na rodiče, pomocí tlačítka si uživatel vybere, kam chce
prvek napojit,
• Connection to Risk register - propojení s registrem rizik, pomocí tlačítka si
uživatel vybere, se kterým záznamem chce prvek propojit (dobrovolná operace),
• Probability - pravděpodobnost výskytu této události - v případě, že se jedná o
událost, rozsah hodnot je od 0.0 do 1.0,
• Colors - dialogová okna pro výběr barvy ohraničení prvku, pozadí prvku a barvy
textu.
Generování unikátních klíčů je implementováno tak, že algoritmus postupně iteruje
hodnoty od 0 do počet prvků stromu+1. V každé iteraci následně prochází všechny prvky
stromu a kontroluje jejich identifikační čísla. Pokud prvek obsahuje iterovanou hodnotu,
cyklus se přeruší a iterátor se navýší o 1. Pokud je nalezena iterovaná hodnota, která není
součástí žádného prvku, je vrácena jako výsledek algoritmu. Díky tomu jsou identifikační
čísla smazaných prvků znovu využita a nedojde k přetečení datového typu integer 4.
Formulářové okno nastaví jednotlivým prvkům velikosti dle tabulky 5.1.
Při vytváření a editaci prvků stromu program operuje s následujícím omezením pro
jednotlivé typy stromu a prvků - pokud strom nemá žádný prvek, pak jsou pro metodu
4datový typ integer je na 32 bitové platformě omezený hodnotami od -2147483648 do +2147483647
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Obrázek 5.7: Vytvaření a editace prvků stromu (vlastní zpracování)
Prvek symbol délka šířka
událost obdélník 100px 50px
koncový stav kruh 50px 50px
přenos do trojúhelník
přenos z trojúhelník
nerozvíjená událost kosočtverec
hradlo AND bezier 70px 50px
hradlo OR bezier
Tabulka 5.1: Standardní velikosti prvků (vlastní zpracování)
FTA dostupné pouze prvky root - vrcholová událost a transition from - přenos. Pro me-
todu ETA je dostupný pouze prvek root - iniciační událost. Dále pro tyto prvky nelze
nastavit jejich rodič (jedná se totiž o kořenový prvek), nelze nastavit jejich pravděpodob-
nost a nelze je propojit s registrem rizik.
Pokud již strom prvky obsahuje, pak jsou pro metodu ETA dostupné prvky event a
end state. Pro metodu FTA jsou dostupné prvky event/state, undeveloped event, end state,
transition to, hradlo AND a hradlo OR. Dále pro tuto metodu nelze u prvku event/state
nastavit pravděpodobnost (ta lze nastavit pouze v prvcích end state a undeveloped event).
Prvek transition to nelze propojit s registrem rizik. Další omezení platí pro obě hradla -
nelze nastavovat jejich pravděpodobnost, název ani je propojovat s registrem rizik.
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Při ukládání vyplněného prvku je aplikací kontrolováno dodržení následujících pod-
mínek:
• název prvku nesmí mít prázdnou hodnotu,
• pravděpodobnost musí být číslo v rozmezí od 0.0 do 1.0,
• prvky end state, undeveloped event a transition to nesmí mít žádné potomky.
Při editaci prvku je nejprve uživateli zobrazeno formulářové okno (obrázek 5.8), které
obsahuje prvek TreeView. Do této komponenty jsou pomocí algoritmu setTreeView(dTree
decisionTree, TreeView tView) hierarchicky vloženy všechny prvky rozhodovacího stromu.
Uživatel tak vidí, jak na sebe prvky navazují a následně vybere prvek, který hodlá editovat
nebo smazat. Algoritmus pro naplnění stromového zobrazení prvky je následující:
1. ulož všechny grafické miniatury do struktury ImageList,
2. vyprázdni všechny uzly v prvku TreeView,
3. najdi kořenový prvek a přidej jej do komponenty TreeView,
4. iteruj postupně všechny úrovně prvků,
5. vyber všechny prvky v dané úrovni a postupně tyto prvky procházej,
6. nastav pro každý prvek index grafické miniatury,
7. pro každý prvek najdi rodičovský uzel v TreeView a za tento uzel připoj aktuální
prvek,
8. jakmile dorazíš na nejvyšší úroveň prvků, ukonči algoritmus a vrať naplněný Tree-
View jako výsledek metody.
Při změně napojení určité větve obsahující více prvků nebo pro mazání prvku, který má
několik úrovní potomků, je třeba projít všechny jeho potomky a postupně mazat/editovat
jejich napojení a úroveň. K tomu slouží metoda getIDsAndChangedLevel(int idOf-
Master, int levelOfMaster, dTree dec), která rekurzivně prochází všechny prvky ve
větvi a do datového typu Dictionary ukládá unikátní klíč a úroveň všech nalezených
prvků. Tyto prvky pak metoda vrací jako svůj výsledek a následuje požadovaná operace
- mazání prvků nebo změna jejich napojení a úrovně.
5.1.3. Výpočet rizika
Pro výpočet pravděpodobností jednotlivých metod je implementována třída RiskCalcu-
lator.cs, která obsahuje pouze dvě veřejné metody. Metoda CalculateETA(List<dtItem>
items) počítá pravděpodobnosti všech koncových stavů pomocí následujícího algoritmu:
1. procházej postupně všechny úrovně počínaje prvkem iniciační události,
2. pro každý prvek v dané úrovni najdi pravděpodobnost jeho rodiče a vynásob tuto
pravděpodobnost s pravděpodobností aktuálního prvku,
3. ulož si výsledek do proměnné TemporaryProb,
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Obrázek 5.8: Formulářové okno pro výběr prvku (vlastní zpracování)
4. pokud se jedná o koncový stav, ulož vypočítanou pravděpodobnost do proměnné
Probability, jinak pokračuj.
Metoda CalculateFTA(List<dtItem> items) počítá pravděpodobnost vrcholové udá-
losti pomocí následujícího algoritmu:
1. procházej postupně všechny úrovně počínaje tou nejvyšší,
2. pro každý prvek v dané úrovni najdi jeho rodiče,
(a) pokud má rodič více potomků, sečti a nebo vynásob jejich pravděpodobnosti
a ulož výsledek do proměnné Probability jejich rodiče,
(b) pokud má rodič pouze jednoho potomka, opiš pravděpodobnost z potomka na
rodiče,
3. počítej, dokud nenarazíš na kořenový prvek, poté ulož hodnotu jeho pravděpodob-
nosti.
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5.1.4. Export
Aplikace nabízí tři možnosti ukládání dat. První možností je ukládání rozhodovacího
stromu do souboru ve formátu JPG5 nebo PNG6. Při exportu do obrázku se uživateli
otevře dialogové okno pro výběr umístění souboru a požadovaný grafický formát, poté je
celé plátno uloženo metodou Save do zadaného souboru.
Další možností je uložení výsledku analýzy do textového souboru. V případě, že roz-
hodovací model obsahuje velké množství koncových stavů, je vhodné ukládat výsledek
analýzy do souboru. Uživateli je zobrazeno dialogové okno pro výběr umístění textového
souboru a poté je obsah okna Summary uložen do textového souboru.
Poslední možností exportu je uložení všech záznamů registru rizik do souboru CSV7.
Uživateli je zobrazeno dialogové okno pro výběr umístění exportovaného souboru a ná-
sledně je připojena uložená databáze registru rizik. Po připojení je proveden SQL dotaz
pro výběr všech položek celého registru. Jednotlivé hodnoty jsou oddělené tabulátorem.
5.1.5. Nastavení programu
Aplikace nabízí dvě kategorie nastavení. První je nastavení standardních barev prvků a
pozadí kreslícího plátna, druhá možnost zajišťuje správu databází pro registr rizik.
Nastavení je realizováno pomocí serializace nad třídami Settings, rrSettings a dt-
Settings. Celý proces načítání a ukládání hodnot nastavení je implementován ve třídě
SettingsMethods. Ihned po spuštění aplikace je kontrolováno, zda je k aplikaci přiložen
XML soubor s uloženými hodnotami nastavení. Pokud ano, jsou hodnoty načteny a jsou
přístupné z kořenové třídy celé aplikace. Pokud program soubor s nastavením nenalezne,
vytvoří nový. Při každé změně nastavení jsou hodnoty aktualizovány a ukládány do sou-
boru.
Jelikož není datový typ Color standardně serializovatelný, jsou implementovány dvě
metody pro serializaci a deserializaci barevných hodnot. Celý proces je realizován tak,
že hodnoty proměnných A R G B jsou převedeny na textový řetězec a poté serializovány.
Deserializace je realizována převodem textových řetězců na datový typ byte a poté na-
stavením všech čtyř hodnot do datového typu Color.
Nastavení standardních barev je ukázáno na obrázku 5.9. Aplikace umožňuje nastavo-
vat standardní barvy pro pozadí kreslícího plátna, pro ohraničení jednotlivých prvků, pro
pozadí prvků a text prvků. Pro načítání nebo vytváření databází registru rizik je použito
formulářové okno RegisterSetings.cs - obrázek 5.10. Toto okno umožnuje načítat již
vytvořené databáze a nebo vytvářet nové databáze.
5.2. Vykreslovací knihovna
Samotný proces vykreslování prvků do kreslícího plátna je implementován pomocí sa-
mostatné knihovny dtGraphics.dll. Jelikož je knihovna implementována samostatně a
algoritmy pro vykreslování nejsou součástí hlavního programu, lze tuto knihovnu vyu-
žít i jinými programy, případně tuto knihovnu použít pro vykreslování online pomocí
5http://cs.wikipedia.org/wiki/JPEG
6http://cs.wikipedia.org/wiki/Portable Network Graphics
7http://cs.wikipedia.org/wiki/CSV
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Obrázek 5.9: Formulářové okno pro nastavení standardních barev (vlastní zpracování)
Obrázek 5.10: Formulářové okno pro nastavení databází registru rizik (vlastní
zpracování)
ASP.NET8. Knihovna obsahuje jednu veřejnou metodu drawDecisionTree, jež má jako
vstupy seznam všech prvků rozhodovacího stromu, název stromu a jméno autora. Postup
kreslení rozhodovacího stromu je následující:
1. výpočet umístění všech prvků na plátně,
2. určení velikosti plátna,
3. vytvoření bitmapy dle vypočtené velikosti,
8http://cs.wikipedia.org/wiki/ASP.NET
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4. vyplnění celého plátna nastavenou barvou pozadí,
5. vykreslení všech prvků do plátna dle vypočteného umístění,
6. spojení prvků na plátně, které mají mezi sebou vazby,
7. navrácení hotové bitmapy jako výsledek metody.
Třída draw.cs obsahuje několik veřejných metod a každá z nich vykresluje jeden typ
prvku rozhodovacího stromu. U každé metody je nejprve vypočítána velikost textu a
poté je upraveno pozicování prvku tak, aby okolí každého prvku bylo 100 pixelů dlouhé.
Následně je plocha prvku vybarvena barvou pozadí, dále se tato oblast překreslí linkou
v barvě, která byla pro prvek nastavena. Jako poslední krok vykreslování je nakreslení
textových informací. Pro prvky typu event a end state je vykreslen do obrázku jejich název
a případně pravděpodobnost. Pro ostatní prvky je vykreslena jen jejich pravděpodobnost.
Metody využívají ke kreslení obrazců základní metody, které kreslí linky, elipsy a bezierovy
křivky.
5.2.1. Struktura prvku
Knihovna pro vykreslování prvků obsahuje hlavní třídu pro ukládání informací o rozho-
dovacím stromě a jeho prvcích. Všechny hodnoty jsou serializovatelné a lze je ukládat tak,
jak bylo popsáno v části 5.1.1.
Struktury třídy dTree je následující:
• Title - string - název stromu,
• Author - string - autor stromu,
• Type - treeType - typ stromu,
• Items - List<dtItem> - seznam všech prvků,
– ID - int - unikátní klíč prvku,
– ConnectedID - int - klíč prvku, ke kterému je tento prvek připojen,
– ItemType - itemType - typ prvku,
– Level - int - umístění prvku ve stromové hierarchii,
– Text - string - název prvku,
– Probability - double - pravděpodobnost, že událost prvku nastane,
– Temporary probability - double - mezikrok výpočtu celkových pravděpo-
dobností,
– RegisterID - int - propojení s registrem rizik,
– Position - Position - umístění a velikost prvku,
∗ Width - int - délka prvku,
∗ Height - int - šířka prvku,
∗ Location - Placement - umístění prvku,
· X - int - umístění prvku na ose X,
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· Y - int - umístění prvku na ose Y,
– Color - ItemColor - barva prvku,
∗ Background - string - barva pozadí prvku,
∗ Border - string - barva ohraničení prvku,
∗ Text - string - barva textu prvku.
5.2.2. Algoritmus určení pozic prvků
Klíčovou metodou knihovny pro vykreslování prvků stromu je metoda setItemsPositi-
onNew, která postupně prochází všechny prvky a určuje jejich pozici v rámci kreslícího
plátna. Algoritmus je následující:
1. zjisti úroveň, která obsahuje nejvyšší počet prvků, nazvi tuto úroveň klíčovou úrovní
a vyber všechny prvky této úrovně,
2. seřaď prvky klíčové úrovně podle pořadí jejich rodičovských prvků,
3. procházej všechny prvky klíčové úrovně a vypočítej jejich umístění na ose x tak, že
vynásobíš jejich pořadí hodnotou konstanty WIDTH GAP,
4. dále vypočti umístění všech prvků klíčové úrovně tak, že vynásobíš číslo úrovně
konstantou HEIGHT GAP,
5. nyní procházej všechny úrovně od klíčové směrem ke kořeni stromu,
6. v každé úrovni vyber všechny prvky a seřaď je dle pořadí jejich rodičovských prvků,
7. pro každý prvek zjisti rozsah umístění jeho potomků,
8. pro každý prvek nastav umístění na ose x jako střed mezi nalezenými hodnotami v
rozsahu umístění potomků,
9. pro každý prvek vypočti umístění na ose y tak, že vynásobíš číslo úrovně konstantou
HEIGHT GAP,
10. pokud jsi narazil na kořenový uzel, pokračuj procházením úrovní od klíčové úrovně
(včetně) směrem k nejvyšší úrovni,
11. pro každou úroveň vyber všechny prvky a seřaď je podle pořadí jejich rodičovských
prvků,
12. pro každý prvek získej všechny jeho potomky,
13. vypočti umístění jednotlivých potomků na ose x tak, že vynásobíš počet jeho po-
tomků konstantou MIN WIDTH a dále připočti hodnotu získanou vynásobením počtu
potomků prvků konstantou WIDTH GAP,
14. pokud má prvek více než jednoho potomka, uprav umístění na ose x tak, že přičteš
k umístění potomka konstanty MIN GAP a WIDTH GAP,
15. umístění potomka na ose y vypočítej tak, že vynásob číslo úrovně konstantou HEI-
GHT GAP.
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5.2.3. Algoritmy pro práci s prvky
K určení celkové velikosti plátna slouží metoda getBitmapSize. Tato metoda postupně
prochází všechny prvky a pamatuje si nejvyšší hodnotu umístění prvků na ose x a y. K
nalezeným největším velikostem je poté připočítána ještě délka a šířka prvků. Následně
je zkontrolována velikost nadpisu rozhodovacího stromu. Metoda poté vrací jako svůj
výsledek nejvyšší nalezené pozice.
Pokud jsou některé prvky vykresleny v záporných hodnotách na ose x, jsou všechny
prvky posouvány po ose x směrem k bodu 0. Tuto operaci vykonává metoda reposi-
tionItems. Algoritmus nejprve prochází všechny prvky a hledá nejnižší hodnotu pozice
na ose x. Pokud je nalezená nejniží hodnota menší než 0, je ke všem prvkům přičtena
hodnota proměnné increment, která má následující hodnotu:
increment =| mostNegative | +WIDTH GAP, (5.1)
kde mostNegative je nejnižší nalezená hodnota pozice na ose x a WIDTH GAP je konstanta
určující celkovou délku prvku. V závěru metoda posouvá všechny prvky na ose y o 40
pixelů, aby se prvky nekryly s nadpisem a jménem autora.
V případě, že jsou některé prvky přidávány v nekonzistentním pořadí a algoritmus pro
určení pozicí prvků tyto prvky vykreslí přes sebe, jsou prvky pomocí metody shiftCo-
lisions posunuty po ose x směrem k ∞. Algoritmus je následující:
1. dokud bude nalezena alespoň 1 kolize, opakuj následující body,
2. procházej postupně všechny úrovně počínaje první úrovní,
3. najdi všechny prvky dané úrovně a postupně je procházej,
4. pokud prvek není prvním prvkem úrovně, zjisti, zda není v kolizi s následujícím
prvkem,
5. v případě, že jsou prvky v kolizi, posuň všechny následující prvky v úrovni o 1
4
velikosti konstanty WIDTH GAP,
6. jinak pokračuj dále.
Poslední operací při vykreslování prvků je spojení prvků, které mají mezi sebou vazby.
Tuto operaci vykonává metoda connectItemToParent. Tato metoda prochází všechny
prvky a v případě, že jsou připojeny k nějakému prvku (rodiči), jsou tyto dva prvky
spojeny linkou se šipkou ve směru od rodiče k následovníkovi pro metodu ETA a opačně
pro metodu FTA. Metoda dle umístění obou prvků určí hraniční body úseček a poté tyto
úsečky spojí. Pro prvky zobrazující hradlo jsou tyto hraniční úsečky posunuty v ose y o 7
pixelů. V případě, že se jedná o hradlo OR, je navíc odečteno od pozice na ose y 9 pixelů.
Úsečka tak bude zasahovat do výřezu ve spodní části tohoto hradla.
5.3. Registr rizik
Manipulaci s registrem rizik umožňuje samostatné formulářové okno RiskRegisterWin-
dow.cs, které lze ihned po spuštění aplikace otevřít. Okno je zobrazeno na obrázku 5.11.
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Toto okno obsahuje tabulkovou komponentu DataGridView, která operuje nad záznamy
v databázi registru rizik. Dále toto formulářové okno obsahuje tlačítka pro přidávání no-
vých záznamů, editaci a mazání stávajících záznamů. Záznamy lze filtrovat v závislosti
na nastavené kategorii jednotlivých rizik. Okno registru rizik je také využíváno při propo-
jení určitého prvku rozhodovacího stromu s registrem rizik, uživatel v tomto okně vybere
požadovaný záznam a registr navrací identifikační číslo.
Obrázek 5.11: Formulářové okno registru rizik (vlastní zpracování)
Editaci a přidávání nových záznamů registru rizik zajišťuje formulářové okno Regis-
terItemWindow.cs, které je zobrazeno na obrázku 5.12. Toto formulářové okno obsahuje
následující položky:
• Name - název rizika,
• Probability - pravděpodobnost v rozmezí od 0.0 do 1.0,
• Impact - kvalitativní hodnota dopadu rizika - výběr z pěti úrovní,
• ID - unikátní identifikační číslo rizika - nelze měnit,
• Category - kategorie rizika - pomocí tlačítka lze vytvářet vlastní kategorie,
• Owner - vlastník zodpovědný za riziko,
• Description - kompletní popis rizika,
• Factors affecting risk - faktory, které ovlivňují riziko,
• When risk may occur - případy, ve kterých může riziko nastat,
• Reduce strategy - redukční strategie,
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• Notes - ostatní poznámky.
Obrázek 5.12: Formulářové okno pro editaci záznamu registru rizik (vlastní zpracování)
Při ukládání záznamu registru rizik jsou kontrolovány následující podmínky:
• název rizika nesmí být prázdná hodnota,
• u rizika musí být nastavena kategorie,
• pravděpodobnost rizika musí být v rozmezí od 0.0 do 1.0.
Všechny hodnoty jsou ukládány do třídy RegisterItem, která je totožná s výše uvedenými
položkami.
V případě, že jsou některé záznamy registru rizik aktualizovány, především jejich prav-
děpodobnosti, a tyto záznamy jsou propojené s prvky v rozhodovacím stromě, je potřeba
aktualizovat také hodnoty pravděpodobností prvků v rozhodovacím stromě. Pro tyto účely
slouží tlačítko Update Register Probabilities, které se nachází v menu pod položkou tree.
Algoritmus je následující:
1. připoj se k databázi a vyber všechny položky registru rizik,
2. do datového typu Dictionary si ulož všechny dvojice hodnot id item a prob,
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Název položky datový typ velikost
ID INT primární klíč
id item INT -
title STRING 256
desc STRING 8192
prob STRING 256
impact STRING 256
category STRING 256
occur STRING 8192
factors STRING 8192
owner STRING 256
strategy STRING 8192
notes STRING 8192
Tabulka 5.2: Struktura databázové tabulky registru rizik (vlastní zpracování)
3. procházej všechny prvky rozhodovacího stromu,
4. pro každý prvek rozhodovacího stromu procházej Dictionary a hledej, zda není
spojený s nějakým záznamem,
5. pokud je prvek a záznam propojený a pokud se hodnota jejich pravděpodobností
liší, nastav pravděpodobnost prvku rozhodovacího stromu dle pravděpodobnosti zá-
znamu z databáze.
5.3.1. Připojení k databázi
Záznamy registru rizik jsou uchovávány v SQL9 databázi. Pro připojení k databázi je
využita knihovna SQLite. Každá databáze obsahuje pouze jednu tabulku register, ve
které jsou uloženy záznamy registru rizik. Struktura tabulky vychází z tabulky 5.2. Při
připojování k databázi se využívá třída SQLiteConnection obsažená v knihovně SQLite.
Následně je testována správnost propojení s databází. Nad tabulkou jsou prováděny ná-
sledující typy operací:
• CREATE TABLE - vytváření nové tabulky,
• SELECT - získávání záznamů z databáze,
• INSERT - vkládání nových záznamů,
• UPDATE - editování stávajících záznamů,
• DELETE - mazání záznamů.
Třída, která v sobě nese hodnoty jednotlivých záznamů registru rizik obsahuje 3 me-
tody, které konstruují SQL dotaz pro požadovanou operaci. Jedná se o metodu DB ADD -
COMMAND, která vrací dotaz pro přidání nového záznamu, dále o metodu DB EDIT COMMAND,
9http://cs.wikipedia.org/wiki/SQL
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která vrací příkaz pro editaci záznamu, a o metodu DB DELETE COMMAND, která vrací dotaz
pro smazání určitého záznamu z databáze.
Výsledky databázových dotazů jsou přímo zobrazovány v komponentně DataGri-
dView.
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6. Testování
Tato kapitola obsahuje dvě případové studie. Každá z nich testuje aplikaci v reál-
ném prostředí pomocí zvoleného problému s cílem určit pravděpodobnosti nežádoucích
událostí. První studie využívá aplikaci k analýze stromu událostí při operaci čtení dat z
datového úložiště. Druhá studie testuje aplikaci při analýze úspěšnosti sestavení softwaru
pomocí stromu chyb.
6.1. Případová studie - ETA
Popis problému
Otestování metody ETA pomocí aplikace DTAnalyzer je realizováno na problému čtení
dat z datového úložiště. Existuje určitá pravděpodobnost, že při čtení a zpracovávání
dat nastane chybová událost a operace skončí neúspěchem. Realizace bude provedena na
vzorku dat získaných v anonymní organizaci vyvíjející software pro elektronická zařízení.
Konkrétní operace je čtení zdrojových kódů a jejich následné kopírování z hromadného
úložiště na systém určený k sestavení softwaru.
Cíl studie
Cílem studie je zjistit pravděpodobnosti výskytu jednotlivých chybových stavů při operaci
čtení dat z datového úložiště.
Získaný vzorek dat
Data byla získána statistickou analýzou chybovosti operace kopírování dat na systém
určený k sestavování softwaru. Záskané pravděpodobnosti výskytu událostí jsou uvedeny
v tabulce 6.1.
Analýza stromem událostí
V aplikaci byl vytvořen nový strom událostí a postupně do něj byly vloženy jednotlivé
události a jejich statisticky naměřené pravděpodobnosti. Stromová hierarchie byla kon-
struována dle logiky jednotlivých událostí tak, jak jdou po sobě v čase. Výsledný strom
událostí je zobrazen na obrázku 6.1. Aplikace vypočítala jednotlivé pravděpodobnosti
koncových stavů následovně:
• pravděpodobnost stavu opraveno před zpracováním je 0,5994,
• pravděpodobnost stavu obnova ze zálohy je 0,0005,
• pravděpodobnost stavu opraveno během zpracování je 0,1998,
• pravděpodobnost stavu obnova do dalšího cyklu je 0,0004995,
• pravděpodobnost stavu opraveno v dalším cyklu je 0,17982,
• pravděpodobnost stavu neopraveno je 0,01998,
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událost pravděpodobnost
dostupnost úložiště 0.999
nedostupnost úložiště 0.001
zjištění chyby před zpracováním dat 0.6
zjištění chyby při zpracování dat 0.4
získání dat ze zálohy 0.5
záloha úložiště neexistuje 0.5
chyba řešitelná při procesu zpracování 0.5
chyba neřešitelná při procesu zpracování 0.5
obnova dat do dalšího cyklu operace 0.999
obnovu dat nelze provést do dalšího cyklu 0.001
chyba vyřešena manuálně do další operace 0.9
chyba nelze vyřešit do další operace 0.1
možnost řešit chybu manuálně 0.99
nelze chybu manuálně řešit 0.01
lze data obnovit 0.999
data ztracena bez možnosti obnovení 0.001
Tabulka 6.1: Pravděpodobnosti událostí (vlastní zpracování)
Obrázek 6.1: Strom událostí - případová studie (vlastní zpracování)
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Chyba Pravděpodobnost
porucha sítě 0.002
porucha serveru 0.003
porucha komponent 0.001
chyba kopírování 0.0025
chyba při build procesu 0.001
ostatní chyby 0.002
Tabulka 6.2: Pravděpodobnosti hardwarových chyb (vlastní zpracování)
• pravděpodobnost stavu manuální obnova je 0.000000495,
• pravděpodobnost stavu lze data obnovit je 0.000000004995,
• pravděpodobnost stavu nelze obnovit je 0.000000000005.
Vyhodnocení analýzy
Jak ukazuje předchozí část, aplikace vyhodnotila, že pokud nastane chyba během ope-
race čtení dat z úložiště, bude tato chyba v 60% případů opravena ještě před samotným
zpracováním dat. Oprava chyby v průběhu operace čtení nastane ve 20% případů a 18%
případů bude opraveno v dalším cyklu. Možnost, že budou data úplně ztracena, je téměř
nulová.
6.2. Případová studie - FTA
Popis problému
Test metody FTA pomocí implementovaného programu bude demonstrován na operaci
sestavení výsledného programu ze zdrojových kódů. Každá organizace vyvíjející software
pravidelně sestavuje ze zdrojových kódů výsledný softwarový balík. Při sestavení však
dochází k velkému množství poruch různých kategorií. Tato realizace využívá vzorek dat
získaný pomocí automatizovaného testování v organizaci vyvíjející software pro elektro-
nická zařízení. Tato organizace při každém sestavování testuje kvalitu sestaveného soft-
waru pomocí sady automatizovaných testů a výsledky jsou poté ukládány do databáze,
díky čemuž je lze statisticky zpracovat.
Cíl studie
Cílem studie je zjistit, s jakou pravděpodobností proběhne sestavení softwaru bez chyb.
Získaný vzorek dat
Data byla získána statistickou analýzou výsledků jednotlivých automatizovaných testů,
které kontrolují chyby při sestavování softwarových balíků. Získané pravděpodobnosti
chyb z oblasti hardwaru jsou v tabulce 6.2, pravděpodobnosti chyb z oblasti softwaru v
tabulce 6.3 a chyby vzniklé lidským faktorem v tabulce 6.4.
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Obrázek 6.2: Strom poruch - případová studie (vlastní zpracování)
Chyba Pravděpodobnost
chyba autentizace 0.001
chyba při modulaci 0.009
chyba při instalaci 0.1
chyba při startu systému 0.15
chyba při startu UI1 0.08
chyba při běhu programu 0.256
chyba při vypínání UI 0.03
chyba při vypínání systému 0.05
Tabulka 6.3: Pravděpodobnosti softwarových chyb (vlastní zpracování)
Analýza stromem poruch
V aplikaci byl vytvořen nový strom poruch a postupně do něj byly vloženy všechny prvky
jednotlivých kategorií. Mezi prvky byly vloženy logické operátory, které zajišťují jejich
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Chyba Pravděpodobnost
chyba v kódu 0.2
neodevzdaný kód 0.1
hijack file 0.05
Tabulka 6.4: Pravděpodobnosti lidských chyb (vlastní zpracování)
logické provázání tak, jak na sebe jednotlivé chyby navazují. Hierarchie stromu poruch je
ukázána na obrázku 6.2.
Aplikace vypočítala, že pravděpodobnost sestavení softwaru obsahujícího chybu je
přibližně 64%, což znamená, že pouze v 36% případů lze sestavený software distribuovat
mezi zákazníky. Z analýzy lze dále vyčíst pravděpodobnosti výskytu jednotlivých kategorií
chyb. Prvděpodobnost, že nastane hardwarová chyba, je přibližně 1%, pravděpodobnost
výskytu selhání lidského faktoru je 3,5% a pravděpodobnost výskytu softwarové chyby je
přibližně 60%.
6.3. Shrnutí
Z diskuze se členy SQA2 týmu analyzované organizace vyplynulo, že vypočítané pravděpo-
dobnosti u obou případových studií odpovídají běžné praxi při vývoji sofwarových balíků.
Díky studii byla otestována funkčnost implementované aplikace při použití obou metod
analýzy rizik. Soubory s rozhodovacími stromy obou studií jsou uloženy na přiloženém
kompaktním disku (příloha A).
2sofware quality assurance
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7. Závěr
Výsledkem mé diplomové práce je implementace prototypu aplikace sloužící k ana-
lýze rizik pomocí rozhodovacích stromů. Aplikace umožňuje modelovat analýzu stromu
událostí a analýzu stromu poruch, tyto stromy vizualizovat a počítat pravděpodobnosti
jednotlivých prvků.
Práce zpracovává teorii managementu rizik. Zaměřuje se především na možnosti vy-
užití řízení rizik v oblasti informačních technologií. Na tuto část navazuje popis metod
sloužících pro analýzu rizik. Důraz je kladen na metody analýzy pomocí rozhodovacích
stromů, metoda FTA je vhodná k nalezení kombinací poruch zařízení a lidských chyb,
které mohou vyústit v nehodu, metoda ETA je užívána pro identifikaci různých nehod,
které se mohou objevit u složitých procesů. Další popsanou metodou je FMEA, jejímž
účelem je identifikace způsobů poruch jednotlivých zařízení a systému a potenciálních
účinků na systém nebo podnik. Metoda HAZOP je využitelná především při identifikaci
vyhodnocení zdrojů rizika v procesním podniku a pro identifikaci provozních problémů. V
závěru analýzy rizik jsem se zabýval Markovovu analýzou, která je vhodná pro hodnocení
spolehlivosti funkčně složitých konstrukcí systému a složitých oprav a údržby.
Přínos práce spočívá především ve zpracování zahraniční odborné literatury s cílem
sdružit teorii managementu rizik, dále v implementované aplikaci, která oproti ostatním
dostupným aplikacím nabízejícím vizualizaci rozhodovacích stromů, navíc počítá pravdě-
podobnosti jednotlivých částí stromu. Tato aplikace bude k dispozici jako volně dostupná,
může být tak využita i ke studijním účelům.
Implementovaný prototyp programu byl otestován ve dvou reálných situací z oblasti
vývoje informačních technologií a výsledky byly diskutovány se zaměstnanci zaintereso-
vaných týmů. Z diskuze vyplynulo, že výsledky korespondují s reálnými hodnotami.
7.1. Možnosti rozšíření a další vývoj
Implementovaná aplikace nabízí mnoho možností rozšíření. Při dalším vývoji lze imple-
mentovat následující rozšíření:
• propracovanější algoritmus vykreslování prvků - využití rekurzivních technik pro
vykreslování jednotlivých větví stromu,
• interakce s prvky přímo na plátně - možnosti posouvání a editace prvků přímo na
plátně,
• zobrazení jen určitých významných větví stromu,
• rozšíření registru rizik o některé další údaje,
• integrace registru rizik a metody FMEA,
• exportování rozhodovacích stromů do formátu vektorové grafiky.
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A. Obsah CD
• source - adresář, který obsahuje zdrojové soubory aplikace
– DTAnalyzer - adresář obsahující zdrojové soubory formulářové aplikace
– dtGraphics - adresář obsahující zdrojové soubory vykreslovací knihovny
– DTAnalyzer.sln - projektový soubor vývojového prostředí
• bin - adresář obsahující spustitelné soubory
• installer - adresář obsahující instalátor aplikace
• examples - adresář obsahující příklady pro aplikaci
– ETA - adresář obsahující příklady stromu událostí
– FTA - adresář obsahující příklady stromu poruch
– RiskRegister - adresář obsahující příklady rizikových registrů
• library - adresář obsahující potřebné referenční knihovny a prostředí
• text - adresář obsahující text práce
• text source - adresář se zdrojovými soubory diplomové práce v prostředí LATEX
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