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Vanessa Pitirini Guarienti
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computação quântica.
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Este trabalho de mestrado tem como objetivo implementar o algoritmo de
Deutsch adiabá-tico levando em conta efeitos da relatividade restrita. Utiliza-
mos como modelo o problema não-relativı́stico de Deutsch e o modificamos
através da substituição da equação de Schrödinger pela de Dirac. Encontra-
mos a condição adiabática em termos do tempo total de computação para a
validade do algoritmo implementado e a comparamos com seu limite não-
relativı́stico. Esta comparação levou à conclusão de que o valor do tempo
de computação para o caso não-relativı́stico capaz de garantir a adiabatici-
dade do sistema é 1011 vezes maior do que no caso relativı́stico. Embora o
nosso algoritmo seja probabilı́stico, mostramos que levar em conta os efei-
tos relativı́sticos, intrı́nsecos das partı́culas elementares, pode acarretar um
ganho substancial no tempo computacional. Por fim, resolvemos a equação
de Dirac para o nosso sistema analiticamente e numericamente e verificamos
a validade da condição adiabatica, mostrando que neste regime, como espe-
rado, não há transição entre os estados.
Palavras-chave: Computação Quântica, Computação Quântica Adiabática,




This work aims to implement the adiabatic Deutsch’s algorithm taking into
account the effects of special relativity. We used the non-relativistic Deutsch’s
problem as a model and modified through the replacement of the Schrödin-
ger equation by the Dirac. We found the adiabatic condition in terms of the
total time computing for the validity of the implemented algorithm and com-
pared with its non-relativistic limit. This comparison lead us to conclude
that the time computating for to ensure the adiabaticity of the system in the
non-relativistic case is 1011 times larger than the relativistic case. Despite the
probabilistic character, we showed that taking into account the relativistics ef-
fects in our algorithm, intrinsic of elementary particles, we have a substantial
gain in the time computating. Finally, we solved the Dirac equation analy-
tically and numerically and verify the validity of the adiabatic condition. In
this regime, as expected, there is no transition between the states.
Keywords: Quantum Computing, Adiabatic Quantum Computing, Relativis-
tic Adiabatic Quantum Computing, Deutsch’s Algorithm, Dirac Equation.
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Figura 19 Comportamento do coeficiente C0p no regime adibático. . . . . 111
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1 INTRODUÇÃO
“O cálculo quântico de uma molécula de metano requer 1042 pontos em um
reticulado. Supondo que em cada ponto realizemos somente 10 operações
elementares, e que o cálculo seja realizado a uma temperatura extremamente
baixa, T = 3×10−3 K, ainda assim terı́amos que usar toda a energia produ-
zida na Terra no último século.”
(R. P. Poplavskii - 1975 [1])
“(...) O mundo fı́sico é quântico, e portanto, o problema apropriado é a
simulação da fı́sica quântica. (...) a descrição quântica completa para um
sistema com R partı́culas tem variáveis demais; ele não pode ser simulado
por um computador normal com um número de elementos proporcional a
R (...) mas pode ser simulado por um computador quântico. (...) poderia
um sistema quântico ser probabilisticamente simulado por um computador
clássico universal (probabilı́stico)? (...) Se o computador for do tipo clássico
(...) a resposta é certamente, não!”
(Richard P. Feynman - 1982 [2])
Os trechos citados acima, indicam claramente que a ideia do compu-
tador quântico surgiu com a necessidade de simular sistemas quânticos. A
razão pela qual um computador clássico não simularia estes tipos de sistemas
é que a quantidade de números complexos necessários para descrever o pro-
blema quântico normalmente cresce exponencialmente com a dimensão do
sistema, e não linearmente, como ocorre com sistemas clássicos. Segundo os
autores M. A Nielsen e I. L. Chuang [3]:
“Armazenar um estado quântico com n componentes ocupa cerca de
cn bits da memória de um computador clássico, onde c é uma constante
que depende dos detalhes do sistema simulado e da precisão almejada para
a simulação. Em contrapartida, um computador quântico pode realizar a
mesma simulação usando kn qubits, em que k também é uma constante que
depende dos detalhes do sistema simulado.”
Um outro viés que evidenciou a relação entre a computação e a mecâni-
ca quântica apareceu com a lei de Moore. Esta lei, prevista por Gordon Moore
em 1965 [4], diz que a densidade de dispositivos transistores nos circuitos in-
tegrados dos computadores e a capacidade computacional dobra a cada ano,
levando à inevitável conclusão de que por volta de 2020 cada bit seria codifi-
cado em apenas um átomo. Por conta da redução do tamanho dos componen-
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tes, os efeitos quânticos começam a interferir no funcionamento da tecnologia
convencional utilizada na fabricação de computadores.
Apesar de termos a noção de que as operações lógicas em última
instância são processos fı́sicos (as informações são armazenadas, transmitidas
e processadas sempre por um meio fı́sico), durante muito tempo a computação
clássica caracterizou-se como uma teoria matemática, puramente abstrata.
Somente quando efeitos quânticos como interferência e emaranhamento se
tornaram importantes, devido à miniaturização dos dispositivos ou à necessi-
dade de simular sistemas quânticos, que a computação foi vista com um olhar
mais fı́sico.
No mesmo ano em que R. P. Feynman sugeriu os computadores quân-
ticos, motivado pela ideia de que um sistema quântico seria simulado de ma-
neira mais eficiente e natural em um computador quântico do que em um
computador clássico, P. Benioff [5, 6] mostrou que uma máquina de Turing
(máquina universal capaz de executar qualquer computação realizável por um
computador clássico, independentemente de quão poderoso seja este com-
putador) poderia ser simulada por operações unitárias reversı́veis, que é um
pré-requisito necessário para a computação quântica. Porém, a conexão fun-
damental entre as leis da fı́sica e o que é computável se solidificou com o
trabalho de D. Deutsch em 1985 [7]. Neste artigo, Deutsch definiu um mo-
delo computacional que reformulava a máquina de Turing, porém matinha
seu poder de computação. Ele estabeleceu o seguinte princı́pio: Qualquer
sistema fı́sico possı́vel de ser realizado pode, perfeitamente, ser simulado por
uma máquina universal que opera em meios finitos.
Por sua teoria ser mais concreta e mais compatı́vel com a ciência da
computação tradicional do que outras propostas até então, o “computador”de
Deutsch é considerado o primeiro modelo computacional da computação quân-
tica. Pouco tempo depois, em 1988, Deutsch formulou o modelo de portas
lógicas quânticas, em analogia com a computação clássica, possibilitando a
construção de algoritmos quânticos [8]. Este novo modelo de computação é
constituı́do por um circuito quântico contendo fios e portas lógicas quânticas
que carregam e manipulam a informação de um lado para outro. Traba-
lham em série e em paralelo para executar uma determinada tarefa e ope-
ram em qubits (ou bits quânticos), explorando suas propriedades quânticas de
superposição e emaranhamento. Este foi o primeiro passo para a realização
de computadores quânticos.
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UM POUCO SOBRE ALGORITMOS QUÂNTICOS...
Com a contribuição dos trabalhos de Deutsch, surgiu o primeiro algo-
ritmo da história da computação quântica para um bit quântico, o qual hoje é
conhecido como algoritmo de Deutsch. Basicamente, este algoritmo consiste
em determinar se uma dada função f : {0,1} → {0,1} é constante ou balan-
ceada. A extensão deste algoritmo para o caso geral com n bits quânticos foi
realizada anos mais tarde por Deutsch e Jozsa [9]. Apesar de apresentarem
aplicações práticas pouco significativas, estes algoritmos apresentam grande
relevância teórica, pois contém as sementes para outros mais sofisticados e
aplicáveis experimentalmente. Além disso, são a demonstração concreta de
que um computador quântico poderia fazer alguma coisa mais eficientemente
do que um clássico e que essa economia de recursos poderia ser escalada para
sistemas maiores.
Outros algoritmos de grande destaque na computação quântica são os
que se baseiam na transformada quântica de Fourier, capazes de resolver pro-
blemas de fatoração com ganho exponencial de velocidade sobre os análogos
clássicos conhecidos. O pioneiro neste tipo de algoritmo foi P. Shor [10], que
demonstrou que os problemas de encontrar os fatores primos de um número
inteiro e o “problema do logaritmo discreto” poderiam ser resolvidos eficien-
temente em um computador quântico.
Finalmente, uma outra classe de algoritmos surgiu com L. Grover [11].
São os chamados algoritmos de busca. Em seu trabalho, Grover mostrou que
o problema de se realizar uma busca em uma lista desordenada poderia ser
resolvido mais velozmente em um computador quântico, obtendo um ganho
quadrático de tempo sobre os equivalentes clássicos.
A figura 1, retirada da referência [3], ilustra o que o autor chama de
“estado da arte” sobre algoritmos quânticos até o inı́cio dos anos 2000. No
centro do diagrama estão as transformadas quântica de Fourier e o algoritmo
quântico de busca ramificando-se em suas principais aplicações.
Apesar dos algoritmos quânticos circuitais serem promissores, exis-
tem poucos que funcionam de maneira mais eficiente do que seus equivalen-
tes clássicos. Uma alternativa surgiu com trabalho de E. Farhi et al. [12], com
a proposta da computação quântica adiabática. Este novo tipo de computação
substitui a sequência de operações unitárias aplicadas aos qubits (de maneira
discreta) por um hamiltoniano que depende continuamente do tempo. Além
disso, considera que o estado que contém a resposta para o problema seja o
estado fundamental do hamiltoniano no tempo final da evolução. Para isto,
prepara-se o sistema no estado fundamental do hamiltoniano no tempo ini-
cial e utiliza-se o teorema adiabático para garantir que o sistema não sofra
transição para estados excitados.
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Figura 1: Principais algoritmos quânticos e suas relações. Figura retirada da
referência [3].
Aparentemente, os modelos computacionais circuital e adiabático pa-
recem distintos. Entretanto, W. van Dam [13] e Aharonov et al. [14] anali-
saram as limitações da computação quântica adiabática e a sua equivalência
com o modelo de portas quânticas. Mostraram que o tempo de evolução
contı́nuo T na computação quântica adiabática pode ser aproximado por um
circuito quântico implementado em um tempo polinomial poli(nT ).
O estudo da computação quântica adiabática abriu as portas para gran-
des inovações tecnológicas. A principal delas é o primeiro “computador
quântico”, construı́do pela empresa D-Wave The Quantum Computing Com-
pany (ver figura 2).
Figura 2: Computador quântico. Figura retirada da referência [15].
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O modelo computacional implementado pela D-Wave é especializado
em implementar um problema de Ising: dadas n variáveis z1,z2, · · · ,zn, que
podem assumir os valores ±1, o objetivo é encontrar para quais valores as
variáveis zi e z j minimizam a quantidade
M = ∑
i< j
Ji jziz j +∑
i
hizi, (1.1)
onde Ji j e hi são números reais. O hardware é construı́do com acopladores
e fluxo de qubits supercondutores, de modo que o hamiltoniano quântico do
sistema assume a forma
HP = ∑
i< j




hiσ zi , (1.2)
tal que σ zi é a matriz de Pauli para o i−ésimo qubit e Ji j e hi representam
parâmetros do hardware (energia de acoplamento) e são programados de ma-
neira a permitir o tunelamento no sistema. Assim, minimizar o valor espe-
rado do hamiltoniano através da evolução adiabática faz com que a máquina
resolva problemas de otimização. Este método é chamado de quantum anne-
aling [16, 17].
Embora tudo o que foi descrito sobre a computação quântica pareça
bem estabelecido, é preciso ressaltar que ainda há muito o que ser explorado.
Segundo o fı́sico Ivan S. de Oliveira, do grupo de Informação Quântica do
Centro Brasileiro de Pesquisas Fı́sicas:
“(...) A noção de que a computação é fı́sica abriu espaços até então ini-
magináveis para a computação. (...) Desde então, o que se vê é a proliferação
de resultados teóricos e experimentais espetaculares, tanto na fı́sica quanto na
ciência da computação.”
Isto indica que efeitos de uma outra teoria fı́sica ainda não explorados
na computação quântica, por exemplo efeitos relativı́sticos, possam fornecer
um modelo de computação ainda mais poderoso, basta serem explorados.
Para ser mais preciso, qualquer teoria fı́sica, pode ser usada como base para
uma teoria da computação.
Na última década surgiram indı́cios de que a relatividade pode forne-
cer algum ganho computacional em relação ao caso em que não se conside-
ram estes efeitos. Um problema da computação quântica que ganhou muito
destaque nesta época, e ainda hoje continua sendo objeto de muito estudo, é
discret time quantum walker e sua relação com a equação de Dirac [19–23].
Tal conexão se deve ao fato da distribuição de probabilidade da caminhada
aleatória ser análoga ao espalhamento do pacote de ondas relativı́stico. Em
2010, J. C. Gracı́a-Escartı́n e P. Chamorro-Posada publicaram um artigo no
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qual interpretam o algoritmo de busca de Grover como um problema fı́sico de
transferência de energia clássica e compararam com sua generalização para
o caso relativı́stico. Mostraram que este algoritmo é mais eficiente quando
abordado relativisticamente [18].
Motivados pela ideia de que os efeitos relativı́sticos possam oferecer
um ganho computacional nos algoritmos quânticos, o objetivo desta disserta-
ção é implementar o algoritmo de Deutsch relativı́stico através da abordagem
da computação quântica adiabática.
A presente dissertação está estruturada da seguinte forma: no capı́tulo
2, abordaremos o tema principal deste trabalho, que é a computação quântica
adiabática. Inicialmente faremos uma revisão completa do teorema adiabático,
que é a base do funcionamento deste tipo de computação. Em seguida, fare-
mos uma revisão sobre a computação quântica, dando a noção de como funci-
onam a computação circuital e a adiabática. Como exemplo, consideraremos
o algoritmo de Deutsch nas duas abordagens.
No capı́tulo 3 exibiremos uma revisão sobre a mecânica quântica re-
lativı́stica que servirá como base na implementação do algoritmo de Deutsch
relativı́stico. Realizaremos uma breve contextualização histórica, abordando
primeiramente a equação de Schrödinger e a equação de Klein-Gordon. Por
fim, estudaremos a equação de Dirac em (3+1) dimensões, que é o caso mais
geral. Contudo, devido ao alto grau de complexidade das soluções desta
equação, os casos analisados nesta dissertação serão em (1+1) dimensão. Ao
impormos tal restrição encontramos dificuldades para interpretar fisicamente
nossos resultados. Portanto, os resultados apresentados nesta dissertação
serão considerados apenas do ponto de vista matemático.
No capı́tulo 4, exporemos os resultados obtidos a respeito da implemen-
tação do algoritmo de Deutsch relativı́stico no âmbito da computação quântica
adiabática. Calcularemos a condição adiabática, em termos do tempo de
computação, que permitirá analisar a eficiência do algoritmo, ou seja, a condi-
ção que garantirá que o mesmo seja computável. Faremos, em seguida, uma
comparação do algoritmo implementado com seu análogo não-relativı́stico,
objetivando um ganho no tempo de computação devido aos efeitos relativı́sti-
cos considerados. Por fim, confirmaremos a validade do teorema adiabático
através da solução analı́tica e numérica da equação de Dirac para qualquer
regime de parâmetros do hamiltoniano dependente do tempo.
No capı́tulo 5, apresentaremos as conclusões do presente trabalho,
bem como as perspectivas futuras que se abrem a partir deste estudo.
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2 COMPUTAÇÃO QUÂNTICA ADIABÁTICA
2.1 TEOREMA ADIABÁTICO
A palavra “adiabático”tem origem grega (αδιαβαινιν - adiábatos)
e significa impenetrável. Foi utilizada pela primeira vez em 1859 na ter-
modinâmica por W. J. M. Rankine [24] para indicar um sistema isolado de
quaisquer troca de calor, apesar de seu conceito já ter sido muito bem formu-
lado por S. Carnot em 1824 [25]. Com relação a mecânica quântica, o termo
apareceu primeiramente com P. Ehrenfest no desenvolvimento da velha teoria
quântica entre os anos de 1911-1916 [26–28], e em seguida por Born e Fock
(1928) através da demonstração do teorema adiabático [29].
Dentre todas as utilidades deste termo ao longo do tempo, em especial
o teorema adiabático possibilitou um aprofundamento em muitos fenômenos
fı́sicos e naturalmente adquiriu muitas aplicações ao longo dos anos, em par-
ticular no estudo das fases geométricas e na descrição da dinâmica molecu-
lar [30–33]. Recentemente, trabalhos pioneiros de Farhi et al. [12, 34–38]
propuseram uma nova forma de se realizar a computação quântica fazendo
uso deste teorema. O método substitui uma série de portas lógicas quânticas
convencionais por um hamiltoniano equivalente dependente do tempo capaz
de manter o sistema no estado fundamental durante toda a evolução.
De maneira simplificada, o teorema adiabático afirma que, sob certas
condições, se o estado inicial do sistema é um autoestado instantâneo de um
hamiltoniano dependente do tempo, então o sistema continuará neste mesmo
autoestado do hamiltoniano em tempos posteriores.
Na presente seção demonstraremos matematicamente o teorema adiabático,
que é o cerne desta dissertação de mestrado, seguindo a referência [39]. Leva-
remos em conta sistemas de dimensão finita que evoluem através da equação
de Schrödinger nos casos em que o espectro de energia é degenerado e não
degenerado. Apresentaremos também uma maneira alternativa de enunciar o
teorema através do tempo total de evolução e finalizaremos com um exem-
plo de uma partı́cula de spin 1/2 interagindo com um campo magnético que
depende periodicamente do tempo.
2.1.1 Condição sobre o hamiltoniano: caso não-degenerado
Para entender melhor o que significa um processo adiabático, vamos
considerar a seguinte situação [40]:
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Figura 3: Movimento adiabático.
Considere um pêndulo perfeito,
livre de atrito e resistência do ar, osci-
lando em um plano vertical para frente
e para trás (figura 3). Se alguém se-
gurar seu suporte e agitá-lo de forma
irregular, o pêndulo oscilará caotica-
mente. Entretanto, se alguém mo-
ver o suporte muito gentilmente e de
forma constante, o pêndulo continuará
a oscilar de forma suave no mesmo
plano (ou em um plano paralelo) com
a mesma amplitude.
A mudança gradual das condições
externas, caracteriza um regime
adiabático.
Na mecânica quântica, o conceito de adiabaticidade é expresso através
de um teorema. Vamos considerar um sistema que evolui através da equação
de Schrödinger dependente do tempo,
ih̄ |Ψ̇(t)〉= H(t) |Ψ(t)〉 , (2.1)
onde H(t) é o hamiltoniano e |Ψ(t)〉 ∈H D é um estado quântico do sistema
que pertence a um espaço de Hilbert de dimensão D.
Inicialmente, vamos assumir que o espectro de H seja completamente
discreto e não degenerado. Desta forma, podemos definir uma base ins-
tantânea de autoestados através de
H(t) |n(t)〉= En(t) |n(t)〉 , (2.2)
onde 〈k(t)|n(t)〉= δkn, k,n = 1, · · · ,D e En são as autoenergias instantâneas.
Seja |Ψ(t)〉 um estado qualquer do sistema. Expandindo-o em termos










′En(t ′) |n(t)〉 , (2.3)






|an(t)|2 = 1. (2.4)
Para simplificar a notação nas equações a seguir, omitiremos o parâmetro t

























































































































′En |ṅ〉 . (2.7)
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′gnk(t ′) 〈k|ṅ〉 , (2.8)
onde gnk(t ′)≡ En(t ′)−Ek(t ′).
Podemos reescrever o termo 〈k|ṅ〉 presente na equação (2.8) em uma
forma mais conveniente. Derivando (2.2),
Ḣ |n〉+H |ṅ〉= Ėn |n〉+En |ṅ〉 (2.9)
e multiplicando (2.9) por 〈k|,
〈k|Ḣ|n〉+
=〈k|Ek︷︸︸︷
〈k|H |ṅ〉= Ėn 〈k|n〉+En 〈k|ṅ〉 ,
〈k|Ḣ|n〉+Ek 〈k|ṅ〉= Ėnδkn +En 〈k|ṅ〉 , (2.10)
obtemos
〈k|Ḣ|n〉= Ėnδkn +gnk 〈k|ṅ〉 . (2.11)
A partir da expressão (2.11) podemos concluir que:
i) para k = n,
Ėn = 〈n|Ḣ|n〉 ; (2.12)




Substituindo o resultado (2.13) em (2.8),













A equação (2.14) nos fornece a dinâmica de cada coeficiente ak(t).
De acordo com a referência [41], o teorema adiabático é definido como
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segue:
“Se um sistema quântico descrito por um hamiltoniano dependente do
tempo não degenerado estiver inicialmente no n-ésimo autoestado de H(t0),
e se H(t) evoluir de forma suficientemente lenta, então o estado do sistema
no tempo t1 permanecerá no n-ésimo autoestado de H(t1)”.
A figura 4 ilustra a evolução adiabática do n-ésimo autoestado ins-
tantâneo do hamiltoniano.
Figura 4: Evolução adiabática do n-ésimo autoestado instantâneo do hamil-
toniano de t0 a t1.
Uma maneira alternativa de compreender a definição dada acima para
adiabaticidade é através do conceito de cruzamento de nı́veis. Olhando para a
equação (2.14) vemos que, para que não haja transição do k-ésimo autoestado
para os demais, o segundo termo do lado direito deve ser nulo, ou aproxima-
damente nulo. Isto só será alcançado para todo an 6= 0 se a diferença de
energia gnk = En−Ek 6= 0. Isto significa que as energia não podem se cru-
zar para nenhum tempo t. Caso contrário, haverá cruzamento dos nı́veis e o
regime é classificado como não adiabático. A figura 5, apresenta um esboço
do comportamento do espectro de energia sem cruzamento dos nı́veis e com
cruzamento.
Voltando para a equação (2.14), vemos que a evolução independente
de cada autoestado instantâneo do hamiltoniano mencionada no teorema
adiabático é refletida como uma exigência para que não haja termos de aco-
plamento entre os autoestados. Desta maneira, para obtermos uma expressão
matemática para a adiabaticidade condizente com o teorema, vamos manipu-
lar a equação (2.14) a fim de se eliminarmos estes termos.
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Figura 5: (a) Esboço de um espectro de energia com gap gnk = En−Ek 6= 0
durante toda a evolução. Não há cruzamento dos nı́veis. (b) Esboço de
um espectro de energia com cruzamento dos nı́veis. Figuras retiradas da re-
ferência [58].
Primeiramente, vamos multiplicá-la por um fator de fase1 e−iγk(t) pelo






























(ake−iγk)−ak 〈k|k̇〉e−iγk . (2.16)































onde Fnk = an 〈k|Ḣ|n〉e−iγk . Vamos agora integrar a equação (2.17) no inter-
1A fase pela qual multiplicamos a equação (2.14) é a chamada fase de geométrica. Será
explicada na seção 2.1.3.
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′)dt ′ − Fnk(0)
g2nk(0)
. (2.20)
Para resolver a segunda integral realizamos a mudança de variável t = sT ,






























A medida que o tempo total de evolução T do sistema cresce, a integral (2.21)

















ds = 0. (2.23)
Por fim, substituindo os resultados (2.20) e (2.23) em (2.19), obtemos a se-
2Lema de Riemann-Lebesgue: Se f (x) é uma função Riemann-integrável definida no inter-





f (x)eiαxdx = 0 (2.22)
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guinte expressão para os coefientes ak’s


















Analisando a equação (2.24), podemos notar que ak(T ) é uma função iterada,






e−iγk(T ) é função de an(T ). A ex-
pressão abaixo mostra como fica ak(T ) se fizermos apenas uma substituição
de Fnk(T ):

















Além disso, como estamos impondo a adiabaticidade do sistema, percebemos











limitada. Mais precisamente, a seguinte condição deve ser imposta:
F  G 2, (2.26)onde







Note que as condições de máximo e mı́nimo tomadas sobre as funções F (t)
e G (t) indicam que estamos tomando como condição o pior caso possı́vel.
A interpretação de (2.26) pode ser feita da seguinte forma: para todo
par de nı́veis de energia, En e Ek, o máximo valor obtido para o elemento
de matriz da variação temporal do hamiltoniano deve ser muito menor que o
mı́nimo valor obtido para a diferença de energia entre estes dois nı́veis. Isto
garante que a evolução ocorra em um regime adiabático.
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2.1.2 Condição sobre o hamiltoniano: caso degenerado
Quando há degenerescência no sistema podemos definir uma base ins-
tantânea de autoestados através de
H(t) |n(t), i〉= En(t) |n(t), i〉 , (2.28)
onde 〈k(t), j|n(t), i〉= δknδ ji, i, j = 1,2, ...,gn e gn é o grau de degenerescência.














′En(t ′) |n(t), i〉 , (2.29)









Procedendo de maneira similar ao caso não-degenerado, vemos que
a condição (2.26) possui a mesma interpretação, porém restringe-se somente
aos casos em que Ek 6=En, ou seja, quando os nı́veis de energia são diferentes.
Matematicamente, a condição é dada por
F  G 2, (2.30)
F = h̄ max
0≤t≤T
∣∣∣∣〈k, j ∣∣∣∣dHdt
∣∣∣∣n, i〉∣∣∣∣ e G = min0≤t≤T |gnk| . (2.31)
2.1.3 Evolução do estado do sistema
Como vimos na seção anterior, se temos um sistema quântico descrito
por um hamiltoniano que varia com o tempo, a evolução do sistema é descrita
pela equação de Schrödinger dependente do tempo (2.1). Além disso, pode-
mos escolher uma base de autoestados instantâneos que obedecem a equação













En(t ′)dt ′ (2.33)
é a chamada de fase dinâmica do sistema.
Devido a condição adiabática (2.26), que permite que uma partı́cula
que inicie sua evolução no n-ésimo autoestado instantâneo permaneça no n-
ésimo autoestado correspondente no final da evolução, um novo fator de fase,
chamada de fase geométrica, também dependente do tempo surge na função
de onda após a evolução. Tal fase é obtida de (2.25) após a aplicação da






|n(t ′)〉dt ′. (2.34)
FASE GEOMÉTRICA
A princı́pio esperarı́amos que o fator de fase que aparece no estado do
sistema no fim da evolução, como consequência da condição adiabática im-
posta, fosse idêntico a θn(t). Entretanto, vimos que na verdade este fator de
fase ganha mais uma contribuição γn(t) que chamamos de fase geométrica (ou
fase de Berry). Ela aparece em qualquer sistema cujo hamiltoniano depende
de um parâmetro real multidimensional, ~R(t), que parametriza o sistema. As-




〈n(~R)|~∇~R |n(~R)〉 ·d~R. (2.35)
Se a evolução do sistema for cı́clica, ou seja, ~R(0) = ~R(T ),
γ(C) = i
∮
〈n(~R)|~∇~R |n(~R)〉 ·d~R, (2.36)
essa fase é conhecida como fase de Berry [30].
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2.1.4 Condição no Tempo Total de Evolução
Para obtermos o tempo total da evolução, T , fazemos a mudança de

























A expressão (2.41) fornece uma condição para o tempo total da evolu-
ção que garante a adiabaticidade do sistema. Observe na expressão acima
que, para que esta condição exista, o gap deve ser diferente de zero durante
toda a evolução. Além do mais, a largura desse gap indicará o quão rápido o
sistema se torna adiabático.
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2.1.5 Exemplo: elétron interagindo com o campo magnético dependente
do tempo
Figura 6: Campo magnético
descrevendo um cone com ve-
locidade angular constante ω .
Imagine um elétron (de carga −e e
massa m) em repouso na origem do sis-
tema de coordenadas interagindo com um
campo magnético de magnitude constante
B0, cuja direção descreve um cone de
ângulo α com uma velocidade angular ω .
Matematicamente, podemos expressar o
campo da seguinte forma
~B = B0(sen α cosωt,sen α sen ωt,cosα),
(2.42)




é a razão giromagnética, ~S = h̄2~σ e ~σ são as matrizes de Pauli. Subs-








(σxsen α cosωt +σysen α sen ωt +σz cosα), (2.43)
onde ω0 ≡ eB0me .
Inicialmente, vamos encontrar os autoestados e autoenergias de H.


































1. Autovalores de H :
det(H−λ I) = 0,
ω0h̄
2
∣∣∣∣ cosα−2λ/h̄ω0 sen αe−iωtsen αeiωt −(cosα +2λ/h̄ω0)
∣∣∣∣= 0, (2.45)
(cosα−2λ/h̄ω0)(cosα +2λ/h̄ω0)+(sen α)2 = 0.






2. Autoestados de H























(cosα)x+(sen αe−iωt)y = x
(sen αeiωt)x− (cosα)y = y . (2.48)
Da primeira equaı̈¿½ı̈¿½o temos que
(cosα)x+(sen αe−iωt)y = x,

























[(cosα/2)2 +(sen α/2)2] = 1, (2.51)




















Procedendo de maneira análoga ao caso do autovalor λ+, obtemos que






= (sen α/2)|0〉− (cosα/2eiωt)|1〉.
(2.53)
A fim de encontramos uma condição que garanta que o elétron inte-
ragindo com o campo magnético evolua no regime adiabático, precisamos












sen α cosωt e B =
ωω0h̄
2
sen α sen ωt. (2.55)
Então,
〈χ+|dH/dt|χ−〉= [〈0|(cosα/2)+ 〈1|(sen α/2e−iωt)]
× [Aσy−Bσx][(sen α/2)|0〉− (cosα/2eiωt)|1〉], (2.56)
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(B− iA) = ωω0h̄
2
sen α(sen ωt− icosωt)
=−iωω0h̄
2
sen αeiωt , (2.59)




















Substituindo (2.60) em (2.27a), vemos que
F = h̄ max
0≤t≤T
∣∣∣∣iωω0h̄2 sen α
∣∣∣∣= ωω0h̄22 sen α, (2.61)









Por fim, com os valores obtidos para F e G a condição (2.26) é dada por
ωω0h̄2
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A condição acima impõe: o sistema estará no regime adiabático quando a
frequência angular de oscilação do campo magnético ω for muito menor do
que a frequência de transição ω0 entre os dois nı́veis de energia.


































[〈0|(sen α/2)−〈1|(cosα/2e−iωt ′)](−iω)(cosα/2eiωt ′) |1〉
=−ωt cos2 α/2. (2.66)
Por fim, podemos escrever o estado do sistema da seguinte forma
|Ψ(t)〉= a−(0)ei(
ω0/2−ω cos2 α/2)t |χ−(t)〉+a+(0)e−i(
ω0/2−ωsen 2α/2)t |χ+(t)〉 ,
(2.67)
onde os coeficientes a±(0) são determinados pelas condições iniciais do sis-
tema.
2.2 COMPUTAÇÃO QUÂNTICA CIRCUITAL
A origem da ciência da computação clássica se deve ao célebre ma-
temático A. M. Turing, que em 1936 [42] desenvolveu a noção abstrata de
um computador programável, conhecida como máquina de Turing. Sua sig-
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nificância se baseia no fato de que, dada uma quantidade grande, porém fi-
nita, de tempo, a máquina universal de Turing é capaz de executar qualquer
computação realizável por um computador clássico, independentemente de
quão poderoso seja este computador.
O interesse em computadores quânticos - computadores baseados nos
princı́pios da fı́sica quântica - emergiu no ano de 1982 com o célebre Feyn-
man [2] e, independentemente, com Benioff [6]. Feynman tinha como motiva-
ção a simulação de processos quânticos e defendia a ideia de que um sistema
quântico seria simulado de maneira mais eficiente e natural em um compu-
tador quântico do que em um computador clássico. Por outro lado, Benioff
enfatizava que aproveitar os efeitos quânticos ajudaria a superar a barreira
de miniaturização de circuitos integrados e estabeleceria novos patamares na
computação.
A conexão fundamental entre as leis da fı́sica e o que é computável
se solidificou com o trabalho de D. Deutsch, em 1985 [7]. Neste artigo,
Deutsch propôs um modelo computacional que reformulava a máquina de
Turing, porém matinha seu poder de computação. Ele estabeleceu o seguinte
princı́pio: Qualquer sistema fı́sico possı́vel de ser realizado pode, perfeita-
mente, ser simulado por uma máquina universal que opera em meios finitos.
Por sua teoria ser mais concreta e mais compatı́vel com a ciência da
computação tradicional do que outras propostas até então, o “computador”de
Deutsch é considerado o primeiro modelo computacional da computação quân-
tica. Pouco tempo depois, em 1988 [8], Deutsch formulou o modelo de portas
lógicas quânticas, possibilitando a construção de algoritmos quânticos. Esta
importante contribuição foi o primeiro passo para a realização de computa-
dores quânticos.
Assim como os computadores clássicos são constituı́dos por circui-
tos elétricos contendo fios e portas lógicas, um computador quântico é cons-
tituı́do por um circuito quântico contendo fios e portas lógicas quânticas que
carregam e manipulam a informação de um lado para outro [3]. Basicamente,
estes circuitos trabalham em série e em paralelo para executar uma determi-
nada tarefa e operam em qubits3, explorando suas propriedades quânticas de
superposição e emaranhamento. Acredita-se que tais propriedades os tornem
muito mais rápidos do que os computadores clássicos tradicionais.
Há algumas portas que, classica e quanticamente, atuam de maneira
similar nos estados de entrada, porém, um exemplo interessante a se conside-
rar para análise da diferença entre as portas lógicas é a porta de Hadamard,
3Os qubits, em analogia com os bits clássicos, são a menor unidade de informação quântica.
Podem assumir tanto os estados |0〉 e |1〉 quanto uma superposição dos mesmos, |ψ〉 =
α |0〉+ β |1〉, onde α e β ∈ C. Isto se reflete em uma maior capacidade de armazenamento
de informação, que cresce exponencialmente (2n) com o número de qubits n.
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e, sua atuação nos autoestados |0〉 e |1〉 (autoestados da matriz σz de Pauli),
leva às superposições
H |0〉= |0〉+ |1〉√
2
e H |1〉= |0〉− |1〉√
2
. (2.69)
A figura 7 mostra a representação circuital desta operação sobre um qubit.
Figura 7: Representação da atuação da porta lógica de Hadamard em um
qubit.
Vale ressaltar que, além da porta Hadamard, existe uma infinidade de portas
quânticas que atuam sobre um qubit, porém todas elas devem ser matrizes
unitárias4 2×2.
Naturalmente, os circuitos podem ser generalizados e implementados
com vários qubits. O protótipo de uma porta lógica quântica de dois qubits é
o NÃO-controlado (ou CNOT). Essa porta tem dois qubits de entrada, conhe-
cidos como qubit de controle e qubit alvo, respectivamente. O circuito que
representa a CNOT é mostrado na figura 8 abaixo. Matricialmente, a porta
lógica CNOT é representada por
UCN =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (2.70)
4Uma matriz unitária U é aquela que obedece U†U = 1 e UU† = 1, onde U† é a matriz
adjunta de U e 1 é a matriz identidade.
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Figura 8: Porta lógica
quântica CNOT, onde |A〉
ı̈¿½ o qubit de controle e
|B〉 é o qubit alvo.
A ação desta porta pode ser descrita da
seguinte maneira: |A,B〉 → |A,B⊕A〉, onde
a operação B⊕A é a adição módulo 2. As-
sim, se o qubit de controle for o estado |0〉
nada acontece com o alvo e se o qubit de con-
trole for |1〉, o alvo troca seu estado:
|00〉 → |00〉 ; |10〉 → |11〉 ; (2.71)
|01〉 → |01〉 ; |11〉 → |10〉 . (2.72)
Em suma, para se realizar a computação quântica precisamos de um al-
goritmo quântico, ou seja, precisamos atuar uma sequência finita de operações
com as portas lógicas nos qubits que compõem o estado inicial. O resultado
da computação (ou solução do problema) é obtido através de medidas proje-
tivas apropriadas nos qubits após passarem por todas as etapas. A figura 9
ilustra a computação quântica feita através do modelo de portas lógicas.
Figura 9: Representação circuital de um algoritmo quântico para n qubits.
Diferentes modelos de computação levam a diferentes necessidades de
recursos computacionais, como espaço, tempo e energia. Quando compara-
mos alguns algoritmos quânticos com seus análogos clássicos, notamos que
os primeiros aumentam consideravelmente a eficiência da computação, pois
são capazes de resolver os mesmos problemas que um computador clássico,
mas sem utilizar uma quantidade absurda de recursos. Um algoritmo quântico
de busca, como o de Grover [11] por exemplo, é capaz de fazer uma busca em
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uma base de n dados desordenada levando um tempo da ordem5 de O(
√
n)
em um modelo quântico de computação, enquanto que qualquer algoritmo
clássico do mesmo tipo levaria um tempo da ordem6 Ω(n) para realizar essa
busca. Há um ganho quadrático de tempo do algoritmo quântico sobre os
equivalentes clássicos. Outros algoritmos de grande destaque na computação
quântica são os que se baseiam na transformada de Fourier quântica de Shor
[10], que inclui algoritmos para resolver problemas de fatoração com ganho
exponencial de velocidade sobre os melhores algoritmos clássicos conheci-
dos.
2.3 COMPUTAÇÃO QUÂNTICA ADIABÁTICA
Recentemente, a computação quântica adiabática foi proposta como
uma alternativa para o modelo de portas lógicas quânticas [12]. Neste tipo
de computação, a sequência de operações unitárias aplicadas aos qubits (de
maneira discreta) são substituı́das por um hamiltoniano que depende conti-
nuamente do tempo, de modo que o algoritmo funciona da seguinte forma
:
i) a solução do problema, supostamente, está codificada no estado funda-
mental do hamiltoniano no final da evolução, H(T );
ii) o hamiltoniano inicial, H(0), é escolhido de forma que seu estado fun-
damental seja conhecido e facilmente implementado;
iii) o hamiltoniano que governa a evolução do sistema é construı́do de ma-
neira que interpole7 linearmente H(0) e H(T ). Assim,
H(s) := (1− s)H(0)+ sH(T ), (2.73)
onde s = t/T e 0≤ s≤ 1.
iv) através do teorema adiabático (2.41), obtém-se a condição para que o
sistema evolua do estado fundamental de H(0) até o estado fundamen-
tal de H(T ), garantindo a resposta da computação.
5A notação “O”é usada para indicar os limites superiores de uma função. Esta notação é
particularmente útil quando se estuda o pior caso de comportamento de algum algoritmo es-
pecı́fico, quando frequentemente será suficiente conhecermos o limite superior para os recursos
consumidos. Por exemplo, a função 2n é da classe O(n2), pois 2n≤ 2n2 para todo n positivo.
6A notação “Ω”é usada para indicar os limites inferiores para os recursos necessários. Por
exemplo, a função 2n é da ordem Ω(n3), pois n3 ≤ 2n para n suficientemente grande.
7Existem diversas maneiras de se interpolar H(0) e H(T ) na computação quântica adiabática
[43], porém a linear que é a original, é bastante utilizada [44–47].
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No algoritmo original, consideramos que a resposta do sistema esteja
no estado fundamental. Porém, esta não é uma condição obrigatória, basta
que a evolução do sistema seja adiabática (ver figura 4).
Apesar do modo de computação de ambos modelos elencados pa-
recerem distintos, W. van Dam [13] e Aharonov et al. [14] analisaram as
limitações da computação quântica adiabática e a sua equivalência com o
modelo de portas quânticas. Mostraram que o tempo de evolução contı́nuo
T na computação quântica adiabática pode ser aproximado por um circuito
quântico implementado em um tempo polinomial poli(nT ).
Um algoritmo que funciona muito bem em suas duas versões, circuital
e adiabática, é o algoritmo de Deutsch. Por este motivo, e também por ser
um algoritmo simples de se trabalhar, o consideramos como objeto de estudo
nesta dissertação. Na próxima seção, veremos como este algoritmo funciona
e mais tarde, no capı́tulo 4, implementaremos a sua versão adiabática rela-
tivı́stica.
2.3.1 Algoritmo de Deutsch
O algoritmo de Deutsch, é um bom exemplo para salientar a vantagem
de um algoritmo quântico em relação ao clássico. Detém pouca importância
prática dentro da computação quântica, uma vez que não possui aplicações
significativas. Em contrapartida, apresenta grande relevância teórica, pois
contém as sementes para algoritmos quânticos mais sofisticados e aplicáveis
experimentalmente.
Basicamente, este algoritmo consiste em determinar se uma dada fun-
ção f : {0,1}→ {0,1} é constante ou balanceada. A tabela abaixo esquema-
tiza os valores possı́veis para f (x).
x f (x)→ constante f (x)→ balanceada
0 0 1 0 1
1 0 1 1 0
Na computação clássica, precisarı́amos calcular os valores de f (0) e
de f (1), e compará-los para extrair a propriedade desejada. Uma maneira de
comparar, por exemplo, é calcular a soma modular de base 2,
[ f (0)+ f (1)] (mod 2) =
{
0, se f é constante,
1, se f é balanceada. (2.74)
Quando utilizamos a computação quântica, resolvemos o problema
executando o algoritmo apenas uma vez. Vamos entender como funciona o
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algoritmo circuital quântico de Deutsch através de uma abordagem moderna,
proposta por Collins et al. [48]. Em seguida, abordaremos o problema via
computação quântica adiabática nos baseando na referência [49].
2.3.1.1 Computação cuircuital
Definimos uma função f : {0,1} → {0,1} como: i) balanceada se o
número de vezes que ela retorna 0 é igual ao número de vezes que retorna
1; ii) constante se sempre retornar 0 ou sempre retornar 1. O algoritmo de-
termina se uma função f é do tipo constante ou balanceada. As etapas do
circuito quântico são:
i) prepara-se o estado inicial do sistema. Como exemplo, o estado inicial
considerado é |φ0〉= |0〉;






iii) aplica-se em |φ1〉 a operação U f 8, definida por
U f |x〉= (−1) f (x) |x〉 . (2.76)
Dessa forma,
|φ2〉=U f |φ1〉=
(−1) f (0) |0〉+(−1) f (1) |1〉√
2
; (2.77)



























8O funcionamento interno da operação U f é desconhecido; neste caso é simplesmente proje-
tado como um programa de computador que calcula os valores de f (x). Muitas vezes, o operador
U f também é mencionado como um oráculo para f .
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v) mede-se o estado final. Se o resultado for |φ3〉=±|0〉, concluimos que
a função f é constante, se for |φ3〉=±|1〉 a função é balanceada.
A Figura 10 ilustra o circuito quântico para o algoritmo de Deutsch
descrito acima.
Figura 10: Circuito quântico para o algoritmo de Deutsch.
2.3.1.2 Computação quântica adiabática
Para implementar o algoritmo de Deutsch via computação quântica
adiabática nos basearemos na referência [49]. Vamos supor que estamos con-
siderando um sistema de dois nı́veis, como por exemplo uma partı́cula de
spin 1/2. Logo, podemos definir os hamiltonianos inicial H(0) e final H(T )
do sistema da seguinte forma
H(0) := h̄ω(1−|Ψ0〉〈Ψ0|), (2.79a)
H(T ) := h̄ω(1−|ΨT 〉〈ΨT |), (2.79b)





|ΨT 〉= α |0〉+β |1〉 , (2.80b)
são os estados inicial e final do sistema, respectivamente. Os coeficientes são
dados por
α =








e obedecem |α|2 + |β |2 = 1. O algoritmo de Deutsch está codificado nas
equações (2.81a) e (2.81b). Verificamos que se f for uma função constante,
então α = 1 e β = 0. Se f for balanceada, α = 0 e β = 1. Desta forma,
podemos inferir as seguintes relações entre estes coeficientes
α +β = 1, (2.82a)
α
2 = α, β 2 = β , (2.82b)
αβ = 0. (2.82c)
Se determinarmos que o sistema esteja no estado inicial |Ψ0〉=
|0〉+ |1〉√
2
e que, de acordo com (2.73), evolui através do hamiltoniano
H(s) = h̄ω (1− s)(1−|Ψ0〉〈Ψ0|)+ s(1−|ΨT 〉〈ΨT |), (2.83)
onde s = t/T , então, podemos encontrar a condição para que a evolução seja
adiabática através da equação (2.26). Note que o problema de Deutsch está


































Substituindo os resultados acima em (2.83), obtemos











Utilizando as propriedades (2.82a), (2.82b) e (2.82c) em (2.87), o hamiltoni-
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1+ s(2β −1) −(1− s)






1+ γ −(1− s)




onde γ ≡ s(2β −1). Resolvendo a equação
H(s) |E±,s〉= E±(s) |E±,s〉 , (2.89)
encontramos:
i) autoenergias instantâneas
det[H−λ ] = 0
det
[ h̄ω
2 (1+ γ)−λ −
h̄ω
2 (1− s)























(1−2s+2s2) = 0. (2.90)




















1+ γ −(1− s)
















(1+ γ)u− (1− s)v = ε+u
−(1− s)u+(1− γ)v = ε+v
(2.92)
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u. Assim, o autoestado







onde c+ = [(1− s)2 +(1+ γ− ε+)2]−1/2.
b) Menor energia







onde c− = [(1− s)2 +(1+ γ− ε−)2]−1/2.
Podemos agora obter a condição adiabática a partir da equação (2.41).
Com o resultado apresentado em (2.91), obtemos




















∣∣∣∣E−,s〉=c+c−h̄ω2 [〈0|(1− s)+ 〈1|(1+ γ− ε+)]
× [(2β −1) |0〉〈0|+ |0〉〈1|+ |1〉〈0|− (2β −1) |1〉〈1|]




[(2β −1)(1− s)2 +(1+ γ− ε−)(1− s)
+(1+ γ− ε+)(1− s)
+(2β −1)(1+ γ− ε−)(1+ γ− ε+)]. (2.97)
Substituindo o valor de ε± e γ na equação acima, e utilizando a propriedade
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β 2 = β , ficamos com〈
E+,s
∣∣∣∣dHds
∣∣∣∣E−,s〉= c+c−h̄ω2 [2(1−2β )(s−1)]. (2.98)
Além disso,
c+c− =[(1− s)2 +(1+ γ− ε+)2]














Substituindo (2.99) em (2.98), obtemos que〈
E+,s
∣∣∣∣dHds
∣∣∣∣E−,s〉= h̄ω [ (1/2−β )√1−2s+2s2
]
. (2.100)
Como queremos o valor em módulo de (2.100) e β pode assumir so-
mente os valores 0 e 1, vemos que∣∣∣∣〈E+,s ∣∣∣∣dHdt
∣∣∣∣E−,s〉∣∣∣∣= h̄ω 1√1−2s+2s2 . (2.101)















A expressão (2.103) fornece a condição para que a evolução do sistema
seja adiabática. Sendo assim, no fim da evolução, se o estado do sistema
estiver muito próximo a |ΨT 〉 ≈ |0〉, concluı́mos que a função é constante,
pois α ≈ 1 e β ≈ 0. Analogamente, se |ΨT 〉 ≈ |1〉, f será balanceada, pois
α ≈ 0 e β ≈ 1.
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3 MECÂNICA QUÂNTICA RELATIVÍSTICA
O objetivo principal deste capı́tulo é fazer uma revisão sobre a mecâni-
ca quântica relativı́stica que será posteriormente utilizada na implementação
do algoritmo de Deutsch adiabático relativı́stico no capı́tulo 4. Todos os re-
sultados apresentados neste capı́tulo estão baseados nas referências [50–54].
3.1 EQUAÇÃO DE SCHRÖDINGER
Na mecânica quântica não-relativı́stica, sabemos que partı́culas
são descritas pela equação de Schrödinger. Podemos pensar que esta equação
desempenha um papel análogo à segunda lei de Newton na mecânica clássica:
dadas condições iniciais apropriadas, determinamos o comportamento de qual-
quer função de onda Ψ(~r, t) para qualquer instante de tempo futuro, assim
como a lei de Newton determina o comportamento da trajetória ~r(t) para
qualquer instante de tempo futuro [40].
Uma maneira de derivar a equação de Schrödinger é através da corres-
pondência com o formalismo hamiltoniano da mecânica clássica não-relativı́s-
tica. O mapeamento é feito da seguinte forma:
⇁ sabemos que a relação energia-momento para uma partı́cula clássi-
ca, de momento ~p e posição~r, é dada por
|~p |2
2m
+V (~r) = E, (3.1)
⇁ aplicamos as regras{
~p−→−ih̄~∇,
E −→ ih̄ ∂
∂ t ,
(3.2)
na equação (3.1), de modo que os operadores resultantes atuem na função de
onda Ψ = Ψ(~r, t);
⇁ obtemos a equação de Schrödinger[
1
2m














2 +V (~r) é o hamiltoniano de Schrödinger.
A equação (3.3) é invariante sob as transformações galileanas e des-
creve corretamente os fenômenos para partı́culas com velocidade muito me-
nores que a velocidade da luz. Em contrapartida, não é invariante sob as
transformações de Lorentz e a equação falha quando desejamos considerar os
fenômenos relativı́sticos. Devido a este fato, uma nova equação para o caso
relativı́stico foi proposta, a qual hoje conhecemos como equação de Klein-
Gordon.
3.2 EQUAÇÃO DE KLEIN-GORDON
A partir do mesmo raciocı́nio utilizado para se obter (3.3), partimos




−~p ·~p = m2c2, (µ = 0, · · · ,3) (3.4)
para se obter a equação de Klein-Gordon. Note que na equação (3.4), para
facilitar as contas, estamos utilizando a notação de Einstein, onde os ı́ndices
µ repetidos indicam uma somatória. Além disso, pµ = ηµν pµ , onde
η =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 (3.5)
é a métrica de Minkowski e pµ = (E/c,~p) é o quadrimomento da partı́cula.
Vamos substituir o quadrimomento pelo operador quadrimomento em (3.4),








, e atuá-lo na função de onda da partı́cula Ψ.
Dessa forma, a equação fica
(ih̄∂ µ)(ih̄∂µ)Ψ = (mc)2Ψ







Ψ = 0, (3.6)
onde ∂ µ ∂µ = 1c2
∂ 2
∂ t2 −∇
2, m é a massa da partı́cula e c é a velocidade da
luz no vácuo. A equação (3.6) é a equação de Klein-Gordon. Note que,
diferentemente da equação (3.3), há uma derivada de segunda ordem tanto
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temporal como espacial.
Apesar de sabermos que a equação relativı́stica (3.6) obtida descreve
muito bem a dinâmica de partı́culas sem spin, ela apresenta problemas pecu-
liares que não corroboram com a mecânica quântica: i) densidade de proba-
bilidade negativa e ii) energia negativa.
3.2.1 Densidade de probabilidade e energia negativas
Vamos agora construir a quadricorrente jµ (µ = 0, · · · ,3) de proba-
bilidade associada à equação de Klein-Gordon e mostrar que a componente
j0 = ρ , que é interpretada como densidade de probabilidade, assume valores
negativos.
Inicialmente, rearranjaremos a equação (3.6) e em seguida a multipli-




























|Ψ|2 = 0. (3.7)





























|Ψ|2 = 0. (3.8)











































∂µ Ψ−Ψ∂ µ ∂µ Ψ∗
)
= 0. (3.10)





µ(∂µ Ψ) = ∂
µ(Ψ∗∂µ Ψ)− (∂ µ Ψ∗)(∂µ Ψ), (3.11a)
Ψ∂
µ(∂µ Ψ
∗) = ∂ µ(Ψ∂µ Ψ
∗)− (∂ µ Ψ)(∂µ Ψ∗), (3.11b)





(∂ µ Ψ∗)(∂µ Ψ)− [∂ µ(Ψ∂µ Ψ∗)−(((((
(








=⇒ ∂ µ jµ = 0. (3.12)
Analisando a equação (3.12) em componentes, vemos que quando µ = 0,
∂














































Quando µ = k (k = 1,2,3),
∂

















+~∇ ·~j = 0. (3.17)
A equação (3.17) possui a forma de uma equação da continuidade.
Analisando a expressão (3.14), podemos notar que a dimensão de ρ é
de densidade de probabilidade. Porém a mesma se mostra problemática no
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sentido de que para um dado t, ambos Ψ e ∂Ψ
∂ t possuem valores arbitrários.
Portanto, ρ pode ser tanto positivo quanto negativo. Consequentemente a
interpretação de que ρ é uma densidade de probabilidade deve ser abando-
nada.
Um bom exemplo que ilustra o problema da densidade de probabili-
dade é o caso da partı́cula livre com energia E e momento ~p. Vamos supor




µ xµ , (3.18)
onde N é uma constante de normalização e pµ xµ = Et−~p ·~r. Substituindo a
























µ xµ = 0,




O resultado (3.19) mostra que há soluções possı́veis tanto para partı́cu-
las com energia positiva, que é o resultado esperado, quanto para partı́culas
com energia negativa, que era um resultado inconsistente com a teoria fı́sica








































De acordo com (3.19), a energia E pode assumir valores negativos, e conse-
quentemente, acarreta em uma densidade de probabilidade ρ também nega-
tiva. Como veremos a seguir, foram estes os principais problemas que mo-
tivaram a busca por uma nova equação relativı́stica, a qual hoje conhecemos
como equação de Dirac.
3.3 EQUAÇÃO DE DIRAC
Como vimos na seção anterior, o fato da equação de Klein-Gor-
don estar associada à uma densidade de probabilidade que pode assumir valo-
res negativos, fez com que os fı́sicos da época a considerassem sem sentido.
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Este problema levou P. A. Dirac a pensar sobre uma outra equação de onda
relativı́stica [53].
Umas das origens da equação de Dirac está baseada em argumentos
de simetria. Sabemos que as transformações de Lorentz unificam o tempo
e o espaço em uma quantidade quadridimensional. Dessa forma, a equação
quântica relativı́stica deve refletir esta unicidade, implicando que deve haver
uma completa simetria entre as partes temporais e espaciais desta equação.
Dirac assumiu que, assim como a equação de Schrödinger, a nova equação
seria linear na derivada temporal (∂/∂ t) e, pela simetria, a linearidade deve-
ria ser considerada também na derivada espacial, diferentemente da equação
de Klein-Gordon. A estratégia de Dirac foi “fatorar” a relação de energia-
momento relativı́stica (3.4) da seguinte forma
(−p20 +~p 2 +m2c2)Ψ
= (−p0 +α1 p1 +α2 p2 +α3 p3 +α4mc)×
(p0 +α1 p1 +α2 p2 +α3 p3 +α4mc)Ψ = 0, (3.21)
onde p0 = E/c. Desta forma, a equação de onda ganha a seguinte forma
(−p0 +α1 p1 +α2 p2 +α3 p3 +α4mc)Ψ = 0. (3.22)
Manipulando a equação (3.21), Dirac obteve as seguintes condições
para que a igualdade acima seja satisfeita
α
2
µ = 1 (3.23a)
αµ αν +αν αµ = 0, µ 6= ν (3.23b)
onde µ,ν = 1, · · · ,4.
Supondo que os α ′s sejam matrizes de dimensão 4×4, para que obede-








































e 1 é a matriz identidade 2×2.
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Por fim, substituindo os resultados (3.24) na equação (3.22), obtemos












H = c(~α ·~p+βmc) (3.28)
é o hamiltoniano de Dirac.
Note a semelhança da equação de Dirac (3.27) com a equação de
Schrödinger (3.3). Em contrapartida, é importante ressaltar que Ψ não é
simplesmente uma função de onda como no caso não-relativı́stico. Nesta
equação, assim como os operadores que são matrizes, o estado do sistema
efetivamente atua como uma “matriz”coluna com quatro elementos, chamado









Além disso, vale ressaltar também que devido ao fato da equação re-
lativı́stica ter a mesma estrutura matemática que a equação de Schrödinger e
também pelo fato dos operadores ~α e β serem hermitianos, a quantidade







Ψ1 Ψ2 Ψ3 Ψ4
)
é uma matriz linha, é positivamente defi-
nida e pode ser interpretada como uma densidade de probabilidade.
3.3.1 Solução da equação de Dirac para a partı́cula em repouso
Como primeiro exemplo, vamos considerar uma partı́cula livre em re-
pouso, ou seja, ~p = 0. Além disso, vamos supor que Ψ seja independente do
1Ver referência [55].
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h̄ t e ΨB(t) = ΨB(0)ei
mc2
h̄ t . (3.35)
Para uma partı́cula em repouso, sabemos que E = mc2, então
ΨA(t) = ΨA(0)e−i
E
h̄ t , (3.36)
ΨB(t) = ΨB(0)ei
E
h̄ t . (3.37)
Analisando as soluções obtidas, percebemos que ΨA é exatamente o
tipo de solução que esperamos para o caso em que ~p = 0. Por outro lado, ΨB
representa o estado com energia negativa, ou seja, um estado de energia que
até o momento não continha significância fı́sica.
Dirac, na época, tentou contornar o problema que surgiu com a solução
ΨB postulando um “mar” infinito de partı́culas com energia negativa, o qual
estava totalmente preenchido com estes estados indesejados2. Atualmente, a
interpretação é que estados como ΨB representam antipartı́culas com ener-
gia positiva [52]. Por exemplo, ΨA pode descrever elétrons, enquanto ΨB
pósitrons, cada um sendo um spinor de duas componentes (o que está correto
2Poderı́amos nos perguntar: por que simplesmente não assumimos que ΨB é sempre nulo,
chamando as soluções com energia negativa de “fisicamente inaceitáveis” e as esquecemos?
Infelizmente isso não é possı́vel. Em um sistema fı́sico quântico precisamos de um conjunto
completo de estados, o que não acontece se considerarmos somente os estados cujas energias são
positivas.
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para partı́culas de spin 1/2).
Em suma, a equação de Dirac para ~p = 0 possui quatro soluções in-
































onde as soluções Ψ1 e Ψ2 descrevem partı́culas de spin 1/2 e −1/2, respectiva-
mente. Já as soluções Ψ3 e Ψ4 as antipartı́culas de spin 1/2 e −1/2.
3.4 EQUAÇÃO DE DIRAC EM (1+1) DIMENSÕES
Vimos que Dirac obteve sua equação em (3+1) dimensões partindo da
relação de energia-momento para a partı́cula livre. Queremos, entretando, ob-
ter a forma da equação de Dirac quando restringimos a dimensão do sistema.
Vamos supor que  p1 6= 0,p2 = 0,p3 = 0. (3.39)
Com estas considerações, a equação (3.21) pode ser reescrita da seguinte
forma
(−p20 + p21 +m2c2)Ψ = (−p0 +α p1 +βmc)(p0 +α p1 +βmc)Ψ = 0,
(3.40)
onde os coeficientes α = α1 e β são desconhecidos. Vamos assumir que
ambos sejam independentes de p0 e p1. Assim,
(−p20−p0α p1−p0βmc+α p1 p0 +α2 p21+
α p1βmc+βmcp0 +βmcα p1 +β 2m2c2)Ψ = 0 (3.41)
[−p20 +α2 p21 + p1mc(αβ −βα)+β 2m2c2)]Ψ = 0. (3.42)
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Comparando (3.42) com (3.40), chegamos às seguintes relações
α
2 = 1; (3.43a)
β
2 = 1; (3.43b)
αβ +βα = 0. (3.43c)
Vamos supor que α e β sejam matrizes de dimensão d cujos autovalo-
res são ±1. Desta forma,
det(αβ ) = det(−αβ ) = (−1)d det(αβ ). (3.44)
Concluimos que d deve assumir apenas valores pares. Para o caso conside-
rado, d = 2, as matrizes de Pauli satisfazem todas as condições requeridas.
É importante ressaltar ainda, que por estarmos restringindo a dimensão do








Escolhendo α = σx e β = σz e substituindo em (3.40), ficamos com
(−p0 +σx p1 +σzmc)(p0 +σx p1 +σzmc)Ψ = 0, (3.46)
e a equação de onda é dada por
(−p0 +σx p1 +σzmc)Ψ = 0. (3.47)
Reescrevendo p0 = ih̄c
∂






onde o hamiltoniano tem a forma
H = cp̂σx +mc2σz. (3.49)
3.4.1 Partı́cula Interagindo com o Campo Eletromagnético
Nesta seção encontraremos os autoestados e autoenergias instantâneos
do hamiltoniano de Dirac em (1+1) dimensão para uma partı́cula carregada
interagindo com um campo eletromagnético. Isto será importante posterior-
mente para a implementação do algoritmo de Deutsch.
65
AUTOESTADOS E AUTOENERGIAS
Quando há interação com o campo eletromagnético, a equação (3.49)
assume a forma
H(t) = cσx[p̂−qA(t)]+σzmc2 +qφ(t). (3.50)
Este hamiltoniano é obtido a partir do que chamamos de acoplamento mı́nimo,
ou seja, trocando p0 → p0− qφ(t) e p̂→ p̂− qA(t), onde A(t) e φ(t) são a
componente x do potencial vetor e o potencial escalar, respectivamente, e q é
a carga da partı́cula.
Os autoestados e autovalores de energia instantâneos do hamiltoniano
(3.50) são calculados através da equação
H(t) |n, p〉= En(t) |n, p〉 . (3.51)
Observe que o estado do sistema é composto por dois graus de liberdade.
Atuando H(t) apenas no espaço dos momentos, de modo que p̂ |p〉 = p |p〉,
obtemos




mc2 +qφ −λ c(p−qA)
c(p−qA) −mc2 +qφ −λ
]
=(qφ +mc2−λ )(qφ −mc2−λ )− c2(p−qA)2=0, (3.53)
=⇒ λ 2−2qφλ +(qφ)2− (mc2)2− c2(p−qA)2 = 0 (3.54)
Resolvendo a equação caracterı́stica acima, os autovalores de energia são
E± = qφ ±
√
(mc2)2 + c2(p−qA)2, (3.55)




















Neste capı́tulo serão apresentados e discutidos os resultados referen-
tes à implementação do algoritmo de Deutsch relativı́stico no contexto da
computação quântica adiabática.
4.1 IMPLEMENTAÇÃO DO ALGORITMO DE DEUTSCH RELATIVÍS-
TICO
Podemos nos referir aos computadores, em primeira instância, como
sistemas fı́sicos. Sendo assim, as leis fı́sicas estabelecem a operatividade
desses dispositivos. A velocidade com que um dispositivo fı́sico processa
informação, por exemplo, é limitada pela sua energia e a quantidade de infor-
mação que pode ser processada pelo número de graus de liberdade. Estes
limites fı́sicos fundamentais são herdados de teorias como a termodinâmica,
a relatividade e mecânica quântica e são caracterizados por importantes cons-
tantes fı́sicas, tais como a constante de Boltzmann kB, a velocidade da luz c e
a constante de Planck h̄ [56].
A medida que os computadores tornam-se mais velozes e menores,
novas tecnologias substituem ou suplementam o que já existe, ou seja, te-
orias fı́sicas que antes não eram necessárias aparecem para alavancar o de-
senvolvimento da computação. Na escala de tamanhos perceptı́veis pelo
ser humano e acima dela, por exemplo, a fı́sica clássica descreveu e ainda
descreve muito bem os fenômenos fı́sicos envolvidos nos dispositivos. Ao
passo que evoluı́mos tecnologicamente, imergimos na escala atômica; pre-
cisamos então, da fı́sica quântica para entender e estabelecer a operativi-
dade dos equipamentos. Em termos práticos, a fı́sica quântica inova com
processadores extremamente rápidos e pequenos; suporta um novo modo de
computação com algoritmos quânticos mais sofisticados que não possuem
análogos clássicos [57].
Pensando em computação quântica, propomos a ideia de implementar
o algoritmo de Deusch adiabático através da relatividade especial. Para isto,
substituı́mos a equação de Schrödinger pela equação de Dirac. Por hora, a
versão relativı́stica do algoritmo é um simples modelo, uma vez que trabalha-
mos com um sistema em (1+1) dimensão devido a complexidade matemática
do problema em (3+1) dimensões.
Para implementar a versão relativı́stica do algoritmo de Deutsch pro-
cederemos de maneira muito parecida com a apresentada no capı́tulo 2 para o
caso não-relativı́stico. Primeiramente, consideramos que em t = 0 o sistema
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seja descrito pelo hamiltoniano para a partı́cula livre de Dirac. Da expressão
(3.49), sabemos que
H(0) = cp̂σx +mc2σz. (4.1)
No final da evolução, quando t = T , supomos que o sistema evoluiu para
uma interação da partı́cula com um campo eletromagnético externo, que é
determinado pelo potencial vetor A(t). O hamiltoniano para este sistema, de
acordo com (3.50), possui a forma
H(T ) = c[p̂−qA(T )]σx +mc2σz. (4.2)
Relembre que o sistema que estamos trabalhando é composto e que nos ha-
miltonianos acima, p e σ são operadores que atuam em espaços vetoriais
distintos.
Calculamos no capı́tulo 3, seção 3.4.1, os autoestados e autovalores
instantâneos de energia de ambos hamiltonianos H(0) e H(T ). Matematica-
mente, estão apresentados nas equações (3.56) e (3.57).
O próximo passo é a implementação do algoritmo de Deutsch. Va-
mos supor, então, que o nosso sistema esteja inicialmente no autoestado ins-







onde E+ = [m2c4 + c2 p2i ]
1/2 e N+ = [(E+ +mc2)2 + c2 p2i ]
−1/2. Além disso,
supomos também que a evolução procederá adiabaticamente até o autoestado







ε+ = [m2c4+c2(pi−qA(T ))2]1/2 e η+ = [(ε++mc2)2+c2(pi−qA(T ))2]−1/2.
Note que o momento linear da partı́cula não muda durante a evolução, pois é
uma consequência da dinâmica.
Com as informações acima, codificaremos o algoritmo de Deutsch












[(−1) f (0)+(−1) f (1)]2, (4.5b)
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tal que A0 =
mc
q
. Assim, os estados considerados como inicial (4.3) e final















m2c4 + c2 p2i , (4.8a)


















Como podemos ver, desde que o momento linear da partı́cula esteja
fixo na evolução, o estado final do sistema depende apenas se a função é
constante ou balanceada. Sendo assim, temos as seguintes situações:
i) se a função f for constante,














ii) se a função f for balanceada,







Desta forma, realizando-se medidas projetivas no estado final do sis-
tema, determina-se a classe da função. Se a probabilidade de medir o sistema
no estado |1〉 for | 〈1|ε+〉 |2 6= 0, a função é constante com certeza, porém, se
| 〈1|ε+〉 |2 = 0 a função pode ser tanto constante quanto balanceada e precisa-
mos de mais medidas para obter o resultado.
A figura 11 apresenta um fluxograma de como devemos proceder no
processo de medida.
Figura 11: Fluxograma indicando a implementação do algoritmo de Deutsch
relativı́stico.
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1º passo: preparamos o estado inicial e rodamos o algoritmo. Se o resultado
da medida for o estado |1〉, então com certeza a função é constante, ou seja,
encontraremos o resultado da computação com apenas uma medida. Isto im-
plica que, nesta situação, o algoritmo é mais eficiente em números de medidas
do que o clássico.
2º passo: se o resultado da primeira medida for |0〉, não sabemos com certeza
a resposta. Preparamos novamente o estado inicial e rodamos o algoritmo. Se
o resultado da medida for |1〉, então com certeza a função é constante e não
precisamos de mais medidas. Isto implica que o algoritmo possui a mesma
eficiência que o clássico em números de medidas.
3º passo: se o resultado da segunda medida for |0〉, repetimos todo o proce-
dimento novamente, pois não sabemos com certeza a resposta. Isto implica
que, nesta situação, o algoritmo é menos eficiente em números de medidas
que o clássico. Caso não tenhamos condições de discernir a resposta do pro-
blema, repetimos todo o procedimento quantas vezes forem necessárias até
chegarmos à resposta do problema.
Perceba na análise acima que descobrir se função é constante ou ba-
lanceada com certeza rodando o algoritmo duas ou mais vezes é melhor no
caso clássico, pois neste último o algoritmo precisa de apenas duas medidas,
uma vez que o input x = {0,1} é controlável. No caso quântico, o input não
é controlável, pois as funções f (0) e f (1) são calculadas simultaneamente a
partir de um estado inicial do sistema. Portanto, no caso quântico relativı́stico,
temos uma chance, embora pequena, de resolver o problema de maneira mais
eficiente que no caso clássico.
Tal situação ocorre quando medimos o estado |1〉 como resultado da
computação. Dado que temos igual probabilidade da função ser constante ou








Assim, a probabilidade de medir o estado |1〉 é











enquanto que a probabilidade de medir o estado |0〉 é



















Admitindo que o resultado da primeira medida tenha sido |0〉, pode-
mos nos perguntar: “Qual a chance de acertar a classe da função supondo que
ela seja balanceada?” Definindo,
pconsti = | 〈0|ε+〉const |
2 (4.14)
e
pbali = | 〈0|ε+〉bal |
2, (4.15)























































Portanto, no caso quântico relativı́stico temos 4% a mais de chance de chutar
que a função será balanceada e acertar do que no caso clássico.
Em suma, vemos que apesar do nosso algoritmo relativı́stico ser pro-
babilı́stico, há uma pequena chance de resolver o problema corretamente em
apenas uma medida. Para duas medidas ou mais, o algoritmo clássico é me-
lhor. Porém, quando comparamos com o algoritmo de Deutsch implementado
via computação quântica adiabática na referência [49], cuja resposta é obtida
com certeza em apenas uma medida, certamente o nosso algoritmo possui
pior desempenho. A seguir analisaremos o tempo de interpolação do algo-
ritmo no caso relativı́stico.
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4.1.1 Interpolação do Hamiltoniano
No capı́tulo 2, seção 2.3.1.2, vimos que a proposta da implementação
do algoritmo de Deutsch via computação quântica adiabática [49] considera
que o sistema quântico evolui através de um hamiltoniano dependente do
tempo caracterizado por uma interpolação linear entre os hamiltonianos H(0)
e H(T ). Nem sempre este tipo de interpolação é o melhor a ser utilizado [43].
Contudo, devido a possibilidade da existência de um sistema fı́sico onde a
dinâmica da partı́cula é implementada através de campos elétricos clássicos,
torna a proposta mais realista [59]. Com isso, a partir da equação (2.73), o
hamiltoniano que governa a evolução do nosso sistema é dado por
H(s) = (1− s)H(0)+ sH(T )
= (1− s)c(σx p+σzmc)+ s[cσx p− cσxqA(T )+σzmc2]
= cpσx +mc2σz−scpσx−smc2σz +scpσx− scqAσx +smc2σz
= c[p− sqA(T )]σx +mc2σz. (4.18)
A partir do hamiltoniano encontrado em (4.18) e da condição (2.26) encon-
traremos a premissa para que a evolução seja adiabática.
4.1.2 Condição Adiabática
Vimos que o teorema adiabático é o alicerce para o modelo de compu-
tação quântica adiabática. Como demonstra D. Aharonov et al. em seu artigo
[14], é através deste teorema que obtemos a condição para que o parâmetro
externo, que controla a evolução do sistema, garanta a adiabaticidade e deter-
mine a eficiência do algoritmo.
No capı́tulo 2, seção 2.1.4, rearranjamos a condição adiabática em
termos do tempo total de computação. Encontramos que o mesmo é deter-
minado principalmente pelo gap espectral mı́nimo do hamiltoniano H(t). A
referência [58] fortalece esta afirmação. Nela consta que a diferença de ener-
gia desempenha um papel importante na computação quântica adiabática e
que a validade de um algoritmo deste tipo, i. e., a existência de um tempo
de computação finito T , depende completamente de um gap diferente de zero
durante toda evolução. Isto significa que, se houver cruzamento dos nı́veis de
energia, o sistema quântico falhará ao tentar se manter no estado fundamental
instantâneo de H(t) e a computação será ineficiente.
Com base nisto, primeiramente vamos analisar o que ocorre com o gap
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quando estamos considerando um sistema relativı́stico. Como consequência,
veremos o que ocorre com o tempo de computação do sistema e qual a condição
para que parâmetro externo de controle mantenha a adiabaticidade durante a
evolução.
Cálculo do gap:
O hamiltoniano da equação (4.18) é do tipo apresentado na expressão
(3.50), com A(s) = sA(T ) e φ(s) = 0. Substituindo estes valores nas ex-
pressões (3.55), (3.56) e (3.57), obtemos que os autovalores de energia de
H(s) são dados por
E±(s) =±
√




onde Γ = mc2 e Θ(s) = c[pi−qA(T )s]1. A partir de agora, por simplificação,
subentende-se Θ = Θ(s), E± = E±(s) e A = A(T ).




















Utilizando os resultados de (4.19), obtemos que o gap instantâneo de energia





Com o resultado obtido acima, podemos calcular o termo G da condição para
1Embora nas equações (4.19), (4.20) e (4.21) o autovalor do operador momento linear p̂
possa ser qualquer p ∈ [−∞,∞], utilizamos a notação pi, que é o autovalor que caracteriza o
estado inicial |pi〉, que será sempre assumido desta forma para este grau de liberdade.
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∣∣∣∣2√m2c4 + c2(pi−qAs)2∣∣∣∣ . (4.23)
Condição para o tempo de computação
Nos resta ainda calcular o termo F para completarmos a análise para
o tempo total de computação. Para isto, inicialmente avaliaremos a expressão〈
E−,s
∣∣∣ dH(s)ds ∣∣∣E+,s〉. De (4.18), temos que a derivada do hamiltoniano em








∣∣∣∣E+,s〉= N− [〈p,0|Θ+ 〈p,1|(E−−Γ)]
× (−cqAσx)N+ [(E++Γ) |0, p〉+Θ |1, p〉]
=−N−N+cqA [〈p,0|Θ+ 〈p,1|(E−−Γ)]





























Por fim, o termo que faltava para o cálculo do tempo total de computação é
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dado por




















Substituindo os resultados (4.23) e (4.28) na expressão que nos fornece



















∣∣∣2√m2c4 + c2(pi−qAs)2∣∣∣]2 .
(4.29)
Note que efetivamente o tempo de computação não depende do tipo de partı́cu-
la (pósitron ou elétron) que estamos considerando. Se substituirmos o valor
de A dado em (4.5a), restará apenas a dependência com o momento linear pi
desta partı́cula e também se a função f no algoritmo de Deutsch é constante
ou balanceada (a dependência com a carga desaparece). Precisamos, agora,
analisar com mais cuidado e com interesse prático os valores de G (s) e F (s)
e, consequentemente, analisar o valor para o tempo total da computação. Ba-
sicamente, devemos calcular separadamente os valores extremos indicados na
condição (4.29) para estas funções.
Como sistema fı́sico vamos considerar o elétron de massa m = me
e carga q = −e e analisar o que ocorre com o tempo de computação nas
seguintes três situações possı́veis para o seu momento linear, pi < 0, pi = 0 e
pi > 0.







m2ec4 + c2(pi + eAs)2
]2
− c2(pi + eAs)2[
mec2 +
√
m2ec4 + c2(pi + eAs)2
]2
+ c2(pi + eAs)2
∣∣∣∣∣∣∣ (4.30)
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e sabendo que todas as constantes são positivas, com exceção do momento
linear, vemos que o valor máximo será obtido quando o termo c2(pi + eAs)2
for mı́nimo. O mesmo ocorre para valor mı́nimo no denominar de (4.29),[
min
0≤s≤1
∣∣∣∣2√m2ec4 + c2(pi + eAs)2∣∣∣∣]2 . (4.31)
Substituindo o valor de A, dado na equação (4.5a), no termo c2(pi +
eAs)2, ficamos com a seguinte condição a ser analisada
pi + eAs = pi−
[mec
2




i) pi < 0
⇀ Quando a função f for constante,
pi + eAs = pi− (mec+ pi)s. (4.33)

















m2ec4 + c2 p2i
]2 . (4.34)
Note que subtituı́mos o valor de A = −mec+ pi
e
na expressão (4.29) para
encontrar a condição acima.
⇀ Quando a função f for balanceada,
pi + eAs = pi− pis. (4.35)
Para que a condição acima assuma seu valor mı́nimo, s = 1 e o tempo total da





Na expressão (4.29) substituı́mos o valor de A =− pi
e
.
Para o caso particular em que pi =−0.99mec, por exemplo, a condição
para o tempo de computação será T  1,15×10−24 s quando f é constante
e T  3,18×10−22 s quando f for balanceada. Vemos que há uma diferença
de duas ordens de grandeza entre os dois casos, sendo que no caso constante
a condição para o tempo total de computação garante a adiabaticidade mais
rapidamente do que no caso onde f é balanceada.
ii) pi = 0
Neste caso especı́fico, vemos na expressão (4.32) que s = 0 minimiza
a quantidade pi + eAs para qualquer valor de A.
⇀ Quando a função f for constante, o valor de A=−mec
e
e a condição
para o tempo de computação fica
T  h̄
4mc2
= 3,22×10−22 s. (4.37)
⇀ Quando a função f for balanceada, o potencial vetor também se
anula neste caso e, por conta disto, o tempo total da computação fica com a
condição
T  0. (4.38)
Vemos, neste caso, que também há uma diferença no tempo de compu-
tação dependendo do resultado da função f . Além disso, diferentemente do
que ocorre quando f é constante, a condição (4.38) indica que a adiabati-
cidade é sempre satisfeita nestas condições, ou seja, não há transições no
sistema durante a evolução.
iii) p > 0
O único valor capaz de minimizar a função pi + eAs, independente-
mente se f for constante ou balanceada é s = 0.
⇀ No caso em que f é constante A =− (mec+ pi)
e
, e o tempo total da

















m2ec4 + c2 p2i
]2 . (4.39)
⇀ Quando a função f for balanceada, A = − pi
e
. A condição para o
















m2ec4 + c2 p2i
]2 . (4.40)
Supondo que pi = 0,99mec, T  2,3×10−22 s quando a função for constante
e T  1,15×10−22 s quando for balanceada. Note que, diferentemente dos
casos anteriores, não houve mudanças significativas na condição para o tempo
total de computação devido à classe da função. Ambos valores ficaram muito
próximos.
COMPARAÇÃO ENTRE OS TRÊS CASOS:
⇀ Vemos que há uma diferença na condição para o tempo de compu-
tação a medida que fixamos um valor de momento linear para a partı́cula.
Entretanto, como não conhecemos o resultado da computação de antemão, ou
seja, não sabemos se a função f é constante ou balanceada, devemos esperar
o maior tempo de computação possı́vel, que neste caso pode ser aproximado
por
T & 10−20 s. (4.41)
Observando o tempo total de computação isoladamente, não podemos
afirmar nada a respeito da eficiência da computação quântica relativı́stica,
ele é simplesmente um valor numérico que encontramos. Para sabermos se
há vantagem em considerar a relatividade restrita no algoritmo de Deutsch
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que implementamos precisamos de uma comparação. Isto será realizado na
próxima seção através da análise do limite não-relativı́stico deste mesmo al-
goritmo. A seguir, analisaremos a intensidade do campo elétrico aplicado
sobre o sistema.
Condição para o campo elétrico
Uma outra maneira de garantir a adiabaticidade do sistema é através do
parâmetro externo ao sistema que temos controle, que nesse caso é o potencial
vetor A(s). De acordo com a equação (4.18), A(s)=As, de modo que em s= 1
A := E0T. (4.42)
E0 é o campo elétrico aplicado, o qual estamos assumindo E0 > 0. Substi-
tuindo (4.42) na condição obtida para o tempo de computação (4.29) e sa-
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∣∣∣∣2√m2ec4 + c2(pi + eE0t)2∣∣∣∣]2 ,
F  G 2, (4.43)
que é a própria condição adiabática obtida na seção 2.1 do capı́tulo 2.
A mesma análise que fizemos para o tempo de computação (4.29),
podemos realizar para obter a condição para o campo elétrico. Vemos na ex-
pressão (4.43) que os valores extremos serão obtidos quando o termo c2(pi +
eE0t)2 for mı́nimo. Vamos considerar três condições para o momento linear:
i) pi < 0 −→ F (t) e G (t) atingem seus valores extremos quando o termo
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p+ eE0t = 0.





Substituindo os valores das constantes no SI, a condição acima fica
E0 0,53×1019 V/m. (4.45)
ii) pi = 0 −→F (t) e G (t) atingem seus valores extremos quando o tempo
t = 0. Com isso, o termo p+ eE0t se anula novamente e a condição para o
campo elétrico fica idêntica ao caso anterior dada na expressão (4.44).
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Supondo que p = mec, correspondente ao máximo valor de momento que o
elétron “pode assumir”, numericamente a condição acima se torna
E0 1,5×1019 V/m. (4.47)
Comparando os valores obtidos em todos os casos, vemos que a condição
obtida em (4.45) engloba a condição (4.47). Portanto, tomaremos este valor
como a condição global para o campo elétrico capaz de garantir a adiaba-
ticidade do sistema. Este valor corrobora com a referência [59] que afirma
que quando lidamos com campos elétricos da ordem de E0 ≥ 1018 há uma
apreciável probabilidade de se produzir pares elétron-pósitron a partir do de-
caimento do vácuo. Para que não haja criação de novos estados em nosso sis-
tema e muito menos transições entre estes estados, precisamos que o campo
elétrico obedeça a condição (4.45),
E0 1018 V/m. (4.48)
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4.1.3 Limite não-relativı́stico
Queremos compreender o limite não-relativı́stico do algoritmo imple-
mentado na seção 4.1. Neste trabalho chegaremos ao limite não-relativı́stico
da equção de Dirac através do método proposto por L. Foldy e S. Wouthuy-
sen [60], o qual será descrito a seguir.
4.1.3.1 Transformação FW
A transformação de Foldy e Wouthuysen, ou transformação FW, é
normalmente descrita como um truque matemático que nos permite anali-
sar o limite não relativı́stico da teoria de Dirac. Porém, como será visto, a
representação do hamiltoniano transformado através deste método é a única
que nos permite fazer esse limite em termos de partı́culas e antipartı́culas. Na
presente seção, mostraremos como é feita a transformação FW no hamiltoni-
ano de Dirac em (3+1) dimensões nos baseando no artigo original apresentado
por L. L. Foldy e S. A. Wouthuysen em 1950 [60] e na referência [61].
No capı́tulo 3, estudamos os aspectos da mecânica quântica não re-
lativı́stica. O método convencional utilizado nesta teoria quando queremos
encontrar uma descrição para o limite não relativı́stico considera que o mo-
mento da partı́cula é muito pequeno quando comparado com sua massa vezes
a velocidade da luz. Isto faz com que duas das quatro componentes do es-
pinor de Dirac se tornem pequenas quando o momento é pequeno. Assim,
é possı́vel resolver aproximadamente as duas equações cujas componentes
são pequenas. Posteriormente, basta substituı́-las na componentes grandes e
encontrar a solução.
PROBLEMAS
- Ao analisar ordens mais baixas na aproximação usual, encontra-se
que o hamiltoniano associado com as componentes grandes não é hermitiano.
Isto se deve ao fato de aparecer “momento de dipolo elétrico”imaginário para
a partı́cula. Além disso, todas as quatro componentes do espinor devem ser
levadas em conta no cálculo do valor esperado de operadores da ordem v2/c2.
- Algumas diferenças surgem quando comparamos os operadores na
teoria de Dirac (TD) e na teoria de Pauli (TP):
i) na TD, a velocidade da partı́cula é representada pelo operador c~α ,
cujos autovalores são dados por ±1. Por outro lado, na TP o operador velo-
cidade é ~p/m, o qual possui como autovalores todos os números reais;
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ii) na TD, diferentes componentes do operador velocidade não comu-
tam e portanto não são mensuráveis simultaneamente. Já na TP, não há pro-
blema algum em medir simultaneamente as diferentes componentes de ~p/m.
A partir dos problemas citados, percebemos que a relação entre a TD
e a TP não fica bem estabelecida quando se utiliza o método usual. Pensando
nestes problemas, F. L. Foldy e S. A. Wouthuysen, em 1950 propuseram um
método que consiste em uma transformação que leva a toria de Dirac a uma
nova representação. Com isso, obtiveram uma teoria análoga a teoria de Pauli
capaz de permitir uma comparação direta entre as duas.
O principal interesse na transformação FW é deixar o hamiltoniano de
Dirac livre de operadores ı́mpares2, mais especificamente livre do operador~α .
Desta maneira, podemos representar os estados de energia positiva e negativa
por um espinor tendo somente duas componentes diferente de zero em cada
caso.
Para sermos mais explı́citos, queremos encontrar uma transformação
unitária do tipo
Ψ = e−iSΨ′ (4.49)
























2Um operador ı́mpar na teoria de Dirac é uma matriz que possui somente elementos que
deixam as componentes do espinor dependentes umas das outras. Um operador par é aquele que
não possui tais elementos. Existem 16 operadores na teoria de Dirac, sendo 1, β , ~σ e β~σ pares
e ~α , β~α , γ5 =−iα1α2α3 e βγ5 ı́mpares.
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é o hamiltoniano transformado. Com
isso, o problema se resume em encontrar S que deixe H ′ independente dos
operadores ı́mpares.
Para o caso da partı́cula livre, podemos construir S de maneira exata.
Por simplificação, vamos supor que não há dependência temporal no hamil-






eiS = cosθ +β
~α ·~p
|~p |
sen θ . (4.54)
Assim,






+β (mcos2θ + |~p |sen 2θ) . (4.55)








eliminamos os operadores ı́mpares ~α ·~p e o hamiltoniano transformado por
fim é dado por
H ′ = β (m2 + p2)1/2 = βE. (4.57)
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4.1.3.2 Limite não relativı́stico - algoritmo de Deutsch
Vamos agora aplicar a transformação FW para o nosso caso particular
em que há interação eletromagnética para obter o limite não-relativı́stico do
algoritmo implementado.
No algoritmo de Deutsch, vimos que o hamiltoniano responsável pela
evolução do sistema é dado pela expressão (4.18). Podemos escrevê-lo da
seguinte forma
H = mc2β +P +I , (4.58)
onde β = σz, P = 0 e I = c(p−qE0t)σx, cuja notação P e I indica que
os operadores são pares e ı́mpares, respectivamente. Além disso, considera-
remos que a ordem destes operadores não deve ser muito menor do que 1/m.




Assim, o hamiltoniano na nova representação pode ser expandido como uma
serie de potência de 1/m, dada por

























+ · · · (4.60)
Precisamos, então, determinar como fica o hamiltoniano transformado para o
nosso problema em (1+1) dimensões que fornecerá o limite não-relativı́stico
para o nosso algoritmo. Nos preocuparemos apenas com os termos de H ′ que
vão até a ordem de (1/m2).
Sistematicamente, o cálculo de cada termo de (4.60) nos fornece os
seguintes resultados:



















= c(p−qE0t)(−cqE0) [σx,σx] = 0, (4.61e)






Com isso, temos que










= mc2σz +P ′+I ′, (4.62)
onde P ′ =
(p−qE0t)2
2m






σx. Vemos que o
hamiltoniano continua dependente de operadores ı́mpares na expressão (4.62).
Por conta disto, vamos aplicar novamente a transformação FW, só que agora






























































































































































Assim, o novo hamiltoniano transformado é dado por







































Note que o hamiltoniano H ′′ continua dependente de operadores ı́mpares.
Porém, como mencionamos anteriormente, estamos interessados nos termos
até a ordem (1/m2) na equação (4.64). Estes termos estão todos dependentes
de operadores pares. Com esta aproximação não precisamos mais transformar









Uma vez que hamiltoniano acima não depende de operadores ı́mpares, sua
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solução continua sendo um espinor de duas componentes, uma componente
para o autoestado de energia positiva (partı́cula) e uma para o autoestado de
energia negativa (antipartı́cula). Vale ressaltar que isto não ocorre quando to-
mamos o limite não-relativı́stico através do método usual. Para a partı́cula de
energia positiva interagindo com o campo, o reconhecimento do hamiltoniano
de Pauli é imediato na expressão (4.65).
Precisamos, ainda, ver o que ocorre com o teorema adiabático neste
caso limite para fazer a comparação com o caso relativı́stico. Da expressão

























(autoestados da matriz σz).
Note que, apesar dos autoestados instantâneos de H ′′, dados em (4.67), serem
os autoestados da matriz σz de Pauli, não representam o spin da partı́cula,
mas sim o estado de partı́cula e o de antipartı́cula.
Infelizmente, este método não nos permite encontrar a condição adia-
bática para o tempo de computação neste regime, pois os autoestados ins-
tantâneos são constantes no tempo, ou seja, não há evolução do sistema.
Além disso, através do hamiltoniano (4.65) seria impossı́vel implementar o
algoritmo sem a evolução do sistema. Precisamos encontrar uma maneira de
comparar os casos relativı́stico e não-relativı́stico. Para isto, vamos utilizar
o hamiltoniano de Landau-Zener-Stückelber [65] como sendo o análogo não
relativı́stico.
4.1.4 Teoria de Landau-Zener-Stückelberg - Uma alternativa para o li-
mite não-relativı́stico
O modelo de um sistema quântico de dois nı́veis (SQDN) é o sistema
mais simples da mecânica quântica, mas mesmo assim, ilustra muito bem as
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caracterı́sticas e particularidades desta teoria. Embora seja uma aproximação
do aspecto real da natureza, durante toda a história da mecânica quântica, o
SQDN foi capaz de descrever sistemas quânticos naturais como as transições
eletrônicas em um “átomo de dois nı́veis”, o spin 1/2 de partı́culas quânticas,
bem como explicar o comportamento da molécula de amônia [62].
Podemos, ainda, abordar um sistema quântico de dois nı́veis de ener-
gia juntamente com algum parâmetro externo que varia com o tempo. Neste
caso, há possibilidade de o sistema sofrer ou não alguma transição (regimes
não-adiabático e adiabático, respectivamente). A figura 12 ilustra bem este
tipo de comportamento quando consideramos a variação dos nı́veis energéti-
cos com um parâmetro externo ε(t) = ε0 +Asen(ωt). Na parte (a), as curvas
sólidas (azul e vermelha) representam o regime adiabático, cujo gap de ener-
gia é dado por ∆. As curvas tracejadas representam o regime não-adiabático,
quando há o cruzamento de nı́veis. Na parte (b), temos o comportamento de
ε(t).
Figura 12: (a) Nı́veis energéticos E em um SQDN em função de um
parâmetro externo dependente do tempo ε(t). (b) Comportamento do
parâmetro externo ε(t). Figura retirada de [63].
A probabilidade de transição entre os dois estados no SQDN foi estu-
dada, de maneira independente, por L. Landau [64], C. Zener [65] e E. C. G.
Stückelberg [66] em meados de 1932, possibilitando uma vasta aplicabilidade
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na área da fı́sica atômica [67–71]. Ultimamente a teoria de Landau-Zener-
Stückelberg (LZS) tem recebido grande atenção no contexto da computação
quântica, tanto para os casos em que estas transições são benéficas [72–78],
quanto para os casos em que são indesejadas (computação quântica adiabática)
[63, 79].
Em função de tudo que mencionamos anteriormente, vamos tratar o
problema de LZS como um análogo não-relativı́stico do algoritmo que im-
plementamos. Diferentemente do que fizemos através da transformação FW,
no qual bastava considerar o hamiltoniano que governa a evolução e tomar
o limite não-relativı́stico, agora precisamos construir novamente todo o algo-
ritmo de Deutsch com o hamiltoniano de LZS e comparar suas similaridades








σx, (consideramos h̄ = 1) (4.68)
o hamiltoniano do sistema, onde ∆ descreve a separação entre os nı́veis de
energia e ε(t) = vt é um parâmetro externo que varia linearmente com o
tempo. Perceba que o problema original de LZS considera o parâmetro ex-
terno como uma função senoidal do tempo. Para ficar consistente com a nossa
abordagem relativı́stica, vamos tomar o caso particular onde esse parâmetro
depende linearmente do tempo, que é o caso em que a referência [63] nomeia
de transição de LZS de única passagem.
De acordo com o hamiltoniano (4.68), fica clara a similaridade com
o hamiltoniano de Dirac (4.2) em (1+1) dimensões. É natural conceber que
todas as contas que realizamos para o caso relativı́stico serão mapeadas para




nas equações correspondentes, e tratando p como um número clássico. Com

























∆2 + ε(t)2. (4.71)
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, C+ = [(vT )2 +(2E⊕+∆)2]−
1/2. (4.75)
Neste caso, o algoritmo de Deutsch é codificado da seguinte forma














|(−1) f (0)+(−1) f (1)|2
4
. (4.76d)
Assim, o estado no final da evolução (4.75) no algoritmo ganha a forma
|E⊕〉=C+

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Como podemos ver, o estado final do sistema depende apenas se a
função é constante ou balanceada. Assim,
i) se a função f for constante:













ii) se a função f for balanceada:







Desta forma, uma única medida projetiva no estado final do sistema determina
se a função é constante ou balanceada. Se a probabilidade de medir o sistema
no estado |0〉 for | 〈0|E⊕〉 |2 6= 0, a função é constante com certeza, porém
se for | 〈0|E⊕〉 |2 = 0 a função pode ser tanto constante quanto balanceada.
A mesma análise feita para o caso relativı́stico, apresentada na seção 4.1,
se aplica aqui. A única consideração que deve ser feita é que trocamos os
estados nas medidas |0〉 ↔ |1〉 devido ao mapeamento mc2→−∆. Com isso,
concluı́mos que o limite não-relativı́stico do algoritmo implementado também
é probabilı́stico e possui as mesmas caracterı́sticas discutidas anteriormente
no caso relativı́stico.
De maneira análoga ao que fizemos para o caso relativı́stico, vamos
supor que o hamiltoniano que governa a evolução é uma interpolação linear
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entre os hamiltonianos (4.72) e (4.74):







O objetivo agora se resume em calcular a condição adiabática para o limite
não-relativı́stico e compará-la com a obtida para o caso relativı́stico, ou seja,
fazer a análise das vantagens e desvantagens computação quântica adiabática
relativı́stica.
4.1.5 Condição Adiabática para o Limite Não-Relativı́stico
Os resultados que apresentaremos nesta seção em relação a condi-ção
adiabática para o limite não-relativı́stico serão muito parecidos com os apre-
sentados na seção 4.1.2 para o caso relativı́stico. Por este motivo, os aborda-
remos de maneira mais compacta.
Cálculo do gap:
O gap instantâneo entre os autoestados (4.69) e (4.70) do hamiltoniano
(4.81) é dado por
g+− = E⊕(t)−E	(t) =
√
∆2 + ε(T )2s2. (4.82)
Diferentemente da maneira que procedemos para o caso relativı́stico,
não há necessidade de analisarmos as funções G (s) e F (s) para valores po-
sitivos, negativos ou nulos de ε(T ). Note que, uma vez que o gap ∆ 6= 0 e
independentemente do valor que ε(T ) assuma, a equação (4.82) é minimizada
quando o termo [sε(T )]2 = 0. Com estas considerações, é fácil ver que
G = min
0≤s≤1
∣∣∣∣√∆2 +[ε(T )s]2∣∣∣∣= ∆. (4.83)
Para completarmos a análise e determinarmos a condição para o tempo





























































Por fim, escrevendo explicitamente o valor de E⊕ na expressão acima, obte-
















Para concluir a análise, falta o valor máximo de F (s). Vemos pela aparência
da expressão (4.89) que como os termos (
√
∆2 +(εs)2+∆)2 > 0 e (εs)2 > 0,
devido a diferença no numerador, temos que o valor máximo desta função























































|(−1) f (0)+(−1) f (1)|∆
2
, a expressão acima se torna
T  1
4∆
|(−1) f (0)+(−1) f (1)|. (4.92)
A condição (4.92) fornece dois resultados possı́veis, um para quando o resul-
tado da computação f for constante, Tconst 1/2∆, e outro para f balanceada,
Tbalan  0. Para o caso da função balanceada, vemos que a adiabaticidade
é sempre satisfeita no sistema, ou seja, o sistema nunca mudará seu estado
durante toda evolução. No caso constante, precisamos de um tempo grande,
comparado ao primeiro caso, para que a condição adiabática seja satisfeita.
Portanto, para que ambas as condições sejam englobadas, vamos tomar como





O próximo passo é comparar numericamente os resultados encontra-
dos para o tempo de computação nos regimes relativı́stico e não relativı́stico.
A alternativa para obter um valor numérico no caso não relativı́stico leva em
conta valores encontrados para ∆ em quatro estudos diferentes da interfero-
metria de LZS3 usando qubits supercondutores [77,80–82]. A tabela a seguir
3Quando um sistema de dois nı́veis é submetido a um parâmetro externo periódico e de alta
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apresenta estes valores4:
Referência ∆ (2π GHz)
Oliver et al. [80] 0,004
Sillanpää et al. [81] 12,5
Wilson et al. [82] 2,6
Izmalkov et al. [77] 3,5
Tabela 1: Valores experimentais para a diferença de energia ∆.
No nosso caso, para o cálculo da condição adiabática no tempo total
de computação escolhemos utilizar o valor médio dos valores acima, ∆med =
29,2 GHz. Com isso, temos que a condição (4.92) é dada por
Tcomputação 17,0 ps. (4.94)
Comparação entre os tempos de computação:
Antes de comparar os valores para o tempo de computação precisa-
mos ressaltar que estamos trabalhando com dois sistemas distintos, um rela-
tivı́stico e um não-relativı́stico, que possuem um hamiltoniano com a mesma
forma matemática. Fisicamente, estes hamiltonianos podem representar sis-
temas fı́sicos diferentes entre si e até agora não discutimos o que na prática
estamos descrevendo com o auxı́lio da teoria de LZS. Por conta disto, vamos
pensar que estamos lidando com “duas tecnologias”distintas, uma quântica
não-relativı́stica e uma quâtica relativı́stica, e que precisamos responder a se-
guinte pergunta:
“Qual tecnologia é capaz de computar/resolver o problema de
Deutsch adiabático em um menor tempo possı́vel?”
Comparando os resultados obtidos para os tempos de computação em
ambos os regimes, (4.94) e (4.41), obtemos que o valor do tempo de computa-
ção para o caso não-relativı́stico capaz de garantir a adiabaticidade do sistema
é 1011 vezes maior do que no caso relativı́stico. Este resultado mostra que o
algoritmo de Deutsch adiabático relativı́stico implementado nesta dissertação
amplitude, há ocorrência de uma sequência de transições de Landau-Zener. A fase acumulada
entre as transições (fase de Stückelberg) pode resultar em uma interferência construtiva ou des-
trutiva, conhecidas como interferência de LZS. A interferometria de LZS estuda este fenômeno
em diferentes sistemas fı́sicos.
4Os valores de ∆ apresentados na tabela 4.1 estão em unidade de frequência pois estamos
considerando h̄ = 1. Note que efetivamente corresponde ao gap entre os nı́veis energéticos do
sistema, cuja unidade no S. I. é o J.
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é muito mais rápido do que o original e que levar em conta os efeitos rela-
tivı́sticos, intrı́nsecos das partı́culas elementares, acarreta em um ganho com-
putacional.
É importante lembrar que não estamos discutindo as dificuldades da
realização experimental do algoritmo de Deutsch em ambos casos, relativı́stico
e não-relativı́stico. Tal tópico é de suma importância, mas não será abordado
aqui.
Poderı́amos ainda nos perguntar qual a frequência natural de oscilação
de um sistema não-relativı́stico capaz de fornecer a mesma condição para o
tempo de computação do caso relativı́stico, cujo valor calculado foi TRel &




= 0,5×1020 Hz (radiação gama). (4.95)
A frequência caracterı́stica encontrada para o sistema é tı́pica da radia-
ção gama, que são as radiações eletromagnéticas com os menores compri-
mentos de onda conhecidos. Na natureza, estas radiações podem ser emi-
tidas em sistemas altamente energéticos, como por exemplo em transições
entre estados de núcleos atômicos ou como produto do decaimento de cer-
tas partı́culas elementares. No nosso caso, estamos considerando um sistema
não-relativı́stico, e consequentemente, pouco energético. Não conhecemos
um sistema capaz de oscilar com esta frequência neste regime e, por conta
disto, seria impossı́vel implementar a computação quântica adiabática não-
relativı́stica comparável com a relativı́stica. Esta última afirmação fortalece
o fato de que o algoritmo implementado baseado na teoria da relatividade é
capaz de resolver o problema de Deutsch em um menor tempo do que o seu
análogo não relativı́stico.
Condição para o parâmetro de controle
Vamos, a partir da expressão (2.26), obter uma condição para o parâ-
metro externo de controle no problema de LZS que garanta a adiabaticidade
do sistema. Como mencionado anteriormente, este parâmetro de controle na
prática não precisa necessariamente representar o potencial vetor A(t), neste
caso ele é dado por ε(t) = vt que vai depender do sistema fı́sico considerado.
Já calculamos os valores G e F ; basta substituı́-los na condição (2.26).
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Assim,





















Considerando os mesmos argumentos utilizados quando calculamos a condi-
ção para o tempo total de computação, podemos concluir que os extremos
para as funções G e F ocorrem em vt = 0. Assim,
v
2
 ∆2 ou v 2∆2. (4.97)
4.2 SOLUÇÃO DA EQUAÇÃO DE DIRAC EM (1+1) DIMENSÕES
Nesta seção verificaremos se a condição adiabática encontrada para o
nosso sistema é realmente válida, ou seja, se há transição entre os nı́veis de
energia do nosso sistema ainda que estejamos sob as condições encontradas
na seção anterior para a adiabaticidade. Para isso, encontraremos a solução
da equação de Dirac para o elétron interagindo com o campo eletromagnético
e calcularemos a probabilidade de o sistema não mudar seu estado durante a
evolução.




|Ψ(t)〉= H |Ψ(t)〉 , (4.98)
onde
H = mc2σz + c(p̂−qE0t)σx. (4.99)
Note que o problema original possui a componente com dependência tem-
poral ao longo do eixo x. Para facilitar a resolução do problema, podemos
transferir a dependência temporal para o eixo z através de uma rotação5 de
um ângulo de π/2 em torno do eixo y [63]. Desta forma, trabalharemos com o
5O operador de rotação é definido como
Rn̂(θ) = e










(xσx + yσy + zσz), (4.100)
onde n̂ é um vetor unitário tridimensional e θ é o ângulo de rotação.
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hamiltoniano transformado H ′,











































Utilizando as propriedades [σa,σb] = 2iεabcσc e σaσb = iεabcσc+δab1, temos
que
[σz + i[σz,σy]+σyσzσy] = σz− i(−2iσx)+ i(iσz) =−2σx (4.102a)
[σx− i[σx,σy]+σyσxσy] = σx− i(2iσz)+ i(iσx) = 2σz (4.102b)
=⇒ H ′ =−mc2σx + c(p̂−qE0t)σz. (4.103)
Para que a equação de Dirac fique invariante sob a transformação adotada, o
vetor de estado sofre a transformação
|Ψ′(t)〉= ei
π
4 σy |Ψ(t)〉 . (4.104)
Uma forma conveniente de resolver a equação (4.98) com o hamil-
toniano (4.103) é escrever o vetor de estado |Ψ′(t)〉 em termos da base do
momento linear e da matriz σz, e encontrar uma equação diferencial para os
coeficientes. Desta maneira, com o auxı́lio das relações de completeza∫
∞
−∞





obtemos que o vetor de estado é dado por
|Ψ′(t)〉=
∫
d p[C0p(p, t) |0, p〉+C1p(p, t) |1, p〉]. (4.106)
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Na equação acima, os coeficientes
C0p = 〈p,0|Ψ(t)〉 , (4.107a)
C1p = 〈p,1|Ψ(t)〉 , (4.107b)





|Cnp(p, t)|2d p = 1.





d p[Ċ0p(p, t) |0, p〉+Ċ1p(p, t) |1, p〉]. (4.108)






























|1, p〉 . (4.109)
Por fim, substituindo (4.108) e (4.109) em (4.103):
ih̄
∫














|1, p〉 , (4.110)
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Nesta seção resolveremos as equações de forma analı́tica. Primeira-
mente, reescrevemos as equações (4.111a) e (4.111b) da seguinte forma:
Ċ0p =−i(µ−νt)C0p + iρC1p, (4.112a)










. Isolando o coeficiente C1p na equação






















(µ−νt)Ċ0p + i(µ−νt)2C0p + iρ2C0p
(4.115)
=⇒ C̈0p +[ζ (t)− iν ]C0p = 0, (4.116)
onde ζ (t) = ρ2 + (µ − νt)2. Para simplificar ainda mais, vamos dividir a




+[(γ−κt ′)2 +1− iκ]C0p = 0, (4.117)






. A equação acima tem a forma da equação
diferencial de Weber, cujas soluções são as chamadas funções cilı́ndricas pa-
rabólicas, denotadas por Dα(±z), onde α e z são números complexos [?,?,?].
Com o auxı́lio do software Mathematica, obtemos a solução para a equação
(4.117):












com η = −1− i2κ . Substituindo o resultado encontrado para C0p(t, p) em
(4.118) juntamente com sua derivada na equação (4.113a), encontramos a
solução para C1p(p, t ′):





















Os coeficientes c1(p) e c2(p) presentes nas soluções acima serão determina-
dos pelas condições iniciais do sistema.
Inicialmente, vamos supor que o sistema encontra-se no autoestado
de maior energia, ou seja, no estado de elétron de acordo com (3.56). Além
disso, vamos considerar que a partı́cula possua um momento inicial p = pi e
que em t = 0 não há interação com o campo eletromagnético. Assim, pode-
mos escrever o estado inicial do sistema como










Γ = mc2, (4.123)
α = cpi. (4.124)
Por simplificação de notação, a partir de agora vamos escrever N+(0, pi) = Ni
e E+(0, pi) = Ei. Utilizando as expressões (4.107a) e (4.107b), obtemos que
os coeficientes no instante inicial são
C0p(0, pi) = 〈p,0|Ψ(0)〉= 〈p,0|Ni(Ei +Γ)|0, pi〉+ 〈p,0|Niα|1, pi〉
= Ni(Ei +Γ)δ (p− pi), (4.125)
C1p(0, pi) = 〈p,1|Ψ(0)〉= 〈p,1|Ni(Ei +Γ) |0, pi〉+ 〈p,1|Niα |1, pi〉
= Niαδ (p− pi). (4.126)
Nas condições iniciais acima observamos a presença da delta Dirac.
Isto ocorre pois a delta aparece como consequência da escolha de um estado
com momento bem definido inicialmente. Escolhemos trabalhar com um grau
de liberdade contı́nuo, ou seja, com a base de momento linear {|p〉 : p ∈ R},
cujos autovalores são dados por p̂ |p〉= p |p〉 e a relação de ortonormalidade
por 〈p|pi〉 = δ (p− pi). Apesar da coerência matemática, isto se torna um
problema na hora de calcular a probabilidade do elétron permanecer em seu
estado inicial. Por estarmos, efetivamente, interessados na possibilidade de
haver transições no sistema deixamos subentendido o termo δ (p− pi) pre-
sente nos coeficientes C0p(pi,0) e C1p(pi,0) nas próximas contas. Note que
poderı́amos ter escolhido outro estado inicial no grau de liberdade de mo-
mento linear sem a presença de tal anomalia. Entretanto, como estamos in-
teressados na análise da probabilidade de transição entre os autoestados do
hamiltonino de Dirac, a delta não será um problema. Isto significa que efeti-
vamente analisaremos os termos que multiplicam a delta de Dirac.
Sendo assim, substituindo as equações (4.125) e (4.126) em (4.118)





































































































B2(pi) = B1(pi) (4.133)
Com a solução do problema “em mãos”, podemos calcular a probabi-
lidade do elétron permanecer no estado inicial
P+(t) = | 〈Ψ′(0)|Ψ′(t)〉 |2. (4.134)
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Note que se substituirmos |Ψ′(t)〉= ei π4 |Ψ(t)〉 na expressão (4.134),





= | 〈Ψ(0)|Ψ(t)〉 |2 (4.135)

































d p [N∗i (Ei +Γ)
∗C0p(p, t)+(Niα)∗C1p(p, t)]δ (p− pi)
(4.137)
=⇒ 〈Ψ(0)|Ψ(t)〉= Ni(Ei +Γ)C0p(pi, t)+NiαC1p(pi, t) (4.138)
Consequentemente,
| 〈Ψ(0)|Ψ(t)〉 |2 = |C∗0p(pi,0)C0p(pi, t)+C∗1p(pi,0)C1p(pi, t)|2. (4.139)
Para verificar a validade da condição adiabática sobre o campo elétrico (4.47),
avaliamos através do software Mathematica a probabilidade do sistema per-
manecer no estado inicial (4.134) para três valores de campo elétrico, E01 =
1018 V/m , E02 = 1017 V/m e E03 = 1016 V/m. A variação do campo elétrico
corresponde à variação do parâmetro κ na equação (4.117). Note que E03 é
mil vezes menos intenso que o campo na condição adiabática.
Numericamente, temos que γ = 0,99 e
κ0 = 7,5→ E0 = 1019 V/m; κ2 = 0,075→ E02 = 1017 V/m;
κ1 = 0,75→ E01 = 1018 V/m; κ3 = 0,0075→ E03 = 1016 V/m;
O gráfico da figura 13 apresenta a probabilidade do elétron permane-
cer no estado inicial de maior energia durante a evolução. Para a primeira
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análise supomos que o campo elétrico não obedece a condição adiabática e
escolhemos o valor E0 = 1019 V/m.





















Figura 13: Probabilidade do elétron permanecer no estado inicial para E0 =
1019 V/m.
Note que a probabilidade do elétron permanecer no estado inicial os-
cila com uma frequência altaque aumenta com o passar do tempo. Como
previsto, ao aplicarmos um campo com esta magnitude não garantimos a adi-
abaticidade do sistema.
O gráfico da figura 14 apresenta o comportamento da probabilidade de
transição P+(t) para os valores de campo menores que E0. Como esperado,
o gráfico mostra que a medida que o valor do campo diminui em relação
a E0 = 1× 1019 V/m, a probabilidade do elétron permanecer no estado de
maior energia se aproxima de 1, ou seja, o regime torna-se cada vez mais
adiabático.
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Figura 14: Probabilidade do elétron permanecer no estado inicial para três
valores distintos de campo elétrico. A medida que o campo diminui sua mag-
nitude, a adiabaticidade do sistema prevalece.
4.2.2 Solução Numérica
Nesta seção apresentaremos a solução numérica para o problema. Com
o auxı́lio de um programa em Fortran, que utiliza o método de Runge-Kutta
de ordem 4 e passo adaptativo, disponibilizado e implementado pelo professor
Kahio T. Mazon, do departamento de fı́sica da UFSC, resolvemos aproxima-
damente nosso sistema de equações e encontramos resultados que corroboram
com os resultados obtidos analiticamente.
Começamos a nossa solução, ramificando as duas equações acopladas
obtidas para os coeficientes em quatro novas equações acopladas, duas reais
e duas imaginárias. Para isto, primeiramente escrevemos os coeficientes C0p
e C1p explicitamente como variáveis complexas:
C0p = x0 + iy0, Ċ0p = ẋ0 + iẏ0, (4.140)
C1p = x1 + iy1, Ċ1p = ẋ1 + iẏ1. (4.141)




ẋ0 = (µ−νt)y0 +ρy1 (4.142a)
ẋ1 =−(µ−νt)y1 +ρy0 (4.142b)
Parte Imaginária
ẏ0 =−(µ−νt)x0−ρx1 (4.142c)
ẏ1 = (µ−νt)x1−ρx0 (4.142d)
As equações diferenciais acima apresentam as constantes µ , ν e ρ que pos-
suem valores numéricos com uma ordem de grandeza muito grande no sis-
tema internacional de unidades, da ordem de (1021). Para facilitar as contas
numéricas reescreveremos as equações acima de uma maneira mais conveni-
ente e que esteja de acordo com a forma que procedemos para obter a solução
analı́tica.







, ficamos com as seguintes equações diferenciais a serem resolvidas
dx0
dt ′
= (γ−κt ′)y0 + y1, (4.143a)
dx1
dt ′
=−(γ−κt ′)y1 + y0, (4.143b)
dy0
dt ′
=−(γ−κt ′)x0− x1, (4.143c)
dy1
dt ′
= (γ−κt ′)x1− x0. (4.143d)
A variação do campo elétrico novamente corresponde à variação do parâmetro
κ nas equações acima. O programa implementado é capaz de resolver o con-
junto de soluções diferenciais acopladas e fornece como resposta a probabili-
dade do elétron permanecer no estado inicial.
O gráfico da figura 15 mostra esta probabilidade para o regime não
adiabático. Ao invés de considerarmos apenas o gráfico obtido numerica-
mente, como motivo de comparação dos resultados, apresentamos também
a curva analı́tica obtida na seção 4.2.1. Como esperado, a curva obtida nu-
mericamente (curva pontilhada em vermelho) para a probabilidade reproduz
exatamente a curva analı́tica (curva sólida em preto), indicando que a adiaba-
ticidade do sistema não está garantida quando aplicamos este valor de campo
elétrico.
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Figura 15: Probabilidade do elétron permanecer no estado inicial para E0 =
1019 V/m. A curva sódida em preto indica o resultado analı́tico e a curva
pontilhada em vermelho indica o resultado numérico.
O mesmo foi feito para os valores de campo elétrico E01, E02 e E03 e
estão apresentados nos gráficos das figuras 16, 17 e 18, respectivamente.























Figura 16: Probabilidade do elétron permanecer no estado inicial para E0 =
1018 V/m. A curva sódida em preto indica o resultado analı́tico e a curva
pontilhada em vermelho indica o resultado numérico.
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Figura 17: Probabilidade do elétron permanecer no estado inicial para E0 =
1017 V/m. A curva sódida em preto indica o resultado analı́tico e a curva
pontilhada em vermelho indica o resultado numérico.























Figura 18: Probabilidade do elétron permanecer no estado inicial para E0 =
1016 V/m. A curva sódida em preto indica o resultado analı́tico e a curva
pontilhada em vermelho indica o resultado numérico.
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Uma outra maneira de analisar a adiabaticidade do sistema é calcular
a probabilidade do elétron permanecer no estado adiabático (estado obtido
para um campo elétrico que obedece a condição (4.47)). Escolhemos como
valor de campo E02 = 1017 V/m (que corresponde a κ = 0,075 nas equações
diferencias resolvidas). Os gráficos das figuras 19 e 20 apresentam o compor-
tamento dos coeficientes C(Ad)0p (pi, t) e C
(Ad)
1p (pi, t) neste regime.










































Figura 19: Comportamento do coeficiente C0p no regime adibático.










































Figura 20: Comportamento do coeficiente C1p no regime adibático.
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Observe nos gráficos 19 e 20 que nos dois métodos de resolução, analı́tico e
numérico, as soluções obtidas para os coeficientes no regime adiabático são
idênticas.
A probabilidade do elétron permanecer no autoestado |ΨAd(t)〉 du-
rante a evolução deve ser calculada da seguinte forma
PAd(t) = | 〈ΨAd(t)|Ψ(t)〉 |2
= |C∗(Ad)0p (pi, t)C0p(pi, t)+C
∗(Ad)
1p (pi, t)C1p(pi, t)|
2. (4.144)
O gráfico da figura 21 apresenta o comportamento da probabilidade
ΨAd(t) a medida que aproximamos o campo elétrico do valor escolhido para
calcular ΨAd(t).





































Figura 21: Probabilidade do elétron permanecer no autoestado |ΨAd(t)〉 para
diferentes valores de campo elétrico aplicado.
Quando o estado do sistema se torna adiabático, |Ψ(t)〉 → |ΨAd〉, a
probabilidade de ocorrer transição para outro nı́vel de energia torna-se muito




Nesta dissertação implementamos o algoritmo de Deutsch adiabático
considerando efeitos da relatividade restrita. Vimos que na computação quân-
tica adiabática a sequência de operações lógicas unitárias é substituı́da por um
hamiltoniano que depende continuamente do tempo, cujo autoestado contém
a solução do problema. Para considerar a relatividade no problema de in-
teresse, substituı́mos o hamiltoniano de Schrödinger pelo hamiltoniano de
Dirac, encontrando que o tempo de computação no caso relativı́stico é
TR & 10−20 s,
enquanto que na sua versão análoga não-relativı́stica é
TNR 17,0 ps.
O resultado obtido para os tempos de computação em ambos os regi-
mes, levou a conclusão de que o valor do tempo de computação para o caso
não-relativı́stico do sistema é 1011 vezes maior do que no caso relativı́stico.
Apesar de muito mais rápido que sua contrapartida não-relativı́stica, a nossa
proposta forneceu um algoritmo probabilı́stico. Mesmo sendo probabilı́stico,
poderı́amos nos perguntar quantas vezes seria necessário rodar o algoritmo re-
lativı́stico para obter uma solução com segurança em um intervalo de tempo
menor ou igual aquele necessário para rodar o algoritmo determinı́stico não
relativı́stico. Comparando-o com o algoritmo de Deutsch implementado via
computação quântica adiabática na referência [49], cuja resposta é obtida em
apenas uma medida, este possui pior desempenho. Acreditamos que pode-
mos tornar o nosso algoritmo determinı́stico mudando o tipo de interpolação,
ao invés de linear usaremos uma senoidal. A justificativa para termos tempos
de computação tão curtos se deve a presença do termo mc2σz no hamiltoni-
ano de Dirac. Como o tempo de computação é inversamente proporcional ao
gap de energia, que nesse caso o valor mı́nimo é 2mc2, entendemos a razão
deste tempo ser tão pequeno. Este pode ser um indı́cio de que devemos explo-
rar mais os sistemas quânticos relativı́sticos para a realização da computação
quântica adiabática, apesar da dificuldade de controle quando comparados
a plataformas já bem estabelecidas, como ı́ons aprisionados, eletrodinâmica
quântica de cavidades, redes óticas, etc.
Salientamos que o limite não-relativı́stico obtido a partir da transfor-
mação de Foldy-Wouthuysen sobre o hamiltoniano de Dirac não forneceu um
resultado útil, os autoestados instantâneos do hamiltoniano não-relativı́stico
são estados constantes no tempo. Concluı́mos que este método leva à um
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sistema que não evolui e, consequentemente, não podemos implementar um
algoritmo para compará-lo com o caso relativı́stico. A alternativa foi imple-
mentar o algoritmo com o hamiltoniano de Landau-Zener-Stückelberg (LZS)
como o análogo não-relativı́stico do hamiltoniano de Dirac.
A condição adiabática também foi analisada do ponto de vista do
parâmetro externo ao sistema que temos controle, que em nosso caso é o
potencial vetor. O cálculo da condição para A(s), nos levou a concluir que se
o campo elétrico aplicado obedece E0 1018 V/m, a adiabaticidade é garan-
tida e o algoritmo funciona.
Com a finalidade de verificar a validade da condição adiabática, en-
contramos a solução geral da equação de Dirac para o hamiltoniano (4.18),
analiticamente e numericamente. Mostramos a equivalência entre as soluções
analı́tica e numérica e confirmamos a validade da condição adiabática sobre
o campo elétrico aplicado.
Como perspectivas, esperamos encontrar mecanismos para tornar o
nosso algoritmo de Deutsch determinı́stico. Mudar a interpolação será o pri-
meiro caminho a seguir. Outra busca interessante consiste em encontrar um
sistema fı́sico onde possamos mapear a equação de Dirac para implementar o
referido algoritmo. Alguns sistemas da matéria condensada tem se mostrado
atraente para a aplicação da equação de Dirac na dinâmica do sistema, tal
como o grafeno e os férmions de Majorana, por exemplo.
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