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Abstract
A new global Kantorovich-type convergence theorem for Newton’s method in Banach space is provided for approxi-
mating a solution of a nonlinear equation. It is assumed that a solution exists and the second Fr+echet-derivative of the
operator involved satis7es a Lipschitz condition. Our convergence condition di:ers from earlier ones, and therefore it has
theoretical and practical value. Finally, a simple numerical example is provided to show that our results apply, where
earlier ones fail. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this study we are concerned with the problem of approximating a solution x∗ of the equation
F(x) = 0; (1)
where F is a twice continuously Fr+echet-di:erentiable operator de7ned on a closed convex subset
D of a Banach space E1 with values in a Banach space E2.
Newton’s method
xn+1 = xn − F ′(xn)−1F(xn) (n¿0) (x0 ∈ D) (2)
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has been used extensively by many authors to generate a sequence {xn} (n¿0) converging to x∗
(see [1–4,8] and the references therein for a survey of such results). In particular, the following
conditions have been used.
Condition A (Kantorovich [8]). Let F :D⊆E1 → E2 be Fr+echet di:erentiable, F ′(x0)−1 ∈ L(E2; E1)
for some x0 ∈ D, where L(E2; E1) is the space of bounded linear operators from E2 into E1. Assume
there exist K; 	¿0 such that
‖F ′(x0)−1[F ′(x)− F ′(y)]‖6K‖x − y‖ for all x; y ∈ D; (3)
‖F ′(x0)−1F(x0)‖6	 (4)
and
2K	61: (5)
Condition B (Huang [7]; Gutierrez [5; 6]). Let F :D⊆E1 → E2 be twice Fr+echet-di:erentiable op-
erator, F ′(x) ∈ L(E1; E2); F ′′(x) ∈ L(E1; L(E1; E2)) (x ∈ D); F ′(x0)−1 exists at some x0 ∈ D. Assume
‖F ′(x0)−1F(x0)‖6	; ‖F ′(x0)−1F ′′(x0)‖6b0; (6)
‖F ′(x0)−1[F ′′(x)− F ′′(y)]‖6a0‖x − y‖ for all x; y ∈ D (7)
and
3	a20 + 3b0a0 + b
3
06(b
2
0 + 2a0)
3=2: (8)
Under Conditions A or B, one can obtain error estimates, existence and uniqueness regions of
solutions and know whether x0 is a convergent initial guess, i.e., Newton’s method (2) starting from
x0 converges to x∗. Note that convergence of Newton’s method to x∗ has also been established if
y in (7) is replaced by x0 (see [3,5]). But sometimes when we want to determine whether iteration
(2) starting from x0 converges, Conditions A and B fail.
Example. Let D = E1 = E2 = R; x0 = 0, and consider the function F on D by
F(x) = sin x − 5x − 8:2: (9)
Using (3), (4), (6), (7) and (9), we get 	 = 2:05; K = 14 ; b0 = 0; a0 =
1
4 . Newton–Kantorovich
hypothesis (5) is violated, since 2k	 = 1:025¿ 1. Moreover, condition (8) does not hold because
it reduces to 9	2a068, but 9	2a0 = 0:9225¿ 8. Therefore, under Condition A or B, we cannot
determine whether Newton’s method (2) starting at x0 = 0 converges. That is why, in this study,
we introduce new conditions under which Newton’s method (2) starting from x0 = 0 converges (see
Remark 2).
2. Convergence analysis
In this Section we present our main convergence result concerning Newton’s method (2) and
twice Fr+echet di:erentiable operators.
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Theorem. Let F :E1 → E2 be a twice continuously Fr6echet-di7erentiable operator. Assume
(a) there exists x0 ∈ E1 and non-negative numbers a; b; c such that
‖F ′′(x)− F ′′(x0)‖6a‖x − x0‖; (10)
‖F ′′(x0)‖6b (11)
and
‖F ′(x)−1‖6c for all x ∈ E1: (12)
De9ne parameters ; d; and h by
=
c
2
[
a
3
‖F ′(x0)−1F(x0)‖+ b
]
‖F ′(x0)−1F(x0)‖; (13)
d=
c
2
[(
1
1−  +

3
)
a‖F ′(x0)−1F(x0)‖+ b
]
‖F ′(x0)−1F(x0)‖ (14)
and
h=
c
2
[(
1
1−  +

3
)
a‖F ′(x0)−1F(x0)‖+ b
]
; (15)
(b) the following conditions hold:
 ∈ [0; 1) (16)
and
d ∈ [0; 1): (17)
Then; the following hold:
‖xn+2 − xn+1‖6c2
[
a‖xn − x0‖+ a3‖xn+1 − xn‖+ b
]
‖xn+1 − xn‖2 (n¿0); (18)
h‖xn+1 − xn‖6d2n (n¿0); (19)
‖xn − x∗‖6h−1
∞∑
j=n
d2
j
(n¿0) (20)
and
lim
n→∞ xn = x
∗ with F(x∗) = 0: (21)
Proof. We 7rst note that Newton iterates {xn} (n¿0) generated by (2) are well de7ned for all n¿0
since F ′(x)−1 exists for all x ∈ E1. Using (2) we obtain the approximation
F(xn+1) =F(xn+1)− F(xn)− F ′(xn)(xn+1 − xn)
=
∫ 1
0
F ′′[xn + t(xn+1 − xn)](1− t) dt(xn+1 − xn)2
=
∫ 1
0
[F ′′(xn + t(xn+1 − xn))− F ′′(x0)](1− t) dt(xn+1 − xn)2
+12F
′′(x0)(xn+1 − xn)2: (22)
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For n= 0, approximations (2), (22) and hypotheses (10)–(13), (16) give
‖x2 − x1‖6 c
[
a
∫ 1
0
‖x0 − x0 + t(x1 − x0)‖(1− t) dt + 12b
]
‖x1 − x0‖2
6 ‖x1 − x0‖¡ ‖x1 − x0‖:
Let us assume
‖xk − xk−1‖¡‖xk−1 − xk−2‖ for all k = 2; : : : ; n: (23)
Then, by (23) we obtain
‖xk − x0‖6 ‖xk − xk−1‖+ ‖xk−1 − xk−2‖+ · · ·+ ‖x1 − x0‖
6 k−1‖x1 − x0‖+ k−2‖x1 − x0‖+ · · ·+ ‖x1 − x0‖
¡
1− k
1−  ‖x1 − x0‖¡
‖x1 − x0‖
1−  : (24)
By (2), (10)–(12), and (22) we obtain in turn
‖xk+2 − xk+1‖6 c
[
a
∫ 1
0
‖xk − x0 + t(xk+1 − xk)‖(1− t) dt + 12b
]
‖xk+1 − xk‖2
6 c
[
a
∫ 1
0
‖xk − x0‖(1− t) dt + a
∫ 1
0
t(1− t) dt‖xk+1 − xk‖+ 12b
]
‖xk+1 − xk‖2
6
c
2
[
a‖xk − x0‖+ a3‖xk+1 − xk‖+ b
]
‖xk+1 − xk‖2
which shows (18). Moreover, by (18), (13), (16), (14) and (17) we obtain
‖xk+2 − xk+1‖6c
[
a‖x1 − x0‖
2(1− ) +
ak
6
‖x1 − x0‖+ b2
]
k‖x1 − x0‖ ‖xk+1 − xk‖ (25)
6c
[
a‖x1 − x0‖
2(1− ) +
a
6
‖x1 − x0‖+ b2
]
‖x1 − x0‖ ‖xk+1 − xk‖ (26)
6‖xk+1 − xk‖
which shows (23) for k = n+ 1.
Furthermore, it follows from (18) and (14) that
h‖xk+2 − xk+1‖¡ (h‖xk+1 − xk‖)2¡ · · ·¡d2k+1
which shows (19). For p¿0, estimate (18) gives
‖xk+p − xk‖6h−1
k+p−1∑
j=k
d2
j
(k¿1): (27)
It follows from (17) and (27) that {xn}(n¿0) is a Cauchy sequence in a Banach space E1 and as
such it converges to some x∗ ∈ E1 so that estimates (20) and (21) hold. Finally, by letting n→∞
in (2) we get F(x∗) = 0.
That completes the proof of the theorem.
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Remark 1. Returning back to the numerical example, we 7rst note that since F ′(x)= cos x− 5¡ 0,
function F is decreasing on R. Moreover, by the intermediate value theorem there exists a zero x∗
of F on R (since, e.g., F(0)F(−2) = (−8:2)[1:8 + sin(−2)]¡ 0). The point x∗ is the unique zero
of F , since F is decreasing throughout R. Furthermore, using (10)–(12), we get a = 1; b = 0 and
c= 14 . By (13)–(15), we obtain =0:155104¡ 1; d=0:0667484¡ 1 and h=0:325602. Hence, all
hypotheses of our theorem are satis7ed. That is, our theorem guarantees that in Newton’s method
{xn} (n¿0) generated by (2) and starting from x0 = 0 converges to the unique zero x∗ of function
F given by (9).
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