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El objetivo de la tesis es explicar como se diseña e implementa el protocolo 
OSPF, que esta orientado para redes grandes, proporcionando también un 
respaldo de conocimiento de cómo es el protocolo OSPF, un protocolo de estado 
de enlace, sus funcionamientos, así como un conocimiento del Diseño y la 
implementación del Protocolo OSPF, en la red a diseñar e implementar. Con esto 
se espera proveer suficiente información para la selección de dicho protocolo, para 
su implementación en una red con direccionamiento clase B. Con un respaldo 
confirmado en cada uno de sus capítulos ya que en sus capítulos se busca, como 
primordial objetivo proporcionar buenas bases para el diseño e implementación de 
una red de OSPF. Así como la selección de este protocolo para grandes redes, ya 
que las tecnologías alternativas a OSPF, tales como son los protocolos de Vector 
de Distancia, es decir: RIP, IGRP, etc. Las limitaciones de esta investigación 
serian las configuraciones de cada ruteador en toda la red, tan solo se mostrarán 
configuraciones de ruteadores, los cuales se considere clave en la arquitectura de 
la Red de OSPF. Así también otra limitación importante sería la del análisis de la 
implementación y diseño en un tipo de Red, es decir a un solo tipo de 
direccionamiento de Red Homologada clase B. Cabe mencionar también, que en 
esta investigación se utilizan diversas tecnologías que requerirían ser investigadas 
a parte si se requiere una completa profundidad de conocimientos de la tales 
como Frame Relay, etc. Para esto se requiere de una publicación especializada 
que esta fuera de la intención de esta investigación. 
1.2 Justificación 
Mediante esto se quiere dar mérito a la elaboración de la tesis "Diseño de 
una Red en OSPF, que busca dar un panorama nuevo y diferente en la 
implementación y diseño de redes grandes de alta confiabilidad. En redes grandes 
cuyos sistemas y recursos tecnológicos existentes son ya de poco fiar debido a su 
crecimiento, y a su exigencia de confiabilidad y de la necesidad de la alta 
disponibilidad de sus recursos de red, dado que las redes en OSPF son por zonas 
independientes, si una ruta se vuelve indisponible solo en su área se escucha su 
indisponibilidad, no disparando el mecanismo de avisos a toda la red; cosa que 
hacen otros protocolos. 
Como sabemos las redes digitales, se han convertido con el tiempo en 
redes vitales para el desarrollo de las empresas, debido a la transparencia de las 
redes de datos ya que pueden transportar tanto voz datos o video. Y debido a la 
exigencia de estos recursos se requiere de un buen diseño a nivel ruteadores ya 
que ellos son los que transportan y en un momento dado filtran el trafico que pasa 
a través de ellos. También en un buen diseño influye mucho la redistribución de 
las rutas alternativas, para la disponibilidad total en caso de un siniestro, que haga 
que las rutas primarias en un momento dado se conviertan en indisponibles. Un 
buen diseño en OSPF, hace que las redes con exigencia de alta disponibilidad 
sean totalmente confiables, ya que un buen diseño de OSPF brinda la 
confiabilidad de un protocolo de Estado de Enlace, para ello lo que no pueden 
hacer los protocolos como RIP, IGRP u otros cuyos algoritmos son confiables pero 
no lo suficiente para las grandes redes de alta disponibilidad, por que muchos de 
estos no tienen las bondades de un sistema jerárquico de encaminamiento que 
hace que OSPF sea la mejor opción de diseño e implementación de una red. 
Con esto ultimo se comprueba, que la implementación del protocolo OSPF, 
para una red grande es la mejor opción, dado que las redes están constantemente 
creciendo en México y un buen diseño de un protocolo es lo que pocas veces 
existe en las redes mexicanas. Es una excelente opción esta tesis para que sirva 
de guía para el diseño e implementación correcta de una red grande cuyo 
direccionamiento es de clase B, pero el estudio también es fundamental para la 
implementación de otro tipo de redes, con otros direccionamientos y necesidades 
y que requieran un protocolo confiable para su red. Esto se dejará para otras 
investigaciones, que los investigadores requieran realizar. 
1.3 Metodología 
Como, objeto muestra se seleccionará una red de gran volumen cuya 
dirección homologada por el NIC será de ciase B, y sus dispositivos de Red a usar 
serán ruteadores marca Cisco serie 2600 y 7200 según donde el punto de 
interconexión lo necesite. Cabe aclarar que para fines explicativos, se utilizarán 
direccionamientos diferentes al utilizado por la implementación final de esta 
investigación. A través de la documentación en los capítulos se mostrara la 
tecnología OSPF para que se proceda a la instalación e implementación de OSPF, 
con el tipo de Red y dispositivos ya antes mencionados. 
La red que se implementara será una red académica universitaria (UANL), que es 
una red regional en el Estado de Nuevo León, esta tendrá un direccionamiento de 
168.130.0.0 y será redistribuido según los pasos a seguir para su correcta 
implementación en el protocolo la metodología de implementación se cita en el 
capitulo 6 y no esta demás mencionarla en estos 6 posos: 
• Pasol : Analice los Requerimientos 
• Paso 2 Desarrollo de la Topología de la Red 
• Paso 3: Determinación del Direccionamiento y la Convención de los 
Nombres 
• Paso 4: Provisión del Hardware 
• Paso 5: Aprovechamiento del Protocolo y las Características del IOS 
• Paso 6: Implementación Monitoreo y Manejo de la Red 
Esta red en particular constará de 3 campus uno será el principal, en el cual 
residirá la espina dorsal de esta red, este es Ciudad Universitaria. Los otros dos 
son Campus Medico y Campus Mederos, cada uno de estos con dependencias 
que necesitan estar conectadas con la red constantemente. También la red 
necesita conectar a diversas dependencias foráneas situadas en todo el estado de 
Nuevo León, mediante enlaces dedicados, en la WAN, permitiendo una conexión 
punto a punto con cada dependencia desde el campus principal d la ciudad 
Universitaria. Así también se conectara esta red con la red global, a través del 
protocolo BGP - 4, permitiendo así que la red en cuestión tenga posibilidades 
infinitas dentro del ciberespacio. Cabe mencionar que la limitante importante en 
esta investigación es el despliegue completo de todas fas configuraciones de 
nuestra red, dado que se trata de una red muy grande, se necesitarían de mas de 
1000 hojas para mostrar cada una de las configuraciones de nuestra red. En vez 
de esto se opto por resumir de alguna manera, las configuraciones de la red en 
cuestión, mostrando y explicando cada porción de las configuraciones de la red en 
cuestión. 
CAPITULO 2 
INTRODUCCIÓN A LAS 
TECNOLOGÍAS 
2.1 Modelo De Referencia Del Sistema de Interconexión Abierto 
El sistema de interconexión abierto (OSI) describe cómo la información de 
una Aplicación de software en una computadora se mueve a través de la red a 
otra computadora. El modelo de referencia OSI es un modelo conceptual 
integrado por siete capas, con funciones particulares de cada una. El modelo fue 
desarrollado por la Organización de Estandarización Internacional (ISO) en 1984, 
y ahora se considera el modelo arquitectónico primario para las comunicaciones 
entre computadoras. El modelo OSI divide las tareas implicadas con la transmisión 
de información entre computadoras en siete tareas más pequeñas, siendo este 
grupos de tarea más manejables. Una tarea o un grupo de tareas entonces se 
asigna a cada uno de las siete capas de OSI. Cada capa es razonablemente 
autónoma para poder poner en ejecución las tareas asignadas a cada capa 
independientemente. Esto permite que las soluciones ofrecidas por una capa sean 
actualizables cada una, sin afectar las otras capas. La lista siguiente detalla las 
siete capas del modelo (OSI): 
Capa 7 -- Aplicación 
Capa 6 - Presentación 
Capa 5 - Sesión 
Capa 4 - Transporte 
Capa 3 - Red 
Capa 2 - Trasmisión de datos 
Capa 1 - Física 
7 Application 
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Figura 2 - 1 El sistema de interconexión abierto Contiene Siete Capas Independientes 
2.2 Características de las Capas de OSI 
Las siete capas del MODELO OSI se pueden dividir en dos categorías: 
capas superiores y capas más bajas. 
Las capas superiores del modelo OSI son las que tratan generalmente con 
El software, esto es con la capa más alta, la capa de Aplicación, que está más 
cercana al usuario del extremo. Los usuarios y los procesos de la capa de 
Aplicación interactúan recíprocamente con el software de aplicaciones que 
contienen los componentes de comunicaciones. El término de capa superior se 
utiliza a veces para referirse a cualquier capa que este sobre otra capa en el 
modelo de OSI. 
La capa más bajas Son las encargadas de todo el proceso que implica el 
transporte de los datos. La capa física y la capa de trasmisión de datos se 
implementan en hardware y software. La capa más baja, la capa física, es la más 
cercana al medio físico de la red (la red de cableado, por ejemplo) y es 
responsable realmente de poner la información en el medio. 
La Figura 2-3 ilustra la división entre las capas superiores y más bajas del OSI. 
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Figura 2 - 2 : Dos sistemas de capas hacen para arriba las capas de OSI 
2.2.1 Protocolos 
El modelo de OSI proporciona un marco conceptual para la comunicación 
entre las computadoras, pero el modelo en sí mismo no es un método de 
comunicación. La comunicación real es hecha usando protocolos de 
comunicación. En el contexto de establecimiento de una red de datos, un 
protocolo es un sistema formal de reglas y de convenciones que gobierna, cómo 
las computadoras intercambian la información sobre un medio de la red. Un 
protocolo pone en función una o más de las capas del OSI. 
Existe una variedad amplia de protocolos de comunicación. Algunos de 
estos protocolos incluyen protocolos de LAN, protocolos de WAN, protocolos de 
red, y protocolos de la Encaminamiento. Los protocolos de LAN funcionan en las 
capas física de trasmisión y la de enlace de datos del modelo OSI y definen el 
intercambio de datos sobre varios medios de LAN. Los protocolos WAN funcionan 
en las tres capas más bajas del modelo de OSI y definen la comunicación sobre 
varios medios de Redes de Área Amplia. Los protocolos de encaminamiento o 
Ruteo son los protocolos de capa de red que son responsables de intercambiar la 
información entre las Ruteadores de modo que los ruteadores puedan seleccionar 
la trayectoria apropiada para el tráfico de la red. Finalmente, los protocolos de red 
son varios protocolos de capa superior que existen en una conjunto dado de 
protocolos. Muchos protocolos confían en otros para la operación. Por ejemplo, 
muchos protocolos de encaminamiento utilizan protocolos de red para 
intercambiar la información entre los Ruteadores. Este concepto de la construcción 
sobre las capas ya en existencia, es la función del modelo de OSI. 
2.2.2 Modelo OSI y Comunicación Entre los Sistemas 
La información que es transferida de un software de aplicación en un 
sistema informático a un software de aplicación en otro, debe pasar por las capas 
del OSI. Por ejemplo, si un software de aplicación en el sistema A tiene 
información a transmitir a un software de aplicación en el sistema B, el programa 
de aplicación en el sistema A pasará su información a la capa de aplicación (la 
capa 7) de la capa de aplicación del sistema A. Después pasa la información a la 
capa de presentación (la capa 6), que retransmite los datos a la capa de sesión 
(capa 5), etcétera hasta la capa física (capa 1). En la capa física, la información se 
pone en el medio físico de la red y se envía a través del medio al sistema B. 
Entonces la capa física del sistema B quita la información del medio físico, y 
entonces su capa física pasa la información hasta la capa de enlace de datos (la 
capa 2), que la pasa a la capa de red (capa 3), etcétera, hasta que alcanza la capa 
de aplicación (capa 7) del sistema B. Finalmente, la capa de aplicación del 
sistema B pasa la información al programa de aplicación del receptor para 
terminar el proceso de la comunicación. 
Figura 2 - 3 Comunicación del Modelo OSI con otras Capas. 
A continuación se mencionaran cada una de las capas del Modelo OSI y su 
función especifica dentro del modelo. 
2.2.2.1 La Capa Física Del Modelo OSI 
La capa física define las especificaciones eléctricas, mecánicas, procésales, 
y funcionales para activar, mantener, y desactivar el enlace físico entre los 
sistemas de red al comunicarse. Las especificaciones de la capa física definen 
características tales como niveles voltaicos, medición del tiempo en los cambios 
de voltaje, tarifas de datos físicas, distancias máximas de la transmisión, y 
conectares físicos. Las ¡mplementaciones de la capa física se pueden categorizar 
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Figura 2 - 4 La implementación de la capa física pueden ser especificaciones LAN o WAN 
2.2.2.2 La Capa De Enlace De Datos Del Modelo OSI 
La capa de enlace de datos proporciona un tránsito confiable de datos a 
través de un enlace físico de red. Diversas especificaciones de la capa de enlace 
de datos definen diversas características de red, estas hacen funciones de gestión 
incluyendo la dirección física, la topología de la red, la notificación del error, 
secuencias de tramas, y control de flujo. El direccionamiento físico (en 
comparación con el direccionamiento de red) define cómo los dispositivos se 
tratan en la capa de enlace de datos. La topología de la red consiste en las 
especificaciones de la capa de enlace de datos que definen a menudo cómo los 
dispositivos deben ser conectados físicamente, por ejemplo adentro una topología 
de bus o una topología de anillo. La notificación de error, alerta a protocolos de 
capas superiores, que ha ocurrido un error de transmisión, y la secuencia de 
tramas de datos, reordena las tramas que se transmitieron fuera de secuencia. 
Finalmente, el control de flujo modera la transmisión de datos para no abrumar el 
dispositivo de recepción con más tráfico que él puede dirigir contemporáneamente. 
El instituto de los ingenieros electrónicos y eléctricos (IEEE) ha subdividido 
la capa de trasmisión de datos en dos subcapas: Control Lógico de Enlace (LLC) 
y Control de Acceso al Medio (MAC). El Figura 1-5 ¡lustra las subcapas de IEEE 








Figura 2 - 5 La Capa De Enlace De Datos Contiene Dos Subcapas 
La subcapa de control Lógico de Enlace (LLC) de la capa de enlace de 
datos maneja las comunicaciones entre los dispositivos sobre un solo enlace en 
una red. El LLC se define en la especificación de IEEE 802,2 y apoya los servicios 
Orientados a no conexión y los Orientados a Conexión usados por protocolos de 
capas mas altas. El IEEE 802,2 define un número de campos en los marcos de la 
capa de enlace de datos que permiten a protocolos múltiples de la capas 
superiores compartir un solo enlace de datos físico. La subcapa de Control de 
Acceso al Medio (MAC) de la capa de enlace de datos maneja el acceso del 
protocolo al medio físico de la red. La especificación del MAC de IEEE define las 
direcciones del MAC, que permiten a los dispositivos múltiples identificarse uno del 
otro en la capa de trasmisión de datos. 
2.2.2.3 La Capa De Red Del Modelo OSI 
La capa de red define la dirección de red, a diferencia del MAC ADDRESS. 
Algunas implementaciones de la capa de red, tales como el Protocolo de Internet 
(IP), definen las direcciones de red de una manera que encaminan a sus destinos 
la información. La selección puede ser determinada sistemáticamente comparando 
la dirección de red de la fuente con la dirección de red de destino, y aplicando la 
mascara de subred. Porque esta capa define la disposición lógica de la red, los 
ruteadores pueden utilizar esta capa para determinar cómo enviar los paquetes. 
Debido a esto, mucho del trabajo del diseño y de la configuración para las redes 
sucede en la capa 3, la capa de red. 
2.2.2.4 La Capa De Transporte Del Modelo OSI 
La capa de transporte acepta datos de la capa de sesión y divide los datos 
en segmentos para el transporte a través de la red. Generalmente, la capa de 
transporte es responsable de cerciorarse de que los datos están sin error y en la 
secuencia apropiada. El control de flujo ocurre generalmente en la capa de 
transporte. El control de flujo maneja la transmisión de datos entre los dispositivos 
de modo que el dispositivo que transmite no envíe más datos que el dispositivo de 
recepción pueda procesar. La multiplexión permite a datos de varios usos ser 
transmitidos sobre un solo enlace físico. Los circuitos virtuales son establecidos, 
mantenidos, y terminados por la capa de transporte. El repaso de las faltas 
implica el crear varios mecanismos para detectar errores de la transmisión, 
mientras que la recuperación de error implica el actuar, por ejemplo solicitar que 
los datos estén retransmitidos, para resolver cualquier error que ocurra. Los 
protocolos del transporte usados en el Internet son TCP y UDP. 
2.2.2.5 La Capa De Sesión Del Modelo OSI 
La capa de sesión del modelo OSI establece, maneja, y termina sesiones 
de comunicación. Las sesiones de comunicación consisten en peticiones de 
servicio y mantienen las respuestas que ocurren entre los usos, situados en 
diversos dispositivos de red. Estas peticiones y respuestas son coordinadas por 
los protocolos implementados en la capa de sesión. Algunos ejemplos de 
implementación de la capa sesión, incluyen el Protocolo de Información de Zona 
(ZIP), el protocolo de Appletalk que coordina el proceso de enlace por nombres; y 
el Protocolo del Control de Sesión (SCP), el protocolo de capa de sesión de 
DECnet fase IV. 
2.2.2.6 La Capa De Presentación Del Modelo OSI 
La capa de presentación, proporciona una variedad de funciones de 
codificación y de conversión que se aplican a los datos de la capa de Aplicación. 
Estas funciones se aseguran que la información enviada de la capa de Aplicación, 
de un sistema fuera legible por la capa de Aplicación de otro sistema. Algunos 
ejemplos de los esquemas de la codificación y de la conversión de la capa de 
presentación incluyen formatos comunes de la representación de datos, la 
conversión de los formatos de carácter de la representación, esquemas comunes 
de la compresión de datos, y esquemas comunes del encríptado de datos. Los 
formatos comunes de la representación de datos, o el uso de la imagen estándar, 
del sonido, y de los formatos de video, permiten el intercambio de datos y su uso 
entre diversos tipos de sistemas informáticos. 
Los esquemas de la conversión son utilizados para intercambiar la 
información por los sistemas usando diversas representaciones de texto y de 
datos, tales como EBCDIC y ASCII. Los esquemas estándares de la compresión 
de datos permiten que los datos se compriman en el dispositivo fuente y que se 
descompriman correctamente en la destinación. Los esquemas estándares del 
cifrado o encríptado de datos permiten que los datos cifrados en el dispositivo de 
la fuente sean descifrados correctamente en la destinación. 
Las implementaciones de la capa de presentación no se asocian 
típicamente a un conjunto de protocolos en particular. Algunos estándares bien 
conocidos para el vídeo incluyendo a QuickTime y al grupo de expertos de la 
película (MPEG). QuickTime es una especificación en computadoras de Apple 
para vídeo y el audio, y el MPEG es un estándar para la compresión y la 
codificación video. Entre las imágenes gráficas bien conocidas existen los 
formatos como : el formato de intercambio de gráficos (GIF), el grupo de expertos 
fotográfico (JPEG), y el formato marcado con etiqueta del archivo de la imagen 
(tiff). El GIF es un estándar para comprimir y encríptar imágenes gráficas. El 
JPEG es otro estándar de la compresión y de la codificación para las imágenes 
gráficas, y el tiff es un formato estándar de la codificación para las imágenes 
gráficas. 
2.2.2.7 La Capa De Aplicación Del Modelo OSI 
La capa de Aplicación es la capa de OSI más cercana al usuario, esto 
significa que la capa de Aplicación del OSI y el usuario interactúan directamente 
con el software Aplicación 
Esta capa interactúa con los softwares de Aplicación que implementan un 
componente de comunicación. Tales programas de Aplicación caen fuera del 
alcance del modelo OSI. Las funciones de la capa de Aplicación incluyen 
típicamente identificar a las partes a comunicar, la determinación de disponibilidad 
del recurso, y sincronizar la comunicación. 
Al identificar a las partes a comunicar, la capa de Aplicación determina la 
identidad y la disponibilidad de las partes a comunicar para una aplicación con 
datos para transmitir. 
Al determinar disponibilidad del recurso, la capa de Aplicación debe decidir 
si existen los suficientes recursos de la red para la comunicación solicitada. 
En sincronizar la comunicación, toda la comunicación entre las aplicaciones 
requiere la cooperación que es manejada por la capa de Aplicación. Algunos 
ejemplos de las implementaciones de la capa de Aplicación incluyen el telnet, el 
Protocolo de Transferencia de Archivos (ftp), y el Protocolo Simple de Correo 
(smtp). 
2.3 Protocolos de Internet 
Los protocolos de Internet son los protocolos (no propietarios) de sistema 
abierto más populares del mundo porque pueden ser utilizados para comunicarse 
a través de redes implementadas e interconectadas y están igualmente bien 
definidas para LAN y sobre las comunicaciones de WAN. Los protocolos de 
Internet consisten en un conjunto de protocolos de comunicación, los cuales 
existen dos muy conocidos que son: Protocolo de Control de Transmisión (TCP) y 
el Protocolo de Internet (IP). El conjunto de Protocolo de Internet, incluye no sólo 
protocolos de las capas bajas (tales como TCP y IP), sino que también especifica 
usos comunes tales como correo electrónico, emulación terminal, y transferencia 
de archivos. 
Los protocolos del Internet primero fueron desarrollados a mediados de los 
años setenta, cuando el la Agencia de Defensa de investigaciones Avanzadas 
(DARPA) llegó a estar interesada en establecer una red de conmutación de 
paquetes, que facilitaría la comunicación entre los sistemas informáticos disímiles 
en las instituciones de investigación. Con una meta de conectividad heterogénea 
en mente, DARPA financió la investigación de la Universidad de Stanford y Bolt, 
Beranek, y Newman (BBN). El resultado de este esfuerzo del desarrollo era de un 
conjunto de Protocolos de Internet, a finales de los años 70. 
La documentación de los protocolos de Internet (ios nuevos o los protocolos 
revisados) y las políticas se especifican en los informes técnicos llamados 
Peticiones para Comentarios ( RFC's), que son publicados y después repasados y 
analizados por la comunidad del Internet. Los refinamientos del protocolo se 
publican en los RFC's nuevos. Para ilustrar el alcance de los protocolos del 
Internet, el Figura 1-6 cuenta con mapas de muchos de los protocolos de Internet 
y de sus capas correspondientes de OSI. Este capítulo trata los elementos y las 
operaciones básicos de éstos y otros protocolos dominantes del Internet. 
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Figura 2 - 6 El protocolo de Internet se muestra en la gama completa del modelo OS!. 
El Protocolo de Internet (IP) se encuentra en la capa red (protocolo de capa 
3) que contiene la dirección de información y de una cierta información de control 
que permita a los paquetes ser encaminados. El IP se documenta en el RFC 791 y 
es el protocolo primario de la capa de red. Junto con el Protocolo de Control de 
Transmisión (TCP), el IP representa el corazón de los protocolos de Internet. El IP 
tiene dos responsabilidades primarias: brindar comunicación no orientada a 
conexión, entrega del mejor esfuerzo de datagramas en una red; y proporciona la 
fragmentación y el nuevo ensamble de datagramas a los acoplamientos de los 
datos de apoyo de diversos tamaños de la unidad máxima de transmisión (MTU). 
2.3.1 Formato Del Paquete del IP 
Un paquete del IP contiene varios tipos de información, según lo ¡lustrado 
en el Figura 2 - 7. 
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Figura 2 - 7 Catorce campos abarcan un paquete de IP. 
La discusión siguiente describe los campos del paquete del IP ilustrados en 
el Figura 2 - 7: 
• Versión - indica la versión del IP usada actualmente. 
• Longitud del encabezado del IP (IHL) - indica la longitud del encabezado 
del datagrama en palabras 32-bit. 
• Tipo-de-Servicio - especifica cómo un protocolo de la superior-capa 
quisiera que un datagrama actual fuera manejado, y asigna a los 
datagramas varios niveles de importancia. 
• Longitud total - especifica la longitud, en octetos, del paquete entero de IP, 
incluyendo los datos y el encabezado. 
• Identificación - contiene un número entero que identifica el datagrama 
actual. Este campo se utiliza para ayudar a ensamblar fragmentos del 
datagrama. 
• Las banderas ~ consiste en un campo de 3-bit del cual los dos bits (menos 
significativos) de orden inferior controlan la fragmentación. El bit de peso 
inferior especifica si el paquete puede ser hecho fragmentos. El bit medio 
especifica si el paquete es el fragmento pasado en una serie de paquetes 
hechos fragmentos. El bit tercero o de categoría alta no se utiliza. 
• Fragmento compensado ~ indica la posición de los datos del fragmento 
concerniente al principio de los datos en el datagrama original, que permite 
que el proceso de IP de destinación reconstruya correctamente el 
datagrama original. 
• Tiempo-a-Vida - mantiene un contador que gradualmente se decrementa 
hacia abajo a cero, en ese punto se desecha el datagrama. Esto guarda los 
paquetes de transmisión sin fin. 
• Protocolo -- indica qué protocolo de la capa superior recibe los paquetes 
entrantes después de que el proceso de IP sea completo. 
• Suma de comprobación del encabezado - ayuda a asegurar la integridad 
del encabezado del IP. 
• Dirección de fuente -- especifica el nodo que envía. 
• Dirección de la destinación - especifica el nodo de recepción. 
• Las opciones - permite que el IP apoye varias opciones, tales como 
seguridad. 
• Los datos -- contiene la información de la capa superior. 
2.3.2 Dirección de IP 
Como con cualquier otro protocolo de capa red, el esquema de dirección del 
IP es integral al proceso de encaminar los datagramas de IP en una red. Cada 
dirección de IP tiene componentes específicos y sigue un formato básico. Estas 
direcciones de IP se pueden subdividlrse y utilizarse para crear direcciones para 
las subredes. 
Cada anfitrión en una red de TCP/IP se le asigna una dirección lógica de 
32-bit única que se divide en dos porciones principales: el numero de red y el 
numero de anfitrión. El numero de Red identifica una red y se debe asignar por el 
Centro de información de Red (InterNIC) si la red es ser parte del Internet. Un 
Proveedor de Internet (ISP) puede obtener bloques de direcciones de red del 
InterNIC y puede por si mismo asignar el espacio de direcciones como así lo 
requiera. El numero de anfitrión identifica un anfitrión en una red y es asignado 
por el administrador local de la red. 
2.3.3 El Formato de Dirección de IP 
La Dirección IP de 32-bit se agrupa en ocho bits a la vez, y es separado 
por puntos, y representada en el formato decimal (conocido como notación puntual 
decimal}. Cada bit en el octeto tiene un peso binario (128, 64, 32, 16, 8, 4, 2,1). El 
valor mínimo para un octeto es 0, y el valor máximo para un octeto es 255. El 
Figura 1-8 ilustra el formato básico de una IP. 
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Figura 2 - 8 Una Dirección de IP consiste en 32 bits, agrupados en cuatro octetos. 
2.3.4 Clases de Dirección de IP 
El IP soporta cinco diversas clases de las direcciones: A, B, C, D, y E. 
Solamente las clases A, B, y C están disponibles para el uso comercial. Los bits 
(de categoría alta) extremos izquierdos indican la clase de la red. La tabla 1-1 
proporciona la 
información de referencia sobre las cinco clases de Direcciones de IP. 
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Tabla 2 - 1 Información de referencia sobre las cinco clases de Direcciones IP 
1N = Numero de Red, H = Numero de Anfitrión 
2 una dirección es reservada para la dirección de difusión, y una dirección es 
reservada para la red. 
El Figura 2-9 ilustra el formato de las clases comerciales de las Direcciones 
de IP. (observe los bits de categoría alta en cada clase.) 
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Figura 2 - 9 La Dirección de IP se ajusta al formato A, B, y C, que está disponible para el uso 
comercial. 
Las clases de dirección puede ser determinada fácilmente examinando ai 
primer octeto de la dirección y ubicando ese valor a un rango de clases en la tabla 
siguiente. En una Dirección IP de 172.31.1.2, por ejemplo, el primer octeto es 172. 
Dado que 172 cae entre 128 y 191, 172.31.1.2 es una dirección de la clase B. El 
Figura 2-10 resume los rangos de valores posibles para el primer octeto de cada 
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Figura 2 - 1 0 Rango de valores posibles que existen para el primer octeto de cada clase de 
dirección. 
2.3.5 Dirección De Subred de IP 
Las redes de IP se pueden dividir en redes más pequeñas llamadas 
Subredes. Las Subredes brindan al administrador de red varias ventajas, 
incluyendo flexibilidad adicional, un uso más eficiente de direcciones de red, y la 
capacidad de contener tráfico de difusión (una difusión no cruzará un ruteador). 
Las Subredes están bajo administración local. Así que, el mundo exterior ve 
una organización como una sola red y no tiene ningún conocimiento detallado de 
la estructura interna de la organización. 
Una dirección de red dada se puede segmentar en muchas subredes. Por 
ejemplo, 172.16.1.0, 172.16.2.0, 172.16.3.0, y 172.16.4.0 son todas las subredes 
dentro de la red 171.16.0.0. (todo en Os en la porción del anfitrión de una dirección 
especifica de la red entera). 
2.3.5.1 Mascara de Subred de IP 
Una Dirección de subred es creada "pidiendo prestados" bits del campo del 
anfitrión y señalándolos como el campo de Subred. El número de bits prestados 
varía y es especificado por la mascara de Subred. El Figura 1-11 demuestra cómo 
los bits se piden prestados del campo de la dirección del anfitrión para crear el 
campo de dirección de Subred. 
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Figura 2 - 1 1 Los bits se piden prestados del campo de dirección del anfitrión para crear el campo 
de dirección de red. 
Las máscaras de subred utilizan la misma técnica de formato y de 
representación de direcciones de IP. La mascara de subred, sin embargo, tiene 1s 
binarios en todos los bits que especifican los campos de red y de subred, y Os 
binarios en todos los bits que especifiquen el campo del anfitrión. El Figura 1-12 
ilustra un ejemplo de la mascara de subred. 
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Figura 2 - 12 Un ejemplo de mascara de subred consiste en todos 1s y Os 
binarios. 
Los bits de la mascara de subred deben venir de los bits (extremos 
izquierdos) de categoría alta del campo del anfitrión, pues el Figura 1-13 los 
¡lustra. Los detalles de los tipos de mascara de subred de la clase B y de C a 
continuación se presentan. Las direcciones de la clase A no se discuten en este 
capítulo porque están generalmente en la subred en un límite de 8-bits. 
12B 84 32 16 
l i l i 
4 2 i 














Figura 2 - 13 Los bits de la mascara de subred vienen en los bits de categoría alta del campo del 
anfitrión. 
Varios tipos de máscaras de subred existen para las subredes de la clase B 
y de la C. 
La Mascara de subred por defecto para una dirección de la clase B que no 
tenga ninguna subred es 255.255.0.0, mientras que la mascara de subred para 
una dirección 171.16.0.0 de la clase B que especifique ocho bits de subred es 
255.255.255.0. La razón de esto es que existen ocho bits para subred (1 para la 
dirección de red y 1 para la dirección de difusión) = 254 posibles subredes, con 2 8 
- 2 = 254 anfitriones posibles por subred. 
La mascara de Subred para una dirección 192.168.2.0 de clase C que 
especifica cinco bits de subred es 255.255.255.248. Con cinco bits disponibles 
para segmentar, 2 5 - 2 = 30 subredes posibles, con 2 3 - 2 = 6 anfitriones por 
subred. 
Las tablas de referencia mostradas en la tabla 1-2 y la tabla 1-3 pueden ser 
utilizadas para planear redes de la clase B y de C, para determinar el número de 
subredes requeridas y de anfitriones, y la mascara de subred apropiada. 
Tabla 2 - 2 Tabla De Referencia De la Subred Clase B 
1 Numero 
. de Bits 
Mascara de Subred Numero de Subred Número de 
Anfitriones 
2 255.255.192.0 2 16382 
3 255.255.224.0 6 8190 
4 255.255.240.0 14 4094 
5 255.255.248.0 30 2046 
6 255.255.252.0 62 1022 
7 255.255.254.0 126 510 
8 255.255.255.0 254 254 
9 255.255.255.128 510 126 
10 255.255.255.192 1022 62 
11 255.255.255.224 2046 30 
12 255.255.255.240 4094 14 
13 255.255.255.248 8190 6 
14 255.255.255.252 16382 2 








Número de j 
Anfitriones 
2 255.255.255.192 2 62 
3 255.255.255.224 6 30 
4 
i 
255.255.255.240 14 14 
5 255.255.255.248 30 6 
6 255.255.255.252 62 2 
2.3.5.2 ¿Cómo las máscaras de Subred se utilizan para determinar 
el número de Subred? 
Los Ruteadores realizan un proceso para determinar la dirección de red (o 
más específicamente, de Subred). Primero, los ruteadores extraen la dirección de 
la destinación de IP del paquete entrante y recupera la mascara de subred interna. 
Entonces se realiza un AND lógico, una operación para obtener el numero de red. 
Esto hace que la porción del anfitrión de la dirección de destinación de IP pueda 
ser removida, mientras que sigue habiendo el numero de Red de destinación. Los 
ruteadores entonces ven el numero de Red y la envía a la interfaz saliente. 
Finalmente, transmite la trama a la Dirección IP de destinación. 
2.3.5.3 Operación Lógica AND 
Tres reglas básicas gobiernan la operación lógica "AND" de dos números 
binarios. Primera, 1 "AND" con 1 produce 1. En segundo lugar, 1 "AND" con 0 
produce 0. Finalmente, 0 "AND" con 0 produce 0. La tabla de verdad 
proporcionada en la tabla 2-4 ilustra las reglas para las operaciones lógicas AND. 
Tabla 2 - 4 Reglas para las operaciones lógicas AND 
Entrada Entrada Salida 
1 1 1 




0 0 0 
Dos pautas simples existen para recordar las operaciones lógicas del AND : 
La AND lógica de un 1 con un 1 produce el valor original, y lógicamente un "AND" 
de un 0 con cualquier número produce un 0. 
El Figura 2-14 ¡lustra que cuando un AND lógico de una Dirección de IP de 
destinación y de su mascara de Subred se realiza, el número de Subred se 












Figura 2 - 14 La aplicación de un AND lógico a la IP de destinación con su mascara de subred 
produce el número de subred. 
2.3.6 Protocolo de resolución de Direcciones (ARP) 
Para que dos máquinas en una red dada se comuniquen, deben saber las 
direcciones físicas de la máquina (o MAC). Difundiendo el protocolo de resolución 
de direcciones (ARP's), un anfitrión puede descubrir dinámicamente la dirección 
de la capa MAC que corresponde a una dirección en particular de la capa de red 
de IP. 
Después de recibir una dirección de la capa MAC, los dispositivos de IP 
crean una memoria de ARP para almacenar la dirección recientemente adquirida 
de la relación IP-a-MAC, así evitando tener que difundir A R P S cuando desean 
reconectarse a un dispositivo. Si el dispositivo no responde dentro de un marco 
de tiempo especificado, se limpia la memoria. 
Además el Protocolo reverso de resolución de direcciones (RARP) se utiliza 
para ubicar las direcciones de la capa MAC a las direcciones del IP. El RARP, 
que es lo contrarío lógicamente de ARP, se pude utilizar por las estaciones de 
trabajo sin disco duro que no saben sus direcciones de IP cuando son encendidas. 
El RARP confía en la presencia de un servidor de RARP con una tabla de 
ubicación de las direcciones de la capa MAC-a-IP. 
2.4 Encaminamiento de Internet 
Los dispositivos de encaminamiento de Internet tradicionalmente se han 
llamado puertas de enlaces. En terminología de hoy, sin embargo, las puertas de 
enlace se refieren específicamente a un dispositivo que realice la traducción de 
protocolos de la capa aplicación entre los dispositivos. Las puertas de enlace 
interiores se refieren a los dispositivos que realizan estas funciones, que se 
encuentran bajo el mismo control de administración o autoridad de red, tal como 
una red interna de una corporación. Éstos se conocen como sistemas autónomos. 
Las puertas de enlace realizan funciones del protocolo entre las redes 
independientes. 
Los ruteadores dentro del Internet se organizan jerárquicamente. Los 
ruteadores usados para el intercambio de información dentro de sistemas 
autónomos se llaman ruteadores interiores, que utilizan una variedad de 
protocolos interiores (IGPs) para lograr este propósito. El Protocolo de 
encaminamiento de información (RIP) es un ejemplo de un IGP. 
Los ruteadores que mueven la información entre los sistemas autónomos se 
llaman ruteadores exteriores. Estos ruteadores utilizan un Protocolo Exterior de 
puerta de enlace para intercambiar la información entre los sistemas autónomos. 
El Protocolo de Puerta de Enlace Fronterizo (BGP) es un ejemplo de un Protocolo 
de Puerta de Enlace exterior. 
2.4.1 Encaminamiento de IP 
Los protocolos de encaminamiento de IP son dinámicos. El 
encaminamiento dinámico busca calcular rutas automáticamente en los intervalos 
regulares por el software en dispositivos de encaminamiento. Esto se pone en 
contraste con el encaminamiento estático, donde las rutas son establecidas por el 
administrador de red y no cambian hasta que el administrador de la red las 
cambie. 
Una tabla de encaminamiento de IP, consiste en la dirección de destinación/ 
siguiente salto, se utiliza para permitir la encaminamiento dinámico. Una entrada 
en esta tabla, por ejemplo, sería interpretada como sigue: para conseguir a la red 
172.31.0.0. envíe el paquete fuera de la interfaz 0 (EO) de Ethernet. 
El encaminamiento de IP especifica que los datagramas de IP viajan a 
través de la red un salto a la vez. La ruta entera no se sabe en el inicio del viaje. 
En lugar, en cada parada, la destinación siguiente es calculada emparentando la 
dirección de destinación dentro del datagrama con una entrada en la tabla de 
encaminamiento del nodo actual. 
La implicación de cada nodo en el proceso de encaminamiento se limita a la 
expedición de paquetes basados en la información interna. Los nodos no 
supervisan si los paquetes consiguen su destinación final, ni el IP prevé el error 
para divulgarlo de nuevo a la fuente al ocurrir anomalías. Esta tarea se deja a otro 
Protocolo de Internet, el protocolo de control de mensaje de Internet (ICMP). 
2.5 Protocolo de control de mensaje del Internet (ICMP) 
El protocolo de control de mensaje de Internet (ICMP), es un Protocolo de 
Internet de la capa red que proporciona mensajes de paquetes para informar 
errores y otra información con respecto al paquete de IP que se procesa de nuevo 
a la fuente. El ICMP se documenta en el RFC 792. 
2.5.1 Mensajes de ICMP 
Los mensajes ICMP's generan varias clases de mensajes útiles, incluyendo 
la destinación inalcanzable, petición del eco y la contestación, redireccionamiento, 
tiempo excedido, y de anuncio de ruteadores y de solicitación de ruteador. Si un 
mensaje de ICMP no puede ser entregado, ningún otro será generado. Éste debe 
evitar una inundación sin fin de mensajes de ICMP. 
Cuando un mensaje de destinación inalcanzable del ICMP es enviado por 
un ruteador, significa que el ruteador no puede enviar el paquete a su destinación 
final. EL ruteador entonces desecha el paquete original. Dos razones existen 
para que una destinación pueda ser inalcanzable. Lo más comúnmente posible, 
es que el anfitrión de la fuente ha especificado una dirección no existente. Con 
menos frecuencia, el ruteador no cuenta con una ruta a la destinación. 
Los mensajes de Destinación inalcanzables incluyen cuatro tipos básicos: 
la red inalcanzable, anfitrión inalcanzable, el protocolo Inalcanzable, y el puerto 
inalcanzable, los mensajes de Red inalcanzable significan generalmente que una 
falta ha ocurrido en el encaminamiento o la dirección de un paquete, los mensajes 
Anfitrión inalcanzables indican generalmente la falta de entrega, tal como una 
mascara de subred incorrecta. Los mensajes de Protocolo inalcanzables significan 
generalmente que la destinación no soporta el protocolo de la capa superior 
especificada en el paquete. Los mensajes de Puerto inalcanzables implican que el 
socket o el puerto del TCP no está disponible. 
Un mensaje de ICMP de petición de eco, que es generado por el comando 
del Ping, es enviado por cualquier anfitrión para probar si el nodo es alcanzable a 
través de una red. El ICMP eco contesta el mensaje indicando que el nodo puede 
ser alcanzado con éxito. 
Un mensaje de ICMP de redireccionamiento es enviado por el ruteador al 
anfitrión fuente para estimular un encaminamiento más eficiente. El ruteador 
todavía remite el paquete original a la destinación. El mensaje de 
redireccionamiento de ICMP permite que las tablas de encaminamiento del 
anfitrión sigan siendo pequeñas porque es necesario saber la dirección de 
solamente un ruteador, incluso si este ruteador no proporciona la mejor 
trayectoria. Incluso después de recibir un mensaje de redireccionamiento de 
ICMP, algunos dispositivos pueden continuar usando la ruta menos eficiente. 
Un mensaje de Tiempo excedido ICMP es enviado por el ruteador si el 
Tiempo de vida de un paquete de IP alcanza un cero (expresado en saltos o 
segundos). El tiempo de Vida evita que los paquetes circulen continuamente en la 
red si la red contiene un bucle de encaminamiento. El ruteador entonces desecha 
el paquete original. 
2.5.2 ICMP Protocolo descubridor de Ruteadores (IDRP) 
Los mensajes de Anuncio de ruteador y de Solicitación de Ruteador en las 
aplicaciones de IDRP se utiliza para descubrir fas direcciones, en los ruteadores 
en subredes directamente unidas. Cada ruteador periódicamente, transmite 
Anuncios de Ruteador en cada una de sus interfaces. Los anfitriones entonces 
descubren direcciones de ruteadores en subredes directamente unidas 
escuchando estos mensajes. Los anfitriones pueden utilizar mensajes de 
Solicitación de Ruteador para más bien solicitar los anuncios inmediatos, que para 
esperar mensajes no solicitados. 
IRDP ofrece varias ventajas sobre otros métodos de descubrir direcciones 
de ruteadores vecinos. Sobre todo, no requiere que los anfitriones reconozcan los 
protocolos de encaminamiento, ni requiere la configuración manual de un 
administrador. 
Los mensajes de Anuncios de Ruteador permiten a los anfitriones descubrir 
la existencia de las ruteadores vecinos, pero no que el ruteador es la mejor 
trayectoria para alcanzar una destinación particular. Si un anfitrión utiliza un 
ruteador pobre de primero salto para alcanzar una destinación particular, recibe un 
mensaje de redireccionamiento que identifica una opción mejor. 
2.6 Protocolo de Control de Transmisión (TCP) 
El TCP proporciona una transmisión confiable de datos en un ambiente de 
IP. El TCP corresponde a la capa de transporte (capa 4) del MONDELO DE 
REFERENCIA OSI. Entre los sen/icios que el TCP proporciona están la 
transferencia de datos, la contabilidad, el control de flujo eficiente, la operación 
full-duplex, y la multiplexíón. 
Con la transferencia de datos, el TCP entrega un flujo datos no estructurado 
de los octetos identificados por una secuencia de números. Este servicio beneficia 
en usos, porque no tienen que dividir los datos en bloques antes de detener el 
TCP. En ves de eso, TCP agrupa octetos en segmentos y los pasa al IP para la 
entrega. 
El TCP ofrece confiabilidad proporcionando una entrega confiable en una 
conexión orientada punto a punto, del paquete en la red. Hace esto ordenando 
octetos con un número del reconocimiento de expedición que indique la 
destinación del octeto siguiente que la fuente espera recibir. Los octetos no 
reconocidos dentro de un período especificado se retransmiten. El mecanismo de 
la confiabilidad del TCP permite que los dispositivos traten el perdido, retraso, la 
duplicación, o los paquetes de la mala interpretación. Un mecanismo de 
temporalización permite que los dispositivos detecten los paquetes perdidos y que 
soliciten la retransmisión. 
El TCP ofrece el control de flujo eficiente, que significa que, al enviar 
reconocimientos de nuevo a la fuente, el proceso de recepción del TCP indica el 
número de trama más alto que se puede recibir sin desbordar sus almacenadores 
intermedios internos. 
La operación full-duplex significa que los procesos del TCP se pueden 
enviar y recibir al mismo tiempo. 
Finalmente, la multiplexión de TCP significa que numerosas conversaciones 
simultáneas de la capa superior se pueden multiplexar sobre una sola conexión. 
2.7 ¿Qué Es encaminamiento? 
El encaminamiento es el acto de mover la información a través de una red 
de una fuente a una destinación. A lo largo de la red, por lo menos un nodo 
intermedio se encuentra. El encaminamiento se pone en contraste a menudo con 
la conmutación por puente, que pude parecerse para lograr la misma cosa a un 
observador ocasional. La diferencia primaria entre los dos es que la conmutación 
por puente ocurre en la capa 2 (la capa de acoplamiento) del MODELO DE 
REFERENCIA OSI, mientras que el encaminamiento ocurre en la capa 3 (la capa 
de red). Esta distinción provee al encaminamiento y a la conmutación por puente 
sobre diversa información en el uso en el proceso de mover la información desde 
la fuente a la destinación, así que las dos funciones logran sus tareas de diversas 
maneras. 
El asunto del encaminamiento se ha cubierto en la literatura de la 
informática por más de dos décadas, pero el encaminamiento alcanzó renombre 
comercial a mediados de los años ochenta. La razón primaria de este retraso de 
tiempo es que las redes en los años 70 eran ambientes simples, homogéneos. 
Hace solamente relativamente poco tiempo la redes grandes llegaron a ser 
popular. 
2.7.1 Componentes Del Encaminamiento 
El encaminamiento implica dos actividades básicas: determinación de las 
trayectorias óptimas de encaminamiento y el transporte de los grupos de 
información (típicamente llamados paquetes) en una red. En el contexto del 
proceso de encaminamiento, el último de éstos se refiere como conmutación de 
conjunto de bits. Aunque la conmutación de conjunto de bits es relativamente 
directa, la determinación de la trayectoria puede ser muy compleja. 
2.7.2 Determinación De la Trayectoria 
Los protocolos de encaminamiento utilizan métricas para evaluar qué 
trayectoria será la mejor para que viaje un paquete. Una métrica es un estándar de 
medida, tal como el ancho de banda de la trayectoria, que es utilizada por 
algoritmos para encaminar y para determinar la trayectoria óptima a una 
destinación. Para ayudar al proceso de la determinación de trayectoria, los 
algoritmos de encaminamiento inicializan y mantienen las tablas de 
encaminamiento, que contienen la información de la ruta. La información de la ruta 
varía dependiendo del algoritmo de encaminamiento usado. 
Los algoritmos de encaminamiento llenan las tablas de encaminamiento de 
una variedad de información. Las asociaciones de Destilación/ siguiente salto 
dicen al ruteador que una destinación particular pueda ser alcanzada 
óptimamente, enviando el paquete a un ruteador en particular, que representa el 
"salto siguiente" en la manera de la destinación final. Cuando un ruteador recibe 
un paquete entrante, comprueba la dirección de destinación y procura asociar esta 
dirección a un salto siguiente. El Figura 1-15 representa una tabla de 
encaminamiento de destilación/ siguiente salto 
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Figura 2 - 1 5 Las asociaciones de destinación/ Siguiente salto determinan la trayectoria óptima 
de los datos 
Las tablas de encaminamiento también pueden contener la otra 
información, tal como datos sobre la trayectoria mas deseable. Los ruteadores 
comparan métricas para determinar las rutas óptimas, y estas métricas se 
diferencian dependiendo del diseño del algoritmo de encaminamiento usado. Una 
variedad de métricas común será introducida y descrita más adelante en este 
capítulo. 
Los ruteadores se comunican el uno con el otro y mantienen sus tablas de 
encaminamiento a través de la transmisión de una variedad de mensajes. El 
mensaje de actualización de encaminamiento es un mensaje que consiste 
generalmente de toda o una porción de una tabla de encaminamiento. Analizando 
actualizaciones de encaminamiento el resto de los ruteadores, que pueden 
construir un Figura detallado de la topología de la red. Un anuncio de estado de 
enlace, es otro ejemplo de un mensaje enviado entre los ruteadores, que informa a 
otros ruteadores el estado de los enlaces del remitente. La información de enlace 
también se puede utilizar para construir un Figura completo de la topología de la 
red para permitir a los ruteadores determinar las rutas óptimas en las 
destinaciones de red. 
2.7.3 Conmutación 
Los algoritmos de Conmutación es relativamente simple; es igual para la 
mayoría de los protocolos de la encaminamiento. En la mayoría de los casos, un 
anfitrión para determinar como enviar un paquete a otro anfitrión, adquiere la 
dirección de un ruteador por algunos medios, el anfitrión fuente envía un paquete 
enviado específicamente a un ruteador de dirección física (capa de Control de 
Acceso al Medio [ MAC]), este a su vez con la dirección del protocolo (capa de 
red) del anfitrión de destinación. 
Pues examina la dirección del protocolo de la destinación del paquete, el 
ruteador se determina que sabe o no sabe remitir el paquete al salto siguiente. Si 
el ruteador no sabe remitir el paquete, cae típicamente el paquete. Si el ruteador 
sabe remitir el paquete, sin embargo, cambia la dirección física de la destinación al 
salto siguiente y transmite el paquete. 
El salto siguiente puede ser el último anfitrión de destinación. Si no, el salto 
siguiente es generalmente otro ruteador, que ejecuta el mismo proceso de 
decisión de conmutación. Mientras que el paquete se mueve en la red, su 
dirección física cambia, solamente su constante es la dirección de protocolo, 
según lo Ilustrado en el Figura 5-16. 
La discusión precedente describe el cambiar entre una fuente y un sistema 
extremo de destinación. La Organización internacional de Estándares (ISO) ha 
desarrollado una terminología jerárquica que es útil en describir este proceso. 
Usando esta terminología, los dispositivos de red tienen la capacidad para remitir 
los paquetes entre las subredes y se llaman sistemas de extremos (ES's), 
mientras que los dispositivos de red con estas capacidades se llaman sistemas 
intermedios (IS's) . Los IS's se dividen más a fondo en los que pueden 
comunicarse dentro de los dominios de encaminamiento ( los IS del intradominio) 
y los que comunican a ambos en y entre los dominios de encaminamiento {IS's de 
interdominio ). Un dominio de encaminamiento generalmente se considera una 
porción de una red bajo autoridad administrativa común que es regulada por un 
sistema particular de pautas administrativas. Los dominios de encaminamiento 
también se llaman sistemas autónomos. Con ciertos protocolos, encaminamientos 
de dominios se puede dividir en áreas de encaminamiento, pero los protocolos de 
encaminamiento de intradominio todavía se utilizan para transmitir en y entre 
áreas. 
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Figura 2 - 1 6 Numerosos ruteadores pueden entrar en funciones durante el proceso de la 
Conmutación 
2.7.4 Algoritmos De Encaminamiento 
Los algoritmos de encaminamiento se pueden distinguir basándose en 
varias características dominantes. Primero, las metas particulares del diseñador 
del algoritmo afectan la operación del protocolo de la encaminamiento que resulta. 
En segundo lugar, varios tipos de algoritmos de encaminamiento existen, y cada 
algoritmo tiene un diverso impacto en los recursos de la red y del ruteador. 
Finalmente, los algoritmos de encaminando utilizan una variedad de métricas que 
afecten el cálculo de rutas óptimas. 
2.7.4.1 Metas Del Diseño 
Los algoritmos de encaminamiento tienen a menudo una o más, de las 
metas de diseño siguientes: 
• Optimización 
• Simplicidad y gastos indirectos bajos 
• Robustez y estabilidad 
• Convergencia rápida 
• Flexibilidad 
La Optimización refiere a la capacidad del algoritmo de encaminamiento 
para seleccionar la mejor ruta, que depende de la métrica y del peso de las 
métricas usadas para hacer el cálculo. Por ejemplo, un algoritmo de 
encaminamiento puede utilizar un número de saltos y pausas, pero puede tener 
pausas más pesadas en el cálculo. Naturalmente, los protocolos encaminamiento 
debe definir sus algoritmos métricos del cálculo terminantemente. 
Los algoritmos de encaminamiento también se diseñan para ser tan simples 
como sea posible. Es decir el algoritmo de encaminamiento debe ofrecer una 
funcionalidad eficientemente, con un mínimo de software y de utilización. La 
eficacia es particularmente importante cuando el software que pone el algoritmo 
de encaminamiento en ejecución debe funcionar en una computadora con 
recursos físicos limitados. 
Los algoritmos de encaminamiento deben ser robustos, que significa que él 
debe de encarar y realizar correctamente sus funciones, adentro de circunstancias 
inusuales o imprevistas, tales como fallas de hardware, condiciones de cargas 
altas, e implementaciones incorrectas. Porque los ruteadores están situados en los 
puntos centrales de la red, y pueden causar problemas considerables cuando 
fallan. Los mejores algoritmos de encaminamiento son a menudo los que han 
soportado la prueba del tiempo y que han probado su estabilidad bajo una 
variedad de condiciones de red. 
Además, los algoritmos de encaminamiento deben converger rápidamente. 
La convergencia es el proceso de poner de acuerdo a todos los ruteadores, en las 
rutas óptimas. Cuando sucede un acontecimiento en la red que causa que las 
rutas se caigan o se hagan indisponibles, los ruteadores distribuyen los mensajes 
de actualización de encaminamiento en las redes involucradas, estimulando el 
recálculo de rutas óptimas y haciendo eventualmente que todas los ruteadores 
convengan en estas rutas. Los algoritmos de encaminamiento que convergen 
lentamente pueden causar bucles de encaminamiento o interrupciones de la red. 
En el bucle de encaminamiento exhibido en el Figura 5-17, un paquete llega al 
ruteador 1, el ruteador 1 del T1 del tiempo se ha puesto al día ya se sabe así que 
la ruta óptima a la destinación es llamada para el ruteador 2 para ser la parada 
siguiente. El ruteador 1 por lo tanto remite el paquete al ruteador 2, pero porque 
este ruteador todavía no se ha puesto al día, se cree que el salto siguiente óptimo 
es el ruteador 1. El ruteador 2 por lo tanto remite el paquete de nuevo al ruteador 
1, y el paquete continúa transmitiéndose hacia atrás entre los dos ruteadores 
hasta que el ruteador 2 recibe su actualización de encaminamiento o hasta que el 
paquete se ha pasado del tiempo de espera permitido. 
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Figura 2 - 1 7 Los bucles lentos de convergencia y de encaminamiento pueden obstaculizar 
progreso 
Los algoritmos de encaminamiento deben también ser flexibles, que 
significa que él debe adaptarse rápidamente y exactamente a una variedad de 
circunstancias de red. Asuma, por ejemplo, que ha ido de un segmento de red 
abajo, tantos como que los algoritmos de encaminamiento son enterados del 
problema, ellos seleccionarán rápidamente la trayectoria más conveniente a ese 
segmento. Los algoritmos de encaminamiento se pueden programar para 
adaptarse a los cambios en la ancho de banda de la red, el tamaño de la cola del 
ruteador, y la retraso de red , entre otras variables. 
2.7.4.2 Tipos de Algoritmos 
Los algoritmos de encaminamiento se pueden clasificar por el tipo. Las 
diferencias dominantes incluyen éstas: 
• Estático contra Dinámico 
• Unicamino contra caminos múltiples 
• Plano contra jerárquico 
• Huéspedes inteligentes contra ruteadores inteligentes. 
• Intra dominio contra ínter dominio. 
• Estado de enlace contra Vector de Distancia 
2.7.4.2.1 Estático Contra Dinámico 
Los algoritmos estáticos de encaminamiento son apenas algoritmos del 
todo, pero son mapas de la tabla establecidos por el administrador de red desde el 
principio del encaminamiento. Estos mapas no cambian a menos que el 
administrador de red los altere. Los algoritmos que utilizan las rutas estáticas son 
simples de diseñar y trabajar bien en ambientes donde es relativamente fiable el 
tráfico de red y donde es relativamente simple el diseño de la red. 
Porque los sistemas estáticos de encaminamiento no pueden reaccionar a 
los cambios de la red, generalmente se consideran inadecuados para las redes 
grandes, que constantemente cambian. La mayoría de los algoritmos dominantes 
de encaminamiento en la actualidad son los algoritmos dinámicos de 
encaminamiento, que se ajustan a las circunstancias de red cambiantes, 
analizando mensajes entrantes de actualización de encaminamiento. Si el 
mensaje indica que ha ocurrido un cambio en la red, el software de 
encaminamiento recalcula las rutas y envía nuevos mensajes de actualización de 
encaminamiento. Estos mensajes impregnan la red, estimulando los ruteadores 
para volver a efectuar sus algoritmos y para cambiar sus tablas de 
encaminamiento por consiguiente. 
Los algoritmos dinámicos de encaminamiento se pueden suplir con las rutas 
estáticas cuando sea apropiado. Un ruteador de ultimo recurso (un ruteador al cual 
se envían todos los paquetes no encaminables), por ejemplo, se puede señalar 
para actuar como depósito para todos los paquetes encaminables, asegurándose 
de que todos los mensajes están manejados por lo menos de una cierta manera. 
2.7.4.2 Unicamino contra caminos múltiples 
Algunos protocolos sofisticados de encaminamiento apoyan las trayectorias 
múltiples a la misma destinación. De distinta manera de los algoritmos de 
Unicamino, estos algoritmos multidireccionales permiten el tráfico y se multiplexan 
en líneas múltiples excesivas. Las ventajas de algoritmos multidireccionales son 
obvias: Pueden proporcionar un rendimiento de procesamiento y una confiabilidad 
substancial mente mejores. Esto se llama generalmente el compartir carga. 
2.7.4.3 Plano contra jerárquico 
Algunos algoritmos de encaminamiento funcionan en un espacio plano, 
mientras que otros utilizan encaminamiento por jerarquías. En un sistema plano 
de encaminamiento, los ruteadores son punto a punto de todos los demás. En un 
sistema del encaminamiento jerárquico, la forma en que algunas ruteadores que 
forman una espina dorsal de encaminamiento (backbone). Los paquetes de los 
ruteadores que no pertenecen a la espina dorsal viajan a los ruteadores de la 
espina dorsal (backbone), donde se envían a través de la espina dorsal hasta que 
alcanzan el área general de destinación. En este punto, viajan de los ruteadores 
pasando de la espina dorsal a través de uno o más ruteadores que no pertenecen 
al backbone hasta la destinación final. 
Los sistemas de encaminamiento señalan a menudo los grupos lógicos de 
nodos, llamados dominios, de sistemas autónomos, o de áreas. En sistemas 
jerárquicos, algunos ruteadores en un dominio pueden comunicarse con los 
ruteadores en otros dominios, mientras que otros pueden comunicarse solamente 
con los ruteadores dentro de su dominio. En redes muy grandes, los niveles 
jerárquicos adicionales pueden existir, con los ruteadores en el nivel jerárquico 
más alto que forma la espina dorsal de encaminamiento. 
La ventaja primaria del ruteo jerárquico es que mimetiza la organización de 
la mayoría de las compañías y por lo tanto apoya sus patrones de tráfico bien. La 
mayoría de la comunicación de red ocurre dentro de los grupos de compañías 
pequeñas (dominios). Porque los ruteadores de interdominio necesitan saber 
solamente sobre otros ruteadores dentro de su dominio, sus algoritmos de 
encaminamiento pueden ser simplificados, dependiendo del algoritmo de 
encaminamiento que es utilizado, el tráfico de actualización de encaminamiento se 
puede reducir por consiguiente. 
2.7.4.4 Huéspedes inteligentes contra ruteadores inteligentes. 
Algunos algoritmos de encaminamiento asumen que el nodo del final de la 
fuente determinará la ruta entera. Esto se refiere generalmente como 
encaminamiento de fuente. En sistemas de encaminamiento fuente, los ruteadores 
actúan simplemente como dispositivos de colocación y transmisión, enviando el 
paquete a la parada siguiente. 
Otros algoritmos asumen que los anfitriones no saben nada sobre las rutas. 
En estos algoritmos, los ruteadores determinan la trayectoria con la red basada en 
sus propios cálculos. En el primer sistema, los anfitriones tienen la inteligencia de 
encaminamiento 
2.7.4.5 Intradominio Contra ínter Dominio. 
Algunos algoritmos de encaminamiento trabajan solamente dentro de 
dominios; otros trabajan en y entre dominios. La naturaleza de estos dos tipos de 
algoritmos es diferente. Está parada para razonar, por lo tanto, que un algoritmo 
óptimo de intradominio de encaminamiento no sería necesariamente un algoritmo 
óptimo de encaminamiento de interdominio. 
2.7.4.6 Estado de enlace contra Vector de Distancia 
Los algoritmos de estado de enlace (también conocidos como algoritmos de 
primer trayectoria más corta) se involucran en la Información de encaminamiento a 
todos los nodos en la red. Cada ruteador, sin embargo, envía solamente la 
porción de la tabla de encaminamiento que describe el estado de sus propios 
enlaces. En algoritmos de estado de enlace, cada ruteador construye una 
pictografía de la red entera en sus tablas de encaminamiento. Los algoritmos de 
vector de distancia (también conocidos como algoritmos de Bellman-Ford) llaman 
a cada ruteador para que envíe toda o una cierta porción de su tabla de 
encaminamiento, pero solamente a sus vecinos. Esencialmente, los algoritmos de 
estado de enlace envían actualizaciones pequeñas por todas partes, mientras que 
los algoritmos de vector de distancia envían actualizaciones más grandes 
solamente a las ruteadores vecinos. Los algoritmos del vector de distancia saben 
solamente sobre sus vecinos. 
Porque convergen más rápidamente, los algoritmos de estado de enlace 
son algo menos propensos a los bucles de encaminamiento que los algoritmos del 
vector de distancia. Por otra parte, loé algoritmos de estado enlace- requieren 
más energía y memoria del CPU que algoritmos del vector de distancia, los 
algoritmos del estado de enlace, por lo tanto, pueden ser más costosos en 
implementar y soportar. Los protocolos de estado de Enlace que son 
generalmente más escalables que ios protocolos de vector de distancia. 
2.7.5 Métricas de Encaminamiento 
Las tablas de encaminamiento contienen la información usada para 
conmutar y seleccionar la mejor ruta. ¿Pero cómo, las tablas de encaminamiento 
se construyen específicamente? ¿Cuál es la naturaleza específica de la 
información que contiene? ¿Cómo los algoritmos de encaminamiento determinan 
que una ruta es preferible a otras? 
Los algoritmos de encaminamiento han utilizado muchas métricas para 
determinar la mejor ruta. Los algoritmos sofisticados de encaminamiento pueden 
basar la selección de ruta en la métrica múltiple, combinándola en una sola 
métrica (híbrida). Se han utilizado todas las métricas siguientes: 
• Longitud de trayectoria 
• Confiabilidad 
• Retardo 
• Ancho de Banda 
• Carga 
• Costos de Comunicación 
La longitud de trayectoria es la métrica más común de encaminamiento. 
Algunos protocolos de encaminamiento permiten que los administradores de red 
asignen costos arbitrarios a cada enlace de red. En este caso, la longitud de 
trayectoria es la suma de los costos asociados a cada enlace. Otros protocolos de 
encaminamiento definen la cuenta de los saltos, una métrica que especifica el 
número de pasos a través de dispositivos de red, tales como ruteadores, que un 
paquete debe tomar de camino desde una fuente a una destinación. 
La confiabilidad, en el contexto de los algoritmos de encaminamiento, se 
refiere a la formalidad (descrita generalmente en los términos del rango del bit-
error) de cada enlace de red. Algunos enlaces de red pudieran caerse más a 
menudo que otros. Después de que una red falle, ciertos enlaces de red se 
pudieran reparar más fácilmente o más rápidamente que otros enlaces. Cualquier 
factor de confiabilidad se puede considerar como la asignación de los grados de 
confiabilidad, que son valores numéricos arbitrarios asignados generalmente a los 
enlaces de red por los administradores de red. 
El retraso de encaminamiento se refiere a la cantidad del tiempo requerido 
para mover un paquete desde la fuente a la destinación con la red interna. El 
retraso depende de muchos factores, incluyendo el ancho de banda de la red del 
enlace, el puerto hace una cola en cada ruteador de manera que, crea congestión 
de red en todos los enlaces de red, y de la distancia física de transmisión. Porque 
el retraso es una conglomeración de varias variables importantes, es una métrica 
común y útil. 
El ancho de banda se refiere a la capacidad disponible del tráfico de un 
enlace. En igualdad de circunstancias, un enlace de Ethernet 10-Mbps sería 
preferible a una línea arrendada de 64-kbps. Aunque el ancho de banda es un 
grado de rendimiento de procesamiento alcanzable máximo en un enlace, las 
rutas con enlaces con mayor ancho de banda no proporcionan necesariamente 
rutas mejores que las rutas con enlaces más lentos. Por ejemplo, si un enlace 
más rápido está más ocupado, el tiempo real requerido para enviar un paquete a 
la destinación podría ser mayor. 
La carga se refiere al grado a el cual un recurso de red, tal como un 
ruteador, está ocupado. La carga se puede calcular en una variedad de maneras, 
incluyendo la utilización del CPU y los paquetes procesados por segundo. La 
supervisión de estos parámetros sobre una base continua puede ser recurso 
intensivo por sí mismo. 
El costo de la comunicación es otra métrica importante, especialmente 
porque algunas compañías pueden no cuidar sobre funcionamiento tanto como 
cuidan sobre gastos de funcionamiento. Aunque el retraso de línea puede ser más 
larga, ellos enviará excedente de los paquetes sus propias líneas más bien que a 
través de las líneas públicas que cuestan el dinero por tiempo de uso. 
2.7.6 Protocolos de Red 
Los protocolos encaminados son transportados por protocolos de 
encaminamiento a través de una red. En general los protocolos encaminados, en 
este contexto también se refiere como protocolos de red. Estos protocolos de red 
realizan una variedad de funciones requeridas para la comunicación entre las 
aplicaciones de usuario, entre los dispositivos de fuente y de destinación, y estas 
funciones pueden diferenciarse extensamente entre los protocolo. Los protocolos 
de red ocurren en las cinco capas superiores del MODELO DE REFERENCIA 
OSI: la capa de red, la capa de transporte, la capa de sesión, la capa de 
presentación, y la capa de Aplicación. 
La confusión sobre los términos protocolo encaminado y protocolo de 
encaminamiento es común. Los protocolos encaminados son los protocolos que 
se encaminan sobre una red interna. Por ejemplos como los protocolos Internet 
Protocol (IP), DECnet, Appletalk, Novell NetWare, OSI, VIDES de Banyan, y el 
Xerox Network System (XNS). El protocolo encaminamiento, por otra parte, son 
los protocolos que implementan algoritmos de encaminamiento. Puesto que 
simplemente, los protocolos de encaminamiento son utilizados por los sistemas 
intermedios para construir las tablas usadas en la determinación y selección de 
trayectorias de protocolos encaminados. Los ejemplos de estos protocolos 
incluyen el protocolo interior de la encaminamiento de puerta de enlace (IGRP), el 
protocolo interior mejorado de encaminamiento de puerta de enlace (IGRP 
mejorado), la primera trayectoria más corta abierta (OSPF), Los Protocolos de 
Puertas de Enlace Exteriores (EGP), el Protocolo de Puerta de enlace de Frontera 
(BGP), Sistema intermedio - Sistema intermedio (IS-IS), y el Protocolo de 
Encaminamiento de Información (RIP). 
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Conclusiones 
Como pudimos observar el encaminamiento existe y se debe e diversas 
causas y estándares que se explicaron brevemente en este capitulo, ahora 
podemos diferenciar con exactitud como trabajan los protocolos de 
encaminamiento y que información manejan para que la información llegue de la 
fuente a su destino, dado que los protocolos TCP/IP, son los protocolos 
generalmente usados para estas labores, que en conjunción con los protocolos de 
encaminamiento nos muestran un panorama claro de que es una red con 
protocolos de encaminamientos implementados, así como también podemos ver 
que entre mas grande sea la red, mas cuidado hay que tener al seleccionar el tipo 
de protocolos , tratando de lograr los objetivos de simplicidad y optimización, 
pudimos observar que para los protocolos de vector de distancia son ideales para 
redes pequeñas pero la naturaleza de sus algoritmos se complica al 
i mpl ementa ríos en una red grande y complicada, para estos casos podemos ver 




3.1 OSPF (La Primera Trayectoria Más Corta Abierta) 
OSPF (Open Short Firt Path) es un protocolo de encaminamiento de estado 
de enlace. Se diseño para ser de funcionamiento interno en solo Sistema 
Autónomo. Cada Ruteador de OSPF mantiene una base de datos idéntica que 
describe la topología del sistema autónomo. De esta base de datos, una tabla de 
encaminamiento es calculada construyendo un camino más corto de trayectoria. 
OSPF recalcula las rutas rápidamente cuando encara cambios topológicos, 
utilizando un mínimo de tráfico de protocolo de encaminamiento. OSPF 
proporciona ayuda para la repartición equitativa de costos multidireccionales. Se 
proporciona una capacidad de encaminamiento de área, permitiendo un nivel 
adicional de protección de encaminamiento y de una reducción en el tráfico de 
protocolo de encaminamiento. Además, se autentifican todos los intercambios del 
protocolo de encaminamiento de OSPF. 
OSPF se clasifica como Protocolo de Puerta de Enlace Interior (IGP). Esto 
significa que distribuye la información de encaminamiento entre los ruteadores que 
pertenecen a un solo Sistema Autónomo. El protocolo OSPF se basa en un 
protocolo de estado de enlace o tecnología de SPF. Esto es, una variación con 
los en base a Bellman-Ford usado por protocolos tradicionales de encaminamiento 
del Internet de TCP/IP. El protocolo de OSPF fue desarrollado por el grupo de 
trabajo de OSPF del Internet Engineering Task Forcé. Se ha diseñado 
expresamente para el ambiente del Internet de TCP/IP, incluyendo para ayudar 
explícitamente al CIDR y marcar una etiqueta a la información de encaminamiento 
externa derivada. OSPF también prevé la autentificación de las actualizaciones de 
encaminamiento, y utiliza la multitransmisión (multicast) de IP cuando transmite y 
recibe las actualizaciones. Además, mucho trabajo se ha hecho para producir un 
protocolo que responda rápidamente a los cambios de la topología, todo esto 
implica cantidades pequeñas de tráfico del protocolo de encaminamiento. 
La publicación de la versión 1 de OSPF, fue publicada como Request For 
Comments (RFC) 1131 en octubre de 1989 por Juan T. Mayo y el grupo de trabajo 
de OSPF. OSPF hizo uso el algoritmo famoso de Dijkstra. Este algoritmo no era 
nuevo y no había sido creado específicamente para llenar la demanda de la 
comunidad establecida en una red. ¡En realidad, este fórmula matemática fue 
creada inicialmente para ser mostrado en la computadora de ARMAC en 1956, 
hace mas de 30 años antes de que el OSPF era considerado! 
Edsger W. Dilkstra nació en 1930 en la ciudad de Rotterdam en los Países 
Bajos. Encontrándose en una familia orientada a la ciencia, él sobresalió y 
alcanzó rápidamente su Ph.D. en informática en 1959 de la universidad de 
Amsterdam, Holanda. Para el momento en que él tenia 32 años, él había 
alcanzado un profesorado en matemáticas en la Universidad de Eindhoven. Su 
logro sigue siendo extremadamente impresionante hasta la actualidad. 
Su contribución recordada al mundo de las computadoras, son sus 
algoritmos, específicamente el algoritmo de la trayectoria más corta. Dilkstra no 
consideraba su algoritmo muy notable en ese entonces, y hasta años después de 
que él lo publicara. Hoy, su algoritmo se está aplicando a la edificación de 
caminos, a el encaminamiento de comunicaciones, y en la industria de la líneas 
aéreas. Su algoritmo incluso fue alterado levemente para determinar la manera 
más barata de enlazar con cables una computadora. La meta común más 
conocida del algoritmo Dijkstra es encontrar la ruta más corta entre dos puntos. 
La meta del algoritmo de la trayectoria más corta de Edsger Dijkstra es 
encontrar la ruta más corta entre dos puntos con una serie. Para describir la 
operación de su algoritmo en los términos del claros, mire el ejemplo siguiente. 
Suponga que usted está intentando encontrar la trayectoria más corta entre dos 
ciudades: Atlanta y Boston (un sistema base de ruteadores). El propósito en este 
ejemplo es determinar el tiempo mínimo necesario para conducir a cada ciudad 
(ruteador) en una base expandida de ciudades (red). La secuencia para encontrar 
este valor mínimo de tiempo es como sigue: 
1. Comience en la ciudad de origen (ruteador). El tiempo (distancia) necesitó 
para alcanzar esta ciudad es, por supuesto, cero porque es su origen. 
2. Entonces usted descubre una ciudad nueva, que usted llamará la ciudad X 
(ruteador), que usted desea alcanzar. 
o Si el tiempo de conducir (distancia) a la ciudad X es más corto que el 
tiempo de conducir a cualquier otra ciudad fuera del sistema base. 
o Si el tiempo de conducir a la ciudad X es el tiempo mínima de 
conducir a la ciudad Y en la base fijada de Atlanta, más el tiempo de 
conducir de Y a X. 
3. Entonces agregue la ciudad X al sistema de la base (red), y registre el 
tiempo es computado (distancia) 
4. Si es una ciudad es llamada Boston entonces listo, si no, se repite. 
Este ejemplo ayuda a demostrar la razón detrás del nombre del algoritmo. 
Otro factor importante en su operación es cómo converge el SPF. Esencialmente, 
convergerá en iteraciones de 0(M.log M), donde está el número M de enlaces. 
Esto es superior al algoritmo del Bellman-Ford, que convergen en O(N.M) las 
iteraciones donde N, es el número de nodos. 
Estas características y porque la especificación fue desarrollada en una 
manera abierta por el IETF explican el nombre del protocolo OSPF " la primera 
trayectoria más corta abierto ". También, el protocolo de OSPF es un estándar 
abierto que permite la publicación de todos los datos referente a su diseño y 
función. Esta información se ha publicado en una serie de RFCs. 
OSPF encamina los paquetes de IP basados solamente en la Dirección IP 
de destinación encontrada en el encabezado del paquete de IP. Se encaminan los 
paquetes de IP "como son" ~ no se encapsulan en cualquier otro encabezado de 
otro protocolo como para transitar en el Sistema Autónomo. El OSPF es un 
protocolo dinámico de encaminamiento. Detecta rápidamente cambios topológicos 
en el AS (por ejemplo las fallas de interfaz del ruteador) y calcula las rutas libres 
de bucles, nuevas después del período de la convergencia. Este período de 
convergencia es de cortocircuito e implica un mínimo de tráfico de 
encaminamiento. En un protocolo de encaminamiento de estado de enlace, cada 
ruteador mantiene una base de datos que describe la topología del sistema 
autónomo. Esta base de datos se refiere como la base de datos de estado de 
enlace. Cada ruteador participa y tiene una base de datos idéntica. Cada 
fragmento individual de esta base de datos es el estado local de un ruteador en 
particular (por ejemplo, las interfaces activas y los vecinos accesibles del ruteador) 
Los ruteadores distribuyen su estado local a través del Sistema Autónomo por 
flooding (inundamiento de avisos). 
Todos los ruteadores ejecutan exactamente el mismo algoritmo, en 
paralelo. La base de datos de estado de enlace, de cada ruteador construye un 
árbol de las trayectorias más cortas consigo mismo como raíz. Este árbol de 
trayectorias cortas da ruta a cada destinación en el Sistema Autónomo. La 
información de encaminamiento externamente derivada aparece en el árbol como 
va. 
Cuando existen varías rutas de igual costo a una destinación, el tráfico se 
distribuye igualmente entre ellos. El costo de una ruta es descrito por una sola 
métrica sin dimensiones. 
OSPF permite que los sistemas de redes sean agrupados juntos. Tal 
agrupamiento se llama área. La topología de un área se oculta del resto del 
Sistema Autónomo. El este ocultar de la información permite una reducción 
significativa en tráfico de la encaminamiento. También, encaminando dentro del 
área es determinado solamente por propia topología del área, prestando la 
protección del área contra malos datos de la encaminamiento. Un área es una 
generalización de un IP segmentar la red. 
OSPF permite la configuración flexible de las Subredes de IP. Cada ruta 
distribuida por OSPF tiene una destinación y una máscara. Dos diversas Subredes 
del mismo número de red de IP pueden tener diversos tamaños (es decir, diversas 
máscaras) Esto se refiere comúnmente como mascara de subred de longitud 
variable. Un paquete se encamina mejor (es decir, lo más largo posible o más 
específico) Las rutas del anfitrión se consideran ser las subredes y las máscaras 
son "de difusión" (Oxffffffff). Se autentifican todos los intercambios del protocolo de 
OSPF. Esto significa que solamente los rutedores confinados en el AS pueden 
participar en la encaminamiento del sistema autónomo. Una variedad de 
esquemas de autentificación pueden ser utilizados. De hecho, los esquemas 
separados de autentificación se pueden configurar para cada subred de IP. El 
encaminamiento externamente derivando de datos (Por ejemplo, las rutas se 
pueden aprender de un Protocolo de Puerta de Enlace Exterior tal como BGP; 
vea que [ Ref23 ]) se anuncia a través del Sistema Autónomo. Estos datos 
externamente derivados se guardan a parte de los datos del protocolo de estado 
de enlace de OSPF. Cada ruta externa se puede también marcar con etiqueta por 
el ruteador de publicidad, permitiendo pasar la información adicional entre los 
Ruteadores de Frontera del Sistema Autónomo. 
3.1.1 Breve Historia de la Tecnología de Encaminamiento de 
Estado de Enlace 
OSPF es un protocolo de encaminamiento de estado de enlace. Tales 
protocolos también se refieren en la literatura como protocolos basados en SPF o 
de base de datos distribuidos. Esta sección da una breve descripción de los 
progresos en la tecnología de estado de enlace que han influenciado el protocolo 
de OSPF. El primer protocolo de encaminamiento de estado de enlace fue 
desarrollado para el uso de la red de conmutación de conjunto de bits de 
ARPANET. Este protocolo se describe adentro de [ Ref3 ]. Esto ha formado el 
punto de partida para el resto de los protocolos de estado de enlace. El ambiente 
homogéneo de ARPANET, es decir, los conmutadores de paquete solo 
comerciales conectados por las líneas seriales síncronas, simplifican el diseño y la 
implementación del protocolo original. Las modificaciones a este protocolo fueron 
propuestas adentro de [ Ref4 ]. Estas modificaciones se repartieron con el 
aumento de la tolerancia de fallas del protocolo de encaminamiento, entre otras 
cosas, agregando en suma una comprobación al LSAs (de tal modo que detecta la 
corrupción de la base de datos). El papel también incluyó los medios para reducir 
los gastos indirectos del tráfico de encaminamiento en un protocolo de estado de 
enlace. Esto fue logrado introduciendo los mecanismos que permitieron un 
intervalo entre los transmisores de los LSA para ser aumentados en una orden de 
la magnitud. El protocolo incluye los métodos para la reducción el tráfico de datos 
y de encaminamiento al trabajar en redes excesivas de difusión. Esto es logrado 
por la elección de un un ruteador designado, para cada red de difusión, que 
entonces origina un LSA para la red. 
El grupo de trabajo de OSPF del IETF ha extendido este trabajo para 
desarrollar el protocolo de OSPF. El concepto señalado del ruteador se ha 
realzado grandemente para reducir más la cantidad de tráfico de encaminamiento 
requerido. Las capacidades de la multitransmisión se utilizan para la reducción 
adicional del ancho de banda de encaminamiento. Se ha desarrollado un esquema 
de encaminamiento de área permitiendo que la información se oculte /proteja 
/reduzca. Finalmente, los algoritmos se han adaptado para la operación eficiente 
en interedes de TCP/IP 
3.2 Ambiente Funcional del OSPF 
Esta sección describe las características básicas y las características del 
ambiente funcional de OSPF. El ambiente en el cual OSPF funciona es definido 
por las características de su operación y de diseño. Puesto simplemente, que el 
ambiente funcional de OSPF define pues la arquitectura de red, en la cual el 
protocolo funcionará correctamente. 
El RFC 1793 proporciona un ejemplo que trata la extensión de OSPF para 
tener la capacidad de funcionar dentro de circuitos basados en demanda. Hasta 
que este el RFC fue publicado e implementado, OSPF no funcionó correctamente 
al ocuparse de tales circuitos de ISDN. Ahora que el protocolo se ha ajustado para 
funcionar correctamente cuando trata circuitos basados en demanda, usted puede 
decir que el ambiente funcional del protocolo se ha mejorado. 
Con ese ejemplo en mente, aquí se presentan los tres tipos de red que 
OSPF reconoce. 
3.2.1 Tipos de Redes en OSPF 
La figura 3-1 ilustra los tres diversos tipos de la red dentro de los cuales 
OSPF funciona. 
La lista siguiente explica fas características físicas de los tipos de red de 
OSPF ¡lustrados en la figura 3-1: 
Multiacceso 
Multiacceso de no Difusión (NBMA) 
Figura 3 - 1 Tipos de Red en OSPF 
Punto a Punto. Un solo circuito que conecta dos ruteadores de OSPF, que 
permitirán que una sola relación vecina sea construida. 
Multiacceso: Un circuito que tiene por lo menos dos ruteadores de OSPF 
conectados con él y les permite comunicarse uno a otro. Esto proporciona el 
potencial para las relaciones vecinas múltiples y para ser formadas las 
adyacencias, pero de prevenir esto, un ruteador designado como (DR) construye 
todas las adyacencias y las distribuye hacia fuera a todos los ruteadores 
conectados. 
3.2.2 Redes de Multiacceso de no Difusión 
En un medio de Multiacceso de no Difusión (NBMA) Las redes de NBMA 
son muy similares a las redes de multiacceso, con la excepción que no permiten el 
tráfico de difusión (por ejemplo, X.25) Las redes de NBMA también tienen el 
potencial para las adyacencias múltiples, pero los circuitos virtuales pueden no 
conectar todos los ruteadores. En algunos casos, esto requeriría que las 
adyacencias sean configuradas manualmente. 
El estándar de ITU-T define cómo las conexiones entre el DTE y el DCE 
son de acceso mantenido por la terminal remota y las comunicaciones de la 
computadora en PDNs. X.25 especifica LAPB, un protocolo de capa del enlace de 
datos, y PLP, un protocolo de capa de red. 
Si usted se preguntara por las redes punto Multipunto el RFC de OSPF lo 
explica mejor: en una de dos redes grandes de modos de no difusión. El primer 
modo, llamado de no difusión, de multiacceso o NBMA, simula la operación de 
OSPF en una red de difusión. El otro modo, llamado punto a multipunto, trata la 
red de no difusión como enlaces colectivos de un punto a punto Las redes de no 
difusión se refieren como red de NBMA 
3.2.3 Identificación De Ruteador 
Cada ruteador que funciona en OSPF dentro de una red debe tener una 
identificación única de ruteador. Éste es el número de ficción que es de 32-bit, un 
número con el cual se identifica un ruteador de otro, en el Sistema Autónomo 
(AS). La identificación del ruteador es utilizada por la base de datos de estado de 
enlace de OSPF (como método a seguir para cada ruteador en el AS y la 
asociación de los enlaces a él) 
Este número de identificación es único en cada ruteador de OSPF. Para 
asignar la identificación del ruteador, OSPF utiliza el método por defecto de 
determinar la dirección más alta de las interfaces activas del ruteador. 
El otro método implica manualmente el asignar el número de identificación 
del ruteador, configurando una dirección de loopback en el ruteador Cisco. Este 
método tiene la ventaja de ser mucho más estable, que el método por defecto 
porque una dirección de loopback no puede caerse o perder la conectividad, que 
daría lugar a la necesidad de poner al día las tablas de encaminamiento 
Los ruteadores marca Cisco actualmente tienen un nuevo comando para 
permitir explícitamente el ajuste de la identificación del ruteador. 
La configuración de una dirección del loopback como la identificación del 
ruteador de OSPF tiene una ventaja muy significativa en su estabilidad. La 
interfaz es esencialmente una interfase basada en software que se puede utilizar 
para muchos propósitos adicionales tales como resumir rangos de Direcciones IP 
o localización de averías. Son accesibles, con tal que caigan dentro de la 
categoría de anunciación de Direcciones de IP. 
Al configurar la Dirección de IP para su interfaz de loopback, tenga presente 
que no debe ser una dirección IP "verdadera", que utiliza un espacio de dirección 
valioso. La alternativa es utilizar una Dirección de IP "falsa", que es esencialmente 
una Dirección IP hecha que no es parte del rango normal de Direcciones IP de su 
red. El RFC 1597 pude ser un buen lugar para comenzar si usted decide utilizar 
este método de hacer que el primer octeto dure. 
3.2.4 Vecinos 
OSPF considera que dos ruteadores tengan una interfaz situada en una red 
común como vecinos. Cuando OSPF descubre a sus vecinos, éste es el primer 
paso de descubrir la red y de construir una tabla de encaminamiento. Este proceso 
comienza por el ruteador que aprende los números de identificación de los 
ruteadores. En redes de multiacceso, el protocolo de OSPF descubre a estos 
vecinos dinámicamente mediante los Helios, que serán discutidos más tarde. 
Para construir las relaciones de vecinos estables de OSPF, asegúrese de 
que el número de ruteadores por LAN sea pequeño. Utilice el comando de 
prioridad para organizar quien es el DR y de evitar de tener el mismo ruteador de 
DR para más de un enlace, con el uso del comando de prioridad de OSPF. 
3.2.5 Adyacencias 
Para las adyacencias, OSPF debe primero haber descubierto a sus vecinos. 
Las adyacencias se forman con el fin de intercambiar información de 
encaminamiento. No cada ruteador vecino formaría una adyacencia. Las seis 
condiciones bajo las cuales el OSPF formará adyacencias son las siguientes: 
• La conectividad de la red es punto a punto 
• El Ruteador es el Ruteador Designado (DR) 
• El Ruteador vecino es el Ruteador Designado (DR) 
• El Ruteador es el ruteador DR de respaldo 
• El Ruteador vecino es el ruteador DR de respaldo 
Las adyacencias controlan la distribución de las actualizaciones de 
encaminamiento en el sentido de que solamente los ruteadores adyacentes a este 
solo envían actualizaciones y las procesan. 
3.3.6 Ruteadores Designados 
OSPF construye adyacencias entre los ruteadores para propósitos de 
intercambiar la información de encaminamiento. Cuando OSPF tiene que 
ocuparse de ambientes de multiacceso de no difusión (NBMA) o redes de 
Difusión, sin embargo, estos representan un problema en sí mismo. En estos 
tipos de redes, existen ruteadores múltiples, que darían lugar enteramente 
también a muchas adyacencias. Para combatir adyacencias superfluas el ruteador 
designado es introducido. 
OSPF señalará un solo ruteador por red de multiacceso para construir 
adyacencias entre el resto de ios ruteadores. Un DR es elegido por el protocolo 
de Helio de OSPF (que se discute más adelante) La presencia de un DR reducirá 
el número de las adyacencias que se forman, y que alternadamente reduce la 
cantidad de tráfico del protocolo de encaminamiento, del ruteador de superior, y el 
tamaño de la base de datos de estados de enlace de OSPF. 
¿Los ruteadores designados son muy beneficiosos, pero cómo OSPF 
calcula quien será el ruteador designado (DR) en una red? La secuencia 
siguiente describe cómo OSPF determina qué ruteador será el DR: 
Los pasos descritos en cómo se elige un DR, asumen que ninguno existe 
en esa red. Si éste no es el caso, el proceso se altera levemente y usted debe 
referirse al RFC 2328 para información adicional. 
1. OSPF selecciona un ruteador al azar y examina su lista de vecinos; llame a 
este ruteador T. Esta es una lista de vecinos de ruteadores, que consiste en 
todos los ruteadores que han comenzado la comunicación bidireccional 
entre ellos mismos. Esta comunicación, se refiere como de "2 vías " y es el 
estado más avanzado de la comunicación, que los ruteadores vecinos 
pueden alcanzar sin realmente la formación de una adyacencia. 
2. El ruteador T, quita de esa lista a todos los ruteadores que son inelegibles 
para ser DR. Esto consistiría en que los ruteadores que tiene una prioridad 
otorgada por el protocolo OSPF de 0. Se procede al siguiente paso con los 
ruteadores restantes en la lista. 
3. El DR de respaldo se elige realmente primero, y se determina con los 
cálculos en los cuales el ruteador tiene la prioridad más alta. Si más de un 
ruteador tiene el mismo valor de prioridad, esencialmente se han enlazado. 
Los valores de la prioridad pueden ser definidos, o permitir los valores por 
defecto. OSPF tomará el ruteador con la identificación más alta de ruteador 
para romper el lazo. Si hay ya un DR en existencia, entonces cualquier otro 
ruteador es inelegible para la elección en este punto. 
4. Si ningún otro ruteador se ha declarado para ser el DR, entonces es 
asignado el de respaldo nuevamente para ser el DR. 
5. Si el ruteador T ahora es el nuevo DR, después repita los pasos 3 y 4 para 
conseguir un DR de respaldo y para proceder al paso 6. Por ejemplo, si el 
ruteador T es el DR, no será elegible para la elección cuando se repita el 
paso 3. Esto se asegura, de que ninguna ruteador se declare DR y el 
respaldo DR. 
6. Como resultado de estos cálculos, el ruteador T se ha convertido en DR y el 
ruteador de OSPF y el estado del sus interfaces se fija por consiguiente. 
Por ejemplo, el DR tiene un nuevo estado de interfaz de DR y el DR de 
respaldo tiene un estado de interfaz de DR diferente. 
7. El DR ahora comenzará a enviar los paquetes Helio, para comenzar el 
proceso de construir las adyacencias necesarias, con el resto de los 
ruteadores de la red 
3.3 Protocolos en OSPF 
Los ruteadores de OSPF se comunican con cada uno usando el protocolo 
de OSPF. OSPF funciona sobre IP, aunque OSPF se compone de tres 
subprotocolos: el Helio, el de Intercambio, y el flooding. Las secciones siguientes 
discuten estos tres subprotocolos con mayor detalle. Todos los paquetes de 
OSPF comienzan con un encabezado común. La figura 3-2 ilustra una porción 
(por campo) del encabezado común, encontrado al principio de cada paquete 
publicado por un subprotocolo de OSPF. 
Version # |Tipo | Packet length 
Router ID 
Area ID 
Checksum I AuType 
Authentication 
Authentication 
Figura 3 - 2 Encabezado Común del Subprotocolo de OSPF 
3.3.1 Protocolo Helio 
El protocolo Helio es usado para tres principales tareas: 
• Para verificar que los enlaces estén operando. 
• Para Elegir el Dñ o el DR de respaldo, en redes de difusión o de no 
difusión. 
• Para descubrir, establecer y mantener las relaciones entre los vecinos. 
Además, el protocolo Helio, es responsable de asegurarse de que la 
comunicación entre los vecinos de OSPF sea bidireccional (dos vías) Este tipo de 
comunicación se establece cuando el ruteador ve por sí mismo, la lista de los 
paquetes helios de sus vecinos. La figura 3-3 muestra, cómo los ruteadores de 
OSPF publican los paquetes helio en la red, para descubrir a sus vecinos. 
Figura 3 - 3 Operación del protocolo Helio 
La operación básica del protocolo Helio, puede ser mostrada brevemente 
como sigue 
• Los ruteadores de OSPF envían paquetes helios como difusiones 
• El paquete helio es recibido por el nuevo ruteador de OSPF 
• El ruteador nuevo contesta los paquetes, con sus propios paquetes 
helios 
3.3.2 Variación de Operación del Protocolo Helio Tipos de Redes 
en OSPF 
El protocolo Helio trabaja diferentemente en redes: punto a punto, 
multiacceso, y de Multi Acceso por No Difusión NBMA en OSPF. En redes de 
difusión, cada ruteador se anunciará periódicamente enviando multitrasmisiones 
de paquetes helio, que permiten descubrir a sus vecinos dinámicamente. 
En redes de NBMA, los ruteadores de OSPF pueden requerir una cierta 
orden de información de configuración para que el protocolo helio funcione 
correctamente. Esta configuración es realmente del protocolo que sale sobre la 
red a encontrar o elegir el ruteador designado, según lo discutido previamente en 
la sección, "los tipos de red de OSPF." 
A menos que estén configurados de otra manera, los paquetes helio se 
omiten en un lapso de transmisión una vez cada 10 segundos o de 30 segundos 
para las redes de NBMA. Alternativamente, esto se puede fijar con un comando 
En redes punto a punto o de punto a multipunto, el ruteador de OSPF enviará 
los paquetes helios a cada vecino con quien pueda comunicarse directamente. 
En redes de punto a punto, un paquete Helio de OSPF se envía como 
paquete de multitransmisión. En redes de punto a multipunto, podrían ser 
enviados como multitransmisión, si la capa de enlace de datos repliega el paquete. 
O la información del vecino pudiera configurarse para indicar quién envía las 
réplicas de los helios cuando la capa de enlace de datos no aplica, por ejemplo el 
modelo del servidor de ATM ARP. 
3.3.3 Formato del paquete del Protocolo Helio 
Los paquetes del protocolo Helio de OSPF se ajustan al formato solamente 
en una dirección. Todos los paquetes de OSPF comienzan con un encabezado 
estandardizado de 24-bytes, que contenga la información que determina, si el 
proceso ocurrirá en el resto del paquete. Los paquetes contienen campos 
mostrados en la figura 3 - 4 , siempre en el mismo orden. Todos los campos en 
este formato son de 32 bits, a excepción de los campos siguientes: Intervalo 
Helio, que es 16 bit; Opciones, el cual es 8 bits; y el de prioridad, que es 8 bits. 
Versión # |3 I Longitud del Paquete 
ID del Ruteador 




Mascara de Red 
Hellointérvall Opciones |Rtr Pri 
RouterDeadinterval 
Ruteador Designado 
Ruteador Designado de respaldo 
Vecino . 
Figura 3 - 4 El Paquete Helio con Detalle 
La siguiente lista describe lo que cada campo del paquete representa 
• Numero de Versión: Identifica la versión de OSPF que corre en el ruteador 
que da origen a los paquetes helios. 
• Longitud de paquetes: Brinda la longitud total del paquete helio. 
ID del ruteador: Identificación del ruteador. 
ID del Área: Contiene el número de Área al cual el ruteador pertenece. 
Checksum: Esta sección es, por supuesto, es utilizada para asegurar la 
integridad de los paquetes no se han comprendido durante la transmisión. 
Mascara de ñed: Mascara de Subred que se asoció a la interfaz. Si la 
subred se utiliza, será fijada por valor hexadecimal apropiado para cada 
clase del Dirección IP. 
Intervalo de Helio: El número de segundos en el cual el ruteador transmite 
los paquetes Helio. 
Rtr Pñl: Éste es donde la prioridad del ruteador puede ser anotada si se 
utiliza esta opción, si no por defecto es 1. 
Intervalo Muerto de Ruteador: Número de segundos desde que el último 
paquete de helios fue recibido, antes de declarar que el silencio de un 
ruteador se convierta en inaccesible 
Ruteador Designado: La Dirección de IP del ruteador designado de la red(si 
se utiliza). Este campo omite 0.0.0.0 cuando un ruteador designado no está 
presente, como en los circuitos en demanda. 
Ruteador designado de Respaldo: La Dirección IP del ruteador designado 
de la red, el ruteador (si está presente) Este campo omite 0.0.0.0 cuando 
un Ruteador designado no está presente, como circuitos en demanda. 
• Vecinos: Contiene las identificaciones de ruteador de cada ruteador que ha 
enviado un paquete válido de helio. Este campo puede tener entradas 
múltiples. 
3.3.4 Protocolo de Intercambio 
Cuando dos ruteadores de OSPF han establecido una comunicación 
bidireccional, o comunicación de dos vías, sincronizarán sus bases de datos de 
encaminamiento (estado de enlace). Para los enlaces de punto a punto, los dos 
ruteadores se comunicarán la información directamente entre sí mismos. En los 
enlaces de red (es decir, redes de multiacceso por difusión o de no difusión) esta 
sincronización ocurrirá entre el nuevo ruteador de OSPF y el DR. El protocolo de 
intercambio primero se utiliza para sincronizar las bases de datos de 
encaminamiento (estado de enlace) Después de la sincronización, cualquier 
cambio en los enlaces del ruteador utilizarán el protocolo de flooding para poner ai 
día todos los ruteadores de OSPF. 
Una nota interesante sobre la operación de este protocolo es que es 
asimétrico. El primer paso en el proceso del intercambio es determinarse quién es 
el amo y quién es el esclavo. Después de convenir en estos papeles, los dos 
ruteadores comenzarán a intercambiar la descripción de sus bases de datos 
respectivas de estado de enlace. Esta información se pasa entre las dos 
ruteadores vía la disposición del paquete del protocolo del intercambio según lo 
mostrado en la figura 3 - 5 . 
Entonces reciben y procesan estos paquetes de descripción de la base de 
datos, los ruteadores harán una lista separada que contenga los expedientes que 
necesitarán intercambiar más adelante. Cuando las comparaciones son 
completas, los ruteadores entonces intercambiarán las actualizaciones necesarias 
que fueron puestas en la lista para poder continuar sus bases de datos 
actualizadas. 
Encabezado del paquete de, tipo = 2 (dd) 
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Figura 3 - 5 Campos del Protocolo de Intercambio 
3.3.5 Protocolo de Flooding 
El subprotocolo de flooding de OSPF es responsable de distribuir y de 
sincronizar la base de datos de estado de enlace, siempre que un cambio ocurra a 
un enlace. Cuando un enlace cambia de estado (se cae), el ruteador que 
experimentó el cambio publicará un paquete de flooding que contiene el cambio de 
estado. Esta actualización inunda todo hacia todas las interfaces de los 
ruteadores. Con la tentativa de asegurarse de que el paquete de flooding haya 
sido recibido por todos sus vecinos, el ruteador continuará retransmitiendo la 
actualización hasta que recibe un reconocimiento de sus vecinos. 
Un enlace es cualquier tipo de conexión (Frame Ralay, Ethernet, etc) entre 
los ruteadores de OSPF. 
Hay dos maneras en las cuales OSPF puede reconocer una actualización. 
La primera es cuando el ruteador de destinación envía un reconocimiento 
directamente al ruteador fuente. En este caso, no hay un DR en uso de OSPF si 
está ocurriendo esto. La segunda manera es cuando un DR está en uso y recibe 
la actualización; retransmitirá inmediatamente esta actualización al resto de los 
ruteadores. Por lo tanto, cuando el ruteador que envía oye esta retransmisión, se 
considera que no se tomará un reconocimiento, y ninguna otra acción. 
Encabezado del paquete de. tipo = 2 |dd) 
Número de Avisos 
Número de Secuencia de Estado de Enlace 
Figura 3 - 6 Muestra los nombres de los campos, disposición del paquete para el subprotocolo de 
flooding. 
3.4 Aviso Estado de Enlace (LSA) 
Un enlace es cualquier tipo de conexión entre dos ruteadores de OSPF, 
como una interfaz en serial. El estado es la condición del enlace, si está arriba o 
abajo. Un anuncio son las aplicaciones que OSPF usa como método para 
proporcionar información a otros ruteadores de OSPF. Usted podría decir que los 
anuncios de estado de enlace son los paquetes que OSPF utiliza, para anunciar 
cambios en la condición de un enlace específico a otros ruteadores de OSPF. 
Hay seis diferentes y distintivos formatos de paquetes de estado de enlace 
que usa OSPF, cada uno para un diverso propósito que ayude a la subsistencia 
intacta y exacta de la tabla de encaminamiento de red de OSPF. Aunque hay seis 
diversos tipos de paquetes, éstos se muestran más adelante en esta sección. 
Cuando un ruteador recibe un LSA, comprueba su base de datos de estado de 
enlace. Si el LSA es nuevo, el ruteador hace un LSA de flooding hacia sus 
vecinos. Después de que el LSA nuevo se agregue a la base de datos de LSA, el 
ruteador volverá a efectuar el algoritmo de SPF. Este recálculo por el algoritmo de 
SPF es absolutamente esencial para preservar las tablas de encaminamiento 
exactas. El algoritmo de SPF es responsable de calcular la tabla de 
encaminamiento y cualquier cambio de LSA que pude también causar un cambio 
en la tabla de encaminamiento. La figura 3 - 7 demuestra esta transacción donde 
el ruteador A pierde un enlace y recalcula el primer algoritmo de la trayectoria más 
corta y después hace un flooding el LSA cambia las interfaces restantes. Este 
LSA nuevo entonces es analizado por los ruteadores B y C, que recalculan y 
continúan inundando con LSA hacia fuera de las otras interfaces al ruteador D. 
La interfas 
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Figura 3 • 7 Ejemplo de un ruteador enviando un Nuevo LSA y haciendo un flooding 
Si no hay cambios, después de cada 30 minutos, los LSAs se envían a 
todas los ruteadores vecinos; para asegurarse de que los ruteadores tengan la 
misma base de datos de estado de enlace.. 
3.4.1 Sincronización de las Bases de Datos de Estado de Enlace 
La figura 3 - 8 ilustra la sincronización inicial de la base de datos de estado 
de enlace, que ocurre en cinco pasos mientras es detallada la secuencia 
numerada después en la figura. 
Ruteador A Ruteador B 
iJ7r Hello, no DR, no otros ruteadores , N T Helio, (DR=Rtr 1, Rtr 2, & Rtr3 visto 
Descripción de Base de Datos (Seg 
DD (Seg # + 1) Esclavo 
DD (Seg # + 2) Maestro 
- i — DD (Seg # + 3) Esclavo 
DD (Seg # + 4) Maestro 
DD (Seg # + 5) Esclavo 
DD (Seg # + 6) Maestro 
DD (Seg # + 7) Esclavo 
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Figura 3 - 8 Sincronización de la Base de Datos 
Los estados para la sincronización de la base de datos de estado de enlace 
según lo ilustrado en la figura 3 - 8 son como sigue: 
1. Estableciendo de la comunicación bidireccional (2 vías): Logrado por los 
helios de descubrimiento de los ruteadores y de elección de un DR. 
2. Estado de Exstart: Dos ruteadores vecinos forman una relación maestro/ 
esclavo y convienen en una secuencia que comienza y que se 
incrementada para asegurar que los LSAs se reconozcan correctamente y 
ninguna duplicación ocurra. Los paquetes de descripción de base de datos 
(DD) son los que comienzan. 
3. Estado de Intercambio. Los paquetes de descripción de la base de datos 
(DD) continúan fluyendo mientras que el ruteador auxiliar reconoce los 
paquetes del amo. En este paso, OSPF se considera operacional porque 
los ruteadores pueden enviar y recibir LSAs. 
4. Estado de carga. Las peticiones de Estado de Enlace se envían a los 
vecinos que piden los anuncios recientes que todavía no se han 
descubierto. En esta etapa, el ruteador construye varias listas para 
asegurar que todos los enlaces estén actualizados y para ser reconocidos 
correctamente. La figura 3 - 9 muestra los campos y la información 
contenida dentro del formato del paquete de la petición del estado de 
enlace. 
5. Estado completo: Los ruteadores vecinos son completamente adyacentes 
porque sus bases de datos de estado de enlace se sincronizan 
completamente. 
Durante los cinco pasos de la sincronización de la base de datos de estado de 
enlace, los LSAs normales no se envían. En lugar de ello, los ruteadores 
intercambian paquetes conocidos como paquetes de descripción de la base de 
datos (DD), que son los paquetes de tipo 2 que se utilizan cuando se están 
inicializando una adyacencia y los dos ruteadores en cuestión intercambian y 
sincronizan sus bases de datos de estado de enlace. 
Estos paquetes de DD consisten en el contenido de la base de datos del 
estado de enlace. La figura 3 - 9 muestra los campos e información contenida 
dentro de cada paquete de DD. 
Versión # |3 I Longitud del Paquete 
ID del Ruteador 
ID del Area 
C hecks u m | AuType 
Autentificactón 
Autenticación 
Tipo de LS 
IP de Estado de Enlace 
Aviso del Ruteador 
Figura 3 - 9 Formato del Paquete de Petición e Estado de Enlace 
Por supuesto, los paquetes múltiples se pudieran necesitar para terminar la 
sincronización y en ese caso un procedimiento de respuesta de polleo es utilizado 
con un ruteador para que se convierta en amo y el otro en el esclavo. 
Versión # |3 |Longitud del Paquete 
ID del Ruteador 




Interface MTU|Qpciones 1010101010111M 1MS 
Número de Secuencia DD 
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Figura 3 - 10 Descripción del Formato del Paquete de la Base de Datos 
3.4.2 Tipos de Paquete de LSA 
Distintamente a los protocolos de vector de distancia (RIP o IGRP), OSPF 
no envía realmente su tabla de encaminamiento a otros ruteadores. En lugar, las 
tablas de encaminamiento se derivan de la base de datos de LSA. La Tabulación 
de la tabla 3-1 se describe en seis diversos tipos de paquetes de LSA que se 
pueden generarse por el ruteador de la fuente y entrar en la base de datos de LSA 
del ruteador de destinación. 
Tabla 3 - 1 Tipos de Paquetes LSA 
Tipo de paquete de LSA Descripción 
1 Avisos de Enlace de Ruteador 
2 Avisos de enlaces de Red 
3 Aviso Sumarios de Enlaces (ABRs) 
4 Avisos Sumarios de Enlace (ASBRs) 
5 Avisos de enlaces externos de Sistemas Autónomo 
(AS) 
7 Areas Not-So-Stubby(NSSA) 
Aunque hay diversos tipos de LSAs y cada uno tiene una estructura única 
de paquete para reflejar la información que contiene, todos comparten un 
encabezado común según lo mostrado en la figura 3-11. 
Edad del LS |Qpciones |TipodeL5 
ID de Estado de Enlace 
Aviso del Ruteador 
Número de Secuencia de LS 
LS chcksumlLongitud 
Figura 3 - 1 1 Encabezado Común de Aviso de Estado de Enlace 
Las secciones que siguen proporcionan descripciones generales de los seis 
diversos tipos de paquetes de LSA. 
3.4.3 Tipo 1 de LSA de Ruteador 
El LSA de ruteador es generado por cada ruteador de cada área a la cual 
pertenezca. Estos paquetes describen los estados de los enlaces del ruteador al 
área y hacen flooding solamente dentro de una área especifica. La identificación 
del estado de enlace es la identificación del ruteador originario. La figura 3 - 1 2 
muestra la disposición de cada paquete de LSA del ruteador. 
- - - 0 - • - E B | . . . o - - - - I Numero de Enlaces 
ID del Enlace 
Datos del Enlace 
Tipo # TOS TOS 0 métrica 
TOS = x 0 TOS x métrica 
TOS = v 0 TOS v métrica 
TOS = 2 . . . 0 TOS z métrica 
Figura 3 - 1 2 Descripción del paquete LSA del Ruteador 
3.4.4 Tipo 2 de LSA de Redes 
Los LSA de red son generados por los ruteadores designados (DR) y 
describen el sistema de ruteadores unidas a una red en particular. Hacen flooding 
en el área que contiene su red. La identificación de estado de enlace, es la 
dirección de la interfaz de IP del DR. La figura 3 - 1 3 muestra la disposición de 
cada estructura del paquete de LSA la red. 
Mascara de Red 
E TOS « 0 I o _ _ I TOS 0 métrica 
Etiqueta ÍO) de Ruta Extema 
TOS ®x 0 TOS X métrica 
Etiqueta (1) de Ruta Extema 
TOS = z . . . 0 TOS z métrica 
Etiqueta (z) de Ruta Externa 
Figura 3 - 13 Descripción del paquete LSA de Red 
3.4.5 Tipo 3 de LSA's Sumarios para ABR 
Los LSA son generados por los Ruteadores de Frontera de Area (ABRs) y 
describen las rutas de ínter-área para varias redes. Pueden también ser usadas 
para agregación de rutas. La ID de Estado de Enlace es el número de Red de 
Destinación. La Figura 3 -14 muestra la descripción de este paquete sumario 
Mascara de Red 
TOS = 0 0 TOS 0 métrica 
T0S = X 0 TOS X métrica 
TOS s z 0 TOS z métrica 
Figura 3 - 14 Descripción del paquete LSA Tipo 3 y 4 
3.4.6 Tipo 4 de LSA's Sumarios para ASBR 
Los LSA sumarios describen los enlaces a los ruteadores de frontera de los 
Sistemas Autónomos (ASBR) y también es generado por los ruteadores 
fronterizos de Area (ABRs). La identificación del estado de enlace es la 
identificación del ruteador del ASBR descrito. La figura 3-17 (mostrada 
previamente) ilustra la disposición de cada paquete. 
3.4.7 Tipo 5 de LSA para sistemas Autónomos externos 
El tipo 5 de LSA es generado por los ruteadores Frontera del Sistema 
Autónomo (ASBR). Describen las rutas a las destinaciones externas al Sistema 
Autónomo. Harán flooding por todas partes a excepción de las áreas Stub. La 
identificación del estado de enlace es el numero de red externo. 
3.4.8 Tipo 7 de LSA Not So Stub by Area (NSSA) 
El tipo 7 de LSA es generado por los ruteadores de Fronterizos de Área 
(ABR) Describen las rutas dentro del NSSA. Pueden ser resumidas y ser 
convertidas en el tipo 5 de LSA por el ABR. Después de que se conviertan al tipo 
5 de LSA, serán distribuidas a las áreas que pueden soportar el tipo 5 de LSA. 
Refiérase al RFC 1587 para otros detalles en cómo se hace esta conversión. 
3.4.9 Ejemplo de fa Operación de Avisos de Estado de Enlace 
Ahora que se han discutido los seis LSA y usted entiende cómo funcionan 
dentro del ambiente funcional de OSPF, refiérase a la figura 3 - 5 para una 
representación visual para la operación y la interacción entre los varios tipos de 
LSA dentro de una red del OSPF. 






Sistema Autónomo (AS) 
Figura 3 - 1 5 Operación de los Avisos de Estado de Enlace 
3.5 Base de Datos de estado de Enlace 
Los ruteadores de OSPF en la misma área todos tendrán la misma base de 
datos de estado de enlace y ejecutarán el mismo algoritmo de SPF. Los 
expedientes en esta base de datos son utilizados por el algoritmo de SPF para 
determinar la topología de la red y para computar la trayectoria más corta a una 
destinación. Las características de la base de datos de estado de enlace son 
como sigue: 
• Todos los ruteadores que pertenezcan a la misma área tienen la base de 
datos de estado de enlace idéntica. 
• Calcular las rutas usando el SPF que se realiza por separado para cada 
área 
• El flooding de LSA se contiene dentro del área que experimentó el cambio 
• La base de datos de estado de enlace se compone de los seis diversos 
tipos de LSA 
• Un ruteador tiene una base de datos de estado de enlace separada para 
cada área a la cual pertenezca. 
3.6 Ruteadores y Redes 
3.6.1 Sistemas Autónomos (AS) 
La base de datos de estado de enlace es la fuente de datos para computar 
las rutas de red, que deben ser computadas otra vez después de que cualesquier 
cambio ocurra o cambio potencial en la topología de la red, como pude ser el 
causante de que las rutas cambien. Cada ruteador de OSPF construirá una tabla 
de encaminamiento con sí mismo como el centro de la red. Una topología que 
representa la red, que se extrae de los expedientes contenidos dentro de la base 
de datos de estado de enlace. 
El algoritmo de SPF entonces se utiliza para computar la trayectoria más 
corta del ruteador local de OSPF a cada destinación dentro de la red. Mientras 
que estos cómputos funcionan y la trayectoria más corta es determinada, esta 
información se pone en una tabla de encaminamiento. De estos cómputos el 
ruteador deriva el ruteador del siguiente (salto) que se debe utilizar para alcanzar 
la destinación. Esta información es utilizada por el ruteador para encaminar los 
paquetes a su destinación. 
Hay muchos factores que pueden afectar a los resultados de estos cálculos 
tales como, el tipo de servicio (TOS) 
3.6.2 Ruteo Jerárquico en OSPF 
Una de las características mas importantes dentro del protocolo OSPF es 
su capacidad para utilizar una estructura del ruteo jerárquico. Hay dos 
características, que usted debe tener presente al considerar cómo OSPF funciona 
dentro de este tipo de estructura jerárquica. 
• La estructura debe existir o crear un orden para que OSPF funcione 
correctamente 
• La topología explícita tiene precedencia sobre la dirección 
Las secciones siguientes discuten tipos de ruteadores de OSPF, técnicas 
de diseño jerárquicas de red, del Sistema Autónomo, de áreas, y de 
encaminamiento dentro de una estructura jerárquica. Esta información será 
presentada y cómo todas obran recíprocamente para que una red de OSPF 
funcione. 
3.6.3 Tipos de Ruteadores en OSPF 
La estructura de encaminamiento jerárquico usada por OSPF señala cuatro 
diversos tipos de ruteadores. Cada uno tiene un papel único y características 
definidas dentro de la jerarquía. La figura 3 - 1 6 muestra una red típica de OSPF 
con áreas múltiples que contienen los diversos tipos de ruteadores de OSPF. 
Las secciones que siguen proporcionan las descripciones generales para 
los cuatro diversos tipos de ruteadores de OSPF. 
3.6.3.1 Ruteadores Internos (IR) 
Las ruteadores internos (IR) son los ruteadores que tienen conexión directa 
a red, todos pertenecen a la misma área de OSPF. Estos tipos de ruteadores, 
tendrán una sola base de datos de estado de enlace, porque pertenecen 
solamente a una área. 
3.6.3.2 Ruteadores Fronterizos de Área (ABR) 
Los ABR se unen a las áreas múltiples de OSPF, allí pueden ser ABR 
múltiples dentro de una red. Los ABR tendrán copias múltiples de la base de 
datos de estado de enlace debido a esto. El ruteador utiliza una base de datos 
para cada área que será resumida, y entonces será presentada a la espina dorsal 
(backbone) para la distribución a otras áreas. Los ruteadores situadas en la 
frontera de una o más áreas de OSPF y conectan esas áreas con la red de la 
espina dorsal (backbone) y se conocen como ABR. Los ABR se consideran como 
miembros de la espina dorsal de OSPF y sus áreas unidas. Los ABR por lo tanto 
mantiene las tablas de encaminamiento que describen la topología de la espina 
dorsal y la topología de las otras áreas. Recuerde que un ABR envía solamente la 
información resumida al área de la espina dorsal, para ser considerado un ABR el 




















Figura 3 - 16 Tipos de Ruteadores en OSPF 
3.6.3.3 Ruteadores Fronterizos de Sistemas Autónomos (ASBR) 
El ASBR está conectado con más de un Sistema Autónomo e intercambia la 
información de encaminamiento con los ruteadores de otro Sistema Autónomo. 
EL ASBR anuncia la información de encaminamiento externa intercambiada a 
través de su Sistema Autónomo. Cada ruteador dentro de un Sistema Autónomo 
sabrá conseguir a cada ASBR con su AS. El ASBR utiliza OSPF y otro protocolo 
de encaminamiento, tal como RIP o BGP. Los ASBR's debe residir en un área de 
OSPF que no sea Stub. 
Al utilizar ruteadores Cisco, el comando de la redistribución se utiliza a 
menudo para traer dos protocolos de encaminan juntos. El Protocolo de Puerta de 
Enlace Fronterizo (BGP) se puede también utilizar para traer sistemas autónomos 
múltiples juntos. 
3.6.3.4 Ruteador de Espina Dorsal (Backbone) 
El Bñ tiene típicamente una interfaz al área de la espina dorsal y una o dos 
a otras áreas de OSPF. Los ruteadores de espina dorsal no tienen que tener 
ABR. Los ruteadores que tienen sus interfaces solamente conectadas a la espina 
dorsal también se consideran BR. 
3.6.3.5 Técnicas de Diseño de Red Jerárquico 
Al considerar cómo diseñar su red de OSPF, recuerde los factores 
siguientes que son soportados por OSPF y las teorías actualmente aceptadas de 
diseño de red: 
• Una espina dorsal basada en árbol unido, permitirá rápida convergencia y 
economía en gran escala. 
• Nunca más de seis saltos de ruteador de fuente a la destinación. 
• 30 a 100 ruteadores por área. 
• El espacio de dirección de IP debe estar contiguo. 
• Todas las áreas se conectan con el área 0. 
• Mantenga la espina dorsal /área 0 simple, simétrica, y restrinja el acceso de 
los usuarios finales. 
• No permita más de dos áreas por ABR, además de su conexión al área 0. 
Si no, tendrá que no perder de vista a muchas bases de datos de estado de 
enlace. 
3.7 Entendiendo un Sistema Autónomo (AS) 
Un Sistema Autónomo (AS) es un grupo de áreas que comparten una 
estrategia común de encaminamiento. Para los propósitos de OSPF, cada Sistema 
Autónomo (AS) se debe asignar un número único de 16-bit por la Autoridad de 
Números de Asignación de Internet (IANA). 
La autoridad de Asignación de Número de Internet (IANA) es una 
organización que trabaja bajo auspicios del ISOC a pues una parte del IAB. IANA 
delega la autoridad para la asignación de espacio de direcciones de IP y la 
asignación de los nombres de dominios del NIC y otras organizaciones. El IANA 
también mantiene una base de datos de los identificadores asignados del 
protocolo usados en el TCP/IP, incluyendo números de Sistema Autónomo. 
El encaminamiento real de la información dentro de un Sistema Autónomo 
ocurre en una de tres maneras: 
• Si la fuente y las direcciones de destinación de un paquete residen dentro 
de la misma área, después se utiliza el encaminamiento de intra-área. 
• Si la fuente y las direcciones de destinación de un paquete residen dentro 
de diversas áreas pero aún dentro del AS, después se utiliza el 
encaminamiento del Inter-área 
• Si residen la fuente y las direcciones de destinación de un paquete en un 
AS externo, entonces el encaminamiento externo se utiliza. 
• Estos diversos tipos de encaminamiento serán discutidos más adelante 
bajo la sección, "encaminamiento dentro de una estructura jerárquica." 
3.8 Entendiendo las Áreas 
Un panorama típico para muchas redes es que como crecen y más sitios se 
agregan, las ventajas de OSPF comenzarán a degradarse. Por ejemplo, la base 
de datos de estado de enlace continuará creciendo de tamaño mientras que el 
número de ruteadores crece. En un cierto punto llegará a ser ineficaz. El flooding 
de LSA de una gran cantidad de ruteadores puede también causar problemas de 
congestión. Para solucionar estos problemas, usted comience dividiendo sus 
Sistemas Autónomo(AS) en segmentos de áreas múltiples. Como usted agrupa 
los ruteadores en áreas, considere el limitar el número de ruteadores por área. 
Cada ruteador entonces tendrá una base de datos de estado de enlace con las 
entradas para cada ruteador en su área. 
Las áreas son similares a la idea de una subred en que las rutas y las redes 
contenidas dentro pueden ser sumariadas fácilmente. Es decir las áreas son los 
segmentos lógicos contiguos de red que se han agrupado juntos. Con el uso de 
las áreas dentro de OSPF, la red será más fácil de manejar y proporcionará una 
reducción marcada en el tráfico de encaminamiento. Esto adquiere ventajas 
porque la topología real de una área es invisible a otros ruteadores fuera del área. 
Las áreas también permiten a los ruteadores contenidos dentro de ellas 
Funcionar con su propia base de datos de estado de enlace y el algoritmo de SPF. 
En verdad, un ruteador trabaja con una copia de la base de datos del estado de 
enlace para cada área con la cual esté conectado. 
3.8.1 Característica de una Área de OSPF 
La lista siguiente proporciona algunas características generales de una área 
de OSPF. 
• Las áreas contienen un grupo de anfitriones y de redes contiguas 
• Las ruteadores tienen una base de datos de la topología del área y utilizan 
el mismo algoritmo de SPF. 
• Cada área está conectada con el área de espina dorsal conocida como 
área 0. 
• Los Enlaces Virtuales pueden ser usados. 
• Permite encaminamiento de Inter-áreas. 
Las características contorneadas en la lista precedente, necesitan ser 
consideradas para trabajar dentro de una red del OSPF. 
3.8.2 Reglas de Diseño de Red 
Al diseñar una área de OSPF, usted debe tener algunos de los requisitos 
siguientes presente: 
• Una Área de Espina Dorsal (Backbone) debe de estar presente 
• Todas las Áreas deben de tener conexión la Espina Dorsal, aun y las áreas 
Stub. 
• El área Espina Dorsal debe de ser continua. 
3.8.3 El Área Espina Dorsal (Backbone) 
Una área de la espina dorsal es una estructura lógica y física para el 
Sistema Autónomo y se une a las áreas múltiples. El área de la espina dorsal es 
responsable de distribuir la información de encaminamiento entre las áreas que no 
pertenecen a la Espina dorsal (non-backbone) La espina dorsal debe ser contigua, 
pero no necesite estar físicamente contigua; la conectividad de la espina dorsal se 
puede establecer y mantener con la configuración de los enlaces virtuales. 
3.8.4 Áreas Stub 
Un área se podría referir como área Stub cuando hay un solo punto de la 
salida de esa área, o si el encaminamiento externo fuera del área no tiene que 
tomar una trayectoria óptima. Un Stub es justo como qué suena en inglés, un 
callejón sin salida dentro de la red. Los paquetes pueden entrar e irse solamente 
a través del ruteador fronterizo de área. ¿ Algo que se preguntará, eso se lo 
garantizo es, porqué usted necesitaría tal área? La razón es el mismo viejo 
fastidio de considerar siempre el tamaño de la red. Mediante la construcción de 
áreas Stub, usted puede reducir el tamaño total de las tablas dentro de los 
ruteadores que están dentro del área de Stub. 
Las redes externas, tales como ésas que vienen redistribuidas por otros 
protocolos en OSPF, no se les permiten hacer un flooding en un área stub. 
La configuración de un área de Stub, reduce el tamaño de la base de datos 
del estado de enlace dentro de un área, y reduce los requisitos de la memoria de 
los ruteadores que se encuentran en el interior del área. 
El encaminamiento de estas áreas del mundo, se basa en unas rutas por 
defecto. Contienen las rutas del Inter-área y del intra-área. 
Las áreas de stub deben tener un ruteador de Frontera de área. 
Todas los ruteadores del OSPF dentro de un área del Stub, tienen que ser 
configurados como ruteadores del stub, porque siempre que un área se configure 
como stub, todos las interfaces que pertenecen a esa área, comenzarán a 
intercambiar los paquetes del helio como una bandera, que indique que el interfaz 
es stub. Esto es realmente justo un bit en el paquete helio ("E "bit) que toma al 
sistema a 0. Todos las ruteadores que tienen un segmento común tuvieron que 
convenir en esa bandera. Si los ruteadores no convienen, después no sentirán 
bien a sus vecinos y el encaminamiento no tomará efecto. 
3.8.5 Restricciones de una Área Stub 
Las áreas de Stub tienen ciertas restricciones aplicadas a su operación. 
Esto es porque se han diseñado para no llevar rutas externas y cualesquiera de 
las situaciones en la lista siguiente podrían hacer que enlaces externos puedan 
ser Inyectados en el área stub. 
• Las Áreas Stub no pueden ser usadas como área de transito para los 
enlaces virtuales. 
• Un ASBR no puede estar internamente en una Stub área. 
• El OSPF permite que ciertas áreas sean configuradas como áreas stub. 
Una extensión para áreas Stub, son las llamadas áreas totalmente stubby. 
Los Sistemas Cisco indican este tipo de área de Stub agregando un comando "no-
summary" de a la configuración del área de Stub dentro del ruteador. Un área 
totalmente Stubby es una que bloquea las rutas externas y el encaminamiento 
sumario (las rutas de Inter-área) entrar el área. De esta manera, solamente las 
rutas del intra-área y la ruta por defecto de 0.0.0.0 se inyectan en el área. 
3.9 Encaminamiento en una estructura jerárquica 
Hay tres tipos de rutas que se puedan utilizar por OSPF: intra-área, Inter-
área, y rutas externas. Las secciones que siguen, proporcionan descripciones 
generales de estos tipos de rutas. 
3.9.1 Encaminamiento en una intra-área 
El encaminamiento de Intra-área es el nombre usado para describir el 
encaminamiento dentro de un área lógica. Estos tipos de rutas son descritos por 
los LSA tipo 1. Para que los paquetes sean encaminados en orden dentro de una 
sola área, se utiliza el encaminamiento de intra-área. Cuando están exhibidos en 
la tabla de encaminamiento de OSPF estos enlaces destinos se señalan con un 
"O." 
3.9.2 Encaminamiento en Inter-área 
El encaminamiento es el nombre usado para describir el encaminamiento 
entre dos o más áreas lógicas que estén dentro del Sistema Autónomo fuente. 
Estos tipos de ruteadores son descritos por los LSA sumarios (tipos 3 y 4). Al 
encaminar los paquetes entre dos áreas de no difusión, la espina dorsal será 
utilizada. Esto significa que el encaminamiento de Inter-rea tiene pedazos de 
encaminamiento de Inter-área a lo largo de su trayectoria, por ejemplo: 
Una trayectoria del intra-área se utiliza desde el ruteador fuente al ruteador 
de frontera de área. 
La espina dorsal (backbone) entonces utiliza el área de fuente al área de 
destinación. 
Una trayectoria del intra-área se utiliza desde el ruteador frontera de área a 
la área de destinación. 
Ponga estas tres rutas juntas y usted tendrá una ruta del Inter.-área. Por 
supuesto, el algoritmo de SPF calculará el costo más bajo entre estos dos puntos. 
Cuando estos tipos de rutas se exhiben en la tabla de encaminamiento de OSPF, 
estos tipos de rutas se indican con un IA. 
3.9.3 AS (Sistemas Autónomos) Rutas Externas 
La información de encaminamiento extema se puede obtener por OSPF 
mediante diversos medios según lo discutido. Esta información debe entonces 
hacerse disponible a través del Sistema para ser utilizada. Los ruteadores de 
ASBR sumarizan la información y harán un flooding a esta información a través del 
AS. Cada ruteador recibirá esta información a excepción de áreas del Stub. 
Hay dos tipos específicos de rutas externas, que son las siguientes: 
• Rutas E1. Las rutas del E1 son la suma de la métrica interna y externa de 
OSPF. Son identificadas por la designación de E1 dentro de la tabla de 
encaminamiento de OSPF. Por ejemplo, si un paquete es destinado para 
otro Sistema Autónomo, E1 agrega todas las métricas para ambos 
sistemas autónomos asociados a alcanzar la destinación. 
• Rutas E2. Las rutas E2 son las preferidas por defecto para OSPF ya que 
no agregan la métrica interna de OSPF. Por ejemplo, si un paquete es 
destinado para otro Sistema Autónomo, las rutas E2 agregan solamente las 
métricas del AS de destinación asociado para alcanzar la destinación. 
Las rutas múltiples a la misma destinación utilizarán la orden siguiente de 
preferencia para encaminar: intra-área, inter-área, E1, y E2. 
Conclusiones 
Aquí pudimos ver las ventajas del encaminamiento jerárquico, y como 
funcionan los LSA, así como también pudimos ver cuales son los distintos 
subprotocolos, por lo cueles se componen OSPF. Los tipos de Ruteadores, lo cual 
nos da herramientas para poder hacer un diseño más acorde con la tecnología 
OSPF. 
CAPITULO 4 
CONCEPTOS BÁSICOS DE DISEÑO 
DE OSPF 
4.1 Conceptos de Diseño de OSPF 
• Algoritmos de OSPF. El algoritmo de OSPF será discutido en mayor detalle 
con la introducción de costos. Con la adición de costos, las tablas de 
encaminamiento de OSPF se alteran, y esta sección explica cómo y 
porqué. 
• Convergencia de OSPF. Esta sección cubre las ediciones que rodean la 
convergencia con el protocolo, incluyendo las ventajas de OSPF y de su 
capacidad de converger muy rápidamente. 
• Pautas Del Diseño del OSPF. Esta sección comienza la introducción para 
diseñar redes del OSPF y se concentra en dos puntos principales: 
topología y escabilidad de la red. Esta sección comienza a examinar los 
requisitos y la disposición físicas necesaria antes de que el trabajo real 
comience. 
• Consideraciones Del Diseño Del Área. Los fundamentos verdaderos de 
cualquier red de OSPF son sus áreas. El diseño apropiado de estas áreas 
es absolutamente esencial y se discuten muy diversas áreas: la espina 
dorsal, non-stub, y todas las variaciones del área de Stub. 
• Selección De Ruta de OSPF. El encaminamiento es la esencia de cada 
protocolo, y cómo el protocolo determina sus rutas es el área primaria el 
foco en esta sección. Se incluye dentro de este capítulo la capacidad 
inherente de OSPF para conducir balancear la carga. La derivación de 
rutas externas también se discute extensamente. 
• Direccionamiento de IP y Sumarización de Ruta en OSPF. Las técnicas 
generales y los procedimientos de sumarización de ruta usados por OSPF 
se examinan y se demuestran a través de diversos panoramas con los 
cuales un ingeniero de red puede tener contacto. Esta sección concluye 
con una discusión a profundidad de VLSM y las ventajas de su uso en su 
red de OSPF. 
4.2 Algoritmos de OSPF 
OSPF es un protocolo de estado de enlace que utiliza una base de datos de 
estado de enlace (LSDB) para construir y calcular la trayectoria más corta a todas 
las destinaciones conocidas. Está con el uso del algoritmo del SPF con la 
información contenida dentro del LSDB que calcula las rutas. 
El algoritmo de la trayectoria más corta por sí mismo es absolutamente 
complicado, y sus funcionamientos internos están realmente más allá del alcance 
de este investigación. Pero entender su lugar y operación es esencial para la 
realización de una comprensión completa de OSPF el texto sigue revisiones de la 
operación de calcular la trayectoria más corta y después aplica eso a un ejemplo. 
Lo que sigue es un nivel muy alto, en una manera simplificada de mirar 
varios pasos usados por el algoritmo: 
1. Sobre la inicialización o debido a cualquier cambio en la información de 
encaminamiento, un ruteador generará un anuncio del estado de enlace 
(LSA). Este anuncio representará la colección de todos los estados de 
enlace en ese ruteador. 
2. Todas los ruteador intercambiarán LSA por medio del protocolo del flooding 
de OSPF. Cada ruteador que recibe una actualización de estado de enlace 
la almacenará en su LSDB y después hace un flooding de la actualización a 
otros ruteadores. 
3. Después de que la base de datos de cada ruteador sea actualizada, cada 
ruteador recalculará un árbol más corto de la trayectoria a todas las 
destinaciones. El ruteador utiliza algoritmo (Dijkstra) de la primera 
trayectoria más corta para calcular el árbol más corto de la trayectoria 
basado en el LSDB. Las destinaciones, sus costos asociados, y el salto 
siguiente para alcanzar esas destinaciones que formarán la tabla de 
encaminamiento de IP. 
Se calcula la trayectoria más corta usando el algoritmo Dijkstra. El 
algoritmo coloca cada ruteador en la raíz de un árbol y calcula la trayectoria más 
corta a cada destinación basada en el costo acumulativo requerido para alcanzar 
esa destinación. Cada ruteador tendrá su propia opinión de la topología de la red 
aunque todas los ruteadores construirán un árbol de la trayectoria más corta 
usando la misma LSDB. Esta visión consiste en cuáles trayectorias están 
disponibles y sus costos asociados para alcanzar destinaciones a través de la red. 
En la figura 4-1, el ruteador de las jefaturas está en la base del árbol (mire hacia 
arriba de la figura). Las secciones siguientes indican qué está implicada en la 
construcción de un árbol de la trayectoria más corta. 
Jefatura 
128.213.0.0 
Costo = 10 
Manufactura 




Costo = 10 
222.211.10.0 
Vista A: Topología de Red 
128.213.0.0 
Costo = 10 
Manufactura 




Costo = 1 0 / 
Vista B: Vista de Arbol SPF de la Red 
Figura 4 - 1 Calculo de la trayectoria más corta: Cómo La red busca desde la perspectiva de la 
jefatura 
4.3 Costos de OSPF 
El costo o la métrica asociada con un ¡nterfaz en OSPF es una indicación 
de los gastos indirectos requeridos para enviar los paquetes a través de ese 
¡nterfaz. Por ejemplo, en la figura 5-1, para que la jefatura alcancen la red 
192.213.11.0, es de un costo de 20 (10+5+5) que se asocia a la trayectoria más 
corta. 
El costo de un interfaz es inversamente proporcional a la ancho de banda 
de ese interfaz. Un ancho de banda más alta indica un costo más bajo. Hay más 
gastos indirectos (un costo más alto) y un retraso que Implica cruzar una línea 
serial de 56K, que si se cruza una línea de Ethernet de 10 Mbps. La fórmula 
usada por OSPF para calcular el costo es: 
Costo = 1 00,000,000/ancho de banda en bps 
O por ejemplo, costará 10 EXP8/1 0 EXP7 = 10 cruzar una de línea 10Mbps 
Ethernet y constará 10 EXP8/1544000=64 para cruzar una línea del TI. Por 
defecto, el costo de un ¡nterfaz está mencionado basándose en la ancho de 
banda, pero usted puede poner un costo en un interfaz con el comando íp ospf cost 
[valué] para el costo de la ínterfase de OSPF. 
En el lanzamiento del Cisco IOS 10,2 y anteriores, OSPF asignó métricas 
por defecto a la interfaz de un ruteador, sin importar el ancho de banda unida 
realmente al interfaz. Por ejemplo, daría a un enlace de 64K y a un enlace de T1 
iguales métricas. Esto requería que el usuario elimine el valor prefijado para 
aprovecharse del enlace más rápido. Esta eliminación fue lograda con el uso del 
comando de OSPF ¡p ospf cost [valué], que sería puesto en cada interfaz según lo 
deseado. 
En Cisco IOS 10,3 y posteriores, el OSPF por defecto ahora calcula el costo 
(métrica) para una interfaz según el ancho de banda de la interfaz. Si necesario, 
esta característica puede también ser des habilitada con el uso del comando no ospf 
auto-cost -determinatíon de OSPF. Usted entonces podrá modificar los costos de 
encaminamiento para requisitos particulares según lo necesitado. 
4.4 Árbol de la Trayectoria Mas corta 
Asuma que usted tiene el diagrama de la red según lo mostrado en la figura 
4-1 con los costos indicados de la ¡nterfaz. Para construir el árbol de la trayectoria 
más corta para el ruteador de jefaturas, usted tendría que hacer la raíz del árbol y 
calcular el costo más pequeño para cada destinación. 
Las direcciones de ias flechas en esta figura se utilizan para calcular el 
costo de la ruta. Por ejemplo, el costo del interfaz del ruteador de manufactura a 
la red 128.213.0.0 no es relevante al calcular el costo a 192.213.11.0. 
Las jefaturas pueden alcanzar 192.213.11.0 vía el ruteador de manufactura 
con un costo de 20 (10+5+5). Las jefaturas pueden también alcanzar 
222.211.10.0 vía el ruteador de las ventas con un costo de 25 (10+15) o vía el 
ruteador de la manufactura con un costo de 20 (10+5+5) 
En caso de que existan las trayectorias iguales de costo a la misma 
destinación, la ímplementación del Cisco de OSPF no se perderá de vista hasta 
seis saltos siguientes a la misma destinación. 
Para construir el árbol de la trayectoria más corta para las jefaturas, usted 
tendría que hacer las jefaturas la raíz del árbol y calcular el costo más pequeño 
para cada destinación. Después de que el ruteador construya el árbol de la 
trayectoria más corta, comenzará a construir la tabla de encaminamiento por 
consiguiente. Las redes directamente conectadas serán alcanzadas vía una 
métrica (costo) de 0 y otras redes serán alcanzadas según el costo según lo 
calculado en el árbol. 
4.5 Convergencia en OSPF 
Una de las características más atractivas sobre el OSPF es su capacidad a 
adaptarse rápidamente a los cambios de la topología. Los dos componentes 
esenciales a la convergencia de encaminamiento son: 
• Detección de cambios a la topología de la red 
• Recálculo rápido de rutas. 
4.5.1 Detectando cambios a la Topología de la Red 
El OSPF utiliza dos mecanismos para detectar cambios de la topología. 
Los cambios del estado del ínterfaz (tales como falta del portador en un enlace 
serial) es el primer mecanismo. El segundo mecanismo es la falta de recepción de 
paquetes helio de OSPF de su vecino dentro de una ventana de la sincronización 
llamada contador de tiempo muerto. Después de que expire este contador de 
tiempo, el ruteador asume que el vecino está caído. Se configura el contador de 
tiempo muerto usando el comando ip ospf dead -interval de la configuración OSPF. 
El valor prefijado del contador de tiempo muerto es cuatro veces el valor del 
intervalo Helio, que los resultados en un defecto muerto del contador de tiempo de 
40 segundos para las redes de difusión y 2 minutos para las redes de no difusión. 
Para resumir, la detección de avería de OSPF puede diferenciar levemente 
dependiendo del tipo de medios. En general, la falta hola de un paquete puede 
reemplazar la falta de paquetes keepalive (vida). El tipo de medios afectará cómo 
el OSPF detecta una falta según lo demostrado en la lista siguiente: 
• Las averías de la interfaz seriales se detectan de una de dos maneras. 
• Detección inmediata de pérdidas de portador (Imi). 
• Dos a tres veces el tiempo del paquete de keepalive (vida) por defecto 10 
segundos. 
• El token ring y el FDDI se detectan inmediatamente. 
• Se detecta Ethernet después de que se caiga el paquete keepalive de dos a 
tres veces. 
4.5.2 Rápida Recalculación de Rutas 
Después de que se haya detectado una falta, el ruteador que detectó la falla 
un manda un paquete de Flooding de LSA con la Información del cambio a todas 
las ruteadores con las cuales esté conectada directamente. El ruteador de 
detección continuará haciendo un flooding, de esta información hasta que cada 
ruteador con el cual está conectada directamente reconoce su recepción. 
Todos las ruteadores recalcularán sus rutas usando el algoritmo de Dijkstra 
(o SPF). Recuerde que cada ruteador construye su tabla de encaminamiento 
basada sobre la LSDB, y este cambio altera el contenido de esa base de datos. 
Por lo tanto, el ruteador reconstruirá sus tablas de encaminamiento con ella como 
la base del árbol de la ruta. El tiempo requerido para funcionar el algoritmo 
depende de una combinación del tamaño del área y del número de rutas en la 
base de datos. 
OSPF balancea la carga a lo largo de las trayectorias con igual costo, esto 
tiene en cuenta una convergencia casi inmediata. El OSPF puede también 
balancear cargas a través de cuatro trayectorias de igual costo. 
4.6 Guía de Diseño de OSPF 
El protocolo OSPF, según lo definido en RFC 1583 y RFC 2178, 
proporciona un protocolo abierto de la alta funcionalidad que permite a redes de 
múltiples fabricantes comunicarse con la familia de protocolos de JCPAP. Algunas 
de las ventajas del OSPF son: convergencia rápida, VLSM, autentificación, 
segmentación jerárquica, sumarización de ruta, y agregación, que son necesarios 
para manejar redes grandes y complicadas. 
Si usted está construyendo una red interna de OSPF de abajo para arriba o 
está convirtiendo su red interna al OSPF, las pautas del diseño destacadas en las 
secciones siguientes proporcionan una fundación de la cual usted pueda construir 
un ambiente confiable, escalable basado en OSPF. 
Diversa gente tiene diversos acercamientos para diseñar redes de OSPF. 
La cosa importante a recordar es que cualquier protocolo puede fallar bajo 
presión. La idea no es desafiar el protocolo para trabajar algo con él para 
conseguir el mejor funcionamiento posible de su red. 
El OSPF RFC 1583 y 2178 no especifica varias consideraciones muy 
importantes que son esenciales para el diseño correcto de una red de OSPF. 
Pero el RFC 2178 es un recurso muy bueno a consultar al presentar al diseño de 
su red de OSPF. Es también compatible posterior al RFC 1583. 
Las dos actividades de diseño que son críticamente importantes para una 
implementación acertada de OSPF son definir los límites de área y la asignación 
de direcciones. Asegurarse de que estas actividades estén planeadas y 
ejecutadas correctamente esto hará la diferencia en su puesta en práctica de 
OSPF. 
4.7 Topología de Red de OSPF 
El OSPF trabaja lo mejor posible en un ambiente de encaminamiento 
jerárquico. La primera y la más importante decisión cuando diseña una red en 
OSPF es de determinar qué ruteadores y enlaces deben ser incluidos en la espina 
dorsal (área 0) y cuáles son incluidos en cada área. Lo siguiente son las tres 
características importantes de OSPF y su necesidad de una estructura de una 
estructura jerárquica: 
La estructura jerárquica de encaminamiento debe existir o ser creada. 
Un área contigua de espina dorsal debe estar presente y todas las áreas 
deben tener una conexión a la espina dorsal. 
La topología explícita tiene precedencia cualesquiera a esquemas de 
dirección de IP que pudieran haber sido aplicados. 
Varios artículos importantes para considerar cuando se diseña la topología 
para una red de OSPF (serán discutidas largamente en las secciones que siguen) 
son como sigue: 
• El número de ruteadores en un área. 
• El número de áreas conectadas a un ruteador frontera de área (ABR). 
• El número de vecinos para cualquier ruteador. 
• El número de las áreas soportadas por cualquier ruteador. 
• Seleccionar el ruteador designado (DR). 
• ELLSDB. 
4.7.1 El Número de Ruteadores en un Área. 
El OSPF utiliza intensivamente el CPU con el algoritmo de SPF. La 
experiencia ha demostrado que 40 a 50 ruteadores por área son el límite superior 
óptimo para OSPF, el número de los cálculos que se deben realizar por el ruteador 
dado los paquetes de n estados de enlaces (LSP's) y es proporcional a n(log)n. 
Consecuentemente, entre más grande y más inesTabla sean las áreas, mayor es 
la probabilidad para los problemas de funcionamiento asociados al recálculo del 
encaminamiento del OSPF. 
Generalmente, un área debe tener no más de 50 ruteadores. ¿Eso no 
significa que no funcionarán las redes con 60 o 70 ruteadores en un área, pero 
para porqué experimentar con la estabilidad si usted no lo necesita? Las áreas 
con enlaces inestables deben ser más pequeñas. 
Uno de los problemas principales con las áreas es que los administradores 
de la red dejan su área de espina dorsal crecer demasiado grande. Intente 
controlar la vista lógica de la red desde el comienzo, y recuerde que no lastima 
comenzar a crear otra área antes de que ella es necesaria. Una buena regla del 
pulgar es planear para el crecimiento máximo a la par con la planificación a largo 
plazo. Esto tiene un ventaja agregada para asegurar que su red pueda manejar el 
crecimiento rápido. En este caso, el planear para demasiado nunca es una mala 
idea. 
Sin embargo, esas recomendaciones se hacen de acuerdo con 
recomendaciones "oficiales" de Cisco con respecto a redes del OSPF. Los 
estudios y las implementaciones verdaderas en el mundo han ido más lejos. Por 
ejemplo, la estadística en la tabla 4-1 vine "del informe de estándar del OSPF del 
IETF. 
Tabla 4 - 1 informe de estándar del OSPF del IETF 
Parámetro 
Ruteador en un 
Dominio 
Ruteador por una sola 
area 








Es bueno saber que OSPF se ha probado y puede a fondo soportar el 
escalamiento a un tamaño fenomenal. 
El ABR guardará una copia de la base de datos para todas las áreas que se 
mantienen. SI una ruteador está conectado con cinco áreas, por ejemplo, tendrá 
que guardar una lista de cinco diversas bases de datos. Es mejor para no 
sobrecargar un ABR; que usted intente separar las áreas sobre otros ruteadores 
El diseño Ideal es tener cada ABR conectado con dos áreas solamente, ia espina 
dorsal, y otra área, con tres áreas siendo el límite superior. La figura 4-2 
demuestra la diferencia entre un ABR que lleva a cabo cinco diversas bases de 
datos, Incluyendo el área 0 (parte a) y dos ABRs que lleva a cabo tres bases de 
datos cada uno (la parte b). 
Demaciadas Areas Por ABR 
(a) 
4 - 2 ¿Cuántas Áreas pueden estar conectadas por ABR? 
Éstas son pautas justas; cuanto más áreas que usted una por ABR, más 
bajo es el rendimiento que usted pueda conseguir de esa ruteador. En algunos 
casos, el rendimiento más bajo puede ser tolerado, pero los usuarios finales no lo 
verán probablemente de esa manera. 
4.7.2 El Numero De Vecinos Para Cualquier Ruteador. 
El Flooding de OSPF transmite todos los cambios de estado de enlace a 
todas las ruteadores en un área. Los ruteadores con muchos vecinos tienen la 
mayoría del trabajo a hacer cuando ocurren los cambios de estado de enlace. En 
general, cualquier ruteador debe tener no más de 60 vecinos. 
El número de ruteadores conectados en la misma LAN es también 
importante. Cada LAN tiene un DR y BDR que construyan adyacencias con el 
resto de los ruteadores. Cuanto menos vecinos existan en la LAN, más pequeño 
es el número de adyacencias que un DR o BDR tiene que construir. Usted puede 
ver en la figura 4-3 que cuanto más vecinos el DR o el BDR tiene, más es el 
trabajo que deben hacer. 
DR para 
La Red A 
DR para 
La Red B 
Red 
Más Vecinos « a Más trabajo para el DR y el BDR 
Figura 4 - 3 Más Vecinos = a Más trabajo para el DR y el BDR 
Esto, por supuesto, depende de cuánta energía tenga el proceso en su 
ruteador. Usted podría cambiar siempre la prioridad de OSPF para seleccionar a 
su DR. también, si es posible, intentar evitar de tener el mismo ruteador DR en 
más de un segmento. Si la selección del DR se basa en la prioridad más alta, 
entonces un ruteador podría convertirse en accidentalmente un DR sobre todos 
los segmentos con los cuales está conectado. Esta ruteador estaría haciendo 
esfuerzo adicional mientras que otras ruteadores están ociosos. 
4.7.3 Número de Área Soportadas por cualquier otro Ruteador 
Un ruteador debe utilizar el algoritmo del estado de enlace para cada 
cambio del estado de enlace que ocurra para cada área en la cual la ruteador 
resida. Cada ruteador frontera de área está en por lo menos dos áreas (la espina 
dorsal y una área). En general, par maximizar estabilidad, un ruteador no debe 
estar en más de tres áreas. 
4.7.4 Seleccionando el Ruteador Designado 
En general, el DR y los BDR en una LAN hacen la mayoría del trabajo de 
OSPF. Es una buena idea seleccionar los ruteadores para que ya no se cargan 
pesadamente con actividades de intensivas del CPU para los DR y los BDR. Esto 
se puede lograr usando íp ospf priority, I comando de la prioridad I, que permitirá 
que usted organice los DR's según lo necesario. 
Además, no es generalmente una buena idea seleccionar el mismo ruteador 
para ser el DR en más de una LAN simultáneamente. Estas pautas ayudarán a 
asegurarse de que ningún enlace de difusión tendrá también muchos vecinos con 
demasiado tráfico de paquetes Helio. 
4.7.5 Topologías de Red Totalmente Conectada contra 
Parcialmente Interconectado 
Las nubes de Multiacceso de no Difusión (NBMA), tales como Frame Relay 
o X.25, son siempre un desafío. La combinación de bajo ancho de banda y 
muchos LSA's es también perjudicial incluso para OSPF .Una topología 
parcialmente enlazada se ha demostrado que se comporta mucho mejor que una 
topología de la red totalmente enlazada. La figura 4-4 demuestra las ventajas y 
las diferencias entre las dos topologías. 
Una Red Totalmente Conectada 
(no Recomendada) 
Una Red Parcialmente Conectada 
(Recomendada) 
Figura 4 - 4 Ejemplos de las redes totalmente Conectadas y parcialmente conectadas 
Una solución cuidadosamente presentada de red de punto a punto o de 
punto a multipunto en algunos casos funciona mucho mejor que las redes de 
múltiples puntos que tienen que ocuparse de las muchas funciones de DR. 
4.8 La Base de Datos de Estado de Enlace 
Aunque están cubiertas en capítulos anteriores, estas ediciones con 
respecto al LSDB son muy importantes y tratan directamente con su operación en 
lo referente a la topología de la red: 
• Un ruteador tiene una LSDB separada para cada área a la cual pertenece 
• Un ruteador tiene un LSDB separado para cada área a la cual los 
ruteadores pertenecen. Todos los que pertenecen a la misma área tienen el 
LSDB idéntico. 
• El cálculo del SPF es utilizado separadamente para cada área y para su 
LSDB asociado. 
• El flooding de LSA ocurre solamente en el área que envía el aviso. 
4.9 Escabilidad de Red de OSPF 
Su capacidad de escalar una red interna de OSPF depende de su esquema 
total, de la estructura de la red y de la dirección del IP. Conforme a las discusiones 
referentes la topología de la red y a la sumarización de la ruta, adoptar un 
ambiente jerárquico de las direcciones y una asignación de direcciones 
estructuradas, serán los factores más importantes de determinar en la escabilidad 
de su red interna. La escabilidad de la red es afectada por consideraciones 
operacionales y técnicas. 
Operacionalmente, las redes del OSPF deben ser diseñadas de modo que 
las áreas no necesiten estar partidas para acomodar el crecimiento. El espacio de 
direcciones se debe reservar para permitir la adición de nuevas áreas. La 
escabilidad se debe tomar siempre en consideración al diseñar su red. Todas las 
ruteadores guardan una copia del LSDB. Pues la red crece, alcanzando 
eventualmente un punto a donde la base de datos llega a ser demasiado grande, 
dando por resultado la ineficacia en su encaminamiento. Además, los LSA's 
harán un flooding a través de la red, dando por resultado un problema de la 
congestión. La capacidad de su red de OSPF a escalar correctamente es 
determinada por una multiplicidad de factores, incluyendo lo siguiente: 
• Requerimientos de Memoria del Ruteador. 
• Requerimientos de CPU. 
• Ancho de Banda Disponible. 
• Seguridad de OSPF. 
En muchos casos, el personal que trabaja directamente con las redes no 
está siempre en el control completo de algunos de los factores discutidos en esta 
sección. Por supuesto, entre más grande es mejor; desafortunadamente, es 
también más costosa. 
4.9.1 Determinando los Requerimientos de Memoria del Ruteador 
Un ruteador de OSPF almacena todos los estados de enlace para todas las 
áreas a las que pertenece. Además, puede almacenar las rutas sumarizadas y 
externas. El uso cuidadoso de las técnicas del sumarización de ruta y de la 
creación de las áreas del Stub puede reducir el uso de la memoria 
substancialmente. 
No es fácil determinar la cantidad exacta de memoria necesitada para una 
configuración en particular de OSPF. Los recursos de la memoria generalmente 
se elevan cuando muchas rutas externas se inyectan también en el dominio de 
OSPF. Un área de la espina dorsal con 40 ruteadores y un una ruta por defecto a, 
el mundo exterior tendría menos consumo de memoria comparadas con un área 
de la espina dorsal con 4 ruteadores y 33.000 rutas externas que fuesen 
inyectadas en memoria del ruteador de OSPF, podrían también ser conservadas 
usando un buen diseño de OSPF. La Sumarización en las ruteadores frontera de 
área y el uso de las áreas de Stub podrían reducir al mínimo el número de las 
rutas intercambiadas. 
La memoria total usada por OSPF es la suma de la memoria usada en la 
tabla de encaminamiento (show ip route summary) y la memoria usada en el LSDB. 
Los números siguientes son "regla de pulgar". Cada entrada en la tabla de 
encaminamiento consumirá entre aproximadamente 200 y 280 octetos más 44 
octetos por la trayectoria adicional. Cada LSA consumirá gastos indirectos de 100 
octetos más el tamaño del LSA real, posiblemente otros 60 a 100 octetos (para el 
ruteador de enlace, esto depende del número de interfaces en la ruteador). Estas 
cantidades se deben agregar a la memoria usada ya por otros procesos y por el 
IOS sí mismo. 
Si usted realmente desea saber el número exacto, usted puede hacer una 
show memory con y sin su activación en OSPF. La diferencia en la memoria del 
procesador usada sería la respuesta. 
Considere el conseguir y el guardar una copia de reserva de la 
configuración del ruteador de antemano, por supuesto. 
Normalmente, una tabla de encaminamiento que use menos octetos de 
500K se podría acomodar con 2 a 4MB de RAM; las redes grandes que tienen 
tablas de encaminamiento mayores de 500K pudieron necesitar de 8 a 16MB. 
Puede ser que incluso necesiten 32 a 64MB si las rutas se llenan y se inyectan del 
Internet. 
4.9.2 Requerimientos de CPU 
Un ruteador de OSPF utiliza ciclos del CPU siempre que ocurra un cambio 
de estado de enlace. Así, que mantenga las áreas de OSPF pequeñas y use la 
sumarización de ruta para reducir dramáticamente el uso del CPU del ruteador y 
así se crea un ambiente dentro del cual el OSPF pueda funcionar. 
4.9.3 Ancho de Banda Disponible 
El OSPF envía actualizaciones parciales de LSA cuando ocurre un cambio 
del estado de enlace. Las actualizaciones inundan a todos las ruteadores en el 
área. En una red reservada, el OSPF es un protocolo reservado, ¿no son todos 
los protocolos de esa manera? Lo siento, se tuvo que ser decir. En una red con 
los cambios substanciales de la topología, OSPF reduce al mínimo la cantidad de 
ancho de banda usado para el tráfico del cliente. 
4.9.4 Seguridad en OSPF 
Las dos clases de seguridad aplicables a los protocolos de encaminamiento 
están como siguen: 
• Las ruteadores que participan en una red de OSPF son controlados 
• El OSPF contiene un campo opcional de autentificación. 
Todas las ruteadores dentro de un área deben convenir en el valor del 
campo de la autentificación. Porque el OSPF es un protocolo estándar disponible 
en muchas plataformas, incluyendo algunos anfitriones, usando el campo de la 
autentificación previene el arranque inadvertido de OSPF en una plataforma 
incontrolada en su red y reduce el potencial para la inestabilidad. 
Usted puede ser que piense que es posible controlar la información de 
encaminamiento dentro de un área de OSPF. Recuerde sin embargo, esto para 
que el OSPF funcione correctamente, todas las ruteadores dentro de un área debe 
tener los mismos datos. Consecuentemente, no es posible utilizar los filtros de 
ruta en una red de OSPF para proporcionar la seguridad porque los intercambios 
de OSPF encaminan la información con el uso de LSA's, no rutas. OSPF entonces 
calcula la ruta a una destinación basada sobre el LSA. 
4.10 Consideraciones para el Diseño de Áreas en OSPF 
Al crear redes internas de OSPF a gran escala, la definición de áreas y la 
asignación de recursos dentro de áreas se deben hacer con una vista pragmática 
de su red interna de OSPF. Esta asignación de recursos incluye componentes 
físicos y lógicos del establecimiento de una red de modo que resulte en un 
funcionamiento óptimo. 
4.10.1 Justificando el Uso de Áreas y de Áreas Múltiples 
Las áreas son esencialmente pequeñas redes dentro de una red más 
grande, y como tales, ellos encaminan solamente tráfico necesario dentro de sí 
mismos, de tal modo reduciendo tráfico total de la red. Hay muchas razones para 
usar la capacidad de OSPF para crear áreas y darle lugar a las ventajas para su 
red. El uso de áreas es necesario así que la estructura jerárquica requerida de 
OSPF se puede poner en su lugar. La topología de red dentro de un área es 
invisible a cualquier cosa afuera de esa área, según lo demostrado en la figura 4-
5. 
Areas = Pequeñas Redes = Reduciendo el Tráfico de 
Figura 4 - 5 Las Áreas sirven como pequeñas Redes, por consecuencia resultan en una 
reducción del trafico de la red 
4.10.2 Características de Un Área No Stub 
Las áreas de Non Stub llevan una ruta por defecto, rutas de los estáticas, 
rutas de intra-área, y rutas externas. Una área debe ser un área de non stub 
cuando contiene un ruteador que utilice el OSPF y cualquier otro protocolo, tal 
como el Protocolo de Encaminamiento de Información (RIP). Tal ruteador se 
conoce como ruteador de la frontera de Sistema Autónomo (ASBR). Una área 
debe también ser una área del non stub, cuando un enlace virtual se configura a 
través del área. Las áreas de Non stub son el tipo más Intensivamente socorridas 
de las áreas. 
4.10.3 EL LSDB en un Área 
El LSDB está por todas partes dentro de una red de OSPF. Cuando está se 
encuentra en un área, el LSDB será idéntico en cada ruteador dentro del área. El 
LSDB también contendrá una variedad de LSA, como sigue: 
• Anuncios de enlace de ruteador 
• Anuncios de enlace de red. 
• Anuncios sumarios del acoplamiento (red del IP y ASBR) 
• Sistema Autónomo, (AS) anuncios externos (áreas del non stub solamente) 
4.10.4 Particiones Del Área: ¿Interrupciones o crecimiento de la 
red? 
Las particiones del área ocurrirán típicamente dentro de un área. OSPF no 
procura activamente las reparaciones de particiones de área. Cuando se convierte 
una área particionada, las nueva sección se hace simplemente en una áreas 
separada. Mientras la espina dorsal puede alcanzarlas a ambas, se continuará 
encaminando la información a ellos. 
Para mantener el encaminamiento, un rango de Direcciones de IP no se 
debe separar a través del área particionada. Esto asume que algunas 
destinaciones ahora requerirán el encaminamiento de Inter.-área 
consecuentemente. Si ocurre esto, después algunas destinaciones llegarán a ser 
inalcanzables y los lazos de encaminamiento podrían ocurrir. Una condición de 
interrupción de esta información no es muy provechosa, pero cuando se diseñan 
áreas, asigne los rangos de Direcciones IP por consiguiente de modo que el 
crecimiento pueda ser más fácil dirigido en el futuro si una nueva área es 
necesaria. 
La espina dorsal nunca se debe repartir, pero si ocurre, después considere 
el usar de un enlace virtual para reparar temporalmente la espina dorsal. Los 
enlaces virtuales se discuten más adelante en este capítulo. Aunque partir su 
espina dorsal de OSPF se considera mala práctica, hay veces en que podría ser 
beneficioso, así que OSPF lo permite. Por ejemplo, una compañía está intentando 
combinar dos redes separadas de OSPF en una red con un área común 0. En 
otros casos, los enlaces virtuales se agregan para la redundancia en caso de que 
una cierta falla de ruteador haga que la espina dorsal este partida en dos. 
Cualesquiera que se a la razón, un enlace virtual se puede configurar entre ABR's 
separados que tocan el área 0 de cada lado y tienen un área común (véase la 
figura 4-6). 
Enlace 
Figura 4 - 6 Reparando o juntando 2 Áreas de Espina Dorsal 
En la figura 4-6, el OSPF de dos áreas se ligan vía un acoplamiento virtual. 
En caso de que no exista un área común, un área adicional, tal como área 3, se 
podría crear para convertirse en el área del tránsito. En caso de que cualquier 
área que sea diferente que la espina dorsal se reparta 
La espina dorsal tomará el cuidado de repartir sin usar ninguno de los 
enlaces virtuales. Una porción de área partida será conocida por la otra parte vía 
las rutas del Inter..-área más bien que por las rutas del intra-área. 
4.10.5 Reglas de Oro para El Diseño de Áreas 
Entonces usted comienza a diseñar su red de OSPF, Primero será 
necesario que usted comenzará con el área 0, el área de la espina dorsal de cada 
red del OSPF. Hay dos reglas muy importantes, que si está seguido, le consigue 
comenzó correctamente: 
1. Un área contigua de la espina dorsal debe estar presente. 
2. El resto de las áreas deben tener una conexión al área de la espina dorsal. 
Los siguientes son reglas más generales y las capacidades de OSPF que 
ayudarán a asegurarse de que su red de OSPF siga siendo flexible y proporciona, 
la clase de funcionamiento necesaria para entregar el servicio confiable a todos 
sus usuarios: 
• Considere la proximidad física al definir áreas 
• Reduzca el tamaño máximo de áreas si los enlaces son inestables. 
• Asegure las áreas individuales contiguas. 
• Utilice los parámetros de Retoque de OSPF. 
4.10.5.1 Consideración de la Proximidad Física cuando se Definen las Áreas 
Si una localización particular está densamente conectada, cree un área 
específicamente para los nodos en esa localización. Esto permitirá a OSPF 
manejo de un denso de número de nodos, y permitirá una gerencia y un 
encaminamiento más eficiente. 
4.10.5.2 Reduciendo el tamaño Máximo de Áreas si los Enlaces 
son Inestables 
Si su red interna incluye enlaces inestables, considere implementar áreas 
más pequeñas para reducir los efectos de inestabilidad de la ruta. Siempre que 
una ruta se caiga o se levante, cada área afectada debe converger en la nueva 
topología. El algoritmo de Dijkstra funcionará en todos los ruteadores afectados. 
Dividiendo su red en segmentos, en áreas más pequeñas o múltiples, usted puede 
aislar enlaces inestables y entregar un servicio total más confiable. Esto siempre 
es un beneficio para todo mundo. 
4.10.5.3 Asegurando Continuidad en Áreas Individuales 
Un área contigua en OSPF es un área en la cual una trayectoria puede ser 
trazada de cualquier ruteador en una área a cualquier ruteador en la misma área. 
Esto no significa que todos los ruteadores deben compartir un mismo común 
medio de red (como Ethernet) Refiérase a la Figura 4- 7 para referirse a estos 
conceptos. 
figura 4 - 7 Áreas contiguas en una red de OSPF 
Idealmente, las áreas deben tener enlaces internos y externos redundantes 
múltiples para evitar particiones. 
4.10.5.4 Usando Parámetros de Retoque de OSPF 
Hay un grupo de parámetros de Retoque de OSPF que puedan ayudarle a 
diseñar un área, que resuelva más fácilmente las necesidades específicas de su 
red. Todos estos comandos y sus valores asociados son generalmente los 
valores por defecto, que son buenos valores. Si usted está considerando 
cambiarlos, es buena práctica cambiarlos en todos las ruteadores. 
Recuerde, los ruteadores de Cisco no mostrarán los valores prefijados, en 
sus archivos de configuración. 
Los Parámetros de Retoque en OSPF son los siguientes: 
• ip ospf hello-interval (seconds) Este comando está por defecto 
a 10 segundos. Modificándose este valor usted puede especificar el 
intervalo de la transmisión de los paquetes helio enviados de una interfaz 
• ip ospf dead interval (seconds) Este comando omite un valor 
cuatro veces hola el intervalo. Este comando especifica cuánto tiempo los 
paquetes de una ruteador hola no deben haber sido vistos antes de que sus 
vecinos declaren la ruteador abajo. 
• ip ospf retransmission- interval (seconds) Este comando 
omite un valor de cinco segundos. Modificando este valor, usted puede 
especificar el número de segundos entre las retransmisiones de LSA. 
• ip ospf transmit-delay (seconds) Este comando omite un valor de 
un segundo. Modificando este valor, usted puede fijar la hora a retrasa 
antes de transmitir un LSA de un interfaz. 
4.10.6 Aspectos Críticos Del Diseño De Una Área 
Los dos aspectos más críticos de diseñar un área incluyen la determinación 
de cómo el área es tratada y la determinación de cómo el área está conectada con 
la espina dorsal. Las áreas deben tener un sistema contiguo de direcciones de 
red y/ o de subred siempre que sea posible. Usted puede tener un área con 
cualquier combinación de redes y de subredes, pero se desalienta fuertemente. 
Siempre que sea posible, usted debe hacer que un área consista en redes y 
subredes agrupadas para poder lograr fácilmente la sumarización de la ruta. Sin 
un espacio de dirección contiguo, la implementación de sumarización de ruta es 
imposible. 
Los ruteadores que conectan un área con la espina dorsal se llaman ABR. 
Las áreas pueden tener un solo ABR o pueden tener ABR's múltiples. En general, 
usted debe tener más de un ABR por área para reducir al mínimo el riesgo de que 
el área sea desconectada de la espina dorsal. 
4.10.6.1 Diseño del Área de Espina Dorsal 
La espina dorsal de OSPF (también conocida como área 0) es 
extremadamente importante. Si más de una área se configura en una red de 
OSPF, una de estas áreas tiene que ser el área 0. Al diseñar redes, es buena 
práctica comenzar con el área 0 y después ampliarse en otras áreas más adelante 
desde el inicio. Sumarizar, la espina dorsal de OSPF, es la parte de la red de 
OSPF que actúa como la trayectoria primaria para el tráfico que es destinado a 
otras áreas o redes. 
La teoría aceptada de diseño de red recomienda que se acerque a tres 
enlaces (véase la figura 4-8). Esta teoría indica, que nunca debe haber más de 
tres niveles con un máximo de seis saltos de ruteador a través de los puntos más 
lejanos de red. Este tipo de diseño satisface a OSPF muy bien debido a sus 
conceptos y necesidad de área del ruteo jerárquico. Este diseño reduce tiempo de 
la convergencia y facilita el sumarización de ruta. 
Figura 4 - 8 Modelo del Diseño de Red del Árbol unido 
Usted debe apegarse a las pautas siguientes al diseñar una espina dorsal 
de OSPF (área 0): 
• Asegure la estabilidad de la espina dorsal 
• Asegure la redundancia, como esto se llama definitivamente para en un 
área tan crítica. 
• Asegúrese de que las espinas dorsales de OSPF estén contiguas 
• Mantenga esta área simple. Entre menos ruteadores mejor 
• Mantenga la ancho de banda simétrico de modo que el OSPF pueda 
mantener balanceo de carga. 
• Asegure el resto de las áreas se conecten directamente con el área 0. 
• Restrinja todos los recursos del usuario final (anfitrión) del área 0. 
La espina dorsal tiene que estar en el centro del resto de las áreas, es 
decir, todas las áreas tienen que estar físicamente conectadas con la espina 
dorsal. El razonamiento detrás de esto es que OSPF espera que todas las áreas 
inyecten la información de encaminamiento en la espina dorsal y, alternadamente, 
la espina dorsal diseminará esa información de encaminamiento en otras áreas. 
La figura 4-9 ¡lustra el flujo de información de encaminamiento en una red de 
OSPF. 
Figura 4 - 9 La Fluctuación de la Información en una Red de OSPF, en la Cual La Espina Dorsal 
es la Clave 
En la figura 4-9, todas las áreas están conectadas directamente con la 
espina dorsal. La estabilidad y la redundancia son los criterios más importantes 
para la espina dorsal. Mantener el tamaño de la espina dorsal, brinda resultados 
razonables de estabilidad. Esto es muy deseable porque cada ruteador en la 
espina dorsal necesita el recomputar sus rutas después de que cada cambio de 
estado de enlace. Manteniendo la espina dorsal pequeña reduce la probabilidad 
de un cambio y reduce la cantidad de ciclos del CPU requeridos al recomputo de 
las rutas del. 
La redundancia es importante para la espina dorsal para prevenir la 
partición cuando se cae un enlace. Se diseña una buena espina dorsal de modo 
que a ninguna falla de un solo enlace pueda causar una partición (es decir, la 
espina dorsal se aisle). Las espinas dorsales de OSPF deben estar contiguas. 
Todos los ruteadores en la espina dorsal se deben conectar directamente con 
otros ruteadores de la espina dorsal. Evite poner a los anfitriones (tales como 
estaciones de trabajo, servidores de archivo, u otros recursos compartidos) en el 
área de la espina dorsal. Mantener a los anfitriones fuera del área de la espina 
dorsal simplifica la extensión de la red interna y crea un ambiente más esTabla 
porque la operación normal de un anfitrión (mañana/ tarde, accionan 
levantamiento/ caídas) y causará tráfico innecesario de LSA. 
4.10.6.2 Enlaces Virtuales: ¿Perdición o ventaja? 
El OSPF incluye el concepto de enlaces virtuales. En las situaciones raras 
que una nueva área sea introducida y no pueda tener un acceso físico directo a la 
espina dorsal, un enlace virtual tendrá que ser configurado. Un enlace virtual crea 
una trayectoria entre dos ABR que no estén conectados directamente. La teoría 
aceptada del diseño de red considera el uso de enlaces virtuales como el 
resultado de una espina dorsal mal diseñada. 
Un enlace virtual puede conectar un ABR con la espina dorsal (área 0) aunque no 
esté conectada directamente (véase la figura 5-10). Con el uso de un enlace 
virtual, que es similar a un túnel, esto puede ser logrado. 
Figura 4 - 1 0 Enlaces Virtuales ¿Perdición o Ventaja? 
• Su estabilidad es determinada por la estabilidad del área que atravieza. 
• Pueden ser configurados solamente en ABR. 
• No pueden funcionar a través de áreas de Stub. 
• Asisten a solucionar problemas de la conectividad de la red del a corto 
• Pueden ser utilizados para asistir y proporcionar redundancia. 
• El OSPF trata a dos ruteadores unidas por un acoplamiento virtual como si 
estuvieran conectados por una red no numerada de punto a punto. 
plazo. 
• Los enlaces virtuales no se pueden configurar en enlaces no numerados o 
con áreas Stub. 
Usando el comando en el modo activo (EXEC), show ipospf virtual-unks usted 
puede ver los enlaces virtuales configurados en su ruteador 
4.10.6.3 Áreas Stub 
Un área del Stub en OSPF es un área que lleva rutas por defecto, y las 
rutas del Inter, área pero no lleva ningunas rutas externas. Las áreas Stub reducen 
gastos indirectos de la red poniendo las secciones de la red en áreas de callejón 
sin salida, también conocidas como áreas stub. Esto reduce las rutas que son 
anunciadas a través de la red. 
Porque se utiliza el encaminamiento por defecto, el LSDB se reduce de 
tamaño, que alternadamente también reduce la carga que es colocada en el CPU 
y la memoria del ruteador. Las actualizaciones de encaminamiento también se 
reducen porque las variaciones específicas de enlace no serán Inyectadas a 
través de la red; en lugar, se confinan al área o incluso no entran en el área, 
dependiendo de donde ocurrieron. 
Hay tres diversos tipos de áreas de Stub: Stub normal, área totalmente en 
Stub (TSA), y NSSA. Cada área Stub y las características correspondientes serán 
discutidas en las secciones que siguen. 
4.10.6.4 Reglas de Oro para el Diseño de Áreas Stub 
Muchos tropiezan reglas del diseño del área están en lugar porque un área 
del trozo se diseña y se configura para no llevar las ruteadores externas. Si una 
situación ocurriera dentro de un área stub, los enlaces externos se inyectarán en 
el área, después su utilidad está arruinada. Lo siguiente son las reglas: 
• Solamente un solo ABB puede estar en un área de Stub, pero si hay más 
de uno, entonces aceptará las trayectorias no óptimas de encaminamiento. 
• Una Área Stub no puede ser ASBR. 
• En una Área Stub los Enlaces Virtuales no están permitidos 
• Todas los ruteadores dentro de cualquier tipo de área stub se deben 
configurar para reconocer su localización (es decir, qué área esta dentro y 
cualquier ajuste específico de OSPF para esa área). Si todos los 
ruteadores no convienen en su localización, entonces no se convertirán en 
sus vecinos y el encaminamiento no tomará efecto. 
• El área de Espina Dorsal no puede ser configurada como Área Stub. 
4.10.6.5 Áreas Stub Normales 
El comando de configuración area # stub comienza el encaminamiento del 
área stub. Las rutas externas que son anunciadas en el OSPF debe ser hecho vía 
el comando summary-address esto es hecho típicamente en un ASBR. 
Las áreas Stub normales tienen solamente bloques de rutas externas; sin 
embargo, permiten la sumarización de rutas. Por ejemplo, se permiten los tipos 1-
4 de LSA y se bloquean los 5-7. Ésta es la diferencia entre las áreas Stub 
normales y los otros tipos de áreas Stub. 
El comando que configura un área Stub es como sigue: 
area <area-íd> stub [no-summary] 
El comando que configura un costo por defecto en un área es como sigue: 
area area-id default-cost cost 
Si los costos no son configurados usando el comando area area - A def auit -
cost cost un costo de uno será anunciado por el ABR. La Figura 4-11 muestra un 
ejemplo muy bueno de las áreas Stub. En los ejemplos que siguen, los archivos de 
configuración del ruteador serán presentados basados sobre la disposición en la 
Figura 4-11. 
Asuma que el área 2 debe ser configurada como área stub. Los ejemplos 
siguientes muestran la tabla de encaminamiento del RTE antes y después que se 
configura el área 2 como área del stub. 
Figura 4 - 1 1 Configurando un área OSPF como un área Stub 
Antes de convertirse en un área Stub 
RTC# 
interface EthernetO 
ip address 203.250.14.1 255.255.255.0 
interface Seriali ip address 203.250.15.1 255.255.255.252 
router ospf 10 
network 203.250.15.0 0.0.0.255 
area 2 network 203.250.14.0 0.0.0.255 area 0 
RTE#sh ip route 
Codes: C - connected, S - static, I 
D EIGRP, EX - EIGRP external, 0 - OSPF, IA - OSPF inter area 
El - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
I - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.252 is subneted, 1 subnet 
C 203.250.15.0 is directly connected, SerialO 
0 IA 203.250.14.0 [110/741 via 203.250.15.1, 00:06:31, SerialO 
128.213.0.0 is variably subneted, 2 subnets, 2 masks 
0 E2 128.213.64.0 255.255.192.0 
[110/10] via 203.250.15.1, 00:00:29, SerialO 
0 IA 128.213.63.0 255.255.255.252 
[110/841 via 203.250.15.1, 00:03:57, SerialO 
131.108.0.0 255.255.255.240 is subneted, 1 subnets 
0 131.108.79.208 [110/74] via 203.250.15.1, 00:00:10, SerialO 
El RTE ha aprendido las rutas del Inter.-área (O - IA) 203,250,14. 0 y 
128,213,63. 0, y él tiene la ruta de intra-area de (O) 131,108,79,208 y la ruta 
externa (O • E2) 128. 213,64. 0. Si usted configura el área 2 como Stub, usted 
necesita hacer lo siguiente: 
Después de convertirse en un área Stub 
RTC# 
interface Ethernet 0 
ip address 203.250.14.1 255.255.255.0 
interface Seriali 
ip address 203.250.15.1 255.255.255.252 
router ospf 10 
network 203.250.15.0 0.0.0.255 area 2 
network 203.250.14.0 0.0.0.255 area 0 
area 2 stub 
RTE# 
interface EthemetO 
ip address 203.250.14.2 255.255.255.0 
interface Ethernetl 
ip address 131.108.79.209 255.255.255.240 
interface Seriali 
ip address 203.250.15.1 255.255.255.252 
router ospf 10 
network 203.250.15.0 0.0.0.255 
area 2 network 203.250.14.0 0.0.0.255 
area 0 network 131.108.0.0 0.0.255.255 
area 2 area 2 stub 
Observe que el comando de Stub está configurado en el RTE también; si 
no, el RTE nunca será venido un vecino a RTC. E! costo por defecto no fue fijado, 
así que RTC anunciará 0.0.0.0 RTE con una métrica de 1. 
RTE# sh ip route 
Codes: C - connected, S - static, IIGRP, R RIP, M - mobile, B - BGP D EIGRP, EX - EIGRP 
external, 0 OSPF, IA OSPF inter area El OSPF external type 1, E2 • OSPF external type 2, E • EGP 
I - IS-IS, LI - IS-IS level-1, L2 -IS-IS level-2, ' - candidate default 
Gateway of last resort is 203.250.15.1 to network 0.0.0.0 
203.250.15.0 255.255.255.252 is subneted, 1 subnets 
C 203.250.15.0 is directly connected, SerialO 
O - IA 203.250.14.0 [110/74] via 203.250.15.1, 00:26:58, SerialO 
128.213.0.0 255.255.255.252 is subneted, 1 subnets 
O - IA 128.213.63.0 [110/84] via 203.250.15.1, 00:26:59, SerialO 
131.108.0.0 255.255.255.240 is subneted, 1 subnets 
O 131.108.79.208 [110/74) via 203.250.15.1, 00:26:59, SerialO 
O - IA 0.0.0.0 0.0.0.0 [110/65] via 203.250.15.1, 00:26:59, SerialO 
Observe que todas las rutas que se muestran arriba excepto las rutas 
externas que fueron substituidas por una ruta por defecto de 0.0.0.0. El costo de la 
ruta resulto ser 65 (64 para mas uno a un TI que anunciado por RTC). Usted 
ahora configurará el área 2 para ser totalmente stub y para cambiar el costo por 
defecto de 0.0.0.0 a 10: 
RTC# 
interface EthernetO 
ip address 203.250.14.1 255.255.255.0 
interface SeriaU 
ip address 203.250.15.1 255.255.255.252 
router ospf 10 
network 203.250.15.0 0.0.0.255 
area 2 network 203.250.14.0 0.0.0.255 
area 0 area 2 stub no-summary 
RTE#sh ip route 
Codes: C -connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP 
D - EIGRP, EX - EIGRP external, 0 - OSPF, IA - OSPF inter area El - OSPF 
external type 1, E2 - OSPF external type 2,E - EGP I - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.252 is subneted, 1 subnets 
C 203.250.15.0 is directly connected, SerialO 
131.108.0.0 255.255.255.240 is subneted, 1 subnets 
0 131.108.79.208 (110/741 via 203.250.15.1, 00:31:27, SerialO 
O'lA 0.0.0.0 0.0.0.0 [110/74] via 203.250.15.1, 00:00:00, SerialO 
Observe que las únicas rutas que se muestran arriba son las rutas del intra 
área (0) y la ruta por defecto 0.0.0.0. Se han bloqueado las rutas externas y de 
Inter.-área. El costo de la ruta por defecto ahora es 74 (64 mas 10 a una línea TI 
anunciadas por RTC). No hay configuración necesaria para RTE en este caso. El 
área es ya stub, y el comando no-summary no afecta del todo a el paquete helio 
como lo hace el comando stub. 
4.10.6.6 Áreas Totalmente Stubby 
Cisco indica un TSA al configurar a los ruteadores agregando la el comando 
de no sumarizar a la configuración. Así, el comando de configuración necesitado 
es area # stub no summary. 
Un TSA bloquea las rutas externas y las rutas sumarizadas al entrar en el 
área. Esto deja las rutas por defecto y las de intra. -área como los únicos tipos 
que son anunciados a través del área. Ésta es la técnica más completa del 
sumarización posible en el OSPF y los resultados son tablas de encaminamiento 
extremadamente pequeñas compuestas solamente de las redes encontradas en el 
área. 
4.10.6.7 Áreas no-So-Stubby 
Según lo mencionado en el capítulo, la "introducción al OSPF," NSSA tiene 
su propio RFC y es un nuevo concepto en OSPF que el advenimiento de este 
nuevo tipo de área híbrida stub también introdujo un LSA nuevo, el tipo 7, que es 
responsable de llevar la información externa de ruta. 
NSSA no se soporta hasta la versión 11,2 del IOS de Cisco y más adelante. 
Las dos ventajas principales del LSA Tipo - 7 son que puede ser filtrado y 
sumarizado flexiblemente. Generalmente hablando, el uso de un NSSA se 
aconseja cuando se recae entre un ASBR y un ABR, donde el ASBR está 
conectado con diversos protocolos de encaminamiento y el ABR conecté con el 
área 0 de OSPF. 
En el RFC 1587 usted encontrará una descripción detallada de las razones 
por las cuales usted desearía utilizar un NSSA. Usted debe también leer el RFC 
también para la información detallada. 
La operación de un NSSA es algo directa. Usted tiene un ASBR conectado 
a una red RIP funcionamiento. Este ruteador también se configura como parte de 
un NSSA. El ruteador redistribuirá las rutas aprendidas de RIP en OSPF LSA 
Tipo- 7 para la transmitirse dentro de NSSA. El NSSA ABR verá estos anuncios y 
deseará remitirlos sobre el área 0 para la. distribución a través de la red. El ABR 
entonces redistribuirá los LSA's Tipo -7 en LSA's Tipo -5. 
4.10.6.8 Selección de Rutas en OSPF 
Al diseñar una red interna de OSPF para la selección eficiente de ruta, 
usted necesita considerar tres asuntos importantes: 
• Retoques en las métricas de OSPF 
• Controlando el tráfico de Inter.-áreas. 
• Balanceo de Cargas de Inter.-redes de OSPF. 
4.10.6.9 Retoques de métricas en OSPF 
El valor prefijado para la métrica de OSPF (costo) se basa en el ancho de 
banda. Las características siguientes demuestran cómo se generan las métricas 
de OSPF: 
• Cada enlace da un valor métrico basado en su ancho de banda. 
• La métrica para un enlace específico es el inverso del ancho de banda para 
ese enlace. 
• Las métricas de enlace son normalizadas para que FDDI tenga una métrica 
de 1. 
• La métrica para una ruta es la suma de la métrica para todos los enlaces en 
la ruta. 
En algunos casos, su red pude tener un tipo de implementación que son 
más rápidos que los medios más rápidos por defecto configurables para OSPF 
(FDDI). Un ejemplo de medios más rápidos es ATM. Por defecto, medios más 
rápidos serán asignados un costo igual al costo de un enlace de FDDI. Costo de la 
métrica de estado de enlace de 1. Dado un ambiente de FDDI y un tipo de medios 
más rápidos, usted debe configurar manualmente costos del enlace para 
configurar el enlace más rápido con una métrico más baja. Configure cualquier 
enlace de FDDI con un costo mayor de 1, y configure el acoplamiento más rápido 
con un costo menor que el costo asignado al enlace de FDDI. Utilice el comando 
de configuración ¡p ospf para modificar el costo de estado de enlace. 
Cuando se permite la sumarización de ruta, el OSPF utiliza la métrica de la 
mejor ruta en la sumarización. 
Se encuentra dentro de la versión 11,3 del IOS de Cisco, un nuevo 
comando de OSPF, ospf auto-cost reference bandwidth, que puede asistirle en la 
sumarización de la ruta. 
4.10.6.10 Tipos de Métricas Externas : E1 y E2 
Las rutas que se originan de otros protocolos de encaminamiento (o de 
diversos procesos de OSPF) y que se inyectan en el OSPF vía la redistribución se 
llaman rutas externas. Hay dos formas de métricas externas: Tipo 1 (EL) y el Tipo 
2 (E2). Estas rutas son representadas por O - E2 ó O - E2 en la tabla de 
encaminamiento de IP. Se examinan después de que el ruteador haga su tabla de 
encaminamiento interna. Después de que se examinan, se hacen flooding a través 
del Sistema Autónomo (AS), inalterado. La información externa podía venir de una 
variedad de fuentes, tales como otros protocolos de encaminamiento. 
Las métricas de E1 dan lugar a las rutas a las cuales se les agrega las 
métricas de OSPF internas a la métrica de la ruta externa; también se expresan 
en los mismos términos de una métrica de estado de enlace de OSPF. La métrica 
de OSPF interna es el costo total para alcanzar la destinación extema, incluyendo 
cualesquier costo de OSPF interno de la red que se incurren para llegar allí. Estos 
costos son calculados por el ruteador que desea alcanzar la ruta externa. 
Las E2 no agregan la métrica interna de OSPF al costo externo de las rutas, 
las del tipo por designación son utilizadas también por OSPF. La métrica E1 es 
generalmente preferida. El uso de las métricas E2 asume que el ruteador se 
encuentra entre un AS, por ello el costo es considerado. Esto Elimina la necesidad 
de métricas internas de OSPF. La Figura 4-12 Muestra bien la comparación de 
estas dos métricas. 
> RTC puede alcanzar las 
Redes con los 
Costos Indicados 
Redes 1 y 2 (N1 y 
N2) están 
Directamente 
Conectadas a RTA 
RTB Puede 
alcanzar las redes 
en los costos 
Indicados 
Pero ellas están 
empezándose a 
avisar con diferentes 
métricas 
Figura 4 • 12 El contra E2 Tipos de Métricas Externas 
Generalmente, el último comportamiento es deseable porque la espina 
dorsal tiene típicamente líneas de más altos de la ancho de banda disponible. 
También, los paquetes más rápidos consiguen entrar allí, en un encaminamiento 
mas rápido a su destinación. Sin embargo, si usted quisiera que el tráfico utilizara 
el ABR que es el más cercano a la destinación (de modo que el tráfico deje el área 
tan tarde como sea posible), el ABR debe Inyectar sumarizaciones de ruta en el 
área, en vez de inyectar la ruta designada. 
La mayoría de los diseñadores de red prefieren evitar el encaminamiento 
asimétrico (es decir, con diferentes trayectorias para los paquetes que van de A á 
B y los que vienen de B á A). Es importante entender cómo el encaminamiento 
ocurre entre las áreas así que usted puede evitar el encaminamiento asimétrico si 
es del todo posible. 
Las rutas que se generan dentro de una área (la destinación pertenecen al 
área) se llaman las rutas del intra-área. Estas rutas son representadas por la letra 
O en la tabla de encaminamiento de IP. Las rutas que se originan de otras áreas 
se llaman rutas de Inter.-área o rutas del sumarias. La notación para estas rutas 
es O -IA en la tabla de encaminamiento de IP. 
4.10.6.11 Balanceo de Cargas en redes de OSPF 
Como parte de su diseño, usted necesitará considerar la circulación a 
través de la red y si o no utilizar balancear la carga. El uso de esta característica 
de OSPF puede ser muy provechoso a la salud total de su red. Esta sección 
discute cómo a utilizar lo mejor posible la característica de balanceo de cargas de 
OSPF con una red. 
En el encaminamiento, el balanceo de carga es la capacidad de una 
ruteador para distribuir el excedente de tráfico de todos sus puertos de red que 
tengan la misma distancia en su dirección de destinación. Los buenos algoritmos 
de balanceo de carga utilizan la velocidad de línea y la información de la 
contabilidad. Soporta los incrementos de balanceo de carga en la utilización de 
los segmentos de red, así se aumenta el ancho de banda eficaz de la red. 
Las topologías de red se diseñan típicamente para proporcionar rutas 
redundantes para prevenir una partición de red. La redundancia es también útil 
para proporcionar el adicional la ancho de banda para áreas con alto tráfico. Si 
existen las trayectorias del costos iguales entre los nodos, los ruteadores Cisco 
cargan automáticamente el balanceo de cargas en un ambiente de OSPF. 
Fast-switching es una característica de Cisco por el que un acumulador de 
memoria (cache) de la ruta se utiliza para apresurar la conmutación de un conjunto 
de bits a través de un ruteador. Para las velocidades de línea de 56Kbps y más 
rápidas, se recomienda que usted permite el Fast-switching. 
Las ruteadores Cisco pueden utilizar hasta cuatro trayectorias de igual 
costo para una destinación dada. Los paquetes se pudieran distribuir en por 
destinación (al fast-switching) o por paquete. El balanceo de la cargas de por 
destinación es el comportamiento por defecto. El balancear de carga de por 
paquete puede ser permitido dando deshabilitando el Fast-switching usando no ip 
route-cache el comando de configuración de interfaz. 
4.10.6.12 Direccionamiento de IP en OSPF y Sumarización de 
Rutas 
La asignación de Direccionamiento de IP y la sumarización de ruta se ligan 
intrínsecamente al diseñar redes del OSPF. Para crear una red escalable de 
OSPF, usted debe implementar la sumarización de ruta. Para crear un ambiente 
capaz de soportar la sumarización de ruta, usted debe de implementar un 
esquema de direccionamiento jerárquico eficaz. La estructura de la dirección que 
usted implemente puede tener un impacto profundo en el funcionamiento y la 
, escabilidad de su red de OSPF. La última meta es implementar pocas rutas como 
sea posible en las tablas de encaminamiento y reducir el número de 
actualizaciones. 
La figura 4-13 ilustra las ventajas del sumarización de la ruta en una tabla 
de encaminamiento. Sin el sumarización, solamente tres entradas existen en la 
tabla de encaminamiento, y con el sumarización, sólo una entrada existe en la 
tabla de encaminamiento. 






Red Siguiente Salto Red Siguiente Salto 
1.X RuteadorA 
Nota: IX es la expresión 
sumarizada de las redes A, B y C 
Figura 4 - 1 3 Beneficios de la Sumarización de Rutas 
Reglas de Oro para el Diseño del direccionamiento de IP y de la 
Sumarización de Rutas 
Al planear su red de OSPF, considere las reglas de oro siguientes del 
diseño para el IP y la sumarización: 
• El esquema de direccionamiento de IP de red debe ser configurado de 
modo que los rangos de las subredes asignadas dentro de una área estén 
contiguos. 
• Asigne su espacio de Direcciones IP dentro de cada área de modo que 
permita que usted parta fácilmente las áreas mientras que su red crece. 
• Siempre que sea posible, asigne las subredes según límites simples del 
octeto. 
• Defina a fondo la estructura de la dirección de su red. Esto le permitirá 
asignar y planear con más eficacia y mantener su esquema de 
direccionamiento de IP estructurado y simple. 
* 
• Determine las localizaciones correctas de cada tipo de ruteador, área, 
espina dorsal, y así sucesivamente. Esto le asistirá en la determinación de 
qué ruteador debe sumarizar. 
4.10.6.13 Técnicas de Sumarización de Rutas en OSPF 
La sumarización de ruta es particularmente importante en un ambiente de 
OSPF porque aumenta la estabilidad y la eficacia de la red. La sumarización es la 
consolidación de rutas múltiples en un solo anuncio. Esto se hace normalmente 
en los ABR o de ASBR's. Aunque el sumarización se podría configurar entre 
cualquier dos áreas, es mejor resumir en la dirección de la espina dorsal. Esta 
manera la espina dorsal recibe todas las direcciones agregadas y, 
alternadamente, las inyectará, resumido ya, en otras áreas. Si se está utilizando 
el sumarización de la ruta, las rutas dentro de un área que el cambio no necesita 
ser cambiado en la espina dorsal o en otras áreas. Hay dos tipos de 
sumarización: 
• Sumarización de rutas de Inter.«áreas 
• Sumarización de Rutas Externas 
4.10.6.14 Sumarización de Rutas de Inter.-áreas 
La sumarización de ruta de Inter.-área se hace en los ABR's, y se aplica a 
las rutas dentro del AS. No se aplica a las rutas externas inyectadas en OSPF vía 
la redistribución. Para aprovecharse de la sumarización, los números de red en 
las áreas, se deben asignar de una manera contigua de modo que usted pueda 
colocar estas direcciones en un rango y sumarizarlas. 
Para especificar un rango de direcciones, realice la tarea siguiente en modo 
de la conf iguración del ruteador: area area-id range mascara de red. 
El area-id es el área que contiene las redes que se sumarizan. La dirección 
y la máscara especificarán el rango de direcciones que se sumarizarán en un 
rango. La figura 4 -14 ilustra un ejemplo de la sumarización. 
Figura 4 - 14 Un Ejemplo de Sumarización de rutas de Inter-área 
En la figura 4-14, la ruteador B está sumarizando el rango de las subredes 
encontrados dentro del área 1 a partir de 128,213,64,0 a 128,213,95,0 en un 
rango: La 128,213,64,0 con una máscara de 255,255,224,0 en la espina dorsal. 
Esto es alcanzada enmascarando los primeros tres bits de la extrema izquierda de 
64, usando una máscara de 255,255,224,0. 
De la misma manera, el ruteador C está generando la dirección sumarizada 
128,213,96,0 255,255,224.0 en la espina dorsal. Observe que esta sumarización 
era acertada porque usted tiene dos rangos distintos de subredes, de 64-95 y de 
96-127 en las áreas 1 y 2 respectivamente. 
Subredes 
encontrac 
el Área 1 
Subredes 
encontradas 
en el Área 2 
Sería difícil sumarizar si las subredes entre el área 1 y el área 2 se 
traslapasen. El área de la espina dorsal recibiría los rangos de sumarizaciones del 
traslapo y los ruteadores en el centro no sabrían dónde enviar el tráfico basado en 
la dirección sumaria. Lo que sigue es la configuración relativa del ruteador B, y 
usted puede extrapolar la configuración de la ruteador C también: 
Router s# 
router ospf 100 
area 1 range 128.213.64.0 255.255.224.0 
4.10.6.15 Sumarización de Rutas Externas 
La sumarización externa de ruta es especificada a las rutas externas que se 
inyectan en OSPF vía la redistribución hecha por los ASBR's. También, 
cerciórese de que los rangos externos que son resumidas estén contiguos. La 
Sumarización que se traslapa se extiende a partir de dos diversas ruteadores, que 
podrían hacer que los paquetes sean enviados a la destinación incorrecta. La 
Sumarización se hace mediante el subcomando siguiente de OSPF en el ruteador 
summary-address ip-address mask 
Este comando es eficaz solamente en ASBR's que hacen la redistribución 
en OSPF. 
En la figura 4-15, el ruteador A y la ruteador D (ambos ASBR's) están 
inyectando las rutas externas en OSPF por la redistribución. El ruteador A está 
inyectando subredes en el rango de 128.213.64795 y la ruteador D está 
Inyectando subredes en el rango 128.213.96.127. 
Figura 4 - 15 Un Ejemplo de la Sumarización de Rutas Externas 
Para sumarizar correctamente las subredes en una rango en cada ruteador, 
usted puede configurar las ruteadores como sigue: 
Router A# 
router ospf 100 
summary-address 128.213.64.0 255.255.224.0 
redistribute bgp 50 metric 1000 subnets 
Router D# 
router ospf 100 
summary-address 128.213.96.0 255.255.224.0 
redistribute bgp 20 metric 100 subnets 
Esto hará que el ruteador A genere una ruta externa 128,213,64,0 con una 
máscara de 255,255,224,0 y hará que el ruteador D generar una ruta externa 
128,213,96,0 con una máscara de 255.255.224.0. Observe que el comando de las 
direcciones sumarías no tiene ningún efecto si es utilizado en el ruteador B porque 
el ruteador B no está haciendo la redistribución en OSPF, ni es un ASBR. 
4.10.6.16 Sumarización de Rutas y Distribución de Rutas 
La sumarización de ruta trata dos cuestiones importantes de la distribución 
de la información de rutas: 
• ¿Qué información la espina dorsal necesita saber sobre cada área? La 
respuesta a esta pregunta centra la atención en la información de 
encaminamiento del área a la espina dorsal. 
• ¿Qué información cada área necesita saber sobre la espina dorsal y 
otras áreas? La respuesta a esta pregunta se centra la atención en la 
información de encaminamiento de la espina dorsal a la área. 
Si usted sabe las respuestas a estas preguntas, usted podrá diseñar con 
eficacia cómo usted necesita resumir las rutas dentro de su red del OSPF. 
4.10.6.17 Avisos de Ruta de Área a Espina Dorsal 
Hay varias consideraciones dominantes en la colocación de las áreas de 
OSPF para una sumarización apropiada. La sumarización de ruta de OSPF 
ocurre en los ABR's. El OSPF soporta las máscaras del subred de longitud 
variable (VLSM), así que es posible resumir en cualquier límite de bits una red o 
una dirección de subred. OSPF requiere la sumarización manual. Pues usted 
diseña las áreas, usted necesita determinar la sumarización en cada ABR. 
4.10.6.18 Avisos de Ruta de Espina Dorsal a Área 
Cuatro tipos potenciales de información de encaminamiento existen en un 
área y se enumeran en la tabla 4-2, que demuestra los diversos tipos de áreas 
según la información de encaminamiento que utilizan. 
Tabla 4-2 Tipos de rutas en Areas de OSFP 
Area Type Default Intra-Area Inter-Area External 
Non-stub SI Si Si SI 
Stub Si SI Si No 
TSA Si SI No No 
NSSA Si Si Si Si 
Los tipos de rutas definidas en la tabla 4 -2 para las áreas de OSPF son 
como sigue: 
• Rutas por Defecto. Si una ruta explícita no se puede encontrar para una 
red dada o una subred de IP, el ruteador remitirá el paquete a la destinación 
especificada en la ruta por defecto. 
• Rutas De Intra-área. Las rutas explícitas de red o de subred se deben 
portar para todas las redes o subredes dentro de una área. 
• Rutas De Inter.-área. Las áreas pueden portar las rutas explícitas de red o 
de subred para las redes o las subredes que están en el AS pero no en esta 
área. 
• Rutas Externas. Cuando diversa información de encaminamiento del 
intercambio de AS, las rutas que se intercambian son referidas como rutas 
externas. 
4.11 Escenarios de Direccionamiento y Sumarización de OSPF 
Las secciones siguientes discuten el sumarización de ruta del OSPF e IP 
más comúnmente encontrados en tres que trata panoramas: 
• Escenario 1: Asignar números únicos de red a cada área del OSPF. 
• Escenario 2: Asignación de dirección compleja con solamente una sola 
dirección del NIC. 
• Escenario 3: El Uso de Direcciones IP Privadas. 
4.11.1 Escenario 1: Asignar números únicos de la red a cada 
área de OSPF 
En este panorama cada área de OSPF tiene su propio rango único de 
Direcciones IP asignadas por el NIC. Esto puede ser tan grande como una 
dirección de clase A entera para una red, con múltiples clases B's asignado a 
cada área, o más realista, usted puede utilizar un grupo de direcciones de clase C. 
Este ejemplo se demuestra en la figura 4-15. Las ventajas de este método son 
como sigue: 
• Direccionar Segmentos es muy simple 
• La configuración de los ruteadores es fácil y con errores inverosímiles. 
• Las operaciones de la red son dinámicas porque cada área tiene un prefijo 
simple único de dirección. 
Los dos pasos siguientes son los pasos básicos para crear tal red: 
• Defina su estructura (identifique las áreas y asigne los nodos a las áreas). 
• Asigne las direcciones a las redes, a las subred, y a las estaciones finales 
según lo demostrado en la figura 4-16. 
Figura 4 - 1 6 Asignando únicos números de Red a cada Área de OSPF 
Como ejemplo, la configuración de sumarización de ruta en los ABR's se 
simplifica grandemente. Las rutas del área 4 inyectadas en la espina dorsal serían 
sumarizadas como "todas las rutas comenzando con 150.98 que se encuentran en 
el área 4." Esto se puede lograr en una ruteador de Cisco con el comando 
siguiente: 
area 4 range 150.98.0.0 255.255.0.0 
La desventaja principal de este propuesta es que puede ser muy 
derrochadora con el espacio importante de Direcciones IP. Por supuesto, este 
espacio podría también ser muy difícil de obtener, por lo menos hasta IM. 
4.11.2 Escenario 2: Asignación de dirección compleja con 
solamente una sola dirección de NIC 
Puede haber una situación donde usted tenga solamente una dirección de 
NIC (una sola clase B por ejemplo) a asignar para todas las áreas de su red de 
OSPF del multiarea. Usted puede ser que también desee ahorrar un cierto espacio 
de dirección usando VLSM, tales que los enlaces seriales de punto a punto en 
cada área que tiene una mascara de subred que permita dos anfitriones por 
Subred. 
Este ejemplo utiliza la parte del espacio de dirección para la dirección 150 
100.0. 0. del NIC Se usa esto para ilustrar el concepto de " mascara de área " y 
también la segmentación de subredes grandes en secciones más pequeñas 
(VLSM's). 
Los puntos que siguen listan las situaciones que se aplicaron, y describen el 
proceso usado para asignar direcciones: 
1. Determínese cuántas áreas usted tendrá en su red de OSPF. Un valor de 
500 se ha elegido para este ejemplo, (un valor de 500 áreas de red de 
OSPF no es realista, sino que ayudará a ilustrar la metodología usada) 
2. Creé "un límite artificial de máscaras de área" en su espacio de direcciones. 
Las líneas punteadas en la figura 5-17 indican que usted utilizará 9 bits de 
la porción de subred de la dirección para identificar las áreas únicamente. 
Observe que éxp9=512 resuelve el requisito de 500 áreas. Solamente el 
espacio de dirección para dos de las 512 áreas se documenta en este 
ejemplo. 
3. Determine el número de las subredes requeridas en cada área y el número 
de los anfitriones (máximo) requeridos por subred. En este ejemplo, usted 
requiere siete subredes con 14 anfitriones cada uno y cuatro subredes con 
2 anfitriones cada uno (las líneas de seriales). 
4. El paso 3 le permite decidir a donde dibujar la línea que se divide entre la 
subred y el anfitrión (llamada mascara de subred) dentro de cada área. 
Observe que usted tiene solamente 7-bits a la izquierda a utilizar debido a 
la creación de la máscara artificial de área. De hecho, los 9-bits de la 
máscara de área son parte de la porción de la dirección de subred, pero 
usted ha restringido su flexibilidad de modo que usted pueda sumarizar 
todas las subredes de una área con un comando de rango. 
La porción de espacio de dirección que tiene el campo del anfitrión de 2-bit 
(mascara de subred de 255,255,255,252) fue elegida arbitrariamente a partir de 
uno de los campos de la subred mas larga. Este método de asignar las 
direcciones para la porción de VLSM del espacio de dirección se hace para no 
garantizar ningún traslape de direcciones. Alternativamente, si el requisito había 
sido diferente, usted habría podido elegir cualquier número de subred más grande 
(con la máscara de 255.255.255.240) y segmentar rangos mas elevados a más 
pequeños con pocos anfitriones, o combinar varios de ellos para crear subredes 
con más anfitriones. 
4.11.2.1 Pautas Realistas Del Diseño De Sumarización 
Es importante observar que la muestra de direcciones y de opciones del 
límite de la máscara en el panorama 2 fue elegida simplemente de modo que el 
espacio de dirección entero de una sola área se pudiera demostrar en una sola 
página. No es realista tener una red de OSPF diseñada con 500 áreas. Un 
diseño realista pudo incluir lo siguiente: 
Sobre áreas de 20 a 30 (máximo) para el AS entero. 
Con las direcciones de red asignadas siguientes: 
C l a s e B: 156.77. o. o 
C lase C : 198.22.33.0198.22.34.0 
4.11.2.2 Asignación de Áreas 
Aquí, cada red de la clase C será utilizada enteramente en su propia área 
(similar el panorama 1) y la dirección de clase B será subdividido usando una 
máscara de área y distribuido entre las 16 áreas restantes. La red de clase B, 
156.77.0.0, podría ser subdividido como sigue: 156, 77. x x x x y y y y .y z el 
límite de la máscara de área de las letras "x"," y" y "z" representan los bits de los 
dos octetos pasados de los bits de B. Las cuatro x de la clase se utiliza para 
identificar 16 áreas. Los cinco bits de V ' representan hasta 32 subredes por área. 
Los siete bits de z permiten 126 anfitriones (128-2) por subred. 
Todos los principios usados para la sumarización y VLSM mostrados en los 
escenarios 1 y 2 también necesitan este ejemplo más realista. 
El sumarización de la ruta es extremadamente deseable para una red 
interna confiable y escalable del OSPF. La eficacia del sumarización de la ruta, y 
su puesta en práctica del OSPF en el general, bisagras en el esquema de 
dirección que usted adopta. Sumarización en una red interna del OSPF ocurre 
entre cada área y el área de la espina dorsal. Sumarización se debe configurar 
manualmente en OSPF. 
Debido a la asignación cuidadosa de direcciones, cada área se puede 
resumir con un solo comando de rango. Esto es un requisito para poder escalar 
una red de OSPF. El primer sistema de direcciones comenzando con 150,100. 
2.0xxxxxxx (representan al octeto basado en binario) se puede sumarizar en la 
espina dorsal con el comando siguiente: 
area 8 range 150.100.2.0 255.255.255.128 
Esto significa que todas las direcciones comenzando con 150,100,2. 
Oxxxxxxx se pueden encontrar en el área 8. 
Semejantemente, con la segunda área demostrada, la gama de direcciones 
comenzando con: 
150.100.2. Ixxxxxxx 
Puede ser sumarizado como sigue: 
area 17 range 150.100.2.128 255.255.255.128 
Esta metodología de diseño es extensible tales que el límite de la máscara 
de área y las máscaras del subred se puedan dibujar en cualquier punto en el 
espacio de la dirección. Esto pudo ser requerido si usted habría planeado 
originalmente para 32 áreas en su red pero después habría decidido más adelante 
que usted necesitare más. Aquí, usted puede decidir tener un límite de máscara 
de área de longitud variable. Esto llega a ser mucho más complejo para manejar y 
está más allá del alcance de esta investigación. La estrategia 2 trata de simplificar 
un escenario que para la gente es inherentemente complicado tratar. Tenga 
presente que si usted hubiera mostrado el espacio de dirección entero para 150. 
100.0.0, el documento tendría paginas adicionales 510. 
4.11.2.3 Ejemplo de subred de Bit-Wise y de VLSM 
Las máscaras de subred de longitud variable (VLSM) y la segmentación de 
red y de Bit-Wise se pueden utilizar en combinación para ahorrar espacio de 
dirección. Considere una red hipotética donde se subdivide usando una máscara 
de área y se distribuye una dirección de clase B entre 16 áreas. La red de clase 
B, 156.77. 0.0, se pudo subdividir según lo ilustrado en la figura 5-16. 
En la figura 5-16, las letras x, y, y z representan los pedacitos de los dos 
octetos pasados de la red de la clase B como sigue: 
• Los cuatro bits de x se utilizan para identificar 16 áreas. 
• Los cinco bits de y representan hasta 32 subredes por área. 
• Los siete bits de z permiten 126 anfitriones (128-2) porsubred. 
Frontera de mascara de Area 
i 
i56.77xxxx yyyyy zzzzzzz t 
Frontera de máscara de Subred 
Figura 4 - 17 Se Muestra la Frontera de Área y la Frontera de Subred 
4.11.3 Escenario 3: El Uso de Direcciones IP Privadas 
La dirección privada es otra opción citada a menudo como más simple 
desarrollando un esquema del área usando la segmentación de bit-wise. Aunque 
los esquemas privados de dirección proporcionan un nivel excelente de flexibilidad 
y no limitan el crecimiento de su red interna de OSPF, pero tienen ciertas 
desventajas. 
Por ejemplo, desarrollar una red interna de gran escala de nodos privados 
tratados del IP limita el acceso total al Internet y asigna la implementaclón por 
comando a lo qué se refiere como zona desmilitarizada (DMZ). Sí usted necesita 
conectarse con el Internet, la figura 5-18 ilustra la manera de la cual un DMZ 
proporciona un almacenador intermediario de los nodos válidos del NIC entre una 
red privada y el Internet. 
Todos los nodos (los sistemas y las ruteadores de finales) en la red en el 
DMZ deben tener direcciones del IP de NIC asignadas. El NIC pudo, por ejemplo, 
asignarle un solo número de red de clase C. El DMZ mostrado en la figura 5-18 
tiene dos ruteadores y un solo anfitrión de la entrada en uso (ApGate). 
El ruteador A proporciona interfaz de entrada de DMZ y el Internet, y la 
ruteador B proporciona el Firewall de DMZ y el ambiente privado de la dirección. 
Todas los funciones que necesitan trabajar sobre el Internet deben tener acceso al 
Internet a través de la entrada en uso. 
Los Firewalls pueden tomar muchas formas. Puede ser un ruteador 
configurado especialmente mediante el uso del Firewall de Cisco ature del E fijado 
o una máquina dedicada y diseñada en la tierra hasta realiza cluti del Firewall tal 
como un Fix-Firewall, Raptor Eagle, o un Firewall-1). 
EL ruteador B Apgate proporciona el e-mail, la transferencia de archivo, y 
cualquier otro servicio al Internet requerido por los usuarios en la red privada 
localmente administrada de la dirección de I P 
Direcciones de Red Privadas conectadas a I ruteador. 
Los nodos de Internet se 
comunican con la IP del Anfitrión 
Apgate en el DMz 
Ruteador A 
Ruteador B 
IP del Anfitrión 




Apgate Provee in e-mail, un 
transmisor de Archivos y 
algunos servicios más a el 
Internet requerido por los 
usuarios en las Direcciones 
IP de la Red Privada 
conectadas al Ruteador B 
Figura 4 - 18 Se ilustra la manera de la cual un DMZ proporciona un almacenador 
intermediario de los nodos válidos del NIC entre una red privada y el Internet. 
4.12. VLSM en OSPF 
Las redes de IP se dividen en direcciones de clase A, de B, y de C. Usted 
puede definir una máscara que especifique qué bits en la dirección definen la 
subred y cuáles definen el anfitrión. OSPF apoya un concepto llamado máscaras 
del subred de dirección variable (VLSM) que permita a un administrador utilizar 
diversas máscaras para el mismo número de subred en diversas interfaces. 
4.12.1 Funcionabilidad de VLMS 
Usted puede ser que desee utilizar VLSM, si usted quiere manejar el 
espacio de direccionamiento de IP. VLSM le permite conseguir más uso de su 
espacio disponible. VLSM ofrece la flexibilidad de manejar subredes con diversos 
números de anfitriones. Por ejemplo, un cliente que no ha puesto VLSM en 
ejecución tiene algunas interfaces con solamente algunos anfitriones y otras 
interfaces con muchos anfitriones puede elegir utilizar una máscara larga, en la 
primera máscara de interfaz y una mas corta en la segunda interfaz. Este espacio 
de dirección se debe asignar muy cuidadosamente. Es muy probable que las 
redes existentes necesiten el renumerar sus redes para poder aprovecharse de 
esta característica. 
Con VLSM, usted no tiene que perder números de red en interfaces en 
serie, porque usted puede apoyar interfaces innumerables del IP. También, VLSM 
soporta subredes discontinuas. Un ejemplo de un uso de subredes discontinuas 
es donde un cliente tiene dos direcciones de clase B. Uno se utiliza en la espina 
dorsal, y otra es utilizada por los sitios. El número de red del sitio es discontinuo sí 
hay más de un sitio con el mismo número de red. La solución existente es utilizar 
direcciones secundarias de IP en la misma interfaz. De esta manera, usted puede 
proporcionar un sistema de números de red a través de la espina dorsal y, así, 
conectar las subredes discontinuas. 
4.12.2 Trampas del VLSM 
Algunas de las desventajas de VLSM incluyen lo siguiente: 
Es fácil incurrir en equivocaciones en la asignación de direcciones. 
Es más difícil supervisar su red. 
Al usar VLSM, tenga mucho cuidado sobre asignar direcciones. Por 
ejemplo, el numero de red interno de clase B del Cisco es 131,108.0.0. 
Primero una poca ayuda de matemáticas para demostrar un cierto campo 
común de mascara: 
Tabla 4 - 3 Mascaras Comunes y Anfitriones 




255355355.224 3 0 
255355.255.192 6 2 
255JS5.255.128 1 2 6 
255355.255.0 2 5 4 
Suponga que usted tiene dos laboratorios a los cuales usted desea asignar 
números de subred. El primer laboratorio es muy pequeño y nunca tendrá más de 
seis anfitriones. El segundo laboratorio es grande y pude necesitar soportar hasta 
126 anfitriones. La cosa obvia es hacer las máscaras apropiadamente. Sin 
embargo, es fácil incurrir en equivocaciones al hacer esto. 
Tabla 4-4 Asignación de Mascaras 
LDs Network Number Mask Legal Host 
Lab. A 131.108.13.248 255.255.255.248 249-254 
Lab. B 131.108.13.128 255.255.255.128 129-254 
Esto es una configuración ilegal porque uno de los pares de red/ mascara 
es dependiente de la otra. Observe qué puede suceder. 
Se permite a los dueños de esos laboratorios asignar sus direcciones de IP 
dentro de los laboratorios ellos mismos. Vamos a decir que el dueño del 
laboratorio A asigna un anfitrión cuya dirección de IP es 131.108.13.250 esto es 
con 2 anfitriones en la red 131,108,13,248. Mientras tanto, el dueño del laboratorio 
B asigna un anfitrión cuya dirección IP es 131.108.13.2o esto es con 122 
anfitriones en el 108.13.128. de la red 131 ambos son direcciones legales. 
Sin embargo, es imposible que un ruteador diga qué anfitrión debe 
conseguir los paquetes que se envían a esas Direcciones IP. Peor todavía, ni 
unos ni otros de los dueños del laboratorio se dan cuenta que han creado un 
problema. Para hacer esto mas formal, la configuración siguiente de la tabla 5-5 
demuestra otras posibilidades legales: 
Tabla 4-5 Configuraciones de IP 
LDs Numero de Redes Mascara Anfitriones Legales 
Lab. A 131.108.13.248 255.255.255.248 249-254 
Lab. B 131.108.13.0 255.255.255.128 1 -127 
Una trampa final a revisar es el uso de la subred cero, que no es legal. Si 
usted utiliza las máscaras de subred que no caen en los límites 8-bit, usted puede 
terminar creando una subred no obvia en cero. 
Por ejemplo, la máscara 255.255.255.0 de la red 192.111.108.0 tiene ocho 
anfitriones en ella (192.111.108.[1 -8 ]). Usted puede intentar ampliar el número de 
redes estirando la máscara: de 255.255.255.240 (15 redes con 14 anfitriones 
cada uno) de la red 192.111.108.0. 
Sin embargo, esto deja a todos los anfitriones existentes en el subred cero, 
que no funciona. Los anfitriones necesitan ser vueltos a numerar (17-24, por 
ejemplo). Este problema existe incluso cuando VLSM no se utiliza. Sin embargo, 
VLSM lo hace más probablemente para ocurrir. 
Según RFC 795, el único número ilegal es la subred cero. Las subredes de 
todos unos son legales. De hecho, el comando del IOS ip subnet zero brinda 
información acerca de la primera restricción. 
4.12.3 Implementación Propia de VLSM 
La mejor manera de utilizar VLSM es mantener el plan de enumeración 
existente y emigrar gradualmente algunas redes para recuperar el espacio de 
dirección. En la red de Cisco, la dirección de clase B es 131,108.0.0. Usted utiliza 
una máscara de 255,255,255. 0. Usted podría tomar una dirección y decidir 
utilizarla para todas las enlaces seriales, por ejemplo: 
Dirección existente: número de Red: 131.108. 0. 0, máscara: 255.255. 
255.0 
Reserve una subred existente para todas las enlaces seriales: número de 
red: 131.108. 254. 0, máscara: 255.255.255.252 
El uso de VLSM permite 6-bits ó 64 subredes para las líneas seriales. 
Estas subredes serían 
131.108.254.1 y 131.108.254.2 
131 .108.254.5 y 131 .108.254.6 
131.108. 254.9 y 131.108. 254. 10 
Observe que los números de anfitrión con todos ceros o todos unos no son 
soportados. Esto alcanza una mejora de 64:1 en la asignación del espacio de 
dirección en líneas seriales. También asume que usted está incluyendo el subred 
cero y la difusión. 
4.12.4 Opciones de Interoperabilidad con VLSM 
Las ruteadores en una sola área deben convenir en la máscara de red. 
IGRP no soporta a VLSM. Así que cuando la información se redistribuye del OSPF 
a IGRP, sólo una sola máscara será utilizada. La mejor manera de hacer este 
trabajo es ocultar todo el VLSM de IGRP. OSPF debe sumarizar las redes para 
alcanzar una máscara por número de red. 
La ¡dea detrás de VLSM es ofrecer más flexibilidad en tratar de dividir una 
red importante en subredes múltiples y todavía de poder mantener un número 
adecuado de anfitriones en cada subred. Sin VLSM, una mascara de subred se 
puede aplicar solamente a una red importante. Esto restringiría el número de 
anfitriones dados al número de las subredes requeridas. Si usted escoge la 
máscara de tal manera, de que usted tenga bastantes subredes, usted no podría 
asignar bastantes anfitriones en cada subred. La limitación es real para los 
anfitriones: una máscara que permite bastantes anfitriones no pude proporcionar 
bastante espacio de subred. 
Por ejemplo, suponga que usted asigna una red 192 214.11.0 de clase C., y 
usted necesita dividir esa red con en tres subredes 100 anfitriones en una subred 
y 50 anfitriones para cada uno de las subredes restantes. No haciendo caso de 
los dos límites 0 y 255 del final, usted tiene teóricamente disponible para usted 
256 direcciones (192.214.11.0 - 192.214.11.255). Esto no se puede hacer sin 
VLSM. La Figure 5-19 muestra un ejemplo de cómo usted puede utilizar VLSM 





E2 128 Anfitriones 
Figura 4 - 19 Se muestra un ejemplo de cómo usted puede utilizar VLSM para dividir una dirección 
de clase C en segmentos 
Hay un puñado de máscaras de subred que pueden ser utilizadas; 
recuerde que una máscara debe tener un número contiguo de unos que empiezan 
con la izquierda y el resto de los bits son todos ceros. Como ejemplo, algunas 
configuraciones comunes de VLSM incluyen lo siguiente: 
• Para . . . 252 (1111 1100), El espacio de Direcciones es dividido en 64. 
• Para... 248 (1111 1000), El espacio de Direcciones es dividido en 32. 
• Para... 240 (1111 0000), El espacio de Direcciones es dividido en 16. 
• Para... 224 (1110 0000), El espacio de Direcciones es dividido en 8 
• Para.. .192 (1100 0000), El espacio de Direcciones es dividido en 4. 
• Para.. . 128 (1000 0000), El espacio de Direcciones es dividido en 2. 
Sin VLSM, usted tiene la opción de usar la máscara 255,255,255,128 y de 
dividir las direcciones en dos subredes con 128 anfitriones cada uno o de usar 
255,255,255,192 y de dividir el espacio en cuatro subredes con 64 anfitriones cada 
una. 
Esto no resolvería el requisito. Usando máscaras múltiples usted puede 
utilizar la máscara 128 y fomentar subred el segundo pedazo de direcciones con la 
máscara 192. La figura 4-20 se muestra la división apropiada del espacio de 
dirección. 
128 Direcciones (E2) 
(mascaras 255.255.255.128) 
64 Direcciones (E3) 64 Direcciones (E3) 
(mascaras 255.255.255.192) (mascaras 255.255.255.192 
Figura 4 - 20 Distribución de Direcciones con VLSM 
Ahora, tenga cuidado en el asignación de las direcciones de IP a cada 
máscara. Después de que usted asigne una dirección de IP a un ruteador o a un 
anfitrión, usted habrá utilizado una subred entero para ese segmento. Por 
ejemplo, si usted asigna 192,214,11,10 255,255,255,128 a E2, el rango entero de 
direcciones entre 192,214. 11. 0 y 192,214,11,127 es consumido por E2. De la 
misma manera si usted asigna a 192,214,11 el 160 255,255,255,128 a E2, el 
rango entero de direcciones entre 192,214,11,128 y 192,214,11,255 es consumido 
por el segmento E2. Lo que sigue es una ilustración de cómo el ruteador 
interpretará estas direcciones. Recuerde por favor que en cualquier momento 
usted está utilizando una máscara diferente que la máscara natural, se quejará el 
ruteador si la combinación de dirección de IP y la máscara dan lugar a una subred 
cero. Para resolver esta edición, utilice el comando ip subnet - zero. 
RTA#ip subnet-zero 
interface Ethemet2 
ip address 192.214.11.10 255.255.255.128 
interface Ethernet3 
ip address 192.214.11.160 255.255.255.192 
interface Ethemet4 
ip address 192.214.11.226 255.255.255.192 
RTA# show ip route connected 
192.214.11.0 is variably subneted, 3 subnets, 2 masks 
C 192.214.11.0 255.255.255.128 is directly connected, Ethemet2 
C 192.214.11.128 255.255.255.192 Is directly connected, Ethernet3 
C 192.214.11.192 255.255.255.192 is directly connected, Ethemet4 
Conclusiones 
Este capítulo termina la discusión sobre las matemáticas que rodean el 
algoritmo del SPF y su operación dentro de OSPF, las diversas "reglas de oro del 
diseño" que fueron proporcionadas para todas las porciones esenciales de una red 
de OSPF. Fueron incluidas dentro de esas discusiones la capacidad de OSPF de 
sumarizar las rutas y las ventajas de usar una característica tan fuerte del 
protocolo. La discusión concluyó con una demostración de la utilidad de VLSM 
dentro del ambiente del OSPF. 
En la conclusión, muchos de los comandos de la configuración especifica 
de OSPF serán presentados detalladamente en el capítulo siguiente. Todos los 
comandos de la configuración se agrupan juntos para su facilidad en la referencia 
además de la pagina de Cisco System, www.cisco.com. 
CAPITULO 5 
CONCEPTOS AVANZADOS DE 
DISEÑO DE OSPF 
5.1 Redistribución de OSPF 
La mayoría, si no todas, las redes de OSPF van a tener que realizar 
redistribución en un cierto punto en su evolución. Si usted está convirtiendo una 
red de RIP al OSPF o usted está utilizando el BGP y el OSPF al mismo tiempo, la 
capacidad de redistribución con eficacia de las rutas es necesaria. Esta sección 
discutirá una variedad de diversos escenarios que involucran la redistribución. 
5.2 Redistribución de Rutas en OSPF 
La redistribución de rutas en la implementación de una red es el proceso de 
tomar las rutas a partir de un protocolo de encaminamiento, y de permitir que 
diversos protocolos las distribuyan como rutas nuevas. La figura 5 -1 ilustra este 
concepto. 
Figura 5 - 1 Redistribución de la Información de Encaminamiento 
La redistribución consiste en traducir las rutas entre los protocolos. Además 
de las rutas, las actualizaciones de las métricas y del encaminamiento, es 
necesario que sea compartido para asegurar el encaminamiento exacto. 
5.2.1 Reglas de oro para redistribuir las rutas de OSPF 
En general, la redistribución con cualquier tipo de protocolo puede ser muy 
difícil. La lista siguiente destaca algunas de las reglas más importantes a seguir 
para redistribuir las rutas en una red en OSPF. 
• La regla más importante es NUNCA permitir que las rutas a partir de un 
protocolo sean redistribuidas nuevamente otra vez en el mismo protocolo. 
Los resultados de esto se discuten más adelante en este capítulo. 
• En un ruteador de fronterizo de Sistema Autónomo (ASBR), utiliza el 
comando de distribute - list out. para filtrar la distribución de rutas de otros 
protocolos. 
• El comando distríbute - list detiene la inserción de las rutas en tablas de 
encaminamiento, pero no para los anuncios de estado de enlace (LSA). 
Consecuentemente todos los ruteadores en sentido descendiente 
aprenderán sobre las redes que fueron supuestas filtradas por estos LSA's. 
Intente evitar usar los filtros (listas del acceso) bajo la sección de OSPF de 
la configuración del ruteador. 
Siempre que usted redistribuya OSPF en otros protocolos, usted tiene que 
respetar las reglas de operación para esos otros protocolos. La redistribución de 
las rutas en OSPF en otros protocolos de encaminamiento o de las rutas estáticas 
hará de estas rutas convertirse en rutas externas de OSPF. Para redistribuir las 
rutas en OSPF, utilice el comando de la redistribución en el modo de la 
configuración de la ruteador. Varios ejemplos son mostrados para asistir y 
demostrar el concepto de la redistribución. 
5.2.2 Ejemplo #1 Redistribución de Rutas RIP dentro de OSPF 
Este ejemplo ilustra una situación común, es la redistribución de RIP en 
OSPF, según lo mostrado en la figura 5 - 2. Los comandos de la configuración del 
ruteador también se incluyen para ilustrar más este ejemplo. 
Rutas 
Figura 5 - 2 Redistribución de RIP en OSPF 
Router A(config)# 
router ospf 10 redistribute rip subnets metric-type 1 metric 12 
network 128.130.0.0 router rip network 128.130.0.0 
passive interface SerialO default-metric 5 
5.2.3 Ejemplo #2 Redistribución de Rutas de IGRP dentro de 
OSPF 
Este ejemplo ilustra cómo redistribuir IGRP en el OSPF, como lo mostrado 
en la figura 5 - 3, los comandos de la configuración del ruteador también se 
incluyen para ilustrar mejor este ejemplo. 
Figura 5 - 3 Redistribución de EIGRP en OSPF 
Router A(config)# 
router ospf 10 redistribute igrp subnets metric-type 1 metric 12 
network 128.130.0.0 
router igrp network 128.130.0.0 
passive-interface s 0 default-metric kl k2 k3 k4 k5 
Este ejemplo es muy similar a el que esta mostrado en RIP, pero IGRP 
tiene una multiplicidad del métricas (k1-k5) que se deba fijar en orden para que la 
distribución trabaje correctamente. Las cinco métricas de IGRP son como sigue: 
• kl : ancho de banda 
• k2: latencia 
• k3: confiabilididad 
• k4: utilización de Red 
• k5: Unidad de Transmisión Máxima (MTU) 
El OSPF pone un valor prefijado de 20 al redistribuir las rutas de todos los 
protocolos a menos que las rutas de BGP, consigan una métrica de 1. Si usted 
está redistribuyendo de OSPF a OSPF, se preservan las métricas. 
5.3 Redistribución de Rutas entre Dominios 
Utilice los mapas de ruta cuando usted desea un control detallado sobre 
cómo las rutas se redistribuyen entre los procesos de encaminamiento. El 
protocolo de encaminamiento de destinación es el que usted especifica con el 
comando global de configuración del ruteador. El protocolo de encaminamiento de 
la fuente es el que usted especifica con el comando de configuración del ruteador 
de redistribución. Vea el ejemplo siguiente de cómo se configuran los mapas de 
ruta. 
El mapa de la ruta es un método usado para controlar la redistribución de 
rutas entre los dominios de encaminamiento. El formato de un mapa de ruta es 
como sigue: 
r o u t e - m a p raap-tag [ ( p e r m i t - d e n y ] - ( s e q u e n c e - n u m b e r ] ] 
Cuando usted está pasando las rutas a través de un mapa de ruta, un mapa 
de ruta puede tener varias piezas. Cualquier ruta que no coincida en tan solo un 
poco de su referente el comando de route-map será ignorada; es decir, la ruta no 
será anunciada para los mapas de salida de ruta y no será aceptada para los 
mapas de entrada de ruta. Si usted desea modificar solamente ciertos datos, 
usted debe configurar una segunda sección del mapa de ruta con una coincidencia 
explícita especificada o usted puede utilizar un permiso dependiendo de sus 
requerimientos. 
Al redistribuir las rutas en OSPF, solamente se redistribuyen las rutas que 
no son segmentadas si las subredes no se especifican tecleándolas en la 
configuración. 
5.4 Anulación de Bucles de Encaminamiento 
Aunque el intentar evitar esta situación es una regla de oro para la 
redistribución de rutas, ello sucede. Para resumir qué está ocurriendo 
exactamente, suponga que el ruteador A está distribuyendo la red 230,250,15,0 en 
la red de RIP. El ruteador B entonces ve que se anunció por RIP como destinación 
válida, así que dice a la red de OSPF que puede alcanzarla. Esto da lugar a un 
lazo muy repugnante de encaminamiento según lo ilustrado en la figura 5-4. 
Ruteador A 
Figura 5 - 4 Ejemplo de un bucle de redistribución 
La configuración inicial del ruteador A habría sido como sigue: 
fe 
Router A (config)# 
router ospf 10 
redistribute rip subnets 
network 230.250.0.0 0.0.255.255 area 0 
Según lo mencionado ya, esta configuración daría lugar a un lazo de 
encaminamiento causado por una redistribución incontrolada. Para prevenir esto, 
algunas modificaciones tendrán que ser hechas, según lo indicado abajo, este vez 
el ruteador B: 
Router B (config)# 
router ospf 10 redistribute rip subnets 
network 230.250.0.0 0.0.255.255 area 0 
distribute-list 1 out rip 
access-list 1 deny 230,250.0.0 
access-list 1 permit any 
Los comandos de distribute-list fueron diseñados específicamente para 
filtrar las actualizaciones de encaminamiento basadas sobre una lista del acceso, 
en este caso en el access list 1. 
¿Pero qué estos comandos hicieron realmente? Puesto simplemente, que 
el comando distribute -list 1 se invoca bajo el proceso del OSPF y se aplica access -list 
1 para las actualizaciones de salida de OSPF, y el RIP significa que todo esto esté 
aplicado si la fuente de redistribución es la red del RIP. En resumen, este filtro 
(access-list) prevendrá que la red 230,250.0.0 la publique nuevamente dentro de la 
red de OSPF. Se recomienda que esta solución esté aplicada a todas las 
ruteadores que anuncian esta red. 
5.5 El & E2 Rutas Externas 
Las características y las definiciones de las rutas de E1 y de E2 fueron 
discutidas en el capítulo 3, "los fundamentales de la encaminamiento del OSPF y 
diseño," pero aquí hay una revisión de su operación antes cómo se redistribuyen 
se discuten. 
Las rutas externas caen bajo dos categorías: tipo 1 externo (E1) y tipo 
externo 2 (E2). La diferencia entre las dos está en la manera en que toman los 
costos (métricas) de las rutas, según lo ilustrado en los puntos siguientes: 
• Rutas de E1. Un costo de tipo 1 es la adición del costo externo y del costo 
interno usados para alcanzar esa ruta. 
• Rutas de E2. Un costo de tipo 2 es la adición del costo externo 
independientemente del costo interno utilizado para alcanzar esa ruta. 
Una ruta de tipo 2 se prefiere siempre sobre una ruta de tipo 1 para la 
misma destinación según lo mostrado en la figura 6-5. Usted puede reconocer la 
figura 5 -5 del capítulo 4 (figura 4 - 12), donde las rutas externas primero fueron 
discutidas. 
Mientras que la figura 6-5 muestra, a el ruteador A que redistribuye dos 
rutas externas en las redes 1 de OSPF y 2 (N1, N2) ambos tienen un costo 
externo del x. que la única diferencia es que N1 está redistribuido en OSPF con 
una métrica tipo 1, y el N2 está redistribuido con una métrica tipo 2. Si usted sigue 
las rutas mientras que fluyen del área 1 a el área 0, el costo al n2 para alcanzar 
según lo considerado de RTB o RTC será siempre x, y que el costo interno a lo 
largo, no se considera porque son del tipo de ruta externo E2. 
Por otra parte, el costo para alcanzar N1 es incrementado por el costo 
interno. El costo es x + y según lo considerado de RTB y de x + y + z como visto 
de las rutas de RTC. Las de tipo 2 se prefieren sobre las rutas de tipo 1 en caso 
de que dos mismas rutas del mismo costo existan a la destinación. Por defecto 
son las de tipo 2 (véase la figura 5 - 6). 
Las Redes 1 y 2 (N1 y N2) están directamente 
conectadas ai Ruteador A. Pero se empiezan 
a advertir con diferentes métricas: N1 como 
ruta E1 y N2 como ruta E2 
Figura 5 • 5 Redistribución de Rutas Extemas de E1 y E2 
Figura 5 - 6 Preferencia por E2 
5.5.1 Ejemplo de Redistribución de Rutas externas 
Suponga que usted agregó dos rutas estáticas que señalaba al EO en la 
ruteador C: 16.16.16.0 255.255.255.0 /24 (notaciones que indican una máscara de 
24-bit que empieza con la extrema izquierda) y 128.213.0.0 255.255.0.0. que el 
ejemplo siguiente demuestra las diferencias que ocurren en el área 0 y el área 1 y 
sus comportamientos cuando diversos parámetros utilizan el comando de 
redistribución en la ruteador C: 
Router C# 
interface EthemetO 




No ip address 
redistribute static 
network 203.250.15.0 0.0.0.255 área 2 
network 203.250.14.0 0.0.0.255 area 0 
iproute 16.16.16.0 255.255.255.0 EthemetO 
ip route 128.213.0.0 255.255.0.0 EthemetO 
ip address 203.250.15.1 255.255.255.252 router 
Router E# 
interface SerialO 
ip address 203.250.15.2 255.255.255.252 
router ospf 10 
network 203.250.15.0 0.0.0.255 area 2 
Lo que sigue es la salida de la ruta de IP de la demostración en la ruteador: 
Router E# show ip route 
Codes: C - connected, S - static, IIGRP, R RIP, M mobile, B - BGP 
D - EIGRP, EX - EIGRP external, 0 OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS-IS, LI - IS-IS level-1,12 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.252 is subnetted, 1 subnets 
C 203.250.15.0 is directly connected, SerialO 
O IA 203.250.14.0 (110/74] via 203.250.15.1,00:02:31, SerialO 
O E2 128.213.0.0 [110/201 via 203.250.15.1, 00:02:32, SerialO 
Note que la única ruta externa que ha aparecido es 128.213.0.0, porque 
usted no utilizó el comando de subredes en la configuración del ruteador C. Si el 
comando de subredes no se utiliza, sólo las rutas que no son segmentadas, será 
redistribuidas. En este caso, 16,16,16. 0 es una ruta de clase A que es 
segmentada y no consigue ser redistribuida. Porque el comando de métricas no 
fue utilizado (o una declaración de métricas pro defecto bajo la red de OSPF en el 
ruteador), el costo asignado a la ruta externa es de 20 (por defecto es 1 para 
BGP). Observe qué sucede cuando usted utiliza el comando de redistribute 
static metric so subnets en la configuración del ruteador C: 
Router E# show ip route 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP D - EIGRP, EX -
EIGRP external, 0 - OSPF, IA - OSPF inter area El - OSPF external type 1, E2 - OSPF external 
type 2, E - EGP I - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
16.0.0.0 255.255.255.0 is subnetted, 1 subnets 
0 E 2 16.16.16.0 (110/50] via 203.250.15.1, 00:00:02, SerialO 
203.250.15.0 255.255.255.252 is subnetted, 1 subnets 
C 203.250.15.0 is directly connected, SerialO 
0 IA 203.250.14.0 [110/741 via 203.250.15.1,00:00:02, SerialO 
0 E 2 128.213.0.0 [110/501 via 203,250.15.1,00:00:02, SerialO 
Note esa red 16.16.16. 0 ahora se muestra., y el costo de las rutas externas 
es 50. Porque las rutas externas son del tipo 2 (E2), el costo interno ahora no se 
ha agregado. Suponga ahora, que usted cambia la ruta de tipo externo E1 
utilizando el comando de redistribute static metric so metric-type i subnets, que se agrega a 
la configuración de la Ruteador C: 
Router E# show ip route 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - EOP 
D - EIGRP, E X - EIGRP external, 0 - OSPF, IA - OSPF inter area 
El - OSPF external type 1, E2 - OSPF external type 2, E - EGP,I - IS-IS, 
LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
16.0.0.0 255.255.255.0 is subnetted, 1 subnets 
0 El 16.16.16.0 [110/114] via 203.250.15.1, 00:04:20, SerialO 
203.250-15.0 255.255.255.252 is subnetted, 1 subnets 
C 203.250.15.0 is directly connected, SerialO 
0 IA 203.250.14.0 [110/74] via 203.250.15.1,00:09:41, SerialO 
0 El 128.213.0.0 [110/114] via 203.250.15.1,00:04:21, SerialO 
Note que el tipo de ruta externa para la red 16,16,16.0 ha cambiado a E1, y 
el costo ha sido incrementado por el costo interno, que es 64. El costo total es 
64+50=114. Si se asume que usted agrega un mapa de ruta a la configuración del 
ruteador c, usted conseguirá lo siguiente: 
Router C# 
interface EthemetO 
ip address 203.250.14.2 255.255.255.0 interface Seriali 
ip address 203.250.15.1 255.255.255.252 
5.6 Mascara de Subred de Longitud Variable (VLSM) 
Otra cuestión a considerar es VLSM. OSPF puede llevar la información de 
múltiples subredes por la misma red principal, pero otros protocolos tales como 
RIP e IGRP (EIGRP si acepta VLSM) no pueden. 
Si la misma red del mayor cruza los límites de un dominio de OSPF y de 
RIP, la información de VLSM redistribuida en RIP o IGRP será perdida y las rutas 
estáticas tendrán que ser configuradas en los dominios de RIP o de IGRP según lo 
ilustrado en la figura 5 - 7. 
Figura 5 - 7 Perdida de Información de VLSM 
En la figura 5 - 7, la ruteador E está funcionando el OSPF y la ruteador A 
está funcionando la ruteador O del RIP está haciendo la redistribución entre los 
dos protocolos. 
El problema es que la red 203.250.15.0 de la clase C es subred variable; y 
tiene dos máscaras: 255.255.255.252 y 255.255.255.192. Aquí están la 
configuración y las tablas de encaminamiento del ruteador A y el ruteador C: 
Router A# 
interface EthernetO 





ip address 203.250.15.67 255.255.255.192 
interface Seriall 
ip address 203.250.15.1 255.255.255.252 
router ospf 10 
redistribute rip metric 10 subnets network 203.250.15.0 0.0.0.255 area o 
router rip redistribute ospf 10 metric 2 network 203.250.15.0 
Router A# show ip route 
Codes: C -connected, S - static, I - IGRP, R. - RIP, M - mobile, B BGP 
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
El - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
I - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.192 issubnetted, 1 subnets 
C 203.250.15.64 is directly connected, EthernetO 
Router E# show ip route 
Codes: C - connected, S - static, I - IGRP, RRIP, M - mobile, B - BGP 
D - EIGRP,EX - EIGRP external, O - OSPF, IA - OSPF inter area 
EI - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
I - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
203.250.15.0 is variably subnetted, 2 subnets, 2 masks 
C 203.250.15.0 255.255.255.252 is directly connected, SerialO 
0 203.250.15.64 255.255.255.192 
[110/74] via 203.250.15.1, 00:15:55, SerialO 
Note Que la ruteador E ha reconocido que 203. 250,15.0 tiene dos subredes 
mientras que el ruteador A piensa que tiene solamente una subred (la que está 
configurada en su interfaz de Ethernet). La información sobre la subred 
203.250.15.0 255.255.255.252 se pierde en el dominio del RIP. Para alcanzar la 
subred, una ruta estática es necesaria ser configurada en la ruteador A como 
sigue: 
Ruteador A # 
interface EthemetO 
ip address 203.250.15.68 255.255.255.192 
router rip network 203.250.15.0 
ip route 203.250.15.0 255.255.255.0 203.250.15.67 
Con la adición de la ruta estática según lo demostrado arriba, el ruteador A 
podrá ahora alcanzar las otras subredes dentro de la red de OSPF. 
5.7 Redistribución Mutuas de Rutas 
La redistribución mutua de ruta entre los protocolos de encaminamiento 
múltiple se debe hacer muy cuidadosamente y en una manera controlada. Como 
la configuración previamente mencionada, incorrecta podría conducir a lazos de 
encaminamiento. Una regla de oro para la redistribución mutua es no permitir que 
la información aprendida de un protocolo se inyecte nuevamente dentro del mismo 
protocolo. 
Los interfaces pasivas y distribuyen listas se deben aplicar en las 
ruteadores de la redistribución para prevenir lazos de la encaminamiento. 
El comando distribute-Ust out trabaja en el AS6R para filtrar las rutas 
redistribuidas en otros protocolos. El comando a i s t r i b u t e - i i s t i n trabaja en 
cualquier ruteador para evitar que las rutas sean puestas en la tabla de 
encaminamiento, pero no previene que los paquetes de estado de enlace (LSP's) 
sean propagados; los ruteadores de abajo en ese sentido tendrían las rutas. Es 
mejor evitar que OSPF filtre tanto como sea posible, si los filtros se pueden aplicar 
en otros protocolos para prevenir lazos. 
Para demostrar esto, suponga que el Ruteador A, Ruteador C, y el 
Ruteador E están corriendo RIP y el ruteador A también está corriendo OSPF y 
que configuración de red se muestra en la figura 5 - 8. 
Figura 5 - 8 Redistribución Mutua de rutas 
El ruteador C y el ruteador A están haciendo la redistribución mutua entre 
RIP y OSPF ya que usted no desea que el RIP que viene del ruteador E se inyecte 
al dominio de F, así que usted puede implementar una interfaz pasiva para RIP en 
la interfaces Ethernet 0 del Ruteador C. Sin embargo, usted permitirá que RIP 
venga del ruteador A y se inyectará en OSPF. Los ruteadores necesitarían ser 
configuradas como sigue en este orden para que ocurra esto, pero repase de 
cerca las configuraciones siguientes. 
Router E# 
interface EthemetO 
ip address 203.250.15.130 255.255.255.192 
interface SerialO 





ip address 203.250.15.67 255.255.255.192 
interface Seriali 
ip address 203.250.15.1 255.255.255.192 
router ospf 10 
redistribute rip metric 10 subnets 
network 203.250.15.0 0.0.0.255 area 0 router rip 





ip address 203.250.15.68 255.255.255.192 
router ospf 10 
redistribute rip metric 10 subnets 
network 203.250.15.0 0.0.0.255 area 0 router rip 
redistribute ospf 10 metric 1 
network 203.250.15.0 
¿Usted vio el lazo de la encaminamiento? Bien, observe las rutas según lo 
visto del ruteador C que muestra claramente el lazo de la encaminamiento. ¡No 
utilice por favor la configuración precedente! 
Router C# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M - mobile, B - BGP D EIGRP, E X - EIGRP exteraal, 
0 OSPF, IA OSPF inter area, El - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
1 • IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.192 is subnetted, 4 subnets 
C 203.250.15.0 is directly connected, Seriall 
C 203.250.15.64 is directly connected, EthernetO 
R 203.250.15.128 [120/11 via 203.250.15.68,00:01:08, EthernetO 
[120/1] via 203.250.15.2,00:00:11, Ser ia l l 
0 203.250.15.192 [110/20] via 203.250.15.68,00:21:41, EthernetO 
Note que el ruteador C tiene dos trayectorias para alcanzar la subred 
203,250,15,128: Seriall y EthernetO (E0 es la trayectoria incorrecta). 
Esto sucedió porque el ruteador C dio esa entrada a el ruteador A vía 
OSPF, y el ruteador A le vuelve a dar devuelta vía RIP porque el ruteador A no lo 
aprendió vía RIP. Éste es un ejemplo muy pequeño de los lazos que pueden 
ocurrir debido a una configuración incorrecta o una configuración parcial. En 
redes más grandes, esta situación se agrava aún más. 
Para arreglar la situación en este ejemplo, usted podría parar el RIP en el 
ruteador EthernetO vía un interfaz pasiva. Esto no podría ser conveniente en caso 
de que algunos ruteadores en Ethernet sean ruteadores de RIP solamente. En 
este caso, usted podría permitir que el ruteador C envíe el RIP en el Ethernet; de 
esta manera el ruteador A no la enviará denuevo la ruta debido a horizonte 
partido, Slip Horizon (esto no pudría trabajar en medios de NBMA si el horizonte 
Partido está apagado.) 
El horizonte partido no permite que las actualizaciones sean enviadas de 
nuevo en la misma interfaz de la cual fueron aprendidas (vía el mismo protocolo). 
Otro buen método es la aplicación listas de distribución (distribute -
l is ta) en el ruteador A para negar subredes aprendidas vía el OSPF y que estas 




ip address 203.250.15.68 255.255.255.192 
router ospf 10 
redistribute rip metric 10 subnets 
network 203.250.15.0 0.0.0.255 area 0 
router rip 
redistribute ospf 10 metric 1 network 203.250.15.0 
distribute-list 1 out ospf 10 
La tabla de encaminamiento correcta que se ve en la ruteador C sería como sigue: 
Router C# show ip route 
Codes; C - connected, S - static, I IGRP, R RIP, M - mobile, B - BGP D - EIGRP, E X - EIGRP 
external, 0 OSPF, IA OSPF inter area El OSPF external type 1, E2 - OSPF external type 2, 
E - E G P I - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
203.250.15.0 255.255.255.192 is subnetted, 4 subnets 
C 203.250.15.0 is directly connected, Seriall 
C 203.250.15.64 is directly connected, EthernetO 
R 203.250.15.128 f l20 / l ] via 203.250.15.2,00:00:19, Ser ia l l 
0 203.250.15.192 [110/201 via 203.250.15.68,00:21:41, EthernetO 
5.8 Inyectando Rutas por defecto en OSPF 
La capacidad para generar y para redistribuir las rutas por defecto es de 
importancia extrema dentro de cualquier red grande. 
Un ASBR se puede forzar para generar un rutas por defecto en una red de 
OSPF (dominio). Según lo discutido anteriormente, un ruteador se convierte en un 
ASBR siempre que las rutas se redistribuyan en una red de OSPF (dominio). Sin 
embargo, un ASBR no lo hace, por defecto, generar una ruta por defecto en una 
red de OSPF (dominio). 
En esta sección, el uso de las palabras "red" y "dominio" se utilizan 
alternativamente de modo que las sus diversas definiciones les no sean confusas. 
Pero el "dominio" se utiliza típicamente para referirse a agrupaciones de redes en 
el Internet. 
Hay varias maneras de generar una ruta por defecto dentro de una red del 
OSPF en primer lugar es anunciar 0.0.0.0 en el interior del dominio, pero 
solamente si el ASBR por sí mismo ya lo toma como una ruta por defecto. En 
segundo lugar anunciar 0.0.0.0 sin importar si el ASBR tiene una ruta por defecto, 
puede ser fijado al ser configurado. Y tenga mucho cuidado al usarse siempre al 
configurar esto. 
Si su ruteador anuncia una ruta por defecto (0.0.0.0) en el interior del 
dominio y no tiene una ruta por defecto por sí mismo o una trayectoria para 
alcanzar las destinaciones, el encaminamiento estaría roto. 
La tercera es estar en un área del Stub de OSPF que necesite una salida 
por defecto, por lo tanto la ruta por defecto se utiliza. 
Para hacer que el OSPF genere una ruta por defecto , utilice el comando 
siguiente de configuración: default-information originate [always] [metric 
metric-value] [metric-type type-value] [route-nap map-name] 
Las métricas y el tipo de métricas son el costo y el tipo de encaminamiento 
(E1 o E2) asignadas a las rutas por defecto. El mapa de ruta especifica el sistema 
de condiciones que necesitan a ser satisfechas en orden para que el la ruta por 
defecto sea generada. La figura 5 - 9 muestra una red y este ejemplo muestra 





Figura 5 - 9 Inyección de Rutas Por Defecto 
Refriéndose a la figura 5 - 9 y si se asume que el ruteador E le es 
inyectando una ruta por defecto de 0. 0. 0. 0 dentro de una red de RIP y el 
ruteador C tendrá una entrada del ultimo recurso (gateway last resort) de 
203,250,15,2, el siguiente es verdad para los ruteadores A, C, y E: 
El ruteador A sabe solamente lo que le dice el ruteador C sobre la ruta por 
defecto. 
El ruteador C ve la ruta por defecto, pero no compartirá la información con 
otros ruteadores hasta que el comando default-information originate sea 
configurado. 
El ruteador E conoce la ruta por defecto 0.0.0.0. 
Router C # show ip route 
Codes: C - connected, S - static, IIGRP, R - RIP, M - mobile, 
B - BGP D - EIGRP, EX - EIGRP external, OOSPF,IA-OSPF inter 
area El - OSPF external type 1, E2 - OSPF external type 2, E -
EGP I - IS-IS, Li - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is 203.250.15.2 to 
network 0.0.0.0 
203.250.15.0 255.255.255.192 is subnetted, 4 subnets 
C 203.250.15.0 is directly connected, Seriall 
C 203.250.15.64 is directly connected, EthernetO 
R 203.250.15.128 [120/11] via 203 .250.15.2, 00:00:17, Seriall 
0 203.250.15.192 [110/20] via 203.250.15.68, 2d23, EthernetO 
R* 0.0.0.0 0.0.0.0 [120/11] via 203.250.15.2, 00:00:17, 
Seriall[120/11] via 203 .250 .15 . 68, 00:00:32, EthernetO 
interface EthernetO 
ip address 203.250.15.67 255.255.255.192 
interface Seriall ip address 203.250.15.1 255.255.255.192 
router ospf 10 
redistribute rip metric 10 subnets 
network 203.250.15.0 0.0.0.255 
area 0 default-information originate metric 10 
router rip redistribute ospf 10 metric 2 
passive-interface EthernetO 
network 203.250.15.0 
Ahora que el ruteador C se ha configurado para hablar con el ruteador A 
sobre ruta por defecto, usted puede comprobarlo en la tabla de encaminamiento 
del ruteador. Usted verá rápidamente que la ruta por defecto es conocida por el 
ruteador: 
Router A# show ip route 
Codes: C - connected, S - static, I IGRP, R - RIP, M - mobile, B - BGP D - EIGRP, E X -
EIGRP external, 0 OSPF, IA - OSPF inter area El - OSPF external type 1, E2 • OSPF external 
type 2, E - EGP, i - IS-IS, LI - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is 203.250.15.67 to network 0.0.0.0 
203.250.15.0 255.255.255.192 is subnetted, 4 subnets 
0 203.250.15.0 [110/74] via 203.250.15.67, 2d23, EthernetO 
C 203.250.15.64 is directly connected, EthernetO 
O E2 203.250.15.128 [110/10] via 203.250.15.67,2d23, EthemetO 
C 203.250.15.192 is directly connected, Etheraetl 
0 * E 2 0.0.0.0 0.0.0.0 [110/10] via 203.250.15.67,00:00:17, EthemetO 
Note que el Ruteador A ha aprendido acerca de 0.0.0.0 como una ruta 
externa con una métrica de 10. La entrada de ultimo recurso se fija a 
203,250,15,67 según lo esperado. Así, su ruta por defecto es la interfaz del EO 
del ruteador C que tiene una ruta por defecto en la ruteador E. 
Conclusiones 
Con este capitulo pudimos ver las capacidades de OSPF para redistribuir 
rutas provenientes .de otros protocolos así como su catalogalización de rutas 
según el costo que se convenga manejar. A través de los ejemplos pudimos 
constatar el funcionamiento de los ruteadores, y el comportamiento de los 
ruteadores al sumarizar rangos de direcciones, así como también como la 
redistribución de los sistemas Autónomos distintos al propio. Así también pudimos 
constatar que este tipo de tecnología es ideal para redes robustas pues hacen una 
rápida redistribución de las rutas así como una sumarización eficiente ahorrando 
así direcciones IP asignadas por el NIC que se pudieran utilizar para otros fines 
dentro de la organización, como servicios de HOSPFdaje de páginas web, 
Servidores de Acceso por marcación, etc. 
CAPITULO 6 
DISEÑO E IMPLEMENTACIÓN DE UNA 
RED EN OSPF 
6.1 Implementación de Cisco en OSPF 
Según lo discutido en el capítulo 3, la "introducción a OSPF," existe una 
gran variedad de RFCs que tratan OSPF, ahora usted debe estar familiarizado con 
las muchas características disponibles dentro del protocolo de OSPF. ¿Pero que 
RFCs soportan los productos Cisco? 
RFC 1253: MIB de la Primera Trayectoria Más corta (OSPF). Este RFC 
contiene la información, que proporciona la información referente al manejo de 
OSPF. 
RFC 1583: Versión 2 de OSPF. La Implementación de Cisco se conforma 
con las especificaciones según lo detallado en este RFC. Apoyan las 
características dominantes siguientes: áreas Stub, redistribución de ruta, la 
autentificación (cubierta recientemente), los parámetros de detalle de interfaz, y 
los enlaces virtuales. 
RFC 1587: Áreas No tan Stub (NSSA). El equipo Cisco soporta el uso de 
todos los tipos de áreas del Stub. 
RFC 1793: Circuitos por demanda de OSPF. El Cisco soporta este RFC 
también. 
6.2 Metas del Diseño de una Red 
No es necesario comprender las razones detrás de su decisión de construir 
una red de OSPF o cualquiera de las definiciones previamente cubiertas de una 
red. Sin embargo, las cinco metas básicas que usted debe tener presente 






• Costos Efectivos 
6.2.1 Funcionabilidad 
La red debe trabajar a fondo absolutamente. Porque las redes son una 
parte integral para permitir a los usuarios individuales hacer sus trabajos, esto es 
esencial. Es aquí que el uso de los acuerdos de nivel de disponibilidad, (SLAs), 
sus siglas en Inglés es esencial. Usted debe saber si espera qué de la red sea 
diseñada correctamente. 
6.2.2 Escalabilidad 
Mientras que su organización crece, la red debe poder abrirse paso. Su red 
y su diseño inicial deben permitirle ampliarse por consiguiente. Una red que no 
puede abrirse paso a las necesidades de la organización no es muy útil. La 
sumarización de rutas es un factor importante en el éxito al diseñar su red. Sí 
usted desea asegurarse que su red pueda ser escalable correctamente, la 
sumarización es el factor más grande en su éxito. Sin la sumarización, usted 
tendrá un diseño plano de dirección amiento con la información específica de rutas 
para cada anfitrión que es transmitido a través de la red, una cosa muy mala en 
redes grandes. Para repasar brevemente la sumarización, recuerde que los 
ruteadores sumarizan en varios niveles, según lo demostrado en el Figura 7-1. 
Por ejemplo, los anfitriones se agrupan en subredes, las subredes entonces se 
agrupan en redes importantes, y éstos entonces se consolidan en áreas. La red 
se puede entonces agrupar en un Sistemas Autónomos. 
Hay muchas redes más pequeñas que desean utilizar un protocolo 
"estándar" de encaminamiento tal como OSPF que estas redes soporten, por 
ejemplo, tener 100 o menos ruteadores con un espacio relativamente pequeño de 
IP. En estas situaciones, la sumarización puede no ser posible y no se pude ganar 
mucho si implementa. 
6.2.3 Adaptabilidad 
La adaptabilidad se refiere a la capacidad de su red para responder a los 
cambios. En la mayoría de los casos, la adaptabilidad se refiere a la capacidad de 
su red para ser apta a nuevas tecnologías en un momento oportuno, y de manera 
eficiente. Esto llega a ser extremadamente importante a medida de como la red 
va a envejeciendo porque el cambio dentro de la implementación de una red está 
compitiendo contra su propio cuello de botella. Aunque no es necesario siempre 
estar a lo ultimo de la tecnología, hay mucho por decir para dejar que otros 
encontrar los defectos. 
6.2.4 Manejo 
Proporcionar un "verdadero" manejo de red proactivo es la meta aquí. La 
red debe tener las herramientas apropiadas y un diseño que asegure estar 
siempre enterado de su operación y su estado actual. 
6.2.5 Costos Efectivos 
En este caso, he estado guardando el fondo verdadero del diseño de la red 
para el último. La realidad de la vida es que los presupuestos y los recursos son 
limitados, para la construcción o ampliación de la red, y se debe de permanecer 
dentro del presupuesto predeterminado, esto es siempre una ventaja para su 
carrera y un diseño apropiado de red. 
Aunque hay cinco metas básicas del diseño de red que se pueden seguir en 
cualquier situación, pienso que también debe haber cierta perspectiva durante el 
proceso. Esta perspectiva es con respecto a la tecnología real que usted utilizará. 
Es muy importante utilizar tecnologías avanzadas siempre que sea posible, 
aunque ésto no significa utilizar tecnología no probada o inadecuadamente 
probada. El razonamiento detrás de esto es que gastando un poco de dinero 
adicional, usted está invirtiendo en una perspectiva hacia el futuro sabiendo que la 
red que usted edificó podrá crecer, de un punto de vista tecnológico, a largo 
plazo. 
6.3 Características de Diseño de Red 
Hasta este punto, se tratarán varias metas de diseño de red y la 
metodología necesitaría para hacer que las metas que se han discutido se 
conviertan en una realidad. Hay también ciertas características del diseño que 
usted debe considerar al trabajar con el proceso del diseño de red. 
6.3.1 Confiabilidad 
Al diseñar redes, la confiabilidad es generalmente la meta más importante, pues el 
WAN es a menudo la espina dorsal de cualquier red. 
6.3.2 Latericia 
Otra preocupación grande con los usuarios, ocurre cuando las peticiones de 
acceso de red toman un tiempo largo para ser concedidas. Los usuarios deben 
ser notificados sobre un problema de estado latencia en la red. 
6.3.3 Costo de recursos WAN 
Los recursos WAN son costosos, y como tales, implican con frecuencia un 
debate entre eficacia económica y la redundancia completa de la red. 
Generalmente triunfa la eficacia económica 
6.3.4 Cantidad de tráfico 
Esto es una consideración muy directa. Usted debe poder determinar 
exactamente la cantidad de tráfico que estará en la red, para clasificar 
correctamente varios componentes que la harán levantarse. Pues usted 
implementa la red, y usted debe también desarrollar un estudio a fondo, que se 
pueda utilizar para proyectar el crecimiento futuro de la red. 
6.3.5 Permitir protocolos múltiples en la WAN 
La simplicidad de la IP es de gran ventaja para cualquier red. Por ejemplo, 
solamente permitiendo protocolos basados en IP en la red, usted evitará el 
direccionamiento único y configuraciones referentes a otros protocolos. 
6.3.6 Compatibilidad con estándares o sistemas heredados 
La compatibilidad va siempre a ser un elemento dentro de su red a través 
de su vida. Como diseñador de red, usted necesita tener siempre esto presente 
mientras que usted procede. 
6.3.7 Simplicidad y Configuración Fácil 
Siendo ingeniero de red por muchos años e implicado en direcciones de 
red, esta característica es doblemente importante para mí. Puede ser que usted 
esté implicado solamente en el diseño y la implementación de la red y no del 
manejo. En ese caso, el conocimiento que usted desarrollará necesitará ser 
asimilado para los que manejen la red. Asegúrese de que usted tenga las ideas 
presentes de configuración simples y fáciles; mientras que usted desarrolla sus 
documentos de diseño para la red. 
6.3.8 Soporte para las oficinas remotas y las telecomunicaciones 
En el ambiente de hoy de las telecomunicaciones, las oficinas basadas en 
los enlaces satélites están llegando a ser ordinarias y requieren conectividad de 
red, así que usted debe tomarlo en cuenta por consiguiente. Las estimaciones 
dicen que cada día, usted verá a compañías aumentar el número de tele 
conmutadores. Usted debe tener esto presente, mientras que usted determina la 
colocación de los componentes de la red para asegurarse de que pueden manejar 
este requisito cuando se convierte en una prioridad para su organización. 
6.4 Metodología del Diseño de una Red 
Hay seis pasos comunes que se pueden utilizar para diseñar su red del 
OSPF, o cualquier red. Esto no se fija en piedra y no garantizará la red "perfecta", 
pero lo proveerán a usted de pasos y consideraciones realistas a considerar que 
harán una red bien diseñada. Estos pasos también le ayudarán a evitar de 
conseguir que sus costos de diseño sean elevados y a la vez llenaran sus 
necesidades de red. 
Estos pasos para diseñar una red se han probado no solamente en un 
cierto plazo, sino también a través de las redes incontables que se han diseñado y 
se han implementado basándose sobre este estándar. 
• Análisis de los Requerimientos 
• Desarrollo de la Topología de Red 
• Determinando el Direccionamiento y la Convención de Nombres 
• Provisión de Hardware 
• Aprovechamiento del Protocolo y las Características del Protocolo 
• Implementación, Monitoreo y Mantenimiento de Red. 
Aunque su red no pueda tener la última tecnología, puede ser que 
realmente no la necesite si usted determina el objetivo y las necesidades de una 
red siguiendo esta metodología de diseño (según lo mostrado en el Figura 7 - 2). 
6.4.1 Pasol: Analice los Requerimientos 
Este paso detallará el proceso de determinar expectativas, y entonces de 
convertir ésto en una red verdadera. 
¿Qué usted sabe? Entrando al paso 1, usted sabe que una red del OSPF 
es requerida pero no qué necesitará lograr para sus usuarios o cómo usted 
necesitará diseñar físicamente la red. 
Consciente, de que las necesidades de los usuarios están cambiando 
siempre, e incluso no saben a veces lo que necesitan. Sin embargo, es verdad; 
saben lo que desean y cuando lo desean. Sin embargo, de un diseño de red 
anticipado, no saben siempre lo que necesitan o porqué lo necesitan. 
Sin embargo, usted, como el ingeniero de red implicado en el diseño de la 
red, debe sin embargo escuchar el objetivo y determinar las necesidades del 
usuario. En el extremo, van a ser los clientes de la red, y el cliente tiene siempre 
razón. Usted debe también tomar en consideración qué el futuro puede 
soportarlos. Por lo tanto, usted debe preguntar a los usuarios qué necesidades 
van a tener en el futuro. Esta pregunta se debe dirigir hacia sus trabajos porque 
es su responsabilidad dar respuesta y convertirlas en requisitos a cumplir de la 
red. 
Una visión corporativa es siempre importante. ¿Por ejemplo, los planes 
corporativos de gama larga incluyen tener un Web site? ¿Si es así qué hará? 
¿Cómo trabajar voz sobre la red? ¿Qué acerca de la comunicación de video? 
¿Esto tiende a ser una necesidad corporativa? 
Los datos adicionales que usted desearía considerar para la estructura de 
la organización, las localizaciones, y el flujo actual de la información dentro de la 
organización y de cualquier recurso interno o externo disponibles para usted. Bajo 
esta perspectiva, sus redes necesitan análisis, usted debe entonces comenzar a 
determinar el costo y el análisis de las ventajas. Por supuesto en muchos casos 
usted no podrá conseguir todo el equipo o el ancho de banda que usted piensa 
que necesitará. Por lo tanto, es también recomendable crear un estudio a fondo de 
riesgo que detallen los problemas o los motivos de preocupación potenciales con 
respecto ai diseño de la red. 
6.4.1.1 Aprovechamiento de OSPF 
Mientras usted valla avanzando, en el proceso de determinar los requisitos 
de la red, tenga presente algunas preguntas importantes con respecto a los 
requisitos de OSPF. Las respuestas a estas preguntas, le ayudarán definir mejor 
los requisitos de su red de OSPF. 
• ¿Cómo debe el Sistema Autónomo de OSPF ser delineado? 
• ¿Cuántas áreas debe tener y cuales deben ser los límites? 
• ¿Su red y sus datos necesitan haberse construido en seguridad? 
• ¿Qué información de otros sistemas autónomos se debe importar en su 
red? 
6.4.1.2 Balanceo de Cargas en OSPF 
Como usted valla avanzando con el proceso de determinar los requisitos de 
la red, tenga presente la característica de balanceo de cargas de OSPF en la 
implementación de OSPF en Cisco, cualquier ruteador puede soportar hasta 
cuatro rutas de igual costo a una destinación. Cuando una falla a la destinación se 
reconoce, y OSPF cambia inmediatamente las trayectorias restantes. 
OSPF realiza automáticamente el balanceo de cargas y permite costos 
iguales en las trayectorias. El costo asociado es determinado (por defecto) por la 
declaración del ancho de banda de la interfaz a menos que esté configurado de 
otra manera para maximizar el encaminamiento múltiple de trayectoria. 
Antes del lanzamiento del Cisco IOS 10.3. el costo por defecto fue 
calculado dividiendo 1.000.000.000 por el ancho de banda por defecto de la 
interfaz. Sin embargo, con el lanzamiento después del IOS 10.3. el costo es 
calculado dividiendo 1.000.000.000 por el ancho de banda configurado en la 
interfaz. 
En el IOS 11,3, esta edición ha tratado el ancho de banda mediante el 
comando: 
ospf auto -cost reference bandwidth 
6.4.1.3 Convergencia en OSPF 
La convergencia de SPF es extremadamente rápida cuando se compara 
con otros protocolos; ésta era una de las características principales incluidas 
dentro de su diseño inicial. Para mantener esta característica deseable 
completamente funcional en su red, usted necesita considerar los tres 
componentes que determinan cuánto tiempo toma convergencia en OSPF: 
• La cantidad de tiempo que toma a OSPF detectar una falta de enlace o de 
interfaz. 
• La cantidad de tiempo que lleva a los ruteadores el intercambio de la 
información de encaminamiento vía LSAs, vuelve a efectuar el primer 
algoritmo de la trayectoria más corta, y construye una tabla de 
encaminamiento nueva 
• La construcción con SPF del retrazó de tiempo de cinco segundos (valor 
por defecto). 
Así, la media de tiempo para el OSPF de propagar LSAs y de volver a 
efectuar el algoritmo de SPF es aproximadamente de 1 segundo. Entonces el 
contador de tiempo de SPF de cinco segundos debe transcurrir. Por consiguiente 
la convergencia de OSPF puede ser mínima desde 6 a 46 segundos, dependiendo 
de los ajustes de la falta del tipo de falla, los contadores de tiempo del SPF, el 
tamaño de la red, y del tamaño de la base de datos de LSA, El panorama en el 
peor de los casos, es cuando falla un enlace pero la destinación sigue siendo 
accesible vía una ruta alternativa, porque el contador de tiempo muerto es por 
defecto de 40 segundos, y necesitará expirar antes de que se vuelva a efectuar el 
SPF. 
6.4.2 Paso 2 Desarrollo de la Topología de la Red 
Este paso cubrirá el proceso de determinar la disposición de la 
comprobación de las redes. Hay generalmente solamente dos topologías comunes 
de diseño: totalmente ligado o jerárquico. Las secciones siguientes dan un vistazo 
para considerar cuál es el diseño más eficiente para las redes de hoy. 
¿Qué usted sabe? Entrando al paso 2, usted ha desarrollado una lista de 
los requisitos asociados a esta red de OSPF. Usted también ha comenzado 
representar los costos financieros asociados a la red basados en previa 
información. Estos costos podían incluir el equipo, la memoria, y medios 
asociados. 
6.4.2.1 Topología Totalmente Ligada 
En una estructura totalmente ligada, la topología es plana y todos los 
ruteadores realizan esencialmente la misma función, así que no existe ninguna 
definición clara de donde se realizan las funciones específicas. La expansión de 
la red tiende a ser de una manera casual, arbitraria. Este tipo de topología no es 
aceptable, en la operación de OSPF, que no soportará correctamente el uso de 
áreas o de ruteadores designados. 
6.4.2.2 Topología Jerárquica 
En una topología jerárquica, la red se organiza en capas que se habrán 
definido claramente sus funciones. En este tipo de red hay tres capas: 
Capa Principal o Core. Este sería un lugar excelente para los ruteadores 
de la espina dorsal de OSPF estando todos conectados con el área 0. Todos 
estos ruteadores estarían ¡nterconectados, y no deben existir ningunas conexiones 
de tipo anfitrión. Esto es porque su propósito primario es proporcionar 
conectividad entre otras áreas 
Capa De la Distribución. Es aquí que usted localizaría otras áreas de 
OSPF conectadas todas a través de los ruteadores de frontera de área (ABRs) de 
nuevo a la capa de Principal (área 0). Esto es también una buena localización 
para comenzar a ¡mplementar varias políticas de red tales como seguridad, DNS, 
etc. 
Capa de acceso. Aquí es donde los ruteadores de interarea proporcionan 
conexiones a los usuarios. Esta identificación de la capa es donde la mayoría de 
los anfitriones y de los servidores debe conectarse a la red. 
Usando este tipo de diseño de red por capas lógicas, usted ganará algunas 
ventajas que le ayuden a diseñar la red. 
Las Ventajas son: 
Escaiabilidad: Las redes pueden crecer fácilmente porque se localiza la 
funcionalidad así que los sitios adicionales se pueden agregar fácilmente y 
rápidamente. 
Facilidad de implementacíón. Ajustes físicos a esta topología, formando 
fácilmente una jerarquía lógica de OSPF, haciendo la implementacíón de red más 
fácil. 
Facilidad de la localización de averías. Porque la funcionalidad es 
ubicada, es más fácil reconocer localizaciones del problema y aislarlos. 
Previsibilidad: Debido a lo antes acordado, la funcionalidad de cada capa 
es mucho más fiable. Esto hace el planeamiento de capacidad y modelado mucho 
más fácil. 
Soporte de Protocolos. Dado que una arquitectura física subyacente está 
ya implementada y si usted desea incorporar protocolos adicionales, tales como 
BGP, o sí su organización adquiere una red que trabaja un protocolo diferente, 
usted podrá agregarlo fácilmente. 
Flexibilidad. La disposición física de la red se presta hacia las áreas 
lógicas que hacen el direccionamiento de la red mucho más fácil. 
Hay otras variaciones de diseño jerárquico de estas capas disponibles son: 
una capa distribuida, concentradora y rayo de dos capas, pero están más allá del 
alcance de esta investigación. A este punto, aunque usted pueda ver que los tres 
se ajustan al modelo jerárquico perfectamente en el diseño lógico de OSPF, y es 
este modelo en el cual usted basará su diseño de red. Antes de discutir cómo 
implementar y diseñar este tipo modelo, usted necesita algunas sugerencias 
básicas del diseño de la espina dorsal de OSPF. 
6.4.2.3 Diseño de la Espina Dorsal en el Modelo Jerárquico 
El proceso de diseñar el área de espina dorsal se ha discutido previamente, 
así que será repasado solamente brevemente aquí. Siempre mantenga el área de 
la espina dorsal (principal) tan simple como sea posible evitando un enlace 
complejo. Considere usar una solución de LAN para la espina dorsal. El tránsito a 
través de la espina dorsal es siempre de un salto, se reduce al mínimo el estado 
de latencia, y es un diseño simple y rápido de converger. 
6.4.2.4 Diseño de la Espina Dorsal 
Usted sabe que debe de asilar a los usuarios de la espina dorsal porque es 
solamente un área de tránsito, pero eso no es suficiente. Usted también necesita 
considerar el asegurar su espina dorsal físicamente. Como red crítica se 
comparten los recursos; los ruteadores necesitan ser físicamente seguros. Sí 
usted utiliza la solución previamente mencionada de espina dorsal de LAN, 
entonces asegurar su red, puede ser relativamente fácil; solo ponga el ruteador 
en un lugar seguro. 
6.4.2.5 Areas: Stub, Totalmente Stubby, o Not-So-Stubby 
Usted tendrá que diseñar su red de OSPF con áreas para hacer la red 
escalable y eficiente. Las áreas se han discutido en capítulos anteriores, pero 
repasémoslos brevemente a este punto. Las áreas se deben mantener simples, 
robustas (stubby), con menos de 100 ruteadores (óptimo de 40 ó 50), y tienen 
sumarizaciones máximas para facilidad de encaminamiento 
¿Aunque estas sugerencias de diseño son provechosas, usted realmente 
que va a ganar en su red agregando áreas Stub? Implementadas simplemente, 
sumarzarán todos los LSA's externos como un solo LSA por defecto que se 
aplique solamente a los enlaces externos fuera del Sistema Autónomo. El ruteador 
frontera del área Stub ve todo el LSAs para la red entera e inunda a otros 
ruteadores del área Stub. Ellos mantienen la base de datos de LSA para el área 
Stub con esta información adicional y la ruta externa por defecto. El Figura 7 8 
ilustra las operaciones en un área Stub. 
Existen también las áreas totalmente Stub que usted podría diseñar dentro 
de su red. Las áreas totalmente Stub, son una característica específica de Cisco 
disponible dentro de su implementación estándar de OSPF. Usted puede utilizar 
áreas totalmente Stub desde que se lanzó Cisco IOS 9.1 y posteriores. 
Si una área se configura como totalmente Stub, sólo el enlace sumarizado 
por defecto, es propagado en el área por el ABR. Es importante observar que un 
ASBR no puede ser parte de una área totalmente stub, ni se puede redistribuir 
rutas de otros protocolos en esta área. Como lo mostrado en el Figura 7 9 las 
operaciones en un área totalmente stub del ejemplo. 
La diferencia principal entre un área Stub y una área no tan Stub (NSSA) 
es que el NSSA importa un número limitado de rutas externas. El número de rutas 
se limita solamente a ésas requeridas para proporcionar conectividad entre las 
áreas de la espina dorsal. Usted puede configurar las áreas que redistribuyen la 
información de encaminamiento de otro protocolo a la espina dorsal de OSPF 
como NSSA. NSSAs se discute más adelante en este capítulo. 
A este punto, usted debe separar su organización en áreas o capas y 
presentar un mapa total de la topología. 
6.4.3 Paso 3: Determinación del Direccionamiento y la 
Convención de los Nombres 
El paso 3 cubre el proceso real de asignar un esquema de direccionamiento 
total de red. Asignando bloques de direcciones a las porciones de la red, usted 
puede simplificar la dirección, de la administración, de encaminamiento y del 
aumento. 
Porque OSPF soporta Enmascaramiento de Sub Red Variable (VLSM), 
usted puede realmente desarrollar un esquema de dirección jerárquico verdadero. 
Esta dirección jerárquica da lugar a una sumarización muy eficiente de rutas a 
través de la red. 
¿Qué usted sabe? Viniendo del paso 3, usted ha determinado los 
requisitos de su red y ha desarrollado una topología física de red. Usted no ha 
perdiendo de vista los costos de cada uno a la vez y una revisión mientras se 
planea. En este paso, usted determinará las convenciones de dirección y de 
nombramiento que usted planea usar. 
6.4.3.1 Espacio de Direccionamiento Publico o Privado 
Una buena regla elemental para recordar cuando se determina, si utilizar el 
espacio de dirección público o privado es que su esquema de dirección debe 
poder ser suficientemente escalable para soportar una red más grande porque su 
red continuará muy probablemente creciendo. 
Ahora usted debe determinar qué rango de direcciones IP usted va a dentro 
de su red. La primera pregunta que usted necesita contestar es: ¿"tengo espacio 
de dirección pública asignado para mí por el InterNIC o voy a utilizar el espacio de 
dirección privado como se especifica en el RFC 1918 y 1597?" Cualquier opción 
tendrá sus implicaciones en el diseño de su red, eligiendo al espacio de dirección 
privado del SE y con tener que conectar con el Internet, usted confrontará que 
tiene que incluir la capacidad para hacer la conversión de dirección como parte de 
su asignación de red. 
Si en el futuro se complica la edición, puede ser que también tenga que 
ocuparse de un esquema de preexistencia del direccionamiento y/o de la 
necesidad de soportar la asignación de dirección automática con el protocolo 
dinámico de la configuración del anfitrión del uso (DHCP) o el sistema de dominios 
por nombre (ONS). El tipo de tecnología está más allá del alcance de esta 
investigación y no será cubierto. DHCP es una técnica de la difusión usada para 
obtener una dirección de IP para una estación del extremo. El DNS se utiliza para 
traducir los nombres de los nodos de red en direcciones del IP. El Figura 7 11 
demostraciones un buen ejemplo de cómo presentar al IP trata y a los mes de la 
red para la red del ejemplo. 
En este caso se utilizará la dirección clase B 168.132.0.0, el cual será 
repartido, para los enlaces Wan punto a punto con las técnicas VLSM y también 
serán asignadas a cada una de las dependencias universitarias una o dos 
subredes, dependiendo del volumen de usuarios, que tenga dicha dependencia. 
6.4.3.2 Plan actual para la Sumarización de OSPF 
La operación y las ventajas de sumarización de ruta se han discutido en 
capítulos anteriores. En este punto sin embargo, usted debe darse cuenta de la 
importancia de la sumarización apropiada en su red. Recuérdese que no usando 
la sumarización, cada enlace específico de LSA será propagado en la espina 
dorsal de OSPF y más allá, causando tráfico de red y gastos indirectos 
innecesarios del ruteador. Siempre que se envíe un LSA, todos los ruteadores 
afectados del OSPF tendrían que recomputar su base de datos y las rutas de LSA 
usando el algoritmo de SPF. 
Las direcciones de IP en una red del OSPF se deben agrupar por área, y 
usted puede esperar ver áreas con algunas o todas las características siguientes 
• Números de Redes Mayores 
• Mascaras de Subredes Arregladas 
• Combinación aleatoria de direcciones de red Subred y de anfitriones 
Es importante que los anfitriones, las subredes, y las redes estén asignadas 
de una manera controlada durante el diseño y la implementación de su red de 
OSPF. La asignación debe estar en forma de bloques contiguos que sean 
adyacentes así que los LSA de OSPF puedan representar fácilmente el espacio de 
dirección. 
La asignación de las direcciones del IP se debe hacer en exponentes de 
dos para poder representar estos "bloques" por un solo anuncio de sumarización 
de enlace. Con el uso del comando de rango de área usted podrá resumir bloques 
contiguos grandes de direcciones. Para reducir al mínimo el número de bloques 
que usted debe hacerlos tan grandes como sea posible. 
6.4.3.3 Direccionamiento en OSPF para VLSM 
La Mascara de Red de Longitud Variable (VLSM) se ha discutido 
previamente, en investigaciones así que esto no será demasiado profundo. Pero 
será suficiente para decir que razones hay detrás de esto, es similar a la 
segmentación en bits. Recuerde mantener la subred pequeña en un bloque 
contiguo y aumentar el numero de las subredes para una red enlazada totalmente. 
6.4.4 Paso 4: Provisión del Hardware 
En el paso 4, usted debe utilizar la documentación de los proveedores, 
vendedores, y técnicos para determinar el hardware necesario para su red. Esto 
está para el LAN y los componentes WAN. 
Para LANs, usted debe seleccionar los modelos de ruteador disponibles, los 
modelos de switches ó conmutadores de datos, los sistemas de cableado, y las 
conexiones de la espina dorsal. 
¿Qué usted sabe? Viniendo al paso 4 usted ha determinado sus requisitos 
de red, ha convertido en una topología física de la red, y ha presentado su 
esquema de direccionamiento y de nombramiento para la red. En este paso, 
usted comenzará a seleccionar y proveer el equipo necesario de red para 
implementar la red. 
Cuando se selecciona el hardware de encaminamiento o de la conmutación 
de datos, se consideran las áreas siguientes: 
• Uso esperado del CPU. 
• Memoria Mínima RAM 
• Tipos de Internases Requeridas y su Densidad 
6.4.5 Paso 5: Aprovechamiento del Protocolo y las Características 
del IOS 
En el paso 5, usted necesitará desplegar las características más específicas 
posibles por el protocolo OSPF y el IOS de las ruteadores. No es necesario tener 
una red con cada opción dada activada. Algunas de las características que usted 
debe considerar implementar se cubren en las dos secciones que siguen. 
¿Qué usted sabe? Viniendo al paso 5 usted ha determinado sus requisitos 
de red, desarrollando una topología física de red, presentando su esquema de 
dirección y de nombramiento, y comenzó el aprovisionamiento del equipo de red. 
En este paso, usted comenzará a desplegar las características de OSPF y de IOS 
que usted utilizará dentro de la red. 
6.4.5.1 Características de OSPF 
Esta área cubre algunas de las características de OSPF (autentificación y 
redistribución de rutas entre los protocolos) eso usted debe considerar 
implementarlo dentro de su red. Puede haber solamente una opción referente a 
una característica que puede ser primordial para que usted considere. 
Los recursos corporativos de protección, seguridad, políticas de la red, 
aseguran el correcto uso de la red, autentificación son diversas etiquetas para una 
necesidad similar dentro de cada red. La seguridad de la red se debe construir en 
la red a partir del día uno, no agregándose como cambio. Los errores han 
sucedido ya en el ambiente de implementación de una red que usted conoce hoy. 
¿Sin embargo, cómo no podrían con la presencia del Internet y la insignia casi 
requeridas de "WWW" vistas en casi cada tarjeta? Los protocolos abiertos 
inseguros tales como Protocolo Simple de Transferencia de Correo (SMTP, sus 
siglas en inglés) o Protocolo Simple de Manejo de Red (SNMP, sus siglas en 
inglés) y son esenciales para el manejo de una red en un negocio, aunque son 
también vulnerables para la explotación. Agraciadamente, los grupos de trabajo 
están activos para solucionar este problema. 
Los sistemas construidos de autentificación de OSPF son extremadamente 
útiles y flexibles. En la especificación de OSPF, MD5 es el único algoritmo 
criptográfico que se ha especificado totalmente. La implementación total de 
seguridad dentro de OSPF es algo directo. Por ejemplo, usted asigna una llave a 
OSPF y esta llave puede ser igual a través de su red o diferente en la interfaz o 
una combinación de los dos de cada ruteador. El fondo es que cada ruteador 
conectado directamente el uno al otro debe tener la misma llave para que ocurra la 
comunicación. 
La redistribución de ruta es otra característica muy útil del software del IOS 
de Cisco. Repasando la redistribución es el intercambio de la información de 
encaminamiento entre dos diversos procesos de encaminamiento (protocolos). 
Esta característica se debe activar en sus ruteadores sí usted tiene dominios 
separados de encaminamiento dentro de su Sistema Autónomo y usted necesita 
intercambiar las rutas entre ellas. 
6.4.5.2 Características del IOS 
Algunas de las características del IOS que usted debe considerar 
aprovechar dentro de su red son como sigue: 
• Listas de Acceso 
• Colas de Peticiones 
• Mapas de Rutas 
• Limites de Ciertas Rutas desde el comienzo de su Propagación 
6.4.6 Paso 6: Implementación Monitoreo y Manejo de la Red 
En este último paso es también el primer paso para manejar el crecimiento 
de su red. En este paso usted debería perseguir los siguientes objetivos. 
• Uso de las herramientas del manejo de la Red para el Monitoreo 
• Ejecución de la reunión proactiva de los datos 
• Sabiendo cuándo escalar la red para satisfacer nuevas demandas (el 
hardware nuevo, actualizando velocidades de circuito, soportan nuevas 
Aplicaciones) 
¿Qué usted sabe? Viniendo del paso 6 usted ha determinado sus 
requisitos de la red, desarrollo una topología física de red, presento su esquema 
de direccionamiento y de nombramiento, obtuvo su equipo de la red, y desplegó 
las características necesarias de OSPF y del IOS. A este paso, usted comenzará 
a implementar, instituir la supervisión, y a enganchar a la dirección una red 
proactive. 
6.4.6.1 Manejo de la Red y Aplicaciones de Monitoreo 
Las Aplicaciones de manejo de la red que utilizan el Protocolo Simple de 
Manejo de Red (SNMP) proporcionan un arsenal útil de herramientas para 
controlar costos de para soportar la red interna: 
• Comandos debug y show 
• Syslog 
• Analizadores de Protocolo 
• DNS 
• TFTP y FTP 
. DHCP y BOOTP 
• Telnet 
• TACACS 
• Cisco Works (Manejo de la configuración del Ruteador, análisis de Red) 
6.5 Configurando OSPF en los Ruteadores Cisco 
OSPF requiere típicamente de la coordinación entre muchos ruteadores 
internos, ruteadores de frontera de área (ruteadores conectadas con las áreas 
múltiples), y ruteadores de frontera de Sistema Autónomo. En una instalación 
mínima de OSPF, puede configurar los ruteadores por defecto configura con todos 
los valores de parámetro por defecto, no autentificación, e interfaces asignadas a 
las áreas. Si usted se propone modificar su ambiente para requisitos particulares, 
usted debe asegurar configuraciones coordinadas con todos los ruteadores. 
Para configurar OSPF, logre las tareas de las secciones siguientes. La 
Activación de OSPF es obligatorio; las otras tareas son opcionales, pero pueden 
ser requeridas para su red. 
6.5.1 Activando OSPF en un Ruteador de interno 
Como con la otro protocolo de encaminamiento, el activar OSPF en los 
ruteadores Cisco requiere de algunos pasos antes de que el proceso comience: 
1. Usted debe determinar la identificación del proceso bajo la cual OSPF 
trabajará dentro de su red. Se sugiere que esta identificación del proceso 
sea única de cualquier otra red de OSPF con la cual usted puede estar 
conectado. 
2. Usted debe especificar el rango de las direcciones que deben ser asociadas 
al proceso de encaminamiento de OSPF. Éste es parte de un comando que 
debe también incluir el área a la cual este rango de direcciones debe ser 
asociado. 
Ahora que se ha determinado cómo el proceso de configuración de OSPF, 
usted necesita comenzar a configurar el ruteador. Realice las tareas siguientes, 
comenzando en el modo global de configuración: 
1. Active el encaminamiento en OSPF, que lo colocará en modo de la 
configuración del ruteador. Usted hará esto con el comando siguiente router 
o s p f p r o c e s s - id. 
2. Defina una interfaz en el cual OSPF funcione, y defina la identificación del 
área para esa interfaz. Usted hará esto con el comando siguiente: network 
address wildcard-mask BtBB a r e a - i d . 
Si éste fuera una ruteador interno de área de OSPF, después de este 
proceso de configuración para OSPF sería completo ahora. Hay algunas 
diferencias sutiles al configurar los diversos tipos de ruteadores del OSPF, según 
lo descrito en las secciones próximas. 
6.5.2 Configurando un Ruteador Fronterizo de Area (ABR) 
El proceso para configurar un ABR para OSPF es esencialmente igual 
según lo descrito en la sección precedente el " Activando OSPF en un Ruteador 
de Interarea" con apenas algunas adiciones de menor importancia: 
Antes de comenzar el proceso de encaminamiento de OSPF, usted 
necesita decidir sobre algunas cosas sobre cómo OSPF va a ser configurado para 
OSPF en su red. Estas consideraciones incluyen: Decidir qué identificación del 
proceso de encaminamiento del OSPF usted desea asignar a su red y decidir si 
usted quiere que OSPF determine qué ruteador se convierte en el ruteador 
designado (DR) y el ruteador designado de reserva (BDR). La segunda 
consideración pude requerirle decidir sobre fijar una interfaz del loopback. Si 
usted decide configurar una interfaz del loopback entonces siga lo referente a la 
sección de "crear una interfaz de loopback" más adelante en este capitulo para los 
detalles específicos. 
Active el proceso de encaminamiento de OSPF con el comando de 
identificador de proceso de OSPF del ruteador según lo descrito en la sección 
anterior de " Activando OSPF en un Ruteador de Interarea". 
Asigne las declaraciones apropiadas de red al proceso de encaminamiento 
de OSPF con la identificación correcta del área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
¿El área va a ser un área del Stub? Si es así incorpore el comando del stub 
area -id stub [no -summary ] command, que define una área Stub. Usted también 
necesitará incorporar el comando area area-id default -cost cost, que asigna un costo 
específico. 
Usted deseará agregar el comando area range command para poder sumarizar 
correctamente las redes dentro de cada área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
area 1 range 130.10.8.0 255.255.255.0 
Determínese si usted va a utilizar cualesquiera parámetros opcionales del 
OSPF. Usted no necesita ahora decidir utilizar cualesquiera de estas opciones, 
sino esté enterado de ellas mientras que pueden ayudar a su red del OSPF. 
Aunque muchos de éstos se han discutido ya, la lista siguiente destaca algunos de 
los parámetros opcionales más significativos en sintaxis de ordenes: 
area area-id authentication area area-id authentication message-digest ip ospf 
authentication-key ip ospf hello-interval ip ospf dead-interval timers spf spf-delay 
spf-holdtime 
Usted puede usar el comando show ¡p ospf border -routers para ver los 
ruteadores frontera en su área. 
6.5.3 Configurando un Ruteador Frontera de Sistema Autónomo 
(ASBR) 
El proceso de configurar un Ruteador Fronterizo de Sistema Autónomo 
(ASBR) para OSPF es muy similar a cómo usted configuraría un ABR: 
Usted debe saber ya la identificación del proceso de OSPF, si o no usted 
necesita una interfaz de loopback, y que los parámetros opcionales de OSPF que 
usted va utilizar. 
Active el proceso de encaminamiento de OSPF según lo descrito 
previamente en la sección de "Activar OPSPF en un Ruteador." Una vez más 
usted utilizará el comando: router ospf process-id 
Asigne a declaraciones apropiadas de la red al ingenio del proceso de la 
encaminamiento del OSPF la identificación correcta del área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
Entonces usted deseará agregar el comando de rango de área para poder 
sumarizar correctamente las redes dentro de cada área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
area 1 range 130.10.8.0 255.255.255.0 
En este punto, usted deseará comenzar el proceso de la redistribución entre 
su Sistema Autónomo de OSPF y el Sistema Autónomo externo a los cuales el 
ASBR esté proporcionando conectividad, por ejemplo 
router ospf 109 
redistribute rip subnet metric-type 1 metric 12 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
area 1 range 130.10.8.0 255.255.255.0 
router rip 
network 128.130.0.0 passive interface s 0 default-metric 5 
Usted puede utilizar el comando showipospf border -routera para ver los ruteadores 
de frontera de área dentro de su red.. 
6.5.4 Configuración de un Ruteador de Espina Dorsal 
El proceso de configurar un ruteador de espina dorsal de OSPF es para 
OSPF muy similar a cómo usted configuraría un ABR: 
Usted debe saber ya la identificación de proceso del OSPF, si o no usted 
necesita una interfaz del loopback, y los parámetros opcionales de OSPF que va a 
utilizar. 
Active el proceso de encaminamiento de OSPF según lo descrito 
previamente en la sección de "Activar OPSPF en un Ruteador." Una vez más 
usted utilizará el comando: router ospf process-id 
Asigne las declaraciones apropiadas de la red en el proceso de 
encaminamiento de OSPF con la identificación correcta de área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
Entonces usted deseará agregar el comando de rango de área para poder 
sumarizar correctamente las redes dentro de cada área, por ejemplo: 
router ospf 109 
network 130.10.8.0 0.0.0.255 area 0 
network 172.25.64.0 0.0.0.255 area 1 
area 1 range 130.10.8.0 255.255.255.0 
6.5.5 Configuración de Interfaces simplex de Ethernet o Seriales 
Dado que las interfaces Ethernet interfases Simplex entre dos dispositivos, 
representan solamente un segmento de red, y dado que usted debe configurar la 
interfaz de OSPF para ser una inferíase pasiva. Esto evita que OSPF envíe los 
paquetes de Helios para la interfaz que transmite. Ambos dispositivos pueden 
considerarse vía el paquete Helio generado para la interfaz de recepción. 
Esto significa que la supresión de enviar los paquetes helios es requerida 
en la interfaz especificada. Se logra esto usando el comando siguiente: 
passive interface type number 
¿Por qué son llamadas ¡nterfaces Siplex? El simplex significa duplex a 
medias, y ésto significa que tienen típicamente un transmisor. Sin embargo, los 
más nuevos dispositivos, tienen interfaces que permitan el Full duplex, que 
significa pocas colisiones durante las transmisiones. La mayoría de las interfaces 
omiten el simplex. 
6.5.6 Configuración de Cálculos de Tiempos de Ruta 
Usted puede configurar el tiempo de retrazo cuando el OSPF recibe un 
cambio de la topología y cuando comienza un cálculo de la trayectoria primera 
más corta (SPF). Usted puede también configurar el tiempo de asimiento entre dos 
cálculos consecutivos de SPF. Este comando fue agregado para evitar que las 
ruteadores computen las tablas de encaminamiento nuevas. Esto es importante si 
usted está trabajando OSPF en una red muy activa que experimente muchos 
cambios de interfaz o de otras circunstancias que harían que un LSA sea 
enviados, por ejemplo un enlace serial de caídas repentinas y rápidas. 
Para fijar los valores, realice la tarea siguiente en el modo de configuración 
del ruteador: 
timers spfspf-delay spf-holdtime 
Tabla 6-1 Parámetros de OSPF de Retoque 
Cenando 
i p ospf cost eos t 
ip Ospf 
retransmit - i n t e r r a i 
Tarea 
Especifica explícitamente el costo de un paquete en una interfase 
Especifica el número de segundos entre los estados de Enlace 
Cronometro de Retransmisión de avisos para adyacencias 
pertenecientes a una interfase de OSPF 
Configura el número estimado de segundos que toma una transmisión 
de actualización de un paquete de estado de enlace sobre una 
interfase de OSPF 
i p ospf p r i o r i t y number Configura la prioridad para determinar el ruteador 
designado de OSPF para la red 
ip ospf t r a n s m i t - d e l a y 
i p ospf h e l i o - i n t e r v a l Especifica el lapso del tiempo, en segundos de oue los paquetes 
helios son transmitidos por el software Cisco IOS sobre una 
interfase de IOS 
i p ospf d e a d - i n t e r v & l Configura el número de segundos que los paquetes helios tienen 
para no ser vistos por sus vecinos para ser declarados por OSPF 
como caídos 
i p Ospf La Asignación de un password específico para ser usado por los 
vecinos 
a u t h e n t i c a t i o n - k e y clave Ruteadores de OSPF en un segmento de red que están 
utilizando una autenticación de palabras claves de 
autenticación 
i p Ospf Activa Autenticación de MD5 
essage - d i g e s t - k e y k e y e d clave ds 
6.5.7 Creando una Interfase de Loopback 
Según lo discutido previamente, el uso de una ¡nterfaz de loopback forzará 
la selección de la ID de OSPF de su ruteador. Por defecto para los ruteadores 
Cisco es la interfaz de loopback y luego La dirección de IP más alta asignada a 
una interfaz. El uso de una interfaz de loopback le permite asignar la identificación 
del ruteador. Esto puede ser muy beneficioso. Porque una interfaz del loopback 
no es una interfaz física, como Ethernet, usted debe crearla. 
Usted puede configurar una interfaz de loopback incorporando el comando 
de loopback 0 de interfaz en el modo de la configuración de ruteador. El ejemplo 
siguiente muestra el proceso: 
OSPF-Router# conf t 
Enter configuration commands, one per line. End with CNTL/Z. OSPF-Router(config) # interface 
loopback Û 
OSPF-Router(config-if)# ip address 10.251.11.0 " 255.25S.255.0 
OSPF-Router (config-if) # description Configured to be OSPF Router 10 
6.5.8 Configurando OSPF Para Distintos Tipos de Red 
Según lo discutido previamente, la clasificación de los diversos medios de 
red en OSPF es de tres tipos por defecto. Cada uno de estas redes requiere una 
configuración levemente diferente para optimizar el funcionamiento de OSPF. Esta 
sección cubre los métodos y los procedimientos que son necesarios para 
configurar redes físicas, como sigue: 
• Redes de Difusión (Ethernet, Token Ring, FDDI) 
• Redes de Multi Acceso de No Difusión (SMDS, Frame Relay, X.25) 
• Redes de Punto a Punto (HDLC, PPP). 
Una de las características más flexibles de OSPF es que usted puede 
configurar su red como una red de difusión o de multiaccess de no difusión. El 
OSPF responderá por consiguiente a cada caso. 
Frame Relay y X.25 proporcionan una capacidad opcional de la difusión que 
se puede configurar usando el comando de mapa para permitir que el OSPF 
funcione como una red de difusión. Este comando es útil si usted está trabajando 
en una red totalmente enlazada. 
Los comandos específicos de Frame Relay y de X.25 están fuera del 
alcance de esta investigación. 
Configurar el tipo de red de OSPF es una de las características más 
funcionales de OSPF. De hecho en este punto cualquier persona se puede dar 
cuenta que OSPF no es un protocolo perfecto, de hecho nunca será un protocolo 
conveniente para cada situación. El potencial de OSPF recae en su capacidad 
que se modificará para requisitos particulares para resolver ciertos requisitos del 
diseño de red. Las secciones siguientes asistirán a su comprensión de modificar 
el OSPF para requisitos particulares a su diseño de red. 
6.5.9 Configuración de OSPF para Redes de difusión y de Multi 
Acceso de No Difusión 
Usted tiene la opción de configurar su tipo de la red del OSPF de difusión o 
Multi acceso por No Difusión (X.25), sin importar el tipo de medios del defecto. 
Por ejemplo, no importa si usted tiene un tipo de medios de la difusión, tal como 
Ethernet, porque usted puede inmóvil configurarla como nonbroadcast si usted 
desea tan. 
Usando esta característica, usted puede configurar redes de difusión como 
redes multiacceso de no difusión cuando, por ejemplo, usted tiene ruteadores en 
su red que no soporten la dirección del multitransmisión. 
Usted también puede configurar redes de multiacceso de no difusión (tales 
como X.25, Frame Relay, y SMDS) como redes de difusión. Esta característica le 
ahorra de tener que configurar a vecinos, según lo descrito en la sección de 
"Configuración de OSPF para redes de No Difusión" más adelante en este 
capítulo. 
¿Por qué sería beneficioso no tener un vecino? Esto es una declaración 
muy discordante dado que OSPF utiliza los vecinos constantemente. Asuma, por 
ejemplo, que usted tiene una red. Punto a punto Sin el uso de vecinos usted 
puede reducir memoria del ruteador y el uso del procesador puesto que hay 
solamente otro ruteador con quien hablar. 
6.5.10 Configuración de OSPF en Redes de No Difusión 
Porque puede haber muchos ruteadores unidos a una red de OSPF, un 
ruteador designado se selecciona para la red. Usted debe utilizar parámetros 
especiales de configuración en la selección del ruteador designado si la capacidad 
de la difusión no se configura. 
Estos parámetros necesitan solamente ser configurados en esos 
dispositivos que sean elegibles convertirse en la ruteador designado (DB) o el 
ruteador designado de reserva (BDR). 
Cualquier dispositivo que funciona en OSPF es elegible convertirse en DR o 
en BDR a menos que su valor de la prioridad se fije a cero. 
Para configurar los ruteadores que se conectan con las redes del no 
difusión, usted puede especificar los parámetros de los vecinos siguientes, según 
lo requerido: 
• Valor de la prioridad para un ruteador vecino 
• Intervalo de la encuesta de No Difusión 
• Interfase a través (vía Dirección IP la cual el vecino es accesible 
Estas características le permiten determinar varias variables de 
funcionamiento de OSPF en apenas un ruteador para que sea propagado a sus 
vecinos que son identificados con el comando siguiente de configuración: 
neighbor ip-address [priority number] [poll-interval seconds] 
6.5.11 Configurando OSPF para Redes Punto a Multi-punto 
Una interfaz de OSPF punto a Mult.-punto se define como una interfase 
numerada punto a punto con el ruteador que tiene uno o más vecinos de OSPF. 
Debido a esto, OSPF creará las rutas múltiples del anfitrión. 
Una red de OSPF punto-multipunto tiene las ventajas siguientes 
comparadas a las las redes de Mult. Acceso de no difusión y de punto a punto. 
Una Red de Punto-Multipunto es más fácil de configurar porque no requiere 
ninguna configuración de comandos de vecinos, consume solamente una subred 
de IR, y no requiere ninguna elección de ruteador designado. 
Una punto-multipunto es más confiable porque mantiene la conectividad en 
caso de falla de un circuito virtual. 
Cuando usted decide configurar la no difusión, redes de multiacceso como 
de difusión o redes de no difusión, OSPF asume que hay circuitos virtuales de 
cada ruteador a cada ruteador o que usted está trabajando con una red 
completamente enlazada. 
Esto no es verdad en muchos casos porque puede ser que tenga solamente 
una red parcialmente enlazada, dado el costo requerido de enlazar completamente 
a una red es prohibitivo. En este caso, usted puede configurar el tipo de la red del 
OSPF como una red de punto-Mult. puntos. El encaminamiento entre dos 
ruteadores no directamente conectados pasará a través del ruteador que tiene 
circuitos virtuales a ambos ruteadores. 
Si usted va a configurar el tipo de la red del OSPF de punto a múltiples puntos 
entonces usted no debe configurar ningún vecino. Debido a la presencia de 
enlaces virtuales, esto causará problemas innecesarios adicionales de la 
encaminamiento del tráfico y del rendimiento. Usted puede ser que desee referir al 
estudio de caso proporcionado en el capítulo 5 para más información. 
Para configurar su tipo de red en OSPF en una interfaz específica (int. SO), 
incorpore el comando siguiente en modo de configuración del interfaz: 
ip ospf network £broadcastlnon-broadcast;point-to-multipointl 
Recuerde que no hay ruteadores designadas o ruteadores designados de 
reserva en una subred punto multipunto. El protocolo del OSPF helio encontrará 
a los vecinos 
6.5.12 Configurando OSPF en Areas Not-So-Stubby (NSSA) 
NSSAs es similar a las áreas regulares stub de OSPF, a diferencia de que 
una NSSA no hace un fiooding de LSA del tipo 5 externos desde el área backbone 
al área NSSA, pero tiene la capacidad de importar rutas externas de un AS de una 
manera limitada dentro del área. 
Antes de NSSA, la conexión entre el ruteador corporativo del sitio frontera y 
el ruteador remoto no podría funcionar como área del stub de OSPF porque las 
rutas para el sitio remoto no se pueden redistribuir en área stub. Un protocolo 
simple como RIP funciona generalmente para trabajar con la redistribución. Esto 
ha significado mantener dos protocolos de encaminamiento. Con NSSA, usted 
puede extender el OSPF para cubrir la conexión remota definiendo el área entre el 
ruteador corporativo y el ruteador remoto como NSSA 
NSSA permite la importación del tipo 7 rutas de AS externas dentro del área 
de NSSA por la redistribución. Estos LSAs del tipo 7 es traducido al LSAs del tipo 
5 por el NSSA ABR que hace un fiooding a través del dominio entero 
encaminamiento. La Sumarización y la filtración son soportadas durante la 
traducción. 
Si usted es un Proveedor de Servicios de Internet (ISP), o un administrador 
de red que tiene que conectarse a un sitio central usando OSPF a un sitio alejado 
que esté utilizando un protocolo diferente, tal como RIP o EIGRP, usted puede 
utilizar NSSA para simplificar la administración de esta clase de topología. Antes 
de NSSA, la conexión entre el ABR del sitio corporativo y el ruteador remoto se 
utiliza el RIP o EIGRP. Esto significó mantener dos protocolos de encaminamiento. 
Ahora, con NSSA, usted puede extender el OSPF para cubrir la conexión remota 
definiendo el área entre el ruteador corporativo y el ruteador remoto como NSSA, 
según lo demostrado. 
Usted no puede ampliar el área normal del OSPF al sitio remoto debido a 
que los avisos externos de tipo 5 saturan al enlace lento y al ruteador remoto. 
6.5.13 Consideración de implementación de las Áreas NSSA 
Evalúe las consideraciones siguientes antes de que implemente el NSSA: 
Usted puede fijar una ruta por defecto del tipo 7 que se pueda utilizar para 
alcanzar destinaciones externas. Cuando está configurada, el ruteador genera por 
defecto un aviso del tipo 7 dentro de la NSSA mediante el ABR de NSSA. 
Cada ruteador dentro de la misma área debe convenir que el área es 
NSSA; si no, los ruteadores no podrán comunicarse uno con el otro. 
Si es posible, evite de usar la redistribución explícita de NSSA por los ABRs 
porque la confusión pude resultar el excesiva de los paquetes que se están 
traduciendo por el ruteador. 
En modo de configuración de ruteador, especifique los parámetros 
siguientes de área necesarios para configurar y para definir el NSSA de OSPF: 
area area-idnssa [no-red istribution] [default-information-originatel 
En modo de configuración de ruteador en el ABR, especifique el comando 
siguiente para controlar la sumarización y la filtración de los LSA de tipo 7 en de 
LSA de tipo 5 durante el proceso de la traducción: sunmary address prefix mask 
(not a d v e r t i s e ] [ t a g tag] 
6.5.14 Configurando la Sumarización de Rutas entre Áreas de 
OSPF 
En OSPF, un ABR anunciará las direcciones que describen cómo alcanzar 
las redes (rutas) a partir de una área a otra área. La sumarización de ruta es la 
consolidación de éstas direcciones anunciadas. Esta característica hace una sola 
ruta sumaria para ser anunciada a otras áreas por un ABR, de tal modo que se 
representan rutas múltiples en una sola declaración. Esto tiene varias ventajas, 
pero la principal es una reducción en el tamaño de las tablas de encaminamiento. 
Si los números de red en un área se asignan de una manera tal que estén 
contiguos, usted puede configurar el ABR para anunciar una ruta sumaría que 
cubra todas las redes individuales dentro del área que caen en el rango 
especificado por la ruta sumaria. 
Para especificar un rango de direcciones, realice la tarea siguiente en modo 
de configuración de ruteador: 
area area-id range address mask 
Se Configura Sumarización de Rutas cuando: 
• Las Rutas se Redistribuyen Dentro de OSPF 
Al redistribuir las rutas de otros protocolos en OSPF, cada ruta se 
anuncia individualmente en un anuncio externo de estado del enlace (LSA). 
Sin embargo, usted puede configurar el OSPF para anunciar una sola ruta para 
todas las rutas redistribuidas que son cubiertas por una dirección y una 
máscara especificadas de red. Haciéndolo se ayuda a disminuir el tamaño de 
las bases de datos del estado de enlace de OSPF y alternadamente de la tabla 
6.5.14 Configurando la Sumarización de Rutas entre Áreas de 
OSPF 
En OSPF, un ABR anunciará las direcciones que describen cómo alcanzar 
las redes (rutas) a partir de una área a otra área. La sumarización de ruta es la 
consolidación de éstas direcciones anunciadas. Esta característica hace una sola 
ruta sumaria para ser anunciada a otras áreas por un ABR, de tal modo que se 
representan rutas múltiples en una sola declaración. Esto tiene varias ventajas, 
pero la principal es una reducción en el tamaño de las tablas de encaminamiento. 
Si los números de red en un área se asignan de una manera tal que estén 
contiguos, usted puede configurar el ABR para anunciar una ruta sumaria que 
cubra todas las redes individuales dentro del área que caen en el rango 
especificado por la ruta sumaria. 
Para especificar un rango de direcciones, realice la tarea siguiente en modo 
de configuración de ruteador: 
area area-id range address mask 
Se Configura Sumarización de Rutas cuando: 
• Las Rutas se Redistribuyen Dentro de OSPF 
Al redistribuir las rutas de otros protocolos en OSPF, cada ruta se 
anuncia individualmente en un anuncio externo de estado del enlace (LSA). 
Sin embargo, usted puede configurar el OSPF para anunciar una sola ruta para 
todas las rutas redistribuidas que son cubiertas por una dirección y una 
máscara especificadas de red. Haciéndolo se ayuda a disminuir el tamaño de 
las bases de datos del estado de enlace de OSPF y alternadamente de la tabla 
de encaminamiento. Las mismas ventajas discutidas en el sumarización de 
ruta entre las áreas son aplicables aquí, sólo que ahora las rutas están 
viniendo de una fuente externa. 
Para hacer que OSPF anuncie una ruta sumaria para todas las rutas 
redistribuidas cubiertas por una dirección y una máscara de red, realice la tarea 
siguiente en modo de configuración del ruteador: 
summary-address address mdSk 
6.5.15 Generando Rutas por Defecto Durante la Redistribución 
Siempre que usted configure específicamente la redistribución de diversas 
rutas del protocolo de encaminamiento o un dominio de encaminamiento en un 
Sistema Autónomo de OSPF, el ruteador que pregunta se convierte 
automáticamente en un Ruteador Fronterizo de Sistema Autónomo (ASBR) dado 
que hace redistribución. Usted puede forzar a un ASBR, para generar una ruta 
por defecto en un dominio de encaminamiento de OSPF. 
Sin embargo, un ASBR no hace, por defecto, generar una ruta por defecto 
en el dominio de encaminamiento de OSPF. Para forzar que el ASBR genere una 
ruta por defecto, realice la tarea siguiente en modo de configuración del ruteador: 
default-Information origínate [always] [metric metricvalue] 
[metric-type type-value] [route-map map-namej 
El método más común de generar una ruta por defecto es con el uso de una 
declaración statíc route dentro del ruteador. Cuando se utiliza una ruta estática a 
la par con una interfaz pasiva, usted parará actualizaciones de encaminamiento y 
permitirá a la trayectoria tener una distancia administrativa más baja. 
6.5.16 Forzando la Elección de la ID del Ruteador Con Interfases 
Loopback 
OSPF utiliza la Dirección de IP más grande configurada en las interfaces 
como su identificación de ruteador. Si la interfaz asociada a esta Dirección de IP 
es siempre inaccesible, o si se quita la dirección, el proceso de OSPF debe 
recalcular una nueva identificación del ruteador y hacer un flooding de toda su 
información de encaminamiento fuera de sus interfaces. 
Si una interfaz de loopback se configura con un dirección de IP, OSPF 
omitirá usar esta Dirección IP como su identificación del ruteador, incluso si otras 
interfaces tienen direcciones más grandes del IP. Porque nunca las interfaces 
loopback se caerán, la mayor estabilidad a través de su red de OSPF se alcanza. 
Usted no puede decirle a OSPF que utilice una interfaz particular como su 
identificación de ruteador. Se ha construido por defecto una interface de loopback, 
y es obligado el ruteador a aceptar una interfaz de loopback, primero que la 
dirección de IP más alta en cualquier interfaz del ruteador. 
6.5.17 Deshabilitando cálculos por defecto en OSPF basados en 
el Ancho de Banda 
En el lanzamiento del Cisco IOS 10,2 y anteriores, OSPF asignó métricas 
por defecto a las interfaces del ruteador sin importar el ancho de banda de la 
interfaz. Dando a los enlaces de 64K y T1 la misma métrica de (1562), y se 
requirió así un comando explícito del costo de OSPF, de IP para aprovecharse del 
enlace más rápido. 
En el lanzamiento del Cisco IOS 10.3 y posteriores, por defecto, OSPF 
calcula las métricas de OSPF para una interfaz según la declaración del anchura 
de banda de la interfaz. Usted puede ver esto extracto en lo siguiente de un 
ruteado r: 
OSPF-Router# sho int s9 
Seríalo is down, line protocol is down 
Hardware is QUICC Serial (with onboard CSU/DSU) 
Description: OSPF uses the Bandwidth Statement on EVERY Interface Internet address is 10.251.20.1/24 
MTU 1500 bytes, BW 56 Kbit, DLY 20000 usee, rely 255/255, load 1/255 
Encapsulation FRAME-RELAY IETF, loopback not set, keepalive set ( ÍO sec) LMI enq sent 0, LMI stat recvd 0, LMI upd 
recvd 0, DTE LMI down 
LMI enq recvd 0, LMI stat sent 0, LMI upd sent 0 
LMI DLCI0 LMI type is ANSI Annex D frame relay DTE 
Broadcast queue 0/64, broadcasts sent/dropped 0/0, Interface broadcasts 0 Last input never, output never, output hang 
never 
Last clearing of "show interface" counters 00:02:17 Queueing strategy: fifo 
Output queue 0/40, 0 drops; input queue 0/75, 0 drops 5 minute input rate 0 bits/sec, 0 packets/sec, 5 minute output rate 0 
bits/sec, 0 packets/sec, 0 packets Input, 0 bytes, 0 no buffer, Received 0 broadcasts, 0 runts, 0 giants, 0 input errors, 0 CRC, 
0 frame, 0 overrun, 0 ignored, 0 abort 0 packets output, 0 bytes, 0 underruns, 0 output errors, 0 collisions, 5 interface resets 
0 output buffer failures, 0 output buffers swapped out 0 carrier transitions 
DCD=down DSR=down DTR=up RTS=up CTS=up 
Por ejemplo, un enlace de 64K Itiene una métrica de 1562, y un T1 tiene una 
métrica de 64. 
Recuerde que OSPF hará un balanceo de cargas en enlaces Iguales, así 
que si usted utiliza los valores por defecto, esta característica estará activada 
automáticamente. 
Para inhabilitar esta característica, realice la tarea siguiente en modo de 
configuración de ruteador: 
no ospf auto-cost-determination 
6.5.18 OSPF y los Ruteadores Multi Protocolos (WPM) 
Considere muy seriamente si incluir esta sección en el libro, hasta que 
accedía hacerlo. Porque es importante observar el grado al cual por ella misma 
tiene ser implementada a través del establecimiento de una área de una red. 
No hace mucho tiempo, los ruteadores por defecto eran muy costosos en 
sus piezas de hardware. Usted está probablemente enterado que el camino de 
Cisco es generalmente muy confiable y fácil de entender por lo menos cuando 
está comparado con su competencia. Imagínese que es confiable y fácil de 
funcionar, y es la marca líder para negocios en el mundo. 
Los ruteadores son hoy relativamente baratos y uno mismo puede 
configurarlos en cierto grado. Se reconoce que el IOS es el alma del ruteador 
porque examina y toma las decisiones de encaminamiento, que el hardware 
ejecuta. Ahora hay una variedad de fabricantes de ruteadores tales como Cisco 
Systems, Bay Networks, Ascend, Kom„ y muchos otros. Sin embargo, Novell hizo 
un movimiento en verdad asombroso introduciendo un ruteador con protocolo de 
multi protocolo (MPR) como de servicio de software dentro de sus características 
de software de NetWare. Este MPR entrega servicios de encaminamiento, y 
puede funcionar implementándolo sobre cualquier máquina que pueda funcionar 
como servidor de NetWare. El movimiento de Novell indica un movimiento de 
implementación de red lejanos al diseño tradicional del ruteador. No mucho antes 
Microsoft también ofreció un MPR dentro de Windows NTv4. Agregando 
capacidad de encaminamiento, es un movimiento excelente en parte porque 
realza más la utilidad de sus sistemas operativos. Usted puede discutir todo el día 
sobre las buenas y malas agregaciones de software a los ruteadores 
especializados. Sin embargo, el fondo para cualesquiera es la economía para 
poder utilizar una PC como ruteador de peticiones. Mientras que la red de Cisco 
como otros tienen mucho ruteadores de oficina o de campus en el mercado, 
todavía no tienen en reconocidos la necesidad de hacer una PC ruteador, así que 
este la característica única del restos del mercado de Novell y Microsoft. 
Para ser justo, debo discutir Microsoft y MPRs de Novell, pero esto es una 
investigación de redes del SPF y solamente Novell recomienda el configurar su 
MPR usando el una red de OSPF. En este caso, está más allá del alcance de 
este libro para discutir de MPR. de Microsoft, pero usted debe considerar OSPF 
como efecto TRIUNFO de NTV5. 
6.6 Implementación de la Red en Estudio 
6.6.1 Paso 1: Análisis de Requerimientos. 
Se requiere una Red Man y Lan en un campus Universitario, que sea 
totalmente confiable para los servicios de vo2 Datos y Video sobre IP. 
Esta Red requiere que sus oficinas Remotas, y sus Campus puedan estar 
interconectados entre sí, de tal manera que sean parte de Áreas independientes o 
de Redes contiguas según sea el caso. 
Se requiere que este diseño corresponda al instalado previamente con sus 
debidas modificaciones totales o parciales en los protocolos de encaminamiento, 
así como también la utilización de una Red Homologada de IP otorgada por el 
NIC, la 168.132.0.0 con mascara básica de 255.255.0.0. 
Sus conexiones con las oficinas remotas van a ser conectadas por enlaces 
punto a punto, mediante un proveedor externo, proporcionando el medio ideal para 
la interconexión de estas oficinas, así también los campus remotos serán 
conectados mediante microonda, brindándose conectividad total, con los campus 
remotos de la Universidad, así pues se soluciona la necesidad de conectividad 
total de los campus. 
A los usuarios se les brindara una plataforma de Red homogénea para cada 
servicio que este desee. 
6.6.2 Paso 2: Desarrollo de la Topología 
6.6.2.1 Implementación de la Red en OSPF jerárquica del Campus 
Para diseñar este tipo de red modelo, usted recopiló una lista de diversas 
localizaciones que requieran conectividad de red dentro de su organización. Para 
los propósitos de este ejemplo y facilidad de entender, vamos a considerar que la 
red se considera implementar en la UANL, una entidad académica a nivel regional, 
y usted ha sido comisionado para la construcción de su red en OSPF dentro del 
Estado Nuevo León. Usted se ha determinado tener las divisiones siguientes 
(cada una con varias dependencias dentro de ellas), según lo demostrado en la 
jerarquía siguiente, se agrupan las unidades por localización y entonces por la 
función. 
Oficinas de Comunicaciones Principales 
• Centro de Comunicaciones 





• Y 20 dependencias Universitarias 
Campus Mederos 
• Dentro de Comunicaciones 
• Dependencias de 20 ruteadores 
Dependencias Remotas 
• Dependencias de Rectoría (20 oficinas) 
• 30 Preparatorias foráneas 
• 10 Facultades remotas con sus oficinas 
De estas agrupaciones, usted debe seleccionar las localizaciones 
esenciales en las cuales establecer las ruteadores de la espina dorsal. Para 
nuestro ejemplo, usted sabe que la Espina Dorsal estará en el Centro de 
comunicaciones. Los Ruteador que serán conectados en el área 0. Se han dado 
varios requisitos base acerca del tráfico y los requisitos Universitarios: 
• Todas las dependencias remotas tales como Mederos, campus Medico, 
dependencias remotas, deben estar dentro de diferentes áreas, importando 
la localización geográfica, según lo mostrado en la topología general en la 
Figura 6 - 1. 
Figura 6 • 1 Topología General de la Red a implementar 
• Todas las dependencias deben poder conectarse al campus de ciudad 
Universitaria 
• En nuestra organización académica, el área 0 liga todas las localizaciones 
remotas importantes a través del estado de Nuevo León 
• Todos las partes de la red deben tener conectividad a Internet. 
Los Ruteadores de espina dorsal del área 0: Se conectan con el área 
global según la figura 7 - 2 . 
Figura 6 - 2 Topología de la red del Area 0 
• ABR (área 1): Campus Universitario 
• ABR (del área 2 y del área 3): Mederos y Medico 
• ABR Dependencias foráneas 
• ASBR: Conectividad en Internet 
Los sitios restantes requieren que cada uno se asignen un Inter ruteador de 
área para conectarlos con la red. Un sitio principal dentro de cada área geográfica 
será el sitio de concentración para esa área geográfica, de tal modo que reduce 
los costos del ancho de banda. 
En cada campus se desarrollara una estrella Física, de Giabit Ethernet, esta 
topología hará posible la conectividad entre todos los puntos de cada campus, con 
el ruteador principal de cada campus, se puede observar esto en el diagrama 
conceptual de la topología de cada campus. 
6.6.2.2 Campus Universitario 
Area 1 
Figura 6 • 3 Topología de la red del Ciudad Universitario 
En este diagrame se puede ver claramente la topología estrella, cuyo 
direccionamiento ya se determinará en el paso siguiente, este ambiente será un 
ambiente de difusión, y proporcionara conectividad a toda ciudad universitaria, 
cabe mencionar que el ABR, también pertenecerá al área de espina dorsal, y hará 
funciones de sumarización en la estructura jerárquica ¡mplementada en OSPF. 
Cada ruteador interno también tendrá sus anfitriones que se quedarán conectar a 
la red, y se brindarán conexión a los usuarios mediante los conmutadores de datos 
Cisco Catalyst que se seleccionarán en el paso de provisión de Hardware. 
6.6.2.3 Campus Médico 
La topología del campus medico se puede observar aquí, en la Figura 6 - 3 
dándolo cuenta que se sigue el mismo criterio de distribución de los puntos, esto 
nos brinda una facilidad, al momento de querer, crecer dentro del campus. Cabe 
mencionar que aquí no se muestran los 36 ruteadores interiores, debido a la falta 
de espacio, que si los hubiera mostrado todos faltarían hojas en esta 
investigación. 
Area 2 
Figura 6 - 4 Topología de la red del Campus Médico 
Cada dependencia se conecta a un Ruteador central que en este caso no 
será un ABR, debido a que el ABR no estará en el Campus sino en el Centro 
Principal de Comunicaciones, el cual pertenecerá a tres áreas a el área del 
campus medico, el campus mederos y la espina dorsal. 
6.6.2.4 Campus Mederos 
La topología del campus mederos se puede observar aquí, en la Figura 6 -
3 dándolo cuenta que se sigue el mismo criterio de distribución de ios puntos, 
esto nos brinda una facilidad, al momento de querer, crecer dentro del campus. 
Cabe mencionar que aquí no se muestran los 20 ruteadores interiores, debido a la 
falta de espacio, que si los hubiera mostrado todos faltarían hojas en esta 
investigación. 
Area 2 
Figura 6 - 5 Topología de la red del Campus Merosco 
Cada dependencia se conecta a un Ruteador central que en este caso no 
será un ABR, debido a que el ABR no estará en el Campus sino en el Centro 
Principal de Comunicaciones, el cual pertenecerá a tres áreas a el área del 
campus medico, el campus mederos y la espina dorsal. 
6.6.2.5 Topología e las Dependencias Foráneas 
En este caso, se opto por la contratación de enlaces punto a punto, a cada 
dependencia, y se opto por rutas estáticas, para ser distribuidas en OSPF, la 
figura 6 - 5 , puede mostrar el siguiente concepto. 
Figura 6 - 6 Topología de las Dependencias foráneas 
Aquí se puede observar la existencia de un ñuteador central, del cual se 
sirven las dependencias foráneas para poder tener acceso a la red global, esto es 
debido al direccionamiento estático que tiene cada uno. DE nuevo aquí no se 
pueden mostrar la totalidad de los 36 ruteadores que constituyen la totalidad de 
este diagrama, debido a la falta de espacio. 
6.6.3 Paso 3: Determinación del Direccionamiento y de la 
Convención de los Nombres 
6.6.3.1 Direccionamiento: 
Se tomará el direccionamiento a partir de una dirección clase B, 
168.130.0.0 otorgada por el NIC es decir una dirección pública. 
6.6.3.2 Campus Universitario 
Para le campus universitario se tomaran las direcciones 168.130.1.0 hasta 
la 168.130.45.0, de las cuales de ahí se incluirán las direcciones de interconexión 
al centro principal de comunicaciones, y la subred que servirá como subred de 
backbone, será la 168.130.1.0. 
Para las dependencias dentro de dicho campus, se utilizaran las 
direcciones 168.130.7.0 hasta la 168.130.44.0. 
Para las interfases interiores de cada ruteador del campus se utilizarán, de 
la 168.130.8.0 a la 168.130.44.0, estas son interfases LAN, que tendrán cada 
ruteador, es decir estamos hablando de ruteadores internos en el área 1. 
La dirección de espina dorsal para el Area 1 será de 168.130.45.0, y será 
segmentada en una solo dominio de difusión, para todas las dependencias del 
Area Interna. La Dirección de backbone del Area 1, tendrá una mascara de 26 bits, 
la cual será la implementada para las interfases de Gigabit Ethernet. 
6.6.3.3 Campus Medico 
Para le campus medico se tomaran las direcciones 168.130.46.0 hasta la 
168.130.83.0, de las cuales de ahí se incluirán las direcciones de interconexión al 
centro principal de comunicaciones. 
Para las dependencias dentro de dicho campus, se utilizarán las 
direcciones 168.130.47.0 hasta la 168.130.83.0. 
Para las interfases interiores de cada ruteador del campus, se utilizarán de 
la 168.130.47.0 a la 168.130.82.0, estas son interfases LAN, que tendrán cada 
ruteador, es decir estamos hablando de ruteadores internos en el área 2. 
La dirección de espina dorsal para el Area 1 será de 168.130.83.0, y será 
segmentada en una solo dominio de difusión, para todas las dependencias del 
Area Interna. La Dirección de backbone del Area 1, tendrá una mascara de 26 bits, 
la cual será la implementada para las interfases de Gigabit Ethernet 
6.6.3.4 Campus Mederos 
Para el campus mederos se tomarán las direcciones 168.130.85.0 hasta la 
168.130.120.0, de las cuales de ahí se incluirán las direcciones de interconexión al 
centro principal de comunicaciones. 
Para las dependencias dentro de dicho campus, se utilizarán las 
direcciones 168.130.85.0 hasta la 168.130.120.0. 
Para las interfases interiores de cada ruteador del campus, se utilizarán de 
la 168.130.85.0 a la 168.130.120.0, estas son interfases LAN, que tendrán cada 
ruteador, es decir estamos hablando de ruteadores internos en el área 3. 
La dirección de espina dorsal para el Area 3 será de 168.130.85.0, y será 
segmentada en un solo dominio de difusión, para todas las dependencias del Area 
Interna. La Dirección de backbone del Area 3, tendrá una mascara de 26 bits, la 
cual será la implementada para las interfases de Gigabit Ethernet 
6.6.3.5 Dependencias Externas 
Para las dependencias externas tomarán las direcciones 168.130.121.0 
hasta la 168.130.156.0, de las cuales de ahí se incluirán las direcciones de 
interconexión al centro principal de comunicaciones. 
Para las dependencias remotas, se utilizarán las direcciones 168.130.121.0 
hasta la 168.130.156.0. 
Para las interfases interiores de cada ruteador de las dependencias 
remotas, se utilizarán de la 168.130.121.0 a la 168.130.156.0, estas son interfases 
LAN, que tendrán cada ruteador. 
Este ambiente será un punto a punto, y se implementarán rutas estáticas, para 
que proporcionen conectividad a dichas dependencias. 
6.6.3.6 Para el Area 0 
Para la Area de Espina Dorsal, que se encontrará en el Centro de 
Comunicaciones, una área cerrada y totalmente segura, se implementara la red 
168.130.1.0 con mascara de 255.255.255.248, que es una mascara de 29 bits, 
para crear una área de espina dorsal, cuyo dominio de difusión sea pequeño, y 
haciendo así una rápida convergencia. 
La interconexión de los sitios remotos al centro de comunicaciones se 
utilizará la red 168.130.200.0 con mascara de 30 bits para los enlaces punto a 
punto, vía interfases WAN, pero que pertenecen a la institución. 
6.6.4 Paso 4: Provisión del Hardware 
Ruteadores 
Para la estructura de ruteadores serán los ruteadores Cisco 7200, cisco 
2600 con interfases seriales. 
Para los ruteadores de Interior (IR), se seleccionaron los ruteadores 
Modelos Cisco Series 2600 
Para las Oficinas Remotas que tiene que pasar por la WAN: 
Interfases de: 
Cisco 2600 Series Models 2620/21 
Rendimiento 25Kpps 
Memoria Flash (Por defecto/Max) 8MB/32MB 
Memoria del Sistema (Por Defecto/Max) 32MB/64MB 
Ranuras WIC Integradas 2 
Ranuras AIM sobre la tarjeta (Internas) 
1 
1 i 
Puerto Consola (arriba hasta 115.2 kbps) 1 i 




Cisco IOS 12.0(3)T or later and 12.1.1 mainline j 
Puertos de LAN Montados en la tarjeta 1 a 2 
10/100 FE puertos 
Fuente de Poder Redundante Extema Solamente 
Montura en Rack Si, 19' y 23" options 
Montura en Muro 
i 
Si 
Fuente de Poder 50W Maximum (+5V,+12V, -12V) AC power supply 
Salida de Corriente 5V@9.5A, 12V@1.20A, -12V@0.5A 
AC Descripción Eléctrica 170W (máx.) 
Voltaje de Entrada AC 100 a 2 4 0 V A C 
Voltaje de Entrada DC •38 a -75VDC 
Corriente de Entrada OC Corriente: 2.0 amps 
Descripción de Potencia DC 75W (máximo) 
Frecuencia 47-63Hz 
Corriente de Entrada AC 1.5 amps 
Temperatura de Operación -32 a 104° F (0 a 40° C) 
Temperatura no Operacional -40 a 158° F (-40 a 70° C) 




Operation altitude (derate 1C per 1,000 ft.) Up a 6500 f t (2000m) @ 40° C 
Dimensiones (HxWxD) ¡ 1.69' (4.3 cm) x 17.5" (44.5 cm) x 11.8' (30 cm) 
Altura en el Rack 
! 
1 RU 
Peso (min.) j 8.85 Ib (4.66 kg) 
Nivel de ruido (min.) 38-dbA 
Para las Oficinas de enlace principal de cada campus se seleccionaron. 
Cisco 7 6 0 0 
Especificaciones Técnicas 
Especificaciones de Gigabit Ethernet 
• 802.3z and 802.3x Compliant 




» Soportan 802.1Q VLAN trunking por encima de 4,000 VLANs simultaneas 
• Soportan Hot Standby Routing Protocol (HSRP) 
• Soportan auto-negotiation flow control 
• Soportan 220 ms of packet buffering per port 
• Soportan Jumbo frames with an MTU of 9,192 bytes 
• Soportan por encima de 32,000 direcciones MAC por puerto 
• Soportan por encima de 32,000 entidades ACL simultaneas 
• Soportan pro encima de 32,000 entradas de QoS simultaneas 
• Soportan SNMP I y II y cuatro grupos RMON groups por puerto: Estadísticas, Historial, Alarmas y 
Eventos 
• Soportan Online Insertion and Removal (OIR) 
Cisco 7600 Características de rendimiento del sistema 
• Hardware es basado en CEF para transmisión escalar desde 30 Mpps hasta por encima de 100 
Mpps 
• Aplicación de ACL, con tantas como 15,000 reglas A C L en 30 Mpps 
• QoS classification at 30 Mpps 
• políticas de Encaminamiento en 30 Mpps 
• Soportan 128,000 de entradas de tráfico por sistema 
• Soportan Online Insertion and Removal (OIR) 
• Soportan 220 ms de paquetes de acumulador de memoria por puerto 
• Soportan SNMP I y II y cuatro grupos por puerto RMON, Historial, Alarmas y Eventos 
Especificaciones Físicas 
• Ocupa una ranura en cualquier Cisco 7600 
• Ocupa una ranura en plataforma Catalyst 6500: 
o WS-C6506— Chasis Catalyst 6506 
o WS-C6509—Chasis Catalyst 6509 
o WS-C6509-NEB—Chasis Catalyst 6509 para ambientes NEBS. 
• 4 IP Puertos de Gigabit Ethernet Ópticas por modulo de servicio 
« Arriba de siete Módulos únicos de Puerto de Gigabit Ethernet Ópticos Soportados en un Chasis de 
9-ranuras Cisco 7600. 
• Requerido con cualquier tipo de chasis ya sea de Cisco 7600 o Catalyst® 6500: 
o Supervisor Engine 2: WS-X6K-S2-M FSC2 
• Recomendado con cualquier tipo de chasis ya sea de Cisco 7600 o Catalyst® 6500: 
o Switch Fabric Module -256 Gbps Crossbar Fabric: WS-C6500-SFM 
• Dimensiones (H x A x L): 1.2 x 14.4 x 16 pulgadas. {3.0 x 35.6 x 40.6 cm) 
• Peso: 10.4 Ibs. o 4.7 kg 
• Tiempo Significativo Entre Fallas (MTBF): siete años para configuración de sistema 
• Consumo de Potencia: 359 Watts en 4.35 Amps 
Soporta MIB 
• ETHERUKE-MIB (RFC 1643) 
• IF-MIB (RFC 1573) 








• ENTITY-MIB (RFC 2037) 
• HC-RMON 
• RFC1213-MIB (MIB-II) 
• SMON-MIB 
Estaciones Máximas-a-Distancias cableadas a las Estaciones 
• 10OOBaseSX: 62.5 um fibra multimodo: arriba hasta a 275 m 
• 10OOBaseSX: 50 um fibra multimodo: arriba hasta 550 m 
• 10OOBaseLX: 62.5 um fibra multimodo: arriba hasta 550 m 
• 10OOBaseLX: 50 um fibra multimodo: arriba hasta 550 m 
• 10OOBaseLX: 9/10 um fibra monomodo: arriba hasta 5 km 
• lOOOBaseLH: 62.5 um fibra multimodo: arriba hasta 550 m 
• 10OOBaseLH: 50 um fibra multimodo: arriba hasta 550 m 
• 10OOBaseLH: 9/10 um fibra monomodo: arriba hasta 10 km 
• 10OOBaseZX: 9/10 um fibra monomodo: arriba hasta 70 km 
• 10OOBaseZX: Fibra de dispersión desfasada: arriba hasta 100 km 
Condiciones de Ambiente 
• Temperatura Operacional: 32 a 104° F (O a 40° C) 
• Temperatura de Almacenamiento -40 a 167° F (-40 a 75° C) 
• Humedad Relativa: 10 a 90%, noncondensing 
• Altitud Operacional: -60 a 2000m 
Revisión mínima del Software 
• CatOS®6.1.2 
• Cisco IOS® 12.1 E 
Para el Ruteador Principal de enlace con las oficinas foráneas y como A S B R se seleccionó: 
Los Ruteadores Cisco 7200 
Figura 6 - 7 Ruteador Cisco 7 2 0 0 
Con interfaces de: 
o Ethernet 10BASE-T and 1OBASE-FL 
o Fast Ethernet 100BASE-T (RJ-45 and Mil) 
o Gigabit Ethernet 
o Token Ring (half and full duplex) 
o Synchronous serial ISDN BRI, PRI, HSSI, T3, E3 
o Multichannel T1, ISDN PRI 
o Multichannel E1, ISDN PRI 
o Multichannel T3, E3 
o Multichannel STM-1 
o Packet Over SONET (POS) 
o Dynamic Packet Transport (DPT) 
o ATM (single-mode and multimode) 
o ATM-CES 
o Digital Voice Port Adapter, Enhanced 
o Mix-enabled T1/E1 
o Integrated Service Adapter (ISA) 
o VPN Acceleration Module (VAM) 
Conmutadores de Datos (Switches) 
Se selecciono para el área de los usuarios finales uno switches cisco 
Catalyst 3550, con interfases de giga de subida que serán los que conecten 
directamente con los ruteadores y sus áreas. 
Catalyst 3550-24 Switch—24 10/100 puertos y dos interfases de Gigabit 
basadas en Ethernet (GBIC)-; 1 montables en un Rack 
Figura 6 - 8 Catalyst 3550-24 Switch 
WAN 
Los CSU/DSU se seleccionarán los multiplexores RAD modelos FCD - E1. 
Que brindaran conexiones seriales, con interfases V.35 a los ruteadores. 
En cada una de las oficinas y campus remotos, se selecciono el modelo, 
FrameStart™ FSE marca Verilink 
Figura 6 - 9 Modelo, FrameStart™ FSE marca Verilink 
Cuyas especificaciones técnicas son: 
Función: CSU/DSU 
WAN Interface: E1, FE1 
WAN Protocolos: TDM, Frame Relay 
Interfaces Seriales: 1 Puerto de Datos: V.35 
Velocidades de Puertos: Red: 56/64 kbps, DTE: 56/64 kbps 
Voltajes: 110-230 VAC Auto Ranging 
Manejo: LCD, LED 
Montura: unidad única 
Para el centro de comunicaciones central donde se enlazaran todas las 
oficinas remotas que pasen por la WAN. 
Figura 6 - 10 Multiplexor Modular m a r c a R A D 
Características 
Multiplexor Modular de E l / T I para TDM, Frame 
Relay y redes IP 
Permite la suave migración de venerables redes TDM 
a nuevas redes Frame Relay e IP 
• Soporta varios métodos de digitalización de voz, 
incluyendo PCM, ADPCM, MPMLQ y P-CELP, voz 
compresa sobre TDM, Frame Relay o IP redes 
• Provee compresión estándar sobre IP (VoIP) servicios 
con rangos de velocidad tan bajos como 5.3 kbps por 
canal; compatible con cualquier H.323v3-compliant 
gateway/gatekeeper 
• Método de multiplexión propietario RTP para punto a 
punto CVSoIP (yielding up a 1:16 compression) y 
aplicaciones multipunto IP 
• "Caja única" de soluciones para distintos tipos de red, 
soportando una amplia variedad de interfases de 
usuario 
• Diferentes módulos I/O activando una amplia variedad 
de combinaciones de red y puede soportar: 
o 132 TDM/60 Frame Relay baja velocidad para 
canales de datos 
o 40 TDM/48 Frame Relay alta velocidad para 
canales de datos 
o 60 PCM de canales de voz sobre T D M o IP 
o 88 Frame Relay canales de voz 
• Soporta T D M para el enlace principal (red) con cobre, 
fibra o interfase de H D S L 
• Dos Tipos de Chasis: 
o MP-2100H Soporta arriba de 12 módulos, 4U-
high 
o MP-2104H versión compacta Soporta arriba de 
cinco módulos, 2U-high 
• Manejo a través de una terminal ASCII, o Sistema de 
Manejo de Red R A D en una plataforma PC 
• Soportan Telnet y TFTP para Common Logic y 
módulos Frame Relay de actualización por software 
• Soportan protocolos estándar de manejo: SLIP, PPP, 
PPPHDLC, IP sobre Frame Relay (RFC 1490) y RIP2 
• Fuente de Voltaje Opcional de Respaldo, common 
logic y Módulos de Enlace Principal TDM 
• Uso esperado del CPU. 
Para los ruteadores, ABR, usan un 10 como máximo del CPU, en 
condiciones criticas y un 4 % de utilización promedio. 
La utilización de los Ruteadores Interiores es de 1 %. 
La utilización del Ruteadores De Sistema Autónomo es de 4 %. 
• Memoria Mínima RAM 
La memoria Mínima Ram es de 32 Megas para los IR y de 128 para 
los ABR que también son los Ruteadores de la Espina Dorsal y para 
el ASBR es de 128 Megas. 
• Tipos de Internases Requeridas y su Densidad 
Los tipos de interfase, a nivel Lan serán de Gigabit Ethernet, entre 
los ruteadores locales, en una misma área. 
Las interfases que unirán los ABR con las zonas remotas serán, de 
Gigabit cuando los ruteadores se encuentren en el mismo campus. 
Las interfases WAN, requeridas son de V.35, con interfases LAJN de 
10/100 Mbps. 
6.6.5 Paso 5: Aprovechamiento del Protocolo y de las 
Características del IOS 
Algunas de las características del IOS que usted debe considerar 
aprovechar dentro de su red son como sigue: 
• ¿Cómo debe el Sistema Autónomo de OSPF ser delineado? 
El sistema Autónomo de OSPF, será limitado solo por el ruteador ASBR, el 
cual tenderá la capacidad de intercambiar las tablas de OSPF y BGP. 
• ¿Cuántas áreas debe tener y cuales deben ser los límites? 
Las áreas a Utilizar serán 3, una que es la de Espina Dorsal y estará en la 
Capa Principal, en una área geográfica totalmente segura, los ruteadores 
implicados serán 4, los cuales 3 serán ABR normales y 1 ruteador será el 
encargado de ser el ASBR, el cual intercambiara las tablas de OSPF y BGP 
- 4, para la conexión exitosa con el Internet. Las demás áreas estarán 
situadas en los campus remotos. 
• ¿Su red y sus datos necesitan haberse construido en seguridad? 
Claro, dado la importancia de la confiabilidad de la red, va implícito 
en la importancia de la seguridad, para que la integridad de la información 
este siempre disponible. 
• ¿Qué información de otros sistemas autónomos se debe importar en su 
red? 
En este caso el campus solo contará con un solo ASBR, el cual será el 
responsable de las tablas de BGP - 4 y OSPF. 
6.6.6 Paso 6: Implementación de los Ruteadores Interiores Cisco 
En la sección siguiente se mostrará la manera en la cual las 
configuraciones se implementarán en los ruteadores, en la red específicamente de 
estudio, ser harán las menciones por campus, y se mostrará tan solo una 
configuración de los ruteadores interiores del campus, pues es exactamente la 
misma configuración para todos los ruteadores interiores de todos los campus, 
salvo con la diferencia del direccionamiento en particular de cada campus. 
También se mostrará la configuración de cada ABR que también pertenece al área 
de espina dorsal 0. También se mostrará la configuración del ruteador que le dará 
acceso a todas las dependencias foráneas, mediante rutas estáticas. Estos 
ruteadores estarán en el centro de comunicaciones principal, situado en la ciudad 
universitaria. También se mostrará la configuración del ASBR que enlazará la red 
con la red global. 
6.6.6.1 Implementación de un ruteador interno en el Campus de 
Ciudad Universitaria 
Implementación de un ruteador interior en el Campus Universitario, 
siguiendo los pasos ya mencionados en la sección "Activando un Ruteador 





no service password-encryption 
no service udp-small-servers 









ip address 168.130.45.2 255.255.255.192 
! 
Interface GigaEthernet2/1 
ip address 168.130.8.1 255.255.255.0 
! 
interface GigaEthernet2/2 
no ip address 
shutdown 
interface GigaEthemet2/3 
no ip address 
shutdown 
! 
router ospf 116 
network 168.130.45.0 0.0.0.63 área 1 
ip classless 
! 
line con 0 
line aux 0 




Aquí podemos observar el direccionamiento seleccionado para los 
ruteadores interiores del campus, cuyo rango se definió en el paso de 
direccionamiento, desde la 168.130.80 hasta la 168.130.44.0. Podemos observar 
también, la dirección de espina dorsal para el compuse y es la 168.130.45.0 con 
mascara de 255.255.255.192. Esta configuración es similar en todos los 
ruteadores interiores de área encontrados en los campus Universitarios, y en otros 
campus solamente variándose también el direccionamiento y el área según sea el 
caso del campus, es decir el rango de direccionamiento de Mederos, Salud y 
Ciudad Universitaria. Estos ruteadores le dan acceso a los usuarios finales 
mediante conmutadores de datos catalyst, mediante una vían local entre el 
ruteador y el Catalyst. 
6.6.6.2 Implementación del Ruteador ABR que proporciona 
Encaminamiento al Campus Universitario 
Siguiendo los pasos mencionados en la sección anterior" Configurando un 
Ruteador Fronterizo de Área", se procede a mostrar la configuración del ruteador 
ABR que se encontrarán en el centro de comunicaciones, este controlará el tráfico 
y las adyacencias del área, y a su vez servirán como vínculos de rutas, para el 
encaminamiento total mediante, este ruteador también está agregado al área de 
Espina Dorsal, dado que también sirve como vinculo en la red Universitaria, este a 
su vez se configura como Ruteador de Espina dorsal dado que Talien es parte de 
la Espina dorsal de la red total, así que también se siguen los pasos encontrados 





no service password-encryption 
no service udp-small-servers 








ip address 168.130.1.1 255.255.255.240 
i 
interface GigaEthernet1/1 
ip address 168.130.45.1 255.255.255.192 
I 
interface GigaEthernet1/2 
ip address 168.130.45.5 255.255.255.192 
! 
interface GigaEthernet1/3 
ip address 168.130.45.9 255.255.255.192 
I 
! 
interface Giga Ethernet 1/4 
ip address 168.130.45.13 255.255.255.192 
interface GigaEthemet9/4 
¡p address 168.130.45.35 255.255.255.192 
Esta fue la porción de la configuración de la interfase de la espina dorsal del 
area 1 de ciudad universitaria, que corno se puede constatar sigue el rango de 
direccionamiento que se planteó para la Ciudad Universitaria. 
I 
router ospf 116 
network 168.130.1.0 0.0.0.15 area 0 
network 168.130.45.0 0.0.0.63 area 1 
! 
Aquí podemos ver como se agregaron las interfases de la espina dorsal del área 1 
al protocolo OSPF. 
ip classless 
I 
line con 0 
line aux 0 




Cabe mencionar que no se utilizó el comando de sumarizar redes, dado que 
esto impediría una conectividad compleja con la implementación de ruteadores en 
el centro de comunicaciones, y este ruteador no obraría bien con las funciones 
que tiene todo ruteador de espina dorsal. Se selecciona la subred 168.130.45.0 
con mascara de 255.255.255.192, para que haga funciones de subred de espina 
dorsal en el campus principal de la Universidad. Se seleccionó también, la subred 
168.130.1.0 con mascara de 255.255.255.240, para que sirva de subred de espina 
dorsal para el Area 0. 
6.6.6.3 Implementación del Ruteador que proporciona 
Conectividad al Campus Medico con el centro de 
Comunicaciones Principal 
Este es un Ruteador, el cual estará físicamente en el campus Medico, 
proporcionará conectividad a todo el campus medico, y sus ruteadores internos, 
éste tendrá el Area 2, la cual tendrá como identificación Area .2, esta área tendrá 
un rango de direcciones IP, que van desde la 168.130.47.0 a la 168.130.83.0, 
estas subredes serán las internas y la subred que servirá como enlace de espina 





no service password-encryption 
no service udp-small-servers 








ip address 168.130.83.1 255.255.255.192 
I 
interface GigaEthernet2/1 
ip address 168.130.83.5 255.255.255.192 
! 
interface GigaEthernet1/2 
ip address 168.130.83.9 255.255.255.192 
interface GigaEthernet1/3 
¡p address 168.130.83.13 255.255.255.192 
! 
interface GigaEthernet1/4 
ip address 168.130.83.17 255.255.255.192 
i 
interface GigaEthernet9/4 
¡p address 168.130.83.25 255.255.255.192 
j 
! 
Aquí en esta parte de la configuración se puede observar que se selecciono 
la red 168.130.83.0 con mascara de 26 bits para que el campus tenga un dominio 
de difusión para que así se eliminen la cantidad de adyacencias en todo el campus 
quitándole carga de trabajo al ruteador principal del campus, también se puede 
notar que este ruteador tiene diversas ranuras las cuales serán configuradas en el 
mismo orden listado, de ranura y número de ¡nterfase, junto con su respectiva 
dirección de IP, para así lograr un dominio de Difusión. 
A continuación se mostrara la porción de encaminamiento del ruteador, ahí 
podemos ver las redes agregadas al protocolo OSPF. 
! 
router ospf 116 
network 168.130.200.0 0.0.0.7 area 2 
network 168.130.83.0 0.0.0.255 area 2 
! 
Aquí podemos observar todas las redes que contendrá el area 2. cabe 
mencionar que la red 168.130.200.0 con mascara de 255.255.255.252, se utilizara 
para enlazarse con el centro de comunicaciones principal y se conecta a una 
¡nterfase WAN, cuya configuración es la siguiente. 
interface Ser¡al2/1 
ip address 168.130.200.2 255.255.255.252 
j 
6.6.6.4 Implementación Del Ruteador Que Proporciona 
Conectividad Al Campus Mederos 
Este es un Ruteador, el cual estará físicamente en el campus Mederos, este 
proporcionará conectividad a todo el campus mederos, y sus ruteadores internos 
este tendrá el Area 3, la cual tendrá como identificación será 3, esta área tendrá 
un rango de direcciones IP, que van desde la 168.130.85.0 a la 168 130 120 0 
estas subredes serán las internas y la subred que servirá como enlace de espina 





no service password-encryption 
no service udp-small-servers 
no service tcp-small-servers 
! 
hostname Campus Mederos 
j 





ip address 168.130.120.1 255.255.255.192 
i 
interface GigaEthernet2/1 
ip address 168.130.120.3 255.255.255.132 
interface GigaEthernet2/2 
ip address 168.130.120.5 255.255.255.132 
! 
interface GigaEthernet2/3 
ip address 168.130.120.7 255.255.255.132 
I 
interface GigaEthernet2/4 




ip address 168.130.120.21 255.255.255.132 
Aquí en esta parte de la configuración se puede observar que se seleccionó 
la red 168.130.120.0 con mascara de 26 bits para que el campus tenga un dominio 
de difusión para que así se eliminen la cantidad de adyacencias en todo el campus 
quitándole carga de trabajo al ruteador principal del campus, también se puede 
notar que este ruteador tiene diversas ranuras las cuales serán configuradas en el 
mismo orden listado, de ranura y número de interfase, junto con su respectiva 
dirección de IP, para así lograr un dominio de Difusión. 
A continuación se mostrara la porción de encaminamiento del ruteador, ahí 
podemos ver las redes agregadas al protocolo OSPF. 
! 
router ospf 116 
network 168.130.200.0 0.0.0.3 area 3 
network 168.130.120.0 0.0.0.255 area 3 
! 
Aquí podemos observar todas las redes que contendrá el área3. cabe 
mencionar que la red 168.130.200.0 con mascara de 255.255.255.252, se utilizara 
para enlazarse con el centro de comunicaciones principal y se conecta a una 
interfase WAN, cuya configuración es la siguiente. 
! 
interface Serial2/1 
ip address 168.130.200.6 255.255,255.252 
! 
6.6.6.5 Configuración del ABR de Medico y Mederos 
La siguiente es la configuración del ABR que proporcionará conectividad, a 
los campus Medico y Salud, estos ruteadores serán también parte del Area 0 y se 





no service password-encryption 
no service udp-small-servers 




enable secret 5 $1$t6RN$R6eBrVBNf3qHPWwu/cblZ0 
interface GigaEthernet2/0 
ip address 168.130.1.2 255.255.255.248 
interface GigaEthernet2/1 
no ip address 
shutdown 
interface GigaEthernet2/2 
no ip address 
shutdown 
interface GigaEthernet2/3 




ip address 168.130.200.1 255.255.255.252 
Description "Interfase de Enlace de Medico" 
! 
interface Seria1/1 
ip address 168.130.200.5 255-255.255.252 
Description "Interfase de Enlace de Mederos" 
! 
interface Seria1/2 




no ip address 
shutdown 
j 
router ospf 116 
network 168.130.1.0 0.0.0.7 area 0 
network 168.130.200.0 0.0.0.3 area .2 
network 168.130.200.4. 0.0.0.7 area 3 
ip classless 
line con 0 
line aux 0 




Aquí no se pudo ejecutar el comando de sumarización debido a que la 
asignación de direccionamiento lo hacia inoperante, al sumarizar con una mascara 
ya sea de 255.255.255.224, que por cierto solo proporcionaba 30 anfitriones, lo 
cual es insuficiente debido a que sé esta calculando 36 ruteadores tan solo en la 
ciudad universitaria, y esto causaría una sumarización falsa e inoperante en la red 
real que estamos implementando. Tampoco se puede para sumarizar la mascara 
de 255.255.255.192, debido a que esta calcula una cantidad de 62 anfitriones, en 
este caso ruteadores o rutas, lo cual resulta en un dilapidación de direcciones IP 
otorgadas por el NIC, debido a estas causas se optó por la configuración directa 
de cada subred a cada area a la cual pertenece en el ruteador ABR, así este 
podrá tener una base de datos de estado de enlace fidedigna. 
Si usted nota en la configuración anterior, esta no esta completa sino 
abreviada al desde el principio de la declaración de cada subred, hasta la última 
que le corresponde a cada campus según el patrón de direccionamiento, esto es 
debido a que si se pusiera completa ocuparía una cantidad de espacio muy 
grande. 
6.6.6.6 Configuración del Ruteador de las Dependencias Remotas 
El Ruteador Concentrador de las Dependencias Remotas, estará situado 
físicamente en el centro principal de comunicaciones, de tal manera que también 
pertenecerá al área de espina dorsal principal, es decir el area 0. 
Este ruteador proporcionara la conectividad necesaria a todas las 
dependencias remotas mediante Frame Ralay, teniéndose que crear un ambiente 
simulado de punto a Multi-punto, para minimizar las adyacencias que pudiere 
haber y así proporcionar un aprovechamiento de ancho de banda mucho mejor, 
esta área de las dependencias remotas será el área 4, que será configurada como 
4. El rango de direcciones será como el descrito en el paso de "determinación 




version 11 .2 
no service password-encryption 
no service udp-small-servers 








ip address 168.130.1.3 255.255.255.248 
I 
interface GigaEthernet2/1 












ip address 168.130.201.1 255.255.255.252 
I 
interface Serial 1/1 
ip address 168.130.201.5 255.255.255.252 
interface Serial 1/2 
ip address 168.130.201.9 255.255.255.252 
! 
interface Serial1/3 
ip address 168.130.201.15 255.255.255.252 
! 
interface Serial1/4 
ip address 168.130.201.15 255.255.255.252 
! 
interface Serial 1/5 








ip address 168.130.201.15 255.255.255.252 
I 
interface Serial5/3 
ip address 168.130.201.253 255.255.255.252 
! 
Aquí, s© muestra la porción de configuración del protocolo de OSPF así 
como las porciones las rutas estáticas que conectarán a las dependencias 
remotas. 
i 
router ospf 116 
network 168.130.1.0 0.0.0.15 area 0.0.0.0 
redistribute static metric 50 metric-type 36 subnets route-map 
acess-list 1 permit 168.130.121.0 255.255.192.0 
route -map permit 10 
match ip address 1 
! 
ip classless 
ip route 168.130.121.0 255.255.255.0 168.130.201.2 255.255.255.252 
ip route 168.130.122.0 255.255.255.0 168.130.201.6 255.255.255.252 
ip route 168.130.123.0 255.255.255.0 168.130-201.10 255-255.255.252 
ip route 168.130.124.0 255.255.255.0 168.130.201.14 255.255.255.252 
ip route 168.130.125.0 255.255.255.0 168.130.201.18 255.255.255.252 
ip route 168.130.126.0 255.255.255.0 168.130.201.22 255.255.255.252 
ip route 168.130.127.0 255.255.255.0 168.130.201.26 255.255.255.252 
ip route 168.130.126.0 255.255.255.0 168.130.201.30 255.255.255.252 
ip route 168.130.127.0 255.255.255.0 168.130.201.34 255.255.255.252 
ip route 168.130.128.0 255.255.255.0 168.130.201.38 255.255.255.252 
ip route 168.130.129.0 255.255.255.0 168.130.201.42 255.255.255.252 
ip route 168.130.130.0 255.255.255.0 168.130.201.46 255.255.255.252 
ip route 168.130.131.0 255.255.255.0 168.130.201.50 255.255.255.252 
ip route 168.130.156.0 255.255.255.0 168.130.201.254 255.255.255.252 
! 
line con 0 
line aux 0 
line vty 0 4 
login 
end 
6.6.6.7 Configuración De Un Ruteador Remoto De Una 
Dependencia Externa 
Es configuración se prefirió por simplicidad dado que esta configuración 
aprovechara al 100 por ciento el ancho de banda, ya que si se selecciona una 
área, el movimiento de la base de datos saturaría el aprovechamiento, la 
distribución de rutas estáticas se realiza e el ruteador del centro de 





no service password-encryption 
no service udp-small-servers 




enable secret 5 $1$t6RN$R6eBrVBNf3qHPWwu/cblZ0 
! 
interface FastEthernet1/0 
ip address 168.130.121.0 255.255.255.0 
i 
interface FastEthernet1/1 






























ip route 0.0.0.0 0.0.0.0 168.130.201.1 
! 
line con 0 
line aux 0 




6.6.6.8 Configuración del un ruteador ASBR 
Este ruteador será el traductor, de rutas de OSPF y BGP - 4, este enlazará 
a la red con el área global, estará situado en el área de Espina dorsal principal, en 
el mismo lugar que todos, en el centro de comunicaciones principal. 





no service password-encryption 
no service udp-small-servers 




enable secret 5 $1$t6RN$R6eBrVBNf3qHPWwu/cblZ0 
I 
i 
interface Giga Ethernet 1/0 
ip address 168.130.1.4 255.255.255.240 
j 
interface GigaEthemet1/l 
ip address 168.130.8.1 255.255.255.0 
! 
interface GigaEthernet1/2 








ip address 168.160.1.5 255.255.255.240 
I 
interface Serial2/0 
description "Enlace Telmex " 
bandwidth 2048 
ip address 148.235.7.229 255.255.255.252 




description "Enlace Telmex" 
bandwidth 2048 
ip address 148.235.7.233 255.255.255.252 
j 
ip access-group 110 in 
load-interval 30 
interface Serial2/2 









router bgp 1016 
network 168.130.0.0 
redistribute connected route-map UNINET 
redistribute static route-map UNINET 
neighbor 148.233.23.153 remote-as 8151 
neighbor 148.233.23.153 ebgp-multihop 255 
neighbor 148.233.23.153 update-source LoopbackO 
neighbor 148.233.23.153 version 4 
I 
router ospf 116 
redistribute bgp 120 metric 50 1000 subnets 




line con 0 
line aux 0 





En este capitulo nos quedan claro los 6 pasos a seguir para un buen diseño 
e Implementación de una Red en OSPF, gracias a estos pasos nos pudimos hacer 
de una estrategia a seguir para la implementación, sencilla y precisa de nuestra 
red la 168.130.0.0, que es una red clase B. Esta si distribuyo de forma ordenada a 
trabes de estos pasos, y se pudo observar también los modelos de hardware 
Cisco, Rad, Verilink que se utilizaron ya sea para los enlaces LAN o WAN, los 
cuales brindaron un medio claro de conexión a cada una de las oficinas ya sea 
locales, Inter-campus y foráneas. También pudimos observar que a través de las 
configuraciones, la cual nos queda claro que se implementaron todas las técnicas 
aconsejadas a lo largo de esta investigación. 
En el siguiente capitulo que es Conclusiones y Recomendaciones podrá ver 
las tablas de Encaminamiento, y veremos como se hace la redistribución de la red 
168.130.0.0 a través de toda la red universitaria, así también podremos ver como 





A través de esta investigación, se pudo obtener demasiada, información 
acerca del protocolo OSPF, nos pudimos dar cuenta que OSPF, es un protocolo 
de una gran variedad de soluciones, es un protocolo muy robusto, que por su 
misma amplitud de soluciones, es altamente complejo, y no se puede pensar en 
el diseño de una red en OSPF, como se piensa en el diseño de una red en 
cualquier otro protocolo. 
A través de esta investigación, nos adentramos a las tecnologías de red, y 
nos dimos cuenta de las diferencias de los dispositivos de red, así como la 
diferencia que existen entre los protocolos tales como, RIP, IGRP, EIGRP, etc. 
Pudimos constatar que son diferente a OSPF, con una estructura algorítmica 
diferente, teniéndose que diseñar desde otro punto de vista una red, dado que 
es un protocolo no tan solo de estado de enlace sino de una gran cantidad de 
información recopilada de la red, información que es almacenada en una base 
de Datos. En el Capitulo 3 " OSPF", nos pudimos dar cuenta del funcionamiento 
de OSPF así como sus bondades, como algoritmo de Encaminamiento, pudimos 
constatar que OSPF tiene una gran cantidad de métricas que hacen una red 
mas confiable, un sistema de separación de la red por áreas, empezando por 
una espina dorsal, que se le llamo por estándar área 0. 
En el capitulo 4 pudimos deducir los Algoritmos de OSPF. El algoritmo de 
OSPF fue discutido en mayor detalle con la introducción de costos. Así también 
fue discutida la convergencia, el direccionamiento y la sumarización, en OSPF 
técnicas muy útiles en el buen diseño de un Red, de hecho estas técnicas 
ayudaron mucho en el capitulo 6 que fue el de Implementación de la red 
académica en cuestión. 
En el capitulo 5 "CONCEPTOS AVANZADOS DE DISEÑO DE OSPF" 
nos pudimos dar cuenta que, OSPF es buen protocolo pero suele ser un caos 
sino se hace una redistribución de rutas oportuna y correcta, se vieron los 
distintos puntos de vista de la redistribución con los distintos protocolos de 
encaminamiento, se hicieron redistribuciones de RIP a OSPF, IGRP a OSPF, 
etc, concluimos que las interfases se tiene que colocar en modo pasivo algunas 
veces para evitar los bucles de encaminamiento. 
En el capitulo 6 "DISEÑO E IMPLEMENTACIÓN DE UNA RED EN 
OSPF", aquí se dieron las reglas fundamentales para un diseño exitoso, mismas 
que se siguieron para el diseño e implementación de la red en estudio, aquí se 
revelo el Paso 1 "Análisis de los Requerimientos", aquí se enfoco 
específicamente a las necesidades del Usuario final y las necesidades que 
tendrán la red general, en la cual se implementará OSPF, se pudo ver que es 
una red académica con 3 campus principales y dependencias foráneas que 
serán vinculadas mediante la WAN. En el paso 2 que fue "Diseño de una 
topología", en este paso se hizo mucho énfasis en el diseño de un sistema 
jerárquico de red, colocándose el área de espina dorsal 0, como el principal 
vinculo de todas las áreas. Se busco en este paso también hacer un sistema e 
distribución con las área y los ABR, para una coordinación buena de la red. Así 
también este diseño esta pensado para un futuro crecimiento de la red, 
haciéndolo con visiones hacia el futuro implementación de nuestra red. En el 
Paso 3 que fue la "Determinación del Direccionamiento" se pudo fijar el 
direccionamiento indicado, así como la estrategia e sumarización de la red. Ahí 
se mostró la red clase B la 168.130.0.0, que fue la implementada en nuestra red 
en cuestión, se determino que I sumarización en OSPF era algo inoperativa en 
esta red en este punto debido a que no había una adecuada subdivisión de la 
red, dado que se salían los rangos del numero de anfitriones de las mascaras. 
Debido a esto se tubo que optar por un esquema de división de los anfitriones 
manual. A cada dependencia se le otorgo un rango propietario de cada 
dependencia de direcciones publicas, así como también la determinación de un 
rango de direcciones para que sirvan como direcciones de espina dorsal para 
cada una de las áreas, así también vimos que la red 168.130.1.0 con mascara 
de 255.255.255.240, se utilizo para el área 0. En el Paso 4 "Provisión de 
Hardware" se pudo ver los modelos re ruteadores que se implementarán tanto 
en el campus como en el centro de comunicaciones principal. Así también los 
multiplexortres que proporcionarán un vinculo tanto con los campus foráneos, 
como con las dependencias foráneas, allí se pudieron ver sus características, 
técnicas mismas que nos ayudarán a una buena implementación. En el Paso 5 
"Aprovechamiento del Protocolo y Características del IOS", se hicieron 
contestación a las preguntas ¿Cómo debe el Sistema Autónomo de OSPF ser 
delineado?, ¿ Cuántas áreas debe tener y cuales deben ser los límites?, ¿ Su 
red y sus datos necesitan haberse construido en seguridad?, ¿ Qué información 
de otros sistemas autónomos se debe importar en su red?, Así se delinearon las 
características generales de nuestra red. En el paso 6 "Implementación de los 
ñuteadores Interiores Cisco", ya se hizo un "manos a la obra" sobre nuestra red, 
aprovechándose las técnicas descritas es los capítulos anteriores, se pudo 
concluir que son muy buenas técnicas inclusive sí esta red es de recursos 
limitados, se hizo un buen diseño inclusive para el futuro, ahí se mostraron 
porciones de la configuraciones de los ruteadores interiores de área, que son las 
mimas configuraciones para todos los ruteadores interiores de área, salvo con la 
diferencia de sus direcciones asignadas por dependencia, y espina dorsal, así 
también se mostraron porciones de las configuraciones de los ABR que están a 
su vez interconectados a la espina dorsal, y proporcionan conectividad a toda la 
red académica, también se mostró una porción de la configuración del ruteador 
que interconecta a todas las dependencia foráneas, observándose aquí las rutas 
estáticas a cada dependencia foránea y también la redistribución que hace de 
estas rutas en la red general. Aquí también se mostró la configuración de un 
ruteador de una dependencia foránea, observándose aquí el encaminamiento 
estático que existía entre estas dependencias y la red principal. 
Lo siguiente es la tabla de encaminamiento de un ruteador interior, aquí 
podremos concluir varias cosas: 
FIME# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M mobile, B - BGP 
D - EIGRP, E X - EIGRP extemal, O - OSPF, IA OSPF inter area El OSPF extemal type 1, 
E2 - OSPF extemal type 2, E - EGP, I - IS -IS, L1 - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.45.0 ¡s directly connected, GigaEthemetl/0 
C 168.130.8.0 is directly connected, GigaEthemetl/O 
0 168.130.1.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O 168.130.9.0 (110/2] via 203.250.45.1, 00:02:31, GigaEethernetl/O 
0 168.130.10.0(110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O 168.130.11.0(110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O 168.130.12.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O 168.130.13.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O 168.130.14.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O 168.130.15.0(110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O 168.130.16.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O 168.130.17.0(110/2] via 168.130.45.1,00:02:31, GigaHetheraetl/0 
O 168.130.44.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O IA 168.130.46.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O IA 168.130.47.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O IA 168.130.48.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O IA 168.130.49.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernetl/O 
O IA 168.130.50.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E 2 168.130.121.0(110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E 2 168.130.122.0(110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/0 
O E2 168.130.123.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E2 168.130.124.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 168.130.125.0 (110/2] via 168.130.45.1,00:02:31, GigaEcthernetl/0 
O E 2 168.130.126.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E 2 168.130.127.0(110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/0 
O E2 168.130.156.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 128.122.0.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E2 148.233.0.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
Aquí se deduce que esta configuración, proporcionada en el capitulo 
anterior, brinda una conectividad total, a la red general a cada dependencia 
donde existirá esta configuración, desde luego con la variación de las 
direcciones asignadas a cada dependencia. 
Aquí se puede observar que todas las rutas son escuchadas por la interfase 
Giga que sirve como vinculo entre el ruteador principal y la espina dorsal del 
campus en cuestión. 
Lo siguiente es la tabla de encaminamiento del ruteador ABR que 
pertenece al Campus Universitario que en este caso es el área 1 y también al 
área de Espina dorsal: 
CiudadUniversitaria# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M mobile, B - BGP 
D - EIGRP, E X - EIGRP external, O - OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS -IS, L I - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.1.0 is directly connected, GigaEtheraetl/0 
C 168.130.45.0 is directly connected, GigaEthernetl/0 
O 168.130.9.0(110/2] via 203.250.45.1,00:02:31, GigaEetheraetl/0 
O 168.130.10.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/1 
O 168.130.11.0(110/2] via 168.130.45.1,00:02:31, GigaEethernetl/2 
O 168.130.12.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/3 
O 168.130.13.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemet2/0 
O 168.130.14.0 (110/2] via 168.130.45.1, 00:02:31, GigaEetheraet2/l 
O 168.130.15.0(110/2] via 168.130.45.1,00:02:31, GigaEethernet2/2 
O 168.130.16.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernet2/3 
O 168.130.17.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethernet3/0 
O 168.130.44.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernet9/4 
O IA 168.130.46.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethernetl/O 
O IA 168.130.47.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethernetl/0 
O IA 168.130.48.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/0 
O IA 168.130.49.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernetl/0 
O I A 168.130.50.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E2 168.130.121.0 (110/2] via 168.130.45.1, 00:02:31, GígaEethernetl/O 
O E2 168.130.122.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E 2 168.130.123.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 168.130.124.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E2 168.130.125.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 168.130.126.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 168.130.127.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E2 168.130.156.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
O E2 128.122.0.0 (110/2] via 168.130.45.1,00:02:31, GigaEetheraetl/0 
O E2 148.233.0.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/O 
Aquí se puede ver la operatibilidad de este ruteador ABR, y como existen 
listadas cada una de las redes en cuestión, observándose que la configuración 
mostrada en el capitulo anterior era la correcta para una perfecta 
interoperabilidad de la red el campus y la red general. 
Lo siguiente es la tabla de encaminamiento del ruteador ABR que 
proporciona conectividad a la red general tanto al campus Medico como al 
campus Mederos, esto es área 2 y área 3. 
ABRMEdicoMederos# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M mobile, B - B G P 
D - EIGRP, E X - EIGRP external, O - OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS -IS, L I - IS-IS level-l, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.1.0 is directly connected, GigaEthernetl/0 
C 168.130.200.0 is directly connected, Seria2/0 
C 168.130.200.4 is directly connected, Seria2/1 
O 168.130.46.0(110/48] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.47.0(110/48] via 168.130.200.1, 00:01:11, Serial/0 
O 168.130.48.0(110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.49.0 (110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.50.0(110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.83.0 (110/2] via 168.130.200.5, 00:01:11, Serial/0 
O 168.130.84.0 (110/2] via 168.130.200.5, 00:01:11, Serial/0 
O 168.130.84.0 (110/48] via 168.130.200.5, 00:01:11, Serial/0 
O 168.130.85.0(110/48] via 168.130.200.5, 00:01:12, Seriall/1 
O 168.130.86.0 (110/2] via 168.130.200.5, 00:01:12, Seriall/1 
O 168.130.87.0 (110/2] via 168.130.200.5,00:01:12, Seriall/1 
O 168.130.88.0 (110/2] via 168.130.200.5, 00:01:12, Seriall/1 
O 168.130.119.0 (110/2] via 168.130.200.5, 00:01:12, Seriall/1 
O 168.130.120.0 (110/2] via 168.130.45.1,00:01:12, Seriall/1 
O I A 168.130.9.0 (110/2] via 203.250.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.10.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O I A 168.130.11.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.12.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.13.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.14.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O I A 168.130.15.0(110/2] via 168.130.45.2, 00:01:12,GigaEethemetl/0 
O IA 168.130.16.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O I A 168.130.17.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.44.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.121.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.122.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.123.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.124.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.125.0(110/2] via 168.130.45.2,00:01:12, GigaEethemetl/0 
O E2 168.130.126.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetheraetl/0 
O E2 168.130.127.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.156.0(110/2] via 168.130.45.2, 00:01:12,GigaEethemetl/O 
O E2 128.122.0.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethernetl/O 
O E2 148.233.0.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/O 
Aquí se puede notar como se comparte las rutas y como son etiquetadas 
con O - IA, que quieren decir como en cada encabezado de la tabla Inter Arrea 
conocida por OSPF, esta configuración es también la correcta para una 
interconexión total de la Red. 
Lo siguiente es la tabla de encaminamiento del el ruteador de Acceso 
para las dependencias Remotas. 
ABRMEdicoMederos# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M mobile, B - BGP 
D - EIGRP, E X - EIGRP external, O - OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS -IS, LI - IS-IS level-1, L 2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.1.0 is directly connected, GigaEthemetl/0 
C 168.130.200.0 is directly connected, Seria2/0 
C 168.130.200.4 is directly connected, Seria2/1 
O 168.130.46.0 (110/48] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.47.0(110/48] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.48.0 (110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.49.0 (110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.50.0 (110/2] via 168.130.200.1,00:01:11, Serial/0 
O 168.130.83.0 (110/2] via 168.130.200.5,00:01:11, Serial/0 
O 168.130.84.0(110/2] via 168.130.200.5,00:01:11, Serial/0 
O 168.130.84.0 (110/48] via 168.130.200.5, 00:01:11, Serial/0 
O 168.130.85.0 (110/48] via 168.130.200.5,00:01:12, Seriall/1 
O 168.130.86.0(110/2] via 168.130.200.5,00:01:12, Seriall/1 
O 168.130.87.0(110/2] via 168.130.200.5,00:01:12, Seriall/1 
O 168.130.88.0(110/2] via 168.130.200.5,00:01:12, Seriall/1 
O 168.130.119.0 (110/2] via 168.130.200.5, 00:01:12, Seriall/1 
O 168.130.120.0 (110/2] via 168.130.45.1,00:01:12, Seriall/1 
O I A 168.130.9.0(110/2] via 203.250.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.10.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetheraetl/O 
O I A 168.130.11.0(110/2] via 168.130.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.12.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.13.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetberaetl/0 
O I A 168.130.14.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetberaetl/0 
O IA 168.130.15.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.16.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.17.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.44.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/0 
O E 2 168.130.121.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetberaetl/0 
O E2 168.130.122.0(110/2] via 168.130.45.2, 00:01:12, GigaEethernctl/0 
O E 2 168.130.123.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E2 168.130.124.0 (110/2] via 168.130.45.2,00:01:12, GigaEethernetl/0 
O E2 168.130.125.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetheroetl/0 
O E2 168.130.126.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.127.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E 2 168.130.156.0(110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O E2 128.122.0.0 (110/2] via 168.130.45.2, 00:01:12, GigaEetheraetl/0 
O E2 148.233.0.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
Aquí se puede constatar que las rutas estáticas en efecto existen y 
proporcionan conectividad a todas las dependencias remotas con la red global. 
Y este ruteador a su vez hace la redistribución de estas rutas en la red general 
proporcionando conectividad mediante esta configuración. 
RuteadorHub# show ip route 
Codes: C • connected, S - static, I I G R P , R RIP, M mobile, B - BGP 
D - EIGRP, E X - EIGRP external, O - OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS -IS, L I - IS-IS level-1, L2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.1.0 is directly connected, GigaEthemetl/0 
C 168.130.201.0 is directly connected, Serial2/0 
C 168.130.201.4 is directly connected, Serial2/1 
C 168.130.201.8 is directly connected, Serial2/2 
C 168.130.201.12 is directly connected, Serial2/3 
C 168.130.201.16 is directly connected, Serial3/0 
C 168.130.201.20 is directly connected, Serial3/1 
C 168.130.201.24 is directly connected, Serial3/2 
C 168.130.201.28 is directly connected, Serial3/3 
C 168.130.201.252 is directly connected, Serial9/3 
S 168.130.121.0 (110/48] via 168.130.200.1, 00:01:11, Seriall/0 
S 168.130.122.0 (110/48] via 168.130.200.5, 00:01:11, Seriall/1 
S 168.130.123.0 (110/48] via 168.130.200.9, 00:01:11, Seriall/2 
S 168.130.124.0 (110/48] via 168.130.200.13,00:01:11, Seriall/3 
S 168.130.125.0(110/48] via 168.130.200.17,00:01:11, Serial2/0 
S 168.130.126.0(110/48] via 168.130.200.21,00:01:11, Serial2/1 
S 168.130.127.0(110/48] via 168.130.200.25,00:01:11, Serial2/3 
S 168.130.128.0(110/48] via 168.130.200.29,00:01:11, Serial3/0 
S 168.130.127.0 (110/48] via 168.130.200.41,00:01:12, Serial3/1 
S 168.130.128.0 (110/48] via 168.130.200.45,00:01:12, SeriaB/2 
S 168.130.129.0 (110/48] via 168.130.200.49,00:01:12, Serial3/3 
S 168.130.156.0 (110/48] via 168.130.200.253, 00:01:12, Serial9/0 
O IA 168.130.9.0(110/2] via 203.250.45.2,00:01:12, GigaEethemetl/0 
O IA 168.130.10.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
0 IA 168.130.11.0(110/2] via 168.130.45.2,00:01:12, GigaEetheraetl/0 
O IA 168.130.12.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.13.0 (110/2] via 168.130.45.2,00:01:12, GigaEethernetl/O 
O IA 168.130.14.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/0 
O IA 168.130.15.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethernetl/0 
O I A 168.130.16.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/O 
O IA 168.130.17.0 (110/2] via 168.130.45.2, 00:01:12, GigaEethemetl/O 
O IA 168.130.44.0 (110/2] via 168.130.45.2,00:01:12, GigaEetheraetl/O 
O IA 168.130.46.0 (110/48] via 168.130.200.1,00:01:11, GigaEethemetl/O 
O IA 168.130.47.0 (110/48] via 168.130.200.1,00:01:11, GigaEethemetl/O 
O IA 168.130.48.0 (110/2] via 168.130.200.1, 00:01:11, GigaEethemetl/O 
O I A 168.130.49.0(110/2] via 168.130.200.1,00:01:11, GigaEetheraetl/0 
O IA 168.130.50.0 (110/2] via 168.130.200.1,00:01:11, GigaEetheraetl/0 
O IA 168.130.83.0 (110/2] via 168.130.200.5,00:01:11, GigaEethemetl/O 
O IA 168.130.84.0 (110/2] via 168.130.200.5,00:01:11, GigaEethemetl/O 
O IA 168.130.84.0 (110/48] via 168.130.200.5,00:01:11, GigaEethemetl/O 
O I A 168.130.85.0(110/48] via 168.130.200.5,00:01:12, GigaEethemetl/O 
O IA 168.130.86.0 (110/2] via 168.130.200.5,00:01:12, GigaEethemetl/O 
O IA 168.130.87.0 (110/2] vía 168.130.200.5,00:01:12, GigaEethemetl/O 
O IA 168.130.88.0 (110/2] via 168.130.200.5,00:01:12, GigaEetheraetl/0 
O 168.130.119.0(110/2] via 168.130.200.5,00:01:12, GigaEethernetl/0 
O 168.130.120.0(110/2] via 168.130.45.1,00:01:12, GigaEethemetl/O 
O E2 168.130.121.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/O 
O E2 128.122.0.0 (110/2] via 168.130.45.2,00:01:12, GigaEetheraetl/0 
O E2 148.233.0.0 (110/2] via 168.130.45.2,00:01:12, GigaEethemetl/O 
La siguiente es la tabla de encaminamiento del ASBR, que es la que hace 
la redistribución de rutas, dentro del área general y del área general al área 
global. 
CiudadUmversitaria# show ip route 
Codes: C - connected, S - static, I IGRP, R RIP, M mobile, B - B G P 
D - EIGRP, EX - EIGRP external, O - OSPF, IA OSPF inter area El OSPF external type 1, 
E2 - OSPF external type 2, E - EGP, I - IS -IS, L I - IS-IS level-1, L 2 - IS-IS level-2, 
Candidate default Gateway of last resort is not set 
168.131.0.0 255.255.0.0 is subnetted, 3 subnets 
C 168.130.1.0 is directly connected, GigaEthemetl/O 
C 168.130.45.0 is directly connected, GigaEthemetl/O 
O 168.130.9.0.(110/2] via 203.250.45.1, 00:02:31, GigaEethemetl/0 
O 168.130.10.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/1 
O 168.130.11.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/2 
O 168.130.12.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/3 
O 168.130.13.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemet2/0 
O 168.130.14.0 (110/2] via 168.130.45.1,00:02:31, GigaEethernet2/l 
O 168.130.15.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemet2/2 
O 168.130.16.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethemet2/3 
O 168.130.17.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemet3/0 
O 168.130.44.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemet9/4 
O IA 168.130.46.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/0 
O IA 168.130.47.0 (110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/O 
O IA 168.130.48.0 (110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/0 
O IA 168.130.49.0 (110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/0 
O IA 168.130.50.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/0 
O E2 168.130.121.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/O 
O E 2 168.130.122.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/0 
O E2 168.130.123.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/0 
O E2 168.130.124.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/0 
O E 2 168.130.125.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/0 
O E2 168.130.126.0 (110/2] via 168.130.45.1,00:02:31, GigaEethemetl/0 
O E 2 168.130.127.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/0 
O E 2 168.130.156.0(110/2] via 168.130.45.1, 00:02:31, GigaEethemetl/0 
0 E2 128.122.0.0 (110/2] via 168.130.45.1, 00:02:31, GigaEethernetl/0 
B 148.233.0.0 (110/2] via 168.130.45.1, 00:02:31, GigaEetheraetl/0 
En esta tabla podemos concluir que la configuración del ASBBR, 
mostrada en el capitulo anterior es correcta y proporciona en efecto conectividad 
completa de toda nuestra red a la red global 
A través de estas demostraciones, podemos ver las bondades de un 
protocolo de OSPF, así como también las bondades que ofrece un protocolo que 
utiliza una base de datos de estado de enlace, que proporciona las bondades de 
una gran variedad de métricas de las cuales se puede echar mano, para los 
cálculos de los costos en la red, así también como es posible el diseño de una 
red jerárquica, la cual ayudara en mucho en el diseño de la red. 
7.2 Recomendaciones 
Como recomendación principal,-se presenta la no perdida de vista de que 
si se va a diseñar una red en OSPF, diseñarla con especial cuidado, sobre todo 
sino se quiere ser victima de un retroceso, al no poder implementar esta 
tecnología correctamente, por diversos factores, tales como incompatibilidad de 
protocolos de encaminamiento anteriores, tales como RIP, IGRP, EIGRP, estos 
protocolos sino se vinculan bien con el nuevo diseño suelen hacer serias, tales 
como se vieron en el capitulo de "Conceptos Avanzados de OSPF", donde se 
pudo observar las serias implicaciones que causaban ios bucles de 
encaminamiento, y esto en una red que se supone debe ser altamente confiable 
es muy peligroso. 
Buscar siempre al diseñar proteger las áreas de alto riesgo de 
conectividad, así también tratar de controlar todos los aspectos tales como: la 
corriente eléctrica, el ambiente de trabajo, y la energía ininterrumpida. Muchas 
veces los enlaces son altamente confiables, lo que hace las rutas indisponibles 
son los incontrolables apagones sobre todo en México donde el diseño eléctrico 
no muchas veces es el indicado. Esto causas serias lesiones en la 
recomendaciones de los ruteadores designados, dado que cada vez que un 
ruteador se hace indisponible, y esto refiérase al ruteador designado. Este se 
vuelve indisponible y se empieza la rutina descrita en el capitulo 3 "OSPF", tal es 
el problema que se refleja levemente en el rendimiento del área, y se vuelve una 
molestia seria para los operarios de dicha área. Es por ello se recomienda un 
adecuado sistema de energía ininterrumpida, para evitar estos incidentes. 
También se recomienda una revisión de las distancias precisas, entre los 
ruteadores del área, dado que las distancias de las fibras hacen muchas veces 
fallas en los enlaces, tales problemas como las perdidas también suelen ser un 
problema, y por lo regular es polvo que se encuentra en la punta de los 
conectores haciendo una dispersión de luz, que se traducen en perdidas, que 
hacen la operación muy difícil si se requiere una gran ganancia en dicho enlace. 
Se recomienda también una selección buena de las interfaces en índice de la 
distancia, muchas veces las leyendas como °LX" que nos dicen Largas 
distancias y las interfases "SX" que nos dice corta distancia, no son de mucha 
ayuda para ia selección de la interfase correcta, esto es en Gigbitethernet. 
también se recomienda revisar las características físicas de los equipos, 
esto es que no tengan defecto de fabrica, muchas veces la falta de revisión de 
los equipos, se traducen en fallas serias en la red de comunicación, dado que 
estas fallas suelen ser también internas y no son perceptibles a simple vista, por 
ello se recomienda una revisión en un laboratorio de prueba, y reportar cualquier 
anomalía del equipo al fabricante, para su sustitución. 
Tabbién se recomienda la revisión cuidadosa de la compatibilidad del 
hardware, pues muchas veces el hardware, como ya se mecionó viene dañado, 
o ¿porqué no?, se utilizan otras marcas de equipos que muchas veces llegaían a 
ser incompatibles pues manejan protocolos propietarios de encaminamiento, 
haciendo mas dificil así la redistribusión de rutas. También sucede muchas 
veces que la interfase de de comandos sea algo diferente a la de CISCO 
System, y se tenga que buscar la compatibilidad del Software. Asi también 
vease las versiones de todos los ruteadores, quizas halla que hacer una 
actualización, si es posible del IOS de los ruteadores. 
La recomendación última es que trátese de la red que se trate analice sus 
requerimientos, tanto en el hoy como en el mañana para proyectar una red 
funcional, confiable y escalable con las tecnologías, que van saliendo poco a 
poco al mercado internacional. Segur los pasos que se mostraron en el capitulo 
6 "Diseño e Implementación de una Red en OSPF" es muy buena base para un 
diseño exitoso, pero cabe mencionar que es un punto de vista, se recomienda 
también experimentar con redes con direcciones privadas y combinarlas con 
redes publicas para un adecuado desarrollo de futuras investigaciones, así como 
la redistribución de la porción de red publica que se tuviera en dado caso. 
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