Skepticism about the validity of the multiple chemical sensitivity (MCS) syndrome stems in part from the lack of supporting experimental data. Performing the relevant experiments requires investigators to take account of broad variations in sensitivity and the need to establish reproducibility. The research approach best suited for MCS studies is the single-subject design. In contrast with conventional group designs, such designs emphasize repeated observations on individual subjects. Repeated observations of this kind constitute a time series in which successive measurements are serially or autocorrelated. One statistical method that bypasses the serial correlation problem is randomization tests. Explicit time series analyses take account of this aspect and can correct for it to determine the impact of an intervention such as a chemical exposure.
One of the impediments to experimental verification of MCS and the source of much of the skepticism aroused in the biomedical community is the skepticism toward research shared by many clinical ecologists. Most crucially, they are not inclined to perform the kinds of experiments that scientific investigators find convincing. Further, they are wary of experiments conducted by others that do not completely accept their premises; they pose objections that make it arduous if not impossible to conduct dinical trials based on double-blind, placebo-controlled designs. For these disciples, the tenets of clinical ecology require that patients reside in what they call an environmental unit, a place with an environment devoid of volatile organics from furniture, walls, synthetic fabrics and other sources, and free of pesticides, drugs, and other factors that may induce reactions on exposure. Drinking water sources are also restricted. Fasting for several days in such a unit is also recommended or required until the patient's symptoms are deemed to have deared. Only then, with the reactions unmasked, is it considered possible to test the response to an acute exposure.
Data are not readily available on how much chemical purity such units achieve. Advanced analytical methods would be necessary to confirm the absence of chemical, microbial, and physical agents implicated as potential stimuli. For Figure 1 . Parent ratings for a 34-month-old girl challenged with artificial food colors on eight occasions during an 11-week observation period (5) . The subject consumed a soft drink on every day of the observation period. On randomly selected days, the drink contained a blend of food colors at doses based on dietary surveys of parents in the Kaiser system in California. On each day of the 11-week period, the parent recorded a rating score for each behavioral item, with the higher numbers designating a greater degree of expression. In addition, the parent also completed a standardized hyperkinesis scale. The p values are based on randomization tests (11 Figure 3 is to compare the response to the experimental and control treatments by a randomization test (11) . Randomization tests are distribution free; they make no assumptions about the underlying population, such as normality, and do not prescribe random sampling from such a population. They also make no assumptions about the statistical structure of a time series and are fairly simple to conduct. They are also fairly simple to interpret because, as Edgington (11) (14) and of interresponse times in schedule-controlled operant behavior (15) .
The basic model most often applied to time series of concern to us is denoted as the Autoregressive Integrated Moving Average model or ARIMA. One basic property of a time series described by such a model is that it is subjected to random shocks. Another is that the present state of the system exerts a greater influence on the system's output or succeeding state than any earlier states. The process that generates such a time series is described by the recurrence formula Xt =-f(Xt-1, Xt-2, ***xt-k) + £t [1] which signifies that the state of the system (for example, a subject's disposition to respond) at time t is a function of (is influenced by) his or her response dispositions at earlier time points. Here, E is an error term taken to vary randomly. A special but common situation is described by the expression xt+= axt+ 5t+l [2] where (-1 < a< 1) and £ again symbolizes a random shock. Equation 2 signifies a firstorder autoregressive scheme, which represents a time series in which only the previous observation is needed to make the best prediction of the next observation. In this respect, it is also what is called a Markov process. The error terms are uncorrelated and are equivalent to white noise. The random shocks that account for the error term have been compared to an oscillating pendulum bombarded irregularly by small boys equipped with peashooters (16) . Many, perhaps even most, of the time series we see in our research endeavors are primarily first order and can be characterized by Equation 2 .
The primary statistical features of these time series, namely, the influence of prior observations, is important to grasp because they underlie the modeling applied to the actual data. Although the more commonly applied statistical procedures fit the data, ARIMA models do not rely on this method. Instead, the analyst determines the characteristics of the time series and then proceeds to build a particular model empirically. The modeling procedure begins with a consideration of trend, which McCleary and Hay (17) define as any systematic change in the level of the time series. If a trend exists, it must be removed because it violates the assumption of stationarity, that is, the property that the statistical characteristics of the time series are equivalent at all points in its history.
Stationarity can also be violated if the time series drifts due to the accumulation or integration of random shocks over time. Figure 5 shows schematically how such a process can occur. It reflects a situation in which some fraction of the response on one occasion (here it is 0.5) is incorporated into the amplitude of the response to the succeeding challenge. Its influence wanes with later challenges, falling successively by a factor of 0.5. Figure 6 shows how such influences can accumulate over successive occasions to produce an upward drift in response amplitude.
Removing the contribution of trend or drift to produce stationarity is usually achieved by a technique called differencing or, in wave-form analysis, prewhitening. It amounts to reformulating the time series as a succession of consecutive differences. The new time series is built by subtracting the first observation from the second, the second from the third, and so on. In most instances, the new series will now fluctuate about its mean value, the criterion of a stationarity time series . Stationarity is crucial if the model is to be used to define the effects of an intervention. If one differencing fails to produce stationarity, a second differencing is commenced. The autoregressive integrated moving average (ARIMA) model is described by three values: p, d and q: * p represents the number of autoregression parameters; that is, the order of serial dependencies in the series. As noted above, most of the time series we deal with are typically first order (p= 1), meaning that only the previous observation and not earlier ones is significantly correlated with the present one. This is termed an autocorrelation of lag 1. If the serial dependencies extend to the two previous observations, then p = 2 (lag 2). An autocorrelogram is a plot of correlation magnitude over lag. * d represents the number of differencing steps required to attain stationarity. In a situation in which d= 1, only one pass at successive differences (Observation 1 minus Observation 2, Observation 2 minus Observation 3, etc.) is needed to attain stationarity. Many times only this single step is necessary. If a second differencing is required, which is based on the new time series generated by the first differencing, the process is repeated. * q represents the moving average component of the process. Moving averages are used to smooth the random component or noise in a time series and to forecast future values. In theory, q could be expressed as a weighted sum of past random shocks produced by autocorrelation among the effects of these shocks. Although in principle, a random shock can persist for q observations before its effect dissipates, in practice moving average models usually represent a process in which any single observation is a function only of the previous random shock. That is, q is usually equal to 1. With the model able to account for serial interactions and trend, the experimenter is then able to ask whether including an intervention effect in the model enhances its predictive power. Put another way, the ARIMA model eliminates the contribution of serial dependencies to allow the intervention effect to emerge. Chamber exposure would be the event defined as intervention. Figure 4 depicted ways in which intervention effects can be modeled. By removing the components of the time series represented by the ARIMA model, the changes introduced by the intervention can then be determined.
To perform a time series analysis requires at least 40 repeated observations, however, so ARIMA modeling would not be appropriate for comparing 8 control to 8 active agent chamber days, as pointed out previously. For comparing chamber days alone, randomization tests would be appropriate. If chamber sessions took place weekly over an extended period, data acquired on all the intervening days could then serve as the basis for time series modeling. Because of the properties claimed for MCS, which imply some persistent effect arising from a chamber exposure, chamber exposures would then be defined as the interventions and independently evaluated by randomization tests. The aftermath of exposure would be modeled by time series analyses to determine a pattern.
Despite the difficulties posed by the kind of experimental design that would provide adequate data for ARIMA modeling, overcoming these difficulties is a worthwhile goal and not an insurmountable one. For the food additive study described earlier (5), parents were willing to contend with administering the soft drink at a prescribed time, completing several forms, making standardized behavioral observations, and contacting our staff every day for a 3-month period. MCS patients display no less persistence in pursuing the issues that concern them. Moreover, technology for remotely securing psychological test data is now available in a variety of forms.
Agents and Concentraions
MCS patients list such a broad array of triggers that the experimenter is confronted with the almost impossible task of choosing one or more that would be suitable for a challenge study of the type described earlier. Odor magnifies the problem of choice. Two alternatives are attractive. First, we should consider the possibility of using an agent such as ozone. Its virtues include a site of action in the deep lung, and, at reasonable concentrations, no sensory cues such as odor. Another virtue is the enormous experimental and epidemiological literature available on this agent.
An experiment incorporating ozone might proceed in the following way. On any single laboratory visit, the MCS subject would be assigned either ozone or a control exposure according to the designs portrayed in Figures 3 and 4 . An expanded design would couple these conditions either with a distinctive odor such as that of amyl acetate or no odor. These four conditions would be repeated four times in different orders. Exposures would last at least 4 hr, but preferably 6 (18) . A suitable concentration would have to be chosen. A value of 0.2 ppm will produce no persistent adverse effects in such an experiment.
During the exposure, the subject performs a variety of tasks. These should include prolonged vigilance and monitoring. In addition, exercise periods would be included. Both epidemiological and experimental studies indicate that subjects can become averse to exercise in the presence of relatively low concentrations of ozone or the ozone can induce mild deficits in pulmonary function (18, 19) . Although MCS patients do not typically cite ozone as a provocative agent, it seems to fit many requirements of the syndrome.
Another alternative is to expose the subject to an agent widely claimed to provoke reactions in MCS patients, but such a choice provokes difficult ethical questions. Volatile organic solvents are often mentioned as a class of agents likely to evoke symptoms in patients. Toluene, at the former TLV of 100 ppm (20) elicited performance decrements in healthy subjects during a 6-hr exposure sessions that also included 30-min bouts of exercise. Exercise on a bicycle ergometer raised both blood and breath levels of toluene. In a study with patients, exposure sessions with and without exercise designed essentially to produce differences in exposure, could serve as the contrasting conditions and still allow odor to remain as a variable.
These are only two model challenges among a broad sample of possibilities. They each display two assets. First, each is based on a body of experimental evidence demonstrating responses confined to acute effects in healthy subjects. Second, each is suitable for the kind of single-subject designs described earlier. The other alternative, mentioned earlier, is to choose, in consultation with the patient, an agent that he or she lists among the eliciting stimuli. Figures 5 and 6 and is amenable to modeling.
Another example comes from the phenomenon of sensitization, defined as the progressive increase in sensitivity to repeated stimulations of various kinds. It has been suggested as a possible explanation of MCS. One variant of this process occurs in the form of kindling, which describes the increased probability of seizures with repeated chemical exposure or brain electrical stimulation (22) . The data are typically presented in the form of group trends; in that mode, critical dimensions of the process are overlooked that might be ascertained by appropriate time series techniques. Serial correlations and other common features of time series are among those dimensions but uniformly ignored.
Finally, time series techniques are preeminent forecasting tools (17) and, in fact, widely used in health services research to predict hospital workloads, public health interventions, clinical test utilization, and many other indices critical to efficient planning (23) . Although forecasting potential may not be an important attribute in an experimental context, it surely is a property that could prove useful in determining the contribution of certain interventions aimed at MCS. For example, an allied collection of symptoms, the sick building syndrome, has been investigated by modifying ambient conditions such as air flow, humidity, and temperature. An appropriate question to ask about such interventions is the extent to which they produce sustained effects once they have commenced.
Most of the widely adopted statistical software packages such as SAS, BMDP, SPSS, Minitab, and others, contain routines for conducting time series analyses. Naturally, it would be wise to consult with a biostatistician before embarking on such an analysis, but few contemporary efforts in biomedical research can be accomplished without the contribution of several different kinds of specialists.
Epilogue
This paper asserts that the most convincing source of experimental data from chamber studies is the single-subject design. Instead of examining deviations from a group mean, it focuses on individual patterns of response. It maintains the uniqueness of the subject, a crucial factor in MCS research because of the continuing debate over case criteria. It proposes, as an alternative to common group designs, repeated observations in individual subjects that permit the application of two statistical techniques. One, randomization tests, allows a direct estimate of experimental versus control differences on appropriate outcomes. The other, formal time series analysis, allows the time series itself to be modeled. Because this technique requires long series of observations, it would require a design in which weekly chamber sessions, for example, would be treated as interventions; on all other days, observations would be treated as components of the time series. Although much more complex, time series analysis offers an opportunity to examine in detail the impact of an experimental exposure.
