Abstract
Introduction
An attribute dependency states that the value of an attribute is uniquely determined by the values of some other attributes. The objective of discovering attribute dependency is to find the relationship among attributes in information systems [1, 2] . Formally, in an information system
, attribute D is called totally depends on attribute C, denoted D C  , if each value of D is associated exactly one value of C. Otherwise, D is depends partially on C. One of the methods for discovering attribute dependencies is using rough set theory [3] [4] [5] . The discovery of attribute dependencies using rough set theory has been received considerable interest e.g. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . However, to this date, not many researches on the exploration of attributes dependency for data mining, such as data classification and association rule mining [18] .
In this paper, we propose a technique for business data clustering and maximal association rules mining under rough set-based attributes dependency in an information system. It is based on a concept of hierarchical rough set approximation. The Yao's hierarchical rough set approximation induced by a special class of equivalence relations based on (Pawlak) approximation space [19] [20] [21] has been extended to hierarchical rough set approximations of an information system, induced by dependency of attributes. Our approach starts with the notion of a nested sequence of indiscernibility relation that can be defined from the dependency of attributes in an information system. Based on a nested sequence of indiscernibility relation, a nested rough set approximation can be constructed. Further on, the notion of a nested rough set approximation is then used for constructing hierarchical rough set approximation in an information system [14] . With this approach, a hierarchical approximation (hierarchical granulation) can be easily constructed. We
, where U is a non-empty finite set of objects, A is a non-empty finite set of attributes,
V is the domain (value set) of attribute a,
is a total function such that
, called information (knowledge) function. An information system is also called a knowledge representation systems or an attribute-valued system. An information system can be intuitively expressed in terms of an information table (see Table 1 ). The starting point of rough set theory is the indiscernibility relation, which is generated by information about objects of interest. The indiscernibility relation is intended to express the fact that due to the lack of knowledge we are unable to discern some objects employing the available information. Therefore, generally, we are unable to deal with single object. Nevertheless, we have to consider clusters of indiscernible objects. The following definition precisely defines the notion of indiscernibility relation between two objects.
Indiscernibility Relation
The notion of indiscernibility relation between two objects can be defined precisely. Given arbitrary subset U X  , in general, X as union of some equivalence classes in U might be not presented. It means that, it may not be possible to describe X precisely in information system. A set X might be characterized by a pair of its approximations, called lower and upper approximations. It is here that the notion of rough set emerges.
Set Approximations
The indiscernibility relation will be used next to define approximations, basic concepts of rough set theory. The notions of lower and upper approximations of a set can be defined as follows. 
The accuracy of approximation (accuracy of roughness) of any subset 
Dependency of Attributes
Since information system is a generalization of a relational database. A generalization concept of dependency of attributes, called a partial dependency of attributes is also needed.
be an information system and let D and C be any
(
Obviously, 
A Construction of Hierarchical Rough Set Approximation in Information Systems using Dependency of Attributes
One such application of rough set theory is in granular computing where the concept of approximation is used to solve some classification problems. A cluster (granule) usually consists of elements that are drawn together by similarity, proximity, or functionality [27, 28] . In granular computing, the granules i.e., classes or clusters of a universe, are used in the processes of problem solving. When a problem involves incomplete, uncertain, or vague information, it may be difficult to differentiate distinct elements and one is forced to consider granules for the purpose of differentiation. The granulated view of the universe is based on a binary relation representing the type of similarities between elements of a universe [21] . Marek and Rasiowa [27] considered gradual approximations of sets based on a descending sequence of equivalence relations. Yao [19, 20] suggested the use of hierarchical granulations for the study of stratified rough set approximations. 245 To this, Yao [21] proposed hierarchical granulations induced by a special class of equivalence relations.
In this section we present a construction of a hierarchical rough set approximation in an information system using dependency of attributes. To start off, the nested rough set approximation has to be based on the dependency of attributes. Further, the notion of a nested rough set approximation is used for constructing hierarchical rough set approximations.
Nested Rough Set Approximations
In this sub-section, the construction of nested rough set approximations in an information system using dependency of attributes is presented. We may consider all possible subsets of attributes to obtain different degrees of dependency of attributes. 
In this case, we can say that an equivalence relation induced by i A is coarser than an equivalence relation induced by 
is a nested rough approximation of a subset 
Proof. It follows from Definition 3.3, we have
Example 3.1. We illustrate our approach and compare it with Yao's nested rough set approximation approach. Based on the information system as in Table 2 . Thus, for each subset of attributes, Yao will then obtain the following partition (granulation structure)
of U, the accuracy in each level granulation of the rough set approximation obtained by Yao can tabulated as in Table 3 . 
Table 2. An Information System

Object
Meanwhile, the accuracy in each approximation can be summarized as in Table 4 .
Table 4. Set Approximations and their Accuracy in each Level Partition using Attributes Dependency
App of X w.r.t.
Low Upp Acc
From Table 4 , with lower degree of dependency, coarser partition will be obtained, at the same time obtaining lesser accuracy in the rough approximation. Thus, with this approach, from Table 4 , we can easily define the notions of a nested rough set approximation in an information system and at the same time obtain the identical accuracy of approximation as in Table 3 .
Hierarchical Rough Set Approximations
In this sub-section, a construction of hierarchical rough set approximations using dependency of attributes is presented. It is based on nested rough set approximations. A hierarchy may be viewed as a successive top-down decomposition of a universe U. Alternatively, a hierarchy may also be viewed as a successive bottom-up combination of smaller clusters to form larger clusters [21] . Follows Definition 3.1, a hierarchical rough set approximation is constructed in Figure 1 . 
Applications in Business Data Mining
We explain the applications of the proposed hierarchical rough set approximation concept for data clustering and maximal association rules mining through business datasets, respectively derived from [29] and a dataset from (http://www.research.att.com/lewis/reuters21578.html).
Data Clustering
In the clustering process, there are no predefined classes and no examples that would show what kind of desirable relations should be valid among the data that is why it is perceived as an unsupervised process. According to the method adopted to define clusters, one of the clustering algorithms is hierarchical clustering. It proceeds successively by either merging smaller clusters into larger ones, or by splitting larger clusters [30] . From a hierarchical rough set approximation as described in Figure 1 , we show how attributes dependency can be used to classify objects from a dataset. From Table 5 
Thus, a nested rough set approximation of a set U X  can be obtained as follows
The hierarchical of rough set approximations is obtained as follows. We notice from Figure 7 that, the maximal rules captured are equivalent with that of [32] [33] [34] . The maximal supports and confidences of the rules are % 100 equal with their totally dependency degree.
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Conclusion
In this paper the notion of dependency of attributes in information systems has been used. We have shown that it can be employed to define a nested sequence of indiscernibility relations. Subsequently, the notion of a nested sequence of indiscernibility relations can be used to define nested rough set approximation in information systems. Further, we have also shown that the notion of a nested rough set approximation can be used for constructing hierarchical rough set approximations. For the applications, firstly we have presented how hierarchical rough set approximations can be applied for business data clustering through a business information system. Finally, we have presented an application of such hierarchy for capturing maximal association rules in business documents collection. It is shown that our approach clearly and properly capture the maximal rules.
