Introduction
Many applications in fluid mechanics pose challenging problems related to resolving hydrodynamic flows on curved surfaces or in confined geometries. Examples include the transport of surfactants within bubbles and thin films [16, 45, 52, 62, 93] , protein drift-diffusion dynamics within lipid bilayer membranes and cell mechanics [23, 39, 67, 72, 75, 80] , and colloidal aggregation within fluid interfaces [19, 30, 58] . Additional examples include stratified models in atmospheric and ocean science which employ shallow water equations within topologically spherical shells [98] and subsurface models governing the flow of groundwater through fractures in porous rock providing intricate geometries formed from the crack surfaces [3, 20, 36, 64] . For these problems the fluid mechanics can often be formulated in terms of two dimensional hydrodynamic fields on a surface. In some cases these problems also can involve additional challenges of tracking an evolving geometry of the surface from the motion of the interface or even of tracking topological changes [38, 81, 83] .
We shall consider here primarily the problem of resolving hydrodynamic flows for surfaces of static shape. We mention that many of our approaches also have the potential to be useful toward building methods to address evolving interfaces. Already in the case of static surfaces, challenges arise in formulating the hydrodynamic equations and numerical methods to take into account contributions of the geometry.
There has been a lot of recent interest in developing numerical methods to solve Partial Differential Equations (PDEs) on surfaces. Broadly categorized, these include Finite Element Methods (FEMs) [11, 25, 27, 28] , Level Set Methods (LSMs) and Phase Field Methods (PFMs) [14, 14, 26, 26, 73, 81, 85, 86] , Discrete Exterior Calculus Methods (DECMs) [22, 47] /Finite Element Exterior Calculus Methods (FEECMs) [7, 9, 24] , and other approaches [41, 59, 61, 91, 102] . Each of these approaches have their strengths depending on the application addressed as well as having challenges. FEMs offer specialized high order methods with robust behaviors for broad problem classes with often rigorous guarantees of accuracy and stability when mesh quality factors for the geometry can be ensured [17] . LSMs/PFMs provide an implicit representation of the geometry often more amenable to evolution and topological changes, but typically require sophisticated algorithms to track the interface, mitigate numerical diffusion, and recover quantities associated with the geometry and the scalar and vector fields on the surface [14, 14, 26, 81, 86, 100, 101] . The DECMs/FEECMs provide discretizations with desirable qualities for mechanics allowing for derivation of methods that have conservation of mass, momentum, and vorticity [69] . By their design for preserving geometric structure, DECMs/FEECMs are currently applied primarily in fluid mechanics to inviscid flows. While DECMs are elegant and very useful discretizations that have been applied successfully to many applications [21, 22, 68, 69] , for some scientific calculations they are low order, have limited convergence analysis [29, 70] , or are restricted to specialized surface operations presenting some challenges for general physical modeling [15, 53] . In each of these methods, there is also a reliance upon a sufficiently high quality rectified or curvi-linear mesh or grid to locally represent the surface geometry or surface fields. In complement with these methods, we consider alternatives based on meshfree approaches for surface hydrodynamics and PDEs based on Generalized Moving Least Squares (GMLS) approximations [99] .
We develop GMLS approaches to approximate differential operators on manifolds where the shape is represented as a point set that samples the geometry. We build on recent related work by Liang et al. who discretized the surface Laplace-Beltrami operator on manifolds [60] . We construct smooth continuous representations of the manifold by solving a collection of local least-squares problems over an approximating function space at each of the sample points to obtain local paramerizations. This approach captures the geometry in a manner similar to [6, 48, 56, 87] . We approximate the surface scalar fields, vector fields, and differential operators by solving another collection of related local least-squares problems that make use of the geometric reconstructions. In conjunction, these provide general methods for obtaining high order approximations of the manifold shape, operators arising in differential geometry, and operators of differential equations. We use exterior calculus for generalizing operations from vector calculus and techniques from mechanics to the manifold setting. This provides a convenient way to formulate incompressible hydrodynamic equations for flows on curved surfaces and related GMLS approximations. We also use these approaches to show in general how equations can be formulated in terms of vector potentials facilitating development of other physical models with constraints and related numerical solvers.
We also mention there are many existing meshfree approaches for solving PDEs. These may be characterized broadly by the underlying discretization; this includes Radial Basis Functions (RBFs) [18] , Smooth Particle Hydrodynamics (SPH) [40] , and approaches Generalized Finite Difference/Moving Least Squares/Reproducing Kernel Particle Method (GFD/MLS/RKPM) [57] . While the majority of meshfree literature targets solution of PDEs in R d , significant recent work has focused on the manifold setting [4, [59] [60] [61] 76] . In the last decade, substantial work has been done to use RBFs to solve shallow-water equations on the sphere [33] . The meshfree setting is attractive particularly for building semi-Lagrangian schemes of interest in atmosphere science [32] [33] [34] . In these schemes the discretizations are typically cast in strong form resembling a collocated finite difference method, and thus often have difficulty obtaining stable solutions for flow problems. While predictive simulations have been obtained, they typically rely upon the introduction of an artificial hyper-viscosity to obtain stable results [32, 35, 37] . While SPH approaches offer attractive structure-preserving properties, particularly in conserving invariants of Lagrangian transport, it is in general not possible to simultaneously obtain conservation principles and a consistent discretization [96] . MLS/RKPM/GFD approaches provide a compelling alternative by addressing accuracy issues through the explicit construction of approximations with polynomial reproduction properties and an accompanying rigorous approximation theory [82, 99] , but lack a stability theory. There have been several examples of successful discretization of scalar surface PDEs [89, 92] . In Generalized Moving Least Squares (GMLS) this approach is extended to enable the recovery of arbitrary linear bounded target functionals from scattered data [66, 99] .
To address the stability challenges arising in meshless methods applied to flow problems, compatible GMLS methods have been developed, which parallel the stability of compatible spatial discretization [8] without the need for artificial stabilization [95] . In the Euclidean setting, this has allowed for stable GMLS discretizations of Darcy flow in R d [97] and Stokes flow in R d [95] , and to adaptively study fluid-structure interactions occurring in suspension flow [50] . In a recent work [94] , we have shown that the scheme developed by Liang et al. [60] to discretize the Laplace-Beltrami operator on manifolds admits an interpretation as a GMLS approximation. This unification enabled extensions of our compatible staggered approach for Darcy in R d [97] to the manifold setting [94] .
We develop here related methods for discretizing the diverse collection of exterior calculus operators to obtain stable high-order solutions to PDEs on surfaces. We focus particularly on the case of developing methods for hydrodynamic flows on curved surfaces. We introduce background on the GMLS approximation approach in Section 2. In Section 3, we discuss how to use GMLS to reconstruct locally the manifold geometry from a point set representation, approximate quantities from differential geometry, and approximate operators that generalize vector calculus to the manifold setting. In Section 4, we show how exterior calculus approaches can be used to formulate equations for hydrodynamic flow on surfaces in a few different ways which facilitates development of a few alternative solvers. We discuss our numerical solvers for incompressible hydrodynamic flows in Section 5. Finally, in Section 6, we conclude with results discussing our investigations of the accuracy of the GMLS methods. We study convergence of the approximations for the operators on the manifold and the precision of our solvers for hydrodynamic flows on surfaces. We expect many of our methods to be broadly applicable for approximating scalar-valued and vector-valued PDEs on manifolds.
Generalized Moving Least Squares (GMLS)
Generalized Moving Least Squares (GMLS) is a non-parametric functional regression technique to construct approximations of functionals from scattered samples of an underlying field by solving local least-square problems. Consider a function u from a Banach space V. We assume that u is characterized by a scattered collection of sampling functionals Λ(u) := {λ j (u)} N j=1 ⊂ V * , where V * is the dual of V. For the purposes of this work, we will sample from point functionals, i.e. λ i (u) = δ x i •u. We thus may associate with the collection of samples the point cloud X h := {x j } N j=1 . We further assume that X h ⊂ Ω ⊂ R d , for some compactly supported Ω. We characterize the distribution of points by the fill distance
The || · || 2 denotes the Euclidean norm. We define the separation distance of X h by
We characterize the point set as being quasi-uniform(with respect to a constant c qu ) if there exists c qu > 0 such that the following holds
For the purposes of our current work, we will assume X h to be quasi-uniform; such a condition is necessary to prove existence and accuracy of the GMLS process [66, 99] .
We aim to recover a given linear, bounded target functional τx, wherex denotes a position associated with the functional. For example, when approximating the point evaluation of a differential operator with multi-index α, one may select τx = D α u(x). We do this by solving the following local weighted 2 -optimization problem to find the best reconstruction of the samples over some finite dimensional subspace V h ⊂ V,
Here, ω is a compactly supported positive function establishing the correlation between the information at the sample locations x j and the target locationx. We take throughout a radially symmetric form for our weight function given by
We select Φ(r) = (1 − r/ )p + , where f + denotes the positive part of a function f andp > 0 is an integer parameter used to control the decay of the weighting. The parameter controls the support of ω, and thus the compactness of the resulting approximation.
Assume a basis for V h = span{φ 1 , ..., φ dim(V h ) }, and denote as P(x) as the vector whose i th entry is φ i (x). Then the solution to equation 4 may be expressed in terms of a coefficient vector a(u),
We define the GMLS approximation of τx
We summarize the GMLS approximation approach in Figure 1 . An error analysis of the GMLS process involves a number of factors. A solution to the reconstruction problem requires that Λ be unisolvent over V h , meaning that any element of V h is uniquely determined by the collection of samples in the support of ω [99] . Figure 1 : GMLS Approximation of Target Functionals. In the Generalized Moving Least Squares (GMLS) approach a collection of scattered data samples of the function values u is approximated by multiple local reconstructions. This is done by building an -graph between the points within anneighborhood around a base pointx (shown on the left). A function space V h is used to reconstruct u by finding the best fitting function p * ∈ V h that matches the values of the sampling functionals {λ j } in the optimization problem given in equation 4 (shown on the right). For approximating a target functional τ acting on u at the base pointx, we obtain the approximating GMLS functional τ h by evaluating the target functional on the reconstruction space at p * . In this manner we can obtain approximations to general functionals acting on u. For more details see Section 2.
The GMLS estimate of τx in equation 7 may be expressed analytically as
We use the following notation throughout our discussions of GMLS
• τx(P) ∈ R dim(V h ) denotes the vector with components consisting of the target functional applied to each of the basis functions φ k .
• W ∈ R N ×N denotes the diagonal matrix with entries {ω(λ j , τx)} N j=1 .
• Λ(P) ∈ R N ×dim(V h ) denotes the rectangular matrix whose (j, k)-entry is λ j (φ k ) corresponds to the application of the j th sampling functional λ j applied to the k th basis function φ k .
• Λ(u) ∈ R N denotes the vector consisting of entries {λ j (u)} N j=1 corresponding to the N sampling functionals λ j applied to the function u.
In practice, we remark that a particular advantage of GMLS over other least-squares approaches is that it requires only local information to build up approximations. Algorithmically, this amounts over the base pointsx to inversion of many separate small dense systems of normal equations given by equation 8. The GMLS approach is very well-suited to hardware acceleration and parallelization using packages such as the recent Compadre toolkit [54] .
We shall consider here primarily the case when the target functional τ is selected to approximate point evaluations of either the function (i.e. regression) or of differential operators acting on manifolds. In the case where the manifold is in R d , Mirzaei provides the following convergence result [66] .
assuming reconstruction over the space of m th −order polynomials. When we extend this process to the manifold setting in the subsequent section, we will obtain a nonlinear target functional due to metric-dependent terms, thus violating the assumptions of Mirzaei's analysis. Nevertheless, we will informally refer to such estimates as optimal if they numerically demonstrate convergence consistent with Mirzaei's analysis.
Remark. In subsequent sections we will consider point clouds of two-dimensional manifolds embedded in R 3 . It is easily shown (see e.g. [99] ) for the Euclidean setting in R 2 that there exists constants c 1 , c 2 > 0 such that c 1 h X, ≤ 1 √ n ≤ c 2 h X, , and thus the fill distance scales as h ∼ 1/ √ n, where n is the number of points. We will therefore use the notationh −1 := √ n to characterize the refinement of a given quasi-uniform point set.
Geometric Reconstructions from Point Set Representations of Manifolds using GMLS
We now show how to formulate GMLS problems to recover estimates of the metric tensor and other geometric quantities associated with the shape of the manifold. The metric tensor and geometric quantities must first be extracted from the point cloud representation of the manifold, and may then be used in the approximation of differential operators on the surface. Consider a smooth manifold M ⊂ R d and assume a quasi-uniform point cloud representation X h ⊂ M. At each point x i ∈ X h , we shall construct an approximation to the tangent space T x i [60, 99] . For this purpose, we use a principal component analysis (PCA) of the point set consisting of x i and nearby nieghbor points x j such that j ∈ N i . We define N i = N (x i ) as the collection of points x j that are in an −ball about x i , which can be expressed as N (x i ) = X h B (x i ). To perform PCA we must center the data set and we define the centering point as
We remark that while in general we will have thatx i = x i , these are typically close in practice. We refer to N i = N (x i ) as the patch of points at x i . We use for C in PCA the empirical estimate of the covariance of the patch of points given by
This provides in practice a good estimate to the local geometry when we assume that h X and are chosen sufficiently small so that the set of points N (x i ) is nearly co-planar. We estimate the tangent space T M x i of the manifold using the (d − 1)-largest eigenvectors of C. These provide when d = 3 a basis for the tangent plane that we denote by ψ For a manifold represented as a point set, we use a GMLS approach to obtain local patches and coordinate charts for parameterizing the surface. At a given base pointx we collect all neighbors within an -ball and perform Principle Component Analysis (PCA) to determine a local tangent plane and normal for the surface. We parameterize the surface locally using (ξ 1 , ξ 2 , q(ξ 1 , ξ 2 )), where we obtain q(ξ 1 , ξ 2 ) by performing a GMLS reconstruction of the surface.
Remark. It is important to note that the PCA-approach can arbitrarily assign an orientation in the reconstruction of the tangent space. This can have the undesirable property that neighboring patches have opposite orientations resulting in sign changes for some surface operators, such as the curl. In the general case, globally orienting the surface is a challenging NP-hard problem, as discussed in Wendland [99] . Many specialized algorithms have been proposed for this purpose which are efficient in practice, including front-marching and voronoi-based methods [5, 99] . We shall assume throughout that at each point x i there is a reference normalñ i either determined in advance algorithmically or specified by the user. We take in our PCA procedures that the normals η i are oriented withñ T i η i > 0.
We use this approach to define a local coordinate chart for the manifold in the vicinity of the base pointx = x i . For this purpose, we take as the origin the base point x i and use the tangent plane bases ψ 2 i , ψ 2 i and normal η i obtained from the PCA procedure. We then define a local coordinate chart using the embedding map σ
This provides a family of parameterizations in terms of local coordinates (ξ 1 , ξ 2 ), defined by choice of a smooth function q. Without loss of generality we could always define the ambient space coordinates so that locally at a given base pointx we have σ = (ξ 1 , ξ 2 , q(ξ 1 , ξ 2 )). This can be interpreted as describing the surface as the graph of a function over the (ξ 1 , ξ 2 )-plane where q is the height above the plane, see Figure 2 . This parameterization is known as the Monge-Gauge representation of the manifold surface [71, 77] , and we will use GMLS to approximate derivatives of σ through the following choices:
• We take for our sampling functionals Λ = {λ j } N j=1 point evaluations λ j = δ x i at all points x j in the -ball neighborhood N i of x i .
• We use the target functional τ [α] is the point evaluation of the derivative D α σ at x i , where D α denotes the partial derivative of σ in {ξ c } described by the multi-index α [31] .
• We take for the reconstruction space the collection of m th 1 -order polynomials.
• We use for our weighting function the kernel in equation 5 with support matching the parameter used for selecting neighbors in our reconstruction and for defining our -graph on the point set.
We use these point estimates of the derivative of σ to evaluate non-linear functionals of σ characterizing the geometry of the manifold. Consider the metric tensor
The a, b g corresponds to the usual Euclidean inner-product a · b when the vectors σ ξ c = ∂σ/∂ξ c are expressed in the basis of the ambient embedding space. Other geometric quantities can be similarly calculated from this representation once estimates of D α σ are obtained.
GMLS Approximation of Geometric Quantities
We now utilize this process to estimate Gaussian curvature, as a representative geometric quantity of interest. In Appendix A we provide detailed expressions for additional geometric quantities of interest which we will later need to discretize the Stokes equations. To demonstrate in practice the convergence behavior of our techniques as the fill-distance is refined, we consider the four example manifolds shown in Figure 3 . 
Each of the manifolds shown are represented by quasi-uniform point sets with approximately n = 10 4 samples. For quasi-uniform sampling we expect the fill-distance h to scale as h ∼ 1/ √ n. When reporting our results, we use throughout the notationh −1 = √ n. We discuss further details of the point sampling of the manifolds in Appendix C.
We utilize the Weingarten map W = I −1 II to estimate the Gaussian curvature via the formula K = det(W) when using the GMLS estimate of σ ξ c to calculate I and II, see Appendix A. We investigate the convergence of the estimated curvature to analytic results for the manifolds A-D, shown in Figure 4 . We plot the estimated curvature on the surface of each of the manifolds in Figure 5 . We tabulate the results in Table 1 . We find our GMLS methods with m = 6 yields approximations having 5 th -order accuracy. While there is currently no convergence theory for our non-linear estimation procedure, the results for k = 2 for Gaussian Curvature are consistent with the suggestive predictions m + 1 − k similar to equation 9. .01 3.1631e-07 5.37 Table 1 : Convergence of GMLS Approximation of the Gaussian Curvature K. The GMLS reconstruction of the manifold is used with polynomial order m 1 = 6. Our GMLS methods involve operations with k 1 = 2 nd -order differentiation. We find ∼ 5 th -order asymptotic convergence rate. The target sampling distance h is discussed in Appendix C. We show on log-log scale the convergence of the GMLS-based estimation of Gaussian Curvature as the number of sample points is increased. Theh −1 = √ n, where n is the number of points. Manifold B and Manifold C present the greatest challenge given localized regions of particularly large Gaussian Curvatures, see Figure 5 . We find the accuracy is 5 th -order in agreement with the suggestive prediction m + 1 − k similar to equation 9, where in our GMLS approximation m = 6, k = 2, see Table 1 . 
Manifold

Generalizing the Differential Operators of Vector Calculus to Manifolds using Exterior Calculus
The differential operators of vector calculus utilized in continuum mechanics formulations such as the grad, div, curl can be extended to corresponding operators on general manifolds. Differential operators on manifolds are notorious for having complicated notations when expressed in local coordinates [1] . We aim for a less coordinate-centric description of the methods and operators by utilizing approaches from exterior calculus. For this purpose, we utilize the operators of exterior calculus given by the Hodge star , exterior derivative d, and vector to co-vector isomorphisms , (definitions below). Operators extend to the context of general manifolds acting on scalar fields f and vector fields F as
We define δ = (− d ) which is referred to as the co-differential. To define d the exterior derivative and the Hodge star, we consider the tangent bundle T M of the manifold and its dual co-tangent bundle T M * . The tangent bundle defines the spaces for scalar fields, vector fields, and more generally rank m tensor fields over the manifold. The co-tangent bundle is the space of duals to these fields. The co-tangent bundle can be viewed as the space of differential forms of order 0, 1, and m.
We denote vector fields and tensors using the notation a = a i 1 .
We use ∂ i k to denote the basis vector ∂ i k = ∂σ/∂ x i k and tensor product these together to represent vectors and tensors for the choice of coordinates x = (x 1 , x 2 , . . . , x d ). We denote a differential k-form
The ∧ denotes the wedge-product of a tensor [1] . We use the convention here with 1/k! to allow summations over all permutations of the index values for i 1 , . . . , i k . A more detailed discussion of tensor calculus on manifolds can be found in [1] .
We formulate the generalized operators in terms of the co-vectors (differential forms) f and F . We use that in the case of a scalar field we have quantitatively at each point f = f [1] . The isomorphisms , mapping between the vector and co-vector spaces is given by
The exterior derivative d of a differential k-form α is defined in terms of the coordinates x as
The Hodge star is defined in terms of the coordinates x as
Note the indices have been raised here for the k-form with
This exterior calculus formulation allows us to provide a less coordinate centric description of the physics revealing in many cases more clearly the relationship of the continuum mechanics to the Euclidean setting and the role played by the geometry. This also has the advantage in analytic calculations of greatly reducing the length of expressions and allowing readily for generalization of many of the identities and techniques employed from vector calculation [42, 88] . As for practical numerical calculations, we utilize this approach along with symbolic computation to generate offline the expressions needed for any choice of local coordinates on the manifold using equations 14-18. This permits the efficient evaluation of these equations for any given choice of local coordinate using precompiled libraries. We give more details and show how this approach can be applied to the Laplace-Beltrami and Biharmonic operators in Appendix A.
GMLS Approximation of Differential Operators on Manifolds
We finally have the requisite information to perform GMLS estimates of differential operators on the manifold. We consider the approximation of a target functional which may depend nonlinearly upon the estimate of the inverse metric tensor. Consider as an example the Laplace-Beltrami operator, which may be expressed in local coordinates as
We assume an estimate of g to be calculated at each particle following the process outlined in the previous sections. We then approximate the action of the operator on scalar and vector fields through the following GMLS approach. First, we find locally the best approximating reconstruction P of the scalar or vector field components on the manifold. In the second, we apply the target functional for the differential operator to P using geometric quantities from our initial GMLS reconstruction of the manifold. This can be expressed as
The optimal coefficient vector a is given by.
We note that in the general setting, the sampling functionals λ j may also depend nonlinearly upon the geometric information. In the case where λ j are selected as point samples however the sampling functionals are in fact linear. We remark that the two components ax(u) and τx(P) encode different types of information about the approximation. The τx(P) encodes the action of the target functional on the basis for the space V h . The ax(u) encodes the reconstruction of the function u by the best approximating function p * in V h according to the best match between the sampling functionals λ j acting on u and p * , see equation 4. As a consequence, for each of the target operators τ , the ax(u) will not change since this term only depends on the function u. As a result, we need only compute fresh for each operator the τx(P) which represents how the differential operator on the manifold acts on the function space V h .
As a summary our GMLS approximation of the operators on the manifold involve the following steps
• We take Λ = {λ j } N j=1 with λ j = δ x j the point evaluations of λ j φ = φ(x j ) for x j in the neighborhood j ∈ N i around the point x i .
• We use target functionals τ for surface differential operators by utilizing for evaluation the parameterization and approximate metric tensor outlined in Section 3.0.1.
• We take the reconstruction space V h by selecting the collection of m th 2 -order polynomials p(x, y) over R 2 where m 2 is an integer parameter for the maximum degree.
• We use the weight function ω(λ j , τ x i ) = w( x j − x i ) by selecting a positive kernel w(r) with support contained within an -ball of x i . We also shall use to define an -graph on the points.
We remark that the reconstruction space V h consists of polynomials of order m 2 which need not be chosen to be the same order as in the geometric reconstructions in Section 3. In general we can choose m 2 = m 1 , however, in practice given that the operators on the manifold often involve differentiating geometric quantities we will typically need in practice to choose m 1 ≥ m 2 to achieve convergence.
As an illustration of our approach, we discuss in detail our GMLS approximation of the LaplaceBeltrami operator. The other differential operators for the manifold follow similarly, but have much more complicated expressions which we evaluate symbolically, see Appendix 8. The LaplaceBeltrami operator can be expressed in coordinates as
To obtain an approximation at the base pointx, we compute the action of the operator on the space V h to obtain the representation τx(P; g) = 1
where P represents the vector of basis functions of V h and the differentials act component-wise.
Remark. It is necessary to consider how to choose a reconstruction space V h of sufficient richness that a differential operator on the manifold L g can be adequately captured. For instance, a differential operator of order k should have a polynomial space of order m 2 satisfying m 2 ≥ k, as suggested by the bounds in equation 9. Further, larger choices of m 2 will necessitate a larger kernel support to ensure unisolvency therefore solvability of the GMLS problem. As may be expected, this suggests that GMLS will perform better having more accuracy and requiring less computational effort when working with lower order differential operators. Therefore, we should prefer schemes which avoid higher order differential operators whenever possible. As we shall discuss, this can be achieved to some extent by splitting equations into systems of lower order equations or by choosing alternative formulations. We shall discuss this in more detail when formulating the surface hydrodynamic equations in Section 4.
We give additional details on our GMLS approach for specific operators in Appendix A.
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Hydrodynamic Flows on Curved Surfaces
We formulate continuum mechanics equations for hydrodynamic flows on curved surfaces using approaches from the exterior calculus of differential geometry [1, 63] . This provides an abstraction that is helpful in generalizing many of the techniques of fluid mechanics to the manifold setting while avoiding many of the tedious coordinate-based calculations of tensor calculus. The exterior calculus formulation also provides a coordinate-invariant set of equations helpful in providing insights into the roles played by the geometry in the hydrodynamics. We provide a brief derivation of hydrodynamic equations here based on our prior work [42, 43, 88] . For additional discussion of the derivations for hydrodynamics on manifolds and related differential geometry, see [1, 43, 63, 88, 90] .
Hydrodynamics in the Stokesian Regime
We consider the hydrodynamics in the quasi-steady-state Stokes regime where the flow is determined by a balance between the fluid shear stresses and the body force. The hydrodynamics in this regime can be expressed in covariant form as
The v is the surface fluid velocity, p the surface presssure enforcing incompressibility, and b the surface force density driving the flow. The µ m −δdv + 2Kv corresponds to the divergence of the internal shear stress of the surface fluid, and −δv = 0 expresses the incompressibility constraint. The µ m gives the surface fluid viscosity. It is worth pointing out that the surface shear stress has a dependence not only on the usual gradients in the velocity field but also the Gaussian Curvature K of the surface. This can lead to interesting flow phenomena on curved surfaces and significant differences with respect to flat surfaces, as discussed in [10, 43, 44, 88] . We remark that the −γv serves as our model for the coupling between the surface flow and bulk three-dimensional surrounding fluid. More sophisticated models also can be formulated, but for general geometries this requires development of a separate solver for the bulk three-dimensional surrounding fluid which we shall consider in future work. It is important in physical models to have some form of dissipative traction stress with the surrounding bulk fluid since this provides a crucial dissipative mechanism that suppresses the otherwise well-known Stokes paradox that arises in purely two-dimensional fluid equations [2, 12, 43, 79, 84] . Additional discussions of equation 24 and its derivation can be found in [43, 88] .
Vector Potential Formulation for Incompressible Flows and Hodge Decomposition
We generalize approaches from fluid mechanics to the context of manifolds to handle the incompressibility constraint in equation 24. We reformulate equation 24 using the Hodge decomposition and a vector potential φ that ensures the generated velocity fields are incompressible. By utilizing this gauge to describe the physics we can avoid the challenges in numerical methods associated with having to enforce explicitly the incompressibility constraint. We use a surface Hodge decomposition of the fluid velocity field that can be expressed using the exterior calculus as
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The ψ is a 0-form, φ is a 2-form, and h is a harmonic 1-form on the surface with respect to the Hodge Laplacian ∆ H h = (δd + dδ) h = 0. The first term dψ captures the curl-free component of the velocity field, the second term δφ the divergence-free component of the velocity field, and the third term an additional harmonic part that arises from the topology of the manifold. In the Euclidean setting only the first two terms typically play a role since the harmonic term in this case is often a trivial constant and with decay conditions at infinity the constant is zero.
In the non-Euclidean setting there can be many non-trivial harmonic 1-forms. The number is determined by the dimensionality of the null-space of the Hodge Laplacian which depends on the topology of the manifold [51] . As a consequence, we have for different topologies that the richness of the harmonic differential forms h appearing in equation 25 will vary. Fortunately, in the case of spherical topology the surface admits only the trivial harmonic 1-forms h = 0 making this manifold relatively easy to deal with in our physical descriptions. As we shall discuss, for more general topologies our incompressibility gauge descriptions will require solving additional coupled equations in order to resolve the non-trivial harmonic contributions. We shall focus here primarily on the case of manifolds having spherical topology and pursue in future work development of these additional numerical solvers needed for the harmonic component.
We consider incompressible velocity fields v on manifolds having spherical topology. When applying the co-differential δ to equation 25 and utilizing the incompressibility constraint in equation 24, we have δv = δdψ = ∆ H ψ = 0. For spherical topology this requires ψ = C and dψ = 0. As a consequence, we can express the incompressible hydrodynamic velocity fields as
From the co-differential operator δ defined in Section 3.1, we see that φ is a 2-form on the twodimensional surface. In practice, we find it more convenient to express v in terms of an operation on a 0-form (scalar field) which can be done using the Hodge star to obtain Φ = φ. Using the identity of the Hodge star that = ( ) 2 = −1 for 2-manifolds. This gives φ = − Φ. This allows us to express incompressible hydrodynamic flow fields as
Using this approach has the appeal of having the interpretation as generating the velocity field by taking a curl operation of a scalar field generalized to the surface as in equation 14 . This reformulation captures that incompressible flow fields on 2-manifolds have only a single unconstrained degree of freedom at each location. We shall utilize this to reformulate the hydrodynamic equations in terms of unconstrained equations in terms of the scalar vector potential Φ.
Biharmonic Formulation of the Hydrodynamics
We reformulate the hydrodynamics equations 24 in terms of an unconstrained equation for the scalar vector potential Φ. We substitute equation 27 into equation 24 and apply the generalized curl operator curl M = − d to both sides. This gives the biharmonic hydrodynamic equations on the surface
The µ m is the surface shear viscosity, γ the drag with the surrounding bulk fluid, and K the Gaussian curvature of the manifolds. The b is the covariant form for the body force acting on the fluid. We see the pressure term no longer plays a role relative to equation 24. The Hodge Laplacian now acts on 0-forms as ∆ H Φ = δdΦ and is related the surface LaplaceBeltrami operator by ∆ H Φ = −∆ LB Φ. This provides for numerical methods a particularly convenient form for the fluid equations since it only involves solving for a scalar field Φ on the surface. However, this does have the drawback that for handling the incompressibility constraint this way we now need to solve a biharmonic equation on the surface. We shall refer in our numerical methods to this approach to the hydrodynamics as the biharmonic formulation.
We remark that our approach can be related to classical methods in fluid mechanics by viewing our operator − d as a type of curl operator that is now generalized to the manifold setting. The Φ serves the role of a vector potential for the flow [2, 12, 55] . The velocity field of the hydrodynamic flows v is recovered from the vector potential Φ as v = − dΦ. We obtain the velocity field v = v = (− dΦ) using equation 57 and the isomorphisms between co-vectors and vectors discussed in Section 3.1. Additional discussion of this formulation of the hydrodynamics can be found in [43, 88] .
Split Formulation of the Hydrodynamics
While the equation 28 is expressed in terms of biharmonic operators, for numerical purposes we can reformulate the problem by splitting it into two sub-problems each of which only involve the Hodge Laplacian. This is helpful since for our numerical methods this would require us to only need to resolve second order operators with our GMLS approximations. This has the practical benefit of greatly reducing the size of the GMLS stencil sizes ( -neighborhoods) required for unisolvency for the operator as discussed in Section 2.
We reformulate the hydrodynamic equations by defining Ψ = ∆ H Φ, which allows us to split the action of the fourth-order biharmonic operator into two equations involving only second-order Hodge Laplacian operators as
As we shall discuss, the lower order of the differentiation has a number of benefits even thought we incur the extra issue of dealing with a system of equations. This reformulation results in less sensitivity to errors in the underlying approximations in the GMLS reconstructions of the geometry and surface fields. This reformulation also requires much less computational effort and memory when assembling the stiffness matrices since the lower order permits use of smaller -neighborhoods to achieve unisolvency as discussed in Section 2. We refer to this reformulation of the hydrodynamic equations as the split formulation. For a further discussion of these surface hydrodynamics equations, related derivations, and physical phenomena see [43, 88] .
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Computational Methods and Numerical Solvers
We numerically solve for the velocity of the hydrodynamic flow based on equations 28 or 29 using the GMLS approximations of Section 2 and Section 3. We briefly discuss the overall steps used in our numerical methods to obtain solutions. We formulate the hydrodynamics using a vectorpotential formulation to obtain a gauge that intrinsically enforces the incompressibility constraints of the flow appearing in equation 24 . For steady-state hydrodynamic flows, we derived conditions for the vector potential of the flow resulting in equation 28. We summarize the steps used in our solution approach in Figure 6 . Figure 6 : Approach for Computing Numerically the Surface Hydrodynamic Flows. For a given body force density or stresses b acting on the surface fluid we convert the fields to covariant form b , shown in (i),(ii). To handle incompressibile flows, we convert all fields to a divergence-free gauge using the generalized surface curl − db , shown in (iii). We solve for the vector potential Φ of the surface hydrodynamic flow using equations 28 or 29 and our GMLS collocation methods for the differential operators, shown in (iv). We construct the covariant form of the velocity field of the hydrodynamic flow response using the generalized surface curl v , shown in (v). We obtain our final results by converting the covariant form v to the velocity field by v = v . This yields the surface hydrodynamic flow shown in (vi).
To determine numerically the hydrodynamic flow in response to a body force density b acting on the surface fluid, in our approach, we first convert force fields into co-variant form b . We next use our exterior calculus formulation of the generalized curl to obtain the corresponding vector-potential for the body force Ψ = C 1 b where C 1 = − d acts on 1-forms. We numerically compute Ψ =C 1 b whereC 1 is our GMLS approximation of the curl operator C 1 discussed in Section 3.1.1 and Appendix A.3.
We can now utilize equation 28 to specify the differential equation for the steady-state velocity response. We use GMLS to assemble in strong form a stiffness matrix A using a collocation approach. The full differential operator that appears on the left-hand-side is computed at each base pointx of the point set of the manifold. This results in the system of equations linear inΦ
We solve the large linear system using GMRES with algebraic multigrid (AMG) preconditioning. The velocity field is given from the vector potential Φ by the generalized surface curl operator v = C 0 Φ, where C 0 = − d acts on 0-forms. From the solutionΦ of equation 31, we construct numerically the co-variant velocity field of the flow usingṽ =C 0Φ . TheC 0 is our GMLS approximation of the generalized curl operator C 0 discussed in Section 3.1. Finally, using the metric tensor obtained from the GMLS reconstruction, we obtain the surface velocity fieldṽ by converting the covariant field v into the contravariant field byṽ = ṽ . For more details on this approach and operations see Appendix A.3. We use this approach to numerically compute incompressible hydrodynamic flows in response to applied driving forces or stresses acting on the surface fluid. We remark that our approach can also be combined with other computational methods and solvers to compute coupling to bulk three dimensional hydrodynamics or more generally for resolving in other physical systems interactions that occur at interfaces having non-trivial geometries.
All tangent plane approximations, local chart calculations, and GMLS problems were set up and solved using the Compadre toolkit [54] . We were able to extend the capability of the toolkit by implementing our symbolically generated target operators into it. The toolkit provides domain decomposed distributed vector representation of fields as well as global matrix assembly. Through the Compadre toolkit, we had access to iterative block solvers (Belos [13] ), block preconditioners (Teko) and AMG preconditioning (MueLu [49, 78] ), all in the Trilinos software framework [46] .
Results
Convergence Results for Operators on Manifolds based on GMLS Geometric Reconstructions
We investigate the convergence of the operators required to solve the hydrodynamic equations formulated in Section 4. An important consideration is that our target functionals involve a nonlinear dependence on the geometry. This results in approximations that arise from two different GMLS procedures. The first is the GMLS reconstruction of the geometry of the manifold from the sampled point set and the calculation of associated geometric quantities. The second is the GMLS approximation of differential operators acting on the surface scalar and vector fields.
To solve the hydrodynamic flows on the surface as formulated in equation 28 and 29, we require the following operators
• Biharmonic Operator:
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• Curvature Operator:
• Surface Curl C 0 for 0-Forms:
• Surface Curl C 1 for 1-Forms:
We mention that in the case of the split formulation of the hydrodynamic equation 29 this simplifies slightly, and we no longer need to compute numerically L BH .
To study the accuracy of our GMLS approximation of these operators, we investigate the action of these operators when acting on the test scalar field Φ(X) = Φ(x, y, z) = z(x 4 + y 4 − 6x 2 y 2 ) and test vector field v = C 0 Φ = − d 0 Φ. The function we have chosen Φ(x, y, z) is in fact a smooth continuation of a spherical harmonic mode to the full space R 3 . Since our manifolds M are smooth, we can obtain a smooth surface scalar field Φ by simple evaluation of the function Φ(X) on the surface. More formally, this would correspond to using the inclusion map ι : R 3 → M to obtain Φ(x) = ι x Φ(·). We find this approach convenient since it provides a way for us to define scalar fields and vector fields independent of coordinate charts on the manifold. We show log-log plot of the L 2 -error of the GMLS approximation of the surface operators with m 1 = m 2 = 6. We find in each case our GMLS numerical methods converge with a high order of accuracy inh as reported in Table 2 -4.
We investigate the accuracy of the GMLS approximation of these operators. We study the 2 -errors
The 2 -norm is computed by averaging the error over all n sample points of the manifold u−v 2 2 =
In practice, we evaluate to high precision the action of the operators L g for the purposes of the convergence studies by using symbolic calculations using SymPy [65] . In general, we emphasize that such calculations of expressions symbolically is prohibitive. What makes these symbolic calculations tractable here is that both the manifold geometry and surface fields we have chosen are symbolically representable using elementary functions for which we have relatively brief initial expressions. Using this approach, we investigate the accuracy of the GMLS approximation of the operators for each of the manifolds in Figures 7-8 . Figure 8 : GMLS Approximation of Operators vs Resolution. We show log-log plot of the L 2 -error of the GMLS approximation of the surface operators with m 1 = m 2 = 6. We find in each case our GMLS numerical methods converge with a high order of accuracy inh as reported in Table 2 -4.
We report tabulated results for these convergence studies in Table 2 -4. We estimate approximate convergence rates by fitting in the log-log plot the error between the reported h value and the previous h value. While there is no theory given that the operators have a non-linear dependence on the manifold geometry, we do have the suggestive predictions that for an operator of order k and GMLS approximation of order m the convergence might be expected to be on the order m + 1 − k similar to equation 9. Since our GMLS methods involve approximations both of the geometry and the surface fields, for purposes of most of the comparisons we take k = max(k 1 , k 2 ) and m = max(m 1 , m 2 ). The k 1 denotes the order of the differentiation involved in obtaining the quantities associated with the geometry and k 2 with the order of differentiation of the surface fields. The m 1 , m 2 are the polynomial orders used for the approximations for the manifold geometry and surface fields, as discussed in Section 2. .01 3.7568e-07 5.17 Table 2 : Convergence of GMLS Approximation of the Laplace-Beltrami Operator L LB . We use GMLS with (k = 2, m = 6) and find the methods have ∼ 5 th -order asymptotic convergence. The target sampling distance h is discussed in Appendix C. Table 4 : Convergence of GMLS Approximation of the Curl-K-Curl Operator L K . We use GMLS with (k 1 = 3, k 2 = 2, m = 6) and find the methods have ∼ 4 rd -order asymptotic convergence.
Manifold
We find to a good approximation our GMLS methods exhibit convergence rates in agreement with the suggestive prediction m + 1 − k. For the Laplace-Beltrami operator L LB with (k = 2, m = 6), we find ∼ 5 th -order convergence rate, see Table 2 . For the Biharmonic operator L BH with (k = 4, m = 6), we find 3 rd -order convergence rate, see Table 3 . In the case of the Curvature Operator L K we have (k 1 = 3, k 2 = 2, m = 6). The k 1 = 3 arises since the operator involves estimation not only of the surface Gaussian Curvature K but also its first derivatives. For L K , we find ∼ 4th-order convergence rate, see Table 4 . We also report convergence rates for the curl operators L C0 and L C1 in Appendix B. Again, we emphasize while there is currently no rigorous Page 21 of 40 convergence theory given the non-linear dependence on geometry in our GMLS approximations, we do find in each case agreement with the suggestive predictive rates m + 1 − k similar to equation 9.
Convergence Results for Hydrodynamic Flows
We investigate the convergence of our GMLS methods for the surface hydrodynamic equations formulated in Section 4. We study convergence of our solvers for hydrodynamic flows by developing manufactured solutions using high precision symbolic calculations of the incompressible flow field v = − dΦ = C 0 Φ with the specific choice of Φ given in Section 6.1. We calculate symbolically the expressions of the forcing term b using equation 24 where µ m (−δd+ 2K)v − γv − dp = −b . We manufacture the data b needed on the RHS of equation 24 using
Since generating both the velocity field v and force density b this way will already be incompressible, we have used that we can set p = 0 when manufacturing our data. In practice, we evaluate equation 34 to high precision using the symbolic package SymPy [65] . We investigate the convergence of the GMLS solvers using the 2 -error
The v denotes the exact solution, C 0 approximates numerically − d 0 , C 1 approximates numerically − d 1 , and S −1 denotes the numerical solution operator corresponding to use of our GMLS solver. We use the hydrodynamics equations both formulated using the biharmonic form in equation 28 or in the split form in equation 29.
Figure 10: Convergence of GMLS Solvers for the Hydrodynamic Velocity Field. We use the GMLS methods with m 1 = m 2 = m polynomial orders for approximating the surface geometry and surface velocity field v. We study convergence for the GMLS solver when using the biharmonic formulation in equation 28 verses when using the split formulation in equation 29.
For each of the manifolds A − D, we computed manufactured solutions with the parameters µ m = 0.1, γ = 0.1 in equation 34. We used the surface force density b to numerically compute surface hydrodynamic flow responsesṽ using our GMLS solvers discussed in Section 5. We show the hydrodynamic surface flows in Figure 9 . We show our convergence results for both the case of the biharmonic formulation and split formulation in Figure 10 . We give tabulated results for each of these convergence studies in Tables 5-12 Table 12 : Convergence on Manifold D of our GMLS solver based on the split formulation of the hydrodynamics in equation 29.
We emphasize that these convergence studies take into account the full pipeline of our GMLS numerical methods as discussed in Section 5 and shown in Figure 6 . This involves not only the solution of biharmonic or split equations, but also the GMLS reconstruction of the surface velocity field v from the computed vector-potential Φ and the calculation of the vector-potentials Ψ = − db for the body force density b which drives the flow. These steps also each have a non-linear dependence on the geometry which contributes through our GMLS reconstructions from the point set sampling of the manifold as discussed in Section 3.
In the convergence studies, we find in all cases that the GMLS solvers are able to resolve the surface hydrodynamic fields to a high level of precision. The Manifolds B and C presented the most challenges for the solvers with largest prefactors in their convergence. This is expected given the increased amount of resolution required to resolve the geometric contributions to the differential operators in the hydrodynamic equations [28] [29] . In all cases, we found our GMLS solvers based on the split formulation performed better when using equation 29 relative to our GMLS solvers based on the biharmonic formulation of equation 28. Interestingly, for Manifold B and C these differences for m = 8 where not as pronounced, see Figure 10 . We think this is a manifestation of the challenges in capturing the geometric contributions to the differential operator that with limited resolution will not benefit as much from the higher order approximations or split formulations relative to the case of less complicated geometries.
We find in the case of Manifold A that the GMLS solver for sufficiently large order (m ≥ 6) converges at a rate of approximately ∼ 4 th -order for the biharmonic formulation and at a rate of approximately ∼ 5 th -order for the split formulation. We base these conclusions on the overall trends, and some of this is a little obscured by the noise of the convergence after acheiving a high level of accuracy. We suspect the last up tick of the error observed for m = 8 for the biharmonic formulation is likely a consequence of the conditioning of the linear system becoming a limiting factor. We note the overall high level of precision already achieved by that data point with errors on the order of 10 −8 , see Figure 10 and Table 5 . We find there is a particular advantage of our GMLS solvers when based on the split formulation. Our GMLS methods in this case are able to converge to much higher levels of precision achieving errors on the order 10 −10 in the case of m = 8 at the largest resolutions considered, see Table 5 .
Our results show that both formulations of the GMLS solvers are able to achieve high order convergence rates in approximating the hydrodynamic fields. We emphasize that these results assess contributions from the entire pipe-line that includes not only the GMLS solve but also the pre-processing and post-processing steps involving the curl operators that arise in our vectorpotential formulation for incompressible hydrodynamic flows. We expect that many of our GMLS methods can be extended to obtain other high order solvers for the solution of related scalar-valued and vector-valued partial differential equations on surfaces.
Conclusions
We have developed high order numerical methods for solving partial differential equations on manifolds. Our apporach is based on GMLS approximations of the manifold shape, operators arising in differential geometry, and operators of differential equations. We have introduced exterior calculus based approaches for generalizing the operators of vector calculus and techniques from mechanics to the context of manifolds. Using this approach, we have formulated incompressible hydrodynamic equations for flows on curved surfaces. We have also shown how our approaches in general can be used to formulate equations in terms of vector potentials facilitating development of other physical models with constraints to obtain numerical solvers. We showed there are a few different ways to formulate vector-valued surface equations facilitating the development of GMLS solvers. By comparisons with high precision manufactured solutions, we characterized our GMLS solvers and found they each exhibit high order convergence rates in approximating manifold operators and in resolving hydrodynamics flows on surfaces. We found the split formulations involving lower order differential operators to have particular advantages exhibiting the highest orders of convergence. We expect many of our GMLS methods and exterior calculus approaches also can be utilized for the development of high order solvers for other scalar-valued and vector-valued partial differential equations on manifolds.
Monge-Gauge parameterizations of the surface. To obtain high-order accuracy we further expand expressions involving derivatives of the metric and other fields explicitly using symbolic algebra packages, such as Sympy [65] . This allows us to avoid some of the tedium notorous in differential geometry and to precompute offline the needed expressions for the action of our operators. We summarize here the basic differential geometry of surfaces expressed in the Monge-Gauge and the associated expressions we use in such calculations.
A.1. Monge-Gauge Surface Parameterization
In the Monge-Gauge we parameterize locally a smooth surface in terms of the tangent plane coordinates u, v and the height of the surface above this point as the function h(u, v). This gives the embedding map
We see that this parameterization of the surface is closely related to equation 12. We can use the Monge-Gauge equation 37 to derive explicit expressions for geometric quantities. The derivatives of σ provide a basis ∂ u , ∂ v for the tangent space as
The first fundamental form I (metric tensor) and second fundamental form II (curvature tensor) are given by
and
The n denotes the outward normal on the surface and is given by
We use throughout the notation for the metric tensor g = I interchangeably. For notational convenience, we use the tensor notation for the metric tensor g ij and for its inverse g ij . These correspond to the first and second fundamental forms as
For the metric tensor g, we also use the notation |g| = det(g) and have that
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The provides the local area element as dA u,v = |g|dudv. To compute quantities associated with curvature of the manifold we construct the Weingarten map [77] which can be expressed as
The Gaussian curvature K can be expressed in the Monge-Gauge as
For further discussions of these tensors and more generally the differential geometry of manifolds see [1, 77, 90] . We use these expressions as the basis of our calculations of the action of our surface operators.
A.2. Coordinate Expressions for Surface Operators
We use local Monge-Gauge parameterizations of the manifold to compute the geometric operators needed in our surface hydrodynamic equations. Consider the negative semi-definite scalar LaplaceBeltrami operator that acts on 0-forms which can be expressed as ∆ LB = −δd = −∆ H , where ∆ H is the Hodge Laplacian. This operator can be expressed in coordinates as
The g ij denotes the metric tensor, g ij the inverse metric tensor, and |g| the determinant of the metric tensor as in Appendix A.1. For the Monge-Gauge parameterization (u, v), we find it useful to consider
We use the convention that ∂ 1 = ∂ u and ∂ 2 = ∂ v . This allows us to express
We can further express the prefactor terms involving the metric appearing in equation 48 as
The utility of these decompositions and expressions is that we can construct operators for GMLS approximation while avoiding the need to compose numerical differentiation procedures. This allows us to compute directly the action on the reconstruction space functions p ∈ V h . This decomposition is also useful to help simplify symbolic expansions when we compute the Bi-Laplace-Beltrami operator ∆ 2 LB , which poses the most significant computational challenges in our current numerical calculations. We compute in practice the Bi-Laplace-Beltrami operator ∆ 2 LB using symbolic algebra system.
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A.3. Exterior Calculus Operators Expressed in Coordinates
In our notations throughout, we take the conventions that for differential 0-forms (scalar functions) f j = ∂ x j f , for differential 1-forms (co-vector fields) α = α j dx j , and for vector fields v = v j ∂ j . In each case we have j ∈ {u, v}. The isomorphisms and between vectors and co-vectors can be expressed explicitly as We use the conventions for the notation that for the embedding map σ we have σ u = ∂ u and σ v = ∂ v as in Appendix A.1. The exterior derivatives on these k-forms can be expressed as
The generalized curl of a 0-form and 1-form can be expressed in coordinates as
Combining the above equations, we can express the generalized curl as
We also mention that the velocity field of the hydrodynamic flows v is recovered from the vector potential Φ as v = − dΦ. We obtain the velocity field as v = v = (− dΦ) using equation 57. Similarly from the force density b acting on the fluid, we obtain from equation 58 the vector potential for the force density as Ψ = − db . This is used in the vector-potential formulation of the hydrodynamics in equation 28 and equation 29. We expand these expressions further as needed in coordinates using symbolic algebra methods. This provides the needed expressions for computing these operations. Additional details and discussions of these operators and our overall approach also can be found in our related papers [42, 88] .
B. Convergence Results for the Generalized Curl Operators
We report tabulated results for the GMLS approximations of the operators L C0 and L C1 shown in Figure 7 -8 and discussed in Section 6.1. We use GMLS with (k 1 = 2, k 2 = 1, m = 6) and find the methods have ∼ 5 th -order asymptotic convergence or greater. It is notable that in the case of Manifold A and D we in fact see ∼ 6 th -order convergence. This manifests since the manifolds have a relatively symmetric geometry compared to Manifold B and C, see Figure 3 . This results in a simplification with fewer non-zero terms and derivatives associated with the contributions of the geometry to the operator. As a consequence, the GMLS approximation at a given order m becomes more accurate by one order for Manifold A and D.
Manifold
The Manifolds B and C have more complicated geometry and require more resolution to see behaviors in the asymptotic regime with a high-degree basis. We see that by lowering the degree of the basis these operators exhibit more readily behaviors in the asymptotic regime in Table 15 Table 16 : Convergence of GMLS Approximation of the Surface Curl on Vectors L C1 . We use GMLS with (k = 1, m = 2) and find the methods have ∼ 2 nd -order asymptotic convergence.
C. Sampling Resolution of the Manifolds
We provide a summary of the sampling resolution h used for each of the manifolds in Table 17 . We refer to h as the target fill distance. For each of the manifolds, we achieve a nearly uniform collection of the points as in equation 3 using the DistMesh code [74] . We emphasize this approach was used only for convenience to obtain quasi-uniform samplings and other sampling techniques can also be utilized for this purpose of representing the manifolds. We specify h and the algorithm produces a point sampling of the manifold. In practice, we have found this yields a point spacing with neighbor distances varying by only ≈ ±30% relative to the target distance h. We summarize for each of the manifolds how this relates to the number of sample points n in Table 17 . Relation between the target distance h and the number of sample points n used for each of the manifolds. In each case, the neighbor distances between the points sampled were within ≈ ±30% of the target distance h.
Refinement Level
