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Abstract: Different types of basis functions are considered for the pseudospectral method applied to the equation 
u, = Au + f( u) in l- and 2-space dimensions. For large N, where .V is the number of basis functions, the choice of 
Cheybyshev polynomials gives much greater accuracy than the eigenfunctions of the Laplacian A. However for small 
N ( -< 7), the eigenfunction expansion can be more accurate even with weakly nonperiodic boundary conditions. 
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1. Introduction 
A number of authors (cf. [l-3]) have pointed out the advantages of spectral and pseudo-spec- 
tral methods for the solution of time dependent partial differential equations. In this paper we 
study the problem of selecting suitable basis functions for the pseudo-spectral method applied to 
nonlinear reaction diffusion equations [4,5]. As a specific model we consider the equation 
u,=Au+f(~) (1.1) 
where u = U(X, t), x E 52 c R", m = 1 or 2, and f(u) is a cubic in u. On the boundary aQ of a, 
u satisfies Dirichlet conditions 
+, t) = 0, X E an. (1.2) 
In the examples discussed below, In is taken to be a line segment, a circular disk, or a rectangle. 
The choices we consider for basis functions are (i) Eigenfunctions of the Laplacian A satisfying 
the boundary conditions (1.2), or (ii) Chebyshev polynomials. 
If we had imposed periodic boundary conditions on u (considering for the moment the line 
segment and rectangular cases only), then a Fourier sine function expansion would be the natural 
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one to choose. However our boundary conditions (1.2) leads to rapid asymptotic 
only if in addition u(x, t) satisfies [2] 
a*%( x, t)/ax*k = 0, XEtU2, k= 1,2,.... 
convergence 
(1.3) 
By differentiating (1.1) and using (1.2) we see that this condition is satisfied for k = 1 iff 
f(0) = 0; in general (1.3) is not satisfied for k > 1 except for special choices of f(u). 
Similarly for the circular domain with spherical symmetry, a Fourier-Bessel expansion for 
u( r, t) will only converge faster than algebraically if [2] 
[%klk U(T, t)=O at x=1, k=l,2 ,... (1.4 
where 352 is a circle of unit radius. This relationship is satisfied for k = 1 iff f(0) = 0, but not in 
general for k > 1. 
For these reasons the use of Chebyshev polynomials is usually recommended instead: 
asymptotically (for a large number of basis functions), this choice is expected to lead to rapid 
convergence [2]. 
Despite these arguments in favour of Chebyshev polynomials, there are many cases in 
bifurcation studies of reaction diffusion problems where the eigenfunctions of the Laplacian 
arise in a natural way, and where a small number of eigenfunctions can be expected to give a 
good approximation to the solution [4,5]. This is especially true near bifurcation points lying on 
the u = 0 solution (in the case f(0) = 0). In this case an eigenfunction expansion will give the 
bifurcation point exactly, whereas the Chebyshev expansion will only give the bifurcation point 
approximately. 
All the arguments above are only rigorous when applied to linear examples or to nonlinear 
examples linearized about some special solution. It seems worthwhile to test these two types of 
basis functions on various nonlinear problems to see how they compare in practice. This is the 
object of this present paper. 
In Section 2 we outline the pseudo-spectral method and in Section 3 we discuss briefly the 
model problem. In Section 4 we study numerical solutions of (1.1) for different f(u) in l- and 
2-space dimensions, and in Section 5 we summarize the results. 
2. The pseudo-spectral method and the model problem 
Only a brief summary of the pseudo-spectral method is given here. For full details see [l-5]. 
We approximate U(X, t) by a finite expansion of basis functions 
U(X, t) = ii(x, t) = ; ci(t)+j(x). (2.1) 
j-l 
Here the +j(x) are the suitably chosen basis functions, in 1-D either (i) sin jnx or (ii) q_,(x) 
(normalizing the segment D to [0, l] or [ - 1, 11 respectively); in 2-D with spherical symmetry (i) 
J,(hjr) or (ii) ?_,(2r - 1) (where Xj is the jth zero of J,(X) = 0); in rectangular regions (i) 
sin ka x sin IIT~ or (ii) T,(x)T,(y) (normalizing D to [0, l] x [0, l] or [ - 1, l] X [ - 1, l] respec- 
tively). The summation in (2.1) may range from 1 to N or 0 to N - 1 depending on notation: we 
use the convention that the basis functions are numbered in some way from 1 to N. In the 
rectangular case, if 1 < k =G K and 1 G I G L, then N = KL. 
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Substituting (2.1) into (1.1) we have (in 1-D) 
h(x, t) = ; c;(t)+;(x) +f(ii) -t T(X, t) 
;=1 
(2.2) 
where the residual T(X, t) is needed since ii is not an exact solution to (1). To get the 
pseudo-spectral method for the eigenfunction expansion, we require that T(X, t) vanish at a set 
of N collocation points xi=i/(N+l), i=l,..., N. For the Chebyshev case we require that 
r( x, t) vanishes on the set of N - 2 collocation points xi = cos( n( i - l)/( N - 1)) i = 2,. . . , N 
- 1. In addition in the Chebyshev case we require that the boundary conditions (1.2) be satisfied, 
i.e., Cjcj(t)$j(x) = 0 for x = - 1, + 1. Note that the eigenfunction expansion automatically 
satisfies the boundary conditions (1.2) whereas this condition must be added to the collocation 
equations in the Chebyshev case. This means for a given number N of basis functions, and a 
given amount of computational work, the eigenfunction expansion has N free parameters to fit 
to the solution whereas the Cheybyshev expansion has only N - 2. 
At the collocation points r(xi, t) = 0. Inserting this into (2.2) gives 
‘(x,, ‘> = Caijcj(f) +f( :txi, t)) 
i 
(2.3) 
where aij = $‘(xi). If we define an N x N matrix A with elements aij, and N-vectors u and f 
with elements ui = u( xi, t) and f, =f( u(xi, t)) respectively, then (2.3) represents a nonlinear 
system of ordinary differential equations 
i,=Au+f(rr). (24 
The elements of the matrix A can be easily calculated in the eigenfunction expansion case, but in 
the case of Chebyshev polynominals this calculation is somewhat more complicated and requires 
use of linear relationships between the derivatives of the Chebyshev polynomials and the values 
of these polynomials [l-3]. This means that codes for Chebyshev collocation methods are 
generally more complicated, especially for more than one space dimension. 
3. The model problem 
Again, only brief details are given here. Further details will be found in [S-7]. In one 
dimension the problem is to study steady-state solution of the partial differential equation 
%(X9 t> = 4 x, t)+u(l-u)(u-a), O<a<+ (3.la) 
with the boundary conditions 
z&-L, t) = U(L, t) = b. (3Sb) 
A simple change of variable puts this into standard form (1) 
“, = OX, +fW* (3.2a) 
v-u-b, u(0, t) = u(1, t) = 0, (3.2b) 
f(o)=a[-o3+(1+a-3b)u2+(2ab-3b2+2b-a)u+b(l-b)(b-a)], (3.2~) 
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Fig. 1. Solution curves for the model problem (3.2): (a) a = b = 0.25, (b) a = 0.25, b = 0.1. -: stable solutions, 
- - - - - -: unstable solutions. See Ref. [4] for details. 
where CY = 4L’. As the bifurcation parameter a varies, the different steady states (y = 0) of (3.2) 
trace out paths in solution space, conveniently parametrised by V* = { bi: 1 iTi 1 a 1 iYj I, j = 
1 ,...,N}. For thecase a = b = 0.25, the bifurcation diagram is shown in Fig. l(a), and Fig. l(b) 
shows the bifurcation diagram for the case a = 0.25, b = 0.1. Path following techniques (c.f. 
[S&9]) are used to calculate the solution curves. 
In order to make a severe test of the numerical method, we calculate the value of cY,i”, the 
value of cy at which the top curves in Fig. 1 have a simple limit point. The ‘exact’ value of (Y,.,,~” is 
calculated by increasing N until successive values of OL,,,~” agree to at least 6 decimal places. The 
error in amin for smaller values of N and different choices of basis functions is then calculated. 
The bifurcation problems in two dimensions have similar qualitative features to the 1-D case, 
although the exact value of (Y,,,~” will vary from case to case. Again, the error in a,.,+ is used as a 
test of the numerical method in each example. 
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4. Numerical results 
4. I. I-D simulation 
We consider the two cases discussed in the previous section: 
(a) f(o) as in (3.2c), a = b = 0.25 
(b) f(u) as in (3.2c), a = 0.25, b = 0.1. 
Case (a) has f(0) = 0, case (b) has f(0) f 0. The curves of log,,, 1 error 1 in ati,, versus log,,N are 
shown in Fig. 2, with the solid squares showing the result of the eigenfunction expansion 
(sin jnx basis functions) and the round circles showing the result of the Cheybyshev expansion. 
It is clear that for small N, the eigenfunction expansion is more accurate than the Chebyshev 
expansion, up to N ,< 7 in case (a) and N z 5 in case (b) (only odd values of N were examined in 
this case, so that the maximum of the symmetric function V(x) lay at one of the collocation 
points). For larger values of N, the Chebyshev expansion appears to be converging super-alge- 
braically, whereas the eigenfunction expansion appears to be converging 0( Ne4) in case (a) and 
0( N-*) in case (b). As expected from the discussion in Section 1, the eigenfunction expansion is 
good for small N and better in the case (a) than case (b) where the boundary conditions (1.3) are 
satisfied for a higher value of k (k = 0, 1 compared to k = 0). 
6.5 i I5 
ioglo N 
Fig. 2. Logarithmic error curves for the 1-D example discussed in the text. n : eigenfunction expansion, 0: Chebyshev 
expansion. 
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Fig. 3. Logarithmic error curves for the circularly symmetric 2-D example discussed in the text. Notation as Fig. 2. 
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Fig. 4. Logarithmic error curves for the 2-D rectangular example discussed in the text. Notation as Fig. 2. 
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4.2. 2-D simulation (circular region) 
In this case D is the 2-sphere x2 + y* < 1. We assume circular symmetry and expand u(r) in 
Bessel functions or Chebyshev functions. We consider only the case (a), i.e. f(u) as in (3.2~) with 
a = b = 0.25. The curves of log,, lerror 1 in (Y,in versus log,,N are shown in Fig. 3, with the same 
notation as Fig. 2. As in the 1-D case, the eigenfunction expansion is superior to the Chebyshev 
expansion for small N (N < 6). For large N the Chebyshev expansion is clearly more accurate, 
with super-algebraic convergence, whereas the eigenfunction expansion has only 0( Ne4) conver- 
gence. 
4.3. 2-D simulation (rectangular region) 
In this case D is the rectangle (0 < x Q 1, 0 <y < fi), scaled to a unit square before using a 
double sine or double Chebyshev expansion. Equal number of basis functions (and collocation 
points) were taken in each of the x and y directions (n, = n,, = N); the total number of basis 
functions is n,n,,. Figure 4 shows a plot of log,, (error 1 in (Y~~ versus log,,N in this case. Again 
the eigenfunction expansion is superior for N small (N 2 7), whereas the convergence of the 
eigenfunction expansion for larger N is 0( NV4) compared to the super-algebraic convergence of 
the Chebyshev expansion. 
5. Summary and discussion 
In all the cases considered above, a clear pattern emerges. For small N, the eigenfunction 
expansion is superior to the Chebyshev expansion, and can give quite accurate results even for 
very small N. For example the relative error for (Y,.,,~,, for N = 1 is about 1% in the 1-D case (a): 
for N = 7 in the 2-D circularly symmetric case the relative error is = 0.001%. Thus if only 
moderate accuracy is required, and especially if space and computing time is at a premium (for 
example all the calculations in [4] were done on a HP85 desktop computer), then the eigenfunc- 
tion expansion is the simplest and most efficient scheme. This is even true in the case when 
f(g) + 0, when th e r e quirements for periodic boundary conditions are broken at a low order. 
For larger values of N (N z 7), the Chebyshev expansion has super-algebraic convergence, 
and gives very high accuracy for a very modest increase in the number of points. For example 
with 9 points in the circular symmetric case, the relative accuracy in ami,, is G 0.00007%. 
However the code in the Chebyshev case is rather more complicated. So if moderate to high 
accuracy is required, there is no doubt that the Chebyshev expansion is the one to choose, albeit 
at the expense of a little extra complexity in program writing (this restriction does not of course 
apply if a library code is available!). 
It is important to note that we have picked a problem in which eigenfunctions arise in a 
natural way: another choice of nonlinear problem may give quite different results. Also, we have 
not investigated other choices of basis functions or collocation points which may increase the 
accuracy of the schemes discussed here. 
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