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The effect of advection on the critical minimal speed of traveling waves is studied. Previous theoretical studies
estimated the effect on the velocity of stable fast waves and predicted the existence of a critical advection
strength below which propagating waves are not supported anymore. In this paper, the critical advection
strength is calculated taking into account the unstable slow wave solution. Thereby, theoretical results predict,
that advection can induce stable wave propagation in the non-excitable parameter regime, if the advection
strength exceeds a critical value. In addition, an analytical expression for the advection-velocity relation of
the unstable slow wave is derived. Predictions are confirmed numerically in a two-variable reaction-diffusion
model.
I. INTRODUCTION
Traveling waves are basic patterns emerging in ex-
citable media and are observed in many physical, chem-
ical, and biological systems. In chemical systems, prop-
agating excitation waves can be found in the Belousov-
Zhabotinsky (BZ) reaction1,2. Many important exam-
ples of excitation waves are found in biological systems,
in particular, neuronal systems, such as the action po-
tential, a wave of electrical depolarization that propa-
gates along the membrane of a nerve cell axon with con-
stant shape and velocity3, or spreading depression (SD),
a wave of sustained cell and tissue depolarization caused
by a massive release of Gibbs free energy that propa-
gates through gray matter tissue4,5. Besides, intracellu-
lar waves of calcium have been observed6,7. In physical
systems, a large variety of spatiotemporal patterns has
been shown to occur during the oxidation of CO on a
Pt(110) surface8–10.
a)Electronic mail: fkneer@ni.tu-berlin.de
As a model for these traveling waves, we consider ex-
citable media of activator-inhibitor type. This macro-
scopic description is used to study the generic behav-
ior of traveling waves in reaction-diffusion-advection sys-
tems. The spatial coupling within the medium is pri-
marily given by diffusion, while advection is introduced
in either of two ways. First, external forcing can lead
to advection which changes the excitation properties of
the unforced reaction-diffusion system. In this case, the
advection term models the mean flow, for instance, of
ions driven by an externally applied constant electrical
field11,12. This case has been studied in the chemical BZ
reaction13,14 and in some preliminary studies in cortical
SD15. Second, in two-dimensional reaction-diffusion me-
dia, a small curvature of a wave front can also formally
lead to an advection term under some approximations
resulting in a reduced reaction-diffusion-advection de-
scription in one dimension12,16,17. Front curvature effects
have been observed in the BZ reaction18,19. Furthermore,
drifting pulses that form via an advection instability in
a reaction-diffusion medium with differential advection
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2have been analyzed20 and critical properties of traveling
waves affected by advection have been discussed12,16,21.
It has been shown, that advection can have destruc-
tive and constructive effects on traveling waves, namely,
slowing them down and even abolish them at a critical
speed, and accelerating them and even facilitate prop-
agation of traveling waves in the parameter regime in
which the system without advection is non-excitable, re-
spectively. Here we investigate in particular the latter
non-excitable regime, which without advection does not
support traveling waves. In this regime, the current ana-
lytical approximation fails. We provide an extended ana-
lytical approximation and compare our results also with
numerically simulations.
II. FITZHUGH-NAGUMO IN CO-MOVING FRAME
AND WITH ADVECTION
A. FitzHugh-Nagumo dynamics
Let us firstly consider excitable media of activator-
inhibitor type in one spatial dimension with diffusion,
∂u
∂t
= f(u, v) +Du
∂2u
∂x2
, (1)
∂v
∂t
= εg(u, v) +Dv
∂2u
∂x2
. (2)
This system has two variables u(x, t) and v(x, t) called
activator and inhibitor, respectively, that depend on time
t and space x. The parameters Du and Dv are the dif-
fusion coefficients of activator u and inhibitor v, respec-
tively. The parameter ε is the time scale ratio between u
and v.
Next, we specify the activator rate function f(u, v)
and inhibitor rate function g(u, v) as FitzHugh-Nagumo
dynamics22–24, that is, f(u, v) = 3u−u3−v and g(u, v) =
(u + β + γv). Note, that in the most general case of
FitzHugh-Nagumo systems—defined as f(u, v) having a
cubic nonlinearity in the first argument u and being lin-
ear otherwise, in particular, g(u, v) is linear—there are
only three free parameters: ε, β, and γ. With diffusion,
only one more free parameter is introduced, because one
of the two diffusion coefficients Du and Dv can be set to
unity by scaling space.
FitzHugh-Nagumo dynamics is chosen, as it provides a
mathematically tractable excitable medium of activator-
inhibitor type and we further simplify this system to ob-
tain only two free parameter as follows. Inhibitor dif-
fusion is assumed to be slow and hence negligible, i.e.,
Dv = 0. In the remainder, we refer to Du as D and note
that formally, it is not a free parameter anymore as it
can be set to unity by scaling x accordingly. Moreover,
we chose to set γ = 0. These simplifications are further
discussed in Sec. V.
With only the two parameters ε and β left, the in-
fluence of an additional advection term is more easy to
illustrate and also the suitable regime of β can readily
be seen. The parameter ε has to be chosen, in any case,
much smaller than unity, because only slow inhibitor ki-
netics render dynamics excitable. In the local FitzHugh-
Nagumo system (Du = Dv = 0) and at any arbitrary
position x0, the parameter β determines whether the dy-
namics at x0 is in the excitable regime (β>1) or exhibits
self-sustained periodic oscillations (β<1). In the follow-
ing, we only consider the excitable regime, which is in
parameter space near the oscillatory regime.
B. Traveling waves and co-moving coordinate frame
Next, we consider traveling waves, i.e., solutions of
Eqs. (1)-(2) with a constant propagation velocity c and
unaltered wave profile u(x, t) = u(ξ), v(x, t) = v(ξ),
that is, a stationary profile in the co-moving coordinate
ξ = x + ct. Without loss of generality, we only consider
waves propagating in negative x-direction, see Fig. 1a.
Traveling waves are stationary profiles in co-moving
coordinate frames. To find these, Eqs. (1)-(2) then can
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FIG. 1. Illustration of (a) activator and inhibitor pro-
files propagating in an external electrical field and (b) two-
dimensional V-shaped pattern (top view, red indicates the
area with u > 0).
be transformed to
c
∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
, (3)
c
∂v
∂ξ
= ε(u+ β). (4)
An advection term, added to Eq. (1) or Eq. (3), may arise
through different mechanisms.
C. Advection
Let us only briefly mention the quantities and how they
relate formally to an advection term in an 1D approxi-
mation of curved RD fronts in spatially two-dimensional
media16. Propagating slightly curved wave fronts (R 
L), where L is the width of the rising front, can be ap-
proximated by
c(A)
∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
+A
∂u
∂ξ
, (5)
c(A)
∂v
∂ξ
= ε(u+ β), (6)
with A = DR , where R is the curvature radius of the front.
For a detailed derivation, see Ref.16. The term A∂u∂ξ is
called advection term.
As it is not readily obvious, we will also briefly derive
that basically the same set of equations, i.e., Eqs. (5)-
(6), can be obtained, if one considers advection due to
a constant external driving force. Both, activator u and
inhibitor v can be associated with particles of different
mobilities mu and mv. It seems that we can also ne-
glect mv, because we already assumed inhibitor diffusion
to be negligible and the diffusion coefficient is related to
the mobility through the Einstein relation D = mkT ,
where k is Boltzmann’s constant, and T the absolute
temperature. Note, however, that we have to consider
the electrical mobility µ, which is the mobility m times
the charge q of the particle. For ions or charged macro-
molecules, the charge q is the valence number z times
the elementary charge e of the electron, thus, µ = mze.
Therefore, the absolute value of the quotient of the elec-
trical mobilities |µv/µu| is not necessarily much smaller
than unity, even if mv/mu  1. Since a large valence
number z is only found in large charged macromolecules,
which indeed have a much smaller mobility m, an advec-
tion term in the inhibitor equation despite the fact that
we set the diffusion to zero is a reasonable assumption.
Particle motion could then be affected by a homoge-
neous external field (e.g. an electrical field of strength
E), which is applied parallel to the propagation direc-
tion, and Eqs. (3)-(4) read
c
∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
+ µuF
∂u
∂ξ
, (7)
c
∂v
∂ξ
= ε(u+ β) + µvF
∂v
∂ξ
, (8)
where F is the strength of the field and zE = −F with
the valence z of the ion.
Changing the velocity of the co-moving frame to c˜,
c˜ = c− µvF. (9)
One can interpret this system in the co-moving frame
with c˜ as a system with advection only in the activator
with advection strength A, see Fig. 1a. For c˜ = c(A),
this yields
c(A)
∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
+A
∂u
∂ξ
, (10)
c(A)
∂v
∂ξ
= ε(u+ β), (11)
where ξ = x − (c − µvF )t and A = F (µu − µv). The
first and the second mechanism now are described by the
same equation, as Eqs. (10)-(11) and Eqs. (5)-(6) are the
4same. In stationary coordinates, this reads
∂u
∂t
= 3u− u3 − v +D∂
2u
∂x2
+A
∂u
∂x
, (12)
∂v
∂t
= ε(u+ β). (13)
For c(A) > 0 (propagation in negative x-direction),
A > 0 can be interpreted as an approximation to small
positive curvature of a wave front propagationg in a spa-
tial 2D medium, that e.g. exhibit so-called V-shaped
pattern25, see Fig. 1b. Interpreting the activator vari-
able u and the inhibitor variable v as the concentration
of different charged ions, A > 0 corresponds to a constant
electrical field externally applied parallel to the propaga-
tion direction. For example, activator u being positive
charged ions and inhibitot v being noncharged, A > 0
corresponds to an electrical field that has the same di-
rection as the propagation direction, see Fig. 1a.
III. THEORY
In this section, we derive an approximation for the
critical velocity and the corresponding critical advection
strength Sec. III C. To this end, we first define the propa-
gation boundary Sec. III A and then derive the advection-
velocity relation for unstable waves in Sec. III B.
A. Propagation boundary
FitzHugh-Nagumo system without advection
(Eqs. (1)-(2)) (1 < β <
√
3 and ε sufficiently small) has
a stable fast wave solution and an unstable slow wave
solution which correspond to homoclinic orbits of the
related ODE problem (Eqs. (3)-(4)), see Ref.26. There
exists a critical line ∂P in the (ε, β) space, at which the
fast wave branch collides with the slow wave branch. For
values of β and ε above this critical line, propagation of
traveling waves cannot be obtained. These properties
carry over to the case of finite advection strength A.
Thus it is reasonable to take into account the slow wave
solution when calculating the critical properties, i.e. the
critical surface in the (ε, β,A) space, which separates
the excitable and the non-excitable parameter regime
and a critical velocity ccr depending on advection A.
The nonlinear Eikonal equation16 provides a good ap-
proximation for the advection-velocity relation of the fast
wave solution, if the wave speed is decelerated (A <
0). The nonlinear Eikonal equation has also been used
to calculate a critical velocity and a critical advection
strength16. The critical advection strength Acr derived
from the nonlinear Eikonal equation provides a good ap-
proximation for the critical advection strength Acr (see
Appendix) needed for loss of excitability in the parame-
ter regime β < ∂PA=0 (see Fig.2). Under the influence
of advection A < 0, the propagation boundary is shifted
to smaller threshold values β.
Numerical calculations (see Sec. IV) show that posi-
tive advection A > 0 induces stable wave propagation
in the parameter regime β > ∂PA=0, the propagation
boundary is shifted to larger threshold values β. In this
parameter range, theory strongly deviates from numeri-
cal calculations, thus this behaviour is not explained by
the nonlinear Eikonal equation.
B. Advection-velocity relation for the fast and slow wave
solution
In this section, the advection-velocity relation of the
slow wave is derived in the same way as the known
advection-velocity relation for the fast wave. Rewriting
Eqs. (10)-(11) (see Ref.16),
(c(A)−A)∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
, (14)
c(A)
∂v
∂ξ
= ε(u+ β). (15)
and introducing c∗ and ε∗
c∗ = c(A)−A, (16)
ε∗ = ε
c∗
c(A)
, (17)
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FIG. 2. Critical advection strength Acr as a function of
threshold size β. The grey dashed line shows the results from
Eq.(37), which was derived from the nonlinear Eikonal equa-
tion. The blue solid line shows the results from Eqs. (12)-(13)
computed with AUTO by continuating homoclinic solutions;
the propagation boundary ∂PA=0 is computed from Eqs. (1)-
(2). (ε = 0.022 in all cases.) The blue solid line separates the
excitable from the non-excitable parameter regime.
yields
c∗
∂u
∂ξ
= 3u− u3 − v +D∂
2u
∂ξ2
, (18)
c∗
∂v
∂ξ
= ε∗(u+ β), (19)
which has the same form as the FitzHugh-Nagumo model
without advection (Eqs. (3)-(4)). Thus c∗ has the same
dependency on ε∗ and β as the propagation velocity c|A=0
(see Eqs. (3)-(4)) on ε and β. The velocity c|A=0 for
the fast and the slow wave can then approximately be
calculated using a singular perturbation theory27. The
propagation velocity of the fast, cf |A=0, and the slow,
cs|A=0, wave is then obtained of
cf |A=0 = c0 + εcf1 , (20)
cs|A=0 =
√
εcs1. (21)
The expressions for c0, c
f
1 and c
s
1 are provided in the
Appendix.
For c∗ Eqs. (18)-(19) we, therefore, obtain the expressions
cf∗ = c0 + ε∗c
f
1 , (22)
cs∗ =
√
ε∗cs1.. (23)
Inserting c∗ = c(A) − A and ε∗ = ε c∗c(A) = ε c(A)−Ac(A) (see
Eqs. (16)-(17)), we obtain
cf (A)−A = c0 + εc
f (A)−A
cf (A)
cf1 , (24)
cs(A)−A =
√
ε
cs(A)−A
cs(A)
cs1. (25)
Solving for cf (A), we obtain the so-called nonlinear
Eikonal equation
cf±(A) =
1
2
((A+ c0 + εc1)±
√
(A+ c0 + εc1)2 − 4εAc1),
(26)
where cf+(A) is the valid advection-velocity relation, be-
cause cf+|A=0 = c+ + εcf1 , see16.
Solving Eq.(25) for cs(A), we obtain
cs±(A) =
1
2
(A±
√
A2 + 4εcs21 ),
cs3(A) = A. (27)
The valid advection-velocity relation for the slow wave
(with cs(A) > 0) is cs+(A), because c
s|A=0 ≡
√
εcs1.
C. Critical velocity and critical advection strength
Here, the critical velocity ccr(Acr), which exhibits a
traveling wave at the connection of the fast wave and
the slow wave branch affected by a critical advection of
strength Acr, is calculated. Also an expression for Acr is
captured by this calculations.
In a FitzHugh-Nagumo model without advection
(Eqs. (1)-(2)), there exists a critical line in the (ε, β)
parameter space, above which wave propagation is im-
possible. At the critical time scale ratio εcr, the single
homoclinic solution of Eqs. (3)-(4) corresponds to the
connection between the fast wave branch and the slow
wave branch, and the propagation velocity of the fast
wave is minimal (ccr|A=0).
The critical time scale ratio εcr as a function of β can be
approximated by solving cs|A=0 = cf |A=0 for εcr, where
cf |A=0 and cs|A=0 are calculated using singular pertur-
6bation theory (Eqs. (20)-(21)). This yields
ε±cr(β) =
−2c0cf1 + cs21 ±
√
−4c0cf1cs21 + cs41
2cf21
, (28)
where ε−cr < ε
+
cr and thus εcr = ε
−
cr, compare Sec.(IV).
For the critical velocity ccr|A=0 as a function of β we then
obtain of Eqs. (20)-(21)
ccr|A=0 = c0 + εcrcf1 =
√
εcrc
s
1. (29)
Advection changes the critical velocity. To obtain an
analytical expression for ccr(Acr), we again start from
Eqs. (18)-(19), which has the same form as FitzHugh-
Nagumo model without advection Eqs. (3)-(4). Substi-
tuting c∗ for ccr|A=0 and ε∗ for εcr, the homoclinic so-
lution of Eqs. (18)-(19) ceases to exist at the connection
between the fast wave branch and the slow wave branch.
Thus, the critical velocity ccr(Acr) in systems affected by
advection can be derived from Eqs. (16)-(17) by setting
c∗ = ccr|A=0 and ε∗ = εcr. With c∗ = c(A) − A and
ε∗ = ε c
∗
c(A) it follows, that
ccr|A=0 = ccr(Acr)−Acr, (30)
εcr = ε
ccr|A=0
ccr(Acr)
, (31)
where ccr|A=0 is the minimal propagation velocity of the
fast wave for A = 0 (Eq.(29)) and ccr(Acr) is the min-
imal propagation velocity of the fast wave, that can be
achieved by influencing the system with critical advec-
tion Acr.
Solving Eq.(31) for ccr(Acr) and Eq.(30) for Acr, we fi-
nally obtain
ccr(Acr) =
ε
εcr
ccr|A=0, (32)
Acr = ccr(Acr)− ccr|A=0 = ccr|A=0( ε
εcr
− 1). (33)
Be aware that ccr|A=0 Eq.(29) as well as εcr Eq.(28) are
fully determined by β. Thus Eq.(33) is an approximation
for the critical surface in the (ε, β,A) space, above which
propagating waves are not supported. As a function of
A and β it reads
ε =
(A+ ccr|A=0)εcr
ccr|A=0 . (34)
For values of ε above this critical surface, wave propaga-
tion is impossible.
IV. NUMERICAL VALIDATION
Fig.(3) shows the propagation velocity of the fast,
cf (A), and the slow, cs(A), waves as a function of advec-
tion strength A for different values of β (Fig.(3)(a)) and
ε (Fig.(3)(b)). The analytical advection-velocity relation
for the slow wave Eq.(27) as well as the nonlinear Eikonal
equation Eq.(26), which provides the advection-velocity
relation for the fast wave, are compared with numerical
results directly obtained from Eqs. (12)-(13). We find,
that the results from the nonlinear Eikonal equation
lie below the numerical results in each case. This is
in accordance with the propagation velocity of the
fast wave solution cf |A=0 calculated with the singular
perturbation theory, which lies below the exact results in
the whole parameter regime (except for some parameter
values close to the saddle-node bifurcation point, where
perturbation theory is less accurate). The larger ε is,
the larger is the deviation, as the calculations depend on
small values of ε.
In addition, we find that the advection-velocity relation
for the slow wave is more accurate compared to the non-
linear Eikonal equation. This again is in accordance with
the singular perturbation theory, which in the shown
parameter regime provides more accurate results for the
slow wave velocity cs|A=0 than for the fast wave velocity
cf |A=0. Close to the point where the fast wave branch
and the slow wave branch meet, the advection-velocity
relation for the slow wave deviates more strongly from
numerical results, because perturbation theory does not
capture the bifurcation behaviour.
Furthermore, the analytical results become less ac-
curate for large negative adevction A < 0, because
the results are obtained using a singular perturba-
tion theory depending on small changes in ε∗, see
Sec.III B, and ε∗ = ε(1 − Ac(A) ) Eqs. (16)-(17) increases
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FIG. 3. Propagation velocity c as a function of advection
strength A. The grey dashed-dotted lines show the velocity of
the fast wave calculated from the nonlinear Eikonal equation
(cf+(A) of Eq.(26)). The grey dashed lines show the slow wave
velocity derived from Eq.(27) (cs+(A)). The blue solid lines
show the results numerically computed from Eqs. (12)-(13).
a) ε = 0.022, b) β = 1.59.
for increasing absolute value of advection strength A < 0.
Fig.4 shows the critical time scale ratio εcr, a prop-
erty of FitzHugh-Nagumo system without advection
Eqs. (1)-(2), see Sec.III C, as a function of threshold β.
For ε > εcr, the system is non-excitable. The analytical
results from Eq.(28) are compared to numerical results
directly obtained from Eqs. (1)-(2). We find, that for
ε < 0.1, Eq.(28) provides a good approximation for the
critical time scale ratio εcr, the absolute error is less
than 0.01. For larger values of ε, the deviation increases,
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FIG. 4. Critical time scale ratio εcr as a function of thresh-
old β. The grey dashed line shows the results derived from
Eq.(28); the blue solid line shows the results numerically com-
puted results from Eqs. (1)-(2). A = 0 in each case.
because Eq.(28) is based on a singular perturbation
theory depending on small values of ε.
Fig.5 shows the propagation velocity c|A=0 as a
function of threshold β. Numerical results obtained
from Eqs. (1)-(2) show the branches of the fast wave
and the slow wave for varying time scale ratio ε. The
fast wave branch and the slow wave branch meet at
a critical velocity ccr|A=0. The analytical expression
for the critical velocity ccr|A=0 Eq.(29) is compared to
the numerical results. The larger the threshold β is,
the better is the analytical approximation: For large
threshold β the saddle-node bifurcation, where the fast
wave branch meets the slow wave branch, occurs for
smaller time scale ratio ε, which in turn improves the
results from the singular perturbation theory. The
analytical results systematically lie below the numerical
results, which is a consequence of the analytical result
for the propagation velocity of the fast wave cf |A=0
being to small over a large range of parameters, see
above.
Fig.6 shows the propagation velocity of the fast,
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FIG. 5. Critical propagation velocity ccr|A=0 as a func-
tion of threshold β (grey dashed line) derived from Eq.(29).
The marked position (dots) on this line correspond to ε =
0.002, 0.004, 0.01, 0.022, 0.04, 0.07, 0.1, 0.15. The solid lines
show the propagation velocity c|A=0 of the fast and the slow
wave as a function of threshold β numerically computed from
Eqs. (1)-(2) with. The color code indicates the same ε, A = 0
in each case. Note that ε = 0.2 is not in the co-domain of
Eq. (28), see Fig. 4.
cf (A), and the slow, cs(A), wave affected by advection
of varying strength A as a function of threshold β.
The branches of the fast and the slow wave velocity
are numerically obtained from Eqs. (12)-(13). Also
here, the fast and the slow wave branch meet at a
critical velocity ccr(A). In addition, the analytical result
for the critical velocity in the presence of advevction
Eq.(32) is shown. It provides the same characteristic
trend as the numerical results. Referring to systems
without advection, the propagation velocity c(A) is
decelerated for negative advection strength A < 0. The
propagation boundary ∂P (connection between fast and
slow wave branch) is shifted to smaller threshold β.
Traveling waves affected by positive advection A > 0 are
accelerated, the propagation boundary ∂P is shifted to
larger threshold β.
A theoretical explanation of the stabilizing effect of
postive advection has been found: every parameter point
in the (ε, β) space can be allocated a critical velocity
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FIG. 6. Critical propagation velocity ccr(Acr) as a func-
tion of threshold β (grey dashed line) derived from Eq.(32)
with εcr from Eq.(28) and ccr|A=0 from Eq.(29). The
coloured solid lines show the propagation velocity c(A) of
the fast and the slow wave numerically computed from
Eqs. (12)-(13) with varying advection strength A (A =
−0.5,−0.4,−0.3,−0.2,−0.1, 0.0, 0.1, 0.2). ε = 0.022 in each
case.
(Eq.(32)). Media without advection are excitable,
if the propagation velocity of the fast wave is larger
than this critical velocity (parameter regime above
the critical line in Fig.(4)) and non-excitable, if the
propagation velocity of the fast wave is smaller than this
critical velocity (parameter regime below the critical
line in Fig.(4)). Negative advection A < 0 causes a
deceleration of traveling waves, which in turn can induce
a destabilization of an originally stable wave, if the fast
wave is decelerated below the critical velocity ccr(Acr)
16.
On the contrary, positive advection A > 0 causes an
acceleration of traveling waves, which in fact can induce
stable wave propagation in the former non-excitable
parameter regime, if the fast wave is accelerated above
the critical velocity ccr(Acr).
In Fig.(7), the critical advection strength Acr is
shown in the (β,A) parameter space for two different
values of time scale ratio ε. The analytical results from
Eq.(33) are compared to numerical results obtained from
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ε = 0.022; b) ε = 0.1). The grey dashed line shows the results
derived from Eq.(33) with εcr from Eq.(28) and ccr(Acr) from
Eq.(29); the blue solid lines show the results numerically com-
puted from Eqs. (12)-(13). The propagation boundary ∂PA=0
is numerically computed from Eqs. (1)-(2).
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FIG. 8. The critical surface in the (ε, β,A) parameter space
derived from Eq.(34) separates the excitable (below) and the
non-excitable (above) parameter regime.
Eqs. (12)-(13). We find, that Eq.(33) provides the same
characteristic trend as numerical results, but deviates
strongly from numerical line for large negative adevction
strength A < 0, as in this case ε∗ Eq. (17) is very
large, and thus the singular perturbation theory breaks
down. The critical line in the (β,A) parameter space
separates the excitable (A > Acr) and the non-excitable
(A < Acr) parameter regime. Compared to systems
without advection, the propagation boundary ∂P is
shifted to smaller threshold β for negative advection
A < 0 and to larger threshold β for positive advection
A > 0.
Fig.8 finally shows the critical surface in the (ε, β,A)
parameter space derived from Eq.(34). It separates the
excitable and the non-excitable parameter space, for
values of ε above the critical surface, propagating waves
are not supported.
V. CONCLUSION
In this work, we described the dependency of the
propagation velocity of an unstable slow traveling wave
cs(A) on advection of strength A analytically (Eq.(27))
and numerically. We have shown, that positive ad-
vection A > 0, corresponding to a constant field exter-
nally applied parallel to the propagation direction re-
spectively corresponding to a small positive curvature
(V-shaped pattern), can induce stable propagation of
traveling waves in the non-excitable parameter regime.
This behaviour is explained analytically: Every point in
the (ε, β) space, where ε is the time scale ratio and β
is a measure for the threshold of the system, is related
to a critical velocity ccr(Acr) (Eq.(32)). ccr(Acr) is the
propagation velocity at a saddle-node bifurcation of an
unstable slow and a stable fast traveling wave solution,
thus the minimal possible velocity of the fast wave solu-
tion. Stable wave propagation in the non-excitable pa-
rameter regime now is induced by accelerating the fast
wave velocity above the critical velocity by affecting it
with advection larger than a critical advection strength
Acr (Eq.(33)). We derived an analytical approximation
of a critical surface in the (ε, β,A) space (Eq.(34)), above
which wave propagation is impossible. Finally, we con-
firmed numerically, that the calculated dependencies of
the critical velocity ccr(Acr) and the critical advection
strength Acr on β and ε are valid in the in systems
10
without advection excitable and non-excitable parame-
ter regimes.
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VII. APPENDIX
A. Critical advection strength derived from nonlinear
Eikonal equation
The nonlinear Eikonal equation is given by (see
Eq.(26))
cf±(A) =
1
2
((A+ c0 + εc1)±
√
(A+ c0 + εc1)2 − 4εAc1).
(35)
The propagation velocity cf+(A) remains real only, if the
discriminant is larger than zero. Hence the limiting al-
lowable advection strength Acr is determined by
(Acr + c0 + εc1)
2 − 4εAcrc1 = 0. (36)
Solving Eq.(36) for Acr yields
A±cr = −(c0 − εc1 ± 2
√−c0εc1). (37)
The critical advection strength Acr is A
−
cr, because
|A+cr| > |A−cr|.
B. Expression for c0, c
f
1 and c
s
1
The exact analytical expression for the propagation
velocity of the stable fast inner solution of FitzHugh-
Nagumo model to lowest order of ε is
c0 =
√
D
2
(u1 + u3 − 2u2), (38)
with u1, u2 and u3 being the intersection points
of the u-nullcline with the inhibitor fixpoint
v0 = −3β + β3, u1 = −β, u2 = β2 −
√
3− 3/4β2,
and u3 =
β
2 +
√
3− 3/4β2.
The correction to first order of ε of the propagation
velocity of the inner stable fast wave solution considering
solitary waves is
cf1 = −
∫∞
−∞ v1
∂u0
∂ξ e
−c0ξdξ∫∞
−∞(
∂u0
∂ξ )
2e−c0ξdξ
(39)
where v1,
v1(ξ) =
1
c0
(u3 − u1)(ξ + (
√
2
u3 − u1 ln(1 + e
−u3−u1√
2
ξ
)),
(40)
is the correction to first order of ε of the inhibitor con-
centration (inner solution) of the fast wave and u0,
u0(ξ) =
u1 + u3
2
+
u1 − u3
2
tanh(
1√
2
u1− u3
2
ξ), (41)
is the (exact) inner solution of the activator concentration
to order zero of ε.
The correction to order
√
ε of the propagation velocity
of the inner unstable slow wave solution is
cs1 =
√√√√ 2√2m− 2l lnα
(2m)(3/2)
3 − l
2
2
√
2m+ l(l
2−2m)
2 lnα
, (42)
where α =
√
l+
√
2m
l−√2m and l =
2
3 (−2u1 + u2 + u3) and
m = (u2 − u1)(u3 − u1). For details, see Ref.27.
