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Abstract—In expert systems, we often face a problem of
estimating the expert’s degree of confidence in a composite statement A & B based on the known expert’s degrees of confidence
a = d(A) and b = d(B) in individual statements A and B. The
corresponding estimate f& (a, b) is sometimes called an “and”operation. Traditional fuzzy logic assumes that the same “and”operation is applied to all pairs of statements. In this case, it is
reasonable to justify that the “and”-operation be associative; such
“and”-operations are known as t-norms. In practice, however,
in different areas, different “and”-operations provide a good
description of expert reasoning. As a result, when we combine
expert knowledge from different areas into a single expert system,
it is reasonable to use different “and”-operations to combine
different statements. In this case, associativity is no longer a
natural requirement. We show, however, that in such situations,
under some reasonable conditions, associativity of each “and”operation can still be deduced. Thus, in this case, we can still
use associative t-norms.

I. “A ND ”-O PERATIONS W HY AND H OW: A B RIEF
R EMINDER
Need for expert systems. In many practical situations, we
reply on expert knowledge:
•
•

we ask medical experts to help cure patients,
we ask human expert in piloting to pilot planes, etc.

Ideally, everyone should have access to the top experts: top
experts in medicine should cure all the patients, top pilots
should pilot every plane, etc. However, there are very few
best experts, and it is not realistic to expect these top experts
to satisfy all the demands.
It is therefore desirable to describe the knowledge of the top
experts inside a computer, so that other experts can use this
knowledge. This descriptions are known as expert systems.
Need for degrees of certainty. Experts are usually not 100%
certain about their statements. For example, a medical expert
may indicate some visible signs of a heart attack, but the
experts understand that there is no way, based only on the
visible signs, to know with absolute certainty whether a patient
is experiencing a heart attack.
To make adequate decisions, the expert system must not
only store the experts’ statement, it must also adequately
store the experts’ degrees of certainty in these statements; see,
e.g., [12], [18], [26].

How degrees of certainty are usually represented. In the
absence of uncertainty, an expert either knows that a given
statement is true, or knows that this statement is false. In the
computer, “true” is usually represented as 1, and “false” as 0.
It is therefore reasonable to describe intermediate degrees
of certainty by numbers intermediate between 0 and 1.
Need for “and”-operations. One of the main objectives of
an expert system is to help decision maker make decisions.
Decisions are rarely based on a single expert statement;
usually, two or more statements are used to argue for the
proper decision.
For example, in the medical case, what we want is, given
the symptoms (and test results, if available), to come up with
an appropriate cure. However, medical rules rarely go from
symptoms directly to cure. Usually, some rules describe a
diagnosis based on the symptoms, and other rules describe
a cure based on the diagnosis. So, to decide on an appropriate
cure based on given symptoms, we must use at least two rules:
a rule describing the diagnosis, and a rule selecting a cure
based on the diagnosis.
It is desirable not just to make a recommendation, but also to
estimate the degree of our certainty in this recommendation.
For a recommendation based on several statements, we are
certain in this recommendation if we are certain in all the
statements used in deriving this recommendation. Thus, the
degree to which we are confident is a given recommendation
is the degree to which all these statements hold, i.e., to which
the first statement holds and the second statement holds, etc.
Thus, not only we need to know the degrees to which each
statement hold, we also need to know the degrees to which
each possible “and”-combination of these statement hold.
Ideally, we should elicit, from the experts, the degrees to which
each such combination holds. However, this is not practically
possible: for n statements, we can have 2n − (n + 1) possible
combinations, so even for a reasonable value n ≈ 100, we
have an astronomical number of combinations.
Since we cannot elicit the degrees for all “and”combinations directly from the experts, we must therefore
estimate these degrees based on the known expert’s degrees
of confidence in the component statements. In other words,
we need to be able, given the expert’s degrees a = d(A) and

b = d(B) in two statements A and B, to come up with an
estimate for the expert’s degree of confidence in the “and”combination A & B. This estimate – depending on a and b –
will be denoted by f& (a, b); it is known as an “and”-operation.

will increase our degree of confidence in A & B: if a > 0 and
b < b′ , then f& (a, b) < f& (a, b′ ).
t-norms that satisfy this additional requirement are known
as Archimedean.

t-norms. Usually, we assume that the same “and”-operation
can be used for all possible pairs of statements (A, B). Under
this assumption, we get reasonable requirements on the “and”operation.
For example, since A & B means the same as B & A, it is
reasonable to require that the result of applying the “and”operation should be the same for both “and”-combinations,
i.e., we should have

Archimedean t-norms are universal approximators. Not all
t-norms are Archimedean: e.g., f& (a, b) = min(a, b) is not an
Arhimedean t-norm, but it can be proven that every t-norm can
be approximated, with any given accuracy, by an Archimedean
one; see, e.g., [17].
Since in practice, the degrees are known with some accuracy
anyway, this universal approximation result means that without
losing any generality, we can always assume that our t-norms
are Archimedean.

f& (a, b) = f& (b, a)
for all a and b. In mathematical terms, this means that the
“and”-operation should be commutative.
Similarly, since A & (B & C) means the same as
(A & B) & C, we should get the same estimate if we
apply the “and”-operation to both expressions, i.e., we should
have
f& (a, f& (b, c)) = f& (f& (a, b), c).
In mathematical terms, this means that the “and”-operation
should be associative.
If A or B is absolutely true (e.g., if a = d(A) = 1), then
our degree of belief in A & B) should be equal to our degree
of belief in the remaining statement:
f& (1, b) = b and f& (a, 1) = a.
If A or B is absolutely false, i.e., either a = 0 or b = 0,
then, of course, the “and”-combination A & B should be false
too, so we must have
f& (a, 0) = f& (0, b) = 0
for all a and b.
It is also reasonable to require that small changes in the
degrees a and b only lead to small changes in the estimate,
i.e., in mathematical terms, that the function f& (a, b) be
continuous.
Finally, if we increase our degree of confidence in A and/or
B, this should either increase our degree of confidence in
A & B or at least keep it the same. Thus, if a ≤ a′ and b ≤ b′ ,
we should have f& (a, b) ≤ f& (a′ , b′ ). In mathematical terms,
this means that the “and”-operation should be monotonic.
“And”-operations that satisfy these requirements are known
as t-norms.
Additional requirement and Archimedean t-norms. If one
of the degrees is 0 (e.g., if a = d(A) = 0), then increasing our
degree of confidence in another statement does not change the
estimate for A & B: even if b < b′ , we still have f& (a, b) =
f& (a, b′ ), since both these values are equal to 0.
However, if none of the degree is equal to 0, then it is
reasonable to require that an increase in degrees in A or B

General form an Archimedean t-norm. It is known that a
general Archimedean t-norm can be obtained form
f& (a, b) = a · b
by an appropriate re-scaling, i.e., it has the form
f& (a, b) = g −1 (g(a) · g(b))
for some 1-1 continuous function g : [0, 1] → [0, 1].
Possibility of an inverse operation. When a ≤ b, then, for
a multiplication t-norm f& (a, b) = a · b, there exists a unique
degree c for which a = f& (b, c): namely, c = a/b. This inverse
operation corresponds to implication ⊃: B ⊃ A is such a
statement that, when we combine it with B, we get A.
When a > b, then such an inverse operation is not defined
on the interval (0, 1], but, since we have assumed strict monotonicity (i.e., the Archimedean property), we can naturally
extend multiplication to the whole set of possible numbers. In
this case, the inverse operation a/b is always uniquely defined
for non-zero degrees.
Likewise, for all other Archimedean t-norms, we can get a
similar extension if we extend the function g(a) to the set of
all real numbers.
II. F ORMULATION OF THE P ROBLEM
Need for different “and”-operations. There are many different “and”-operations. In each area, we should select the one
which is the best fit for the reasoning for experts from this
area.
The first experience of selecting the appropriate “and”operation came when researchers designed the world’s first
expert system MYCIN that collected expertise about rare
blood diseases [7]. At first, the authors of MYCIN thought
that their “and”-operations reflect the general features of
human reasoning. However, when they tried to apply the same
formulas to geophysical experts, it turned out that expertise
of geophysicists corresponds to completely different “and”operations.
It is now well known that in different control situations,
different “and”-operations are most adequate – this depends,
e.g., on whether we are interested in making smooth transitions
or in the fastest way to achieve the goal; see, e.g., [16], [21].

Usually, in fuzzy logic, it is still assumed that the “and”operation is the same in each problem – while it may differ
from problem to problem. However, in interdisciplinary situations, it is reasonable to use different “and”-operations to
combine degrees corresponding to statements from different
disciplines.
In such situations, associativity is no longer a reasonable
requirement, since we may use different “and”-operations to
combine A and B than when we combine B and C.

to describe a set of value V for the whole complex statement.
Thus, we arrive at the following definition.
Definition 2. Let Va , Vb , Vc , Vd , Vab , Vcd , Vac , Vbd , and V
be sets. We say that invertible operations
ab
cd
f&
: Va × Vb → Vab , f&
: Vc × Vd → Vcd ,
ac
bd
f&
: Va × Vc → Vac , f&
: Vb × Vd → Vbd ,
(ab)(cd)

f&

Question. So what can we conclude in such a situation?
III. T OWARDS S OLVING THE P ROBLEM
Inverse operations. While in the general case, it is no longer
reasonable to require associativity, it is still reasonable to
require strict monotonicity. Thus, it is still reasonable to
require that each “and”-operation can be extended to a large
domain so that it becomes reversible – after we exclude
the degree 0. In mathematical terms, this corresponds to the
following definition.
Definition 1. A function f : Va × Vb → Vc is called invertible
if the following two conditions are satisfied:
• for every a ∈ Va and for every c ∈ Vc , there exists a
unique value b ∈ Vb for which c = f (a, b);
• for every b ∈ Vb and for every c ∈ Vc , there exists a
unique value a ∈ Va for which f (a, b) = c.
Comment. In mathematics, functions invertible in the sense of
Definition 1 are called generalized quasigroups; see, e.g., [4].
Discussion. Please note that, to make our results most general,
we did not assume commutativity. This makes sense: While
in expert systems, we normally assume that “and”-operation
is commutative, a natural language “and” is not always commutative. For example, the phrase “I ate a big dinner and I
felt sleepy” has a different meaning than “I felt sleepy and I
ate a big dinner”.
We also do not necessarily assume that the degrees of
confidence from different areas are described by the same set
of values. In general, these sets Va , Vb , and Vc can be all
different.
What do we have instead of associativity? Suppose that we
have four different types of statements (in general, each with
its own set of possible degrees Va , Vb , Vc , and Vd ). We want
to use the fact that the statements (A & B) & (C & D) and
(A & C) & (B & D) are equivalent. It is therefore reasonable
to require that for these two statements, we get the same
estimates. The difference from the case when we use a single
“and”-operation is that now, in general, we have one “and”ab
to combine values from Va and Vb , another
operations f&
ac
“and”-operation f&
to combine value from Va and Vc , etc.
To formalize this description, we also need to have sets
of degrees for each of the combinations A & B, C & D,
A & C, and B & D. We will denote these sets of degrees
by, correspondingly, Vab , Vbd , Vac , and Vbd . We also need

: Vab × Vcd → V, and

(ac)(bd)

f&

: Vac × Vbd → V

satisfy the generalized associativity requirement if for all a ∈
Va , b ∈ Vb , c ∈ Vc , and d ∈ Vb , we have
(ab)(cd)

f&

ab
cd
(f&
(a, b), f&
(c, d)) =

(ac)(bd)

f&

ac
bd
(f&
(a, c), f&
(b, d)).

Comment. In mathematical terms, this requirement is known
as generalized mediality [4].
Groups and Abelian groups: reminder. To describe the main
result, we need to recall that a set G with an associative
operation g(a, b) and a unit element e (for which g(a, e) =
g(e, a) = a) is called a group if every element is invertible,
i.e., if for every a, there exists an a′ for which g(a, a′ ) = e.
A group in which the operation g(a, b) is commutative is
known as Abelian.
Proposition. For every set of invertible operations that satisfy the generalized associativity requirement, there exists an
Abelian group G and 1-1 mappings
ra : Va → G, rb : Vb → G,
rc : Vc → G, rd : Vd → G,
rab : Vab → G, rcd : Vcd → G,
rac : Vac → G, rbd : Vbd → G, and
r:V →G
for which, for all a ∈ Va , b ∈ Vb , c ∈ Vc , d ∈ Vd , vab ∈ Vab ,
vcd ∈ Vcd , vac ∈ Vac , and vbd ∈ Vbd , we have:
−1
ab
f&
(a, b) = rab
(g(ra (a), rb (b));
−1
cd
f&
(c, d) = rcd
(g(rc (c), rd (d));
ac
−1
f&
(a, c) = rac
(g(ra (a), rc (c));
−1
bd
f&
(b, d) = rbd
(g(rb (b), rd (d));
(ab)(cd)

(vab , vcd ) = r−1 (g(rab (vab ), rcd (vcd ));

(ac)(bd)

(vac , vbd ) = r−1 (g(rac (vac ), rbd (vbd )).

f&
f&

Proof. The proof of this statement is, in effect, contained
in [2], [3], [4], [23], [24], [25].

Discussion. Thus, after appropriate re-scalings ri , all the
“and”-operations reduce to associative operation g(a, b).
Conclusion. So, even if we have several different “and”operations, and we can no longer directly justify associativity,
associativity can still still be deduced from the natural generalized associativity requirement.
IV. P OSSIBLE A PPLICATION TO C OPULAS : A N A RGUMENT
FOR U SING A SSOCIATIVE C OPULAS
What is a copula. Similar “and”-operations are used in the
probabilistic case. Specifically, a 1-D probability distribution
of a random variable X can be described by its cumulative
def
distribution function (cdf) FX (x) = Prob(X ≤ x).
A 2-D distribution of a random vector (X, Y ) can be
similarly described by its 2-D cdf FXY (x, y) = Prob(X ≤
x & Y ≤ y).
It turns out that we can always describe F (x, y) as

if we first combine X with Z, Y with T , and then
combine the two results.
Thus, we require that for all possible real numbers x, y, z,
and t, we get
•

CXY,ZT (CXY (FX (x), FY (y)), CZT (FZ (z), FT (t))) =
CXZ,Y T (CXZ (FX (x), FZ (z)), CY T (FY (y), FT (t))).
If we denote a = FX (x), b = FY (y), c = FZ (z), and d =
FT (t), we conclude that for every a, b, c, and d, we have
CXY,ZT (CXY (a, b), CZT (c, d)) =
CXZ,Y T (CXZ (a, c), CY T (b, d)).
This is exactly our generalized associativity requirement. Thus,
if we assume that the copulas are invertible, we conclude that
they can be re-scaled to associative operations – in the sense
of the above Theorem.

FXY (x, y) = CXY (FX (x), FY (y))
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def

FXY ...Z (x, y, . . . , z) =

Prob(X ≤ x & Y ≤ y & . . . & Z ≤ z) =
CXY ...Z (FX (x), FY (y), . . . , FZ (z))
for an appropriate multi-D copula CXY ...Z .
Vine copulas. When we have many (n ≫ 1) random variables,
then to exactly describe their joint distribution, we need to
describe a general function of n variables. Even if we use two
values for each variable, we get 2n combinations, which for
large n can be astronomically large. Thus, a reasonable idea
is to approximate the multi-D distribution.
A reasonable way to approximate is to use 2-D copulas.
For example, to describe a joint distribution of three variables
X, Y , and Z, we first describe the joint distribution of X
and Y as FXY (x, y) = CXY (FX (x), FY (y)), and then use
an appropriate copula CXY,Z to combine it with FZ (z):
FXY Z (x, y, z) ≈ CXY,Z (FXY (x, y), FZ (z)) =
CXY,Z (CXY (FX (x), FY (y), FZ (z)).
Such an approximation, when copulas are applied to one
another like a vine, are known as vine copulas; see, e.g., [1],
[5], [6], [8], [9], [10], [11], [13], [14], [19], [22].
Natural analogue of associativity. It is reasonable to require
that the result of the vine copula approximation should not
depend on the order in which we combine the variables. In
particular, for four random variables X, Y , Z, and T , we
should get the same result in the following two situations:
• if we first combine X with Y , Z and T , and then combine
the two results; or
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Publ. Inst. Statist. Univ. Paris, 1959, Vol. 8, pp. 229–231.
[21] M. H. Smith and V. Kreinovich. “Optimal strategy of switching reasoning methods in fuzzy control”, Chapter 6 in H. T. Nguyen, M. Sugeno, R.
Tong, and R. Yager (eds.), Theoretical aspects of fuzzy control, J. Wiley,
New York, 1995, pp. 117–146.

[22] S. Sriboonchitta, O. Kosheleva, and H. T. Nguyen, “Why Are Vine
Copulas So Successful in Econometrics?”, International Journal of
Uncertainty, Fuzziness, and Knowledge-Based Systems (IJUFKS), 2015,
Vol. 23, Suppl. 1, pp. 133–142.
[23] M. A. Taylor, “The generalized equations of bisymmetry, associativity
and transitivity on quasigroups”, Canadian Math. Bulletin, 1972, Vol. 15,
pp. 119–124.
[24] M. A. Taylor, “Certian functional equations on groupoids weaker than
quasigroups”, Aequationes Mathematicae, 1973, Vol. 9, pp. 23–29.
[25] M. A. Taylor, “On the generalized equations of associativity and
bisymmetry”, Aequationes Mathematicae, 1978, Vol. 17, pp. 154–163.
[26] L. A. Zadeh, “Fuzzy sets”, Information and Control, 1965, Vol. 8,
pp. 338–353.

