JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. 
where Ft = the expected number of entrants in t, Pt = the probability of entry in t of each potential entrant, N = the population of potential entrants, nt-, = the number of firms that have already entered the market by t -I. The central issue, of course, is what determines Pt, the probability of entry. Our hypothesis is that it basically depends upon the ways in which returns can be maximised on a component of organisation capital, namely, information on new product technology. We distinguish organisation capital from human capital in that the returns to the latter can be appropriated by the individual employees who possess such capital. In contrast, organisation capital belongs to the firm either because it has legal title to it, as in the case of a patent, or because it depends upon the interdependent actions or information of more than one employee. Information on new product technology may take a wide variety of forms, including knowledge and skills relating to production processes and market characteristics for the new product.
Information on new products arises from two sources: (a) from firms already in the market and (b) from sources outside the set of current producers. Both are sources of new information or technology throughout the product cycle, but we expect that the balance between the two changes systematically over time. The former, which we label I,, is defined as new information emanating from experience in production by existing firms. This type of information has both transferable and non-transferable components. The transferable component represents information. that cannot be appropriated and is available for adoption by other firms. The non-transferable component remains the property of its producer and tends to cumulate over time. The accumulated stock of nontransferable information represents what is commonly referred to in the literature as 'learning by doing' and, in the context of a model of entry, operates as a barrier to entry contributing to its eventual decline.
In contrast, h2, defined as technological information emanating from sources outside the set of current producers, has a positive effect on entry. Such innovation reduces the value of experience accumulated through past production and, thereby, facilitates entry. Moreover, as pointed out by Arrow (I962), there are peculiar properties of the market for information which makes the sale of information difficult. This may leave the innovator with no option but to enter the market if he wishes to realise the full value of his informational capital. ' A central feature of our view of entry is that systematic changes occur in the sources of innovations over the product cycle. Innovation, as already indicated, is not a single event but a continuing process encompassing all product improvements and modifications in production techniques. In the early phase of a product cycle (Stage II),, we hypothesise that most innovations are of the I2 variety. That is, they originate outside the set of current producers (from firms in technologically related markets, from independent inventors, from equip-I A similar view may be found in Mueller (I976). Williamson (1975) also notes features of new industries that operate as obstacles to the sale of information.
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OF PRODUCT INNOVATIONS 633 ment manufacturers, etc.). In contrast, later in the product cycle (Stages III, IV, and V), we expect that the balance of innovations shifts to the I, variety, and the cumulative stock of such innovations begins to operate as an entry barrier. The distinction between intervals in which most innovations emanate from existing firms rather than from sources external to the set of current manufacturers of the product parallels still another change. In the early phase of the product cycle (Stage II), a much larger fraction of the innovations have major consequences for costs of production or for product quality. Over the product cycle, for reasons effectively developed by Burns (I934) in his study of production trends, there is a retardation in technical change as an industry matures. This retardation may be reflected primarily in the importance of the innovations rather than in their number. As contrasted with I2, innovations of the I, type are much more frequently associated with minor modifications in production and marketing techniques, in methods of quality control, and in product improvements of lesser importance. Hence, the transition from I2 to I1 innovations corresponds to a retardation in the rate of technical advance. From the standpoint of entry, however, what is critical is not simply the reduction in the rate of technical advance but the concurrent shift in its origin.
The essence of our model of the probability of entry can be stated formally as:
where I2t = number of innovations at time t emanating from sources external to the industry, Lt = the accumulated stock of experience of incumbent producers (which depends partly on I,) at time t, and nt = profit of incumbent producers at time t.
The variables I2t and Lt represent the influence of technological change on the probability of entry. We expect that af/lI2t > o and af/9Lt < o. The variable tT represents the potential rewards of entry. We expect that, the larger the potential rewards of entry, the greater the probability that a potential entrant who possesses valuable information will enter the market. Applying the model described in equations (I) and (2) to Stages II, III, and IV, we hypothesise the following. The entry rate accelerates at the beginning of Stage II, propelled by the two forces, I2 and iT. As technology matures and opportunities for the most dramatic product improvements are realised, the rate of important innovations declines, leading to a reduction in the entry rate. This is reinforced by: (a) the accumulation of experience by existing firms (itself a function of I,) operating as an entry barrier; (b) the eventual decrease in iT resulting from the increase in the number of producers and (c) a gradual reduction in N-n_-, the population of potential entrants that have not as yet entered the market. Finally, a point of zero net entry is reached (Stage III). This, however, is not an equilibrium but rather reflects THE ECONOMIC JOURNAL [SEPTEMBER structural changes in the industry that, when they mature, precipitate Stage
IV.
The reduction in the rate of major innovations brings to an end the higher than equilibrium rates of return to former innovators. As prices and profit margins approach normal competitive levels under pressure from imitators, there is renewed pressure to raise the rate of innovation. Now, however, the induced rise in innovation takes mainly the form of I, (innovations internal to the set of current producers). This not only reinforces the barriers to new entry but, in addition, compresses the profit margins of the less efficient producers who are unable to imitate the leaders from among the existing firms. Consequently, the exit rate rises sharply until the less efficient firms are forced out of the market.
Certain attributes of our evolutionary theory deserve emphasis. First, and most important, there is no unique equilibrium number of firms in a market as suggested in some theories of entry. The ultimate number of producers in Stage V, and the number at each preceding point in time, depends upon the sequence of events to that point. Second, technological change (innovations) plays a critical role in determining both entry rates and the eventual number of firms in the market. But the effect of innovations reverses between Stage II and Stages III and IV, as the character of innovations changes. Third, the number of firms in product markets technologically adjacent to those of a new product -that is, the number of potential entrants -influences the entry rate. Finally, the onset of Stage III and the ensuing net exit in Stage IV is not associated with the maturity of the market as measured by market size or the growth rate in demand. Rather, it corresponds to a decrease in the rate of innovations external to the industry, a compression of profit rates, and the accumulation of valuable experience by incumbent producers.
II. ALTERNATIVE THEORIES OF ENTRY
Our evolutionary theory may be most sharply distinguished from those that envisage a unique equilibrium solution in the number of producers. We start with the most widely used model of this type.
(I) Scale economies The scale economies hypothesis assumes that production in the long run is ultimately characterised by decreasing returns to scale. Entry is assumed to occur when it is possible to reduce the total cost of production of the industry level of output through a change in the number of producers.' More formally, entry is assumed to be determined as
Ni*t= (2) Technical change and shifts in optimum firm size The simple economies-of-scale theory of entry assumes a fixed optimal (minimum and maximum) size of firm. A more complex set of predictions emerges if one assumes systematic shifts in optimum size. Mueller and Tilton (I969) argue that as a new product technology develops, producers accumulate knowledge through 'learning by doing'. The larger this base of knowledge, the larger the minimum efficient size of firm. Tilton (I97I) holds that, as a product technology matures and change slows, producers shift to capitalintensive production methods. The slowing of technical change reduces the rate of obsolescence, thus making investment in capital-intensive production methods more profitable. This, in turn, raises the minimum efficient size of firm.
In terms of the five stages of development, this theory predicts that net entry should conform closely to movements in output except when there is a shift in 1 Current profits, or the expected return on capital, is sometimes used in place of the past growth in sales to explain entry in models that lean heavily on economies of scale, for example Mansfield (I962). However, profits as an explanatory variable for entry neither confirms nor denies an economies-ofscale hypothesis since, in itself, it offers no explanation for why the potential profits are not captured by existing firms rather than new entrants. the minimum efficient size of firm. Mueller and Tilton (I969) hypothesise that the rate of technological change slows after Stage II, contributing to an increase in the minimum efficient size of firm. Thus the theory predicts that the rate of growth in output should be roughly zero in Stage I, positive in Stage II, but not related directly to the rate of growth in output in Stages III and IV. Assuming that the firms surviving in Stage V have all attained minimum efficient size, the theory predicts that the rate of growth in output in Stage V should be roughly zero. Moreover, it would follow that the smallest firms in the industry will account for a disproportionately high fraction of the firms exiting the industry in Stages III and IV.
(3) Adjustment costs An alternative to the economies-of-scale model of entry is the 'dynamic adjustment cost' hypothesis of Penrose (I959). In contrast to the question of optimal scale, dynamic adjustment costs involve a concept of optimal growth rate. Below the optimal growth rate, managerial capacity is released for new tasks at a faster rate than such tasks are created. Conversely, above the optimal growth rate, managerial capacity is exceeded, with the consequence of rising costs. While the theory was not developed primarily to explain entry, it follows from the above that the entry rate should rise when demand growth is too high to permit existing firms to capture the larger market without significantly exceeding their optimal growth rates.
In terms of the five stages of development, the 'adjustment costs' hypothesis predicts that growth in output should be near the optimal rate (for existing firms) in Stages I, III, and V (when net entry is approximately zero), above the optimal rate in Stage II (when net entry is positive), and below the optimal rate in Stage IV (when net entry is negative). Moreover, it follows from the theory that the rate of growth in output will be largest in Stage II, smallest in Stage IV, and roughly equal in Stages I, III, and V.
(4) Entry and technological change Phillips (197I) argues that an environment conducive to a rapid rate of innovation contributes to exit of producers and increasing market concentration. In a detailed study of the aircraft industry, he concludes that the rapid rate of technological change in supplying industries (partly fostered by government support for defence R & D) contributed to a larger dispersion in the profit rates of existing producers, with a consequent rise in business failures and market concentration. Nelson and Winter (I978) reach a similar conclusion in the context of a simulation model of industry market structure. Modelling technological change as a stochastic process, they find that, the higher the mean level of technological change, the greater the industry's level of market concentration.
Nelson and Winter reach the above conclusion in the context of a model which (for simplifying purposes) assumes no entry. Phillips' analysis similarly is directed to an industry where the forces of exit predominate. Table I The The principal predictions of the four hypotheses are summarised in Table I . These can be contrasted with our view of the development of new product industries. Hypotheses I and 3 predict that the timing of the five stages corresponds to changes in the rate of growth of industry output. In contrast, in our view the timing of the five stages is dependent upon technological factors which are not necessarily keyed to changes in the rate of growth of industry output. Hypothesis 2 is closer to our view in that it stresses the importance of the rate of technological change. However, it leads to the conclusion that a reduction in the rate of technological' change occurs, beginning with Stage III, and that this reduction contributes to the exit of the smallest producers in Stage IV. In contrast, while our theory also predicts the survival of the most efficient firms in Stage IV, it does not imply that these surviving firms are necessarily the largest firms in the industry. Finally, hypothesis 4 predicts that the exit of producers in Stage IV corresponds to a relatively high rate of technological change fuelled by technological advances outside the industry. In contrast, our theory predicts that the negative rate of net entry in Stage IV stems from a compression of profit margins resulting from increased price THE ECONOMIC JOURNAL [SEPTEMBER competition (associated with increased numbers of producers), a reduction in the rate of technological change originating outside the industry, and increasing barriers to new firms from the accumulation of experience by existing firms and from innovations of the I, type.
III. THE EVIDENCE (i)
Choice of sample and data To test the various hypotheses, we assembled data on the historical development of 46 new products.' The 46 were chosen on the basis of three criteria: (I) to allow sufficient diversity by including consumer, industrial, and military products; (2) to include only products that were 'basic' innovations; (3) to include products with adequate data on net entry. The 46 products are listed in Table 2 along with the year they were first commercially introduced.2 The initial dates of commercial introduction span a 73-year period, beginning with phonograph records in i887 and ending with lasers in ig60.
For the products in the sample, annual data were developed, from the inception of commercial production through to I973, on the number of producers, the number of patents issued, the number of innovations, and price and output. Data on the number of producers were taken from Thomas' Register of American Manufactures, supplemented with data obtained from individual companies. With the exception of the early years in several instances, data on number of producers are complete for all 46 products. Information on the annual rate of patenting was obtained from United States Patent Office records. Patent data were compiled for all but four of the 46 products.
Counts of innovations were derived from a variety of published and unpublished sources, including trade publications, company histories, and information specially compiled for us by companies that first introduced the new product, or that produced it through most of its history. It was possible to construct a meaningful count of innovations for only 23 products in our sample of 46. Finally, data on price and output were drawn from a variety of government and private sources including trade publications. Price data were successfully compiled for 23 products and output data for 25. In contrast to the other series, price and output data, even where available, sometimes have gaps for part of the relevant history.
(2) Decomposing.diffusion into stages We decompose the product histories into (a maximum of) five stages. The stages are defined in terms of net entry (i.e. changes in the number of producers). The five-stage prototype is pictured in Fig. I. 1 Two products, procaine and sulphonamides, were deleted from an original sample of 48 because they had not reached Stage II by 1973. The effect of patents may have permanently precluded a Stage II for both products.
2 The initial year of commercial production is in most cases the year the product was first listed in Thomas' Register of American Manufactures (the source for the data on number of producers). For products which were commercially introduced before I906, the first year Thomas' Register was published, the initial year of production was supplied by producers in the industry. In some cases of products introduced after I906, producers in the industry informed us that the initial year of commercial production preceded the first year the product was listed in Thomas' Register. In such cases, we adopted the date supplied by the maker of the product. We do not assume, a priori, that all new products proceed through all five stages. Instead, we allow the data to determine how many of the five stages are present in each case.
The decomposition into stages was achieved as follows. First, for each product, data were examined on annual net entry rates. Intervals that clearly were components of each of the five stages were identified by visual inspection of the plotted series.
The remaining years -that is, those for which the entry rates could have been associated with either of the two adjacent stages -were then classified into four 'in-between' stages. The principal remaining task consisted of reducing the resulting nine classes into five by devising a method for assigning the observations in the four 'in-between' stages to the original five stages. The initial classification procedure resulted in the assignment of I,247 observations for the 46 products into one of the five stages, leaving 695 observations initially assigned to the 'in-between' stages to be reassigned.
The assignment procedure consisted basically of the following steps. First we 'standardised' the net entry rates across products to eliminate the effect of cross-sectional differences in levels of net entry. This was accomplished by dividing each observation for a given product by the mean value of net entry for Stage II for the preclassified years for that product.' Secondly, the standardised values for each stage were pooled across all products. These standardised values continue to reflect inter-stage variations in entry rates, but they no longer reflect the wide variations in average net entry rates across products. Third, we used a generalisation of a standard discriminant analysis procedure to classify the 695 points that had not been initially assigned to one of the five stages. The procedure essentially classified points according to the stage they most resembled, where each stage was characterised by the mean rate of entry of the points that had initially been classified in that stage. A detailed description of the procedure is contained in the Appendix.
Results of the decomposition are presented in Tables 2 and 3 . For each product, Table 2 lists the number of years classified in each stage and Table 3 lists the mean rate of net entry of the years classified in each stage.
Notwithstanding considerable variation in the duration of stages among products, certain dominant attributes of the process of entry stand out in Tables 2 and 3 with remarkable consistency. First, as Table 2 demonstrates, there are few instances of initial commercial introduction of a product that are immediately followed by rapid entry. For all but three of the forty-six innovations, there was at least one year in Stage I (preceding take-off in entry). Closer examination of Table 2 indicates that the average length of Stage I has declined over time. While the overall average length of Stage I is I4j4 years, the average length of Stage I for products introduced before I930 was 23-I years; it was 9-6 years for those introduced in I930-9 and only 4-9 years for products introduced in I940 or later. While the result could arise partly from sample selection bias, it strongly suggests that the interval required for successful imitation has systematically declined over time. Table 2 further indicates that, of the 36 products which had attained Stages IV or V by I973, all proceeded through a distinct contraction phase in the number of producers. As indicated in Table 3 probability of the recorded binary comparison or a more extreme binary comparison in the same direction if, in fact, the true rates of growth in output for each product were equal in successive stages. This was computed from the binomial distribution. For example, the entry o0o35 in column I of Table 5 is the probability of 7 or 8 successes in 8 trials if the probability of success for each trial is 0o5. Table 5 . Moreover, the simple economies of scale hypothesis predicts that the rate of growth in output should be zero in Stages III and V and negative in Stage IV. However, the data in Table 5 indicate that the rate of growth of output in Stage III is positive for I 3 of I 5 products. The data for Stage IV indicate that the rate of growth of output continues to be positive in that stage for 7 of the I 6 products, with a high positive average of the mean annual rates of growth in output for the various products.
The summary statistics in
Overall, the more complex scale economies hypothesis which allows for changes in the minimum efficient size of firm fares better in Table 5 than the simpler version. This, however, stems partly from the fact that its implications are less clear. Its sharpest prediction concerns the nature of exiting firms in Stages III and IV. The hypothesis is somewhat difficult to test because of inadequacies in the data on firm sizes. However, it appears that Stages III and IV are characterised by a continued presence of a broad spectrum of firm sizes in most of the 46 markets.2 Thus there does not appear to be evidence of a pronounced tendency towards disappearance of small firms during Stage IV. Indeed, one finds some of the larger as well as the smaller firms exiting in Stage IV. While this is not inconsistent with an inference that less efficient producers were being forced out of the market in Stage IV, it does not support 1 For a number of reasons, it is likely that the decrease in the rate of growth of output over time is actually more pronounced than the summary statistics in Table 5 indicate. First, the output data are quite crude and contain considerable measurement error. This will tend to make the binary comparisons less extreme than they would be in the absence of measurement error. Secondly, there are a number of products for which there are very few observations on output in some stages, either because the data were not reported (there are gaps in a number of the output series) or because the relevant stage is brief. A disproportionate number of the binary comparisons which do not suggest a declining rate of growth of output over time involve mean rates of growth of output which were calculated from a (relatively) small number of observations.the conclusion that the observed phenomenon of high exit rates is an aspect of scale economies.
(b) HIypotheses concerning the efects of innovation Technological change can be measured in numerous ways. We examine three measures of technological change used in this study. The first is the number of 'important' innovations for the new product, further subdivided into 'major' and 'minor' (important) innovations. This information was compiled for a subset of the industries in our sample from a variety of sources, including information provided by the companies that historically produced the new product. The data on innovations consist mainly of product improvements, although some changes in production processes used for the new products are also included. The innovations are classified as major and minor based on judgement and expert advice. For example, the production of a lightweight aluminium motor and the electric starting motor were classified as major innovations for the new product, outboard motors, while the development of an abrasion-resisting water pump and an internal reed valve induction system were classified as minor innovations. Similarly, the initial introduction of a reliable internal mirror laser was classified as a major innovation for the new product, lasers, while the development of moisture-resistant seals for a heliumneon laser was classified as a minor innovation.
The second measure of technological change is the real percentage decrease in the average price of the new product. For new products, price declines are a common attribute of technological change. They arise from improvements in production processes as new techniques develop with accumulated knowledge, and from declines in the prices of key components of a product as production processes of component manufacturers also change. Price declines may also arise from scale economies, particularly in the early phases of a market's development. Indeed, changes in scale are an aspect of changes in production processes.
The analytical problem, however, is made more complex by the fact that product prices also change as the result of changes in competition induced by entry. Without discounting the possibility of some effect of entry on prices, we interpret price declines primarily as a reflection of improvements in production processes. The magnitude of such declines renders it implausible that they reflect mainly a compression of profit margins.
The last measure of technological change is the number of patents issued in each of the new product categories. Included are patents relating to both product and process innovations. The number of patents issued measures primarily the input (or effort) devoted to innovative activity rather than the output of useful innovations. Input should be positively associated with both market size and the number of producers. In contrast, output depends not only on innovative effort but on technological opportunities, and the latter, as the evidence presented below indicates, appear to decline in economic importance as a product market matures.
The evidence from the three measures of technological change is presented in Tables 6, 7 Table 5 . The principal implications of the three measures of technological change are summarised below. Table 6 Mean First, based on annual percentage changes in price (Table 7) , we find: (i) the greatest percentage decreases in price occur during the early stages of development; (2) the decreases in price fall thereafter, dropping markedly in Stage V.1 Secondly, based on counts of innovations (Table 6 ), we find: (I) the 1 While the binary comparisons indicate that the rate of decrease in price falls after Stage II, the average of the means suggests that the percentage decrease in price rises from Stage III to Stage IV. This is a manifestation of the changing mix of products for which observations on price were available for Stages III and IV. Focusing only on those products for which observations on price were available for both Stages III and IV, the average of the mean rate of decrease in price for these products is 5-7 % in Stage III and 5-5 % in Stage IV. Thus, after correcting for the mix of products, there appears to be a slight decline in the rate of decrease in price from Stage III to Stage. IV. The binary comparisons for Stages III and IV point to a similar conclusion. In general, the binary comparisons are likely to understate the differences between the rate of decrease in price in successive stages for the same reasons that they understate the decline in the rate of growth of output over time (cf. note i on p. 645).
number of major innovations appears to peak slightly in Stage II and remains roughly level in the subsequent stages; (2) the number of minor innovations appears to peak in Stage III and remain roughly level in Stages IV and V. Finally, based on annual number of patents (Table 8) , the binary comparisons point to a steadily increasing rate of patenting up to Stages I-III, a levelling Table 7 Percentage The increase in the rate of patenting over time is probably attributable to an increase in innovative effort. The failure of the price and innovations series to rise comparably indicates that innovative effort may be rising over time even though the productivity of this effort is declining. There are two circumstances which may render such an outcome consistent with maximising behaviour by firms. First, while the success rate of innovative effort may decline, the continued growth in market size may raise the returns to successful innovations, thus maintaining incentives for investment in technological change. Secondly, to an important degree innovative activity is an unplanned consequence of production and, as such, entails only small incremental costs. Accordingly, as output continues to grow, innovative activity rises, in part, independently of changes in the productivity of such activity.
The behaviour of the three series appears to support the hypotheses presented in Section I. It was argued that in the early stages of the development of new industries technological change has a positive effect on entry and delays exit of less efficient producers. It follows that Stage II should be characterised by a relatively high rate of technical change and that the onset of Stage III would be associated with a decrease in technical change. The data on price changes are consistent with this hypothesis. While our data on innovations do not point to a decline in the rate of technical change, there are indications that the 'major innovations' occurring during the early stages of development of new product industries are of greater importance than those occurring later. This explains the flatness in the innovations series notwithstanding the downward trend in the rate of decrease in prices.
It was further hypothesised that exit of the less efficient producers in Stage IV was associated with intensified technological competition originating from sources internal to the industry. The increase in the rate of patenting over time, particularly in Stage V, is generally consistent with this interpretation.
Our conclusions on the process of technical change and its implications for Tables 6, 7 and 8 are not consistent with this view. Decreases in price decline over time, while the counts of innovations do not indicate a higher rate of technical change in Stage IV than in either Stages III or V. While patent data suggest a different pattern, they also offer no support to a hypothesis that the rate of technological change is especially high in Stage IV. It is possible that the industries with the highest exit rate in Stage IV are those that experienced the highest rate of technical change in that stage. While our data do not indicate a correlation across industries in the rate of technical change (as measured by price decreases, innovations, or patents) and exit rates in Stage IV, or technical change and the rates of net entry in Stage V, our data may be too crude to reveal this pattern.
IV. CONCLUSIONS
Though our historical method of analysis necessarily leaves many questions only partially resolved, a number of strong results emerge from the record. These, briefly, are as follows.
(i) The markets for most new products appear to pass through at least five distinguishable stages in the course of their evolution.
(2) New industries generally pass through a stage in which the number of producers declines significantly.
(3) The evidence does not support the hypothesis that variations in entry of producers into new markets can be explained largely by economies of scale.
(4) The dynamic adjustment costs hypothesis as an explanation of entry rates is consistent with some of the evidence but is not a sufficient explanation for many of the observed phenomena.
(5) There appears to be an association between rises and declines in the rate of innovation and the rate of entry into new markets. We interpret the causal relation as being positive, and flowing primarily from innovations to entry rates during the period of positive net' entry.
(6) The character, importance, and sources of innovations appear to change over the product cycle.
(7) The results support the conclusion that the structure of markets (in terms of number and composition of producers) is shaped, to an important degree, by discrete events such as technical change and the flow of information among existing and potential producers.
We view many of these inferences as only first steps toward developing a theory of the evolution of industries. Much more data and further theoretical Step 3 ensures that, once classified, X1, X2, ..., XT cannot be reclassified without lowering t1-21 -This procedure generalises one often used to classify a single observation. It is easy to demonstrate that if a single observation x must be classified in one of two populations, where each population is characterised by the same symmetric distribution and the same variance, then the probability of misclassification is minimised if x is classified in the population whose mean is closest to x (cf. Dhyrmes (I970, pp. 63-5) ). Similarly, step 2 requires that the mean of the observations classified in each of the two stages is closer to the sample mean of the observations initially classified in those stages than in the alternative stage.
Step 3 ensures that, from among the classifications that would satisfy step 2, the classification that is chosen maximises the difference between the means of the points classified in the two alternative stages. It attempts to maximise the 'difference' between the points classified in contiguous stages.
