In this work a method to facilitate the elaboration of a forecast for people with little statistical training is proposed. The method uses a rather simple yet sufficiently accurate time series characterization that allowed training a series of artificial neural networks (ANNs) to predict the forecasting performance of several statistical techniques. A case study is presented to demonstrate the application of the method. All techniques used, including the ANN, were conveniently coded in MS Excel so the computational requirements are modest. Furthermore, the results can be tabulated for quick consultation.
Introduction
Our daily life is full of decisions. Everyday decisions greatly depend on the information at hand as well as our best estimation of future information. Forecasting techniques deal with generating the latter. In many cases, historic records about the behavior of a phenomenon are the bases for generating estimates about its future behavior. Such historic evolution organized chronologically is commonly known as a time series. When it comes to time series forecasting, it is reasonable to expect that better decisions be made based on better forecasts.
Although many people are required to generate forecasts in a daily basis, three issues frequently make their task difficult: (1) not having the proper statistical background, (2) not having specialized forecasting software available, and (3) not having the time to compare several methods to find the best-suited to the time series under analysis. These three issues provide the motivation for this work.
Three phases were necessary to get to the results here presented. The first phase consisted on exploring and coding eight traditional time series forecasting techniques to be able to measure their forecasting performance.
The second phase dealt with developing a simple, yet sufficiently accurate time series characterization. The third phase included training artificial neural networks (ANNs) with the statistical methods and their performance on a set of sample time series.
The proposed method does not depend on highly specialized statistical software and allows selecting an adequate forecasting technique in a consistent manner through a simple-to-obtain characterization. The ANN and the forecasting techniques were conveniently coded in MS Excel, and are therefore easy to distribute.
Furthermore, the results can be tabulated for quick consultation. A potential impact of this work is that, through the application of the proposed method, people with little or no statistical training could select competitive forecasting techniques for their series, thereby improving their output and their decision-making.
The performance of the method is assessed with statistical basis and its application is demonstrated here through a case study.
Literature Review
Time series forecasting has been used in many real cases as a decision-making aid. Although many techniques are available for forecasting, the variation that can be found in time series does not allow having a universally best technique. Selection of an adequate technique is considered a non-trivial task that requires experience and statistical knowledge (Prudencio et al., 2004) .
In the literature, using ANNs as time-series forecasters is the main topic of several works . For instance, some works use ANNs to predict the quality of air (Gardner and Dorling, 1999; Kolehmainen et al., 2001; Niska et al., 2004) ; another one (Kuo et al., 1999) compares the performance of ANNs and the autoregressive mean average in forecasting the demand in a chain of Chinese supermarkets. However, recently an increased focus on using ANNs to select forecasting techniques using the characterization of a time series as input is evident ( Venkatachalam et al., 1999) .
Several works have concluded that there is a strong dependence of forecasting performance on the characteristics of the time series under study (Venkatachalam et al., 1999; Meande et al., 2000; Prudencio et al., 2004; Inouea et al., 2006) . Obtaining such characteristics in practically all reviewed published works requires, however, formal training in statistics. Many people who could benefit from better forecasts, nevertheless, do not have enough or completely lack such background.
The method proposed in this work provides a time series characterization that is simple to obtain and that does not require a formal statistics background. It also provides ready-to-use ANNs to predict, based on such characterization, the performance of several well-known statistical forecasting techniques to simply pick the winner and apply it. The details of the method are described in the ensuing section.
Proposed Method
Figure 1 schematically shows the proposed method. The technique selection part of this method is based on the ideas presented by (Gupta et al., 2000) in the area of job scheduling in manufacturing systems. The objective of the proposed method is to determine the most adequate forecasting technique for a particular time series from a set of known techniques based on two easy-to-obtain series parameters.
The proposed method capitalizes on the ANNs' prediction capabilities to estimate the forecasting mean square error (MSE) of several statistical techniques. ANNs have been mathematically proven to be universal approximators for analytical functions (Hornik et al., 1989) and the feasibility of using MSE as a measure of forecasting error is documented in (Hillier y Lieberman, 2001; Inouea et al., 2006) .
The steps of the method, starting with a given time series to be analyzed, are as follows:
1. Normalize the data to fall in the range [-1, 1]. This step is necessary to avoid dimensionality effects.
2. Characterize the time series. Two parameters must be determined: the number of periods in the time series (t) and the degree of the first polynomial (n) that fits the data with a coefficient of determination,
Both parameters, t and n, are easily obtainable. Parameter t is a direct count of the data points in the series and n results from a sequence of polynomial fit trials in increasing order of degree. Both can be retrieved from a simple scatter plot data vs. time period in Excel (Figure 2) . In order to find n, it is only necessary to use the polynomial trend line tool and select the option to show the equation and the R 2 value on screen. The procedure is to start with the lowest degree and keep on increasing it until R 2 falls on or above a certain threshold ε (Figure 2) . In this work a value of ε = 80% was used. This same test can be used for different number of periods and R 2 . A close examination of the test statistic will show that its value will increase with a larger number of periods (m), while t α, m-2 will decrease with larger m values as it can be verified through statistical tables. Based on the previous observations, we can conclude that for any number of periods m ≥ 12, with R 2 =80% and α = 0.01, a significant linear correlation will be found, i.e. t ≥ t α, m-2 . Thus, it can be said that al least for the cases where a first-order polynomial fit is attempted, an R 2 of 80% will indicate an adequate fit if the series has no less than 12 periods. Time series with this last characteristic, fortunately, are highly frequent in practice. This result is an indication that 80% is a reasonable choice for R 2 in our method provided that the number of periods is the series meets the described constraint.
As it can be seen from the way the parameters are obtained, no statistical background is necessary to characterize the time series in this manner. This characterization is, indeed, one of the original contributions of this work.
3. Use the ANNs to predict the performance of the forecasting techniques. Previously-trained ANNs that use n and t as inputs are used to predict the forecasting MSE for the statistical techniques.
An ANN, in the context of the proposed method, is essentially a nonlinear mathematical model that contains adjustable parameters known as "weights". Having a larger number of weights allows the ANN to fit higher degrees of nonlinearity. In order to find these weights, least-squares procedures are usually employed. In the ANN literature, several of these procedures are classified as backpropagation algorithms. Also, finding the weights of an ANN such that the fit to a series of known data is maximized is called training.
The original backpropagation algorithm was developed in 1974 by Paul Werbos; nevertheless, its potential was not immediately recognized by the researchers in ANNs. It was until 1986 when the backpropagation algorithm was finally used by Rumelhart et al., (1986) to develop ANNs to be applied in time series forecasting. ANNs have been gaining ground year by year since then (Zhang et al., 1998) .
One recent attempt to find several ANN parameters simultaneously in forecasting can be found in (Salazar et al., 2006) .
The ANNs proposed for this stage of the method follow the scheme shown in Figure 3 . The ANN shown has three neuron layers: one input layer that receives the values of t and n, one hidden layer that processes this information, and one output layer that predicts the forecasting MSE for a particular technique.
Referring to Figure 3 , v i, j is the weight of the incoming arc into the j th neuron in the hidden layer from the i th neuron in the input layer and w j is the weight of the incoming arc into the output neuron from the j th neuron in the hidden layer. These weights are used to modify the information passing through their associated arc. The weights assigned to the arcs coming from neurons with a preset value of 1 are called biases.
4.
Rank the techniques and pick the winner. Finally, the techniques are ranked according to their predicted forecasting MSE and the one with the lowest MSE value is chosen.
Once the method has been applied, the predicted winner is clear and, as we show later, the chosen technique will have a high probability of doing an adequate forecasting job. The method as outlined above uses a set of previously trained ANNs. The following section deals with how these ANNs were built.
Obtaining the ANNs to be used in the proposed method
The ANNs required for the proposed method must be capable to predict the forecasting performance of each technique. As it was explained previously, in order to build an ANN, a training procedure must be applied. In addition, a validation phase is also necessary to make sure that the model has an adequate prediction capability.
A total of 54 time series were generated for ANN training purposes. Each time series was preprocessed as indicated in the first step of the method. The series used in training had t ∈{12, 36, 60} and a polynomial approximation given by n ∈{1, 2, 3, 4, 5, 6}. This results in a total of 3×6=18 combinations of t and n. For each of these combinations, 3 replicates were generated through a stochastic additive perturbation, for a new total of 54 time series. For the validation phase, 22 series were used; 12 of them result from all possible combinations from t ∈{24, 48} and n ∈{1, 2, 3, 4, 5, 6}; 8 of them were series found in forecasting textbooks (Makridakis and Wheelwright, 1998) , and the other two are real data time series provided by a local telecommunications company with t∈ [12, 70] and n∈ [1, 6] .
Eight traditional forecasting techniques were completely coded in MS Excel to carry out the analyses: (1) naïve method, (2) ANNs with two and three hidden neurons were trained with promising results in a first experiment. Since in this initial experiment there was a slight trend for the error to decrease as the number of hidden neurons increased, in a follow-up experiment additional ANNs with four to seven hidden neurons were trained.
Several authors have studied the choice of an adequate number of neurons in the hidden layer (Zhang, 2004; Hansen et al., 2003; Sexton et al., 2005) , since a number of them larger than necessary will result in the loss of the ANN's prediction capability. This phenomenon is called overtraining.
ANN training was approached in this work through the MS excel embedded tool, MS Solver. Because Solver is a local optimizer and the nonlinear optimization problem posed by the training task was experienced to have local minima, multiple starting points were used to increase the probability of finding a low sum of square errors (SSE). The weights were initialized nine times. The first five times, all weights took the same value from the set {-1, -0.5, 0, 0.5, 1}, and the other four they were initialized with random values within -1 and 1. The weights resulting with the lowest SSE computed from a validation set were kept to preserve the ANN's prediction capability. A lower validation error in this case indicates a higher generalization power.
The validation error was used, then, to determine the number of hidden neurons i.e. to choose between 2 or 3 hidden neurons in the firs experiment, and between values ranging from 4 to 7 in the second one. Table 1 shows the values of the validation SSE for each ANN in the first experiment. The second experiment included the 2-and 3-hidden neurons ANN from the first experiment and additional ANNs through 7-hidden neurons, as explained previously. Table 2 , it is evident that no particular ANN dominates across all techniques. This time, however, the presence of competitive clusters in the 4-and 6-hidden neuron ANNs, made us choose to use them independently along with the 7-hidden neuron ANN according to the particular technique for which they showed the best performance (numbers in bold style in Table 2 ). For example, to predict the forecasting MSE for the naïve method, a 7-hidden neuron ANN will be used; for the Average, a 6-hidden neuron ANN, and so forth.
Forecasting
The selected ANNs can then be used to predict the MSE of all eight techniques for time series characterized through n and t.
Results
Validation series were used to demonstrate the use of the ANNs described previously. Because validation series were not used to find the ANN's weights, the objectivity of the analysis is preserved. Table 3 shows the real MSE for the 22 validation time series each characterized through a particular combination of n and t. Table 4 shows the ANN-predicted MSE for each technique in the first experiment, i.e. using two-hidden neuron ANNs. Table 5 . MSE predicted for the validation time series using a specific ANN from Table 2 (Experiment 2).
A close examination of Tables 3, 4 and 5 reveals that several methods have the same MSE for different techniques; this is because some of the techniques are particular instances of others. This is the case, for example, for the average and the moving average. In addition, the real MSE values for both methods follow similar patterns. When the predicted MSE is the same in a particular series for different techniques, these are equally ranked, leaving it to the user to choose one. Table 6 shows a summary of the data in tables 3 and 4 and Table 7 does the same for the data in tables 3
and 5. The summaries show the number of instances in which the best technique (based on the real MSE) was predicted as the best one, the second best or the third best. Table 7 . Number of instances in which the best technique was predicted as the best one, second best and third best by the ANNs in the second experiment.
Real Predicted by the ANNs
In tables 6 and 7, it can be seen that in 42 out of 49 cases the ANNs predicted the best forecasting technique among the first three in both experiments. Nevertheless, the ANNs in the second experiment showed a better performance since in 17 cases the best technique was correctly predicted while this happened in 14 cases in the first experiment. A 95% confidence interval for proportions (θ) computed from the previous information is given as 0.751 < θ < 0.962. This means that in 95% of all cases, it can be assured that the proportion of instances in which the actual best technique will be predicted by the ANNs among the best three will fall within 75% to 96%. 
Case Study Problem Description
In order to further corroborate the previous results, a case study in a small local company is presented here.
The company is dedicated to the trade of dry seeds and required to generate forecasts for its most important product for the next three months. A time series was provided as shown in 
Application of the proposed method to select the forecasting technique
The first step was to normalize the series to fall within -1 and 1, to then find the n and t parameters as shown in Figure 4 . The characterization for the series, using R 2 =80%, was n=6 and t=12. The MSE predicted by the ANNs given these values of n and t are shown in Using the results from the confidence interval, it is a sensible choice to try the first three techniques and compare which one does a better forecasting job. This case study is an example of the effectiveness of the proposed method in predicting the most competitive forecasting techniques. Of particular importance is that the application of the method was carried out in a small business, where the three identified issues that motivated this work are more likely to be present: (1) lack of formal statistical training, (2) lack of specialized software and (3) lack of time for analysis.
Conclusions and Future Work
In this work, a method to select the best time series forecasting technique from a set of known ones was proposed. A simple, yet sufficiently accurate characterization was also developed and tested with promising results. It was described how the artificial neural networks that must be used with the method were built. The validation results showed how the ANNs were effective in finding the best real technique within the best three predicted ones. This was further supported by the elicited confidence interval for proportions. A case study in a small local company was also presented to show the effectiveness of the proposed method.
Two contributions to the area of forecasting are important in this work: a selection method that is easy to implement in MS Excel and a simple time series characterization. These contributions have important practical implications since it is precisely through them that it is possible to deal with the three issues in the practice of forecasting identified at the beginning of this work: (1) lack of formal statistical training, (2) lack of statistical software and (3) lack of time to invest on finding the best suited forecasting technique.
Future work will include extending the studies to improve the prediction performance of the ANNs, as well as testing the robustness of the ordering of the forecasting techniques. A robust ordering might lead to simpler ANNs and therefore, to more efficient computational implementations. Furthermore, the inclusion of additional non-statistical parameters to the characterization will be investigated and evaluated. Finally, a table with the predictions of the ANNs will be created for ease of distribution and use.
