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ABSTRACT
This thesis is primarily concerned with the investigation of asymptotic 
properties of the maximum likelihood estimate (MLE) of parameters of a 
stochastic process. These asymptotic properties are related to martingale 
limit theory by recognizing the (known) fact that, under certain regularity 
conditions, the derivative of the logarithm of the likelihood function is a 
martingale. To this end, part of the thesis is devoted to using or 
developing martingale limit theory to provide conditions for the consistency 
and/or asymptotic normality of the MLE. Thus, Chapter 1 is concerned with 
the martingale limit theory, while the remaining chapters look at its 
application to three broad types of stochastic processes. Chapter 2 extends 
the classical development of asymptotic theory of MLE’s (a la Cramer [1]) 
to stochastic processes which, basically, behave in a non-explosive way and 
for which non-random norming sequences can be used. In this chapter we also 
introduce a generalization of Fisher's measure of information to the 
stochastic process situation. Chapter 3 deals with the theory for general 
processes and develops the notion of "conditional" exponential families of 
processes, as well as establishing the importance of using random norming 
sequences. In Chapter 4 we consider the asymptotic theory of maximum 
likelihood estimation for continuous time processes and establish results 
which are analogous to those for discrete time processes. In each of these 
chapters many applications are considered in an attempt to show how known 
and new results fit into the general framework of estimation for stochastic 
processes.
In Appendix B, a report on the use of the empirical characteristic 
function in inference is included in order to indicate how one might deal
with situations where the likelihood is intractable.
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1CHAPTER 0 
INTRODUCTION
§1. The Thesis in Perspective
This work is primarily concerned with the asymptotic theory of maximum 
likelihood (ML) estimation for stochastic processes. The key to this 
asymptotic theory is the recognition of the fact that (under regularity 
conditions) the derivative of the logarithm of the likelihood function is a 
martingale. In the classical problem, that of independent and identically 
distributed random variables ( i.i.d.r.v.’s), this martingale is just the sum 
of i.i.d.r.v.’s itself, and so is the subject of well known limit theorems. 
Because of the relationship between the derivative of the logarithm of the 
likelihood and the maximum likelihood estimate (MLE), we can often use these 
limit theorems to prove asymptotic properties of the MLE. This relationship 
holds also for the stochastic process situation, however, we now need limit 
theory for martingales to prove corresponding asymptotic theory for the MLE. 
This fact was probably first made explicit by Silvey [1], although only in 
the more limited context of Chapter 2 - the non-random norming situation.
Before we describe the martingale approach in more detail we will 
briefly discuss other work on inference for stochastic processes. Actually, 
there have been very few attempts at a general theory (rather than solving 
particular problems) of inference for stochastic processes. One such 
contribution was that of Grenander [1], whose work was largely concerned with 
continuous time processes. He suggested the reduction to ’’observable 
coordinates” which will be discussed in 4.§1*. For the general estimation 
problem, Grenander*s results require the stationarity and ergodicity of the 
process being considered. Part of the thrust of the subsequent chapters is 
to show that assumptions of stationarity need not be made if one allows for
* This notation indicates Section 1 of Chapter 4.
2the possible use of a random norming sequence. Grenander’s work also covers 
hypothesis testing, a topic that will not be covered in this work. (Having 
established the asymptotic theory for the MLE, it is often quite straight­
forward to compute the asymptotic properties of the likelihood ratio test 
(see, for example, Billingsley [2]). This type of computation has not been 
made explicit here, but will be the subject of subsequent work.)
Some further significant work on inference for stochastic processes is 
included in Bartlett [1]. In a way, this thesis is an attempt to meet the 
"challenge" expressed in §8.11 of Bartlett’s book:
"The known theorems on the asymptotic theory of maximum-likelihood 
estimates do not in general apply to dependent observations 3 and 
have to be extended. These extensions . . .  are associated with the 
extension of the Central Limit Theorem to dependent observations."
Again, Bartlett’s work is largely concerned with stationary processes, and
when he does consider the birth-death process he uses a stopping rule for
the estimation procedure (see 4.§1 for some discussion of this approach).
In two papers, M.M. Rao [1, 2] discusses the asymptotic theory of ML
estimation for stochastic processes. For the discrete time case, he extends
the results of Wald [1] (see below) concerned with the consistency of the
MLE of a scalar parameter. He does not completely extend his results to the
vector case (as we do in Chapter 2) because his approach does not allow for
a different norming for each component of the vector of derivatives of the
logarithm of the likelihood. Rao [2] defines "wide sense efficiency" and
consequently does not need to prove the asymptotic normality of the MLE’s to
claim their efficiency. This approach avoids the need to use random
normings in many cases, although the result may be considered of little use
in conducting inference based on the asymptotic distribution. In his work,
Rao also does not make use of the martingale property mentioned earlier.
There have also been two books concerned with statistical inference for
stationary and ergodic Markov processes. Billingsley [2] uses the martingale
property mentioned above and even suggests the extension of his results to
more general processes. Roussas [1], on the other hand, uses concepts of 
contiguity and does not use the martingale property.
Another contribution to ML estimation for dependent observations has 
been made in two papers by Weiss [1, 2], which are discussed in detail in 
2.§5. These do not use the martingale property and are restricted to non- 
random norming sequences. There are also two related papers by Bar-Shalom 
[1], and Bhat [1], which only consider the classical norming, \fn . Both 
these papers contain errors discussed in 2.§5. An early paper by Wald [1] 
gives conditions under which the MLE for a stochastic process will be 
consistent. These conditions are closely related to those of Chapter 2 but 
do not make use of the martingale theory. Wald also only considers non- 
random norming.
There have been many articles concerned with the asymptotic properties 
of MLE's for particular processes. In the examples and applications of the 
following chapters, these papers are referred to in context and so we will 
not pursue a discussion of them here.
All the above discussion has been concerned with ML estimation for 
stochastic processes. There has recently appeared a discussion of maximum 
probability estimators (Weiss and Wolfowitz [1]) which incorporates the 
stochastic process situation as well (at least for discrete time processes). 
The results seem to be quite general and, theoretically, may suggest the 
removal of the MLE from "centre-stage" in the theory of estimation. The 
main advantage of the MLE (in most cases) is that it is easily computed from 
the likelihood equation. This advantage is, of course, of very great 
practical importance. Nevertheless, it may be valuable to investigate the 
consequences of applying Weiss and Wolfowitz’s theory to some of the examples 
that follow. The fact that their theory does not use the martingale 
property, and is restricted to the equivalent of non-random normings, may 
indicate that it will not adequately cover all the applications considered 
in the sequel.
4We have, in several instances in the preceding discussion, mentioned 
the notions of random and non-random norming (or norming sequences). The 
introduction of random norming sequences is a consequence of the desire to 
prove laws of large numbers and central limit theorems (CLT’s) for 
martingales. Part of the theme of Chapter 1 is the demonstration of the 
appropriateness of a particular random norming in the martingale context.
This type of random norming opens the way to the required limit theory for 
martingales, which, in turn, provides the main tool in proving asymptotic 
properties of the MLE. Moreover, this particular random norming plays the 
role of Fisher’s measure of information in the stochastic process context 
(see 2.§2 for some details), when considering the martingale which is the 
derivative of the logarithm of the likelihood. The ramifications of this 
generalization of the classical measure of information are explored in 
several places in the development of the thesis.
The first use of a random norming to prove an asymptotic normality 
result for an estimator seems to have been by Anderson [1], although he makes 
no special point of this fact. More recently, in connection with estimation 
for supercritical Galton-Watson processes (see 3.§4), several authors have 
used such random normings (see, for example, Heyde [5] and Dion [1,2]). Also, 
for the birth-death process, Keiding [1, 2] proves the asymptotic normality 
of the MLE’s of the birth and death parameters using random normings. Only 
Heyde [5] mentions the significance of the use of random norming sequences 
for stochastic process estimation, which is further discussed in Heyde and 
Feigin [l].
A simplified scalar version of some of the material of Chapter 2 (non- 
random norming) has appeared in a paper by Basawa, Feigin and Heyde [1],
Largely, throughout the following chapters, we limit the discussion to 
the MLE as the root of the likelihood equation, although, in 2.§5, there is 
some mention made of the strict MLE (the maximum of the likelihood) and its 
consistency properties. In many practical examples there is no difference
5between the two estimators and so we feel there is no serious abuse in 
referring to the former as "the" MLE.
Although the theory of the sequel is developed for stochastic processes 
in general, most of the illustrative applications are to Markov processes. 
This restriction comes from the difficulty of modelling, in a mathematical 
way, other types of dependence, and is particularly true for the continuous 
time processes with the result that all the applications of Chapter 4 are to 
Markov processes.
The two appendices deal with areas that are not directly related to 
asymptotic theory of MLE’s. Appendix A provides some supplementary results 
on ML estimation for branching processes and discusses a conjecture of Speed 
[1]. Appendix B is a report of some work on inference for i.i.d.r.v.’s 
using the empirical characteristic function. This approach complements the 
major part of the work in that it provides an alternative to inference based 
on the likelihood and is of particular value when the likelihood is 
intractable computationally. Some of the results of Appendix B form part of 
a paper by Feigin and Heathcote [l].
§2. Notation
Below, under appropriate sub-headings, we list some of the symbols and 
abbreviations used in the text that follows. Most of the symbols are 
standard in statistical or probability theory. Other symbols are explained 
as they appear in the text.
(i) INTERNAL REFERENCING
§4 Section 4 of current chapter
2. §3 Section 3 of Chapter 2
(4.30) equation number (4.30), (which will be in Chapter
4)
Lemma 2.10
6
the lemma numbered 2.10, (which will be in 
Chapter 2)
(Note that the lemmas and theorems are numbered 
consecutively.)
Example 5 The Examples 1 to 5 are in 2.§4, and Examples 6 to 
9 in 3.§4.
□ end of proof
(ii) ABBREVIATIONS
a.s. almost surely
c. f. characteristic function
CLT central limit theorem
iff if and only if
i.i.d. independent and identically distributed
i.i.d.r.v.’s independent and identically distributed random 
variables
i.o. infinitely often
LHS left hand side
ML maximum likelihood
MLE maximum likelihood estimate
p.d. positive definite
p. s.d. positive semi-definite (or power series 
distribution)
RHS right hand side
r.v. random variable
s .t. such that
w.r.t. with respect to
7(iii) MATHEMATICAL NOTATION 
(a) Limits
t, 1
converges to 
monotonic convergence
convergence in probability
--► convergence in distribution
0(•), <?(•) big and small order notation
(Note that, often, the qualification as n (or t) -*■ 00 will be omitted from 
limit statements if the meaning is clear.)
(b) Probability 
(ß, F, P)
Ü)
E
1(A)
° { v t i t i t)
E(V I G) 
V
$(x)
«
probability space (triple)
element of U
expectation operator
indicator function of the set ^ ( F
the o-field generated by the sets or random
variables V^ _\ t € T - an index set
conditional expectation of r.v. V w.r.t.
ö-field G c F
has the same distribution as
the integral
•x
J — 00
{2tt} 2exp{-%t^}dt
is absolutely continuous with respect to
(c) Vectors and Matrices
a Vectors in bold face
(No special indicator for matrices - usually 
capital letter.)
0' the transpose of 8 (also for matrices)
s-dimensional Euclidean space
8B s the Borel o-field on fR
J(s) the identity matrix of dimension s
X . ( M ) the ith largest eigenvalue of the matrix M
tr(M) the trace of the matrix M
[ A a ]  = diag ( a ^ ,  ... , a ) the s x s diagonal matrix with element a . in 
position (i, i)
M l the Euclidean norm of vector a
M l for M(s x s) ,
||Af|| = sup{||A/a||; a € and |la|| = l} .
» g ( H ,  S ) the s-variate normal distribution with mean 
vector y  and covariance matrix £
(d) Miscellaneous
6. .T'J Kronecker's delta
OC is proportional to
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MARTINGALE LIMIT THEORY 
§1. Motivation and Rationale
In this chapter we will collect together a set of limit results for 
martingales. Naturally, most of these results have appeared elsewhere, but 
it does seem worthwhile to have the set of martingale tools clearly compiled 
near to the body of the work. Some of the results are new.
Although the aim of this chapter is to establish results on which the 
discussion of the asymptotic theory of estimation will be based, we will also 
include some martingale limit theorems of which direct use will not be made 
in the sequel. The purpose of this is to provide a set of limit results that 
could be of relevance to the asymptotic theory of estimation. Whereas we do 
not claim to supply a complete account of currently available martingale 
limit results, this chapter may provide a place to start the search for a 
particular type of result. At this point we quickly stress that we are not 
here concerned with invariance theorems (functional limit theorems) since 
this type of result is not of immediate relevance to the asymptotic theory 
of (ML) estimation. For such theory see Scott [1], Drogin [1] and Brown [1]. 
Also, some of the results quoted here will not necessarily appear in their 
full generality if they are adequate for the type of applications we are 
primarily concerned with. If this occurs some reference will be made to the 
more general result if such is known.
Some of the conditions under which the results hold may appear hard to 
check. The applications in Chapters 2, 3 and 4 should give some indication 
of the type of "tricks" often used in checking these conditions.
We will consider the following notation which is not necessarily 
standard for martingale theory but does conform with the notation in the 
sequel which is based on that often used in connection with ML theory.
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L e t {X ; n > l}  be a s t o c h a s t i c  p r o c e s s  on (fi, F , P ) and l e t
c  f  , be th e  a - f i e l d  g e n e r a te d  by } i . e .
= ö ( x ^ ,  . . . ,  X^\ . In  t h e  f o l l o w i n g  {i/^, F^; n > l}  w i l l  be  a s q u a re  
i n t e g r a b l e ,  z e ro -m e a n ,  m a r t i n g a l e ,  i . e .  f o r  each  n > 1 ,
U -  0(a ) EU2 < °° ,n
(b ) U i s  Fn i
( c ) e [u I fK n ' n■
( 1. 1)
where Fq i s  t h e  t r i v i a l  a - f i e l d  and -  0 .
We w i l l  l e t  u be th e  c o r r e s p o n d in g  m a r t in g a l e  d i f f e r e n c e s ,
u - U -  U , , n > 1 n n rc-1
and d e f i n e
F u r th e r m o r e ,  l e t
I n n > 1 .
2 2
s  =  £ £ /  =  £ T  .n n n
B e fo re  p r o c e e d in g  t o  d e s c r i b e  t h e  a c t u a l  r e s u l t s ,  i t  i s  w o r th w h i le  
p u t t i n g  th e  m a r t i n g a l e  i n  i t s  p l a c e  v i s - a - v i s  o t h e r  s e q u e n c e s  o f  random 
v a r i a b l e s .  To do t h i s  we c o n s i d e r  t h e  se q u en c e  {un \ • The s i m p l e s t  c a se
i s  when t h e  {un \ s e q u en ce  c o n s i s t s  o f  in d e p e n d e n t  and i d e n t i c a l l y
d i s t r i b u t e d  random v a r i a b l e s  w i th  z e ro  mean and f i n i t e  v a r i a n c e .  In  t h i s
c a se  I ^ - s ^ - n o  , s a y ,  and th e  a p p r o p r i a t e  norm ing  i s  n o r  yjn . The
n e x t  d e g re e  o f  c o m p le x i ty  i s  r e a c h e d  when one a l lo w s  th e  se q u en c e  {un l t o
c o n s i s t  o f  in d e p e n d e n t  b u t  n o t  i d e n t i c a l l y  d i s t r i b u t e d  random v a r i a b l e s ,
2each  w i th  z e ro  mean and f i n i t e  v a r i a n c e .  Now I  - s and t h e  a p p r o p r i a t en n
2
norm ing  i s  o r  . C o n t in u in g  a lo n g  t h e s e  l i n e s ,  we n e x t  c o n s i d e r  th e
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square integrable sequence {un\ » °f martingale differences. Following the
same course with regard to the normings, we might conclude that the 
appropriate normings are 1^ and VT^ " for the general martingale situation.
This, in a nutshell, is the theme behind the applications discussed in 
Chapter 3 - namely, the importance of random normings in inference for 
stochastic processes.
In fact, realizing the extension from using n only, to allowing 
norming by I , allows one to drop the condition of stationarity that has
plagued many previous attempts at providing a more general theory of ML
estimation. Basically, stationarity (and ergodicity) will give
(l/n)I -*■ a a.s., (c constant),n
so that norming by n is equivalent to norming by I . But, allowing the
greater flexibility of random normings, we do not need to restrict ourselves
to the classical norming, n . It also turns out that, in some cases, using
the (natural) random norming I , provides us with a greater range ofn
desirable martingale limit theorems than if we were forced to consider only 
constant norming sequences.
§2. Analogues of the Laws of Large Numbers
The classical approach to laws of large numbers would suggest that at 
this point we try to seek conditions under which
(l/n)U 0n
or
(1 /n)U -> 0 a.s. . n
Though these types of results are available (see Loeve [1], p. 278 or Heyde 
[3]) they are restrictive given the martingale set up. A more logical
-2analogue is to examine s U which readily produces
12
s~2U > e n n
^ -2 -2  5 e sn
By Chebyshev's inequality. In fact, the following follows easily.
THEOREM 1.1. Under conditions (1.1), c "'"s 0 for anyn n n
sequence {cn) f 00 .
Proof. Straightforward application of Chebyshev’s inequality. El
COROLLARY. Under conditions (1.1), s 2U —^  0 if {s } t 00 .n n 1 nJ
Proof. Identify s with c of EHn n
Whereas this theorem goes some of the way to adapting to the martingale 
situation, and is useful when one can get away with a constant norming, the 
following theorem (see Neveu [2], Proposition VII.2.4 or [1], Proposition 
IV.6.2) seems to provide the desired laws involving the use of •
THEOREM 1 02 (Neveu). Suppose conditions (1.1) hold. Let f be an 
increasing positive function satisfying
,°°
(l+f(t)) 2dt < 00 .
0
Then, on the set {lim I - °°} , {/fl 1 } "4/ -+ 0 a.s. .
n-*»
n -1Proof. Let g(t) - 1 + f(t) , Z = V u . . Clearly
n J=1 J J
{Z » F ; n > 1} is also a zero mean martingale since I. is F. - 1 n n J j j-l
measurable. Also, setting I E 0 ,
13
2sZn = E I  {?(*•) I'2®LJ = 1 J
u . F .I J 1 0- 1JJ
r ft
= E
5 * I
J = 1
I .« r j
V i
5 E {git)} ^dt - -2{^( f ) } (it < °° .
Hence £71 |  is uniformly bounded so that the martingale convergence theorem
implies the existence of a proper r.v. Z s.t.
Z -* Z a. s. . n
An application of Kronecker’s lemma, (see Theorem 1.3 below), ensures that
b(Jn) r \  a.s.
on the set where I^ (and hence g (j ) ) diverges to +°° . Of course, 
this set,
t a.s.
on
as well.
COROLLARY. If I + 00 a.s. tfterc I 1f/ + 0 a.s. . n n n
Proof. Since
*00
(1+t)~2dt < «>Jo we can apply the theorem with
fit) = t , t > 0 . □
This last result can be considered as the exact analogue of the strong 
law of large numbers for martingales. Unfortunately, it requires the proof 
of the almost sure divergence of , unless we restrict consideration to
the set on which I diverges as in the theorem. This latter consideration
is used in applications to the supercritical branching process in Chapter 3.
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S^ice it may be easier to prove weak divergence of I , 00 , we
prove theXfollowing analogue of the weak law of large numbers. Note that 
the proof irWolves much of technique involved in proving Kronecker’s lemma.
THEOREM >^.3. Suppose conditions (1.1) hold and let f be an 
increasing positive function satisfying
(l+/(t)) 2dt < 00 .
Proof. As in Theorei\l.2, Z -*■ Z a.s. . We writeA n
Mgr\ = Mgrxi % = Mgr1 i-1
j =i
= Mgr 1 Jz. ,-M, 1]
«7=1 3' 3 J-l' J“1 J 3-
where h. - g (IM) - g [i ._ ) , and we ^ ake ZQ = 0 and I E 0 . Thus
3
Mgr\ = b(gr9(gzn--1
J=i> J v j-
= zn -z + Mgr 1 i r-(X,-_i-z)+ b(g}-Vo)Z-1
j =i
Choose 6, e > 0 . Since Z -*■ Z a.s. 3r = r(\, e) s.t.n
p(|Z -Z| > e) < 6 , Vn > r 
Hence, with probability greater than 1 - 6 , for all \n > r ,
b ( g i < *  + Mg} - 1 rr-l1  h . \ Z,.-ZpffOWZ
Li=i 3 J-l
+ £
= 2e + T
n 9r
so, for n > r ,
15
n -*•
by the h^otheses which imply g (/ )since T n -*■ 00
Hence lim P > 3e
chosen we have the desired result as in Theorem 1.2}
then I 1i/ -2-* 0 .COROLLARY. If I 
J 1
Proof. As for the corollary to Theorem 1.2.
§3 . C e n t r a l  L i m i t  Theorems
In this section we will consider martingale central limit theorems. The 
first category to be considered are those martingales for which a constant 
norming will suffice. The condition typically required for this situation is
s~2I 1 .n n
-2 p 2On the other hand, if s I —£—► n , an a.s. positive random variable, thenn n r
we need to consider the random norming to obtain useful central limit 
theorems.
Within each of the two categories we can further consider situations 
which satisfy a Lindeberg type condition,
n r ~
s 2 X  En T k-1 0 , (1.2)
or else where a Zolotarev [1] type of result may hold.
For the situations where norming by is adequate it is easier to
apply results which deal with double arrays of martingale differences
16
{UyiJ<\ 5 k 1 > • • • J n > ^  ^
where, along each row (fixed n ), is F^-measurable andnk
E ( u  , I F , , ] =0 a.s. for o-field sequences F_ a  F . c: ... c F v nk 1 nk-lJ 0 nl nn
Although the following results have been proved in the above generality, for
our applications we will often set
-1u i — s , k = 1, ..., n , nk n k ’ 5 5 *
and y (1.3)
F , = F for each n > 1 . nk k
The following theorem is proved by Dvoretzky [1] and also appears as a 
corollary of results proved by Brown and Eagleson [1],
THEOREM 104o If
(i) {u k = l, . n; n > l} forms a double array of 
martingale differences with respect to the o-fields
fFrtk; k ' lj * ., n ; n > l}
n
(ii) £ E
r  \2 1 r
wnk 1 nk-l 1 j and1
n
(Hi) x E 
1 wnk^^Wnk^  >  ^ ^nk-l
Ve > o
then
ff(o, 1) .
Proof. See Dvoretzky [1], □
Dvoretzky actually allows the rows to consist of k instead of n
random variables, while Brown and Eagleson consider the convergence to
infinitely divisible laws with finite variances, of which the normal
distribution is a special case. If we define the u , and F , as in
nk nk
(1.3) then we obtain the following corollary.
17
un > 
k 1
Ve > 0 j then
V N(0, 1) .
Proof. Direct substitution in the theorem. □
This latter result is part of an invariance theorem proved by Brown [1] 
and further investigated by Scott [1]. To offer some degree of completeness, 
we now also mention the results of Adler and Scott [1], who extend the above 
result to obtain a Zolotarev type of result, by dividing the summands into 
"big” ones (which do not satisfy the Lindeberg type condition (1.2), but are 
nearly normally distributed) and "small" ones (which do satisfy the 
condition).
We next consider the situation where a random norming sequence is 
required to produce a central limit result. Firstly we have the case where 
the Lindeberg condition (1.2) does hold.
THEOREM 1,5 (Hall). If
- 2 t P 2 2 ^ n
Sn Tn ~ ^  n J n 0 a’s,s (1.4)
and
j Ve > 0
then
-k VI *U N(0, 1) .n n * (1.5)
Proof. See Hall [1]. □
The conditions in this theorem allow some greater flexibility in that
the sequence {l^} is permitted to show more variation than in the corollary
to Theorem 1.4 above. However, this flexibility is suppressed to a large 
degree by the Lindeberg condition (1.2) so that, in the ML estimation 
applications to be discussed, this result is not used extensively. One area
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of application is to the situation where the {a } form a stationary
sequence which is not ergodic, so that (1.4) and (1.2) hold with r\ a non­
degenerate r.v. . However, from the point of view of inference, it is 
argued that the non-ergodicity is irrelevant since, from one history, we are 
restricted to one ergodic class and can treat the process as being ergodic 
(see Mackey [1], p. 202).
Another related result is the following 
THEOREM 106 (Drogin). If I -*■ °° a.s. and
(l/n)E
Tr nI
L1 ukI
> ne 0 , Ve > 0 ,
where T - inf{m : I > n] , then
-h Vn UT -► N(o, 1) .
n
Proof. See Drogin [1]. □
Both the last two theorems are special cases of invariance principles 
proved by the respective authors. The exact relation between the two results 
is not completely evident at this stage. Drogin’s result does ensure that
ifuTl)
n n
but, apparently, cannot give the conclusion (1.5) in general. It is also not 
clear how one may be able to use Drogin’s result in applications such as 
those in the following chapters.
Hall [1] has also shown that, under the conditions of Theorem 1.5,
Sn^n ® * where E [e^^] = E[e ^  $ ) , (1.6)
a mixture of normal distributions. Dvoretzky [1] makes some comments about 
the non-existence of such a general result for double arrays of martingale 
- 2 2differences if 1^ -+ p in distribution only. Eagleson [1] has proved
2that (1.6) holds under (1.4) and (1.2) if q is F^-measurable (not
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necessarily trivial), which in itself is a weaker conclusion than Hall’s. 
However, Eagleson’s proof works for double arrays of martingale differences. 
We will not pursue the discussion of convergence to mixtures of normal 
distributions here, mainly because such results are of limited value in 
suggesting general inference procedures.
The next theorem concerns a central limit result for situations where 
s is increasing exponentially so that the Lindeberg condition (1.2) does
not hold, but the condition (1.4) does. The result resembles a Zolotarev 
type extension in that we require the increments to be asymptotically 
normally distributed themselves. This theorem, although quite specialized 
in conditions, finds two quite distinct applications in Chapter 3.
THEOREM 1.7. If
-2 v 2 2(i) s n i H > 0  a.s.j andj for each integer
r < 00 ,
•• 2 2 —r(ii) s /s -* q , for some q > 1 , n-r n  ^ ^
for
each c - r 9
then
V AKO, 1) .
hHere Q - s i  /sn9r n n-r-1 n-r-1
The proof will be approached via three lemmas.
LEMMA 1 . 8 0 Under (i) and (ii)3 for arbitrary 6, e > 0
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Proof.
p[\i *U y n n-r-. > £ p i lin n-r-1 > e, s 1I^ > l/k n n
+ P 11 *iUn n-r-1
-1 %> e, s I < l/fe n n
< P s -4/ In n-r-1 > e/k + PIs 1l'2 < l/k n n
< a2 ,fc2/ f 2 2l£ S + P < l/kn-r-1 n [ n n
+ q r 1k2/£2 + P(n2 < l/k2) by (i) and (ii).
Choose k so that P (n < l/k ) < 6/2 (possible by (£,)) and P(6, e) so 
that q ^ ~^k}/z~ < 6/2 . Then for r > R ,
lim P 
n-*»
|I1 n n-r-1 > £ < 6 .
LEMMA 109. If {z^} and {z^ } are two sequences of non-negative
r.v. 's, and Z Z , Z' —^  Z , P ( Z = 0 ) = 0 ,  then Z /Z} 1 .3 n 3 n 3 n n
Proof. Choose 6, £ > 0 , arbitrarily. Then
•i |z -Z'l >£, Z ' 5  6 + P ~  |Z -Z'| > e , Z' > 6IZ' 1 n n 1 * n ^n ; Z ' 1 n n n ^n '
5 P(z^ 5 6) + P(|Z -Z^ | > 6e)
<  p{z'n 5 6) + P(IZ -ZI > %6e) + p(\Z’n-Z\ > *<5e)
+ P(Z 5 6) .
Since the last terra can be made arbitrarily small by choosing 6 small
enough and lim P(| (z /Zf)-l| > e) does not depend on 6 , we have 
n-*00
Z /Z' 1 . □n n
C O R O L L A R Y o H i 1
)  f  V  )
I s  /  j 2 f 3•1 nj [ n n-r-lj - 2 *  1 .
Proof. Set CSl
3
ii Ik/s and Z 'n n n = I% /sn-r-1 n-r-1 in the lemma. □
L E M M A  1 . 1 0 . If Z = X +  Yn nr nr where, for some q >  1  ,
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Xnr N(°> 1_<7 (J>+1)) for all r ,
and, Ve, 6 > 0 ,
lim p (|Y I > e) < 6  for r > R - P( 6, e)
n-^co
then Z — ^  P(0, 1) . n
Note that Z^ does not depend on r at all.
Proof. Let $(x) = (1/V^ 7T)
[x _it2
e dt , and choose 6, E > 0 .
j — 00
Then,
p K  - 1 = P fz < x, X 5 x+e) + P fz < x, X > x+e) ^n * nr } v n 9 nr J
<P(l 5 x+e)  ^nr J + P(|Y I > e) v 1 nr1 J
$((xte) [l-q r 1) )^ + 6 for r > R .
Therefore,
lim P(z 5 a;) 5 <Kxte;) + 6 
n-x»
since the LHS does not involve r , and hence
lim P (Z 5 x) 5 <Kx) 
tt-x»
since 6, e are arbitrary and <K •) is continuous.
Similarly,
P[x 5 x-e) 5 P(Z 5 x) + P(|Y I > e) =*■ lim P [z 5 x) > <Kx)
n-*30
so that we conclude Z 1F(0, 1) . □n
Proof of Theorem 1.7. Under (i) , (ii) and (Hi) , if
P. ,Tr^ -(r+1)
then
I ^(p -P ) P(o, 1-q (r+1)] . n K n n-r- K  ^ J
This is true since
r^{u -u ) =V7 V- r7 V7 _  ] y r f «] /
r i  i i
Iss^  n-r-l n s 1 1 H i _ (p -P J/G ^n n-r-l;
22
and t h e  d e s i r e d  r e s u l t  f o l lo w s  s i n c e ,  by th e  c o r o l l a r y  t o  Lemma 1 . 9 ,  th e  
te rm  in  s q u a re  b r a c k e t s  c o n v e rg e s  i n  p r o b a b i l i t y  t o  1 .
As a c o n seq u en ce  o f  Lemmas 1 .8  and 1 .10  and th e  above we need  o n ly  show 
t h a t , f o r  any r  ,
[U -U A / Q  ' n n - r - l J n , r
s i n c e
r ~ % T l  -  T ~ %  C t i  T1 \  r ” % 7
i - , f < r+ 1 )) ,
I  X  = l { u - u  A  t  J  2U n n n K n n - r - 1 ' n n - r - .
L e t s ( n - j ,  n ,  r )  - u ./Q , S ( n - k ,  n ,  r )  = £  s ( n - j ,  n ,  v)  . Thenn 3 n , r  ,=k
S ( n ,  n ,  r )  = K^K . r  * 
E
)}l
gi t ß ,( « - l , n , i ,)^ [  i t s ( n , n 9r )  i p
n -1
-  exp>j 2 [ 1 -  i - %t2 i  (i-,-q
£ t S ( n - l , n , r ) £ L i t s ( n , n , r )  ■ f  _ ( 1 - 1 / q )
' n -1
E i t s ( . n - j  , n , r )  , _e -%*2<7 1)
n-Ö-1.
v
s E
J=0
by r e p e a t i n g  th e  p r o c e s s  w i th  t h e  te rm  i n v o lv i n g  5 ( n - l ,  n ,  r )  . By ( i i i ) ,
t f (n ,  j ,  r )  = ( i t s ( n - j , n , r )  , f _e - h t 2q- i  [ i - i 1]
t n - j - 1 0 ,
so  by bounded co n v e rg e n c e  EH(n , j ,  r )  -+ 0 , and s i n c e  r  i s  f i n i t e ,
r
J  E tf(n , j ,  r )  -* 0 
J = 0
as r e q u i r e d .  □
B e fo re  we l e a v e  t h i s  s e c t i o n  we w i l l  m en t io n  an a l t e r n a t i v e  a p p ro a c h  t o  
p r o v in g  CLT’s f o r  c e r t a i n  t y p e s  o f  m a r t i n g a l e s .  B a s i c a l l y ,  t h e s e  a r e  th e  
m a r t i n g a l e s  {[/ , n > l}  , f o r  which
U =  s n v
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n
where S = ]T £. . Here the {£•} form a sequence of i.i.d. random
YL _ is
variables and {v^} a non-decreasing sequence of integer valued random
variables. The basic result is due to Dion [2], (see also Jagers [1]), and 
is as follows:
THEOREM 1,11 (Dion). Suppose that E(q) = 0 , E \ P  
that there exists a sequence of constants {a^} s.t.
(i) {an} - ,
a2 < and
(ii) vn/an n j a proper r.v. with P(q2 > o) >
If A - {n2 > 0} then
s v  daVv) " ( 0 > 1 }n
w.r.t. cmy probability \i «  P^ 3 where P^( •) = P(*|i4) .
Dion [2] proves a functional CLT which specializes to the above theorem. 
The techniques involved in the proof have been duplicated to a large extent 
in the proof of a continuous time version of this result in §5, Theorem 1.20. 
An important application of this theorem is when
PU) = pfv °°1 v n J
since then one can conclude (see Dion [1]),
P[S / 5 x I V > o) -* $(x) , \!x € R , (1.7)
n
which is of practical use since, typically, is F^-measurable (i.e. we
2
can observe V , whereas we cannot observe q , in a finite sample).
§ 4 0 Vector Martingales
The vector martingales will be defined analogously to (1.1) as follows. 
Let {x' ; n > l} be a stochastic process and F^ = cf(x^ , . .., X^) as
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before. Let {U^; n - l} be a sequence of s x 1 random vectors which 
satisfy the following properties for each n > 1 ,
(a) £U = 0 ,n
(b) U is Fn 1
(c) fffU I F v n 1 n-
n n'
(1.8)
where is trivial and IL = 0 . We will call {U , F : n > l} a zero-0 0 1 n n J
mean, square integrable vector martingale. Let
u = U - Un n n-1
and
In - Iqj ,
an s x s random positive semi-definite (p.s.d.) matrix.
The martingale property ensures S^ = EI^ and we will assume
S^ is positive definite (p.d.). We can readily produce the analogue of 
Theorem 1.1 as we do now.
THEOREM 1.120 Under conditions (1.8), C 1S 0 forn n n any
sequence {C^ } of positive definite matrices satisfying tr^C^1 0 .
Proof.
r
P c ^ s > £ 5 E c 1s  \
< n n n - 2£ n n n
(1.9)
Also
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c V %u = fffu'S ^C 2S %Un n n [ n n n n
= E U 'S *c 2s
'll
 ^n n n n n)_
" W ^ U  U'
n n n n nj
= tr
= tr
S 2 5
n n n nt
S *C~2S** = tr C-2
since tr (7-1 •> 0 =»■ tr -2
n n
0 under the hypotheses of the theorem.
(1.10)
Equations (1.9) and (1.10) produce the desired result.
Note that the condition that tr C o holds iff the smallestl n
eigenvalue, , of C^ is such that A^ (c ) 00 . Of course, the
theorem is true if we change positive definite to negative definite in the 
statement of the theorem.
In the special case that C^ is a diagonal matrix,
Cn = diag(c1(n), ...» cg(n))
then the required condition is that (^ .(rc) 00 Vi = 1, 2 , ..., s . Also,
if all the components of a random vector converge to 0 , then the random 
vector converges to 0 in the same mode, and this fact is used in some 
applications as well.
Furthermore, if, for a sequence of p.d. matrices {C^ 1 * we wish to
prove 0 we may proceed as follows.
LEMMA 1,13. If {C i s  a sequence of p.d. matrices satisfying
C ^ S  C"1 + 0 then C_1U 0 .n n n n n
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Proof.
2 9 )
E c xu = tr C~Sn n i n n .
f - 1 _= tr c s  cn n + 0 iff C 1S C 1 -+ 0 . n n n
The result follows the application of Chebyshev’s inequality. □
(i j)
Denoting the (i, j) element of S^ by S , we also have
COROLLARY. If C - diagfc.(«), e (n)) and a . (n)S^o ^ n
i - 1, ..., s y then
C ~ \ J 0 .n n
Proof. All we need check is that (c.(n)c.(w)) -*■ 0K v J J n
Vi, j = 1, s , but this holds by the Cauchy-Schwarz inequality under
the hypothesis of the corollary. □
The above provide a set of weak laws of large numbers which use a 
constant (matrix) norming sequence. We will now consider norming by
hI (s * s) or . Unfortunately, the main result desired, an extension of
the corollary to Theorem 1.3, does not follow straightforwardly. We would 
like to have
J_1U 0n n
under some condition such as A^ (j ) 00 . However, the point where the
argument breaks down is in proving the Kronecker lemma extension for matrices,
In fact, we seem to need to say something about the "condition numbers",
A [i )/A [i 1 , as well.1 K nJ sK nJ
THEOREM 1.14. j'1U -2*0 ifn n
(i) Xs(JJ 0 * and
(ii) (Ve > 0) 3K = K(c) and N = N(z) s.t.
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> *<e>) < e , Vn 2
We w i l l  f i r s t  prove  two lemmas. In what f o l l o w s ,  we use th e  m a t r ix
norm
PH = sup{pX || : ||x|| = 1}
f o r  any s x s  m a t r ix .  (of  c o u r s e ,  ||x|| i s  t h e  u s u a l  E uc l idean  norm o f  
s  >X d (R .J Square m a t r i c e s  a re  assumed t o  be s  * s  .
LEMMA 1 . 1 5 0 I f  A and B are  p . d .  and A -  B i s  p . s . d . , then
t r ^ U - B M " 1] 5 t r .
P roo f .  3 a n o n - s i n g u l a r  m a t r ix  C s . t .
C'AC ~ I  » C'BC -  A = d iag  (y^ , . . . ,  y )
and s i n c e  B i s  p . d .  and A -  B i s  p . s . d .
0 < y . < 1 , i - 1 , . . . ,  s .
(See Rao [ 1 ,  p.  41] f o r  some d e t a i l s . )
Now
/ l ' 1 ( A - ß ) 4 ' 1 = ( C O  [ ( 0 ~ 1C~1- ( C ' ) ~ 1hC~1] ( C 0
= c 4 (s)- a)c '
and
B ^ - A ^ - C A ^ C '  - C C r - C A 1 - !
(s)
C  .
= t r C
_1
A -21, ,+A C
l (s )
There fo re
t r  (B_1-i4_1) -  t r j ^ U - B M " 1] 
= t r  [C [A~^~ $ )  2C f] > 0 . (1 .11 )
The l a s t  s t e p  i s  v a l i d  s in c e  i t  i s  c l e a r  t h a t  C [A i s  p . s . d .  . In
f a c t ,  t h e r e  w i l l  be s t r i c t  i n e q u a l i t y  i n  (1 .11 )  u n l e s s  y^ = 1 ,
i  = 1 ,  . . . ,  s  i n  which case  A = B . □
LEMMA 1 .16 .  I f  | |x. | |  < 6 , Vj > M ,  and A = £  B . , where {B.}«7 n j  j
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are a sequence of p.s.d. s * s matrices, and A is p.d. for n > M , then
'n I  %  4 {8XA ) /XA )  - *n - M ■J-M
Proof.
-1 n
4 y s.x. - n -1 y a b .x .
n
4-1ß .X .
n j~-M J J A  »  ^j J =Af w J J
s Z
j-M
-1
ll?,l|6 = 6tl
-1
I  H ^ - l l  •
j=M J
Now, for A p.s.d., 5 tr(4) so that
-1 Z II»-I S (Ag^ jr1 I
j = M j-M
5 (Xe (An))- tr(An) 5
which provides us with the desired result. □
Proof of Theorem 1.14. We consider the matrix sequence B. = I, . + I .J \s) j
where ^(s) denotes the s x s unit matrix. We form the vector martingale
Z S'/V, F ; n 2 1 
A  J J "
which exists since all the 5. are p.d. .J Furthermore
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E\\l I = E tr fZ Z') = tr[El Zr) i n i K n nJ K n nJ
tr I E 
J = 1
B~}U .W.B-}
{ J 3 3 3 )
by the martingale property
= tr{" X B? E[V j  1
- tr{* Xs ^ y v i ^ 1} ■ setting Bo = j(8) •
3=1
5 E Y, tr 
3-1
- E Y tr B~}[b .-B . J b “. A, .7 v .7 .7-1' .7
,-l
{ 3 ' 3 3- J J
B.1 -S".1J "1 J  J by Lemma 1.15
= ® tr(l(e)) - * t r ^ 1) 5 tr(l(g)) = e < - .
Hence £71|Z | is bounded uniformly, so that we can apply the vector analogue
of the martingale convergence theorem (see Neveu [2, Proposition V-2-8]) to 
give
-*■ 2 a.s., for Z a proper random vector.
Furthermore, setting Z^ E 0 ,
S_1U = fZ -Z) + B ± Y [B -B . J  (Z-Z. .) + B XZ . (1.12)n n v n ' n . ,  ^,7 ,7-1'  ^ .7-1' n
-1 - 1 -
J=1 J «7
The first term on the RHS of (1.12) converges a.s. to 0 by the above result 
The third term on the RHS of (1.12) converges in probability to 0 by 
hypothesis (i).
To deal with the second term on the RHS of (1.12) we choose 6, £ > 0 , 
arbitrarily, and a number M = Af(6, e) s.t.
P(||Z-Zn| > & ) < e ,  Vn £
Then, for n > M ,
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.-1 " _ w , , , „-1 M
Bn  ^ 1 ZJ-l) ’ Bn ^  (Bf Bj-l) ^ Z'ZJ-1^
+ B~n .1 ( V ^ - J C ^ - dj =M+1 <7 J - l ; v J - l '
-1 I  (vVi^z-zi-i^ + 68XiK)/xs(eJ (1-13)J-1
with probability greater than 1 - e , by Lemma 1.16. Since
Xi^BJ  = 1 + Xi^n) * i = 1’ •••» s » - 1 »
we see that ^  (sj / Xfl (flj < \  (xn) ' \  (xn) •
It is clear that the first term in (1.13) converges to zero in 
probability so that 3 =  N^ (6, e) such that this term is smaller than 6
with probability greater than 1 - e . Applying hypothesis (ii) we let 
N^ (6, e) - max(/V(6, e/3), ^(6, e/3), M(6, e/3)) to ensure that the RHS of
(1.13) is
< 6 + 6sK(e/3) = 6 (l+s£(e/3))
with probability greater than 1 - e , Vrc > N^ (6, e) . Thus, for any 
h9 e > 0 ,
> h < e
for all n > (h (l+s^(e/3)) \  e) , demonstrating that the second term on 
the RHS of (1.12) converges to zero in probability. This we have shown that
B_1U 0n n 
•• JL üand since, by hypothesis (i) , I^ B^ -*—► , we have the desired result
J_1U -2- 0 . □n n
This theorem is unfortunately quite difficult to apply since condition 
(ii) , in general, is hard to check.
Our attention is now directed to multivariate central limit theorems for
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vector martingales. The first case we consider is when constant (matrix) 
norming sequences suffice.
THEOREM 1.17. Let [C^ \ be a sequence of p.d.s non-random, matrices
and let J i — C  u7 j k  — 1 , . • nk n k  * ., n ; n > 1 . Suppose
(i) C _1I  C"1 fl , p.d.3n n n 9 r non-random matrix; and
n r 0
(ii) p i l l V "  d l l v l l  > d 1 o ,  Vc > o
C 1U N (0, B) . n n 8 *
[n (y, E) is the s-variate normal distribution with mean vector y and s
covariance matrix E .)
Proof. To prove the result we need to show that for any 0  ^X € fR , 
-1 VX 'Cn --+- N( 0, \'B\) , (see Rao [1, pp. 123 and 128]). Firstly, it is
clear that the sequences '{X' £ U^., ^  -  n\ are martingales for
each n > 1 . Also, 
nY E (X'u I F. , = X'C"1! C_1X -2* X'SX byf v n/c' 1 X-1J n n n J
Furthermore, 
n r
I 
1
K (X'v)2/(|X'un,| > c) I Ffe_;
£ Y M  £
1
K J ’-rClx'u. I > e) I r.k-1
S llxir Y e
i
Hun/l(||UJ |  > E/Ilxll) I Fk _ 1  -2* 0 by (1.14)
Now we apply Theorem 1.4 to obtain, VO ^ X € BT ,
X'C_1U N(0, X'BX) n n
and hence
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C^U N (0, B ) .n n s 9
To justify (1.14) we note that since |X'U A 5 ||X||||u
> e *  ||X||||u .. || > e
and therefore
hlX'uJ > e) s JOIXIIHu^ U > e) . □
We would also like to have some general result for random norming 
situations but, at this stage, we have not been able to produce any useful 
extensions of Theorem 1.5.
As mentioned earlier, the state of the vector theory is unsatisfactory 
in that we cannot prove the result
I 1U -*■ 0 a.s. on {A_ [i ) -+ .n n *■ s ' Yi' J
The missing link is the matrix analogue of Kronecker’s lemma (which we have 
proved under the extra condition of a bounded condition number). I 
conjecture that the general result is true for the following reasons.
Write
n
A = Y B. , B. p.s.d. j >  1 (1.15)
n £1 3 0
with A p.d. .
It seems that if the largest eigenvalue of A^ grows at a faster rate
than the others then this will also be true for that of B . Moreover, ton
maintain the p.s.d. nature of A^  - A ^ , the eigenvectors corresponding to
the largest eigenvalues will have to become parallel as n increases. 
Possibly by induction, one can also show that all the eigenvectors will have 
to "line up", if they correspond to eigenvalues which grow at a faster rate 
than the smallest eigenvalue. By piecing together the argument for the case 
when all the B have the same eigenvectors (simultaneously diagonalizable
case) and the reasoning when the condition numbers are bounded, one should
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be able to prove the general result. As yet, I have not been able to 
successfully piece together the complete argument with the result that, in 
the sequel, several of the natural applications of this i&Lusive result are 
left inconclusive.
§5. Continuous Parameter Martingales
Extending the discrete parameter martingale limit theory to continuous 
parameter versions is complicated by problems of separability and 
measurability. However, because of the extra "structure" needed for a 
continuous parameter process to be a martingale, and especially an a.s. 
continuous martingale, we are able to prove quite remarkable extensions of 
the earlier asymptotic results.
If one is only concerned with the finite dimensional distributions of a 
process then separability poses no problems since (Doob [1], Theorem II.2.4) 
there always exists a separable version of the process ; t > O} with the
same finite dimensional distributions. In fact, if we want to prove a 
central limit theorem then we are only concerned with one dimensional 
distributions, as is also the case for proving the weak law X 0 as
V
t -*■ 00 . However the same is not true if we wish to prove that X^_ ■+ 0 a.s.
since the set {w : ^(co) ■+ 0 as t t °°} is not necessarily measurable,
unless the process {z^ .; t > o} is separable. Thus we seem to need to
assume separability of the process. If we look at it from the constructive 
viewpoint, this is no restriction since we typically wish to construct a 
process with given finite dimensional distributions and so can equally well 
produce a separable process. Furthermore, since from a statistical point of 
view continuous observation is often an idealization anyway, one is often 
interested in continuous time results largely as a limiting case of discrete 
observation. Therefore, starting from finite dimensional distributions is a
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reasonable approach.
We shall mainly be dealing with the spaces 
D = {space of right-continuous functions on [0, °°) ,
with left-hand limits} ,
or more particularly,
C - {space of continuous functions on [0, °°)} .
Both these spaces have the property that, with their usual topologies 
(Skorohod and uniform, respectively), the finite dimensional distributions 
determine the probability on the relevant measure space with the Borel 
o-field (i.e. (D, V) or (C, C) ; see Billingsley [1]). Hence, for
these spaces, we can always choose a separable version of the process, even 
if we start with a given measure P . In fact, if, for example,
X = {z,; t > o} ( P a.s., we can take ft = D and F = V and assume that
Is
X was separable. In this case, Af(oo) = oo , a function in D .
The other complication we may need to consider is the measurability of 
the process X since we may wish to define the integrals
•t
X du .J o  u
Doob’s [1] Theorem II.2.6 provides the result we will make use of; namely, 
that if X is stochastically continuous for all t > 0 , then there exists 
a version X of X (i.e. X has the same finite dimensional distributions 
as I ) which is measurable (and separable). Again, from the point of view 
of proving CLT’s or convergence in probability, this is sufficient to allow 
us to deal with X instead of X .
Before we proceed with the continuous time analogues of laws of large 
numbers and CLT's we will now describe the appropriate probabilistic structur 
Pursuant to the above discussion we will assume the separability of all 
processes we consider.
Let us consider a complete probability space (ft, F, P) and a stochasti 
process X = {j ; t > o} on (ft, F, P) ; i.e. X is a family of random
Is
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v a r ia b le s  on (ß ,  F, P) , The index  o r  p a ram ete r s e t  o f  t h i s  fam ily  i s  
[0 ,  00) and from now on we w i l l  r e f e r  to  t  € [ 0 ,  00) as th e  tim e t  . Thus 
we h e re  c o n s id e r  "p ro c e s se s  in  co n tin u o u s  tim e" and re s e rv e  th e  word 
p a ram e te r  fo r  th e  "0" we w i l l  be concerned  w ith  e s t im a t in g  in  th e  s e q u e l. 
We n ex t d e f in e  a fam ily  o f  in c re a s in g  O - f ie ld s  {F^; t  > o} d e f in e d  as
fo l lo w s :
q = 8  s (1 .1 6 )
(F i s  th e  O - f ie ld  g e n e ra te d  by th e  s e t s  {go : X (go) f ß} , s 5 t  where
0 ( 8 -  th e  B o re l f i e l d  on (R .)  We a ls o  assume t h a t ,  f o r  each t  , F^
c o n ta in s  a l l  s e t s  in  F o f  p r o b a b i l i t y  z e ro . In  some s i t u a t io n s  we would 
a ls o  l i k e  th e  fam ily  {F ; t > 0} to  be r i g h t  c o n tin u o u s . By t h i s  we mean
th a t
F = fl F = F it > 0 .
** s>t 8 *
Now i f  we d e f in e  F as in  (1 .1 6 )  and th e  p ro c e ss  X has a . s .  r i g h t
co n tinuous sam ple p a th s  th e n  th e  fam ily  {F • t  > o} i s  a l s o  r i g h t  co n tin u o u
&
This i s  t r u e  s in c e
F* t = Ft v *
where G v H d en o tes  th e  s m a l le s t  o - f i e l d  c o n ta in in g  G u H , and i f  
X, -  X a . s . ,  o{x, ) = o ( j  ) . (Remember t h a t  F c o n ta in s  a l l  P -n u l l
s e t s . )  In  th e  fo llo w in g  we c o n s id e r  {[/ , F ; t  > o }  , a sq u a re  i n t e g r a b le ,
zero-m ean m a r t in g a le .  H ence, Vt > 0 ,
(a )  EU < 00 , EUt = 0 ,
(b ) U i s  F -m e a su ra b le , (1 .1 7 )
(c )  e [u . I F ) = U a . s .  w henever 0 < s  5 t  .
u S  S
We s e t  Fq as th e  o - f i e l d  g e n e ra te d  by X  ^ and such th a t  (ft, F^, p)
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is complete. We also set £/ = 0 a.s. .
We now wish to generalize the definition of to a continuous time
process, {j ; t > o} . To do this we refer to the following condition,
Is
(C), which is satisfied by most of the martingales we will meet in the 
applications.
(C) 3 a separable and measurable, non-negative random function
f = {/ • t > o} such that, Ve > 0 , / is F -measurable,
and Vt > s ,
J  I = E I F
ft
a.s. . (1.18)
Note that (1.18) subsumes f Ef2du < 00 , VO 5 s < t . This condition
 ^s W
is actually the same as condition of Doob [1, p. 446] and is required in
defining stochastic integrals of the form
ft
9 dU *u u (1.19)
for certain measurable processes g = [g ; t > 0} . Now we identify the
quantity I by
Is
(1.20)
and indicate why I can be considered as a continuous time generalization
U
of . Basically, (1.18) states that
t s
and we show that, in the discrete case,
2
EliIt-Is) I Fs] a.s. , 0 5 s < t
[u -U )  ^m nJ 2?[fj -J 1 I F ] a.s., 0 < n < m ,l- V- JJl Y l' ' V7-J 7
(U<fa)
(1.21)
The LHS of (1.21) is
rr mI u.LIj=n+1 JJ - E
m mI , I U.u. I F
V=n+1 i=n+l *
mI S
«/=«+!
u. I F L J n
= E
r m
l  E u2.
>
F. . | F
-3=n+1 1 J J - l J n.
= -I I F ) .K m n ' nJ
On a more intuitive level we might let t + s in (1.18) to obtain, 
formally,
2 I rK ) s_ I g  - ^ 8
since, by construction, dl - f ds and so, roughly speaking, dl is
8 8 8
F -measurable. Thus, we may write, descriptively, s
zt - K ,)2 I ts_
which reduces to I if t - n and U - U , n < s < n+1 . In thisn 8 n
situation F = F , n < 8 < rc+1 and s n ’
( < 0 : = E u2 I F n n-1n- ' n-_
Finally, we reiterate the conditions under which the stochastic 
integral (1.19) is defined. According to Doob [1, p. 447], apart from 
Condition (C) we require
(i) g to be F -measurable Vt > 0 and
(ii) % du < 00 , Vt > 0 .
(1.
Following McKean [1], (ii) can be weakened to
u 0
q^jdu < 00 yir u = 1 Vt >  0
but this extra subtlety will not be required in what follows.
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We will now prove the strong law for continuous time martingales as an 
analogue of the corollary to Theorem 1.2. With hardly any more effort we 
could prove the analogue to Theorem 1.2 itself (i.e. not restrict ourselves 
to fit) = t , t > 0 for the f of that theorem) but there is no 
application of the latter in what follows.
THEOREM 1.18. Suppose {[/ # F^; t > o} is a separable martingale
satisfying (1.17) and Condition (C). Let I^ be defined by (1.20). Then
{i^ } 1Uj_ ->-0 a.s. as t -+ 00 , on the set A = {l ■> 00} .
We comment that we naturally choose the version of I^ which is 
separable so that the set {l^ _ -*■ °°} is measurable. Furthermore, Condition 
(C) implies
rt
Ej du 0 as t s J u (1.23)
so that U, U as t -*■ s . Hence, by Doob’s [1] Theorem 11.2.6 there~D S
exists a version, U , of U = {U,; t > o} which is measurable as well as
separable. By separability, all the desired convergence results will hold 
for U if they do for U , so we can assume, as we do in the sequel, that 
if U is separable and (C) holds, then U is also measurable. We first 
prove a lemma concerning an integration by parts.
LEMMA 1.19. Suppose g = {gu \ u > o} is an a, s. non-decreasing and
continuous random function satisfying (1.22). If U satisfies (1.17) and 
Condition (C)^ then3 Vt > 0 ,
f 3 A  =  -  L  y A  a - s - •
(1.24)
The integral on the right side of (1.24) is well defined (a.s.) as a
Lebesgue-Stieltjes integral since U is measurable and belongs to D a.s.
(see Doob [l], Theorem VII.11.2).
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P r o o f .  F o l lo w in g  Doob [ 1 ,  I X . §5] we need  o n ly  p ro v e  ( 1 .2 4 )  f o r  {</*} 
a s e q u e n c e  o f  ( t ,  g o )  s t e p  f u n c t i o n s  s a t i s f y i n g  t h e  c o n d i t i o n s  o f  t h e  lemma 
and c o n v e rg in g  a . s .  t o  g p o i n tw i s e  on [ 0 ,  t~\ . I n  f a c t ,  f o r  each  t  and 
go , l e t
gnM  = g c (w ) ,  s  . < s  < s . , c -  l ,  . . . ,  n
S  —1  J  ^  V
and
9t (u) = gt ( 0) )
w here we i n s i s t  0 = < s., < . . .  < s  = t  , f o r  each  n > 1 . I t  i s  e a sy0 1 n
t o  check  t h a t  g 1 s a t i s f i e s  ( 1 .2 2 )  i f  g d o e s .  B e fo re  we show t h a t  ( 1 .2 4 )
h o ld s  f o r  s t e p  f u n c t i o n s  0 < 8 < , we i n d i c a t e  t h a t
U/ t  -  \ Q Vs <  *  v i ß t  -  f *  Us dgs  a . s . , ( 1 .2 5 )
when, as  n -*■ 00 , t h e  s u b d i v i s i o n s  become f i n e r  i n  t h e  u s u a l  way. T ha t
= U £ -^s  a  c o n seq u en ce  o f  t h e  d e f i n i t i o n  o f  g . Now, U € D[_0 ,  t ]
a . s .  i m p l i e s  t h a t  U i s ,  a . s . ,  a  bounded m e a s u ra b le  f u n c t i o n  on [ 0 ,  t ]
( s e e  B i l l i n g s l e y  [ 1 ] ,  p .  1 1 0 ) .  S in c e  g and g can be th o u g h t  o f  a s  t h e
S t i e l t j e s  f u n c t i o n s  c o r r e s p o n d in g  t o  some m easu res  M and M^  ( r e s p e c t i v e l y )
on t h e  B o r e l  a - f i e l d  o f  [ 0 ,  t~\ , we can  a p p ly  a t r i v i a l  v a r i a n t  o f  
B i l l i n g s l e y ’ s [ 1 ]  Theorem 5 .2  ( i i i )  t o  c o n c lu d e
uadgs "s U dq a . s . .C* c*S  ‘ ' S
(We use  t h e  f a c t s  t l ) a t  g i s  c o n t in u o u s  and t h a t  U h a s ,  a . s . ,  a t  most 
denum erab le  p o i n t s  o f  d i s c o n t i n u i t y . )  H ence , we have  v e r i f i e d  ( 1 . 2 5 ) .  For
71each  n , we lo o k  a t  t h e  l e f t  s i d e  o f  ( 1 .2 4 )  w i th  g r e p l a c e d  by g , t o
s e e  t h a t
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gndu = £ gn [u -U ). ys s At ys . . s . s . '  0 «7 = 1 J - 1  J J - l
n
l
3 = 1
n t, n 7, g U -g U a s . s . s . , s . .
L J «7 J"1 J - ! J
n
-  I  Us
«7 = 1 «7
^S 8 •
' J J - l ;
n n
= -
f t
£/ ^S " 8 (1 .2 6 )
w ith  p r o b a b i l i t y  1 . (Remember t h a t  £/ = 0 a . s .  .) According to  Doob's
[1 ,  IX .§5] c o n s t r u c t io n  we know t h a t
ft  ft
an<2t/ -> g dU
0 s  S J0 8 s
in  mean square  w h ile  (1 .2 5 )  and (1 .2 6 )  i n d i c a t e  t h a t
£/ a . s . ,
ft ft
0 -  V *  - s  " s
s o ,  by a s ta n d a rd  r e s u l t ,  we can conclude t h a t
■t ft
f0 ?sdl/s = V t - . £/ a . s .  .s  s
P roof o f  Theorem 1 .18 .  We wish to  d e f in e  th e  s t o c h a s t i c  i n t e g r a l
•t 
0
According to  ( 1 .2 2 ) ,  t h i s  i s  d e f in e d  i f ,  u s in g  F u b in i ’s theorem ,
ft 
0
f
Z, = (l+I ) dU .
t  Jn u u
ii+iJ ' 7d du -  • (1 .2 7 )
B ut, a . s . ,
(l+T ) 2 j 2du -  f ( l+ I  ) 2d lK uJ u J v zr w
_2
( l+ u )  <2u (s e e  Meyer [ 1 ,  p .  108])
( l+ u ) 2du - K <
41
so that (1.27) holds. This same calculation also proves
.2 < K , V£ > 0
and since Z is a martingale (Doob [1, p. 448]) we conclude that 3 a
Ts
random variable Z^ , < % » such that
Z^ Z^ a.s. as t 00 . (1.28)
(Again, we of course choose Z =  { ;  t > o} separable.)
Furthermore Z satisfies Condition (C), with replaced by
- (1+Xw) , as well as (1.17) according to Doob [1, p. 448], Also the
function
Vu (1+IJ
satisfies the conditions of Lemma 1.19 w.r.t. h in (1.22). Henceu
(l+J ) 1U = (l+I.)'± (l+I )dZ (Doob [1, p. 448])-1 u' u
(l+J.)'1 (i+i.)z. - rt Z dl u u , by Lemma 1.19,
= Z - Z - fl+J.) 1 (Z -Z )dl - ( l + l J ' V z  + Z . t 00 v J Q  ^u ^  u v t °° 00
Let A = (u) : .^ (u)) -+ °°} and V = { go : Z^w) -*■ Zoo(u))} , and we note that
P( A D  = P(A) (1.29)
by (1.28). For all 0) ( Ar and £ > 0 , 3T = T(u), e) s.t.
I Z^(üü)-Zoo(o)) I < £ whenever t > T .
Hence, for fixed a) € Ar , and for t > T ,
( i +
-l.
(1+Xtr 1 |f ( V Z~ K |  + + |(l+It)-1ItZoo-Zc
and so
42
lim (i+j*r\ < 2t as t -*■ 00
since J ((a)) 00 . Since e was chosen arbitrarily we conclude that
U
{l*I^'\ - 0 on
and so
{lt}~1Ut + 0 on Ar .
Finally, (1.29) gives us the conclusion of the theorem as stated. □
Our next area of interest is that of CLT’s for continuous time 
martingales. To obtain the following results we make use of two ideas - the 
stochastic integral, which was already mentioned, and the use of random 
substitutions of time (random time changes). Our interest in the latter 
technique stems from the observation that often one can represent the 
martingale {t/^ , t > o} by
U, = Y , a.s., t > 0 , (1.30)
* Tt
where T = t > o} is an a.s. non-decreasing process such that is
F^-measurable for each t > 0 . Moreover, Y^_ is often an additive process
on (ft, F, P) (i.e. a process with stationary and independent increments) 
for which a CLT is easily proved. In fact, a functional central limit 
theorem exists (as an analogue of Donsker’s theorem) for Y^ an additive
process satisfying
EY = 0 , E[Y -Y )2 = t - s , VO < s < t . (1.31)
0 " O S
Before we look at this functional CLT we will discuss some details 
concerning such random time substitutions.
Often we can define r\^_ = inf{u : t > t] and construct Y^ from
Y.-U  a.s., t > 0 . 
t %
The corresponding a-fields for the Y process are defined by
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G = F = a (A € F s.t. A{ri 5 s) ( F , tfs > o) .t T\ ^ t S
The r) process is such that n , t > 0 , is a stopping time for the £/ 
process w.r.t. {F • t > o} while t , is a stopping time for the Y
LS is
process w.r.t. {G^; t > o} . Since the Y process is additive it will
also be strong Markov, so that under (1.30) the U process will also have 
this property (see Dynkin [1, Chapter 10]). These observations will be used 
in Chapter 4.
We now prove the functional CLT for additive processes.
THEOREM l019o Let Y - {Y^ ; t > o} be an additive process satisfying
(1.31) and define - {^(a); 0 5 a 5 l} for each t > 0 by
Q,(a) = Y /yjt , 0 5 a 5 1 .t at
Then
(W stands for the W<$Aner process on C[0, 1] , or its measure.)
An outline of the proof will only be given since the proof is a 
straightforward extension of the i.i.d. discrete case. The processes are 
all taken as separable.
Proof. Suppose 0 5 a, < < ... < a 5 1 .  We wish to show that1 2  n
» • • • » » • • • » ) » t ,
1 n
This is equivalent to showing
(1.32)
converges in distribution to a similar random vector in W . However the 
differences in (1.32) are independent so one only has to prove the one­
dimensional result
Qt Gq) W(0, aj .
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This last result is readily proved. To complete the proof we need to prove
a tightness condition. According to Billingsley [1, p. 58] since
Q,(0) = Y /Vt - 0 a.s., Vt > 0 we only need to verify that Ve, r) > 0 ,Jy U
3 0 < 6 = 6 ( e , n ) < l» and T - Tie, n) s.t.
i?{ sup \QAb)-QAa)\ > e) 5 n , Vt > T , VO < a 5 1 . (1.33)
a^Sz+6 t
The probability in (1.33) is, for any a ,
= |p{ sup -J | 2
0 asb Dt at
~ p{ sup |y^| > eVt} by the stationarity 
2
~ I
0<£<6
—  - vT 
V6
on applying Billingsley’s [1, p. 69] lemma and using separability. 
As t -* 00 , the expression in (1.34) converges to
j P \ \ n I 2  e
■VS j - V2 •VS"
-3
Plwl
(1.34)
for N a standard normal deviate. Hence we can choose a 6 and T to 
satisfy the conditions in (1.33) and thus the proof is complete. □
Our next theorem connects the functional CLT for Y = { Y , ; t > o }  ,an
additive process, to a corresponding result for U^ _ when (1.30) is true.
The techniques involved in the proof are direct generalizations of those 
required for the discrete case (see Dion [2], Jagers [1]). Although we only 
require a CLT and not a functional CLT for U^ , to carry out the random
time substitution it is more convenient to work with the process than
with Q^(l) .
THEOREM 1.20. Suppose U , = Y where Y is an additive process
f xt
satisfying (1.31) and the process t = {t ; t 2 0} satisfies the following:
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(i) for almost all u) , t^Cw ) is a non-decreasing function in
t >
(ii) {m(t)} -&-*■ n2 j where P(n2 > o) > 0 , for some function
m(t) increasing to 00 as t increases to 00 .
Thens letting Z (a) = Y /VT~ j 0 5 a < 1 u a t , u
(Hi) Z^_ W j and 
(iv) 1} N ~t N(0, 1) .
The convergences in (Hi) and (iv) are with respect to any probability 
y << for P^(#) = P(*|^) where A = {p2 > o} .
We first prove the following, for Q^  as in Theorem 1.19.
LEMMA 1.21o If Pq «  P j then
P0{Qt € C) + W(C) as t -* «
for any W-continuity set C .
Proof. We let G = a (Y ; 0 5 s 5 t] and G = a(l) G ) . Hencet 8 t t
G c F . In the notation of Billingsley [1, p. 139] we let
6q = {P : B € Gj_ for some t < °°} .
Let u(t) be a continuous function of t , increasing to 00 as t -* 00 , and 
satisfying
u(t)/t -* 0 as t 00 . (1.35)
Let
Set
«'(a)
'^at-YuW P ^
(
0\
1 > a > u(t)/t 
otherwise.
sup \Q (a)-Q’(a)\ = sup IY /Vt I . 
OSaSl * * 0<a5u(t) a
Then,
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P{ö > e} = P{ sup IY I > eVfc}
05a5u(t) a
£ 2p{|Yu(t)| > ^ ( £ ^)} (see (1.34))
+ 0 as t ■* 00 ,
since (1.35) holds (using Chebyshev's inequality, for example). Thus, we 
have shown,
0 . (1.36)
Theorem 1.19 and (1.36) imply that
W as t -*• 00 .
For any B € is independent of B for t large enough
since, for t > s , Y, - Y is independent of G . Hence, for anyv s  s
V-continuity set C ,
* <?} n B) + W(C)HB) .
Since 6 C} € G = a s from Billingsley’s [1], Theorem 16.2,
PQ [Q’t € c) - W(C) .
Furthermore, 6^ 0 w.r.t. P^ if it does w.r.t. P so
PQ[Qt 6 C) -> J/(C) as t + oo . □
2Proof of Theorem 1.20. We first suppose that r\ is bounded a.s.,
i.e.
3P < °° s.t. P ( 0 5 n 2 5 X ) = l .
Define
w Vm(t) > w Vra(t) 51
P ^ ( a )  = -
a 2 
2 K n , otherwise.
Then, Vf, , the subset of P[0, 1] consisting of the non-decreasing
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functions with 0 5 H (a) 5 1 ,  0 < a 5 1 . D has the relative Skorohodu U
topology (see Billingsley [1, p. 144]). Now it is easy to show
Tt/m(t)) -2-*- (tf, n2) as t -+ 00 ,
w.r.t. any measure y << P , in the sense of the product topology on 
x R , (see Dion [2]). Note that
H(a) = ar\2/(2K) .
Lemma 1.19 ensures that
v{{Q2Km(.t) t C) n B)  ^KC)U(B) , as t ■* »
for any y «  , for any (/-continuity set C and for any B £ F .
Theorem 4.5 of Billingsley El] now produces
^2KmU)’ Ht> V- w, b  n0 , as t
w.r.t. y and the product topology on D x D x i? , where
Ä (a) = anQ/(2^) , 0 < a 5 1 .
More importantly, has the same distribution as 2n but is independent
of W . Since the transformation sending (x9 <p9 a) to a (^x o $) is 
continuous at (x9 (p9 a) for x € C , (ji ( C n and a > 0 , we apply
Corollary 1 to Theorem 5.1 of Billingsley [1] to conclude
{ y  (2 KmU))Yk{Q7KmH) » Ät) - 4  f f  n ' V  o Hq) =2= W (1.37)
w.r.t. y . (The last equivalence is due to the independence of q and
W .) The completion of the proof is now exactly as for that of Theorem 17.2 
of Billingsley [l] wherein one uses the fact that the LHS of (1.37) coincides 
with Z, for large enough t by the boundedness condition. The boundedness
Ts
is then removed by applying Billingsley's [1] Theorem 4.2. Thus (Hi) is 
proved.
To obtain (iv)9 one simply recognizes that
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v i^ = v i } ■ a
To apply the above theorem we need to know when U can be expressed in 
the desired form. One such case is indicated below. In the applications we 
will discuss several examples for which U has the representation in terms 
of an additive process and this leads one to suspect that there may be a 
more general result - especially when the underlying process, X , is a 
Markov process. Condition (C), which, in the context of (1.17), does not 
seem to be restrictive, provides the probable link to establish the relation­
ship (1.30) in general. For almost surely continuous martingales we have
THEOREM 1.22„ Let F t > o} satisfy (1.17) and Condition (C).
If almost all the sample paths of U are continuous, then there exists a 
Brownian process, Y , s.t.
1^ is defined in (1.20). The Brownian motion, Y , may be defined on 
the space (ft', F', P r) which consists of (ft, F, P) to which a Brownian
almost everywhere w.r.t. du x dP measure. See Doob [1], Theorem IX.5.3, 
for details.
Proof. The hypotheses of the theorem are sufficient to satisfy those 
of Theorem IX.5.3 of Doob [1], which imply that there exists a Brownian 
motion B - t > o} such that
[B may need to be defined on (ft', F', P f) ).
According to McKean [1, p. 29], (1.38) and Condition (C) imply that 
there exists a Brownian motion, Y , on the same probability space as B , 
for which
U = Y a.s., t > 0 . 
* ±t
motion has been adjoined. This adjunction is not necessary if / (u>) > 0
ft
f dB a.s. u u (1.38)
U, - Y a.s. [Pf], t > 0 . □ (1.39)
t
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S in ce  P ' p r o b a b i l i t y  i s  eq u a l to  P p r o b a b il i ty  as fa r  as th e  U 
and I  p r o c e s s e s  are concerned we can im m ediately  apply  t h i s  c o n c lu s io n  to
Theorem 1 .2 0  to  o b ta in :
THEOREM 1.23. Let {i/ , F^; t  > o} s a t i s f y  ( 1 . 1 7 )  and C o n d itio n  ( c )
and l e t  alm ost a l l  the sample paths o f  U be continuous. I f  there e x is t s  a 
fu n ction  m(t )  s in crea sin g  to  00 as t  -*• 00 3 fo r  which
{m (£)} o2 3  cmd P (n 2 > o) > 0 s then
£/t /vT ^ 4 L  n ( o , l )
w , r . t .  any p r o b a b il i ty  y «  P^ .
(P^ i s  d e f in e d  in  Theorem 1 .2 0 .)
P ro o f. The p r o c e ss  ; t  > o} s a t i s f i e s  c o n d it io n s  ( i )  and ( i i )  o f
Theorem 1 .2 0 .  S in ce  (1 .3 9 )  a l s o  h o ld s  we know th a t  ( i v)  o f  Theorem 1 .2 0  
f o l lo w s ,  w ith  t . - I . y  t  >  0 , which i s  th e  d e s ir e d  r e s u l t .  □
U  is
2
In f a c t ,  i f ,  in  ( 1 .3 9 ) ,  Y i s  any a d d it iv e  p r o c e ss  w ith  EY < 00 ,
Is
t  > 0 , we can w r ite  down r e s u l t s  fo r  th e  U p r o c e ss  which h o ld  w ith  
p r o b a b il i ty  one on th e  s e t  A = { j  -► °°} . For exam ple, from th e  analogue
Is
o f  th e  s tr o n g  law fo r  a d d it iv e  p r o c e ss e s  s a t i s f y i n g  ( 1 .3 1 )  ( s e e  Skorohod 
[ 1 ] ,  § 2 4 ) , we have
0 a . s .  on A . ( 1 .4 0 )
I f  th e  Y p r o c e ss  i s  Brownian m otion then  we a l s o  have
r | u t i ilim  sup ■( -  «■ - 1 > = 1 a . s .  on A ,
V 21^  lo g  lo g  \ I  ) '
from th e  r e s u l t  in  §30 o f  Skorohod [ 1 ] .
Whereas th e  l a s t  r e s u l t  w i l l  n ot be used  in  th e  s e q u e l ,  we n o te  th a t  
( 1 .4 0 )  corresp on d s to  th e  r e s u l t  proved in  Theorem 1 .1 8 . T hus, when ( 1 .3 9 )  
does h o ld  fo r  any a d d it iv e  p r o c e ss  Y s a t i s f y i n g  ( 1 .3 1 ) ,  we can prove th e  
analogue o f  th e  s tr o n g  law o f  la r g e  numbers more e a s i l y .
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For m a r t i n g a l e s ,  U , w hich do n o t  have  a lm o s t  s u r e l y  c o n t in u o u s  sam ple 
p a th s  we can s t i l l  w r i t e
•t
f  dY J u u
i f  C o n d i t io n  (C) h o ld s  and i s  a . e .  [ d t  x dP~\ p o s i t i v e .  However, t h e
Y p r o c e s s  s a t i s f i e s  o n ly
2 = t  -  8 , a . s .  VO < s < t  ,
( s e e  Doob [ 1 ,  p .  4 4 8 ])  which i n d i c a t e s  t h a t  t h e  Y p r o c e s s  has  wide s e n se  
s t a t i o n a r y  (a s  w e l l  a s  o r th o g o n a l )  i n c r e m e n t s .  T h i s ,  i n  i t s e l f ,  i s  n o t  
enough t o  e n s u re  a CLT f o r  . E ven , i f  i t  w e re ,  t h e  e x t e n s i o n  o f
McKean’s r e s u l t  ( t h a t  U, can  be e x p r e s s e d  as  t h e  " t im e -c h a n g e d "  v e r s i o n  o f
a p r o c e s s  l i k e  Y ) i s  n o t  a v a i l a b l e  so  t h a t  i t  i s  n o t  c l e a r  how th e  CLT f o r
Ut l'JT~t  would be p ro v e d  a t  t h i s  s t a g e .
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CHAPTER 2
ML ESTIMATION - NON-RANDOM NORMING THEORY
§1. The Statistical Framework
Let {/ ; n > 1} be a stochastic process defined on a probability
space (T2, F, Pg} where 0 £ 0 c fR is a vector of unknown parameters
indexing the family of possible probability measures. We also assume thatr**Jrv\b*rS
the ^ family of measures, {Pgj 6 £ 0} » are mutually absolutely continuous.
Suppose we observe X . , 1 < i < n , Let X denote fx. , x_, .... x ]C n v 1 2 nJ
and suppose that for each n , X^ has a density function (probability
function) fn i*n I with respect to some a-finite measure. (For
convenience, we will assume this measure is Lebesgue measure (or counting 
measure) in what follows.] We write f [x I X , -0) for the conditional
density (probability) of Xn given X. , 1 < j < n-1 . (®1 | XQ , 0] is
to be read as f. (x, I 0] . We let f be a O-field which contains the
o-field generated by (j^, ..., Z ) . In most situations
F = a \X. , ... , X ] . Take Fn as the trivial cr-field. We also require n K 1 nJ 0 n
FQ <= Fj^ c: F2 <= ... , and that F^ be complete, for n > 1 , w.r.t. any
^0 *
We suppose also that 0^  is the true value of the parameter 0 and we 
let Sa = {0 : ||0-0q | < a} where ||*|| denotes the Euclidean norm.
Expectations and probability statements are with respect to P = P Q
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The following assumption is made throughout this chapter
Al. 3a > 0 such that the functions f (X I 0] are twice differentiabJn K n 1 J
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with respect to 0 , V0 € , and the derivatives are for fixed 0 ,
F-measurable and almost surely continuous functions of 0 € .
To avoid repetitious qualifications of definitions, unless otherwise 
indicated, all quantities with a zero subscript are to be taken as zero 
identically.
Writing ln(0) = log | ö) we define the following sequences of
vectors and of matrices:- for k > 1 ,
ufe(e) = j q  ( y e ) - ^ 0» =
= ^  (log fk{xk I *k_v  0)). ll“ (log f  k
t
V 6) far 30.30. i 3 iog fk
and
Un(0) = |x V 0) -
n
7 ( 0 ) =  Y, 7^,(6) > for n > 1 . 
n k=l *
If the 0 argument is omitted from these and similar expressions, it is 
assumed to be 0^  . We introduce some further notation in order to express
some of the arguments succinctly in matrix-vector notation.
ßFor X € fR we denote by [AX] the diagonal s x s matrix with
element X. in the j , j position.
3
We will use the vector equivalent of the Taylor expansion to investigate 
the properties of the roots of the likelihood equations
U (Ö) = 0 . n
This expansion about is, writing X = 0 - 0Q ,
U (0) n + 7n(6o)X + DS<e*)-7n(0o)]A
(2.1)
( 2 . 2 )
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where 7*(0*) is used to indicate that each row of Vr (•) is possibly to 
be evaluated at a different value 0* such that ||0*-0 | - ||X|| . In most
applications it will be possible and more useful to use the Taylor expansion 
extended to terms involving the third derivatives. To this end we define 
the following:-
,4'?')(0) = tot ve)
j
(j)where differentiation is defined componentwise. That is, (0) is an
s x s matrix with typical element
(log fk^ xk I h-i’J V l
in the f, t position and as usual we define
" fe=i K
The Taylor expansion can now be expressed as
Un(6) = Un ^  + 7„(6(PX + R(X’ n) <2.3)
where the Jth component of R(A, n) is
and 0^^ is such that 0(j’)-e s ||X||
We will firstly give, in §2, general conditions under which a root of 
the likelihood equations is consistent for 0^ and then consider some more
stringent sufficient conditions which would be more readily checkable. Some 
of these conditions will then be considered in the light of martingale limit 
theory. In §3 we will follow much the same course in discussing the 
asymptotic normality of consistent roots of the likelihood equations.
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§2. Consistency of the MLE
Basically, our approach will be to consider elliptical neighbourhoods,
Z7 (6 , n ) »of , possibly shrinking with n and showing that, under
certain conditions, the likelihood equations must have a root lying in 
£/(6 » n) with arbitrarily high probability for § small enough and n 
suitably large. This, of course implies the consistency of this sequence of 
roots of the likelihood equations. It will also be possible to show that 
this root will correspond to a relative maximum of Z^(0) • Nevertheless,
if the likelihood equations have several roots corresponding to maxima we 
will still not have proved that the strict MLE is consistent. The fact that 
in many applications the problem of multiple roots (coupled with no way of 
discriminating between acceptable and unacceptable roots) does not arise, 
leads us here to be satisfied with the analysis of the likelihood equations.
A look at proofs of consistency of the strict MLE, along the lines of 
Wald’s [2] proof will be made later in §5.
We consider the following assumptions:
A 2 • There exists a sequence (k(n)} of s x 1 vectors and a scalar
sequence (r(n)} satisfying the following
(i) {r(n)} t oo ; [k Xn)\ t oo , J = 1, ..., s ; andC
r(n) 5 k .(n) , j - 1, ...» e for all n .J
(ii) (l/Hn)) [Ak(n) ] 1Un 0 •
(iii) 3 a positive, non-random function a(ön) s.t. Ve > 0 ,
VX 6 r  , 3N1 = N^e) s.t.
X'Cik(n)] 1F [Ak(n)] £ -a(e ) lIXll21 > 1 - £ » Vn > .
(iv) 3q > 0 so that VX € !R and V£ > 0 , 3v = v(3e) and 
N 2 = tf2(e, v) s.t.
55
X ' [ A k ( n ) ] ~ - L j W e * ( n ) ) - V J [ A k ( n ) ]  1 X i + n IIX||2 I < e
whenever  a l l  t h e
0 * (n )  € U(v,  n ) 0 r (n) [ A k ( n ) ] ( e - e 0) Vn > N.
Note t h a t  0 * ( n )  r e a l l y  r e p r e s e n t s  8 d i f f e r e n t  v e c t o r s ,  a l l  o f  which l i e  
i n  £/(v, n )  . A l s o ,  t o  e n s u r e  e x i s t e n c e  o f  t h e  r e l e v a n t  d e r i v a t i v e s  we make 
v ( e )  < a  , Ve .
We l e t  C € fR and w r i t e
- 1 ,0 ( n )  = r ( n ) [ A k ( n ) ]  C + 0
so t h a t  0 ( n )  6 ^/(6 ,  n )  i f f  ||cll -  <5 . Also  w r i t e
( 2 . 4 )
UH « ,  n)  = {e : [ A k ( n ) ] (e-0Q) jj = <$]• .
THEOREM 2 . 1 .  Under Assumptions A1 and A2, there e x is t s  a ro o t o f  the 
lik e lih o o d  equations which i s  c o n s is te n t fo r  0Q .
The p r o o f  o f  t h i s  t h e o r e m  w i l l  f o l l o w  t h e  l i n e s  o f  Cramer [ 1 ]  and use  a 
r e s u l t  o f  J .M. M ichae l  p ro v ed  i n  A i t c h i s o n  and  S i l v e y ’s [ 1 ]  a r t i c l e .  We w i l l  
e s t a b l i s h  some lemmas f i r s t .
LEMMA 2 . 2 .  Under Assumptions A1 and A2> fo r  any e > 0 and 
0 < 6 < v ( e )  j  3N = N(e,  6 )  such th a t fo r  a l l  n > N th ere  e x is t s  
€ Fn s a t is f y in g
( i )  F(£i ) > 1 -  e ,
( i i ) r fn)  W k ( n ) ] - \
( H i )  X ' [ A k ( n ) ]  1Fn [ A k ( « ) ]  xX S - a ( e  ) | |X| |^ i f  <o € fi
< 6  i f  a) € ß  * J n
- 1 ,
( i v) X ' [ A k ( n ) ]  1 [ k * ( e ‘t ( n ) ) - y n] [ A k ( n ) ]  ^X- 1.
«(e0)
i + n llxll
fo r  some p > 0 s and fo r  a l l  0 * (n )  € i / (5 ,  ri) , i f  u) € 0.^  .
P r o o f .  The r e s u l t s  f o l l o w  s t r a i g h t  f rom t h e  c o n d i t i o n s  i n  A2 by t a k i n g
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N = N(e,  6) = max N ( e / 3 ) , N [ e / 3, v ( 3 e / 3 ) ) ,  N [ e / 3 ,  62)
where N ^ ( a , £>) i s  such  t h a t
rtnT [Ak(n)]
( c l e a r l y  p o s s i b l e  by A2 ( i i ) ) .  
LEMMA 2.3 ( J . M.  M ic h a e l ) .
Ba =  { ?  €  :  H e l l  < a} in to  R
whenever ||c|| = 6 3 then  3  ^ ( S
/N
P r o o f .  Suppose no such  £
9 1 (C )
< a
□
Vn > ff3 ,
I f  g i s  a continuous vec to r  fu n c tio n  o f  
8 andj fo r  some 0 < 6 < a  ,  Z rg(£)  < 0 
g such th a t  g ( 0  = 0 .
e x i s t s  and so  t h e  f u n c t i o n  
= 6^(0 / 11^ (011
i s  a c o n t in u o u s  map o f  B^ i n t o  i t s e l f .  Hence by B ro u w e r 's  f i x e d  p o i n t
th eo re m  3 A € s . t .
o
g 1( X )  = x
-  «2 =  l l ^ c x )!!2 = X ' g ^ x )  = x - x  = | |X| |2
i . e .  IIXII = 6 b u t  X ' g ( X )  > 0 w hich c o n t r a d i c t s  t h e  h y p o th e s e s  o f  t h e  
lemma. Hence 3£ d s . t .  g ( £ )  = 0 . □
P r o o f  o f  Theorem 2.1. We c o n s i d e r  £ and 6 = 0 ( n )  a s  i n  ( 2 . 4 )  and
c o n s i d e r  t h e  r i g h t  s i d e  o f  ( 2 . 2 ) ,  p r e m u l t i p l i e d  by EAk(n)]  ^ , a s  a
f u n c t i o n  g o f  £ ;
g(C)  = - r r  [ A k ( n ) ] ' 1U t  [ A k C n U 'V  [ A k C n J l ^ C  r ( n)  n n
+ [ A k ( n ) ] " 1 [7't ( 0 ,t( » ) ) - k ' J  CA kCn)]'1? .
We n o te  g ( * )  i s  c o n t in u o u s  by  t h e  c o n t i n u i t y  o f  t h e  d e r i v a t i v e s  a s s u r e d  by
A l.  By Lemma 2 . 2 ,  Ve > 0 , and V<$ s m a l l  eno u g h ,  and f o r  n > N( e , 6) ,
3ft € F w i th  p(ft 1 > 1 -  e , s . t .  Vw 6 ft ,n n K nJ n
C ' 9 ( C )  S  P l I C l l  -  a ( 6 0 )  | |C| |2 + IICll2 . f o r  ||C|| <  6
and so f o r  | | c l l  = 6 ,
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C 'g(? ) 5 62 [ 6 -a (0 o) < 0 i f  6 < i+n
A A
Hence by Lemma 2 . 3 ,  3|; ( ^  s . t .  g(£) = 0 , which i n  t u r n  i m p l i e s  t h a t  3
a s o l u t i o n  o f  t h e  l i k e l i h o o d  e q u a t i o n s  ( 2 . 1 ) ,  say  0 ( n )  , c o r r e s p o n d i n g  t o
11 ( v i a  ( 2 . 4 ) )  , f o r  u) € f o r  n > N(e,  6) and 6 < min
In  summary, we have shown t h a t  Ve > 0 and V6 s m a l l  enough (and  hence f o r  
a l l  6 ) t h e r e  e x i s t s  a  s e q u en c e  o f  r o o t s ,  ( 9 ( n ) }  , o f  t h e  l i k e l i h o o d  
e q u a t i o n s  s a t i s f y i n g
P( | |  ( l / r ( n ) )  [Ak(n) ] ( 0 ( n ) - 0 ol| > 6) < e , f o r  n > N(e9 6)
v ( e ) ,
V <V 1
1 + n
which ensures  the c o n s i s t e n c y  o f  ( 0 (n ) }  . 0
COROLLARY. Under the co n d itio n s  o f  Theorem 2 .1 ,  0(n)  i s ,  w ith
p r o b a b il i ty  tending to  1 as n , a lo c a l maximum o f  Z^(0)  fo r
0 € U(S, n) j fo r  6 sm all enough.
P r o o f .  We use  t h e  n o t a t i o n  o f  t h e  t h e o r e m .  For  n > N (e , <S) and 
6 < m i n ( v ( e ) » a ( 0 Q) r | / ( l + r | ) )  and  f o r  a) € , and 0 ( n )  ( £/(6, n)  we
expand Z ^ (0 (n ) )  a b o u t  Z ^ ( 0 (n ) )  t o  o b t a i n
Zn (0(n))  -  l n [Q(n)) = ( 0 (n ) -0 (n ) )  f [ ^ + ^ ( 0 ^ ( n ) ) - F j  (0 (n ) -0 (n ) ]
and n o t i n g  ( 2 . 4 ) ,
2
J^yj (c-C)'i:Ak(n)]-1 p n^ ( e * ( n ) ) - 7 n][A k (n )r 1(C-8) 
a ( 6 o h
r ( n) ( 0O ) i+n iic-cir
< 0
u s i n g  t h e  f a c t s  t h a t  U ( 0 ( n ) )  = 0 and 0 ( n )  € £/(6, n)  , ( t h u s  so a r e  t h e
0 * ( n )  ) and u s i n g  t h e  A ssum pt ions  A2. Hence f o r  any e > 0 and 
6 = m in ( v ( e ) »  ^<^(0^)/ (1+q) )  w i t h  p r o b a b i l i t y  > 1 -  e , t h e r e  e x i s t s  a r o o t ,
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0 ( n )  , o f  U (0 )  = 0 i n  £/(6, n) w hich m axim izes  Z- ( 0 )  f o r  0 € £/(6, n) n n
w henever n > N(e,  6) , ( a c t u a l l y  ZV(e, 6 ) = W * ( e ) ) .  0
I t  t u r n s  o u t  t h a t  A ssum ption  A2 ( i v )  i s  t h e  h a r d e s t  t o  check  in  many
c i r c u m s t a n c e s .  A s im p le r  s u f f i c i e n t  c o n d i t i o n  f o r  t h i s  a s su m p t io n  m igh t
t h e r e f o r e  be  u s e f u l  and can  be o b t a i n e d  a ssu m in g  t h e  e x i s t e n c e  o f  t h e
(  7  )
Wk ( 0 )  m a t r i c e s  Vj = 1 ,  8 and Vfe = 1 ,  2 ,  . . .  .
A2. ( i v ) *  3a > 0 s . t .  V0 € 5  , V i ,  j ,  Z = 1 ,  2 ,
Vrc > 1 , 
r ( n )
s  and
S0.00 .00- V 6)
t  J  Z-
5 Af
F - m e a s u ra b le  w i th  EM < C < 00 , Vrc 
n n
LEMMA 2 . 4 .  A2 ( i v ) *  =* A2 ( i v ) .  
P r o o f .  C o n s id e r
(row i  o f  7* (0 * (n ) )  - 7  )
A f A 'i e = e * ( n ) l
90 ( 9 0 .  Zn ( 0 ) j
0 = 6 O •V V ^
( 0 * ( n ) - 0 Q) (©**(«)) ,
w here  ||0**(w) - 0 q|| 5 ||0^ ( rz) —0Q|| and we c o n s i d e r  p o s s i b l y  s  d i f f e r e n t
Q**(n) , s a t i s f y i n g  t h i s  i n e q u a l i t y .  On a p p ly i n g  e q u a t i o n  ( 2 .4 )  we can  
se e  t h a t  t h e  i t h  component o f  [Ak(rc)] 1 [W ( 0 ^ ( n ) ) - y j  [A k ( n ) ]
= ?‘ ' C A k ( n ) r V i ) ( e « (n ) ) [ A k ( n ) ] " 1X .
Thus
X ' [ i k ( n ) ]  1 [ r  (0 ,t( n ) ) - 7 l [ A k ( n ) ]  XX 
w henever a l l  t h e  Q*(n)  € Z/(6, n)  . A p p ly in g  M arkov’s i n e q u a l i t y ,
6 s ( l t n ) C
, - l .
s  Af «8 iixir ,
V e "xll > IIMl w - *
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for 6 5 v(3e) = min % “ (for any r) > 0 ). Hence A2 (iv) holds
with N = 1 , and v(3e) as just given for any H > 0 . Q
If we use superscripts to denote the components of vectors or matrices 
(also in the sequel) we see that
U )
k-1
» 9
I Xk-V 0
357 0= 0 . (2.5)
= 0 , since the integral is 1 ,
provided that the interchange of integration and differentiation in (2.5) is
apermitted. We use the notation [x^  | 0q) to mean that the
derivative is evaluated at 0 = 0 If (2.5) holds then it is clear that,
for n > 1 ,
2T(U FnJ n-1
(where expectations are taken componentwise here and in what follows for all 
vector and matrix arguments). Thus {U^, F n > l} is a (vector) zero-
mean martingale sequence under the regularity condition implied by (2.5). 
This makes sufficient conditions for A2 (ii) quite tractable in many cases. 
Indeed
2 n14™) -► 0 as i - 1, ..., 8
r(n)k.(n) [»«>] n j
< " 2 Zr(n) > k .(n) ^=l  ^ ^
-> 0 for i = 1, ...,s (2.6)
- r r  [Ak(tt) ] XU r(n) n
CAk(n)r\  0
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v i a  C h e b y s h e v 's  th e o r e m ,  u s in g  th e  m a r t i n g a l e  p r o p e r t y  t o  o b t a i n  ( 2 . 6 )  
Thus we have a c o n v e n ie n t  s u f f i c i e n t  c o n d i t i o n  f o r  A2 ( i i )  in  th e  
r e g u l a r  c a s e .  I f  we can  a l s o  exchange  t h e  o r d e r  o f  i n t e g r a t i o n  and 
d i f f e r e n t i a t i o n  so t h a t ,  V f ,  J  = 1 ,  . s  ,
,2
TB.TÜC^nKi I V l ’ 9o = 757 757 fJ xn  ^ V 1’ (2' 7)
I  0 ^ 3
t h e n  we can r e a d i l y  e s t a b l i s h  t h a t
dVfc I U  =
and w r i t i n g
Jn = *  E ^ i  I
we c o n c lu d e  t h a t  {V^+I" , F^; n > l}  i s  a ( m a t r i x )  m a r t i n g a l e  s e q u e n c e .
T h is  r e s u l t  s u g g e s t s ,  t h a t  in  o r d e r  t o  p ro v e  t h a t  A2 ( i i i )  h o ld s  i t  m igh t be 
r e a s o n a b l e  t o  show t h a t
X'[Ak(n)] 1 [Vn + I n ] [Ak(n)l XX o ( 2 . 8 )
and t h a t  3a (0 Q) > 0 so t h a t
X, [Ak(n)]"1Jn [Ak(n)] XX > 2a(0o)||X|| ( 2 . 9 )
f o r  a l l  X ( IÜ , w i th  h ig h  p r o b a b i l i t y  f o r  n s u f f i c i e n t l y  l a r g e .  U sing  
C h eb y sh ev ’ s i n e q u a l i t y  t o  show ( 2 . 8 )  h o ld s  i s  made e a sy  as  a con seq u en ce  o f  
t h e  m a r t i n g a l e  p r o p e r t y  w i t h  t h e  r e s u l t  t h a t  ( 2 . 8 )  h o ld s  i f
[ k . ( n ) k . ( n ) )  2 £  E
't' J  k =1
-)• 0 a s  n -*■ °° ,
V f ,  j  = 1 ,  2 ,  . . . ,  s  . A l th o u g h ,  i n  g e n e r a l ,  I  i s  a l s o  a random m a t r ixn
i t  i s  o f t e n  e a s i e r  t o  check  t h e  c o n d i t i o n  ( 2 . 9 )  f o r  I  t h a n  i t  i s  t o  checkn
t h e  s i m i l a r  one f o r  V i n  A2 ( i i i ) .n
We can  summ arize a s e t  o f  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  c o n s i s t e n c y  o f  
a r o o t  o f  t h e  l i k e l i h o o d  e q u a t i o n s  in  t h e  f o l l o w i n g  se q u en ce  o f  c o n d i t i o n s .
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( n \Bl. AI and the existence of y(0) , V/c > 1 and Vj = 1, . .., s ;
each F-measurable V0 € «S' , for some a > 0 .a
B2. EV and MJ 'U exist, Vn > 1 n n n ’ •
B3. I U  = 0 a•s-> *(“*“£ 1 = ~Eivk 1 F*J ’
i—1Al
>
B4. 9 n(r(n)k^ (n)) £ E
k-1 .4^) * 0
as n -► 00 , Vi = 1, ... , s .
B5. [Ak(n)]_1p n+In] [Ak(n)] 1 0 (matrix).
B6. 3 a non-random function <2(0^ and Ve > 0 , 3N = 7V(e) s.t
VX € Ss ,
p|x'[ik(n)]'1In [Ak(n)]'1 2 2a(eo) ||X||2j > 1 - e , Vn > ff .
B7. A2 (iv)*.
We have shown that B. , 1 5 J 5 7 , are sufficient to ensure the
J
A
consistency of a root, 0(n) , of the likelihood equations, and that, with 
high probability for large n , this root corresponds to a local maximum of 
the likelihood in a small enough neighbourhood of 0^ .
For future reference we record the following condition which implies 
B5.
B5* . [k^rOkjCn))-2 Y. E 
k—1 k
-*■ 0 as n -► 00 , Vi, j = 1, .. . , s .
We note that condition B4 is satisfied if we choose
2-\
(*;(")) = 0 ,U)
as we will typically do in this chapter.
Before closing this section we make two observations. Firstly we point 
out that we have been considering the true value of the parameters, 0 , as
fixed. In practice, 0^ is unknown so that the conditions we have considere
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above, and most of those that follow, must be checked for each 0. 6 0 If
0 is open this usually presents no serious problems.
Secondly, we wish to attach some statistical significance to the random
quantity I . In fact we believe that I can be considered as a suitable n n
generalization of Fisher's information (matrix) to the stochastic process 
situation. The fact that it is random, (depending on the actual sample 
observed as well as on 0^ } , actually comes some way to meet the criticism
of the classical measure in that the latter is insensitive to the actual 
observations in the sample. We give three reasons for our belief:
(i) For {X i  - 1, ...} i.i.d.r.v.'s, (0Q) = ni (0Q) , where
is Fisher's information in a single observation. That is, J^(0Q)
reduces to the classical information measure (matrix) in the classical case 
of i.i.d.r.v.'s.
(ii) We can write I (©.l as
rn(0o) =F<fc(e0) I
where
Ufc(9) 30 l0g I 30 l0g I *
Each ik{eQ) can be interpreted as the contribution to the information
by the observed value X^ , given the past observations X^, ..., X^  ^ .
This idea is also appealing in that we would expect, due to the dependence 
of X-j^ on the past, that depending on that past, X^ may contribute
different amounts of information about 0 .
(iii) We will see in the next chapter that we sometimes obtain the 
factorization
iMe) = Jn(e)(e(n)-0)
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which corresponds to the s-parameter exponential family factorization in 
the i.i.d. case; I (6) playing the role of ni(6) .
For stochastic processes thought of as proceeding through time the 
above interpretation and form for is acceptable. However, if there is
no special ordering of the dependent observations X^ , ,,,, X the fact
that may be different for another ordering is a little disturbing, if
we wish to think of it as a measure of information in the sample
X^  , ..., X . However, we can show that the variables I have the same I n ’ n
distribution for all orderings of an exchangeable sample ..., X .
We use the superscript V to denote a permutation v^, ..., of the
integers from 1 to n , and let 1 be the identity permutation.
In fact, all we are saying is that, in the scalar case,
I : -+ (Rn
T)is a measurable map, so that if , ..., X^ } —  , . . . , * )  then
1 n
n n
To overcome the undesirable non-uniqueness of we may wish to use
the ü-fields, , i - 1, ..., n , where G^ is generated by all the
X's except X^  . Similarly we could define as
\  = 39 log ?k(Xk I *1’ e=e0
n
and set | G^) . However, we then no longer have the useful
relationship with the martingale {U^, , a property that much use will
be made of in the sequel.
We now turn to a discussion of the asymptotic normality of (0(n)} .
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§3. Asymptotic Normality of the NILE
In this section we seek sufficient conditions to ensure the asymptotic 
normality of a consistent root of the likelihood equations. Thus, we seek 
assumptions which imply A2 of the previous section.
AFrom the expansion (2.2) setting 0 = 0(n) we obtain
0(n) - 6n = -fy +7*f0*(n))-y ]-1U (2.10)0 J rr n
using the notations of §2. Furthermore, (2.10) implies 
[Ak(n)](e(n)-e0) = -|[Ak(n)]'1 [7nt7‘ (ej'(n))-Vrn][Ak(n)]'1| [Ak(n)]'1Ufj
(2.11)
and we see that the desired asymptotic normality will result if the sequence 
of matrices in the braces converge to a non-singular matrix £ (0 ) and if
-1 V[Ak(n)] U — y N (0, E) , a  multivariate normal random vector. The n s
following assumptions, A3, are sufficient for both the conditions just 
mentioned and A2.
A3. There exists a sequence {k(n)} of s x 1 vectors and a scalar
sequence (r(n)} satisfying the following
(i) (r(n)} t 00 ; {&.(«)} t 00 , «7 = 1, ..., s ; and
0
r(n) 5 k .(n) , j = 1, ..., s for all n .
C
(ii) [Ak(n)] 1Un U ~  77^ (0, S C®q3) a multivariate normal
distribution with covariance matrix E(0q ) , possibly depend 
depending on 0Q .
(iii) [Ak(n)] ^7^[Ak(n)] ^ ^  -B (0^ ) , elementwise, where 0(0Q)
is positive definite.
(iv) Ve > 0 and V<5 > 0 , 3v = v(3e, 6) and N = ^ (e, 6) 
s.t. VX € (RS ,
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P A' C Ak(n) I f 1 [v* (e * (n ) ) - V j  [Ak(n) ] - 1 X « I I X I I - < e
whenever n > and ( a l l  th e )  9*(n) 6 i/(v ,  n)  .
Note t h a t  ( r ( n ) }  e n t e r s  i n t o  th e  d e f i n i t i o n  o f  £/(v, n) .
C le a r ly  A3 =* A2 and th u s  t h e r e  e x i s t s  a sequence o f  r o o t s ,  (0 (n )}  , 
o f  th e  l i k e l i h o o d  e q u a t io n s  s a t i s f y i n g  P (0 (n )  € £/(v, n ))  > 1 - e  
Vn > N(e,  v) f o r  any 0 < v < a  , and any e > 0 .
THEOREM 2.5 . Under the  Assum ptions  A1 and A3,
[A k (n ) ] [9 (n ) -e 0] -2*  T ~
where B and E are p o s i t iv e  d e f in i t e  and p o s s ib ly  depend on 0Q .
We e s t a b l i s h  two s im ple  lemmas b e fo re  p ro v in g  th e  theorem .
LEMMA 2 06 o I f  a sequence o f  s x  s random m a trices {a ^} A , 
non-random and n o n -s in g u la r , and a sequence o f  s x l  random v ec to rs  
{Sn } S , then
A'h-£ +  A_1S .n n
P ro o f .  I t  i s  c l e a r  t h a t  A ^ A  ^ . Let X € R? be a f ix e dn v e c to r
and l e t
Thus
vn ~ * 'An X''4" 1 = V ' •
AM_1S = u 'S  n n n n
and , ex te n d in g  a w e l l  known r e s u l t  (Rao [ 1 ] ,  p .  122 ) ,
(wi-w') s„ — 0 .
Hence
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U'S n n (y'-y')S + Vi'S y'S^n J n n
» X'i4 _1Sn n XM 1S VX € IS8
- A-1S X_1Sn n
by a standard result (Rao [l],p. 123). □
LEMMA 2070 In the expression on the right hand side of (2.11),
[Ak(n)]'1[yn+^(e*U))-yJi:Ak(n):f1 -E- -B(e0) ,
under the Assumptions A1 and A3.
Proof. As a consequence of A3 (iii), we need to show
[Ak(n)]'1[y*(6'l(n))-yn][Ak(n)]'1 -2- 0 (matrix),
which is equivalent to showing that
,-l r , l r » U . , , - lÄ(X, n) X r[ Ak( n) ]_1 [7* (0*( n)) -7J  [ Ak( w) ]_1X - 2 *
V X € s. t. 1 .
We note first of all, as the notation is intended to indicate, since we are 
expanding U^(0(n)) about 0^  , 0(n) € £/(v, n) implies (all the)
Q*(n) € U(v9 n) . Thus VX s.t. ||X|| = 1 ,  Ve > 0 , V6 > 0 , and for 
V = v(3e, 6) ,
P(tf(X, n) > 6) = P(fl(X, n) > 6, 0*(n) 6 t/(v, n))
+ P(fl(X, n) > 6, §*(«) { [/(v, «))
and applying A3 (iv),
< e + P(§(w)  ^£/(v, n)) for n > Z7 (e, 6)
< 2e for n > max(^4(e, 6), N(e, v))
by the consistency result for (0(n)} arrived at in the proof of Theorem 
2.1 and restated prior to the statement of Theorem 2.5. We have thus shown 
that #(X} n) - ^  > 0 VX s.t. ||X|| = 1 as required. □
Proof of Theorem 2.5. The proof now follows readily since Lemmas 2.6 
and 2.7 indicate, under A3 (ii) and as a consequence of (2.11), that
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[Ak(tt)](ö(n)-e0) -2* T = S“1 U ~ ff (0, ß 1Lß"1) .
Note that B - ß (0 ) is positive definite (and hence symmetric). □
A first step in simplifying the checking of the Assumptions A3 is to 
note that A2 (iv)* =* A3 (iv). This follows readily from inspection of the
If we wish to modify the Conditions B1 to B7 of the previous section,
A
to ensure the asymptotic normality of the sequence, (0(n)} , of roots of 
the likelihood equations we therefore need only modify B4 and B6. We do 
this as follows:
non-random.
Clearly, B5 and B6* ensure A3 (iii), B4* =* A3 (ii), and hence Bl, B2, 
B3, B4*, B5, B6* and B7, are sufficient for A3.
Of course, the condition B4*, still remains hard to check and in order 
to make its checking more tractable we will indicate the use of some recent 
martingale central limit results.
Our basic tool is Theorem 1.17, which, for the present situation, 
requires B6* as well as
(Note that, in (2.13), B6* and (2.12) imply B4* with E (0 ) = B (0 ) .) We
proof of Lemma 2.4, replacing a(0o)/(l+ri) , by 6 and setting
B4*. [Ak(n)]_1U -2+ U ~ « (0, Z(eQ)) .
B6*. [Ak(n)3 h  [Ak(w)]  ^ S(Bq) » positive definite and
_1 0 , Ve > 0 (2.12)
to ensure that
[ A k ( » ) ] " \ - 2 * ^ ( 0 ,  ß(0o)) . (2.13)
have set
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u = [Ak(n)] 1ü^ , 1 5 k 5 n
in the condition (2.12), which is the one that we will look at a little 
closer. Firstly, a sufficient condition for (2.12) is, clearly,
0 , Ve > 0 , (2.14)
and we can use the following (known) lemma to check (2.14) and hence (2.12). 
LEMMA 2 07 0 Condition (2.14) holds if3 for some 6 > 0
n
l *
k=1
Proof. We have, V6 > 0 ,
0 .
n
1 *
k =1
f -6
k-1
J(llu J > e) 5 I  E e“°||u J|2+6l(||u -1| > e)
(2.15)
5 e“6 I  4 |u |2+
k=1  ^ n
from which the result follows immediately. □
Another way of checking (2.14) can be based on the following argument. 
Suppose there exists a sequence °f positive random variables
satisfying
P(||V I| > x) < P[tn > x) j Vx > 0 , VI < k < n ; n > 1 (2.16)
and such that is uniformly integrable. Then
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”  ( 
I  E
k- 1
•r 0 l u n f e H >  e )  =  I  5  * )
= E { e 2P(IIUnfell > e) + 2 xP(||u^ll > x )d x | 
n r r°° >
-  I  I eM * n > e) + 2 a^(tn > ar)^ |
( 2 .1 7 )
nc p ( t  > e) + n
r
'dP(t  < x) -  ne2P { t  > e)
x d P {tn -  x)
z/cZP n t  < y n 3eVn
0 a s  n -*■ °° , Ve > 0 ,
by t h e  u n i fo rm  i n t e g r a b i l i t y  o f  \ n^n j • To o b t a i n  ( 2 . 1 7 ) ,  we have used  th e  
f a c t  t h a t ,  f o r  a  p o s i t i v e  r . v .  Y ,
EY2 < oo => l im  2/ 2P ( I  > y )  = 0 .
y+co
A lthough  p o s s i b l y  a p p e a r in g  a l i t t l e  d i f f i c u l t  t o  u s e  ( s i n c e  u n ifo rm  
i n t e g r a b i l i t y  i s  m o s t ly  h a rd  t o  c h e c k ) ,  t h e  a p p l i c a t i o n  o f  ( 2 .1 6 )  o c c u r s  in  
c a s e s  where
[A k (n ) ]  = r r l
( s )
a n d ,  e s p e c i a l l y ,  where a l s o
2 JD 2 2n t  ----- t  , Et < ;n
w ith  u n i fo rm  i n t e g r a b i l i t y  b e in g  s a t i s f i e d  t r i v i a l l y .
B e fo re  lo o k in g  a t  some a p p l i c a t i o n s  o f  t h e  above t h e o r y ,  we w ish  t o  
d e m o n s t r a te  a  s l i g h t  a d a p t a t i o n .  I t  i s  p o s s i b l e  t h a t  t h e  m a t r i c e s  a r e
non-random  and p o s i t i v e  d e f i n i t e  f o r  n s u f f i c i e n t l y  l a r g e .  I f  t h i s  o c c u rs
t h e n  one can  som etim es c o n s i d e r  I s i n  t h e  p l a c e  o f  [A k (n ) ]  in  t h e  aboven
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t h e o r y ,  w i th  t h e  d e s i r e  o f  d e m o n s t r a t in g
4re(*>-e0) o, i (8)) ,
w hich  r e d u c e s  t o  a c l a s s i c a l  d e f i n i t i o n  o f  a s y m p to t i c  e f f i c i e n c y .  In  f a c t  
t h i s  l a t t e r  a p p ro a c h  i s  f a r  more t r a c t a b l e  in  s i t u a t i o n s  such  a s  t h e  l i n e a r  
r e g r e s s i o n  d i s c u s s e d  in  t h e  n e x t  s e c t i o n .  Going one s t e p  f u r t h e r ,  even i f  
t h e  I a r e  random , we can s t i l l  u se  t h i s  l a t t e r  a p p ro a c h  a s  w i l l  be
d i s c u s s e d  in  some d e t a i l  in  t h e  n e x t  c h a p t e r .  Assuming t h e  e x i s t e n c e  o f  t h e  
q u a n t i t i e s ,  f o r  I ' n on -random , t h e  a d a p te d  c o n d i t i o n s  would b e ,  f o r
a s y m p to t i c  n o r m a l i t y ,
ci. i*un n ► u ~  f f(o ,  J ( s ) )
C2. r*v I - *  - 2 +  - I .  , n n n ( s )
C3. 0n n K J nJ n
w henever ( a l l  t h e )  Q*(n) € ZKv, n ) ,
( m a t r ix )
f o r  n > N , where
ZXv, n) 0 : r ( n ) l^ (0-0n) 5 V
F o r  s > 1 , C o n d i t io n s  C2 and  C3 a r e  h a rd  t o  check  i n  g e n e r a l ,  
a p p l i c a t i o n s  o f  Cl t o  C3 a r e  l a r g e l y  t o  c a s e s  when t h e  has
f a c t o r i z a t i o n  which w i l l  be i n v e s t i g a t e d  in  t h e  n e x t  c h a p t e r .
In  f a c t  t h e  
a s p e c i a l
§4. Applications
In  t h i s  s e c t i o n  we w i l l  i n v e s t i g a t e  t h e  a p p l i c a t i o n  o f  t h e  t h e o r y  o f  
t h e  p r e c e d in g  two s e c t i o n s .  T h is  t h e o r y ,  how ever ,  i s  n o t  b ro a d  enough t o  
h a n d le  a l l  e x a m p les .  A l th o u g h  one can o f t e n  f i n d  se q u e n c e s  {k (n )}  and 
( r ( n ) }  so t h a t  t h e  c o n s i s t e n c y  c o n d i t i o n s  a r e  s a t i s f i e d ,  t h e  a s y m p to t i c  
n o r m a l i t y ,  in  some c a s e s ,  do es  n o t  h o ld .  To h a n d le  t h e  l a t t e r  c l a s s  o f  
s i t u a t i o n s  a random no rm ing  may be a p p r o p r i a t e ,  and a  d i s c u s s i o n  o f  t h i s  
a p p ro a c h  i s  d e a l t  w i th  i n  t h e  n e x t  c h a p t e r .
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For ease of reference, a summary of the basic conditions (Al, A2 and 
A3) and the sufficient conditions (B1 to B7) are set out at the end of the 
chapter.
The problem of determining the sequences (k(n)} can generally be 
solved by ensuring that
[k,.(n))(i) 2 *= 0(|£y(<7’”7')(n)|) , i = 1, s . (2.18)
V
However, the choice of {*»(«)} depends far more on the nature of the 
particular problem. The smaller r(n) the faster 0 («) can be shown to 
approach 0Q (in probability) and the more likely that Condition A2 (iv)* 
will hold. These trends are balanced by the need for A2 (ii) to hold. 
However, in the cases where constant normings are applicable and we have
[Ak(n) ]~ \ l  U ,n
a proper random vector, we find that A2 (ii) will be satisfied for any 
(r(n)} t 00 • In these situations we can therefore indicate a rate at which 
0(n) converges to 0^ in probability.
We will illustrate the application of the above theory to three types 
of examples.
(i) Independent, not identically distributed sequences
IX , n > Oj. form a sequence of independent, not identically
distributed random variables. This situation has also been discussed under
the heading of "associated populations" by Bradley and Gart [1].
EXAMPLE 1 • Here we will firstly consider an example discussed by
Dubman and Sherman [1] in which we have (suppressing the unnecessary
conditioning)
Ache I 0) ei02 1_eie2
xn -1k
= 1, 2,
where 0 = (0^ , 0^ ) ' • This process arises from consideration of a
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r e l i a b i l i t y  grow th m odel. We l e t  0 = {0 : 0 < 0 ^ , 0^ < l}  and choose a 
so t h a t  S  c: 0 [p o s s ib le  fo r  any 0^ € 0 ) .  Then fo r  0 € ,
V e> =
V 9)
ei e 2
V
V 1,
■8
Eufe(0 O)
1-8
1 2
-1
2V A M 8 ( l - x j
2 2 , _fc* 
®1®1(1“®l®2^
92 fe0l 02
fc0102 fc202
0= 0 ,
v
A ccord ing  to  th e  e a r l i e r  d is c u s s io n  we now ta k e  k ^ ( n )  = n 2 , k^ {n )  = n 3/2
to  s a t i s f y  (2 .1 Ö ). S eeing  t h a t  th e  t h i r d  d e r iv a t iv e  o f  Z^(ö) a ls o  e x i s t s  
we w i l l  choose r ( n )  to  a llo w  us to  use B7 (A2 (iv )*}  i f  p o s s ib le .
( 1 )
w k  ' ( 0 )
3610 2 - l
0l ( 1_ei e2) k
y,.(e) +
9192
2 k  
9192
2 +k
- 02 h
ke2 [1-Xk] kQ1 ]2k [1-Xk ) +2-38102XfeJ
i 0 \  k - 2 +%e ( ? c + u )
4 - ’ (e )  = -------- L ^ - i r ~ v k (e )  +
02 [1 öj-öp-)
01 02
2 2 r
0102 r  9192
. f c + i .2e2(2-^)-(/c+2)ei e  ^ fee1(i-xJ;)
- k % y 2- \
U sing supe r - p r e s c r i p t s  to  in d i c a te  th e  e lem en ts  o f  th e  w m a tr ic e s  we can
show t h a t ,  fo r  Q ( 5  ,
a
u ’J' )4 1 ) (e) 0 [ ( k ) t+J'~2] i ,  = 1 ,  2
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and
( ^ , j )w^ 2 ) (8 ) 0 [(fc )1' +'7’' 1]  i3 = 1 ,  2 .
Thus
90.80 .00  ^ V 0) ^ C l
s  £
k - l
(J,X)WU ) ( 0) i ,  J ,  I = 1 ,  2
and
n
E l
k= l
0 ( n J'+Z+i- 2) .
£ - 4Now k. ( n)  = n 2 so  k . (n)k . (n)ki (n)  = n i + j + i -  3/2
£ j  Z
and we w i l l  s a t i s f y
A2 ( i v ) *  i f
r ( n )  = 0 (»*) • ( 2 .1 9 )
Sum m arizing so f a r :  B1 h o l d s ;  B2 and B3 a r e  e a s i l y  c h e ck e d  by
e v a l u a t i n g  t h e  r e l e v a n t  e x p e c t a t i o n s ;  and B7 h o ld s  f o r  r ( n)  a s  in  ( 2 . 1 9 ) .  
We now lo o k  a t  B5*,
4 i a ) e g
e-
1- e i 02
f V
1+ei 02J
2 1 - 6 . 6
1 2 + ------------ —
9’e= * > -V *
4 | .  „  „ f c
9i  r ' e i 92
= 0(1)  .
S i m i l a r l y ,
® K 1,2)^ ) 2 = 0 ^  ’ * K 2 ,2 ,(eo) ) 2 = •
Hence
n
I
k - 0
 (e0)) = o(„2i+2^ 3)
and s in c e
[k • (n)k . ( n ) )  2 = n 2^ +2t7* 2 
^ J
we have t h a t  B5* h o l d s .
Due to the independence, B6* reduces to showing that
-[Ak(n)]'iEVn [Ak(n)]'1 *  B ^ )  .
It is clear, from the equations for Eo-^ (Q) , that
[Ak(n) ]_1£V [Ak(n) ]_1 -
n e ' V
1 2
qz %e e 2 1 2
*ei02 0=9
which is clearly positive definite V0^ € 0 . Finally to show that B4*
holds we can use (2.15) to verify (2.14). In fact,
> 0^X1 2  k1-0 6 ,. f0? k2Q2)*
0 0 (i-0 eK) 1 2 1 2j
2 ' '1 
n + 3
0=0
so that
k„ 14
nk'
2ll-eie2h
(ei02U-01))
02
~2 + “  n n 0=0
and
which gives
v"4 - 0Kn2J + 0 M
k— o
thus establishing (2.15) for 6 = 2 .
We have thus established that, on applying Theorem 2.5 with E = B
n^(01(n)-01>o)
n2(02(n)-02 )
9 >
0. B'hSn)
where
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1
2 2 
e i e 2
%e,e
2 2
% 6l62
1 2
2
30 1
0 = 6 ,
T h is  r e s u l t  was o b t a i n e d  by Dubman and Sherman [ 1 ]  a lo n g  s i m i l a r  l i n e s  to  
t h e  a b o v e ,  b u t  u s in g  t h e o r y  s p e c i f i c  t o  t h i s  p a r t i c u l a r  p ro b le m .
EXAMPLE 2 . A no the r  exam ple t h a t  we can c o n s i d e r  i n  t h i s  c o n te x t  i s  
t h e  l i n e a r  r e g r e s s i o n  model
= tjB + y e .  , i = 1, , n
where e . a r e  in d e p e n d e n t  N( 0 ,  1) v a r i a b l e s .
i I f  we w r i t e  0 f = ( $ r > y )  ,
s  ~ 1where $ £ fR , t h e n
Jn ( e )  = i  l o 8 T 7  T ^ ^ - t  !6)
= -  n/ 2 ( l o g  y + l o g  2tt) -  % Y ’
so  t h a t
n
37n ( 0 ) /9 ß  = ( 1 / y ) X ,
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U  ( 0 ) / 9y = -  n / ( 2 y )  + ( z . - t . ' ß ) 2 ,
n 2y £  'z' ^
and
92M 0 ) / 9 & 9 3 '  = -  ( 1 / y )  t  ,
3y n( e W  = 7 2 -  - T ?  •
2y Y 1
3 l  (0 )  ,  n
- 4 -  = - (1 /Y  ) E  .
We a l s o  f i n d
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n
y  t.t: o
i 1 1 ( W  0 '
O' -2
-----\oR
Ho
II
Since the are considered non-random in this model, we will replace 
2
[Ak(rc)] of the previous theory with , which will be positive 
definite for virtually all choices of vectors t^ , for n > 8 . Now, 
since
where
we have
g(n) - 0 Yo
-1
I titi
ej and T = (V
(rr')%(g(n)-e^ ~ Vx^O * Vca-ij) ,
after noting that
Hence
and we can also show that
9(n)/Y0 = (l/Yo) b-t^ßCn))2 ~ i X^ .s+1
so that
(-f„(Yo))%(9(n)-Y0) ff(0, 1) .
• A ATherefore, since the covariance of y(n) and $(rc) is zero,
(x„(eo))^e(„)-0o) jvb (o , x (e)) •
Thus in describing the efficiency of the MLE in the regression model with
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n o rm a l e r r o r s ,  we have e s t a b l i s h e d  a r e s u l t  o f  t h e  form m e n t io n e d  a t  th e  end 
o f  §3.
As an  a s i d e ,  we can  a l s o  c o n s i d e r  t h e  p r o p e r t i e s  o f  t h i s  ’’l e a s t  
s q u a r e s "  s o l u t i o n ,  3 ( tt )  , f o r  when t h e  e .^ have a n o n -n o rm a l
d i s t r i b u t i o n .  Let u s  assum e t h a t  t h e  se q u en c e  {e^} i s  s t a t i o n a r y
( s t r i c t l y )  and t h a t  e [c . | F . ) = 0  a . s .  and e [c .e . | F.  ) = y 6 . .
a . s .  f o r  j  5  i  , i  = 1 ,  2 ,  . . .  , 6^ . d e n o t i n g  th e  K ro n e c k e r  d e l t a .
Then
3(n) -  3,
•n \ - l  n
y  t . t :  y t . E .
VI 1- V  £  * I
and
, fn > % , rn \ - h  n
Vfj Vi] £ Vi •
W ri t in g  I  = V i  t  . t  ! we have 
”  Y0 1
^ (P (n ) - e J  = h i [ U .  .n Y0 Y
1 -kHere we d e f i n e  U , = — I and we c h eck  t h e  c o n d i t i o n s  o f  Theoremnk yq n k k
1 .1 7  o f  C h a p te r  1 ,  f o r  t h e  r e q u i r e d  c e n t r a l  l i m i t  r e s u l t .  F i r s t l y ,  
c o n d i t i o n  (i) o f  t h a t  th eo re m  i s  s a t i s f i e d  t r i v i a l l y  s i n c e  we have
I~^I I *  = .n n n ( s )
To check  c o n d i t i o n  (ii-) we w ish  t o  s e e  i f  ( 2 . 1 4 )  h o l d s ,  nam ely
2 t ' " "  " • ' a- 0 , Ve > 0 ,p [  IK, if I (IK,. I > d
n
I  
1 i
i *  t .  n ^ 'dP[e-  < a:) 0 , Ve > 0 ,& • n 9t
w here
Since
Q . ^ Q = ■lx : Ixl > ye/ max I 2t. \n ,1 n l o 1£iSn n i S
we have that (2.14) holds if
n
l
1
r h .n ^ ~dP[e. s x) + o , Ve > o ,
Q 1 n
S  I x2dp{^ n - *) + 0 > Ve > o
A
j t^J“1t^ ja;2(iP(e^  < x) ■> 0 , V e > o
r n
« n 1
S tr < a:) -► o , V e > 0
’ f ^
tr J  "*"J ]a;2ciP(e. 5! a:) -+• 0 , V e > 0  
a \ n n) v
ldP[e. < x) + 0 , Ve > 0 ,
which will hold if max
1SiSn
r*t.n t as n -► 00 since < 00 by
r*t.n tassumption. Hence, under the additional condition that maxl<i5n
as n -► 00 we have established
4(e<«)-e0) - »„Jo. V n )
a central limit result for the ordinary least squares estimate of ß .
This condition is weaker than that often quoted in econometric or other
regression analysis books which are interested in proving the asymptotic 
normality of least squares estimates. The condition usually quoted is
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( s e e ,  f o r  ex am p le ,  Dhrymes [ 1 ,  p .  3 6 3 ] ) .  We n o t e  t h a t  t h i s  c o n d i t i o n  i s  n o t  
s a t i s f i e d  when we a r e  f i t t i n g  a t im e  t r e n d ,  namely
= [ l ,  i ,  i 2 , . . . ,  i S~2) , 1 -  ^ ,
w hich i s  o f t e n  done i n  p r a c t i c e .  However an a s y m p to t i c  n o r m a l i t y  r e s u l t  
d o e s  h o ld  a s  a c o n seq u e n c e  o f  t h e  above a n a l y s i s .  We have
max
1
i  * t .  n ^ maxISiSn
i  H . t : »
and
i U , k )
n
f o r  some o > 0 (d e p e n d in g  on s  and ) w hereas
fh Cj _ .j+fc-2 < i  v j + f c - i= ^
n<? n
and f o r  any 1 -  J ,  k -  s - 1  . T h e r e f o r e
2
n v '
< —  I (J ’k)  , Vi i  i  5  n ,
max
I S i S n
I  . — - i-  tr  I  I = —  0 a s  n ^ 00 .~ ~ n « ncn £|
T hus ,  f o r  t h e  t im e  t r e n d  s i t u a t i o n  we have shown t h a t
4 ( ß ( n ) - ß 0) -  V i  (O’ V l ]  •
Of c o u r s e ,  we have  had  t o  i n t r o d u c e  a d i f f e r e n t  norm ing  t o  r e p l a c e  Vn , b u t  
t h i s  c a u s e s  no t h e o r e t i c a l  d i f f i c u l t i e s  i n  t h e  m aking o f  i n f e r e n c e s  b a s e d  on 
t h e  n o rm a l d i s t r i b u t i o n .
oytcW  M&rUotf
( i i )  P o t e n t i a l l y  s t a t i o n a r y  and e r g o d ic  m dopcrrehent p r o c e s s e s
The q u a l i f i c a t i o n  " p o t e n t i a l l y "  i n  t h e  above h e a d in g  i s  t o  i n d i c a t e  
t h a t  t h e  p r o c e s s  has  a s t a t i o n a r y  (and  e r g o d i c )  reg im e  b u t  t h a t  i t  may n o t
y e t  be  in  i t .  T h is  a l l o w s  f o r  t h e  s i t u a t i o n  o f  s t a r t i n g  a p r o c e s s  from
M curW
f i x e d  v a l u e s .  The \  w-dopond oR-oe means t h a t  f o r  n > m ,
f  [X I X  . . , 0) =  f [ X  I X , . . . , X , 0) , so  t h a t  we have  t im e -  J n K n 1 n - 1 ; J K n 1 n - 1 n-m J
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homogeneous transition probabilities as well. We are thus extending 
Billingsley's [2] results for Markov (1-dependent) processes to m-dependent 
(multiple) processes with the real line as state space. (Billingsley 
sektches some similar extensions for the finite state space case.)
The main difference between the following calculations and Billingsley’s 
[2] results is that we have used the power of the earlier martingale results 
to avoid the assumption
|u2(0)|| 2+6 < 00
for some 6 > 0 . (Billingsley does add in proof that we actually only need 
the second moment of 1^(0) to exist.) Otherwise, his conditions are very
similar to our conditions Bl, B2, B3 and B7. Roussas [1], on the other 
hand, does not require the same differentiability conditions and also does 
not make use of the martingale property. The result is that his proofs rely 
on the strict stationarity and ergodicity of his Markov chain, and those 
proofs are not extended to deal with "potentially" stationary and ergodic 
Markov chains.
EXAMPLE 3. Firstly we will deal with strictly stationary, ergodic 
Markov processes. We will show, that, provided Bl, B2, B3, and B7 hold, 
then B4*, B5, and B6* hold for all such processes. Here we take
h %k .(n) = n , j - 1 , ...» 8 and any (r(n)} + « , r(n) 5 n , Vrc . The «7
Markov property ensures that the sequences {u^ ,}» {v]<\ an<^  W^k) 9 2 9
are also stationary and, similarly, that | i)} , k > 2 , forms
a stationary sequence. Since is assumed to exist, ergodicity
implies
(1 /n)I + tfiioiio a.s.
Yl I  *-
so that B6* holds if i-s non-singular.
The stationarity of the {vy\ sequence is sufficient to readily imply
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C o n d i t io n  B5. F u r th e r m o r e ,  t h e  s t a t i o n a r i t y  o f  t h e  {u^} se q u e n c e  means
t h a t
P(l|ufc|| > x) = P(| |u2H > x) , V/c > 2 ,
and s in c e £llu2ll2 i s  assum ed t o  e x i s t  we have shown t h a t  ( 2 . 1 4 )  h o ld s  v i a
t h e  use  o f  ( 2 .1 6 )  and t h e  comments t h a t  f o l l o w  i t .  Thus B4* h o l d s  a s  w e l l .
A
We have t h e r e f o r e  shown t h a t  t h e r e  e x i s t s  a  s e q u en ce  {0 (n )}  o f  r o o t s  o f  
t h e  l i k e l i h o o d  e q u a t i o n s  w hich s a t i s f y
n 2 ( 0( n) - 0Q) ( 2 . 2 0 )
when t h e  {X^, n -  l}  i s  a  s t a t i o n a r y  e r g o d i c  Markov p r o c e s s .
To p ro v e  th e  g e n e r a l  r e s u l t  f o r  p o t e n t i a l l y  s t a t i o n a r y  and  e r g o d i c  
m -dependen t  p r o c e s s e s  we a d a p t  a  p r o o f  o f  B i l l i n g s l e y  [ 2 ,  p .  5 2 ] ,  f o r  which 
we need an e x t e n s i o n  o f  a  r e s u l t  in  Doob [ 1 ,  p .  460 ]  a s  w e l l .  We t a k e  
F = a(x^,  X , . . . )  i n  t h e  f o l l o w i n g .
THEOREM 2. 8.  I f  {x^} i s  a p o te n t ia l ly  s ta tio n a ry  m-dependent
process w ith  a unique proper s ta tio n a ry  i n i t i a l  d is tr ib u t io n ,  and the  
co n d itio n s  B l, B2_, B3 and B7 hold (in  which E i s  rep la ced  by E ) ,  then 
(2. 20)  remains v a l id  w ith  Eu^ \l'^  rep laced  by E -» s u b je c t to  a
r e g u la r ity  Condition  ( R) .
The r e g u l a r i t y  C o n d i t io n  ( R) ,  o f  t e c h n i c a l  s i g n i f i c a n c e  o n l y ,  w i l l  be 
d i s c u s s e d  in  t h e  p r o o f  o f  Lemma 2 .1 1 .
Where t h e r e  i s  p o s s i b l e  a m b i g u i t y ,  we use  t h e  n o t a t i o n s  E and P t o  
d e n o te  e x p e c t a t i o n  and p r o b a b i l i t y  u n d e r  t h e  s t a t i o n a r y  i n i t i a l  d i s t r i b u t i o n .  
We w i l l  d e n o te  by f [ xn I • • • ,  ö) The d e n s i t y  o f  t h e  t r a n s i t i o n
p r o b a b i l i t y  f u n c t i o n  P ( x ^  < x^ | X^  . . . ,  X ^  = 0) , and by
g [ E , ^  . . . ,  £ I 0) t h e  d e n s i t y  o f  t h e  i n i t i a l  d i s t r i b u t i o n  o f
X^, . . . »  X^ . The d e n s i t y ,  g °  , w i l l  r e f e r  t o  t h e  ( u n iq u e )  s t a t i o n a r y
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initial distribution, and satisfies
.... Sm I e)
I * * * ’ öls'ly» > •••> £m _ i I ^  •’1 1 3m-l
The first two lemmas below follow Billingsley's [2, p. 52] approach and 
show that when the initial distribution has density g  ^ , {X^} i-s ergodic. 
We will write C(£^, . .., Km | ö) for the distribution function
corresponding to g and similarly for G® .
LEMMA 2.9. If {x^, n > l} is a stationary m-dependent process and
Z is a bounded invariant random variable then Z is F -measurable.m
Proof. {e {z I F^) , F^; n > l} is a martingale and since E \z | < 00 ,
E fe I F ) -► Z a.s. . v 1 n
If F is the tail sigma field of the X 's ,00 n
F = D a(x » X  , , ...1 , then (see Doob [1, p. 459]) Z being invariant 00 v n n+1 Jn-1
implies Z is F -measurable so that by m-dependence,
E(Z I F ) = e \z I f 1 ' 1 nJ 1 n , a.s., n > m , where we write
Fm = o[X , X n , .. ., X 1 . n  ^n n-1 n-m+1'
Thus, Ve > 0 ,
Z(üj)-£ z I d (u> > E -► 0 as n . (2.21)
If !T is the shift operator which generates the {X' } process, then, since
z I1 n = E Z \ f  \ a.s. 1 n+l
and Z is invariant, the left side of (2.21) is independent of n 9 for 
n > m . Hence
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Z = E a. s. . □
LEMMA 2.10. Under the hypotheses of Theorem 2.8., if the initial
distribution is G^(*|0) , then, for any 0 € 0 , the process is ergodic 
(;w.r.t. Pg , of course) .
Proof. Suppose there exists an invariant set A = X“1^)m for some
A € such that
0 < P0(A) < 1 .
[By Lemma 2.9 we know that A € F .)K J m J
Consider the initial probability density
g{iv 5m I 0) = 3°(5r .... I g  €4; 9)
where the right side is to be taken as the joint density corresponding to 
the joint distribution function
V h 5 V ..., X 5 £ 1’ m m 1 X 3
Then
p e K  f Br ) = € B0 v n n X 3
for all B € n Bn .
Since T (the shift operator) preserves Pq measure, and A is
invariant, T also preserves P q measure. Thus g is a second stationary
density for the process which contradicts the uniqueness of g® (hypothesis) 
Therefore there cannot exist a non-trivial invariant set A , and hence the 
process is ergodic. ^
LEMMA 2.11. If 4>(Xm+1) F-measurable and < 00 , then3
under the hypotheses of Theorem 2.8,
1 Note the use of the inverse function notation.
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n
( l / n )  £  
k= i h J
a . s .  .
P ro o f . We t a k e  0 a s  f i x e d  and om it i t  from  s u b s c r i p t s . W r i t in g
[x ,v n * * *9 ^n+m-1^ ’ we can c o n s i d e r k  ’ = > } a s  a Markov p r o c e s s
Under (P , a s a  c o n seq u en ce  o f Lemma 2 .1 0 , i t  i s  a s t a t i o n a r y
e r g o d ic  Markov c h a in .
Hence A yffl+1 J Ecj) I }■ h a s  P m easure  1 . S in c e
A € F and i s  i n v a r i a n t  i t  i s  a l s o  a s e t  in  F by Lemma 2 . 9 .  T hus ,
o° m J
Ym+1 
,1
i f  X^ 7 = , u n l e s s  i s  su c h  t h a t  (X^) c  Q -  A . The s e t
ß F P?71 o f  such  has  z e ro  m easure  unde r  6 ^ ( * | 0 )  s i n c e  P(f i -A) = 0 .
Thus i f  £ ( ß | 0 )  = 0 , we have shown t h a t
P(A) = |  p(a I x- - c j  \ e)V
= 1 , as  r e q u i r e d .  Q
The c o n d i t i o n  G ( ß | 0 )  = 0  i s  t h e  r e g u l a r i t y  C o n d i t io n  (R) m en t io n e d  in  
th e  s t a t e m e n t  o f  t h e  th e o re m .
A s u f f i c i e n t  c o n d i t i o n  f o r  C o n d i t io n  (R) t o  h o ld  i s  g iv e n  by 
B i l l i n g s l e y  [ 2 ,  ( 1 . 9 ) ] .  I f ,  f o r  £ € and C € 6™ ,
c )  -  ?0
th e n  t h e  c o n d i t i o n  i s  t h a t
I f !  =  k2 m  1 1 V 7 7
y 0 ^ m ’ ' )  <<; (> l0 )
f o r  a l l  ^a c 't  > t h i s  c o n d i t i o n  e n s u r e s  B i s  empty s i n c e  i t
i m p l i e s ,  V£ € (R ,
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u e ( S n > s )  =  o  ,
w hich in  t u r n  im p l ie s
pe iA mj
sT-B
a I x” = n|u(Sm, <*ij( 1 2 mj v m m
-  1
s in c e
pn A I ^  = t) ] = i , vn € ,v { ' 2 mj m
by t h e  d e f i n i t i o n  o f  B . A l t e r n a t i v e l y ,  i f  we can  show t h a t  f o r  a l l
£ € BT ,m
0 [ x ™  € B f - B X™ =  Z1 mj 1 a s  v -*■ 00 ,
t h e n  one can a l s o  show t h a t  5 i s  em pty . T h is  h o ld s  u n d e r  Doob’ s C o n d i t io n  
(D) [ 1 ,  p .  1 9 2 ] .
Sometimes we may be a b l e  t o  show t h a t  £ ( * | 0 )  i s  a b s o l u t e l y  c o n t in u o u s
w . r . t .  G^ ( * | 0 )  t o  v e r i f y  C o n d i t io n  ( R) .  However t h i s  c o n d i t i o n  i s  g e n e r a l l y  
t o o  s t r o n g  and p r e c l u d e s  t h e  use  o f  f i x e d  s t a r t i n g  v a l u e s .
P r o o f  o f  Theorem 2 . 8 .  As a d i r e c t  c o n seq u e n c e  o f  Lemma 2 .1 1 ,  we have
— I  -+ Efu .U ' ,  ,1 a . s . n n y m+1 m+lJ
— [V +J ] 0 ( m a t r i x )  a . s
n K n nJ
In  o r d e r  t o  show t h a t  A3 ( i v )  h o ld s  we w r i t e
( 2 . 2 2 )
M -  sup n -  V z)(e)n n
and
M = E sup m+1
where t h e  supremum i s  o v e r  a l l  i , j ,  I = 1 ,  . . . ,  s  and a l l  0 £ S
a
(M < oo by H y p o th e s is  B7 i n  w hich E i s  r e p l a c e d  by E . )
By Lemma 2 .1 1 ,  Ve > 0 , 327c = Nc ( e )  s . t .b b
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P[^n > M+l) < £ for n > N^ (e) .
%Setting r(n) = n and using the above M as in the proof of Lemma 2.4 
we can show
A'[Ak(n)] 1 [.V*(8*(n)) -F ] [Ak(n)] ±X| > 6||A||- 1 .
5 p [m^vs > 6) if (all the) 0*(?t) 6 f/(v, n)
< e ,
if V < an<^  ft > A^(e) , thus showing A3 (iv) holds.
A3 (ii) remains to be proved. In fact to do this we apply Theorem 1.17 
of the previous chapter. As a consequence of (2.22) it remains to show that
2
as n -+ °° , \/e > 0 .
For each fixed q > 0 ,
||Ufe||2l(||ufe||2 >n E)
Y l ~*< »  1  '■
1^11 > h-i l ° (2.23)
k-1 < lim —  y  E n yn-*» i ufe||2-A(1I ufen2 >qe) k-1
a.s .
by Lemma 2.11, and the last expression is < 6 , by choosing q large
„2'enough, since £
*m+11 < oo . Hence (2.23) holds and we have established
A3 (ii). Thus, since A1 holds by hypothesis, we have established the 
theorem via Theorem 2.5. □
EXAMPLE 4 • An application of considerable importance is to the
stochastic difference equation or autoregressive process,
X = Q.X , + ...+ 9 X + £  , n > m ,n 1 n-1 m n-m n (2.24)
where the {^n l is a sequence of independent and identically distributed
random variables. Writing X = [X , X X andn K n n-1 n-m+V
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•0X . ... . 0 > m £n
1 0 ... 0 0
0 1 ... 0
B » en •(mxm) • (ffiXl)
. o • ••• 1 0 J
we can rewrite (2.24) as
X = S X  , + e  , n > m .n n-1 n
it'eYl f -L Yl\If 0(t) = Ee (= Ee J is the joint characteristic function of the
GL-'s , then it is easy to show that the joint characteristic function of the
X's , corresponding to a stationary initial distribution is uniquely given 
by
ip(t) = T T  (2.25)
«7=0
as long as all the eigenvalues of B are less than 1 in absolute value.
m
(Equivalently, all the roots of 1 +  ^  0 .2  ^ = 0 lie inside the unit
«7=1 0
circle.) Let this condition define 0 . This corresponds to the stationary
autoregressive case. If h is the density function of the e’s then
f (x I X ' , 0) = h (x -0 'X )J nK n 1 n-1 ' K n n-lJ
where X , = [x x J ' in the current considerations.n-1  ^n-1 n-mJ
Thus
i j a )  = iog [ T T  h[x.-6'X. A + log f (x I e)
and let Gm be the distribution corresponding to the characteristic 
function ^(t) . Assuming 0Q is the true value of 0 ,
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U7 = "  X7 y-r----- 1---  ,k k- 1  Tzle^J fc > m
7, - X X t h ' f c kY
2^
v k h ^K)\ j
k > m
w^ j ) (e) x ,  X .  ,x,' ,k-Q k- 1 fe-l
V " ( n fe(e)) Ä"(n fe(0 ) ) ^ ' ( n fe(0))
— 3 ■ ■
^ [n fe(e)J ?Z2 (nk (0))
( 2 .2 6 )
V ( n fc<e))' 2n
^(nfe(e)J
k > m , ( 2 .2 7 )
w here r ^ O )  = *„  -  6 ' Xn _ i  and = \ ( 60) *
T hus , t o  check t h e  c o n d i t i o n s  o f  Theorem 2 .8  f o r  a  g e n e r a l  e r r o r  
d i s t r i b u t i o n  one f i r s t l y  m igh t check  t h a t  t h e  d i s t r i b u t i o n  a s s o c i a t e d  w i th
h i s  a b s o l u t e l y  c o n t in u o u s  w i th  r e s p e c t  t o  G'■ , i n  o r d e r  t o  s a t i s f y
C o n d i t io n  ( R) .  E q u a t io n  ( 2 . 2 5 )  makes t h i s  seem p l a u s i b l e  f o r  many 
s i t u a t i o n s .  For B1 we need  t h e  t h i r d  d e r i v a t i v e  o f  h t o  e x i s t  a n d ,  f o r  
B2, t h e  e x i s t e n c e  o f
[ h r( u ) ) 2/h(u)du  = C < °° .
a
Then B3 h o ld s  s i n c e
r°°
h ’(u)du  = M °°) -  h ( —°°) = 0
-0 0
and
h"(u)du -  h r (°°) h ' ( - 00) = 0 .
To com ple te  t h e  v e r i f i c a t i o n  o f  B2 w i th  E r e p l a c e d  by E , we r e q u i r e  t h e  
e x i s t e n c e  o f
-Ev ^  = CE (X X ' ]  m+1 K m mJ
which s h o u ld  be n o n - s i n g u l a r  s i n c e  t h e  d i s t r i b u t i o n  h a s  a d e n s i t y  and i s
t h e r e f o r e  n o t  d e g e n e r a t e .
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Finally, for B7, we would seek a random variable, T , with finite 
expectation, to bound the part of (2.27) in square brackets, and then check
that
El H-Mk-i < 00 .
If we take h(u) = (27ry) ^exp{-u2/(2y)} , from (2.25) we see that G^
is multivariate normal and thus the absolute continuity condition is 
satisfied. The Conditions Bl, B2 and B3 are easily checked as indicated
( f )above and seeing that W ^ (0) = 0 , B7 is satisfied trivially. Hence, for
/ v
this distribution of the e's , the roots 0(n) of the likelihood equations 
(based on any initial distribution) for the autoregressive case will 
satisfy,
n% (§(n)-90} -£► (ö(0o))_1
where Z}(0Q) = (l/y)E(X X j  , which is non-singular in this case.
If we write <f>' = ( 0 f, y) , $ = 0 x (0, °°) we can include y in the
estimation problem with the result that
n*($(n)-4> ) m+1 0» (c'(ej) -1
where
C (6n)
0' 1/(2Yo)
due to the normality of the e's .
Note the parallel result for the linear regression model in part (i) of 
this section.
(iii) Non-stationary processes
EXAMPLE 5. We consider the example of a Markov process
90
%X = <j>X + y *e , n > 1 n n-1 n
where we now do not restrict <j> . We put 0 = ((j), y) ' and require that
e ~  N(0, 1) and that the e be independent of each other. We also n n
suppose X = . Then
i ( 9 )  = T Tn 12
JL
2'ttyJ 'exp{- 27 *
( 1 ) / Q N 8u7 (0) = k 9(j) - % log 2ir - % log y - 2~
{2)(0) - 7 7 M V 1 ) 2 ’
E K Ufc I FfcJ
(1/y)xt i  0
0 1/(2y 2).
, fc > 1
y7 (0) k
l-W'h - 1
¥ ■  ( v w * J
‘/c-lr
T -  + 4  J2y y
k >  1
We also have
w^1)(0)
4 - 1 ^
*2 ,/T2 ^7c-l Y
(2 .28)
and
91
4 2)(e)k
1 y2 ~2Xk-l
2 k-1
Y YT 1 (h-Vk-i)
4  - !
Y
(2.29)
where the is used to indicate that entry is given by symmetry. If we
take the case | <J) | > 1 , (of course Y > 0 )» then it is easy to show that
E \ * k \ =  o O q)
and
= 0 1*0 j
For each 0O € O = { | ( } ) | > 1 ,  Y > 0} we can find an a such that
Y -a > 0 and I cb_ I —ot > 1 , and we let this a determine our S '0 1T0 1 a
neighbourhood. From (2.28) and (2.29) we see that the best we can do is, as
for as checking B7 is concerned, for example,
2kE sup (2,2)wk1)(6) < Aip; (2.30)
for some constant A . However, applying (2.18),,
kAn) = |4> \n , kAn) =
v
and we see that B7 cannot be satisfied for any r(n) < n2 due to the 
bounding in (2.30). Thus we cannot show directly that the ML estimation of 
(J) and y simultaneously will provide consistent estimates of and Y q •
If we consider only the estimation of (J) then choosing k(n) = |0g|n we
have
uA(b) = 0 and V + I = k n n
so that we need next to cehck B6*; that is
{k(n))~2In ■* a(eQ) •
0 (2.31)
92
_2ft 2However, Anderson [1] has shown that <J>_ T  I  , + 2 , a proper randomU £ /<-!
variable. Thus B6* cannot hold for any choice of k(n) . However, B6 will 
hold if
k(n) - |<f>0|(1 for 1 > n > 0 .
As a consequence of (2.31), for consistency we only need show B4 holds. 
Since
B4 will hold if r(n) = 1 | (n+<S )n where r) > % and 6 > 0 is chosen
that r(n) < k(n) . Then,
[,k(n)r(n))~2 = |*0r 2n(1+0)
and since
EU = 0 n y0
B4 is verified. Hence we can establish that {<J>(n)} is consistent for
and in fact that
[ H q I1' V ($(»)-<!>„) 0
for all 0 < v < 1 . That a central limit result also holds for this 
situation will be shown in the next chapter. Furthermore, simultaneous ML 
estimation of <j> and y will be shown to be consistent.
§ 5 0 Comparisons with Previous Results
In this section we will briefly discuss some related sets of sufficient 
conditions for the consistency and asymptotic normality of MLE’s. For ease 
of exposition we will mainly consider these conditions for the scalar 
parameter situation, s = 1 .
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Firstly, we will review the classical situation as discussed by Cramer 
[1]. In the terminology of the previous sections (dropping the unnecessary 
conditioning) Cramer’s conditions can be stated as:-
CRO. {j ; 1 i - rc} form a sequence of i.i.d.r.v.’s whose 
distribution depends on a parameter 0 .
CR1. Bl.
,2
CR2. VÖ € Sa 9 I e) < F1 9 96 A I e)2 Jl^ 1 < F2 9
|u,(0)| < H , where F^ and are integrable over
(-°°, <») and EH < M , M independent of 0 .
CR3. 0 < Eu? < °° .k
k kWe let kin) = n2 and 0 < r(n) 5 n , Vrc . Then clearly, under CRO,
CR2 and CR3 => B2, CR2 => B3, CR3 =*■ B4* via the classical central limit 
theorem, CR2 and CR3 =* B5 via the weak law of large numbers, CR3 =* B6* 
trivially, and CR2 => B7. Thus Cramer’s conditions imply the sufficient 
conditions for consistency and asymptotic normality of a sequence of roots 
of the likelihood equations.
Wald [1] considered the dependent observations case and suggested the 
following conditions for consistency of the MLE. Again we only consider a 
scalar parameter 0 .
9i
3a > 0 , s.t. — r fn[*n I 9) exists ii = 1, 2, 3) ,
V0 € S and almost all x , and a n
* 9^ ^sup i n^ ^0^ nQ 6S
d \ i  <  °° n
i'i - 1, 2) where is Lebesgue measure.
W2. C (0j = Eiir) + °° as n + 00 . nK K nJ
var V /[EV ) n K nJW3. -► 0 as n •+ 00 .
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W4. 36 > 0 s.t. [C (00))"1ff[ sup |{/ (0) |] = H < M .
n 0€£x n n 6
r\
We let Kin) - (0Q) and 0 < rin) 5 kin) . Then it is quite easy
to show that W1 to W4 imply A2. In fact they can be shown to ensure that 
Bl, B2, B3, B4, and B7 hold but they do not necessarily imply B5 and B6. 
Chebyshev’s inequality implies that
W1 and W3 => (l/k2(n))Vn -1 ;
so that if B5 does hold then B6 will also, automatically. Note that in many 
cases when W3 holds B5* is also likely to hold, so that Wald’s conditions 
are readily comparable to our Conditions B1 to B7.
In attempting to apply the Wald conditions to the explosive auto­
regressive case (see §4, Example 5) M.M. Rao [2] suggests the need to impose 
a Lipschitz condition of order a , 0 < a < 1 , on \T.{v^ iQ)-v^ (Q')} \ .
This necessity results from the inflexibility in choice of norming sequences 
in the Wald scheme. As discussed in §4, a slight variation of the choice
k^ in) = <7n (0o) will provide the desired consistency. We will later see that
allowing the further flexibility of random normings, will provide us with an 
asymptotic normality result as well, for this particular model.
v
Two other discussions, based on the classical norming kin) = ns , have 
appeared in the literature on ML estimation for dependent observations. 
Unfortunately, while correct in essence, both papers have some technical 
errors. Firstly we look at conditions proposed by Bar Shalom [1],
BS1. B1 V0 € 0 •
B S 2 . Eunk = 0 , Vk .
BS3. „ 2 Eu7 k - *1 < 8 V» <
c
•
B S 4 . Ev,k = -Eu\ , Vk .
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BS5. |wk(0)l s \  • V0 € 0 , and Ve > 0 , 3M  < 00 s.t.
P [ H k  > M) < e and M is independent of 6 and k .
BS6. lim e [u , u  . 
\ k - j | ~  k r
| = 0 .
BS6 ’. E  i \ u j )  = 0 » Vj *  k •
BS7. var v k 5 C 2 < <» , Vk and lim cov [ v ,  , V .) = 0  .
Clearly B3 => BS2, BS4 and BS6 or BS6’ and it is possible that situations
exist where the latter conditions hold and B3 does not. However, because 
both sets of conditions are concerned with the interchange of integration 
and differentiation of very similar terms, one can safely conclude that only 
in pathological cases will BS2, BS4 and BS6’ hold without B3 holding. 
Otherwise, we have that BS3 and BS4 ** B2 and B4, and BS7, BS3 and BS4 =* B5*. 
However, to establish B6* or B7 is not possible from the Conditions BS1 to 
BS7. For B6* to hold we would need (2.32) below since,
Yl
(1 In) £  E u k  + b(eQ) (2.32)
(1 In) £  vf< -fc(0o) u^nder BS7)
n
** (1/n) Y, Eiv }< I ^_i) (Bq) (under BS7)
- d/»)Jn i(e0) .
Bar Shalom erroneously asserts that BS3 =* (2.32) in the course of his proof. 
Thus he needs (2.32) to hold to make his proof valid so that we can assume 
that a correct version of Bar Shalom’s conditions imply B6*. A further 
incorrect assertion is that BS5 implies
Ve > 0 , 3M < °° s.t. P|U/n) Y E j< >  Mj < e • (2.33)
To show that the latter assertion is invalid we consider \X. } , a sequence
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of independent, identically distributed Cauchy random variables with median 
zero, say. If we set H^ , k = 1, 2, ... then BS5 is satisfied as
far as the conditions on are concerned. However, for any 0 < K < 00 ,
n n
(l/n) Y, Hk2 (1/n) X < d +  < *)) a.s.
by the strong law of large numbers. Since the limit on the right can be 
made arbitrarily large by increasing K , and the left side is independent 
of K ,
n
(1 In) X  #7, + 00 a.s.
1 K
contradicting the assertion (2.33). Indeed, for the condition (2.33) to 
hold we need a condition such as B7.
Thus if we accept that B2 holds (which is most likely under the BS 
conditions) then the corrected BS conditions imply the conditions (starred 
where appropriate) B1 to B7. The latter conditions, of course, have the 
advantage that they utilize the martingale properties of the {^1
sequence.
In a similar vein, Bhat [1], considers the following conditions
si
BH1.
90*  J ^k^xk ^ k-1' 90i fk^xk 1 k-l (2.34)
si
for i = 1, 2, 3 and V0 6 0 . Also ^— r log | X ^ ,  0) ,
i - 1, 2, 3 , are continuous in 0 6 0 »
[Note that the statement of BH1 is not exactly the same as in Bhat’s
paper since he has incorrectly implied the insertion of log f instead of
K
fk in (2.34).)
BH2. ju (0)| is bounded in probability, uniformly in 0 £ 0 .
K
BH3. (l/n)J (0q) £(0^) > ® as n + 00 where i (0Q) is constant
a.s.
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BH4. 11+0/2n
+ 0 a.s. for some 6 > 0 .
BH5. ~  X  var remains finite as n -+ 00 .
n 1
To ensure that Theorem 3 of Bhat’s paper actually holds we have to correct 
some of the above conditions. Firstly, as stated and proved in connection 
with Bar Shalom’s work, BH2 is not enough to ensure (l/n)\W (Q)\ is bounded
in probability as required. Thus BH2 should become something like B7. 
Secondly, the mode of convergence in BH3 is not specified - it should 
actually be a.s. convergence to satisfy Billingsley's [2, p. 53] central 
limit theorem conditions. Finally, to use Loeve's [1, p. 387] result, BH5 
should read
n
l
1
var V, remains finite as
1k‘
With these modifications we can show that BH1 B1 and B3; B2 is 
assumed; BH3 and BH4 =* B4* (via (2.15))*, BH5 =* B5 (see Lo£ve [1, p. 387]); 
BH3 B6*; and BH2 (corrected!) =* B7. Thus Bhat's conditions are stronger 
than our B1 to B7 and of course are less widely applicable since only the
classical norming, [n*] , is assumed to be appropriate.
An approach that is closer to the one described in § §2 and 3 is that 
suggested by Weiss [1]. Sequences {kin)} and [rin)} are introduced as 
in A3 (i) with the added condition that r{n)/kin) -+ 0 , n ■+ 00 . Weiss' 
conditions are:
2 üWSl. ~[±/k in)]V b (0q) , a continuous non-random function of
9o •
WS2. v in) sup
6 ZUil,n) n
[l/k (n))Vn(9n)+B(e0) 0 .
WS3. 1 - E exp|(0n -0o)yn -%?c2(n)(0n -0o)2B(0o)| - 0 , as
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0 0 U{l, n) .n
WS3 ^ A3 (ii) on setting 0^ = 0g + t/k(n) , since for any t > 0 , 
0^ € £/(l, n) for n large enough. WS1 ^ A3 (iii) clearly and
WS1 and WS2 sup
0 €tf(l,n)
(l/fe2(n))(7j6n)-Fn) -2-v
which implies A3 (iv). Thus Weiss' conditions are sufficient to prove the 
existence of a consistent and asymptotically normal sequence, (0(n)} , of 
roots of the likelihood equation. Weiss actually shows that his conditions 
imply the existence of a sequence, (0(n)} , of relative maxima (consistent 
and asymptotically normal) of the likelihood but, strangely, does not 
suggest its correspondence to a root of the likelihood equation as we have 
done. He is thus required to find an alternative estimate, satisfying a 
certain consistency requirement, which estimate can then be modified to have 
the same asymptotic properties as the sequence (0(tt)} . This modification 
is interesting in itself and we will briefly discuss it here. The method 
is actually a straightforward extension of Rao's method of scoring [1, 
p. 366], where, here, we start with a consistent estimate and iterate only
once.
Suppose 3 a sequence, (0(n)} * of consistent estimates of 0^ 
satisfying p [kin) | 0 (n) -0Q | < l(n)) ■+ 1 , as n ■+ 00 , V sequences 
{tin)} t 00 . If we then define Q*(n) by
k(n) (0* (n) -0(n)) = (s(0^ )fe(w)} 
under the conditions WS1 to WS3,
k(n)(§*(n)-0o) -2+ N[0, 1/b (0o)) . (2.35)
The use of this result might apply to situations where one has several roots 
of the likelihood equations and no way of deciding which will correspond to 
a consistent estimate of 0^ . In such a situation, if one has a sequence
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(0(n)} , one may then be able to obtain estimates with the property (2.35). 
An interesting application of this technique will be discussed in the next 
chapter in relation to the supercritical branching process.
Weiss considers the general vector parameter case as we do. However, 
he uses r(rc) = (r^(n), ..., r^Cn)) ' with r^(n)/k^(n) -* 0 instead of the
single r(n) we use. That this difference adds no extra generality can be 
seen by setting r(n) = min(r^(n), ..., rg(n)) whereupon all of his results
work with the new r^(n) all set equal to r(n) . In fact, Weiss actually
uses this r(n) in his proofs in §4 of [1]. Furthermore, Weiss does not 
utilize the martingale property of {^nl » so that he has to resort to the
rather unwieldy condition WS3 in this paper.
In a subsequent paper, Weiss [2] proves that one can replace WS3 
completely by strengthening WS2 to the following:
WS2' . 3 non-random sequences {6(n, 0^ ) } » {y(rc, 0q) } * both
converging to 0 , and such that, V0 6 1/(1, n) ,
PA r2{n) sup
1 0 €i/(l,n)n
(2.36)
This condition is a type of contiguity condition and is stronger than 
WS2 in that the latter condition is (2.36) with 0 = 0^. Since Weiss shows
(fc(n))'2vn (en)+s(e0) < y(n, e0)j > l - <5(n, e0) .
that WS2 ’ implies the asymptotic normality of (k(n)) £^/ , we have that
WS1 and WS2’ are sufficient to imply that the Assumptions A3 hold. That 
WS2' is very difficult to check suggests the practical superiority of our 
sufficient conditions, B1 to B7, for many situations.
Other attempts to find sufficient conditions for the asymptotic 
normality of a root of the likelihood equations have also appeared in the 
literature concerning non-standard cases. Hoadley [1] has dealt with the
non-identically distributed case, restricted to kin) = n 2 , with conditions
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that imply ours. Roussas, using the notions of contiguity and 
differentiability in quadratic mean, established some similar optimum 
properties of MLE’s for stationary ergodic Markov chains.
We now turn to a brief discussion of some results concerning the 
consistency of the strict MLE. Of course, if the likelihood equations have
A
a unique root 0(n) € 0 , Vn , under the conditions discussed above, we 
have already shown that it will be consistent, implying that the strict MLE 
(which must correspond to this root) is consistent.
Based on the essence of Wald’s [2] proof, Silvey [1] has suggested 
conditions which we repeat below. In their stated form they are very 
difficult to check in most applications. Hoadley [1] has adapted Wald’s 
conditions to the independent not identically distributed case. However, 
the independence plays an important role in the proofs, and since there 
appears no natural way to find general sufficient conditions for those 
below, we will not attempt to do so here. We define
R (0, <j>) = l (0) - l ($) V<j), 0 € 0 ;n Y n n Y Y
and, if it exists,
0 (n) by Z (§(n)) > Z (0) , V0 € 0
We say that the sequence {Z (•)} satisfies the regularity condition 
C(p, k) on a set 0* not containing 0 , if V0, <J> € 0* s.t.
I|0-4>ll < P >
R (0, <j>) > S (0) n Y n
where
p{sn ce) < -*a?n (e0 , e)} •* o
as n -+ oo . (Remember that P = .)
We now state and prove Silvey’s theorem, assuming that 0(n) exists
a. s. , Vn .
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THEOREM 2.12 (Silvey). If 
(i) 0 is compact;
(ii) var(pj0Q, <f>)) /(iER^ (0Q, (j>)) 2 + 0 uniformly on 0 - u [Qq) , 
where i/(0 ) is any open neighbourhood of Qr ;
(Hi) 3p = p(i/) > 0 , and k = k(U) < 1 , tfzat {Z (•)}
satisfies the regularity condition C(p, k) on 0 - i/(0 ) ;
then
8(n) 80 .
Proof. Let 0 < 6 < 1 be arbitrary. Since 0 - U is compact we can
cover it by a finite number m , of open spheres of radius p and centres
0, , .... 0 . Now (ii) ensures, for each i , that 1 m
p{*M(V 60 > tefl„(eo’ eiH > 1 '
for n sufficiently large, so that
P{Rn{*o’ ei) > o’ 0^ )'» p = 1> • w} > 1 - %6 •
Hypothesis (Hi) implies, for n sufficiently large, that
p{sn(ei) > -fcERn(e0. ef); i = 1, .... m} > 1 - V6 •
Also
Ä„(e0’ »*) + sn(0;) > 0 vi
(0Q, 0) > o V0 € 0-f/ , by (Hi),
since every 0 £ Q-U , is such that ||0~0^|| < p for some i . Thus for
sufficiently large n ,
P{#n(0o, 0) > 0; V0 6 Q-U] > 1 - 6
=* P(0(n) € U) > 1 - 6 ,
which is the consistency result we want. □
A strong consistency result has been proved by Caines [1] by restricting 
the set 0 to contain a finite set of points. His proof is also based on
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Wald's [2] proof.
This chapter has been concerned with the situations where we can 
establish asymptotic properties of the MLE using a non-random norming 
sequence. As indicated earlier, if is non-random then it could be
2used as the appropriate norming matrix sequence in place of [Ak(n)] in 
some circumstances. In the following chapter we consider random norming 
sequences, in particular, the use of {j } .
BASIC CONDITIONS
A1. 3a > 0 , s.t. f (X I 0) are twice differentiable w.r.t. 9 ,
V9 6 S , and the derivatives are, for fixed 0 , F-measurable, and almost 
surely continuous functions of 0 ( 5 ^ .
A2. 3{k(n)} , (r(n)} satisfying
(i) (r(n)} t 00 ; {kAn)} t 00 , j = 1, ..., s ; r(n) S k An) ,J J
all J , n ;
(ii) (l/r(n)) [Ak(n)]-1U^ 0 ;
(iii) 3 a positive non-random function a(0Q) s.t. Ve > 0 ,
VX € fks , 3tf = (e) s.t.
pj^ X,[Ak(n)]"1^[Ak(^)]"1X 5 - a (0Q) ||X||2j > 1 -  e , Vn > ^  ;
(iv) 3n > 0 , s.t. VX € RS , Ve > 0 , 3v = v(3e) and 
^2 = P2(e ,  v) s.t.
P A'[Ak(n)] J  [Ak(n)]_1X
whenever (all the) 0*(n) € I/(v, n)
> i+n <
, for n > N2 .
e
A3. 3{k(n)} , r(n) satisfying
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( i )  A2 ( i ) ;
( i i )  [Ak(M)]_1u -£*• u ~  if (0, z(e0)) ;
( i i i )  [AkCn)]"1^ [A k(n) l  1 - b (9-) . p o s i t i v e  d e f i n i t e  and
n v o
non-random;
( i v )  \/e > 0 > \/6 > 0 , 3v = v ( 3 e ,  6) and = tf4( e ,  6) s . t .
VA £ FR
p |  j  A '[Ak(n) ] 1 [ 7 ^ e * ( n ) ) - y j  [Ak(n)]~1A > 6||A||j < £
whenever n > and ( a l l  t h e )  6 *(n)  € £/(v, n) •
SUFFICIENT CONDITIONS
B1 . A1 and t h e  e x i s t e n c e  o f  > fc = 1 ,  . . .  ; j  = 1 ,  . . . ,  s  ;
K,
each F-measurab le  f o r  a l l  Q € S » f o r  some a  > 0 .a
B2. The e x i s t e n c e  o f  gy and #U'U ; n -  1 ,  . . .  .
n n n
B3‘ I = °  ’ E ( Uk Uk I f k - l )  = ~E V^k I Ff c- J  ’ = l j  *“
2
\ r ( n ) k Sn )  ^
2 y JL E\uk 
fc=1 1 J
0 , i  -  1 ,  . . . ,  s  •
B4*. [ A k ( n ) ] _1U -2*  jy (0 ,  E(0 ) )  .
B5. [A k(n)]  1 [v +Z l [ A k ( n ) ]  1 -&+ 0 ( m a t r ix )
L n nJ
B5*. 2 i  M 0 »  t s  J ■ I» • • • > 8[ k . M k . M j  ^ * {vk  J
B6. 3 non-random f u n c t i o n  and Ve > 0 , 3 s . t
VA € Rs  ,
p |A ' [A k ( n ) ] ' 1I n [ A k ( n ) ] ' 1A 2 2 a (0 Q) ||X||2j  > 1 -  e , Vn > S
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B6*. [Ak(tt)] 1J^[Ak(n) ]  ^ b (0q) , positive definite and non-random.
B7. V0 £ <S' , Vi, j, Z- = 1, ..., s and Vn > 1 ,
k^rikjWk^n) I Wn('e) I 5 Mn ’
independent of 0 , F^-measurable, with EM' < C < 00 .
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CHAPTER 3
ML ESTIMATION - RANDOM NORMING THEORY
§1. Motivation
In this chapter we seek to deal with asymptotic properties of M L E ’s 
when suitable results cannot be obtained using a constant norming sequence 
as in the previous chapter. The basic formulation of 2.§1 is retained 
although in most cases we will only specifically require the existence of 
first derivatives of fnl*n | ö) • To make the exposition clearer we will
deal with the scalar parameter case for most of §§1, 2, 3 and 4, and briefly 
discuss the vector case in §5. We will also assume that
Vn , and V9q 60 .
To motivate some of the following discussion, we look again at the non­
stationary Markov process
X q is non-random. In part (iii) of 2.§4 we had to adjust the standard
e {u IF ,1=0 Vn ,  ^n 1 n-lJ (3.1)
2
so that {U , F } is indeed a martingale, and that E u F ,1 n nl [ n ' n-1 < °° a . s .
X\ ~ tf(0, 1) , £ = 1,2,
where the are independent, and j 0 ^ [ > 1  A simple calculation
verifies that
(3.2)
where is the MLE if we take , i.e.
means of determining {kin)} to even obtain a consistency result for 
0(n) . However, we can quite easily obtain such a result if we allow the 
extra flexibility of choosing a random norming sequence instead of searching
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only for a constant norming sequence. The fact that
together with (3.2) implies
0(n) - e n = I 1U 0 n n
and the required consistency condition becomes
I 1U 0 .n n
But this result is just the subject of the martingale Theorem 1.2, 
Thus it seems that the random norming allows for easier access to a 
consistency proof. Moreover, the relationship
I%(0(rc)-eJ = I %0J n n
makes a central limit result seem plausible via theorems such as 1.5 or 1.7.
Not only does this example suggest the importance of random normings it 
also indicates the consideration of situations where the factorization
Vn( 9) = In(9ge(n)-e) (3.3)
holds. In fact we will devote some time discussing the occurrence and 
implications of (3.3) and its relation to the classical i.i.d. case.
Note that, for the above Markov process, an asymptotic normality result 
has been proved by T.W. Anderson [1] using techniques specifically relevant 
to this problem. We will show later that Theorem 1.7 is applicable.
Before examining the special cases where (3.3) holds, we will look at 
some general ways of allowing for a random norming sequence to be considered 
in proofs of consistency and/or asymptotic normality. Unfortunately, it has 
not been possible to extend all the following results to the vector parameter 
case. Some brief comments on partial results concerning this situation will 
be discussed in the last section of this chapter.
As a first attempt to introduce random normings one may consider 
Assumptions A2, as they are, with the provision that {k(n)} is now a 
sequence of positive random variables, almost surely non-decreasing and
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diverging to 00 as n -* 00 . We call these assumptions A2 (R) (and will use 
the suffix (R) to indicate assumptions or conditions with a random norming 
in the sequel). Clearly, from the nature of the proof of Theorem 2.1, if we 
set r(n) = k(n) Vn , the consistency result will hold.
Adapting the sufficient conditions B1 to B7 (unstarred) for this 
situation is quite straightforward in theory; B1 to B7 remaining as stated, 
and being renamed Bl (R) to B7 (R) with r(n) = k(n) , Vn .
However the checking of the B (R) conditions is most likely to be very 
difficult. Sufficient conditions for B4 (R) and B5 (R) are no longer as 
straightforward as conditions (2.6) and B5*. Nevertheless, martingale
results such as Neveu’s [1], Theorem IV.6.2, point in the direction we must 
look to find sufficient conditions for, say B4 (R). Firstly we require that
k(n) be F^ ^-measurable and secondly that
lim £ k 2(j)E
Ylr*00 1
u2 I F . , I <°° a . s «7 1 J-l (3.4)
in order to apply this theorem to obtain
{k(n)} -* 0 a.s. .n (3.5)
v
In fact, (3.4) is satisfied automatically if k(j) = I2. , andJ
I . °o a.s.J
and this is the motivation for Theorem 1.2. -^Actually— f-i— P > ^ io—
suff.ig.iant. (.for weak oonolotonoyO ao-IndieQt'gd in Theorem lt3i] With the 
above heuristic justification, we will only consider the random norming 
sequence {1^(0^)} as a possible candidate. (We mention here that, in no
examples that we have seen, where a random norming is appropriate, have we 
been able to use a different random sequence to more readily produce a 
consistency or asymptotic normality result.)
Generally speaking, the classical approach, based on the Taylor
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expansion of U' (0) about 0^ , does not seem to be of particular use. In
§3 we will discuss a different approach based on the fact that
0  (§(«))-£/ )/I -+ 0 a.s.K n K nJ n
if I ■+ 00 a.s. . In §4 we will look at some examples and in §5 we will 
make some comments on the vector parameter situation. In the next section 
we investigate the factorization (3.3), drawing some parallels with the 
theory of inference for the standard i.i.d. case.
§2. Conditional Exponential Families and Inference
In this section we will consider a factorization of 1/(0) which willn
allow easy access to asymptotic results for the MLE via the martingale limit 
theorems of Chapter 1. Since 0(n) is a root of V' (0) = 0 , the likelihood
equation, we should be able to express U (0) \ as ^n A
i/n(e) = t/n(e)[g'(0(n))-?(e)]
for some function g . To avoid complications, we will assume that, if
necessary, the problem is reparameterized so that
U (0) = J (0)[0(tt)-0] , Vtt . (3.6)n n
We may ask now, in the light of (3.3), under what conditions is
J (0) E I (0) ? The next theorem provides the answer when the following 
n n
regularity condition is satisfied:
E A u  (0ty (X }0 ^ n yn v nJ Fn-d _3_30 S> * 0 U  I Fn-l) a'S Vn (3.7)
/sfor ih = 0(tt) . rtt
The subscripted expectation Ea , indicates that the expectation is0
with respect to P . In the light of (3.1),0
d_
30 fJ n y n X n » 0) dx - —  f [x |X , , 0) ds tt-1 J n 30  ^ tt ^ tt 1 tt-1 J a.s.
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and so ( 3 . 7 )  i s  made p l a u s i b l e  s i n c e  i t  i s  e q u i v a l e n t  t o
ip ( X  ,  x  ) ~  f  [x j X ,  0) n y n - 1  nJ 3 9  n y n 1 n - 1  J
X ,  , 0J dx  , a . s  . n - 1  J n
T H E O R E M  3 . 1 .  3 . 7 ) holds fo r  \pn = 0 ( n ) 4 £ n  ( 3 . 6 ) ,  (*f
-  I * ( £ >  r k r t  ,  A  v W j  ,%,$)-
+ U «  !„ « > )  = I n w ,
where  4>( • )  i s  non-random and H ( • )  i s  a fu n c tio n  o f  the  observed  Xn n - 1
o n ly .
P r o o f .
Ee ( V 0)0(n) I Fn J  = w V §(n)  I Fn J  by ( 3 '7)
3 p
'U(Q)  1
- n + O I f
3 0 Ä 0 J  ( 0 )
t  n J
1 n-1 by ( 3 . 6 )
30 EQ
U (Q)  'n 1 F
J  ( 0 )  1 n - 1  n
+ 1 . ( 3 . 8 )
On t h e  o t h e r  hand ,
Ee {unW k n )  I F ,  J  =  En - l J u  (0)n
3
^ /s CD
h D I f
b n ( 6 )  ' - j ' n-1
by ( 3 . 6 )
= E V 6) ,M (0)  V VöT F 1n J  (0)  1 n - 1 by ( 3 . 1 ) . ( 3 . 9 )
Now suppose  J  (0 )  - I  (0 )  . S in c e  J  (0)  i s  F - m e a s u r a b l e ,  ( 3 . 8 )  n n n n-1
becomes
J L
3 0
U . ( 0 )  n-1
T^er t  1 ( m a r t i n g a l e  p r o p e r t y )
_3_
3 0
I  AB)
- T T bTn
+ 1  by ( 3 . 6 )
= ( 0 ( n - l ) - 0 ) _3_3 0
I  A B )  n-1
I  ( 0 )  n
I  A B )  n-1
I  ( 0 )  n
+ 1 ( 3 . 1 0 )
110
and (3.9) becomes
(l/I (6))ff. u (0)  I Fn-1 (martingale property)
(lH  (0)1 (I (0)-I ,(0)1 = 1 - 1  n(0)/I (0) . (3.11)v n J K n n-1 ' n-1 n
Equating (3.10) and (3.11) gives 30
I , (0)n-1
I (0) n
(0(n-l)-0) = 0 which can only
be satisfied identically in 0 , if
30 fl (0) /X (0)1 = 0 . ^n-1 n J
It is easy to show that this implies
i (6) = (j)(e)H (x J ,n n K n-lJ
using the ^-measurability of I^(0) . Now suppose
J (0) = (p(d)fl (X ,1 . Then (3.8) becomes n n K n-lJ
1 - I AQ)/J (0) n-1 n
in the same way as (3.10) was obtained and (3.9) becomes
using the arguments employed to obtain (3.11). Equating the last two 
expressions clearly gives J (0) = 1^(0) . □
Before considering the consistency etc. of the MLE in the situation 
when (3.3) holds, we will firstly look at some ideas about statistical 
inference for stochastic processes which are suggested by the occurrence of 
this factorization.
Suppose that the factorization (3.3) does hold. If the observations
{if,, ..., X } were i.i.d. then this factorization would become 1 1 5 n1
£/ (0) = ni(0) (0(n)-0)
A
and we would say that 0(n) is a minimal sufficient statistic for 0 , and 
that the distribution of X^ belongs to a one parameter exponential family
of distributions. In the stochastic process situation we will say the proces:
I l l
i s  a  member o f  a  "one p a ra m e te r  c o n d i t i o n a l  e x p o n e n t i a l  f a m i ly "  o f  p r o c e s s e s  
i f  t h e  f a c t o r i z a t i o n  ( 3 .3 )  o b t a i n s .  I n  f a c t ,  t h i s  a n a lo g y  w i th  t h e  i . i . d .  
c a s e  i s  one o f  t h e  r e a s o n s ,  i n d i c a t e d  a t  t h e  end o f  §2 o f  t h e  l a s t  c h a p t e r ,  
f o r  t h e  i d e n t i f i c a t i o n  o f  J  (0 )  a s  t h e  a p p r o p r i a t e  g e n e r a l i z a t i o n  o f
F i s h e r ’ s i n f o r m a t io n  t o  t h e  s t o c h a s t i c  p r o c e s s  s i t u a t i o n .
The f u r t h e r  consequence  o f  Theorem 3 . 1 ,  t h a t  u n d e r  t h e  f a c t o r i z a t i o n  ( 3 .3 )
I  (0 )  = cb( Q)H fX ] , p o i n t s  o u t  t h e  e s s e n t i a l  d i f f e r e n c e  be tw een  t h e  i . i . d .  n T n K n - l J
c a se  and th e  s t o c h a s t i c  p r o c e s s  c a s e .  Forming t h e  c o r r e s p o n d e n c e s
4>(0) « - * £ ( 6 )  and  H (X J n , ( 3 .1 2 )T n K n - 1 '
we can i n t e r p r e t  H ( • )  -  H . , ( • )  a s  t h e  a v e ra g e  r a t e  a t  which in f o r m a t io nn n - 1
i n  t h e  sam ple i n c r e a s e s  as  i s  o b s e rv e d  a f t e r  o b s e r v in g  X^ ^ . T h is
may be f a s t e r  o r  s lo w e r  t h a n  t h e  i . i . d .  r a t e ,  1 . M oreover , t h e  dependence  
on t h e  p a s t ,  X^ ^ , i m p l i e s  t h a t  t h e  c o n t r i b u t i o n  r a t e ,  t o  t h e  i n f o r m a t i o n ,
by o b s e r v a t i o n  , depends  on t h e  p r e v i o u s l y  o b s e rv e d  sam ple  X^ ^ . T h is
l a s t  i m p l i c a t i o n  i s  r e a s o n a b l e ,  i n  t h a t ,  due t o  t h e  d e p e n d e n c e ,  d i f f e r e n t  
v a lu e s  o f  X^ ^ c o u ld  im ply  t h a t  o b s e r v i n g  X would have  a d i f f e r e n t
a v e ra g e  c o n t r i b u t i o n  t o  t h e  i n f o r m a t io n  on 0 . The f a c t  t h a t  t h i s  m easure  
o f  i n f o r m a t io n  i s  a  random q u a n t i t y  i s  i n  i t s e l f  n o t  a p rob lem  when one 
c o n s id e r s  t h a t  i t  i s  a  m easu re  o f  i n f o r m a t io n  i n  t h e  sa m p le .  A c t u a l l y ,  t h e  
non -random ness  ( in d e p e n d e n c e  o f  t h e  o b s e r v a t i o n s )  o f  F i s h e r ’ s i n f o r m a t io n  
m easure  i n  t h e  i . i . d .  c a s e  i s  a f r e q u e n t  a s p e c t  o f  c r i t i c i s m  o f  t h i s  
i n f o r m a t io n  m easu re .
As f o r  t h e  c o n c e p t  o f  s u f f i c i e n c y ,  i t  i s  c l e a r  t h a t  [h^ (X^ ^ ] , 9 (n ) )
i s  a  m in im al s u f f i c i e n t  s t a t i s t i c  f o r  0 i f  t h e  f a c t o r i z a t i o n  ( 3 . 3 )  h o l d s .
We can c o n s i d e r  t h i s  in  t h e  s e n s e  o f  Edwards [ 1 ] ,  n a m e ly ,  t h a t  any f u n c t i o n  
o f  t h e  d a t a  t h a t  d e f i n e s  t h e  l i k e l i h o o d  f u n c t i o n  up t o  an a r b i t r a r y  c o n s t a n t  
i s  c a l l e d  a s u f f i c i e n t  s t a t i s t i c  u n d e r  t h e  p r o b a b i l i t y  model assum ed. A
m in im al s u f f i c i e n t  s t a t i s t i c  i s  t h e n  a f u n c t i o n  o f  e v e ry  o t h e r  s u f f i c i e n t  
s t a t i s t i c .
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M a th e m a t ic a l ly ,
t/„(e) = <Ke)ffn (xn_1) (e(n)-e)
=> l (0) = H fx . 1 [6(n)$(6)-'f(0)] + K (X 1 n n v n - l J n K nJ
where $ ' ( 0 )  = c|)(0) , ¥ ' ( 0 )  = 0<J>(0) ; and c l e a r l y  ( # ( • ) ,  0(rc)) d e te rm in e s
Z^(0) up t o  t h e  a r b i t r a r y  " c o n s t a n t ” [X ) -  rem em bering  t h a t  we c o n s i d e r
th e  l i k e l i h o o d  as  a  f u n c t i o n  o f  0 f o r  a  f i x e d  sa m p le .  E x te n d in g  th e  
c o r r e s p o n d e n c e s  ( 3 .1 2 )  t o  t h i s  d i s c u s s i o n  o f  s u f f i c i e n c y ,  t h e  s u f f i c i e n t  
s t a t i s t i c  r e d u c e s ,  i n  t h e  i . i . d .  c a s e ,  t o  [n, 0 ( n ) )  . N o rm a l ly ,  o f  c o u r s e ,  
we would  n o t  i n c l u d e  t h e  n b e c a u s e  i t  i s  n o t  a  s t a t i s t i c  i n  t h e  s t r i c t  
s e n s e .  N e v e r t h e l e s s ,  w i t h o u t  knowing n , one c a n n o t  make i n f e r e n c e s ,
/N
beyond p o i n t  e s t i m a t i o n ,  a b o u t  0 . In  t h i s  s e n s e ,  0(n)  , a l o n e ,  i s  n o t
s u f f i c i e n t  i n f o r m a t io n  t o  make i n f e r e n c e s  a b o u t  0 . T hus ,  what may a p p e a r ,
a t  f i r s t ,  t o  be an i n c o n s i s t e n c y  i n  c o n s i d e r i n g  t h e  c o n d i t i o n a l  e x p o n e n t i a l
f a m i ly  as  a g e n e r a l i z a t i o n  o f  t h e  o r d i n a r y  e x p o n e n t i a l  f a m i ly ,  a c t u a l l y  seems
t o  p r o v id e  some i n s i g h t  i n t o  t h e  c l a s s i c a l  u sage  o f  t h e  te rm  s u f f i c i e n c y .  In
p r a c t i c e ,  o f  c o u r s e ,  n i s  a lw ays assum ed known anyway and t h e r e  i s  no
p rob lem  i n  a p p ly in g  t h e  s t a n d a r d  i n f e r e n c e  p r o c e d u r e s .
I f  we f o l lo w  t h e  a n a lo g y  be tw een  t h e  c o n d i t i o n a l  and c l a s s i c a l
e x p o n e n t i a l  f a m i l i e s  f u r t h e r  we may a l s o  w ish  t o  r e p l a c e  t h e  c l a s s i c a l  i d e a
o f  u n b i a s s e d n e s s .  N o t in g  t h a t ,  i n  g e n e r a l ,  u n d e r  t h e  f a c t o r i z a t i o n  ( 3 . 3 ) ,
/ \
0(n)  w i l l  n o t  be u n b i a s s e d  f o r  0 , and b e l i e v i n g  t h a t  t h e r e  i s  some 
o p t i m a l i t y  i n  t h e  e s t i m a t i o n  f o r  e x p o n e n t i a l  f a m i l i e s ,  we may d e c id e  t o  
c o n s id e r  e s t i m a t o r s ,  T , w hich  s a t i s f y
E{ l n [Tn-%)} = 0 , Vn . ( 3 .1 3 )
C l e a r l y ,  0( n)  s a t i s f i e s  t h i s  e q u a l i t y  u n d e r  ( 3 . 3 )  s i n c e  {[/^, F^} i s
assumed t o  be a zero -m ean  m a r t i n g a l e .  Of c o u r s e ,  ( 3 .1 3 )  r e d u c e s  t o  th e
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c o n d i t i o n  o f  u n b ia s s e d n e s s  o f  T i n  t h e  i . i . d .  c a s e .n
Based on t h e  c l a s s  o f  s t a t i s t i c s  s a t i s f y i n g  ( 3 .1 3 )  one can  c o n s i d e r  a 
ty p e  o f  Cramer-Rao i n e q u a l i t y .
LEMMA 3 . 2 0 I f  1^(0) = <J>( 0)#^ and {Tn \ s a t i s f i e s  ( 3 .1 3 )  then
E 1 2 [T -0-1 2 n 0 '
provided  ( 3 . 7 )  holds wi th  ip (X ] = H (X A t  and \b (X 1 = H fX 1 .Yn K nJ n^ n - l J n yn^ n} n l n - l J
P ro o f .
> El
EJÜ (9)1  (0) (t -0) = <(>(0) l i . f f i r )  -  e 1ü w n v n J 99 0  ^ n n; 30 0 4 J
0 (0 )
( 3 .1 4 )
( 3 .1 5 )
0(0)^flH = ErJ  (0) .o n  0 n
We use  t h e  p r o p e r t y  ( 3 .7 )  tw ic e  i n  ( 3 .1 4 )  and we need  ( 3 .1 3 )  t o  e s t a b l i s h  
( 3 . 1 5 ) .  A pp ly in g  S c h w a rz ’ s i n e q u a l i t y  we th u s  o b t a i n
0 n
from which we o b t a i n
[V*<9 >] 2 s EauHQ)0 n
J2 [T - 0  ) 2 n K n 0J
u s in g  th e  f a c t  t h a t  E[lß ) = El  □
( 3 .1 6 )
Note t h a t  t h e  i n e q u a l i t y  ( 3 .1 6 )  i s  n o t  r e s t r i c t e d  t o  t h e  s i t u a t i o n s  
w here t h e  f a c t o r i z a t i o n  ( 3 . 3 )  h o l d s .  However, we do r e q u i r e  t h e  f a c t o r i z a t i o r  
- ^ ( 6 )  - 0 ( 6 ) ^ ( X n_ i )  as w e l l  as c e r t a i n  i n t e r c h a n g e s  o f  d i f f e r e n t i a t i o n  and
i n t e g r a t i o n  ( 3 .1 4 )  t o  e s t a b l i s h  ( 3 . 1 6 ) .  A ls o ,  e q u a l i t y  i n  ( 3 .1 6 )  i s  a t t a i n e d
A
when ( 3 .3 )  h o ld s  and T^ = 0 (n )  . J u s t  as  i n  t h e  i . i . d .  c a s e ,  we may
t h e r e f o r e  w ish  t o  e x p r e s s  t h e  e f f i c i e n c y  o f  an e s t i m a t o r  i n  te rm s  o f  t h e  
lo w er  bound i n  ( 3 . 1 6 ) .  Of c o u r s e ,  t h i s  ap p ro a c h  i s  s t i l l  s u b j e c t  t o  a l l  t h e  
c r i t i c i s m s  o f  t h e  m easurem ents  o f  e f f i c i e n c y  b a s e d  on t h e  Cramer-Rao minimum 
v a r i a n c e  bound i n  t h e  i . i . d .  c a s e .  In  t h i s  v e i n ,  t h e  u se  o f  ( 3 .1 3 )  i s  no
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less meaningful than the traditional unbiassedness condition. Using a type 
of mean square error criterion we can readily extend (3.16) to
i2{t -e.)V7 V V7 I )' B> < ]  +
where [El]S fej = -0j] .
We still require the factorization of I (6) to obtain this result,n
but it gives us a way of comparing the efficiency (asymptotic) of estimators 
that do not satisfy (3.13).
Another approach to efficiency was introduced by Rao [1] and extended
to the stochastic process case by Heyde and Feigin [1], We define an
estimator T of 0 as asymptotically efficient if, w.r.t. P ,
Yl 0
A  6) t -e-e(0)i"1(e)ü (e)n n n -2 + (3.17)
for some 3 which does not involve the observations. This definition is
motivated by the i.i.d. case where the appropriate correspondences have been
made according to the above discussion on the role of I (0) . Then
definition (3.17) is general in that it does not require the factorization
of I (0) nor an "unbiassedness" restriction on the class of estimators to n
which T^ can belong. Of course, based on (3.17), we would prefer the
estimator for which the function 3(0) was the smallest (hopefully, 
uniformly over 0 ). Under the factorization (3.3), with T^ = 0(n) the
function 3(0) = 1  . However, as also occurs in the i.i.d. case, there is 
no general reason why there may not be a T with a function 3(0) < 1  for
some 0 0 0 .  (in the i.i.d. case, we would say T is superefficient.
For some references concerning superefficiency see Zacks [1, p. 221].
Several of the methods of dealing with the superefficiency problem could be 
adapted to the stochastic process situation.) The possible advantage of the
definition (3.17) is that one does not need to show that il converges
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in distribution to establish efficiency.
We close this section by restating what should be quite clear. Namely, 
the factorization (3.3) gives us a ready handle with which to verify the
Asconsistency and asymptotic normality of 0(n) , the MLE. The relevant 
theorems of Chapter 1 will tell us if
0(n) - 60 -2* 0
and/or
^(0(n)-eo) -2+ H( 1)
by checking the conditions for
I_1i/ -E+ 0 n n
and/or
0, 1)n n 5
respectively.
§3. Consistency of the MLE in General
With the existence of the factorization discussed in the last section 
the main tool to prove the consistency of the MLE was the martingale result
I~1U -2+ 0 , n + 00 (3.18)n n
provided I^ ■ ■ &~> 00 , as proved in Chapter 1. Presuming (3.18) holds (and 
throughout this section) and together with the fact that £/ (0(n)) = 0 one 
also has the result that
0)] o , «-*■". (3.19)
If one was now to follow the classical mode of attack the next step 
would be to use the Taylor expansion of the LHS of (3.19) to establish the
A
required consistency property for 6 (n) ; not without introducing further 
regularity conditions. Indeed, this is the essence of the approach
116
discussed in Chapter 2.
However, one often may be able to deal more directly with (3.19) (viz. 
the factorization of the last section) since a root of
Vn $ W )  - u n l \ )  -- 0 ,
as an equation in 0^ , is 0^ = Q(n) . One would therefore expect that
un [e(n)) - un [QQ) = b(e(n))-?(e0)pn(eo) 0.20
for some function g . In (3.20), if g was invertible and I h  behaved
n n
in the "right way" then (3.19) would ensure the consistency result we are 
interested in proving. For example, let us consider the i.i.d. case where 
the density of X  ^ is given by
fix I 0)
e xx6 1/r(0) , 2 0
1° otherwise
and 0 - [1, °°) . Then C/ (0) is given by
n
^(9) = £ log -  n\p(0)
i-1
where ^(0) = [log r(0)] is the digamma function. Clearly,
Un( 6) = n(K»(e(n))-iK0))
and (3.18) holds with 1^  n so that we immediately have
(^0(ft)) - 0 , n -*■ 00 .
The fact that \p(9) is an increasing and continuous function of 0 
for 0 > 1 implies that
din) — ^  0q > n 00 ,
whereupon we have the desired consistency for din) without having to 
consider regularity conditions involving the properties of derivatives of 
n^ (0) • (To check that (3.18) holds one needs to show that log x\ < °°
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and E l o g  X = ipiQ) : t h e  l a t t e r  can be  done by showing t h a t  t h e  i n t e r c h a n g e
o f  d i f f e r e n t i a t i o n  and i n t e g r a t i o n  i s  p e r m i t t e d  s i n c e  P j l o g  X\ < 00 .)
The t y p e  o f  b e h a v i o u r  t h a t  we r e q u i r e  o f  A i n  g e n e r a l  i s  t h a t
I ' h  -2-* a t  0 , ( 3 . 2 1 )n n
where o i s  a  c o n s t a n t ,  o r
I  1A n n ( 3 . 2 2 )
a random v a r i a b l e  s a t i s f y i n g  Pit, = 0) = 0 .
With ( 3 . 2 0 )  and ( 3 . 2 1 )  we r e a d i l y  have  t h e  c o n s i s t e n c y  o f  0 ( n )  i n  
t e r m s  o f  t h e  con v e rg e n c e  o f  ^ ( 9 ( n ) )  . Tha t  ( 3 . 2 0 )  and ( 3 . 2 2 )  t o g e t h e r  have
t h e  same c o nsequence  i s  t h e  s u b j e c t  o f  t h e  f o l l o w i n g  lemma. (Note t h a t  
( 3 . 2 1 )  i s  a s p e c i a l  c a s e  o f  ( 3 . 2 2 ) . )
LEMMA 3 . 3 .  I f  t, —^  t, w i th  Pit, -  0) = 0 and q t, 0 thenJ n n n
n - 2 *  o .n
P r o o f .
Pit, = 0) = 0 => (V6 > 0 ) ( 3 0  < v = v ( 6 ) )  s . t .  P ( | c |  < v)  < 6 /2  . ( 3 . 2 3 )
We now show t h a t
(V6 > 0 ) ( 3 P  = /V(v, 6))  s . t .  P ( | C n | < v) < 6 f o r  n > N . ( 3 . 2 3 a )
In f a c t ,
d h j  < v) = P(|CB| < v, !?| < 2v) + P ( |c n | < V ,  I d  2  2v)
— P ( | d  < 2v) + P ( | c n - d  £ v)
< 6 /2  + 6 /2  = 6  f o r  n > Niv ,  6)
by ( 3 . 2 3 )  and t h e  f a c t  t h a t  t, t, . F u r t h e r m o r e ,n
p ( |n J  > e) = P(|nn | > e, Icn | 2 v) + P(|nB| > e, | c j  < v)
5 p 0 v J  2 + P ( L J  < d  •
Thus f o r  6 chosen  a r b i t r a r i l y ,  by ( 3 .2 3 a )  and |q ^ £ ^ |  9 » we Lave
l im  P ( Iq 
W-x» n
> e) 5 6
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w hich  i m p l i e s  t h a t  q 0 , a s  r e q u i r e d .
r 1a  < vn n < 6 , Vn > N
Of c o u r s e ,  e x p lo s i v e  b e h a v io u r  o f  , o r  o t h e r  su c h  b e h a v io u r
w hich  e n s u r e s  t h a t
(V6 > 0 ) (3 v  = v (6 )}  and [3N = N( \ ) , 6 ))  s . t .  P
w i l l  a l s o  p roduce  t h e  same ty p e  o f  c o n s i s t e n c y  f o r  Q(n) i f  ( 3 .2 0 )  
o b t a i n s .
T h is  b r i e f  s e c t i o n  h a s  been  d e v o te d  t o  c o n s i s t e n c y  o f  t h e  MLE. However 
t h e r e  d oes  n o t  seem t o  be a g e n e r a l  way o f  a p p ro a c h in g  t h e  a s y m p to t i c  
n o r m a l i t y  p rob lem  f o r  ( 0 ( n ) }  w hich  h a s  much a p p l i c a t i o n .  The s p e c i a l  
c a s e s  when th e  f a c t o r i z a t i o n  ( 3 .3 )  h o ld s  o r  when ( 0 (n ) }  i s  e f f i c i e n t  
a c c o r d in g  t o  ( 3 .1 7 )  a f f o r d  some g u i d e l i n e s  as  t o  what t o  look  f o r  in  o r d e r  
t o  p ro v e  such  an a s y m p to t i c  n o r m a l i t y  r e s u l t .
§ 4 .  A p p l i c a t i o n s
Here we w i l l  c o n s i d e r  some s t o c h a s t i c  p r o c e s s e s  f o r  w hich t h e  a s y m p to t i c  
ML t h e o r y  r e q u i r e s  t h e  use  o f  a  random norm ing  s e q u e n c e ,  namely {J^} .
F i r s t l y  we c o n s id e r  p r o c e s s e s  f o r  w hich t h e  f a c t o r i z a t i o n  ( 3 .3 )  h o l d s .
EXAMPLE 6 .  We c o n s i d e r  t h e  G a lton -W atson  b r a n c h in g  p r o c e s s ,  s t u d i e d  
in  d e t a i l  by H a r r i s  [ 1 ,  2 ]  and Heyde [ 1 ,  2 ,  4 ,  5 ] .
L e t  { J q = 1 ,  X^ ,  . . . »  X^\  b e  a sam ple  o f  c o n s e c u t iv e  g e n e r a t i o n  s i z e s
from  a s u p e r c r i t i c a l  G a l to n -W atso n  p r o c e s s  w i th  1 < 0 = EX1 < 00 and
G 2 v a r(A ^)  < °o . The o f f s p r i n g  d i s t r i b u t i o n  i s  g iv e n  by
Pj. (6 )  = P g t q  = i  I * 0 = i )  = f U  \ i .  0)
where we do n o t  s u b s c r i p t  /  s i n c e  t h e  p r o c e s s  i s  M arkovian w i th  a 
s t a t i o n a r y  t r a n s i t i o n  p r o b a b i l i t y  f u n c t i o n .  By t h e  in d e p e n d e n c e  o f  th e  
d i s t r i b u t i o n s  o f  o f f s p r i n g  from  d i f f e r e n t  members o f  t h e  same g e n e r a t i o n
119
l I
f i t  \ k ,  Q) = £  . . .  £  P . p .  . . .  p .
0\=0 c k=0 J 2 Jk
so
_9_
90
l l r k 9 l o § P • (9)-iX
)IICD€\
X
, . . .  £ £  r  X  90J l = 0 *•*
II o r = l
{ 3 i + J 2 +  *  *  *
To p ro c e e d  f u r t h e r  we need  a t r a c t a b l e  form  f o r  —  ( lo g  (8 ))  . One
su c h  form i s  t h a t  s u g g e s t e d  by Heyde [ 5 ] ,  n a m e ly ,  t h e  power s e r i e s  
d i s t r i b u t i o n s  w hich a r e  c h a r a c t e r i z e d  by t h e  p r o p e r t y
(log pr (e))  = a  2 ( r - e )  ,
2 2w here o = a  (0 )  may depend  on 0 .
T hus ,  f o r  t h e  power s e r i e s  d i s t r i b u t i o n s  ( p . s . d . ' s ) ,
^  [ f ( l  \ k ,  0))  = a~2U - e k ) f U  I k,  9)  ,
o r ,
—  ( lo g  / U  I k,  0 ))  = o 2U- Qk ) .
We can now e a s i l y  w r i t e  down t h e  d e r i v a t i v e  o f  t h e  l o g a r i t h m  o f  th e  
l i k e l i h o o d  a s
V 6) = M On(0)) = I  & 0°S f f y
J “ 1 V i ’ 0))
-2
= Z  o '  {X.-BX ) 
0 0
( 3 . 2 4 )
ü 2 (Y - 1 - 0 7  0v n n-  1'
where Y = £  X . i s  t h e  t o t a l  p ro g en y  up t o  and i n c l u d i n g  t h e  n t h
n d=o J
g e n e r a t i o n .
From e q u a t i o n  ( 3 . 2 4 )  we im m e d ia te ly  have t h a t
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eo) = r 1  (y -i)n-l^ n ) (3.25)
whereupon we see that we have the factorization (3.5),
2>V 6)
and we will now identify Y n/a as J ( 0 ) .J n-1 n
LEMMA 3.4. For the Galton-Watson branching process3 with offspring
distribution a member of the class of power series distributions, the
/\
factorization (3.3) obtains with 0(n) given by (3.25) and
I (0) = Y J o 2 . n n-1 (3.26)
Proof. All that remains to be shown is that (3.26) is true. From 
(3.24) we have that
'0 uzA 6) I F.J-1J £ j a - 4 (x.-ex. 4 *  I F,
= a
0
-4
J-l'
x. a" I = o"2X.
J-l
l J-l J-l
since X . - 0X .J J-l h + . . . + q , where the r\. are independent and-L a • _ VJ-l
identically distributed as - 0 , when X  ^ is given. Hence
ye) = jx Es[u>  I Fi-J a 2Yn-1
as required. E]
(Note that the identification of T^(0) follows directly from 
Theorem 3.1.)
We can also suggest an intuitive reason for the fact that I isn
proportional to Y^  ^ . The quantity Y^  ^ is the total progeny up to (but
not including) the nth generation; the larger this is the more informatioi 
we should be able to have on the offspring distribution.
A further interesting observation can be made concerning the relation­
ship between 0(n) and
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0(n) = X fX . n n-1
an alternative estimator of 0 . If we have the estimator 0(n) and wish 
to improve it we can imitate the method of scoring implicitly referred to by 
Weiss [1] (see the discussion in 2.§5). In the case of p.s.d.'s, and 
adapting the discussion in Rao [1, p. 365] to the stochastic process case,
Un {Q(n)) 1„ (r -l-6(n)7 .) ,2 K n n-lJ
and Fisher's information 1(0) becomes
V 9) = W 0'
We then have, after one iteration starting from 0(n) ,
- 1 ,6*(n) = R n (e(n))] ün (6(n)) + 0(n)
ö2 1
X . 2n-1 o
y - 1 - y n Xn-1 n-1 n-1
y - in
V 1
0(n) .
Thus, in terms of the method of scoring, we have also found that replacing 
1(0) by the random function, 1^(0) , produces satisfactory results. This
gives further support to the identification of as the relevant measure
of information for the stochastic process situation.
To continue the comparison of 0(rc) and 0(n) we can recognize that 
both are unbiassed in the sense of (3.13) and so Lemma 3.2 is applicable.
To verify the "unbiassedness" of 0(n) we note
- 2 .*LJe(n)-e0)] = a- * [ * , _ ! -  %)]
= - e0 
= 0 .
Fn-ld
Furthermore, for n > 1
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I-2(e(n)-0o) a 4e\y2 E \ n-1 [x fx - e l ^n n-1 Cr n-1
-2= o E Y1 JX n-1 n-1 > £T
since
r J x  > x _n-l n-1 n-1 n > 1 .
Hence, as expected, the Cramer-Rao type inequality (3.16) does hold. In
fact, if pq(0) = 0 (V0 € 0) , one could evaluate the Mefficiency” of 6(n)
/\
as suggested earlier. We will now investigate the properties of 9(n) .
ATo establish the consistency of 0(n) for the supercritical 
branching process we can immediately apply (Neveu's) Theorem 1.2 of Chapter 
1. Namely,
0(n) - 0. -► 0 a.s. on the set \l (©1 -*• <»} . (3.27)0 1 n K O' J
Since 0 X^ is a martingale with uniformly bounded expectation the
martingale convergence theorem ensures the existence of a r.v. W on the 
same probability space, such that
0 nX -+ W a.s. . n
As proved in Heyde [1], this readily produces the result
0~nY + 0J//(0-1) a.s.n
is
as well. It is also known that the set on which lim I < °° tee* the same aSnn
probability as the set {W = 0} . Thus, conditioning on {W >0} is, 
probabilistically, equivalent to conditioning on { ->•<»}. We can
/A
therefore conclude from (3.27) that, conditional on {W > 0} , 0(n) is
strongly consistent for 0^ . As Dion [1] has pointed out, however, we do
not know if the history we observe corresponds to an extinguishing process 
or not. The situation is partly salvaged by his result that
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P[An I W > o) +  o
=* p {a I X > o) + c  ^n 1 n J
for any sequence of measurable events • Thus we can make the following
type of weak consistency statement:
p(|6(n)-e I > e I Xn > o) -* 0 , Ve > 0 . (3.28)
Of course, the whole problem is avoided if P(W = 0) = 0 . It is also 
well-known that this situation corresponds to the case when 
p (0) = Pq = 0 I Z = l) = 0 and so it is tempting to impose this
restriction. We would like to resist this approach since it seems seriously 
restrictive, although it is necessary for some proofs that follow.
We now turn to the asymptotic normality for the MLE. Based on Theorem 
1.11, both Dion [1] and Jagers [1] have proved the asymptotic normality 
result which is the consequence of the following theorem, but both use the 
independence of offspring numbers between members of different generations. 
This property does not seem to be obvious and so we give the following proof 
which is based on Theorem 1.7 of Chapter 1. Unfortunately we do require the 
extra condition that Pq(0) = 0 > whereas the technique that Dion and Jagers
use produces a result which holds conditional on {W > o) (see Example 7). 
THEOREM 3.5. Under the hypotheses of Lemma 3.4 and Pq (0q) = 0 *
i j(e(n)-e0) -2* o, l)
where I' and 0(n) are given by (3.26) and (3.25) respectively.
Proof. We have that \u , F } is a zero-mean martingale and1 n nl
_r _ J_ 9n-l 
» " a2 ®-1
. From the results proved in Heyde [1],
0 n+1Y 1 -> 0f//(0-l) a. s . n-1
so that I /EI W a.s., and P(W = 0) = 0 since = 0 . n n r 0 For fixed r
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o 9 9\n~V 1s  Is1 = 2- - L -* e r  a s  n + °° ;n-r n Qn ±
and to apply Theorem 1.7 all we need check now is that
r itu ./[s ,/8 1 -I , ,2d-j r. Q-l>J  n-3 K n n-r-l n-v-V ,  ^ 0 l1 " 0 J
L w-J-1
for each j S r . Now
w . = cf2(z .-QX . )n-j rc-j n-j-r
= o-2
Z . .
^  n7v , where n7> =  X,-0 ,
k=0
J L
'k ~  “l
and the p are independent. Thus the left side of (3.29) becomes,
K,
Now
jl^ t2(a~2) i—11
KCD ‘H a 2 I 'gn -r-l_1' + J
CD 1 1—1 K - r J 0-1 jk J °{
gn-r-Pi 0 0J*z .n -7 -i - 0 -n-^-l-i e
0n-l 1-0 Y 9n-r-2 0^-1 1-0
e” ^ ' 1 l
0 n -r -1;
. Z
Z . n n-j-1
Y 0 Z 0 n-r-2 n-r-2
Thus
e”1’"1 tV  0j' hr- e‘v7'+r+1 a.s.1-Ü U
= -l .
r\Kl Y r\ö -1 2
- 0 3 (l-0 )-1> 1 = o
n~j -1
which implies that the LHS of (3.29) can be written,
1
n-j-1
ji-%t V J (l-e 1)
X ■n~j~ 1
+ o 1VZ • i v n~j~l
a.s. -* e  ^ J
Vsince Z . , -> °° a.s. . Thus we have shown that J r£/ — *• tf(0, 1)n-j-i n n
4 /v Vin turn gives us J2(0(n)-0A) --*• N( 0, 1) . an v 0'
(3.29)
.s. ,
. s.
which
Here we have an example where the random norming is essential for a
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central limit result to hold. As discussed in Heyde [5], we could replace 
I by Ely^  , at the expense of producing an asymptotic distribution which
2is not normal and not practical for further inference. If cr is known 
(possibly as a function of 0 ) then substituting 0^(0 (n)) in the 
expression for = G  ^ , to obtain 1  ^ , will not upset the
asymptotic result, i.e.
i^(e(n)-eo) - X  N(o, l)
as long as G (•) is continuous at 0 = 0^ , by virtue of (3.28).
For the one-parameter p.s.d.’s, G is necessarily a continuous 
function of 0 , so the estimation and general inference problem for 0 is 
solved for this type of offspring distribution when p^(0) = 0 .
To deal with the case when Pq (®q) > 0 » we have to resort to Dion’s 
result:
P\I*(0(n)-0 1 < x I X > o) +[ 0' 1 n J
where
2
<Kj?) 1  7,e at .V2?
If G is a continuous function of 0 , then (3.28) again ensures that we 
may replace 0^(0^) by G^(0(n)} without upsetting the (conditional)
asymptotic normality.
The estimate Y \  [Y -ll is called the MLE of 0 by Harris [1] even n-lK n J
when the offspring distribution is not parameterized. (See Appendix A for 
some further discussion of the non-parametric case.) In fact, this estimate 
is only the MLE, in the strict parametric sense, for special types of 
offspring distributions. We will discuss the estimation problem for the
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process with an offspring distribution with linear fractional probability- 
generating function later. In this latter case, the MLE is not
Y \  [I -l) , but the factorization (3.3) still exists, although we do have n-lK n J
to observe more than the sequence n > o} .
An interesting result, proved in Heyde and Feigin [1], states that the 
only offspring distributions for which the factorization (3.3) holds and
0(n) = Y 1 (y -l-) are the p.s.d.’s. n-1 K n J
The method of proof is based on the Markov property of the branching 
process which implies that
ui(0) = ^ log f (xi I h - 1*0) ; i = 1* ••• •
If the factorization (3.3) holds then, generalizing to arbitrary Xn ,
u (e) = <p(Q)ff1(x ) (e(D-e)
and since 0(1) = X^/X^ , by assumption, we have
m x (0) = (^(0) ^ ^ )  [X1/XQ - 0)
To calculate #..(7) and cj>(0) we observe that
*(e0)«iW 2 I rU1 I Fo
$2(e0)ff2i(x0)a2/x(
using the fact that
( W o )  I F< V
Consequently, we obtain
and
Jx(0) = XQ/a
V 0) = —  (xr 0Jo) •
Setting Xq = 1 , we see that this implies that
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A  l o g  p  (e)
2 ’
w hich p r o p e r t y  c h a r a c t e r i z e s  t h e  f a m i ly  o f  p . s . d . ' s .  An open p rob lem  i s  t o  
d e te r m in e  w h e th e r  t h e  f a c t o r i z a t i o n  ( 3 .3 )  can h o ld  f o r  some o t h e r  MLE (no t
Y (Y ^-l)  ) when t h e  l i k e l i h o o d  i s  b a s e d  s o l e l y  on {Z^; n -  0 } * and ®
i s  t h e  o n ly  p a r a m e te r .
I f  we w ish  t o  c o n s id e r  t h e  e s t i m a t i o n  o f  0 in  a  n o n - p a r a m e t r i c  v e i n ,
th e n  t h e  r e s u l t s  we have  f o r  Q(n) = Y \  (Y - l )  s t i l l  h o l d ,  i . e .n - l ^  n J
7 y ./a2 (e(n)-ej n  ,n - 1  n
p r o v id e d  Pq = 0 . T h is  i s  t r u e  b e c a u s e  |  £  [X^-QX^ , F ^ j  i s  s t i l l
ze ro -m ean  m a r t i n g a l e  and t h e  t e rm  c a l l e d  I ^ i s  t h e  sam e, na m e ly ,  t h e  sum
o f  c o n d i t i o n a l  v a r i a n c e s  o f  t h e  m a r t i n g a l e  d i f f e r e n c e s ,  so  t h a t  t h e  p r o o f  o f
2Theorem 3 .5  s t i l l  h o l d s .  S p e c i f i c a l l y ,  i f  O i s  known th e n  one can c a r r y  
o u t  t h e  u s u a l  i n f e r e n c e  p r o c e d u r e s  b a s e d  on a s y m p to t i c  n o r m a l i t y .
2
However, i f  O i s  n o t  known, i t  can  a l s o  be e s t i m a t e d .  Heyde [4 ]
2
i n d i c a t e s  a method f o r  e s t i m a t i n g  o b a se d  on t h e  e s t i m a t o r
~ A
0 (n )  = X^/X^ ^ , w hich  e x te n d s  e a s i l y  t o  one b a s e d  on 0 (n )  ;
-  I  xy\ [x.-6(nJn .-zxJ - l '  3 0 -
= -  y x.1 Ax.-ex. - -  i  f e ( n ) - e )n j - l v j  n n - 1^ ;
J  =i
r- l 1 ( 3 .3 0 )
a f t e r  some s t r a i g h t f o r w a r d  m a n i p u la t i o n .  As i n  Heyde [ 4 ] ,  t h e  f i r s t  te rm
i n  ( 3 .3 0 )  t e n d s  t o  a  a . s .  a s . S in c e  Y ( 0 ( n ) - 0 ) 2 —^  a 2y 2
( 1 )
by Theorem 3 . 5 ,  i t  i s  c l e a r  t h a t  we have
7 p 2 r — a
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2 ~2This is all we need to replace 0 by O to give the asymptotic result
rn _i/3 2j (0(n)-e) N(0, 1)
from which we can justify the required inference techniques. Heyde [4]
~2 2proves almost sure convergence of a to a when the former is based on 
6(n) .
This result is based on an iterated logarithm result for 
Z^_1 (0(n)-0o) where
0(n) = X /X , , n > 1 . n n-1
This iterated logarithm result is
lim sup Vb®(n)-9J 2a Y , log n n-l
-%l
= 1 (3.31)
and is obtained in Heyde and Leslie [1]. For the proof the strong convergence
of a , only the fact that the LHS of (3.31) is bounded is required and this 
can be obtained in the same way as we prove the corresponding result for 
Y' ^(0(n)-0n). We can use the representation
n-l
-£/ = r , (9(n)-0 ) = T E . , n i l  n n-lK 0J .- j«7=1
where {£.; j > l} is a sequence of i.i.d.r.v.’s each with the same «7
distribution as - 0^ . This is the representation that Dion [1] uses in
order to obtain the CLT based on Theorem 1.11. Letting
S = I  z. , n > 1 , 
«7=1 J
we know that
lim sup IS [20 n log log ri]-k2 - 1 a. s .
n-X»
so that
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lim sup 
ft-*»
o2U 20 Y log log Y n-1 & & ft-1
-%
5 1 a . s .
on the set {Y^  -> 00} . This last inequality is based on the observation
that ö U = Sv n Y . Furthermore,n-1
log log Yn_± - log ft = log[~  log Y1 n-1
-> log log 6n , a.s.
on the set {W > o) since
log Yn-1 ” n l0g 90 ^ l0g 0-10
a.s.
the set {W > o} . Hence
log log(l^_1)/log n + 1 a.s.
the set {W > 0} and we can conclude that
lim sup
ft-*»
Y C0(ft)-ejft-l'- nJ 20 Y . log ftft-1 &
-%
5 1  a.s.
on the set {W > o) . We have substituted Y for o U andft-lv 0 ft
used the fact that the sets {W > o} and {Y^ -*■ °°} differ by a set of
probability zero. We observe that this iterated logarithm type result does 
not depend on the nature of the offspring distribution (apart from the
/s
finite second moment), and in general the quantities U^  and 0(ft) , do not
have the earlier interpretations in connection with the likelihood function. 
With this form of iterated logarithm result we can establish the strong
consistency of O of (3.30) just as in Heyde [4], under the assumption that
P q = 0  •
2Dion [3] also considers the estimation of o using the same estimator
2 ~2and the resulting replacement of a by a in making inferences on 9 .
^2He also proves a central limit result for a under the constraint that
EZ^ < 00 . This restriction is not necessary since one can use the martingale
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central limit theory to provide the required result if EZn < 00 , as done in
Heyde [4]. Basically, one needs to show that the Lindeberg condition of the 
corollary to Theorem 1.4 holds for the martingale
Again, the above results and comments are restricted to the case = 0 .
The results just mentioned are useful when one does not wish to 
estimate within the framework of a model which makes the true offspring 
distribution a member of a particular family of parametrized distributions.
EXAMPLE 7. Before leaving the branching process we will discuss the 
estimation for an offspring distribution which has a linear fractional p.g.f.
f(s) = 1 - b/(l-o) + bs/(l-os) .
The probabilities for this distribution are
PQ(b, c) = 1 - b/(l-c) ; Pr(b, o) = , r > 1 ,
and correspond to a model which says that, given a member of a generation is 
not sterile, the number of offspring follows a geometric distribution; but 
there is a separate probability that a member is sterile. For this
distribution, 0 = b/(l-(?)2 and a2 = 2bc/(l-c)3 . Writing b - 0(1 -c)2 
we can reparametrize in terms of 0 and c so that
p (0, a) = 1 - 0(l-c) ; p (0, a) = 0(1-o)2or~1 , r > 1 , (3.32)
and we have the restrictions 0 < 0 5 (1-a)  ^ , 0 < c < 1 . (Note that
o = 0  corresponds to the two point distribution and 0 = (1 o) to the 
truncated geometric, both p.s.d.'s.) For the estimation m  this case, 
observing X is not sufficient; we also need to observe = Rn and
write
Qn
n
1
3=0
n
l R 
j = o
where, following Harris [l], 3 ^  is the number of members of the nth
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g e n e r a t i o n  which have r  o f f s p r i n g .  *Tlvji, LJc&UJl/OO^- l<5 Ü1
bftM  Ovi 3^*wr; o±r<- <*j 06rn<"3 .
For t h i s  example we a l lo w  p ^ ( 6 ,  c )  t o  be g r e a t e r  t h a n  z e ro  and so we
w i l l  have t o  lo o k  a t  a s y m p to t i c  r e s u l t s  c o n d i t i o n a l  on n o n - e x t i n c t i o n ,  t h a t  
i s ,  c o n d i t i o n a l  on {W > o) . For  t h i s  s e t  t o  have  p o s i t i v e  p r o b a b i l i t y  we 
r e q u i r e  0 > 1 , w hich we assume in  t h e  f o l l o w i n g .
THEOREM 3 .6 .  For the  o f fs p r in g  d is t r ib u t io n  s p e c i f ie d  by ( 3 .3 2 )*  the  
l ik e l ih o o d  equa tions fo r  the e s tim a tio n  o f  0 and c are
( 0 , c )n+1
30
U  Ml(d ,c )  n+1
3 c
eX i-eV i-o ) )  h n h - e a - c ) ) - e n) = o , 0 . 3 3 )
0 1 +C
n l - 0 ( l - c )  c ( l - c )
7 . - 1  Y (c+1)
+ __ _ JÜ_____ = n (3 34)
c  0 ( 1- 0 ) 1 '
and
6 (n + D  = = J2r ~  ’n nJ
o ( n , l )  -( W V l ) / h „ +1- l )  •
P r o o f .  The o b s e r v a t i o n s  we now make a r e
i ' - V v
, 1 < j  < n
( 3 .3 5 )
( 3 .3 6 )
The
l o g a r i t h m  o f  t h e  l i k e l i h o o d  can be w r i t t e n  ( s e e  H a r r i s  [ 1 ,  p .  487 ])
l n + l ( 6 ,  a)  = K + £  I Sr=0 Km=0 mr4
l o g  pp ( 0 ,  q )
and from ( 3 .3 2 )  we have
3Z ,, (0 ,c)  n
n+1 -  = I30 m=-0
c - 1
mO 1-0(1-c) + y  z ( 1 /0 )^  ?7zrr = l
Ir i h ) Qn + W (ynV- BpV erf-o)}- (l-ed -,))
and
3 c
37 , (0  ,c)  n
n+1 -  = £  
m=0
=  <2.
Jm0
0
0
l - 0 ( l - c )
+ r  f r . * , - 1) -
+ £  «.
r = l
1+c
m rlc  c ( l - c )
n l - 0 ( l - c )  c   ^ n+1 f1,+c 1 4  -e  )c ( l - c )  v n n J
=
0 1+c
1 - 0 ( 1 - c )  c ( l - c )
7 ^ - 1  7 (c+1)n+1 _ _n______
c c ( l - c )
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First solving (3.33) for 0(n+l) in terms of c(n+l) and substituting in 
(3.34) produces the results (3.35) and (3.36) after some manipulation. □
Thus if we are estimating both 0 and , we have the same "non- 
parametric" estimate of 0 with all the asymptotic properties mentioned 
earlier (conditional on {p/ > 0} ). To obtain properties of the estimates
we prove the following Lemma. For convenience, we drop the zero subscripts 
on 0 and c in
LEMMA 3.7. Under the conditions of Theorem 3.6.,
Qn/¥n * Po(0, o) = 1 " e(1~c) a*s* 
on the set {W > o} .
Proof. Given X , R has a binomial distribution with parameters X n n * n
and P q . Thus, for any e > 0 ,
P(\R /X -pi > e I X > o) = u n n r 01 1 n J
Y P[\R lx -p I > e I X = X = X ! X > o)r ^ u n n r0' 1 n nJ v n n ' n J
7  —  [pAi-pS\)p[x  =  x I x >  o )
{x >0} Xn 0 0 n n n
Up^-pjE ----
"\ 1 f—oAX
n n
But E X 1 I X > 0 n 1 n < Ky , y < 1 by a result of Nagaev [1] so that
V P(\R /X -p\ > e \ X > o) < v 1 n n r o 1 1 n Jn-0
which implies, in turn, that R^/X^ ^ Pq a.s. on the set {W > 0} .
a /h n n -> d
Using the Toeplitz lemma,
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N ,N  N
j a  /  Y  b + d i f  V i^  n / -  n ^  7
we can  c o n c lu d e  Q /Y V * a . s .  on t h e  s e t  iw > 0} .
/s
We can now show t h a t  c ( n + l )  ^ o a . s .  s i n c e  we have
eX -1
3 (n+1) = ■, h -1--v  +7 - 1 7  -1n +1 n+1
^ 1 + ^ - P q(0 , c ) a . s .  on > o)0
= i- (0 -1+ 1-0+0c) = a
where we have used  t h e  above lemma.
A A
Sum marizing so f a r ,  we have shown t h a t  b o th  0 and c  a r e  c o n s i s t e n t  
f i n  t h e  s e n se  o f  (3 .2 8 ) ]  f o r  0 and a r e s p e c t i v e l y  and we a l s o  have  an 
a s y m p to t i c  n o r m a l i t y  r e s u l t  f o r  0 . We w i l l  n o t  p u r s u e  t h e  q u e s t i o n  o f  t h e  
a s y m p to t i c  n o r m a l i t y  o f  o , b u t  i n s t e a d  c o n s i d e r  t h e  e s t i m a t i o n  o f  0 
when o i s  known in  o r d e r  t o  show t h a t  f o r  t h i s  c a se  t h e  MLE o f  0 i s  n o t  
t h a t  o f  t h e  RHS o f  ( 3 .3 5 )  b u t  t h a t  t h e  f a c t o r i z a t i o n  ( 3 . 3 )  s t i l l  h o l d s .
From ( 3 .3 3 )  we t h e n  have  t h a t
- l v- l ,0 (n+1) = ( l - o )  XY H y  -Q ] n K n nJ
and
( 1 - c ) Y
3W 6 ) / 9 e  = e'[T - e T i '-g ') ) ' ( 3 .3 7 )
( 1 - e ) * n - 1
By Theorem 3 .1  we can  i d e n t i f y  T ^ (0 )  = qT -^ q^ 2_-c )j 
o b t a i n e d  d i r e c t l y  by r e c o g n i z i n g  t h a t
, w hich  in d ee d  can be
F = an
f rr > Xl n
9  • • • 9
R R
0J
V
' n - 4
and t h a t  R F ~  n Bin(V Po'i ■
£Note t h a t ,  in  t h e  n o t a t i o n  
3
n+1
36 W 9) = Un+1 (6) = i  V 9) *
134
we identify
h .( 6 )
J
gTlr5iI^ T (^ (1-6(1 - o ) ) - R . J  .]
Hence (3.37) shows that the factorization (3.3) holds for this model.
Now,
X. . J-l
-«-•(6) = r  5
fc=l
where the £ are independent random variables s.t.
p0 (e[i-eu-c)]£ .fc+i-e(i-ö) = x) = [i-e(i-c)]a:[0(i-<?)]
for x = 0 or 1 and k -  1, 2, ... . Hence 2?£ = 0 and
1-x
£ £ = {e[l-e(i-c))} 2 [i-e(i^)][0(i-c)] = 1-Öe[i-e(i-<?)j *
Thus
7
4(e(n)-e) = r \ m  n.-%
n-1
J=1
where, arguing as do Dion [23 and Jagers [1], the {r| .} are i.i.d. with
0
zero mean and unit variance. Applying their results we conclude via Theorem 
1.11 that the conditional asymptotic normality holds:
4(e(n)-e0) -2- ff(o, l)
w.r.t. to P(• I 17 > o) . For inference purposes, we may also note that
pf/(e(n)-e0) s x I xn > oj -<• $(x) .
Summarizing the above results we have the following theorem.
THEOREM 3.8. If o is known and we wish to estimate 0 for the 
offspring distribution given in (3.32).» then the MLE is
-lv-10(n) = (1 - c y ^ r 1 (7 -Q ) v ’ v ' n - i n n}
and
(l-ö)7.n-i
7 W
%
(§(n)-0 ) — 3/(0, 1) j conditional on {W > o} .
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Furthermore 0(w) is more efficient than 6 (n) 3 Harris' [1] "non-
t i
parametric MLE".
A
Before proving this result we have to, of course, realize that 0(n)
A
is based on more information than is 0 (n) , since the former requires the
tl
a. ry^ odiX -B\ju froCisr cxo loh(A
alarming as one might at first believe, ^«""mentioned earlier, it may be 
possible, however, for some of£a^ing distribution to have a corresponding
A
strict MLE for the jaeflff, different from 0^(n) , and based only on the
Proof. We have shown that the asymptotic normality holds. To compare 
the efficiency of the estimate
r-le„(n) = I , [Y -l) H n-1v n }
we have the result that
hu-c)yn-1
2c6, (0^(n)-0 ) — ► /V( 0, 1) conditional on {W > 0} ,
2 2C0Osince we can show that a = ■ for this model. Thus the asymptotic
variances can be used to measure efficiency and we have that
1-c 1-c
Qn [l-QAl-c)) 2cQ
whenever 0 > 1 , which is the assumption we have been using throughout. □
This last result shows that the estimate Y \  (Y -l) for 0 is not
n-lK n J
always the "best" even though it is (loosely) referred to as the MLE of 0 .
We now turn to another example for which the factorization (3.3) also 
holds.
EXAMPLE 8. In this example we will consider the problem looked at in 
Example 5 (2.§4, part (iii)), but incorporate the greater flexibility 
provided by recognizing the factorization (3.3). Reiterating briefly,
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%
X = (J)Z , + y e  , n > 1n n-1 n
where X„ is taken as non-random, id) > 1  , y > 0 and the e are i.i.d0 11 n
N(0, 1) variables (and is independent of X^  ^ for n ^ 1 ).
Considering (f> alone
~ fc=l
.2
U (<*)) n 9(}) 7 £  W W J
I  Jfe_i •
We also have
and
so that if
j (<j>) = - rr x l .n y P  k-1
= EI = (<J>2n) ,
- n a 's- (3.38)
we should be in a position to use Theorem 1.3 to prove the strong consistency
/v
of <J)(n) and Theorem 1.7 to prove the asymptotic normality of
• The easiest way to establish (3.38) is to recognize that
F^; n > l| is a zero-mean square integrable martingale and that
2
f<|> nx  -X
2 n
= l  E d) J'+1x. .[ 0 n 0 <7=1
Hioo
= y T (j)-2j* < — .
*  0 K
We can therefore apply the martingale convergence theorem to conclude
(p~nX - X + Z a .s.Y0 n 0
where Z has a normal distribution with mean 0 and variance y l-cjf
-1
(The normality holds since Z is a limit of normal variables and the
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variance of Z is given by the limit of the variances since the conditions 
of Doob's [1] Theorem VII.4.1 hold.) It also follows that
2
<p„ X 0 n iZ+Xa) a.s.
and, on applying the Teoplitz lemma, that
1Cf i-4>; (Z+* J a.s. .
Hence
({> 2nJ 0 n (Z+*n) a.s. .
So (3.38) does hold with P(r)2 = o) = 0 . (Anderson [1] proved similar 
results in a more tedious way, not using the martingale properties.)
2 2Moreover, s^/s^ ^ satisfies the appropriate limiting condition for 
Theorem 1.7, and since X^ - <J>  ^ is normally distributed conditional on
F, we have that k-1
itu .(s2I /s2 )n-,7 v n n-r-1 n-r-lJ
exp'
exp
w-J-1
J2 .2 n-j-1
Y
n-r-l'
-lr
1 n ' r - 1 9i y x ? ,Y £ fe-1
-1
- * t V 2(r+1> ^2(r-j'+l)o ,2
*0
a.s.
exp*( -%^24)q2J 11-4) 2
We have therefore proved
THEOREM 3.9. For the process described in Example 5.,
n
$(n) = X  XkXk/^ £1
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\TT (<J>(n)-<|>) — * N(o, l)
where
In - (l/Y)
rn
$
If we are interested, in both 0 and Y then we first note that
n
y
2Y" 1
so that
S^OtSY)
3y ~ ~
* = M**J2 - if - I(?- « 2 xh ■
If we consider
we see that
n _ -n n
I  Uz,-4> X. J 2 —  t  Y £2 ^ v k ro fc-i' £ o fe
( W k J 2 - ^ Yo o, 2Y; (3.39)
Thus
^  C?-Yj —  ff(0. 1) .
2Y0
using both (3.39) and the fact that
1
since ($-4>0) 2 X  ”^ (1) by Theorem 3.9.
If we recall that, for this problem, writing 0 = (cj>, y) '
i ? 4 iY f  fe-1
T (0) = n
2Y
we would like to be able to express our result in the form
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4(e(n)-0o) —  *2(0. I(2))
A /A A \
where 0(n) = (<Kn), Y(n)J ' . However, at this stage, we have not been able
to establish the asymptotic independence.
Nevertheless, as far as inference is concerned, we typically wish to be
able to estimate Y consistently so that we can substitute its estimate when
making inferences on <j) based on the conclusion of Theorem 3.9. This we can 
/\
do with y(n) as given. If we extend our definition (3.17) of efficiency to
A
the vector case in the natural way, then it is easy to show that 0(n) is 
efficient for 0„ in this sense. We have
1^(0 ) ^ 0(n)-0 -I X(0 )U (0 ) n y oJ\ 0 n y 0J cr
A [ e  )n K Cr
(1/V2n) -r- I  X 2Y, k -1
P- 0 .
We will look at the extension to higher order autoregression in the next 
section.
Our next example is one for which the factorization (3.3) does not hold 
and where we attempt to use some of the ideas of the last section to show 
consistency of the MLE.
EXAMPLE 9. We consider the first order autoregressive process
X = 0 Y  + £ , n > 1n n-1 n
where |0 | > 1 , (non-random) and the {£^1 form a sequence of
independent and identically distributed random variables with density functio
4
fit) = Ke-t -CO <  t  <  OO ,
We have that
y e )  = nlog k -J  ( q - e q ^ )  
£=1
and
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V e )  = .1v - 1
so t h a t  0 ( n )  i s  a  s o l u t i o n  o f  U (0 )  = 0 . A lson
I  - a  T  X.  , where
n i - 1
■
Thus i t  i s  e a sy  t o  show t h a t  J  -* 00 a . s . ,  and we can u se  t h e  f a c t  t h a tJ n
r 1 [U f § (n ) l  -U 1 + 0  a . s .  n y n K '  nr
a s  o u t l i n e d  in  §3 .
To se ek  an e x p l i c i t  form  f o r  t h e  e x p r e s s i o n  ( 3 . 2 0 )  we w r i t e
un i ß M )  - t / n (0o) “
= (e(n)-e0){ (e (n ) -e0) 2Pnd §(n)- eo ^ V Än} C3' 40)
where
n  4 n  o n  o o
P = Y  X.  , , Q = 3 y  X .  , e .  , P  = 3 y  Z1 ne .  , n ^ - l  n Z-', i - l  t, n  • , ^ - l  ^^ = l  ^=1 ^=1
s i n c e  we can i d e n t i f y  = X^ -  9 q^  ^ • The e x p r e s s io n  i n  b r a c e s  in  
( 3 . 4 0 )  we i d e n t i f y  w i th  A (0^) o f  ( 3 . 2 0 ) .  R a th e r  t h a n  t r y  t o  a p p ly  Lemma
A
3 .3  t o  show c o n s i s t e n c y  f o r  0 ( n )  we w i l l  p r o v e ,  d i r e c t l y ,  a s t r o n g  
c o n s i s t e n c y  r e s u l t .  Note t h a t  t h e  e s t i m a t o r
6 ( n)  = X  X. X.  £  X. V ^ L /  . i - 1
i s  known t o  be s t r o n g l y  c o n s i s t e n t  from  t h e  c o n s i d e r a t i o n s  in  Example 8 
s in c e
L£ - l Ce(n)-eo), Fn}
i s  s t i l l  t h e  m a r t i n g a l e
§  vn}  •
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Thus we would intuitively expect that 0(n) will also be strongly 
consistent.
T H E O R E M  3.10. For the situation of Example 9, 0(n) -*• 0pj a.s. .
The proof of this result will be arrived at via two lemmas.
L E M M A  3.11. satisfying •+ 0 a.s., G^R^/I^ ■+ 0 a.s.,
G Q /I -+ 0 a.s., and G P /I -> 00 a.s.n n n n n n
Proof. Let G - I /10 n| 0 < 6 < 1 . It is not hard to shown n 1 U1
that
*\*tf -o[K\ir) , r - 1 , 2 , . . .
so that
|enrC3+6)"
1
= 0 I 9 r
(r-3-6)n
For r < 3+6 we therefore have that, using Markov’s inequality,
;-(3+6)n n
I P
1 |e. 1 4 .1 i-1 > e < 00 , Ve > 0 ,
so that
l0r
-(3+ 6)rc n,Y, 0 a.s., v < 3+6 .
We can apply this result to show G 0 a.s., G R /I 0 a.s. andn n n n
G Q /I -*■ 0 a.s., using also a conditional expectation argument to removen n n
the influence of the e. .
We can also apply the Toeplitz lemma again to show
-4n v  4 29 I  q _ i  5 a.s.
1
2
where p[E, = o) = 0 . This gives us the result that
G P /I = I 0. n n n 1 (
(l-6)n 4n ->■ oo a.s.
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LEMMA 3.12. For e > 0 , let Die, n) = {|0(n)-0 | > e} and xAU ri
the indicator function of A . Then
|e(n)-90l 4 n l + o a.s. » nAD(e,n) 0 a.s. .
Proof.
leGO-Eg \Yn I - 0 a.s. - |6(n)-e0| \Y„ |xD(e>n) - 0 a-s
1  h(e ,n)* |y IXr' ' * 0 a -s -
since
| 9 W  9q I l7n lXZ)(e,n) > £ ^Yn ^ XD(z ,n)
Proof of Theorem 3.10. Take a sequence {G } satisfying Lemma 3.11.
From (3.19) and Q ->-0 a.s.
n
fe(w)-0n)j(0(n)-0n)2 P G /I - f§(tt)-0 ) Q G /I + R G /I \ + 0 a.s. v 0' 0^  n n n v 0J n n n n n nj
- 18(n)-0n I {(9(n) -0n)P G h  - « 5 / 1  }xnr0 - 0 a.s.1 01 L v 0J n n n n n n Die,n)
by applying Lemma 3.12 and R G /i 0 a.s. . Repeating the process wen n n
end up with, for any e > 0 ,
•|0(n)-eJp G Xnf + 0 a-s*1 01 n n D(e,n) n
=* [P G /I )x-r,r  ^-+ 0 a.s. v n n n Die,n)
=* y , v -> 0 a.s.,s ince P G /I 00 a.s. Diz,n) n n n
~ p0w,„)  = 1 i -°-^  = 0
=*• p(p(e, n) i.o.j = 0
=* p( I0(n)-0QI > e i.o.) = 0
=* |0(n)-0Q | -* 0 a.s.
as required. □
An interesting result of this calculation is that we have not specified
A
which root of JJ (0) = 0 we are taking as 0(n) . This indicates that all n
three roots are consistent for 0^  .
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At t h i s  s t a g e  we would l i k e  t o  be  a b l e  t o  show why 0 (n )  i s  p r e f e r a b l e  
t o  Q(n) . U n f o r t u n a t e l y ,  we have n o t  b een  a b l e  t o  show a n y th in g  c o n c lu s i v e  
u s in g  t h e  m ea su res  o f  e f f i c i e n c y  m en t io n e d  e a r l i e r .
B e fo re  c l o s i n g  t h i s  s e c t i o n  on a p p l i c a t i o n s ,  we w i l l  e x h i b i t  t h e  r o l e  
o f  random norm ings  f o r  a f u r t h e r  c l a s s  o f  p r o b le m s .  Namely, we c o n s i d e r  t h e  
{Z } fo rm in g  a s t a t i o n a r y  se q u en c e  w hich  i s  n o t  n e c e s s a r i l y  e r g o d i c .
S in c e  e r g o d i c i t y  i s  o f t e n  u n c h e c k a b le  i n  p r a c t i c e ,  t h e  r o l e  o f  t h e  f o l l o w i n g
r e s u l t  seems q u i t e  i m p o r t a n t .  ( I n  a  p r i v a t e  c o m m u n c ia t io n , E . J .  Hannan has
s u g g e s t e d  t h a t ,  i n  f a c t ,  t h e  q u e s t i o n  o f  e r g o d i c i t y ,  a s  f a r  a s  i n f e r e n c e
from  a s i n g l e  h i s t o r y  i s  c o n c e r n e d ,  i s  r e a l l y  i r r e l e v a n t . )
The b a s i s  o f  t h e  a s y m p to t i c  p r o p e r t i e s  o f  t h e  MLE depend on th e  l i m i t
p r o p e r t i e s  o f  t h e  m a r t i n g a l e  , F } . We w i l l  c o n s id e r  t h e  c a s e  where
1 n n J
t h e  s e q u en ce  {z^ ( 0 q)> k > 2} form s a s t a t i o n a r y  se q u en c e  ( o f  m a r t i n g a l e
d i f f e r e n c e s ) .  The CLT we w i l l  u se  f o r  t h i s  c a se  i s  t h a t  o f  Theorem 1 .5  
( H a l l  [ 1 ] ) ,  w hich r e q u i r e s
I n (0q ) —^  r i , n > 0 ä . s .  ( 3 .4 1 )
and
-2
s n > I f
R
■> 0 V e > 0 . ( 3 .4 2 )
In  f a c t ,  s i n c e  t h e  seq u en ce 2\ k - 1 , k > 2V i s  a l s o  s t a t i o n a r y ,
( 3 .4 1 )  f o l l o w s  from  t h e  e r g o d i c  theo rem  on n o t i n g  t h a t
2 2 2 2 
s  - E l  -  (n-DEUr, + Eu-, ~  nEun • n n 2 1 2
The s t a t i o n ä r i t y  a l s o  e n s u r e s  t h a t  ( 3 .4 2 )  h o ld s  by a rg u m en ts  s i m i l a r  t o  those  
o f  2 .§ 3  c o n c e r n in g  u n i fo rm  i n t e g r a b i l i t y  a s s u m p t io n s .
T hus ,  in  t h e  s t r i c t l y  s t a t i o n a r y  c a s e ,  p r o v id i n g  t h e  r e l e v a n t  
e x p e c t a t i o n s  e x i s t ,  we have
I  %U N( 0 ,  1)n n
which i s  an  im p o r ta n t  s t e p  in  e s t a b l i s h i n g  t h e  a s y m p to t i c  n o r m a l i t y  o f  th e
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MLE. Summarizing, to overcome the non-ergodic nature, we have to use a 
random norming sequence to obtain the required CLT.
§5. The Vector Parameter Case
The fact that, typically, the random matrix,
rn = f Eh Uk I FkJ
is not diagonal makes the checking of laws of large numbers and multivariate 
central limit theorems for the (vector) martingale {U^, n^l very difficult.
A partial solution to the problem was discussed in Theorem 1.14. A 
particular example where the vector analogue of Neveu’s result (Theorem 1.3) 
would be of considerable value is in the pth order autoregression. That is
X = 0 X 6 /„-: + ... + 0 Zn 1 n-1 ' ',2“n-2 ~prc-p n+ e , n > 1 ,
where we might set X . = x . , J = -p + 1, ..., 0 ; and let the {e } be a
J J w
sequence of independent standard normal deviates. We would then have,
writing X . = [X ., X X . ) ' ,J v J J-l
l (6 ) = K - h £ [z.-0 'X . n)>7 L* \ i j -1'
J=1
u (6) = y  x. .r*.-x' ,e)n J j-1 ;
I ^ i - i " E  xi-ixi-ile -J-TJ-I (3.43)
Clearly,
j (9) = y  x. -x: ,w 1 J"1 J ”1
(3.43) =* 0(n) - y x. , x r. ,er j-1 j-1
-i y  x.x. ,1 J J’1
to provide the vector analogue of (3.3), namely,
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U (0) = I (0)fe(n)-0) . (3.44)n n v J
Thus, to prove consistency of 0(n) , one needs to show J ^ > 0 .
/\
Consistency, and a type of asymptotic normality for 0(n) has been 
established by other authors, although only recently has a proof been 
produced for the case where the roots of
i - J 0 .2~'7' = o 
1 J
lie both inside and outside the unit circle (but not on it), (see Stigum 
[1]). The fact that these proofs are quite complicated makes all the more 
attractive a proof based on the factorization (3.44).
The main difficulty with Theorem 1.14 is that the condition (ix) , which 
requires A (j )/A (j ) to be bounded in probability, for n large enough,
Yl o Yl
precludes a geometric rate of growth of the A .(I } . Unfortunately, this
'Is Yl
type of growth is what one expects will be happening for the pth order 
autoregression in general.
In conclusion, we can only say that until the general extension of 
Kronecker’s lemma to the matrix case (mentioned in l.§5) is proved (if indeed 
it is true), we are forced to leave the discussion of MLE's for vector 
parameters in an inconclusive state. Unless we can make do with classical 
normings, or the matrix I is diagonal, we cannot, under the factorization
(3.44), even prove the intuitively probable result that 0(n) is consistent
0 ’for 0
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CHAPTER 4
ML ESTIMATION - CONTINUOUS TIME PROCESSES 
§1. The Likelihood Function
In this chapter we will consider the problem of maximum likelihood
estimation for the situation where our observations do not necessarily
consist of a finite set, [x .; 1 5 j 5 n] »of random variables from a
C
countable "history" {j,; j > l} , but where we may observe a continuous
J
time process, I = |z ; s > oj , continuously over a finite period
s
0 < s - t • The state space of the random variables X may be an arbitrary
is
subset of the real line. In some situations continuous observation may be 
an idealization that cannot be practically achieved. This is not so for a 
pure jump process, for example, since in these cases we only need to observe 
the times (and possibly the sizes) of a finite number of jumps. However, 
even for processes which have continuous sample paths, it may be a very good 
approximation to act as if the process was being observed continuously. 
Moreover, some continuous time processes are limits of related discrete time 
processes so that inference procedures investigated for the continuous time 
approximation may give valuable insight into the properties of similar 
procedures in the corresponding discrete case.
Since we are here concerned with ML estimation, our first problem is to 
suitably define the likelihood function which we will seek to maximize. To 
do this we first set up the appropriate statistical framework.
We begin with a oequofree of probability spaces F, Pq) ; 6 £ 0}
where the index 0 is a panamg.tr-izra t-ion of the family of possible 
probability measures. We wish to estimate 0 , which we will assume to lie 
in a subset, 0 , of the real line or a higher dimensional Euclidean space.
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To avoid degeneracies we will also assume that is equivalent (mutually
absolutely continuous with respect) to P^ for all 0^, 9^ € 0 . This 
means that, for any 0^ ( 0 , there exists a function /^ (u) | 9) s.t.
/ 0 (ü> I 9 )dPQ ((4) , U  € F ,p e W )  =
as a consequence of the Radon-Nikodym Theorem.
The function, / (m | 0) (we will omit the zero subscript) plays the
same role as f [ x . . . » Z | 0) in the discrete case. Since the
realization we observe cannot necessarily be represented by a countable set 
of observations, we use £ Q, to represent it. The random function 
/(co I 0) will be called the likelihood function and written L(0) if we 
wish to suppress the dependence on a) . This definition does not tell us 
how to construct /(w | 0) from a realization of a process and we will look 
at this problem shortly.
The stochastic process X - [X ‘, s > 0} which we observe continuously,s
evolves according to one of the probability laws P . Typically, we will0
not be able to observe the whole history of the process but only over a 
finite interval 0 < s < t . The number t will play a role analogous to 
n for the discrete case, and the asymptotic results we will investigate 
will be considered as t -*■ °° . (This limiting operation will be understood 
and not necessarily stated in each equation.) With this in mind, we have to 
be a little more precise about our definition of likelihood.
For each t > 0 , we define
Ft = a(*0; ° < s < t) ,
the q-field generated by sets of the form [X £ 5} , s < t , where B iss
a Borel set of the real line. We will assume that F, is complete
for each 0 F 0 (if it is for one 0 £ 0 , it is for all) and that F
Is
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contains all the PQ-null sets of F , for each t > 0 . Now we can defineÜ
our likelihood function which will depend on t . Writing for the
restriction of PA to F , we define
/q(üJ I 0) = dP^/dP^ , Vf > 0 , (4.1)
i.e. the Radon-Nikodym derivative of P^ w.r.t. P^ . The corresponding
9 %
likelihood function will be written (0) . In this way we have made sure 
that the likelihood function can alflrrojt surely be expressed as a function of
the sample path {Z (co); 0 5 s S t} , since is F -measurable. This iss t
a minimum requirement if we wish to base our estimation solely on the 
observation of X over 0 < s 5 t .
In some situations it may be easier to find a a-finite measure y 
which dominates the family {^q > 0 F 0} and to define the likelihood w.r.t.
this measure. However, if we try to construct the likelihood function as 
indicated below, although we may find a dominating measure at each stage, it 
may not extend to a dominating measure in the limit. In fact, before taking 
the limit we may need to "stabilize” the likelihood function (see Bartlett 
[1, p. 272]) in order that the limit exist. This stabilization is effected 
by dividing the likelihood for 9 w.r.t. y by that for 0Q w.r.t. y
in effect calculating the likelihood of 9 w.r.t. Peo
To actually construct the likelihood function we will look at two cases 
The first case is when the observation Z , 0 < s 5 t can be completely
described by a finite collection of observations. This case is of course 
the easier to handle and arises when the X process is a point or pure jump 
process. The other case is when there is no such finite set of observations 
and we are forced to use some limiting procedure to compute the likelihood 
function. Grenander [1] suggested the following general schemes:
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w.r
(i) calculate the likelihood ratio (i.e. the likelihood function
t. j for a finite set of time points, 0 = t- < ... < t = t ,0Q J r 0 n
and then let the number of time points tend to infinity so that
max
1
(ii) find a countable set of independent variables (the so-called 
’’observable coordinates" of the process) and calculate the likelihood based 
on them.
The first scheme is the one that has been followed by most subsequent 
authors (see Striebel [1], Bartlett [1]), mainly since the second seems to be 
only useful for Gaussian processes among processes which are not pure jump 
processes. Striebel [1] gives conditions under which the first scheme will 
be successful, especially if one does not know beforehand that the situation 
one is dealing with is singular (in the sense that P^ << P  ^ is not true).
Scheme (ii) is interesting vis-a-vis our approach in that one can 
calculate the information in the sample along classical lines. This measure 
of information can then be compared with the one we will propose as a general 
one for continuous time stochastic processes.
We will not here pursue the actual calculation of likelihoods but base 
our approach on the assumption that the likelihood is known for the particulai 
model to be investigated. In the applications of §§3, 4 and 5 we will 
therefore mostly quote expressions for the likelihood functions.
The extension to vector parameter situations has already been mentioned 
but in some cases the process X will also be a vector process. For these 
situations the above-mentioned ideas concerning likelihood carry over easily 
and will not be dealt with explicitly here.
Before we look at the role of martingale theory in ML estimation for 
continuous time processes we will briefly discuss the main general types of 
results already obtained. These fall into two groups: those for which the
150
a s y m p to t i c  t h e o r y  i s  b a se d  on a s s u m p t io n s  o f  s t a t i o n a r i t y  and e r g o d i c i t y ;  
and  t h o s e  f o r  which t h e  sa m p l in g  in v o lv e s  a s t o p p i n g  r u l e  (and  n o t  o b s e r v a t i o n  
o v e r  a f i x e d  i n t e r v a l ) .  As we w i l l  s e e ,  in  many s i t u a t i o n s  t h e  a s su m p t io n  
o f  s t a t i o n a r i t y  i s  u n n e c e s s a r i l y  r e s t r i c t i v e  and makes t h e  p r o c e s s  o f  
l i m i t e d  p r a c t i c a l  v a lu e  a s  a  model f o r  t h e  r e a l  w o r ld .  The s t a t i o n a r i t y  
and  e r g o d i c i t y  a s s u m p t io n s  a r e  made by G renander  [ 1 ] ,  Brown and H e w it t  [1 ]  
and s e v e r a l  o t h e r  a u t h o r s  c o n c e rn e d  w i th  ML e s t i m a t i o n  f o r  c o n t in u o u s  t im e  
p r o c e s s e s .  Many a u t h o r s  have  i n v e s t i g a t e d  t h e  use  o f  s to p p i n g  r u l e s  t o  
c o n d u c t  i n f e r e n c e  on p a r a m e te r s  o f  c o n t in u o u s  t im e  s t o c h a s t i c  p r o c e s s e s ,  
e s p e c i a l l y  f o r  t h e  p u re  jump c a s e  ( s e e  C la rk e  [ 1 ]  and r e f e r e n c e s  in  
K e id in g  [ 2 ] ) .  The a d v a n ta g e  o f  t h i s  a p p ro a c h  i s  t h a t ,  so m e t im e s ,  one i s  
a b l e  t o  g e t  e x a c t  d i s t r i b u t i o n s  o f  th e  e s t i m a t o r s .  The main d i s a d v a n t a g e  i s  
t h a t ,  i n  some c a s e s ,  t h e  s t o p p i n g  t im e  may be i n f i n i t e  w i th  p o s i t i v e  
p r o b a b i l i t y  so  t h a t  one may need  t o  know so m e th in g  a b o u t  t h e  p a r a m e t e r ( s )  
b e f o r e  a r e a s o n a b l e  sa m p l in g  p r o c e d u r e  i s  e n s u re d .  Brown and H e w it t  [ 2 ]  
have c o n s id e r e d  th e  u se  o f  s t o p p i n g  t im e s  f o r  p a ra m e te r  e s t i m a t i o n  in  
d i f f u s i o n  b r a n c h in g  p r o c e s s e s .
T here  h a s  been  some r e c e n t  work on a s y m p to t i c  ML e s t i m a t i o n  f o r  some 
c o n t in u o u s  t im e  p r o c e s s e s  w i t h o u t  a  s t a t i o n a r i t y  a s s u m p t io n ,  ( s e e ,  f o r  
ex am p le ,  K e id in g  [ 1 ,  2 ] ) .  In  t h e  r e m a in d e r  o f  t h i s  c h a p t e r  we w i l l  
s u g g e s t  a  g e n e r a l  a p p ro a c h ,  and in  a p p ly i n g  i t ,  f i t  t h e  r e s u l t s  i n  w i th  t h o s e  
a l r e a d y  known a s  w e l l  a s  d e r i v e  some new a s y m p to t i c  r e s u l t s .
§2. The Martingale Theory
In  §1 we d e f i n e d  th e  l i k e l i h o o d  f u n c t i o n  L (0 )  b a s e d  on t h e  o b s e r v a t io i
Z '
o f  X , 0 5  s  5 t  . As f o r  t h e  d i s c r e t e  c a s e ,  we c o n s id e r  t h e  l o g -s
l i k e l i h o o d ,  1 (0 )  , and assum e t h a t
T/
e x i s t s  and i s  F - m e a s u r a b le ,  V£ > 0 , 0 £ 0 , ( 4 . 2 )
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and,
{^(0), t > 0} is a zero-mean martingale w.r.t. P q , V0 6 0 . (4.3)
The following calculations explain why (4.3) is likely to hold. Let 
A £ F 9 and let 0 'S s 'S t . Then
JA
U (Q)dP9 \A 36 {log f ( w  j 0) , since J is ^-measurable,
{f(io I 0)} 30 /  (4) I 0)^? q
3 f fvs- / (ü) I Q)dP , using a property of derivatives,
4 39 eo
0 ' / * ( i o  I e)<2>? ( 4 . 4 )30
- J L  (4) 30 e ( }
^ - P q (^) » since A € F^ ,
3 / %  I 0 )^ c
M
£/ (0)<iP , on working back.
We can therefore conclude that, if the interchange in order of differentiatio 
and integration in (4.4) is valid, that
V V 9* I FJ  = »«(0) a.s. [Pj .e-
We could consider conditions under which (4.4) holds but it seems 
easier to check (4.3) directly in each case. We will also assume that we 
have selected a separable version of C/(0) = {P+(0); t - o} . To apply the
asymptotic theory of l.§5 we will also require the martingale to satisfy
6) < » , 2 0 ,
so that {£/,(0), F ; t > O} satisfies all the conditions (1.17). We now
Is Is
restate Condition (C) here, since it is the condition on which most of the
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limit theorems of l.§5 are based.
(C) 3 a measurable (and separable), non-negative random function
f = If ; t > 01 such that Vs > 0 , / is F -measurable, and Vt > s ,* s s
E[ I  Fsj =E[ f  I FSJ ’ a-S' • (4.5)
We have omitted the dependence on 0 in this definition (actually 
f - f(Q) , will typically be different for different values of 0 ) and, in 
line with Chapters 2 and 3, we will take
Uj- - U+ ^ ~ ’ E - Et ^ 0 0, '0,
in the sequel. The value 0^ will be taken to refer to the true (unknown)
value of 0 which we are trying to estimate. Note that the f of (4.5)
is not the \ 0) of the likelihood function, and the latter notation
will not be used any more.
Based on equation (4.5), we now define
1.(0)u
"is r\
f ( Q ) d uA u
which we will attempt to identify as a measure of information in
{X , 0 5 s < t\ for 0 . In 1.§5 we indicated that I (0) is the continuou s t
time analogue of I (0) , and since the latter was identified as the
n
appropriate generalization of Fisher’s information to the discrete time 
stochastic process, it is reasonable to conclude that the former is the 
appropriate generalization to continuous time processes. We will find 
further justification for this claim when we perform some calculations in 
the following sections. However, possibly the most convincing evidence, as 
in the discrete time case, is the occurrence of the factorization
ut(Q) = i (0)[0(*)-e: (4.6)
or
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(4.7)
c/^Ce) = o ,
the likelihood equation. In fact, the examples that have been investigated
As in the discrete time situation, the factorization (4.7) makes the 
asymptotic ML theory tractable via the asymptotic theory for
if (4.7) holds. This is an immediate consequence of Theorem 1.18, since 
(1.17) and Condition (C) is satisfied if J is defined. Similarly, (4.7)
Ts
makes an asymptotic normality result for 0(f) plausible via the CLT's for
Jt ut ■
The processes for which the factorization (4.7) holds will be said to 
belong to a "one parameter conditional exponential family" of processes, 
just as in the discrete time case. (The extension to vector parameter 
situations is straightforward.) As we would expect, in all the situations 
where (4.6) does hold, we find that I (0) = cp(d)H , where H depends
u u u
only on the realization (l^; 0 < s 5 t} • In these cases, we can identify
[fl »0(f)) as a minimal sufficient statistic for 0 . In fact, all the
discussion concerning the significance for inference of the factorization 
(3.3) in the discrete case, can be repeated for the factorization (4.6) in 
the continuous time case (see 3.§2 for details).
We noted in the discrete time case that one could make a correspondence 
between H and n , (see (3.12)), in comparing the stochastic
in the literature are predominantly those for which (4.7) does hold.
ju , F ; t > Ol and the norming process {j ; t > 0} . For example, we 
immediately know that
0(f) - 0O + 0 a.s. on [i ^ -* «>}
n
process situation to the i.i.d. case. The correspondence for the general
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continuous time process and an additive process (the continuous time analogue 
of the i.i.d. case) is between H^_ and t . What makes this correspondence
all the more significant is that, for some diffusion processes, one finds 
that Hj_ is proportional to the "intrinsic time clock" for the process U
(see McKean [1]). This correspondence is gratifying since one would hope 
that if one can actually measure the intrinsic rate at which the process U 
is evolving (w.r.t. an additive process) then this rate should be related to 
H  ^ , the rate at which information is being accrued. The process U is the
relevant one (and not the X process) because the ML theory is based on 
this process. In other words, only through the U process is the 
"information" about 0 (which is contained in the X process) revealed.
§3. Estimation for Diffusions
If we wish to investigate estimation for diffusion processes we are 
immediately met with some difficulty as to how to define a diffusion. One 
way (see Breiman [1, p. 385]) is as follows:
(A) X = {X,\ t > o} is a diffusion if it is a regular, strong Markov
Ls
process with continuous sample paths and time-stationary transition 
probabilities satisfying
h LP (I X-f -x I > e I X_ = x) -*■ 0 as h -* 0 ,
h E^[[Xj^-x)i { \X^ -x \ < e) I = ar] yGr) as h + 0 ,
and
h 1S l{\Xh-x\ e) |. = a (x) as h -*■ 0 ,
for all £ > 0 and x in the state space J (an interval). The functions
y and a are continuous and the latter is positive as well.
An alternative approach is to define the diffusion as
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(B) the solution of the stochastic differential equation
dXt = \±{xt)dt + o[x )dW , t > 0 , (4.8)
where W = [W t > o] is standard Brownian motion. For each t > 0 , X,
must be 8 -measurable where 8 = o[W ; 0 5 s < t] . The functions y andt u S
O are as in (A).
Definition (B) is the one we will work with since, from (4.8) we have a 
definite way to compute likelihoods and to deduce asymptotic results.
However, before actually looking at the theory we will look at what appears 
to be the connections between definitions (A) and (B). Starting with (B), 
we need to know under what conditions (4.8) actually admits of a solution.
The best account of this problem is in McKean [1], where we find that given 
= x , there will be a unique solution of (4.8) provided y and 0 are
both continuously differentiable, and of bounded slope. The boundedness of
the slope can be dispensed with, but we then have to reckon with the
possibility (in some situations) of the diffusion "exploding" (reaching
infinity in finite time). Once we have a solution of (4.8) then it can be
shown to satisfy (A) with the same y and a .
However, if we begin with (A), we do not know, necessarily, that the
process which satisfies (A) will satisfy (4.8), since we may not know that
(4.8), with the appropriate y and o , has zero, one or many solutions.
Doob [1, Theorem VI.3.3] has investigated conditions under which processes
which satisfy (A) also satisfy (B).
As far as inference is concerned the above problems can be partly
simplified due to the idealization of continuous observation. As pointed out
2in Brown and Hewitt [1], we can actually determine 0 (•) exactly, at least 
for all the states visited by X in [0, t] , from the formula
a.s. as n ->■ 00 . (4.8a)
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Thus, in general, we can assume a2 (•) known and can transform the X
2process into one for which G = 1 . We then only need consider inference 
on y . Sometimes, however, we may wish to choose a different transformation 
to make some of the calculations easier. The type of transformation used is 
called a scale transformation or deformation.
Before we look at the estimation problem we will quote a general result 
concerning the likelihood function associated with solutions of (4.8). Let
Pty ,G 2 be the measure induced on C[0, t~\ by the solution of (4.8). Then,
«  P
^ 2 ’G 2
iff _ „2 _ 2 °2
and
dPt 2/dPt 2 yi,o y2,a = exp 0 02{X)
dX - %
o o2bJ
]
ds | . (4.9)j
This result can be obtained by defining a diffusion through scale and time 
transformations of standard Brownian motion, (B.M. Brown [private 
communication]). An outline of the argument is as follows. If we define 
the random time
Pit) =
ft
a-{x )ds , t > 0
and set
pit) xt , t > 0 ,
by standard theory on random time transformations, the process {Y ; t > o}Z/
will satisfy
dYt = {o{X^}~2v{d^ )dt t d W^
where is a standard Brownian motion. The measure generated by Y on
is the same as that generated by X on F^_ . Hence, using the
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result of Kailath and Zakai’s [1] Theorem 2 (if |y^(^s)/O^(Xg) \ds < 
a.s.) we have
f
■p(*) y W  _ . (-p ( ^ )  y 2 W
dPt 1 dPt . - exp^y ,ov ,,(i)
= exp<
°2W dJ - h
(is
* n W
j0 a2(xj s
dx -  h
on substituting p(s) for s ,
r* n W
exp
Furthermore, we have that P
0 (X )
<iX - k
r* vi2 C^s)
o P Ü J
r* v2U s)
o <j2W
dp(s)
(is ^  .
r(l) is equivalent to P.^  0 2 , so that, as long
as the above condition holds for both y^ and y^ » we can write
dP1 1/dPt
' P 2 »(
^ I ( l )
,dPr 2y2 >G
,(D
to obtain (4.9).
Alternatively, one can use the similar result proved by Skorohod [1]
(Theorem 3, Section 1, Chapter 5) which requires more stringent conditions 
2on y^, y^ and a . In his equation (1.4), one has to recognize that
dW, = {a } '1d X t  - {aUt)}'1p1Up<it
to produce the equivalent of equation (4.9). The "only if" part of the
result is easily seen from the fact that, from (4.8a), to have equivalence
between P 9 and P 2 we would require, Vs > 0 ,
^2>a 2
\{x,)du =  f a20[xjdu a.s. [ P p ^ 2] ,2 K uJ V<Y
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which in turn implies (by continuity of cr.(#) J "that CL = 0  ^ at least on 
the state space of the process.
We will first look at the MLE of y for diffusions with diffusion
2 _function a = 1 . Brown and Hewitt [1] have looked at this problem under 
the assumption that there exists a stationary measure for X on J , which 
has a probability density. This assumption of stationarity is one we will 
not require.
Suppose there exists a standard Brownian motion, {^; t > o} , such
that
for which ,
continuous functions
dXt -
V£ > 0
y on
\i[x^ )dt + dW^  , Vf > 0 (4.10)
. For the time being we consider all possible
J ci (R and let Py^ denote the probability
measure on C[0, t] induced by the solution of (4.10). We let P^
correspond to y = 0 , then P^ is Wfc&ner measure on C[0, t~\ . Moreover, 
since y is continuous on J ,
dPt/dPtny o exp
rt
p W * (4.11)
from equation (4.9), or from the result of Kailath and Zakai [1]. We now 
look at the general case when y is parameterized by 0 € 0 i.e. for each 
0 € 0 , y(a;) = y(a; I 0) is determined for each x € J . Suppose y(x | 0)
is differentiable w.r.t. 0 . Then, from (4.11),
rtV 9> rtufc, I e)dj - %■ y u  I e)ds ,
= f 4 I ebÄs - f vhs 16) w  1 eh ds (4-i2)
e))^s . (4.13)
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Equation (4.12) depends on the validity of the interchange of differentiation 
and integration and (4.13) comes from substitution in (4.10). We will assume 
that (4.12) is valid and also that the stochastic integral in (4.13) exists,
i. e.
d_
30 U(q I e)) ds < Vt > 0 (4.14)
where we now write Pn = PU
A
to calculate 0(f) in terms of the observed X , 0 < s 5 t , while (4.13)s
is the form from which we can establish the desired asymptotic theory. This 
latter is the case because {^(0), t > o} is a martingale w.r.t. P
if (4.13) holds and we can then conclude
l“V -<-0 a.s. I[P ] on A 
t t L 90J
where
a n d  A  =  | j  ooj . T h i s  f o l l o w s  f r o m  T h e o r e m  1.18 a n d  p r o p e r t i e s  o f
stochastic integrals (see Doob [1, p. 448]). Also, Theorem 1.23 gives 
conditions under which a central limit result will hold.
To look at a more concrete example we will consider the situation where
0 <= , 0 =  (0X , . . . , 6k) ' a n d
y ( x  I 0 ) =  0^c()^(;c) +  . . .  +  0^ 4>^(a:) =  6 r< p ( x )  •
We assume that (j>(a:) is a continuous (vector) function of x € J , and
ft k
Zfi I  M - Ü ]  ds < co , V 0 €  0 .
J 0 j=l d
This is the basic set up of Brown and Hewitt [1], except for the stationarit 
Unfortunately, for this essentially vector problem we will find that we face 
the same problems as in 3.§5; namely, the asymptotic theory for vector
y(•i0) Typically, equation (4.12) is to be used
160
m a r t i n g a l e s  does  n o t  f o l l o w  i n  a s im p l e  way from t h e  s c a l a r  r e s u l t s .  We 
w i l l  p e r s e v e r e  a s  f a r  a s  we c a n ,  d i s p l a y i n g  t h e  f a c t o r i z a t i o n  ( 4 . 6 )  and t h e  
c o r r e s p o n d e n c e  w i t h  t h e  a u t o r e g r e s s i v e  c a se  o f  3 . § 5 .  We h a v e ,  e x t e n d i n g  
( 4 . 1 2 )  t o  t h e  v e c t o r  c a s e ,
and
I , j ! > ( * , ) ] '*
e ( t )  = q 1
w i t h  t h e  f a c t o r i z a t i o n
u* = ■
We a r e  now i n  t h e  p o s i t i o n ,  w h e re ,  t o  p rove  c o n s i s t e n c y ,  we need  t o  show
^  o  •
By Theorem 1 .1 4  t h i s  w i l l  h o l d  i f ,  i n  a p a r t i c u l a r  s i t u a t i o n ,
A^ ( /A^ ( l ^ )  i s  bounded i n  p r o b a b i l i t y .  Brown and H e w i t t  [ 1 ]  o b t a i n
c o n s i s t e n c y  and a s y m p t o t i c  n o r m a l i t y
x  V 0’ h d
by a s su m in g  s t a t i o n a r i t y . However ,  i f  k -  1 , ( t h e  s c a l a r  c a s e )  t h e n  we 
i m m e d i a t e l y  o b t a i n
0 ( f )  -  0 Q -* 0 a . s .  on t h e  s e t  { j^  -> <»J 
a n d ,  i f  I J  E l  p 2 , Pa (p2 > ol > 0 , t h e nt  t  V
r|(e(t)-e0) n( o, l)
2
w . r . t .  P  (• [ n > o) . These  r e s u l t s  f o l l o w  from Theorems 1 .1 8  and 1 . 2 3 .
C o n d i t i o n  (C) i s  s a t i s f i e d  w i t h  = [ ^ ( A ^ ) ] 2 a . s .  as  a  c onseque nc e  o f  t h e
r e p r e s e n t a t i o n
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ut -- f  4{xJa/(
and the assumption (4.14) which becomes
ft
ds < 00 , Vt > 0 .
To look at a specific example, we investigate the continuous time 
analogue of the first order autoregression,
dXt = QX dt + dWt , t > 0 , 6 > 0 , (4.15)
so that <J>(a:) = jc , in the above notation. The techniques we will use 
mirror those used in Example 8 of 3.§4. From Breiman [1, p. 348] we know 
that
-0f& X, — X —
t 0 e aW
so that E
Nc1><
4^CD
F ,  ;
t 0 ’ £*
f -0£E\e X{ t  Oj
—Qtx.-xn is
■ 2BSds = ^ -2QU < 1J ~ 29 5
 uniformly bounded and we can apply the martingale
convergence theorem to obtain
-Qt.e X, - X - *  Z a. s. . t 0
-Qt,Now e X^ - X^ is Gaussian, and
lim E\e 0tX,t 0t-X»
£ZU , a = 1, 2
from the submartingale convergence theorem (see Doob [1], Theorem VII.4.Is
2
which ensures the required uniform integrability since lim E -9ty y  
e x0 < 00
Hence, we can conclude Z ~  N[o 9 (20) .
We also have
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e 2QtX2 + Z 2 + 2XqZ + X2 a.s.
and by a simple extension to integrals of the Toeplitz lemma (see Lo*eve 
[1, p. 238]), we obtain
-261 X2dss
1_
26
We have thus shown that (remembering that
(z+*o)2 • 
6 > 0 )
since
a.s.
a.s. 2 - - - ► n = _i_26 (z«o)2
and P(n2 = 0) = 0 .
Hence, Theorems 1.18 and 1.23 can be applied and we find
6(t) - 6 q 0 a.s.
and
J^(6(t)-6 ) N ( 0 , 1) .
'2^Since p(j) = 0] = 0 , we do not need to qualify the last asymptotic 
result.] For explicitness, we note that,
rtV e) = s sX dX - 0 X ds = X dWs s
and
-16(f) = I, \ X dX ,t  J0 s  S
where the integral is a stochastic integral in the Ito sense (see McKean
[1]). The X process is actually the Ornstein-Uhlenbeck process and we will
compare our results with those of Striebel [1] for this process (see also
Bartlett [1, §8.3]). From Breiman [1, p. 349] we find that the covariance
function of the process is, assuming E X~ = 0 , V0 ,
0 0
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z i  (e0 M L ee<s+*)) s
Ee(V J = '
p id n ( s ,  t )  , 0 = 0
and we n o te  t h a t  E^yX.X ) i s  c o n t in u o u s  a t  0 = 0 , i n  which c a s e  t h e  X0 v t  s J
p r o c e s s  c o r r e s p o n d s  t o  Brownian m otion  s t a r t e d  a t  X^  . ( T h is  confo rm s w i th
e q u a t io n  ( 4 . 1 5 ) . )  The s t a t i o n a r y  c a s e  c o r r e s p o n d s  t o  0 < 0 w i th  i n i t i a l
# - 1]d i s t r i b u t i o n  [ o f  J  ] N 0 , , and i s  t h e  s i t u a t i o n  c o n s id e r e d  by
S t r i e b e l .  The e s t i m a t e  0 ( t )  i s  b a se d  on th e  i n t e g r a l
■ t
X dX = ks s
2 2 
W *
on a p p ly i n g  I t o ’ s lemma (McKean [ 1 ,  p p .  32, 3 3 ])  t o  t h e  f u n c t i o n
where u( x)  -  x
The f o l lo w in g  may c l a r i f y  t h e  m eaning  o f  t h e  two d i f f e r e n t  l i k e l i h o o d s  
t h a t  S t r i e b e l  [ 1 ,  p .  566] c o n s i d e r s .  The l i k e l i h o o d  b a se d  on t h e  s t o c h a s t i c  
d i f f e r e n t i a l  e q u a t i o n  a p p ro a c h  i s  t h a t  c a l c u l a t e d  f o r  t h e  d i f f u s i o n  s t a r t i n g  
from a f i x e d  v a lu e  o f  Xq . T h is  can a l s o  be c o n s id e r e d  a s  t h e  l i k e l i h o o d
f o r  a g iv en  Zq , and i t  w i l l  b e  t h e  f u l l  l i k e l i h o o d  i f  t h e  d i s t r i b u t i o n  o f
Xq does  n o t  in v o lv e  0 a s  w e l l .  H ence , f o r  g iv e n  X^  , from  ( 4 .1 1 )  we
o b t a i n
( 1 ) rt rtL.  (0 )  = exp<( QX dX -%s s
2 2Q X ds s
= exp|%0 Z ^ -X ^ - t l -% 0 2 I X^ds
l l
w h i l e ,  f o r  t h e  s t a t i o n a r y  c a s e  when ~  N 0 , J j20 and 0 < 0 , we have
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L r ' ( Q )  = z ^ 1 } ( 0 )( 2 )' t
h%(26)^
1
VtT
V = r exp-^%0 -%0^ j X^cisj- •
As f a r  a s  i n f e r e n c e  i s  c o n c e r n e d ,  i f  we t h i n k  we a r e  o b s e r v in g  th e  
p r o c e s s  in  i t s  s t a t i o n a r y  reg im e  ( t h a t  i s ,  we have n o t  " s t a r t e d "  i t )  t h e n  
( 2 )
L^ _ (0 )  i s  t h e  r e l e v a n t  l i k e l i h o o d  t o  u se  ( p r o v id e d  t h a t  we know t h a t
0 < 0 ) .  I f  we do " s t a r t "  t h e  p r o c e s s  a t  ( p o s s i b l y  random , b u t  w i th
d i s t r i b u t i o n  in d e p e n d e n t  o f  0 ) t h e n  L ^ ^ ( 0 )  i s  t h e  a p p r o p r i a t e  l i k e l i h o o d ,  
Brown and H e w it t  [ 1 ]  have shown t h a t  i f  t h e  l a t t e r  i s  t h e  c a s e ,  t h e n  f o r
/V ( 1 )
0 < 0 , 0 ( f )  b a s e d  on L (0 )  i s  c o n s i s t e n t  and a s y m p t o t i c a l l y  norm al
a c c o r d in g  t o
t ^ ( 0 ( £ ) - 0 o) - 2 +  N(0,  -2 0 )  ,
j | ( 0 ( t ) - 0 o) N ( 0 ,  1) .
(R e p la c in g  t *  by p r o d u c e s  t h e  l a t t e r  r e s u l t  f o r  t h e  c a se  0 < 0
s i n c e  t  -> -  ~~  a . s .  f o l l o w i n g  Lemma 1 o f  Brown and H e w it t  [ 1 ] . )
( 2 )S t r i e b e l  [ 1 ]  makes some comments on t h e  e s t i m a t i o n  o f  0 i f  L,  ( 0 )  i s  
t h e  a p p r o p r i a t e  l i k e l i h o o d .
For t h e  n o n - s t a t i o n a r y  c a s e  (0 > 0 )  where t h e  d i s t r i b u t i o n  o f  J
(1 )does  n o t  depend on 0 , 0 ( f )  has  th e  same form  (b ased  on L,  ( 0 )  ) a s  f o r
t h e  s t a t i o n a r y  c a s e  and  we have shown t h a t  t h e  c o r r e s p o n d in g  l i m i t  r e s u l t s  
h o ld .  Fo r  c o m p le te n e s s  we now c o n s i d e r  t h e  c a se  0^ = 0 . Fo r  c o n v e n ie n c e
we s e t  Xq = 0 s in c e  t h e  g e n e r a l  r e s u l t  f o l lo w s  e a s i l y .  We have  t h a t
165
e (*) rrt i-1X2dsU0 ö J i
rt
X dxs s
where X = {X,9 t > o} is standard Brownian motion. Now, from McKean [1,
p. 29]
4 = yi > * 5 0; 0 t
for a standard Brownian motion Y and
I, = f X2du .
* J0 «
We can therefore straight away read off (see l.§5, equation (1.40)) the 
results
0(t) ->• 0 a.s .
and
fp(t) -1» ff(0, 1) ,
thus proving the strong consistency and asymptotic normality (using the
\ Arandom norming j of 0(t) for any value of 0^ € iR . This completes
the discussion of the estimation 0 in
dXt = QXtdt + dW , t > 0 .
Some investigation of the vector case
= QX^dt + , t > o
(where 0 is a matrix) has been made by Le Breton [1] under the assumption 
of stationärity.
We now consider the diffusion branching process, X - {X^ \ t > o} , as
the solution of the stochastic differential equation
dXt = QX dt + a VX^ dW , t > 0 . (4.16)
This family of diffusions contains the class of continuous state branching 
processes (C.B. processes) with almost surely continuous sample paths. (See
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Athreya and Ney [1, p. 257ff] or Lamperti [1] for details.)
Equation (4.16) has been considered by Brown and Hewitt [2], wherein 
they consider inference on 0 via stopping rules. (However, they mistakenly 
claim that all C.B. processes are solutions of (4.16) thus neglecting the 
C.B. processes that have jumps.) Since the function o(x) = Vx has unbounded 
slope, there may be some problem of explosion of the X process, as
mentioned earlier. It appears that this difficulty does not actually arise 
for (4.16) according to the results of Watanabe [1]. Consequently, the
[t
stochastic integral Vx~ dW exists and
j 0 3 8
Also, from the earlier discussion concerning the estimation of a^ , as far 
as inference is concerned we know we can take a = 1 . The comparative 
significance of diffusion branching processes is the role they play as 
limits of sequences of branching processes (see Brown and Hewitt [2] for 
some references). With this role in mind, it might be worth mentioning the 
"estimator" of a for the diffusion branching process before looking at 
inference on 0 . Actually, (4.8a) gives, descriptively,
•t
X ds < 00 a.s. V t > 0 .  o 8
•t
j 0
2 7 a X ds s
so that the "estimate" of 2a is
Thus
Z ,
if X is The diffusion approximation to an ordinary branching
2the corresponding estimate for the parameter a corresponding
Z j
process, 
to the
parameter would be
rt
Z ds s0
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where the numerator of the last expression is easily evaluated since the 
ordinary branching process is a pure jump process. We now return to the 
estimation of 0 in (4.16).
Let Pq be the measure induced on C\_0, t] by the solution of (4.16) 
with a = 1 and non-random initial value . Then
^ e /dPo =
r t
t 0' X ds s
follows from (4.9). Note that 0 is an absorbing state (corresponding to 
extinction) so that > 0 is required in order that the process be non­
degenerate. From this likelihood function we obtain
■tz t ( 6 )  = e ( x t - x Q ) -  % e 2 j
rt
V 6) = xt ~ 9 Xs
Vx~ dw ,s s
ye) X ds and §(*) = I . ) .o ~D Ts U
Therefore we again have the factorization (4.6) with sufficient
statistic [X,9 I,) • To obtain the asymptotic properties of I , in orderu u "V
to apply the martingale limit theory, we employ the same trick that Breiman
[1, p. 348] used in connection with the equation for the Ornstein-Uhlenbeck
process. Basically, the solution of (4.16) will also be the solution of
rt
0
'Sty
e xt - x 0 [ e 0s Vx~ dw , t > 0 ,Jn s 8 (4.17)
from which we immediately see that \e t > Of is a martingale-0t,
(property of stochastic integrals, see Doob [1, p. 448]) and
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Ee (4.18)
Equation (4.17) can be written as the stochastic differential equation
j\ - 0 t va\e X, = e-0t/2 ( -0*v )*dW t > 0 . (4.19)
Both equations (4.16) and (4.19) indicate that, on reaching 0 , the X 
process is absorbed in that state (corresponding to extinction). Hence, the 
real processes satisfying (4.16) or (4.19) are those which have non-negative 
sample paths. Incidently, writing - X^_ exp(-0t), the stochastic
differential equation (4.19) becomes
(4.20)
McKean [1], proves that (4.20) has a unique solution and since the 
coefficient of dt is 0 , he also proves that, a.s., there can be no 
explosions in finite time (see McKean [1, p. 57]). Thus we have an 
alternative justification for the existence and uniqueness of a non- 
explosive solution of (4.16).
Seeing that X^_ is non-negative, t > 0 , the martingale convergence
theorem can be applied in view of (4.18) to produce
e~QtXt + W , a.s., (4.21)
the exact analogue of the well-known result for the discrete branching 
process. (A discussion of the asymptotic behaviour of the general continuous 
time, continuous state-space branching process is given in Grejj [1].) And, 
for 0 > 0 , we can again apply the integral version of the Toeplitz lemma 
to prove
-Qte f X ds -*■ i W
Jn S F
a.s. . (4.22)
To consider asymptotic properties of 0(t) , we restrict ourselves to 
the case 0 > 0 (the supercritical case) since, otherwise, extinction is 
almost sure as a consequence of (4.21). Theorem 1.18 is applicable, and we
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have
(e(^)-eq) = j "1^  o a.s. on [it -* 00} .
To remove the unwanted intrusion of the non-observable set 
A = {j 00j. , we can prove that~ts
p ( | e ( t ) - e 0 | > e I X > 0) -> 0 , Ve > 0
in the same way as Dion [1] proves the corresponding result for the discrete 
case (see 3.§4).
The related set A - {W > 0} also enters into the central limit result 
we wish to prove. As in the discrete case we can remove the problem 
associated with this unobservable set by investigating the probability of 
eventual extinction and the distribution of W .
Lamperti [1] has found that, for the diffusion branching process, X , 
of equation (4.16) with a = 1 ,
where
i|>^_(X) - \&
*0) = exp(“V t a)l (4.23)
1 - r 61\[1-e )
-1
(4.24)
and X q is the starting point of the diffusion.
As Athreya and Ney [1, p. 260] point out, from this we can calculate the
probability of eventual extinction
?(*0) = lim p {*t = 0 I X0) = exp{-20Zo}£-*»
for 0 > 0 (which we assume is the case from now on). It also turns out 
that we can use (4.23) to calculate the Laplace transform of W . Note that
expj-Xe QtX t I = expj-X^ [\e 9t)|
exp^J -XQX 1 - X r -0t v u  , '1
-1
-> exp{-XQX/(l+X/26)} . (4.25)
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Since the transform in (4.25) is continuous at X = 0 , the continuity 
theorem (see Feller [1, p. 431]) ensures that it corresponds to the 
distribution of a proper random variable. Since (4.21) also holds, we have 
actually found the distribution of W , in the sense that
-X W X Qj = exp{ -XqX / (1+X /20 )} . (4.26)
From (4.26) we obtain
P[W = 0 I X q) = lim E 
X-*»
-\w rxp{ -29X }
and we conclude that the probability of extinction, , is equal to
P(W = 0 I J q] . This result is a general one for the discrete case and has
been extended to the continuous case by Greg [1], Since the set 
A = {T -> ooj. corresponds to the non-extinct ion set of the process X , and
since
■[lim I < ooj c= {W = 0}
00
we are in a position to conclude that conditioning on A = {W > 0} is 
equivalent to conditioning on [i -* ooj- (or non-extinction). We can there-
fore apply Theorem 1.20, which we will do in detail.
Since
ft
VX~ dW s s
is a stochastic integral in the sense of McKean [1], we know that there 
exists a standard Brownian motion Y = [Y ; t > 0} such that
U, - Yr a.s. .t h
Since (4.22) holds we conclude that
rt ut N(0, 1)
.r.t. any measure p «  P , and ?,(•) = P( • |A) = P( W > 0) . Since
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we have also shown that conditioning on {W > 0} is equivalent to 
conditioning on non-extinction, we can use the continuous time analogue of 
Dion's [1] lemma and obtain
which is the exact analogue of the discrete time result of 3.§4.
In summary, we have shown that, for the supercritical diffusion 
branching process, ML estimation of the "Malthusian" parameter 0 
corresponds closely to ML estimation of the mean of the offspring distributior 
of a supercritical Galton-Watson process. Particularly, conditional on the 
process not being extinct at time t , 0(f) is consistent and
asymptotically normally distributed, the latter being true for an 
appropriate random norming. These results complement Brown and Hewitt's [2] 
work which is based on stopping times (but not restricted to 0 > 0 ).
For the examples of this section, we find that I^_ corresponds to the
intrinsic time clock of the U process. This holds for the general 
situation of equation (4.13) (for the scalar parameter case) as well as for 
the diffusion branching process of equation (4.16) with a = 1 . For the 
latter process, I corresponds to the analogue of the total "progeny" of
Is
the X process up till time t . Thus I corresponds closely to the
Ls
-2discrete case quantity, I = o Y , , and for the same reasons seems to ben n-1
the appropriate measure of information on the parameter which describes the 
"growth rate" of the process. Specifically, the larger I is, the greater
Is
the total "progeny", and the more "chance" one has of determining the 
"growth rate". This heuristic discussion is aimed at giving some further 
plausibility to the association of information with the quantity I .
is
P I~72U , $ x I I > 0 <KaO . t t ' t
In terms of 0(f) , we have shown that
(4.27)
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We now turn to a discussion of pure jump processes.
§4. Estimation for Pure Jump Processes
In the last section we considered diffusion processes which, by 
definition, are strong Markov. The pure jump processes we will look at in 
this section will also be Markov processes with stationary transition 
probabilities.
We will start by considering the Poisson process with - 0 and rate 
parameter @ . We have
To show that (4.29) corresponds to the factorization (4.6) we calculate
(4.28)
and
Ve) = v (Vet)
= f  ( s u ) - e ) (4.29)
where
6(f) = X It •
*0 ( ^ (6) ^ ( 8))2
and find
so we
immediately obtain
0(t) - 0Q 0 a . s .
and (see Theorem 1.19)
Actually, the Poisson process is a continuous time analogue of a
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p r o c e s s  w i th  i . i . d .  in c r e m e n ts  i n  d i s c r e t e  t im e .  The l i k e l i h o o d  f u n c t i o n  
( 4 . 2 8 ) ,  can  be  e a s i l y  b u i l t  up from  t h e  knowledge o f  t h e  t i m e s ,  T^  ,
be tw een  t h e  ( r c - l ) t h  and ( n ) t h  jump o f  t h e  p r o c e s s  X = {X _^; t  > o} . In
f a c t ,  a s  i s  e v id e n t  from B r e im a n 's  [ 1 ,  1 5 .6 ]  c o n s t r u c t i o n ,  f o r  any p u re  jump
Markov p r o c e s s ,  t h e  l i k e l i h o o d  w i l l  be  d e te rm in e d  by t h e  o b s e r v a t i o n s
{ i f . ,  XT.} (where X^  i s  t h e  v a lu e  o f  t h e  p r o c e s s  a f t e r  t h e  i t h  jump) and
t h e  v a l u e ,  X , o f  t h e  p r o c e s s  a t  t  = 0 . W r i t in g
P[ X.  € B I X .
K 3 1 ' i-
x  1 = 
3~  1 0j B
f [ x  I x  )y(<£c) ,
where y i s  some m easu re  on (fR, B) ( u s u a l l y  Lebesgue o r  c o u n t i n g ) ,  and 
u s in g  t h e  n o t a t i o n  o f  Breiman [ 1 ,  p .  334] we can  w r i t e  down t h e  l i k e l i h o o d  
f u n c t i o n
n  h*,-1 *• j
«7=1 3=0 J
(*-2-, ----- apj
. ( 4 .3 0 )
Here X i s  some f u n c t i o n  m apping t h e  s t a t e  sp a ce  o f  t h e  p r o c e s s  i n t o  IR .
From t h e  p o i n t  o f  v iew  o f  e s t i m a t i o n ,  t h e  p a r a m e te r  0 may e n t e r  i n t o  f
o r  X o r  b o t h .  The num ber, n  -  n ,  , i s  t h e  number o f  jumps o b s e rv e d  up t o
£
t im e  t  . As an a p p l i c a t i o n  we can  c o n s i d e r  t h e  b i r t h - d e a t h  p r o c e s s .  We 
w r i t e  0 = (X, y ) f where X and y a r e  t h e  b i r t h  and d e a th  r a t e s  
r e s p e c t i v e l y .  In  t h i s  c a s e
1 9] = lx+vj
h[i+x.-x.-3
3 3 - 1
and
im p ly in g
V 6)
n - 1
TT * •
13 = 0 J
\{x.) = ( A + U ) X .
tl 3
*(»+Vzo) "(A+y)^ oVuX y  e ( 4 .3 1 )
I f  we l e t  B,  be t h e  number o f  b i r t h s  up t o  t im e  t  , and D t h e  number
V u
o f  d e a th s we have
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and n - B, + D
so that (4.31) can be written
B D - ( X + v O  S 
Lt(9) = KX % (4.32)
•t
where St 0
%udu . For this process, ML estimation based on stopping
times has been looked at by several authors (see Keiding [2] for some 
references). More recently, Keiding [2] has considered the asymptotic 
properties of the MLE’s and has proved the results which follow. We will 
here simply incorporate them into the general framework of ML estimation for 
stochastic processes with which we have been concerned.
The likelihood of (4.32) is exactly that quoted by Keiding and we find
that
since parallel results follow in the same way for the other component of
in a way similar to the more general discussion that follows this example. 
Setting, for t > 0 ,
(4.33)
Let us concentrate on
t/^U) = (st/x) (x(i)-x) (4.34)
U (0) . We will use a formalistic approach that can be verified in detail
we note that
and, from the infinitesimal conditions of the birth-death process,
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E[dB. I F ) = XX.dt a.s. .  ^ 1 0 t
Hence
dU
so that, formally, for s < t ,
(1) = 0 a.s.
( D ^ d )
y
F ii
r
u_
s—\1—1 '—■>
1____
l  t  8 s I U ' S
’ s
•t
E Idu(1)
\F I F
s u Uj
1 s
We have therefore established that 
martingale. Furthermore,
= 0 a.s. . 
(1) t - 0} is a zero-mean
\ U »}2 1 F 1
i
CqiiL I  *  J 1 *J CM <
so that
rt
J, J  ciu = SF
o 1« “ *0 *
(See l.§5 for some justification of this approach.) We have therefore 
verified that (4.34) corresponds to the factorization (4.6). In fact, since 
(following from the fact that a jump must be either a birth or a death)
Fdu(,1)du(:2'>\ t t - 0 a.s.
we have that (4.33) is an example of the vector analogue of (4.7);
i y e )  = J t (6) (e(t)-e) .
Since I is diagonal we have no trouble in deducing that
&
A
0(f) - 0Q -> 0 a.s.
from Theorem 1.19. Keiding [2] proves the asymptotic normality by showing
that
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(v = K ’ \ ]t t
where [q  , R j is a process with independent increments which satisfies 
is is
((et-xod U0d "*» (vv) K d "*) > I(2)^ •
The asymptotic normality will then hold, conditional on {s °°} , after1/
the random time change t -► S , utilizing arguments similar to the proof 
of Theorem 1.20. The set [s^_ °°} is non-null if and has
probability
i - ( V xo) 0 •
It is well known that
„-1 '^o*vo^„ w a.s.
and that p(f/ > 0) = p[s , as required for the application of Theorem
1.20.
The final result concerning asymptotic normality is,
p[i*(e(t)-e0) c b^ b2 I xt > oj - z1 € b^)p {z2 e s2)
where Z = (z^ Z2) ,~/72(0, I ^ )  and * 5 » i = 1, 2 .
In summary, ML estimation for the birth-death process is another example 
of an estimation problem for which the factorization (4.7) holds and for 
which we can apply the martingale limit theory to obtain asymptotic 
properties of the MLE's directly.
We can generalize consideration of the birth-death process to 
consideration of continuous time Markov branching processes (see Athreya and 
Ney [1, III]). The process consists of particles which have independent 
lifetimes, each exponentially distributed with parameter a » and, upon 
death, producing offspring according to the distribution [p^ ; i > o} .
Unless = 0 , deaths of individuals will not necessarily correspond to
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jumps in the X process (where is the population size at time t ) so
that in the construction of the likelihood (4.30), we will let the { be
the times between deaths and X be the population size after the £th
death. ^Alternatively, we could have required p^ = 0 , whereupon deaths
and jumps in the X process would coincide. The loss in generality could 
be compensated for by amending the death rate and considering the 
(conditional) offspring probability p^./(l-p1) , •£ ^ 1 .) We will treat
the problem of estimating m , the mean of the offspring distribution, and 
a , the life-time parameter and write 0 = (m , a) 1 '■> p^ = p(i\m) , i > 0
The likelihood function becomes
£+(6) = ITT i+1 I )
U'=1
n-1T
J
r r  K - ) e
7 = 0 J
-tzr
IT I "0
j-i
n-1ITT-u)=o J
-ajtx du J 0 u (4.35)
^Actually, we should write for n » since it is the process counting
the number of deaths up to time t •) The likelihood can be seen to factor
into two parts; one involving only a and the other only m • Let us
concentrate on the estimation of a • Writing
Z,(0) = K + Z-.(a) + l,(m)t t t
we conclude
U (a) - (f /a) (a(t)-a) (4.36)
where Y X du and a(f) = Y . By an analysis similar to that of u t t
Athreya and Ney [1, Theorem III.11.1] we can show that
nt =
where N = {N * t > 0} is a Poisson process with parameter a • Since
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t -> a a.s.
we can conclude
ait) = Y^~Ny -> a a.s. on the set { Y + -* 00} . 
t
(Note that [Y ^ -*■ 00} = -*■ 00} a.s. since N+ -*■ 00 a.s. .)
To proceed, we assume that m > 1 , the supercritical case, and that
00
o2(m) = X  J 2p ( j | w )  - m2 < 00 , V m  > 1 .
«7= 0
We then know that
and
-a(m-l)tv _ r, e ■+ W a. s.
P(f/ > 0) = P(x °°) (4.37)
from Athreya and Ney [1, III.7], The integral version of the Toeplitz 
lemma will again prove the convergence
1-aim-l)t„ e Y W a.s.t aim-1)
and so the random time change result (Theorem 1.20) is applicable. This 
result yields
( V O %(ki)-aJ 5 1 I > 0 $ix)t' 0} -^------ ~ 0-
after using (4.37) to replace the conditioning on {W > 0} by the 
conditioning on {X^_ > o} , as done previously.
We have established the above results without actually using the fact
that U, [a } is a martingale and showing that I,[aS\ - —  Y, . This cant ^ O' t
be done by showing that Y_^_ is a (Markov) stopping time for N , and by
applying Doob’s [1, p. 380] result to obtain,
E{Ny ) = aE[Y ) .
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(4.38)
The strong Markov property of N ensures that
EK - NXI Fs) = aE^t-Ys I Fs)t s
as well, so that
{UtW ,  Ft; t> 0} = {i- {nt-alj, t > o}
is a zero-mean martingale. Consider now the martingale
I ^-at, t > o| .
(G is the G-field generated by N , 0 S s S t and can be taken ast s
F , where 
nt
\  = : ?u = , S
= to >
This construction also provides the way to show that Y^  is a Markov time
for N .) We can apply Doob’s [1] Theorem VII.11.8 to the martingale (4.38) 
to conclude that
{(ff -ayt)2-art, fti t > o)
is also a martingale, and using the strong Markov property again, we obtain
[Ut(a)-USM )2I f ] =ffa [ -a[r -l ))2 I F 1
L J 42 t S J
I FJ •
1Therefore, we can justify the identification of J (a) with — Y and so
u CL if
conclude that the expression (4.36) is another example of the factorization 
(4.6). As long as a and m are not functionally related (of. the birth- 
death process) these inference results for a hold independently of whether 
m is known or not.
Looking at m , we have
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l (m) = £ log p[X.-X. +1 I m)
t J=1 J J_1
and
n
I
j =iV M) = .1 p ^ - ^ - i+1 1 d) •
If we restrict offspring distributions to a family of power series 
distributions (p.s.d.’s), as for the discrete time branching process analysis 
(see 3.§4), we obtain
n
y
3=1
-2
Ut(m) = J  o^iXj-Xj^+l-m)
o~'[Xn-X0+n-
( 4.39 )
= no 2 ( ) .
To show that {U^ _(m) , F^ _; t > o} is a zero-mean martingale we proceed
as follows. Let T • denote the time of the Jth death,
J
T • - T. + T. + ... + T . ,J 1 2 c
and note that T • is a stopping time for X = [X, ; t > o} with respect to 
the G-fields {F ,; t > o} . Therefore, we can define G • = F and it is
easy to show that
= Xj - xo -
is G .-measurable with {«S ., G .; J > 0} a martingale. Actually, S. is 
3 0 3 0
the sum of i.i.d. random variables. On identifying
U X m )  = S  t nt
we can apply Doob’s [1] Theorem VII.11.8 again to establish that
G; 2 0}
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i s  a l s o  a zero -m ean  m a r t i n g a l e .  ( i t  i s  n o t  h a rd  t o  show t h a t  n^ i s  a
s to p p i n g  t im e  f o r  S -  {S’ .;  j  -  Oj- w i th  r e s p e c t  t o  t h e  a - f i e l d s
J
{Gj* 3 -  °1 0
F u r th e r m o r e ,  by c o n s t r u c t i o n ,  t h e  jump c h a in  (X , X^9 . . . ]  i s
in d e p e n d e n t  o f  t h e  d e a th  p r o c e s s ,  so  we can  a l s o  show t h a t
{ U^ im) , F^.; t > 0}
i s  a ze ro -m ean  m a r t i n g a l e ,  i . e .  f  -  G v a ( ^ > T  < s  < and U i s
u tl.  ^ s  n,  Yitt  t  t
in d e p e n d e n t  o f  o(X \ t  < s  < t]  • v s  '
C o n s t r u c t i n g  th e  a p p r o p r i a t e  m a r t i n g a l e  f o r  t h e  sums o f  s q u a re s  o f  t h e  
summands in  ( 4 . 3 9 ) ,  i t  can  be shown t h a t
_2
= a n^
( a s  done f o r  t h e  c o n s i d e r a t i o n  o f  J^Ca) ULJTut^  (I-2o a ) Ol« «- ow.
To p ro v e  t h e  a s y m p t o t i c  p r o p e r t i e s  o f  n i t )  i t  i s  e a s i e r  t o  r e c o g n i z e  
t h a t ,  from ( 4 . 3 9 ) ,  Ui m)  i s  a  random sum o f  i . i . d . r . v . ’ s so t h a t  we can
Is
im m e d ia te ly  o b t a i n
and
[ni t)-rnj  -* 0 a . s .  on [n,  -*■ <»]•
o 1n^(mU)-m) N(0,  1) ( 4 . 4 0 )
w . r .t. p{, oj . We have n o te d  t h a t  j n  -> oo} i s  a . s .  t h e  same a s
j y  .> ooj- and so we can a p p ly  t h e ,  by now, s t a n d a r d  a p p ro a c h  t o  ( 4 . 4 0 )  t o
c o n c lu d e
P o 1 n^{jr£ t)-nij  < x  | > 0  ^ -> $(a:) .
The r e s u l t  ( 4 . 4 0 )  r e l i e s  on t h e  f a c t  t h a t
-a im -1) t  e nt  = ' - a (  m - 1 ) t y Y } n*
1
t  Y J  (w-1) W a . s .  on j  Y , -* ooj.
and t h a t  on t h e  l a t t e r  s e t  W > 0 .
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We can  t h e r e f o r e  c o n c lu d e  t h a t  f o r  t h e  e s t i m a t i o n  o f  t h e  mean o f  an 
o f f s p r i n g  d i s t r i b u t i o n  w hich  b e lo n g s  t o  a  f a m i ly  o f  p . s . d . ’ s ,  t h e  Markov 
b r a n c h i n g  p r o c e s s  model a d m i ts  o f  t h e  c o n v e n ie n t  f a c t o r i z a t i o n  ( 4 .7 )  and t h e  
a s y m p t o t i c  p r o p e r t i e s  o f  t h e  MLE can  be e v a lu a t e d  in  t h e  s u p e r c r i t i c a l  c a s e .  
For t h i s  c a s e ,  t h e  MLE o f  t h e  d e a th  p a r a m e t e r ,  a , can a l s o  be  e v a lu a t e d  
and i t s  a s y m p to t i c  p r o p e r t i e s  s i m i l a r l y  d e te r m in e d .  A th rey a  and K e id in g  [ 1 ]  
h a v e ,  i n d e p e n d e n t l y ,  o b t a i n e d  some s i m i l a r  r e s u l t s  f o r  t h i s  p r o c e s s ,  a s  w e l l  
a s  i n v e s t i g a t i n g  t h e  B e l lm a n -H a r r i s  p r o c e s s .
As a f i n a l  example in  t h i s  s e c t i o n  we w i l l  do a r e l a t i v e l y  s im p le  b u t  
i n t r i g u i n g  a n a l y s i s  o f  t h e  M\M\l q u eu e .  Here X i s  t h e  queue l e n g t h  a t  
t im e  t , and t h e  a r r i v a l  r a t e  i s  X w h i l e  t h e  s e r v i c e  r a t e  i s  y . C la rk e  
[ 1 ]  h a s  c o n s id e r e d  ML e s t i m a t i o n  f o r  t h e  queue i n  i t s  s t a t i o n a r y  r e g im e .  
F o l lo w in g  t h e  n o t a t i o n  o f  e q u a t i o n  ( 4 . 3 0 ) ,  and u s in g  t h e  D ira c  d e l t a  
f u n c t i o n ,
we e s t a b l i s h  t h a t
6(x)  = «
x  = 0
o t h e r w i s e
i-5 (q)
\{x.) = (X+y) J X J
«7
( 4 .4 1 )
and
I X . ) = __
_s
1 (X+yJ
%(i+x.-x. A h[i-x.+x. -6{x. Ar ,  ^ 1 J 0 - y  r y y  ^ J ,7"1J r , v  v ,7 - lJ
LX+y ^X+y ( 4 .4 2 )
For u s e  i n  t h e  e x p o n e n t ,  i t  i s  more c o n v e n ie n t  t o  e x p r e s s  ( 4 .4 1 )  as
x[xß = A + y - u«(q.) . ( 4 .4 3 )
S u b s t i t u t i n g  ( 4 . 4 1 ) ,  ( 4 .4 2 )  and ( 4 .4 3 )  i n  ( 4 .3 0 )  g iv e s  us t h e  l i k e l i h o o d
( 4 .4 4 )T ( q ) - “Atl ^CG) -  X y e e
where 0 = (X, y ) f and x ,  i s  t h e  bu sy  t im e  o f  t h e  s e r v e r  up t o  t im e  t .0
The number o f  a r r i v a l s ,  A , and d e p a r t u r e s ,  D , up t i l l  t im e  t e n t e r
U Is
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(4.44) from the relations
A t D - n{= n )
Ts Ts u
A. - D, = X - Xn .t t n 0
As far as X is concerned, the estimation is straightforward from the 
factorization,
1Ut(\) = y  (4^-Xt) = (t/X) (X(£)-X)
and the asymptotic properties hold just as for the Poisson process discussed 
at the beginning of this section.
As for y , we obtain
Z/^ Cy) = ~ = (t^ /y) (y(t)-y) , (4.45)
and note
4  =
To show that U^(y) is a martingale we can use the following heuristic 
approach:
I b) = ~ Eb b  I b) - I b.)
(and from the infinitesimal properties of the process)
= ^-V0{l-S[xt))dt - 
M0
= 0 .
Furthermore,
b b K b  I 4 W  2 I F n
h-« Myo ' tJ
justifying the identification
V b  = ü b ’ (4.46)
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and demonstrating that the factorization (4.6) appears again in (4.45). 
These calculations can be verified by observing that
(4.47)
where Y is a standard Poisson process. [Here, Y is F -measurable, s * K 9 s n 5s
where p = inf(w : T = s) .) Once again, T is a stopping time for the 
S Zi u
Y process and we can apply Doob’s [1] Theorem VII.11.8 to establish the
martingale property of the U process as well as the result (4.46).
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Determining the asymptotic properties of ]i(t) is made easy due to 
(4.47) and the fact that
T^/t -► min(l, A/y) a.s. .
(Note the error in Feller [1, p. 199]: t ^U(t) -> (b-a)/b in his notation!)
We can therefore apply Theorem 1.20 to obtain
T)VTt/b0 (u(t)-p0) --  ^N (0, 1)
as well as use the result (1.40) to conclude
y( t) - Pq -+ 0 a.s. .
It also follows that
E(dt/t(y0)dl/tca0) |Ft)=0
r\
since the probability of an arrival and a departure in [i, t+h) is 0[h) 
as h 0 . Hence we can combine the results for X and y into
utd = de0)(®(t)-eo)
where
and we have shown
d eo) =
t/Xo 0
0
) •i*(60) (8(t)-0o) »2 (0, I (2)
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The exam ples  lo o k ed  a t  i n  t h i s  s e c t i o n  have h i g h l i g h t e d  t h e  f r e q u e n t  
o c c u r r e n c e  o f  t h e  f a c t o r i z a t i o n  ( 4 .6 )  f o r  p u re  jump Markov p r o c e s s e s .  In  a l l  
c a s e s ,  t o  c o n s id e r  t h e  a s y m p to t i c  p r o p e r t i e s  o f  t h e  MLE's i t  h a s  been  
a d v a n ta g e o u s  t o  u se  t h e  norm ing  I^ _ , a l t h o u g h  i t  was som etim es e a s i e r  t o
lo o k  f o r  t h e  r e p r e s e n t a t i o n  o f  t h e  m a r t i n g a l e  a s  a " ra n d o m -t im e -c h a n g e d "  
a d d i t i v e  p r o c e s s ,  t h a n  t o  a p p ly  t h e  m a r t i n g a l e  r e s u l t s  p e r  s e .
§5. An Illustrative Calculation
In  t h i s  s e c t i o n  we w i l l  look  a t  a p a r t i c u l a r  example which r e v e a l s  t h e  
c o n c o rd a n c e  be tw een  th e  m a r t i n g a l e  a p p ro a c h  we have l a r g e l y  fo l lo w e d  and 
G r e n a n d e r ’ s [ 1 ]  a p p ro a c h .
Suppose we c o n s id e r  Brownian m o t io n ,  X , w i th  u n i t  a c c e l e r a t i o n  and 
d r i f t  y , and we a r e  i n t e r e s t e d  in  e s t i m a t i n g  y . The l i k e l i h o o d  f u n c t i o n  
( s e e  ( 4 . 9 ) )  i s  g iv e n  by
Hence
( 4 .4 8 )
u t w  = ** -  xo - **
= t ( y ( t ) - y )
and i t  i s  e a sy  t o  i d e n t i f y  I ^ ( y )  = £ • Now l e t  us  b u i l d  up th e  l i k e l i h o o d ,
as  G re n a n d e r  [ 1 ]  s u g g e s t s ,  from t h e  " o b s e r v a b le  c o o r d i n a t e s "  o f  t h e  p r o c e s s  
and compute a r e a s o n a b l e  m easu re  o f  i n f o r m a t i o n .
The p r o c e s s ,  X , i s  a  no rm a l  p r o c e s s  w i th  c o v a r i a n c e  f u n c t i o n  
r ( s ,  t )  = m in (£ ,  s )  . S o lv in g  t h e  e q u a t io n
rT
<J>(s) = X r ( s ,
p ro d u c e s  t h e  co m p le te  o r th o n o r m a l  sy s tem  { $ ( £ ) ;  v > o} g iv e n  by
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(fr (t) = y ~  sin[(v+%)TT t/T] , V > 0 , 0 < t < T (4.49)
with corresponding eigenvalues
= (v+%)2 7T2/T2 , v > 0 .
The "observable coordinates" of the process are the sequence ; V > o}
computed from
xV
[T
^(t)X dt v > 0 .
Since
X. = Y x 4) (t) , 0 < t < Tt v=0 V V
(with convergence in quadratic mean) we see that knowledge of V > o}
implies knowledge of the process X over the interval [0, T] . Thus the 
likelihood can be constructed from the sequence V > o} . We also know
that the variables x are normally distributed (since X is) and that
rT
Ex - V = a^(p) , v > 0 . (4.50)
Furthermore, writing 6 for the Kronecker delta,
Cov(xJ , xk) = [UXj)Sdk
so that the V > o} form of a sequence of independent normal random
variables. Equations (4.50) and (4.49) also show that
av(U) = p<j)v(T)/Av , V > 0 ,
since it is not hard to see that
rT 1(t)dt - t—  <j> (T) .„ v A Yv0 v
We are now in a position to construct the likelihood
00 rfA r AV y) = FT 2TTJ —  l 2V=0 ^exPp CL (x^u^W/Xj2 (4.51)
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Rather than show that (4.51) and (4.48) are equivalent we will compute 
the information on y based on the sequence {x^; V > l} . Since the x^
are independent, we can add, i (y ) , the Fisher information contributed by
each. This can be calculated as follows:
Hence
i (y) = -E v y
= -E
3y‘ ( - ( V 2) t v * v ( r ) / iv)2)
-<(DAV - < (r> A v
= 2T[tt (v+%) ]2n -1
00
I y(U) = I (V+%)'2
7T V = 0
= T
since
y
V = Q
(v+%) 2 = tt2/2
Thus the measure of information obtained from our martingale approach 
is exactly the same as the information we can calculate using Grenander’s 
[1] approach. Although this example does not require the full force of the 
idea of a random measure of information, it provides an example where the 
method we have used for continuous time processes agrees with a completely 
different method for analysing such processes.
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APPENDIX A
ML ESTIMATION FOR BRANCHING PROCESSES
§1 . Non-parametric case
Harris [1] has shown that a type of MLE of y , the mean of the 
offspring distribution of a Galton-Watson process, can be calculated if the 
offspring distribution is not parametrized. In fact, if the successive
generation sizes are 1 = Z^, Z^, ..., Z^ , then
0  = ( v d / y <n-1 (A .1)
where
j r „ . i  + z1 +  ... + z„ .
However, Harris arrived at this result by maximizing the likelihood 
based on \z_. r = 0, 1 , ...; w? = 0, 1 , ...» n-l\ : where z is the
number of members of the mth generation which produce r offspring. 
Recently, Speed [1] pointed out that in general the estimate in (A.l) is 
not necessarily the MLE of y based on the likelihood constructed from 
{Zq , ..., Z^} only. Many authors have not appreciated this fact (see
A
Keiding [4] and Dion [1], for example). We will prove that y of (A.l) is 
indeed the MLE of y based solely on the sample {Z , ..., Z^} in the non-
parametric case. We use the suggestion of Keiding [4]; namely, to treat 
the non-parametric case as a situation where we have an infinite dimensional 
parameter exponential family. However we use a different parametrization to 
the one suggested by Keiding. Suppose the general distribution is
Then we write
and
p = (p0, p-,. • • • ) '  . I  pk = i  •0 1  k=o
\ = log(Pfe/P0) >
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Tk <.j )  -  S .-k  > k  = 1 ,  2,  . . .  ; Vj = 0,  1 ,  2,  . . .
where 6 .  i s  K ro n e c k e r ’s d e l t a .  For  c o n v e n ie n c e  o f  e x p r e s s io n  we d e f i n e
j k
t h e  f o l l o w in g  v e c t o r s  a s  w e l l :
e ' = (0X. e 2 . • • • )
T(j) = (r/j) ,  r2(j), .. .)' , j i o  ,
9-] 09 ;
9(9) = (e . e , •••) ,
and
We n o te  t h a t  (0) = 1 + £  e
 ^ 1
h ' = ( 1 ,  2 , 3 , . . . )  .
k] and t h a t
h'T(j) = j  , pnh'g(0) = y , ( A . 2)
assum ing  t h a t  £  kp^, < oo , o f  c o u r s e .  I t  now f o l lo w s  t h a t
p / 9 )  = [i  + £
9,1-1 J W )
, Vj 2  0 ,
and
3 logp  .( 0)
---------------- = T( j )  -  po g( 0) . ( a . 3)
9 9(H ere ,  t h e  ( t t h  component o f  7j^-qr(0)) = p ( 0 )  •)
In  c a l c u l a t i n g  t h e  l i k e l i h o o d ,  we know t h a t  f o r  any f i n i t e  sam ple  o f  
g e n e r a t i o n  s i z e s ,  o n ly  a f i n i t e  number o f  6 ^ ’s w i l l  e n t e r  i n t o  t h e
l i k e l i h o o d  ( a p a r t  from th ro u g h  p^ ) and we s e t  a t  -°° , t h e  0 ’ s
c o r r e s p o n d in g  t o  t h e  p ’s t h a t  do n o t  a p p e a r .  At t h e  moment, we assum e p^
/s
does  a p p e a r  i n  t h e  l i k e l i h o o d  and t h a t  p^ > 0 .
We now compute t h e  g e n e r a l  e x p r e s s i o n  f o r  t h e  l i k e l i h o o d  b a s e d  on 
( Z0 , . . . .  Zn )  . Le t
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f a  I k, 0 ) = p q [z . = l I z. n = k)j-i
where denotes the probability induced by (p (0), p (0), .. .)
have
and
/(Z I fc, 6)
l l
I  ... I
j'i=° ck=°
{3\+32+>»-+Ök=l}
I ( k 3logp . (0h
f U  I k, 0) = I  ... I
J1=0 <v°
I
lr=l 00
{j\ + ...+j* =£}
We
(A.4)
j x=o
I ... I I (TW-PJ(e))J^=0 Lr=l . J
{j ■!_+•• .+jy=£}
on substituting the expression (A.3). Furthermore, we note that
9v(fc, z 90- Clog f a  I fc, 0)]
l I k
jTT|T7BT ,1 ••• ,1 E  ... p .\ - kpQ g(6) (A.5)
JJL=0 j^=0 r=l
{j1+...+jk=Z}
and that
h'V(fc, l I 0) = l - vk (A.6)
on substituting the results (A.2). Before we discuss the possible cases,
/\
we mention that in the following we will mean the same thing by 0^ = -oo 
and pk = 0 , k > 1 . For some of the following cases we work directly
with the likelihood as a function of the p's .
CASE I: Pk ~ 1 * this case it is clear that the likelihood must
take the form
L(P) = pk + L*(p)
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for some x > 0 . It is not hard to see that for this to hold,
Zx = k, z2 = k z3 = k 3, .... =
and it is easy to show that
fl -1)/7 , = k' n J n-1
which agrees with kp^ , the MLE of ]i .
CASE II: Pq > 0 and all the p ’s that appear in the likelihood have
non-zero MLE's. We write
and
V6) = v^-i* zi 1 9)
U»(6) = I U (9) ,
<7=1 °
noting that U (0) is the derivative of the logarithm of the likelihood.
For those k for which p^ appears in the likelihood, we know that 
(indicating components by superscripts),
(A.7)= o n
but, from the form of U .(0) , 1 < j < n , we see that equation (A.7) will
0
A / A
be satisfied for all k by 0 (where we put 0^ 
appear). Hence 0 is a solution of
if pk does not
so that
and therefore
U (0) = 0 n
h 'U (0) = 0n
7 - 1 - p7 = 0n n-1
after substituting (A.6). Once again we have that the MLE is given by (A.l).
r
192
CASE I I I :  p  > 0 and a t  l e a s t  one o t h e r  p .  > 0 . In  t h i s  c a s e  t h e
0 r J
MLE e s t i m a t e  may l i e  on a b ounda ry  o f  t h e  sp a c e  spanned  by t h e  p o s s i b l e
v a lu e s  o f  t h e  p . ’ s t h a t  a p p e a r  in  t h e  l i k e l i h o o d  f u n c t i o n .  However t h i s  
<7
s i t u a t i o n  i s  n o t  v e ry  d i f f e r e n t  t o  Case I I .  As w e l l  as  f o r  t h o s e  J f o r
which p .  does  n o t  a p p e a r  i n  t h e  l i k e l i h o o d ,  we a l s o  s e t  6 .  a t  -o o  f o r  
3 3
# A
t h o s e  3 w hich c o r r e s p o n d  t o  a p .  w hich i s  z e r o .  L e t  0* d e n o te  t h e
<7
v e c t o r  0 w i th  e n t r i e s  -o o  f o r  a l l  t h e  com ponen ts ,  J , j u s t  d e s c r i b e d .
I t  i s  c l e a r  t h a t  t h e  MLE w i l l  be  d e te rm in e d  by m ax im iz ing  th e  l i k e l i h o o d  as  
a  f u n c t i o n  o f  t h e  unknown com ponents  o f  0* , and t h a t  t h i s  maximum w i l l  be 
an i n t e r i o r  p o i n t  o f  t h e  s p a c e  spanned  by t h e s e  o t h e r  com ponen ts .  The 
d e r i v a t i v e  o f  t h e  l o g a r i t h m  o f  t h i s  new l i k e l i h o o d  i s
U*(0*) = V n J-.
<7=1
Z . Z .
<7 <7-1
f [ z : \z . ’ ' Ve'*V - I  ••• . I  I  ( 6 *) •••J v 3 1 3 - V  J *7=0 J z =0 r = l  ^1
3 - 1
P l + . . . + J z _ =z .}
<7-1
1 i
. . .  p,- ( 0*)^ - p n( e <) z • _1g(9’‘ )j ( a . 8)
ZJ - i
where t h e  n o t a t i o n  i n d i c a t e s  t h a t  t h e  v e c t o r  has  z e ro  e n t r i e s  f o r  t h e
same com ponents  t h a t  0* h a s  -oo e n t r i e s .  Hence t h e  non-m inus  i n f i n i t y  
com ponents a r e  d e te rm in e d  by s o l v i n g
u*(e*)  = o
A . A
f o r  0* = 0 . However, we can  se e  t h a t  t h e  v e c t o r  i n  b r a c e s  i n  ( A . 8) has  
z e ro  e n t r i e s  f o r  a l l  i t s  com ponents  c o r r e s p o n d in g  t o  com ponents  o f  0* w i th
-oo  e n t r i e s .  ^This i s  b e c a u s e  p . (0* )  = 0 i f  0
3.
> A.J Hence 0 i s
s o l u t i o n  o f
n
1
J=1
i 4
f[z-\z. "VevJ • n 'J k «7 «7-1 ; <7X=0
{j\ + -
Z . z ._1
• X I T(j )p (9*)
J7 r=l J1
•+j z  = z -/}j-i J
1
(6*)
Z .J-1 J
- P0(6)Zj-l9(e) = 0 (A.9)
and premultiplying (A.9) by h' , we again conclude
Y - 1 - = 0 .n K n-1
CASE IV: P q = 0 • In Case I we have dealt with a particular situation
where this occurs. To cope with this problem in general we replace the role 
of P q by an arbitrary p^ . That is, define
V le0, 1'e1, .... tei_1, ^ i+1> •••
and
Similarly
'0 . = log{p./p<] , Vj * £
£t / •
T(j) " ^ O j ’ 6f + l-'75 " O '  ’£ -i»j 9 £+i»j
and
Hence
g f e )  = (e e i + 1 , ,
= (o,i, M ,  i+i, ...) .
(j) - j - £6^ . , p / h ’ g^e) = y - ip4 ,
£ ,
*/•) 1 + I  ek?i
_1 k h W ^  . > 0e , j > 0
(A.10)
with
^  log PjC0) =<Ty) - p^fe) • (A.11)
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As (A.5) was obtained, we have
v[k, iI 1e) = ^ Z Z Z *TWp, . . .  Pv - 9^(l9)V "V"v"L ■■■ L L ' W J P ;
Wife. 8) { } r=l J1
and
th'v(fc, Z I l0) = Z - fey + kip. - {■ ■ - p  ■ T  ... Y  T  S.. p. ... p. \
Wife, 8) T T r=l °1 °k>
= Z - fey + kipi - ipJcf{l-\ fe-1, ^ / / ( Z  | fe, le) . (A.12) 
We now define the vector
e' = (l, l, ...)
and use the relationships
e ^ K j )  = 1 - <5^ . , p^e'gf'ö) = 1 - pi
to conclude
e 'v (fe, l I ld) = k - kp.f[l-i I fe-l, z6)/f{l I k , zd) - k + kpi i
= kp.[ l - /(Z - i  I fe-1, 1e) / / ( Z I  fe, 16)] (A.13)
f ACombining (A.12) and (A.13), we see that if 0 satisfies
J=1
U fe) = I viz, ,, z, I tsl = 0J-l’ J
then
n -1 5
d;as expected. As in Case III, we can deal with the situation where 0 lies
/\ /s
on a boundary with p^ > 0 by showing that 0* satisfies an equation
u*fe) = o ,
similar to (A.8) or (A.9). Thus we have proved
THEOREM A.l. Based on the observations {l = Z . Z , ..., Z } ofl 0 1
successive generation sizes of a simple Galton-Watson branching process, the 
MLE of the meany y , of the offspring distribution, when the latter is not
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param etrized , i s
= (7 -1  ) /Y  K n J •n - 1
§2. Parametric Case
In  3 .§4  we p ro v ed  t h a t ,  i f
y = (r -i)/y .v n J n - 1 ( A .14)
and
^n (y)  = i n ( y ) ( y - y )  , ( a . i s )
t h e n  t h e  o f f s p r i n g  d i s t r i b u t i o n  o f  t h e  b r a n c h in g  p r o c e s s  was a member o f  a 
(one  p a r a m e te r )  f a m i ly  o f  power s e r i e s  d i s t r i b u t i o n s .  Speed [ 1 ]  has  
c o n j e c t u r e d  t h a t  i f  we r e s t r i c t  o u r s e l v e s  t o  one p a ra m e te r  f a m i l i e s ,  th e n  
( A .14) a lo n e  s h o u ld  e n s u re  t h a t  t h e  o f f s p r i n g  d i s t r i b u t i o n  i s  a one p a ra m e te r  
p . s . d .  . Note t h a t  we must r e s t r i c t  c o n s i d e r a t i o n  t o  one p a ra m e te r  f a m i l i e s  
s i n c e  we have se en  in  Example 7 o f  3 .§4  t h a t  ( A .14) h o ld s  b u t  t h e  two 
p a ra m e te r  o f f s p r i n g  d i s t r i b u t i o n s  was n o t  a  p . s . d . .  In  d i s c u s s i n g  t h i s  
c o n j e c t u r e ,  Speed [ 1 ]  r e f e r s  t o  (an d  i n d i c a t e s  th e  p r o o f  o f )  t h e  r e s u l t  t h a t  
f o l l o w s .
THEOREM A.2 ( S p e e d ) .  L e t {p^(y); k -  o,  1,  . . . }  be a d is t r ib u t io n
on th e  non -nega tive  in te g e r s  such th a t  y £ M 3 an open in te r v a l  su b se t o f  
fR . Suppose
( i )  = [k : pfe(y) > o} does no t depend on y ,
( i i )  p^( #) ^ s co n tin u o u s ly  d i f f e r e n t ia b le  fo r  a l l  k , and
( H i )  the  MLE o f  y based upon a sample o f  s iz e  n i s  the 
sample average .
Then th ere  e x i s t s  a fu n c tio n  a -  c(y)  such th a t
pm log  p^(y) = c(Zc-y) j  k £ S ( A .16)
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(Note that Speed does not indicate the possible dependence of c on y 
when he states the theorem.) The relevance of this result to the above 
mentioned conjecture is not made clear by Speed although he seems to suggest 
that based on this result he can validate his conjecture.
We have not seen a rigorous argument and propose the following idea to 
give some extra support to the conjecture.
Suppose we could show that, based on knowing Y  ^ and Y^ only, the
MLE of y was still that of (A.14). We also know that
Y i(co)
7 (w) - i  = X n .(w)
ri i d
of Z^ . Since y is, in a sense, the sample average, [y^~i)/Y^  ^ , we 
might be able to prove that the distribution of Z^ satisfies (A.16). So 
far, we have not been able to confirm either of the steps required.
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APPENDIX B
THE EMPIRICAL CHARACTERISTIC FUNCTION 
§1. Motivation and Preliminaries
There are situations when it is not straightforward to calculate the 
likelihood of a sample of independent and identically distributed random 
variables because the density function cannot be expressed in closed form.
The most common example is, of course, the family of stable laws, where the 
stable parameter (characteristic exponent), a , is unknown or is not equal 
to 1 or 2 . Consequently, the method of maximum likelihood becomes 
intractable or, at least, extremely expensive computationally. Some work on 
ML estimation for stable laws has been done by DuMouchel [1]. However, for 
the stable laws, and particularly for the symmetric stable laws, the 
characteristic function of the distributions takes on a relatively simple 
form. This leads one to consider the possibility that inference for stable 
laws might be effectively carried out by computing the empirical
characteristic function of the sample, X-, , . . • , X ;1 n
n itX
ij (t) - — Y e  r - U (t) + iV (t) (B.l)n n ffn n n2»=1
and comparing it with characteristic functions (c.f.’s) of members of the 
family of stable laws under consideration. That is, for testing hypotheses 
of the goodness of fit type, we would measure the discrepancy between the 
null-hypothesised c.f. and the empirical c.f.; whereas, for estimation, we 
would select as estimates those values of the parameters which minimize the 
"distance" between the empirical c.f. and a member of the parametrized 
family of c.f.'s under consideration. It is in obtaining a suitable type of 
distance measure that the greatest difficulty was encountered and the problem 
is only partially solved.
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From the point of view of testing goodness of fit, a separate motivation 
for considering the empirical c.f. came from comments in Heathcote [1], which 
indicated the connection between the components of the Cramer-von Mises 
statistic and the real part of the empirical c.f., U (t) . [Note that in
this appendix, U (t) is not connected with the derivative of the logarithm n
of the likelihood of the preceding chapters; and similarly for V (t) •)
The component analysis of the Cramer-von Mises statistic was investigated by 
Durbin and Knott [1], and we discuss some comparable results in §3.
The analyses that we consider will be based on either the £/^(t)
process or the 7 (t) process separately. The determination of size and
power of various tests proposed will be based on the asymptotic normality of
U (t) and V (t) for any fixed t (or set of t-values) as n -* 00 . This n n
asymptotic normality is a straightforward consequence of the fact that
n
u it) = -  y  cosftz ) (B.2)n n v rJr-1
and so is the mean of i.i.d.r.v.’s. Specifically,
Vn 0, o^t) (B. 3)
where
uU) = EU U) =
and
a^(t) = v a r ^ C t ) )  = %(l+w(2t)-2w2(t)) . (B.4)
Equation (B.4) is a consequence of simple trigonometric identities. Further
details are available in Heathcote [1]. Of course, a parallel result to
(B.3) holds for V (t) with n
vU) = EV (i) n
and
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Ü^(t) = -2V2(t)) . (B . 5 )
We can also compute the covariances
Cov[u (t), U^ {s)') - (u(t-s)+u(t+s)-2u(t)u(s)]/(2n) (B.6)
and
Cov(y^(t), 7^(s)) = (w(t-s)-w(t+6)-2y(t)y(s))/(2n) (B.7)
from which we can establish the convergence in distribution of
^ K ' -«0  f  > • • • • un f  0 J ) '
to the multivariate normal distribution N ("0, ZT,1 , where the elements ofm v UJ
can be calculated from (B.4) and (B.6). A similar result will hold for
the V^it) process. Part of the following analysis will be concerned with
trying to determine optimal values of t to use in the testing of hypotheses.
Durbin and Knott [1] suggest that often the most important part of 
investigating the goodness of fit of a hypothesis is the plotting of the 
empirical distribution function (after the probability transformation). The 
cases where this presents a computational problem are when the distribution 
function under H  ^ does not exist in closed form or can only be evaluated
by numerical intergration. Thus, there is a large class (larger than that 
consisting of distributions without closed-form densities) of distributions 
for which this plotting could become a burdensome task. However, for this 
visual aspect of inference, we can often decide whether the null hypothesis 
appears "reasonable" or not, by plotting the real part, say, of both the 
empirical and hypothetical c.f.’s as functions of t . Such a plot appears 
in Figure 1 for simulated data. Samples of size 20 and 200 were generated 
from a Cauchy distribution with location parameter a - 2 and scale parameter 
b - 1.5 . For each of these samples the real part of the empirical c.f. was 
plotted for t ranging between 0 and 2 (the solid wavy line corresponds 
to the sample of size 20 and the broken line to the sample of size 200 ).
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Superimposed is the graph of
u(t) = E(cos tX) - cos(
for 0 5 t 5 2 . This plot can therefore give us some idea of how closely 
the real part of an empirical c.f. is to its expected value for different 
sample sizes and different values of t ; and could thus help us to 
visually judge the goodness of fit in an experimental situation. One of the 
problems we have to face is the choice of range of t ; both for the 
graphical and analytical approaches to inference. As a consequence of the 
Riemann-Lebesgue lemma we can expect both u(t) and v(t) to converge to 
0 as t ■+ 00 , for c.f.’s of absolutely continuous distributions.
Consequently, we see from (B.6) and (B.7) that, for large t and s , the 
covariance of £/ (t) and £/ (s) is approximately a function of \t-s\ only,
and so we can expect the process to behave like a zero-mean, wide sense 
stationary process for large t values. As far as inference is concerned, 
we therefore can conclude that for values of t "near" the origin we will 
be able to learn most about the true c.f. from the empirical c.f. . Another 
possibility is to consider the whole positive real line, but weight the 
observations for small t higher than those for large t . For example, 
we might consider
d , fa , ip]w yYn Y)  ^—oo (ifj (£)-\|/(£)} 2w(t)dt
(B . 8)
as the appropriate measure of distance between the empirical c.f. and the 
hypothetical c.f., ipCt) . To test goodness of fit we would need to 
ascertain (at least) the asymptotic distribution of d ijjj as n 00 .
For estimation, on the other hand, we would choose those parameter values 
(which will determine \p ) which minimize d . A detailed investigation
of this latter procedure has been carried out by Paulson, Holcomb and Leitch 
[1], for the particular weight function
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w i t )  = exp{-% £2 }
w i th  r e s p e c t  t o  e s t i m a t i o n  f o r  t h e  f o u r  p a r a m e te r  f a m i ly  o f  s t a b l e  law s .
In  §2 we c o n s id e r  t h e  goodness  o f  f i t  t e s t  u s in g  t h e  e m p i r i c a l  c . f . ,  
i n v e s t i g a t i n g  th e  a p p l i c a t i o n  o f  t h e  m ethod t o  t e s t i n g  f o r  n o r m a l i t y  a s  w e l l  
a s  f o r  s c a l e  and l o c a t i o n  s h i f t s .  In  §3 we w i l l  lo o k  a t  t h e  r e l a t i o n s h i p  
b e tw een  t h e  com ponents  o f  t h e  Cram er-von  Mises s t a t i s t i c  and th e  e m p i r i c a l  
c . f .  and show why t h e  l a t t e r  may be a p r e f e r a b l e  s t a t i s t i c  in  some c a s e s .
We w i l l  n o t  c o n s i d e r  t h e  e s t i m a t i o n  p ro b le m  h e re  b u t  r e f e r  t h e  r e a d e r  t o  
work by P r e s s  [1 ]  and P a u lso n  e t  a t  [ 1 ] .
§2. Goodness of Fit Test
Heall^o te  [ 1 ]  c o n s id e r e d  t h e  u se  o f  t h e  e m p i r i c a l  c . f .  t o  t e s t  goodness  
o f  f i t  w here t h e  n u l l  h y p o th e s e s  s p e c i f i e d  a sym m etr ic  d i s t r i b u t i o n .
However, i n  c a l c u l a t i n g  a s y m p t o t i c  p o w e rs ,  he used  an u n n e c e s s a ry  a p p ro x im a t io n
2t e c h n i q u e  t o  compute t h e  s i g n i f i c a n c e  p o i n t s  o f  a  n o n - c e n t r a l  x^ r . v .  . We 
c o n s i d e r
Hq : Ee'l tX  = i\)Q( t )  = uQi t )  + i v Qi t )  ( B. 9 )
and c o n s i d e r  a t e s t  b a sed  on U i t )  o r  V i t )  f o r  a  f i x e d  v a lu e  o f  t  .n n
2 2D e a l in g  w i th  JJ i t )  f i r s t ,  we w i l l  d e n o te  by 0 Ttr. i t )  t h e  v a lu e  o f  Or, i t )  n UO U
( s e e  ( B . 4 ) )  u n d e r  H^  , and p r o p o s e  t h e  c r i t i c a l  r e g io n
Vn \ u ^ i t ) - u Q( t ) \ / O y Qi t )  > c (B .1 0 )
where c i s  t o  be d e te r m in e d  a c c o r d in g  t o  t h e  r e q u i r e d  s i g n i f i c a n c e  l e v e l  
o f  t h e  t e s t .  S in c e  we c a n n o t  compute t h e  e x a c t  v a lu e  o f  c  e a s i l y  i n  most 
c a s e s ,  we w i l l  r e s o r t  t o  u s in g  th e  no rm a l d i s t r i b u t i o n  to  d e te r m in e  c and  
so o u r  r e s u l t s  a r e ' e s s e n t i a l l y  l a r g e  sam ple  r e s u l t s  b a s e d  on th e  
a s y m p to t i c  n o r m a l i t y  o f  t h e  LHS o f  (B .1 0 )  u n d e r  #  . ( in  w hat f o l l o w s ,  a l l
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c r i t i c a l  r e g i o n s  and pow ers  f o r  t e s t s  b a s e d  on U i t )  o r  V i t )  a ren n
c a l c u l a t e d  b a se d  on t h i s  no rm al  a p p r o x im a t io n . )  The c r i t i c a l  r e g i o n  
i n d i c a t e d  in  (B .1 0 )  i s ,  s t r i c t l y  s p e a k in g ,  n o t  t h e  one t h a t  would be 
o b t a i n e d  from c o n s i d e r a t i o n  o f  t h e  l i k e l i h o o d  r a t i o  f o r  two norm al d e n s i t i e s  
w i th  d i f f e r i n g  means and  v a r i a n c e s .  T h is  l a t t e r  s i t u a t i o n  i s  r e l e v a n t
2
b e c a u s e  u n d e r  , b o th  t h e  mean, ui t )  , and v a r i a n c e  i t )  , w i l l  have
d i f f e r e n t  v a lu e s  t h a n  u n d e r  i n  most c a s e s .  However, i t  i s  n o t  h a rd  t o
se e  t h a t ,  e s p e c i a l l y  f o r  l a r g e  n , i t  i s  t h e  d i f f e r e n c e  in  means (u n d er  HQ
and ) t h a t  i s  i m p o r ta n t  and l e a d s  t o  t h e  c r i t i c a l  r e g i o n  o f  ( B .1 0 ) .
(See  K e n d a l l  and S t u a r t  [ 1 ,  p .  175]  w here  we have n - 1 , s = 0 and a r e  
p r i m a r i l y  in  Case (3 )  o r  i t s  r e f l e c t i o n  a b o u t  t h e  s  a x i s  ( i . e .  > GQ ) . )
The d e t e r m i n a t i o n  o f  ( a p p r o x im a te )  power o f  t h e  t e s t  b a s e d  on (B .1 0 )  
can e a s i l y  be made i f  t h e  a l t e r n a t i v e  h y p o t h e s i s  i s  s p e c i f i e d ;
H-^  : - ip^it)  = u^i t )  + i v^i t )  . ( B . l l )
2 2W ri t in g  g A t )  f o r  t h e  v a lu e  o f  o i t )  u n d e r  H, , we can w r i t e  down th e  
U u
( a p p ro x im a te )  power o f  a  t e s t  o f  a g a i n s t  H^ a s
L ^ ( t )  = 1 -  ^[a^i't)'] + $ ( a ^ ( t ) )  (B .1 2 )
where
a - ^ ( t )  = \/w {W g(f )-U^ (t)} /Oy^t) - COyQ(t)/Oyjit)
a^i t )  - \ln{uQi t ) - u- ^i t ) } / o^i t )  + e a ^ g ( t ) / a ^ 1( f )
and
$i x )  = f ( 2tt) ^ e x p {-%y^}dy •
J —oo
Of c o u r s e ,  we can p e r fo rm  p a r a l l e l  c o m p u ta t io n s  f o r  t h e  V i t ) s t a t i s t i cn
and a r r i v e  a t  a  power f u n c t i o n  M i t )  , s a y ,  w i th  form s i m i l a r  t o  ( B . 1 2 ) .
The a b i l i t y  t o  compute a p p ro x im a te  powers i s  due t o  t h e  f a c t  t h a t  we
considered a single t value in the above calculations. In practice, we 
would have to decide which t value to choose, and thus we will need to
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discuss the determination of t to maximize power for various types of 
hypotheses. An alternative approach is to consider a set of t values,
{t^, ..., tp] and form the corresponding statistic (under ) by
computing the appropriate quadratic form using the inverse of the covariance 
matrix of [u (t.) , ...,1/ [t-A] 1 . This approach does not solve the problem
Yi _Ly Yl
of deciding which t values to choose and is further complicated by the 
difficulty in computing powers for testing against specific alternatives. 
Moreover, the covariance matrix is typically ill-conditioned with the 
result that only for quite small values of k can the inverse be computed.
Returning to the tests based on a single t value we will look at some 
specific types of alternative hypotheses to determine what t value will 
maximize power. We also have to decide how to choose the statistic ( £/^ (t)
or 7 (t) ) on which to base our test. Of course, in situations where u(t)
(y(t)) is the same under H  ^ and it is clear that the relevant test
statistic will be V (t) [u (t)) .n K n }
Let us consider the test for infinite variance (non-normality) amongst 
the class of symmetric stable laws. This problem has aroused some interest 
and we refer to Press [1] for some references to the literature. For 
simplicity, we treat the case where only the characteristic exponent is to be 
tested and all the other parameters are known. Specifically, we wish to test
Hq : EeVtX = exp{-%t2} = uQ(t)
against (B.13)
H1 : EeVtX = exp{-%|f|a} = u^t) , 0 < a < 2 ,J
at significance level s , say. As indicated above, it is clear that the
appropriate test statistic is U (t) . However, the critical region inn
(B.10) is basically a two-sided one allowing for u^ it) to be either greater
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than or less than w^(t) » whereas for the alternative hypothesis of (B.13)
we can do better by choosing the appropriate one-sided critical regions. 
Noting that
exp{-%£2} > exp{-%|tIa} , 0 < t < 1
exp{-%f2} < exp{-%|t|a} , t > 1 
and defining z^_s by
1 -  6 =  1 v l-s;
we can summarize the critical regions for against as in Table 1.
(Note that both the significance level and power are based on the normal 
approximation.) We define
<ia(£) = [uQ(t)-U^t))
and
/ft) = .
TABLE 1
Critical regions and approximate powers for situation of (B.13)
Range Critical Region Approximate Power
0 < t < 1 
t > 1
Un(t) < exp{-%t2} -
UnM  > exp{-%£2} + °UQ(t)z^_s/Vn
${doi(t)Vn-f(t)z1_s)
1 - $(dQi(t)Vn+fU)z1_s)
From the expressions for approximate power we can see that the value of
power, especially for large n • Results of numerical calculations to 
determine such t for various values of a are given in Table 2. There are
two local maxima, and , of [^(f) | for each ot , and these are
given in the table as well as the value of d (t) at those maxima. To seeot
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how the large sample results compare with those for a sample size of 50 ,
the t value, t (50) , which maximizes the approximate power is also max
calculated together with the corresponding maximum power. The value of s 
was taken as 0.05 .
TABLE 2
Values of t to maximize power asymptotically and 
approximately (for n - 50 ) for the situation of (B.13)
a t(1)a da  l “  J *(2)a d ft(2 ]^a ^ a J t (50)max Power [t (50)1 v max J
1.25 .20 .4647 2.96 -.7649 2.96 .99982
.50 .26 .3851 2.65 -.6081 .22 .99530
.75 .29 . 3210 2.43 -.4831 .23 .98162
1.00 .32 .2122 2.12 -.2583 .22 .88533
1.50 .32 .1596 2.01 -.1607 .19 .77796
1.75 .29 .1010 1.92 *-.0747 .11 .61583
1.90 .24 .0554 1.87 -.0286 .02 .51340
From this table it appears that, for large n , values of t near .25
are optimal for a > 1 and values around 2.5 are optimal for a < 1 .
Also, from the values of t (50) , we can see that for n - 50 , themax
quantity fit) has a significant effect on the optimal approximate power as 
given in Table 1. Actually, the power for testing a = 1 (against a = 2 ) 
is quite low for n - 50 , since it is known that tests based on observations 
appearing in the tails have greater power for this case.
We can also consider the general class of goodness of fit tests against 
alternatives involving only location and scale shifts. Heathcote (in Feigin 
and Heathcote [1]) has shown that for testing scale shifts we should use 
small values of t as long as X has finite fourth moment and that the 
appropriate test statistic is £/^ (t) . Also, for testing location shifts,
small values of t are appropriate if X has finite second moment and then
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the relevant statistic is 7 (t) . Without loss of generality we can assume 
that under , the location parameter a - 0 , and the scale parameter
b - 1 . Suppose that the Jth moment of X under ZT. is y , 
j = 1 , 2 ,  3 , 4 ;  £ = 0,1 then we have
lim
k0(*)-k (t) y21-y20
t+0 aZ/l^ /y41 y21
(B.14)
and
.. °uowlim -— 7-r-
0 °U1^
y40~y20
y4l"y21
(B.15)
so that for t sufficiently small the power as given by (B.12) is large if 
y21  ^y20 5 will occur for both a scale or a location shift.
Similarly, Heathcote has shown
lim
»„<*)-»(*) V
t-k) an (t) /
(B.16)
y2l'yil
and
n. aTO(t)lim ---7-v
t+0 a71 ^
y20 y!0 
y21_yil
(B.17)
which indicates that for small t , 7’ (f) is the appropriate statistic to
use if we are testing for a location shift only. When the appropriate 
moments do not exist, it will not be optimal to test location and/or scale 
shifts by choosing small values of t . To illustrate some of these points 
we have, in Table 3, computed some approximate powers for
b.: a = a^ , b 1
for three different distributions. The function t) is the approximate 
power function corresponding to tests based on 7 (t) • We have still used
the two-sided critical region as if the particular alternative used for power
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calculations was not known when testing goodness of fit.
TABLE 3
The power functions L (t), for n = 100 and significance level 0.05
Distribution
u0U)
Normal
exp{-%t2}
Uniform 
(sin t)/t
Cauchy 
exp{-|t|}
:a, = .3,Z? =1.2 t L (£) M it) L U) M (t) L (t) MJt)n n n n n n
1.0 .8348 .5878 .9976 .9865 .2359 .2778
0 „ 5 .8752 .7749 .9984 .9951 .2183 .3174
0.1 .8792 .8060 .9986 „9965 .1154 .1650
0.05 .8792 .8067 .9986 .9965 .0953 .1227
1.0 „2936 .0562 „5979 .0688 .0806 .0533
0.5 .3384 .0680 .6192 „0733 .0892 .0564
0.1 .3491 .0745 .6257 .0747 .0710 .0604
0.05 .3494 .0747 .6259 .0748 .0666 .0610
Thus we see that for the Cauchy distribution values of t near zero 
are not optimal for testing location and scale shifts, as was to be predicted 
since the Cauchy distribution does not have a finite first moment. For the 
results corresponding to the normal distribution we can compare these powers 
with those of the usual statistics. If we rejected based on the value
of the sample mean, with a two-sided critical region, then the power of this 
test would be 0.808 if Hn = 0.3 , Z? = 1.2 . This compares well
with M (t) (for small t ) , which was to be expected since V (t) behaves
like tX for small t (see also the results (B.16) and (B.17)). However, 
using X is not the optimal test statistic according to the likelihood 
ratio criterion and we can therefore find a more powerful test statistic.
In fact, we can see that the test based on U (t) is more powerful. For
the case when = 0 , Z? = 1.1 , the most powerful test is that
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based on
100s2 =
If we did not know beforehand on which side of 1 b^ lay then a two-sided 
critical region would be used and for the particular above the test
would have a power of .350 , very close to the value of L^(i) for small
1
t .
Based on these calculations we can suggest that the test based on 
(or 7 (£) if we only consider location shifts) is an omnibus one,
which works well for small t and moderately large n (to ensure that 
approximate powers are reasonably accurate) when the X distribution has 
sufficient moments. This procedure also obviates the need to work out 
complicated critical regions which may result from some densities if the 
likelihood ratio criterion were to be used, but often still produces tests 
which have close to optimal power.
§3. Relationship with the Cram£r-von Mises Statistic
The Cramer-von Mises statistic is
w2 = n {F (x)-x\ dx 1 n J
in which F^(x) is the empirical distribution function generated by the
independent sample X^, ..., X , of n random variables each uniformly
distributed on [0, 1] . After applying the probability transformation to 
any set of i.i.d.r.v.’s , this statistic can be used to test the goodness of 
fit of the observations to a hypothesized distribution (which defines the 
appropriate transformation). Durbin and Knott [1], develop in detail 
consequences of the Anderson and Darling [1] representation
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w1 = -i- y a2 ,/j2 ,
” TT2 A  ^
where 2 . , j = 1, 2, ... are a sequence of orthonormal, zero-mean random
rlQ
variables. Moreover, they show that
n
f = j \  t  COS^TT^) , J > 1 (B.18)
r=l
and that, for each j , the 2 . have the same distribution. (We still 
require the Z. to have uniform [0, 1] distributions.) But, from (B.18),
we can see that
z . = V2n U (jtt) , j > 1 (B. 19)nj n
and thus there is a close connection between the components, z . , of the
Cramer-von Mises statistic and the real part of the empirical c.f. for a 
sample from a uniform [0, 1] distribution. Durbin and Knott [1] exhibit 
useful properties of the components, and in particular, demonstrate that in 
certain circumstances inference procedures can be based on the first few 
components only. Recognizing the equivalence indicated by (B.19) one can ask 
two questions: can we obtain more powerful procedures by considering £/^ (£)
at other values of t than multiples of tt ; and, secondly, can we 
profitably use £7 (t) directly without applying the probability transformation
if the null hypothesis does not correspond to the uniform [0, 1] 
distribution? The advantage of the latter technique is that doing away with 
the probability transformation will make the computations of power much 
simpler, especially if the alternative hypotheses consist of location or 
scale shifts. In fact, we can answer both these questions in the affirmative 
as a consequence of the discussion in §2. We have shown, for example, that 
by choosing small t and without using the probability transformation, we 
can achieve powers which approach the best possible in the case of the 
normal distribution.
We consider further the example of location and scale shifts in the
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normal distribution in order to compare results with those of Table 4 of
Durbin and Knott [1]. We illustrate that we can make the asymptotic power
of the test based on the appropriate choice of U (t) or V (t) as closer n n
as we wish (theoretically) to the power of the best test by choosing t 
small enough.
Consider first a scale shift specified by the hypotheses
As Durbin and Knott have done, we make the significance level 0.05 and 
choose 1 so that the power of the best (two-sided) test is either 0.5 or 
0.95 , i.e. 1 - 1.95985 or 3.50482 respectively. (See Durbin and Knott 
[1, p. 300].) We will use the equation (B.12) to calculate asymptotic power. 
Given a significance level of 0.05 , the number c is 1.9600 , and 
a^(t) is given by
H : X ~ N(0, 1) , H : X ~ n (0, Itb )
with
bn - V\l2/n .
It ex':p{-%£2}/ [l-exp{-t2}] 1.9600 as n -* 00
l - 1.9600 as t + 0 .
Similarly
lim lim a^{t) - l + 1.9600 
0 n-x»
so that
lim lim L U) = 1 - $(Ztl.9600) + $>U-1.9600) 
t~> 0 n-xo n
0.5 when l - 1.95985
0.95 when l - 3.60482 .
Thus, by choosing t sufficiently small, asymptotically, we can achieve a 
test with power as close as we please to that of the best test. Corresponding
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results hold when the statistic F (£) is used for alternatives of the form
H : X ~ l) involving only a location shift with a^ = Z-/Vn .
In summary, we claim to have shown that the greater flexibility of
using the empirical c.f. makes it a better tool to test goodness of fit
hypotheses, than the components of the Cramer-von Mises statistic.
Especially if the moment conditions of §2 are satisfied, we claim that one
can generally do better by choosing small values of t and working with
either or both the statistics U (i) and V (t) , remembering that V (t)n n ° n
is sensitive to location shifts and £/^ (t) , primarily, to scale shifts.
Finally, the following Table 4, gives the results of power calculations for 
normal scale or location shifts of the type just mentioned for different 
values of n and t . For purposes of comparison, most of Table 4 of 
Durbin and Knott [1] is also reproduced in the right hand columns.
TABLE 4
Comparison of powers L^(t) and M^(t) with powers of other tests 
when the population is normal and significance level is 0.05
Shift
Approximate Powers Asymptotic Powers #
n t Ln(t) M(t)n z . nj n w2n u2n Best
Location 100 .80 .0646 .47091 .460 .472 .457 .205 .50
100 .08 .0676 . 5000J [z )
100 .80 .1161 . 8400l .928 .938 .928 .607 .95
100 .08 .1252 .8654] 4nl)
10,000 1.0 .0512 .94751 .928 .938 .928 .607 .95
10,000 0.1 .0512 .9495] [z ]  ^nlJ
Scale 100 .80 .4614 .06341 .307 .401 .085 .249 .50
100 .08 .5000 .0826] 4n2)
100 .80 .8412 .07171 .763 .889 .258 .711 .95
100 .08 .8620 .1101] 4n2)
10,000 1.0 .9404 .05451 .763 .889 .258 .711 .95
10,000 0.1 .9416 .0559]
2 2# - Anderson-Darling statistic; W - Cramer-von Mises statistic;
2U - Watson statistic. n
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This table gives some indication of the dependence of actual 
(approximate) power on the size of n and t and we note that for a sample 
size of 100 the tests based on £/^ (£) or V (t) compare favourably with
the most powerful (asymptotically) component of the Cramer-von Mises 
statistic.
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