Abstract: In this paper the optimisation of the weighting functions for an H∞ controller using genetic algorithms and structured genetic algorithms is considered. The choice of the weighting functions is one of the key steps in the design of an H ∞ controller. The performance of the controller depends on these weighting functions since poorly chosen weighting functions will provide a poor controller. One approach that can solve this problem is the use of evolutionary techniques to tune the weighting parameters. The paper presents the improved performance of structured genetic algorithms over conventional genetic algorithms and how this technique can assist with the identification of appropriate weighting functions' orders.
Introduction
This paper presents an investigation into the design and optimisation of H ∞ controllers.
In this case the H ∞ methodology is used to provide the structure for propulsion controllers and navigation controllers for an oil platform supply ship.
Traditionally, the steering of an ocean-going vessel has required the ability of a highly skilled helmsman to sail the boat along a desired path. As well as maintaining the correct heading the pilot has been in charge of sailing at the desired speed. Therefore, while sailing a boat there are two coupled tasks to perform: getting the ship to navigate in the desired direction (heading control) at the desired speed (propulsion control) (Fossen 1994 , Skjetne 2003 ).
In the last decades, in order to keep up with the demand for oil, companies have started to drill for oil offshore. Oil platform supply ships are offshore service vessels employed in carrying supplies to drilling units of sub sea oil and gas. Their cargo consists of the equipment, food and water that an offshore platform needs to keep its production going and, therefore, these vessels are essential to the operations of the offshore oil and gas industry. Such supply boats need to be robust against environmental disturbances and manoeuvrable. They have to be able to handle adverse weather conditions (especially the ships for Northern latitudes, e.g. Atlantic Canada and the North Sea) and keep a position as steady as possible while unloading operations are carried out. Naturally, such supply vessels are essential for the smooth operation of oil platforms. This imposes the need for their navigation system to be accurate and robust against environmental disturbances, which can only be achieved through automatic controllers.
The particular application used in this paper is a scale model of an oil platform supply ship called CyberShip II (CS2) (Lindegaard and Fossen 2003) . CS2 is a test vehicle developed in the Department of Engineering Cybernetics at the Norwegian University of Science and Technology (NTNU) in Trondheim. Computer-generated simulations based on a nonlinear hydrodynamic model of CS2 are used in the optimisation studies. These simulations have proven to be sufficiently representative of the full-scale manoeuvring dynamics of such a vessel.
In this study the navigation and propulsion control is achieved through the implementation of H ∞ control theory. H ∞ controllers are optimal controllers that minimise an H ∞ norm rather than the usual L 2 quadratic norm (Grimble 1986 ). The H ∞ norm is appropriate for specifying both the level of plant uncertainty and the signal gain from disturbance inputs to error outputs. The consequence of this is the robust stability inherent to H ∞ controllers, which is the main reason for the development of H ∞ techniques (Zhou et al. 1996 ).
The performance of an H ∞ controller depends on the choice of the weighting functions. This is not a trivial matter since poorly chosen weighting functions will provide poor controllers. A solution to this problem is to use optimisation techniques, such as Genetic Algorithms (GAs) (Goldberg 1989 , Holland 1992 ) that optimise these weighting functions automatically. GAs are numerical search methods that mimic natural biological evolution. They operate on a population of potential solutions applying the Darwinian principle of survival of the fittest to produce better and better possible solutions to a given problem. At each generation, a new set of candidate solutions is created by the process of selecting individuals according to their level of fitness (the better the performance of the solution, the larger the fitness value is for the solution) and breeding them together using operators borrowed from natural genetics.
This process results in the evolution of populations of better possible solutions to a given problem. The GA solves the problem of tracking the desired path while keeping actuator usage to a minimum by evolving controller solutions that satisfy these objectives. In addition, the H ∞ controller has been optimised using not only a GA but also a genetic model called structured genetic algorithm (sGA) proposed by Dasgupta and McGregor (1993) . The fact that the weighting functions to tune in the H ∞ problem are not only parameters but transfer functions (i.e. structures) make this optimisation problem very suitable for sGA, given that sGAs are very appropriate for structural optimisation.
References to H ∞ weighting functions tuning using GAs are not frequent in the literature. The fact that the choice of weighting functions involves, not only the adjustment of the parameters, but also determining the weighting structure, makes it a complicated optimisation problem. However, since the late 1990s, some genetic approaches to the H ∞ controller design problem can be found.
Most authors use a loop-shaping method combined with a GA search. Given a predetermined structure for the pre and post compensators required in the loop-shaping technique, the GA is used to optimise the parameters that define that structure (Dohna et al. 1997 Despite of the small number of papers in the area of GA-based H ∞ controllers, the range of applications is quite varied: from flight control (Sveriduk et al. 1998, Dai and Mao 2002) to a magnetic levitation train (Dakev et al. 1997 ).
The control applications references using sGA are scarce. Tang et al. (1996) used sGA for the design of the pre compensator and post compensator in an H ∞ controller design with loop-shaping.
CyberShip II
The model subject used in this work is a mathematical model that describes the dynamics of CyberShip II (CS2). CS2 is a scale model (scale 1/70 th aprox.) of an oil platform supply ship, which has been developed at the Department of Engineering
Cybernetics at the Norwegian University of Science and Technology (NTNU) in Trondheim.
Mathematical model of CyberShip II
The optimisation and design of the controllers for CS2 have been conducted using a non-linear hydrodynamic model based on the kinetic and kinematic equations that represents the dynamics of the vessel (Fossen 1994) . When these kinetic and kinematic equations are combined together the following matrix form is produced (assuming M to be invertible):
Here M is the mass/inertia matrix, C is the Coriolis matrix, D is the damping matrix and J is the Euler transformation matrix. Also, ν = [u, v, r] T is the body-fixed linear and angular velocity vector, η= [x, y, ψ] T denotes the position and orientation vector with coordinates in the earth-fixed frame and τ = [τ 1 , τ 2 , τ 3 ] T is the input force vector, given that τ 1 , τ 2 and τ 3 are the forces and torque along the body-fixed x, y and z-axes, respectively. These are depicted on Figure 1 .
[Insert Figure 1 about here]
The expression from (1) corresponds to the non-linear state space equation in (2):
Thus, the corresponding states and inputs for this model are 6 states (u -surge velocity, v -sway velocity, r -yaw rate, ψ -heading angle, x p -x-position and y p -yposition) and 3 inputs (τ 1 -surge thrust force, τ 2 -sway thrust force and τ 3 -yaw thrust torque). These results prove the adequacy of the mathematical model and how the controllers designed with it can be directly implemented on the real scale ship.
Environmental disturbances
In order to evaluate the robustness of the GA optimised controllers against environmental disturbances, the optimisation process has been carried out for simulated manoeuvres in the presence of environmental disturbances.
In this research the analysis has focused on the disturbance considered to be the most relevant for surface vessels, i.e. wind-generated waves.
The model that has been used to simulate the wave's action on the vessel derives the forces and moments induced by a regular sea on a block-shaped ship and it is described in Zuidweg (1970) . It forms a vector called τ waves that is directly added to the input vector, τ, in (1) and (2) using the principle of superposition, i.e.
( )
The individual wave forces and torque effects can be represented by the equations:
Here L, B and T are the length, breadth and draft of the wetted part of a ship, considering it as a parallelepiped. ρ is the density of the water, s i (t), the wave slope and (β -ψ), the angle between the heading of the ship and the direction of the wave (in radians).
The wave slope, s i can be related to the wave spectral density function S(ω i ) . In this study a modified version of the Pierson-Moskowitz spectrum has been used (Fossen 1994 ): Here, T o is the modal period and H s , the significant wave height.
The simulated waves included in some of the optimisation runs had a significant height of 3 meters (0.0429 m after scaling), which corresponds to a sea state code of 5 (rough sea). Waves of this height happen in the North Atlantic with a probability of 15.44% (Fossen 1994 
H ∞ controller design
H ∞ control has been used to provide the structure for propulsion controllers (for governing surge velocity) and navigation controllers (for governing heading) for CS2.
The H ∞ controller designed is a MIMO controller with 3 inputs (τ 1 , τ 2 and τ 3 ) and two outputs (u and ψ).
H ∞ control is based on a standard feedback structure. It consists of a plant, a controller, reference r, commanded input u, sensor noise n, output y and plant disturbance d. In order to include some performance objectives in the system model, the standard feedback structure is modified by adding weighting functions. The aim of the weighting functions is not only to put the emphasis on some of the components but also to make components measured in different metrics comparable. Once the weighting matrices are included the feedback configuration is as shown in Figure 2 .
[Insert Figure In the case of H ∞ controllers, the parameters to tune are the weighting functions. As it has already been mentioned, the transfer function matrix G represents the plant plus the weighting functions. These weighting functions are added in order to include the desired performance objectives within the controller design structure. These weightings are not just constant values to tune but transfer functions whose structure needs to be optimised as well. Since poorly chosen weighting functions provide poor H ∞ controller designs, the choice of weighting functions must be the prime concern of the designer. [Insert Figure 4 about here]
The choice of z is given by the particular application being considered. Since it is a model of an oil platform supply ship, the objectives are to minimise the error between the current and desired dynamics (i.e. follow the desired manoeuvre at the desired speed) plus minimise the actuators usage, avoiding saturation and wear and tear of the actuators. This configuration of z and the weighting functions fulfils the objectives of minimising the error signals and the actuators usage.
The H ∞ optimal control problem is then to design a stabilizing controller, K, so as to minimise the closed-loop transfer function from w to z, T zw , in the H ∞ norm, Finding an optimal H ∞ controller is often both numerically and theoretically complicated. However, in practice it is often not necessary to design an optimal controller. It is usually enough to obtain controllers that are very close, in the norm sense, to the optimal designs. These will be called suboptimal controllers.
Suboptimal H ∞ control problem: given γ>0, find all admissible controllers K, if there are any, such that
. As it can be seen, the solution for the suboptimal control problem is not unique.
Designing a controller that reduces
results in a minimisation of the signal gain from disturbance inputs to error outputs in the controlled system. In addition, the H ∞ norm gives the maximum energy gain of the system, which is minimised as well.
Since the plant to be controlled is a MIMO system, we have chosen the state-space formulation described in Zhou et al. (1996) to design the H ∞ controller.
Genetic algorithms
GAs (Goldberg 1989 , Holland 1992 ) are optimisation techniques that mimic the way species evolve in nature. Two mechanisms are the key elements in the evolution of many species: the Darwinian natural selection and sexual reproduction. The genetic operators involved in sexual mating allow the offspring to inherit the features from both its parents. GAs emulate this process by evolving a population of candidate solutions (suitably encoded), for a given problem, through a predetermined number of generations. It achieves this through the following heuristic mechanisms.
An initial population of possible solutions (individuals) is generated at random. In the controller's parameters optimisation problem context the individuals are decoded to obtain the corresponding controller's parameter values and these are implemented in the controllers. The controller's performance is evaluated through simulation of the system being controlled.
Then, there are three main operators that constitute the GA search mechanism:
selection, crossover and mutation.
The selection procedure depends on the quantified evaluation of each candidate solution that is obtained from the cost function. Selection determines which solutions are chosen for mating according to the principal of survival of the fittest (i.e. the better the performance of the solution, the more likely it is to be chosen for mating and the more offspring it produces).
Once the new population has been selected, chromosomes are ready for crossover and mutation.
The crossover operator combines the features of two parents to create new solutions.
Crossover allows an improvement in the species in terms of the evolution of new solutions that are fitter than any seen before. One or several crossover points are selected at random on each parent and then, complementary fractions from the two parents are spliced together to form a new chromosome.
The mutation operator alters a copy of a chromosome reintroducing values that might have been lost or creating totally new features. One or more locations are selected on the chromosome and replaced with new randomly generated values.
The three operators are implemented iteratively. Each iteration produces a new population of solutions, which is called a generation. The GA continues to apply the operators and evolve generations of solutions until a near optimum solution is found or a finite number of generations is produced.
Optimisation procedure

Genetic algorithms vs. structured genetic algorithms encoding
Each possible solution of the problem search space must be suitably encoded so that the GA can manipulate their parameter values. As it has already been shown in Figure 4 To avoid a very high order controller, the weightings for τ 1com ,τ 2com and τ 3com (i.e. Table 1 that define this predetermined structure.
[Insert Table 1 [Insert Figure 5 about here]
All the values are encoded to be positive to ensure stability and minimum-phase characteristics. Since there are 11 parameters to optimise each possible GA solution is
represented by a chromosome that is a string of 55 genes.
On the other hand, the sGA optimises not only the parameters of the weighting functions but also the structure. This is done by means of the multi-layered chromosome structure characteristic of sGA, where some control genes can activate and deactivate sets of parameter genes. The sGA differs from the normal GA in the chromosome structure. In sGA the chromosome consists of 2 types of genes: control genes and coefficient genes (Dasgupta and McGregor, 1993 ). The control genes define which coefficient genes are used in the decoding of the individual, therefore promoting a hierarchy in the chromosome structure. This hierarchy allows the sGA to be suited not only for parametric optimisation but also for structural optimisation.
In this work sGA has been used to optimise the weighting function in the H ∞ control problem. The way that sGA has been implemented is by adding 4 extra binary genes (the "control genes") to the GA chromosome representation for H ∞ . Two of these genes specify the structure of the weighting function acting on the yaw rate error while the other two define the structure of the function weighting the surge error signal.
This representation allows 4 options: a constant gain (when the control genes are encoded as 00), a gain plus a pole (01), a gain plus a pole plus a zero (10) and a gain plus 2 poles plus a zero (11) . Depending on the structure chosen the number of parameters needed to define the transfer function varies. Then the control genes activate or deactivate the parameter genes according to the weighting structure reflected by these control elements. Thus, the sGA optimises the parameters shown in the previous table, and also the control genes (w u and w r ) that define the structure of the weighting functions of the error signals (see table 2 ). The weighting functions for the actuator signals have been preset to be just gains as in the normal GA optimisation. Hence, the 13 parameters to optimise by the sGA are as follows:
[Insert Table 2 about here]
As in the case of the GA optimisation all the parameters are encoded to be positive values to ensure stability and minimum-phase characteristics.
The control genes w u and w r define the structure to be used for W u (s) and W r (s) as shown in Table 3 , where i is u or r, depending on the weighting function being considered:
[Insert Table 3 about here]
Thus, each possible sGA solution is represented by a chromosome that is a string of 59 genes: 55 integers for encoding the coefficient genes plus 4 bines for encoding the control genes.
Cost function
Once an initial population of chromosomes is generated at random, the chromosomes are decoded to obtain the corresponding controller's parameter values and these are implemented in the controllers. The controller's performance is evaluated through simulation of the system being controlled.
The optimisation design criteria are quantified by the cost function in (9) . In addition to this there is a desired response that the controller must track. Although in our approach we have used a response following criterion to optimise the controller, it could be extended to any other performance objective such as bandwidth or delay constraints just by modifying the fitness function to suit these objectives. The desired responses for propulsion and heading used throughout this study are two critically damped steps up and down. The heading reference is a 45 o double step manoeuvre. This zig-zag manoeuvre has been chosen due to its relevance in ship manoeuvring studies (Zuidweg 1970 ). The reference for the surge speed makes the vessel accelerate up to 0.7 m/s and then decelerate back to rest. Both manoeuvres are executed simultaneously as shown in Figure 6 .
[Insert Figure 6 about here]
The cost function has three terms for each controller (Alfaro-Cid. 2003), which combine to give a single objective, multi-aspect criterion for evaluating both controller solutions:
Here tot is the total number of iterations, ∆ψ i is the ith heading angle error, τ 3i is the ith yaw thrust force, ∆u i is the ith surge velocity error and τ 1i is the ith surge thrust force.
The third and sixth terms introduce a measurement of the inputs increasing or decreasing rates (Alfaro-Cid 2003). These terms reduce the oscillations in the inputs, avoiding any unnecessary wear and tear on the actuators that shortens their lifespan.
As the input force and torque are always larger than the output errors near the optimum (since the error terms are tend towards zero), they dominate the cost values in this crucial area. This imbalance leads to solutions that provide very small thruster effort, but very poor tracking of the desired responses. In order to avoid this four scaling factors are introduced, so that an equally balanced trade-off between the elements is achieved and all the terms of the cost function are equally optimised.
GA and sGA schemes
The genetic model used for the GA optimisation is: tournament selection (with tournament size equal to 8); exponential and non-uniform mutation; and double point crossover with a probability of 0.8.
The non-uniform mutation technique is based on a non-uniform operator proposed by Michalewicz (1992) . The idea is that when a gene is selected for mutation, the mutation jump it suffers depends on the time of the optimisation when this mutation happens. The sooner in the optimisation (i.e. the early the generation), the bigger the mutation jump. This way in the first generations exploration is encouraged while in the final generations, when convergence has occurred, small mutation jumps improve the fine local tuning.
If a gene is chosen for mutation, it will be assign one of the values shown in (10) with a 50% probability:
The function ∆(t,y) returns a value in the range [0, y] such that the probability of ∆(t,y) being close to 0 increases as t increases:
Here r is a random number from [0, 1], T is the maximal generation number and b is a system parameter determining the degree of non-uniformity.
The only difference between the non-uniform mutation technique implemented in this research and the non-uniform operator proposed by Michalewicz (1992) is the nonrandomness of the parameter r.
There are genes in the coding that have a higher weight than others, i.e. a small variation in one of these genes is reflected in a big variation in the parameter to optimise once the individual is decoded. In the coding used in this research, the genes carrying a higher weight are genes number 1 and 5, while changes in genes 3 and 4 are less relevant (see Figure 5 ).
The non-uniformity of the mutation in this case consists of two effects. On one hand the mutation jump varies depending on the generation number. On the other hand it also varies depending on the position in the chromosome of the gene to be mutated.
In the implementation, the number r is not chosen at random but the choice of r is made as shown in Figure 7 . In the initial populations higher mutation jumps are associated with the gene positions 1 and 5, resulting in big variations in the phenotype that help in the exploration of the search space. As the generations progress the effect is inverted and the biggest amounts of mutation are associated with the genes 3 and 4, resulting in closer phenotypes that improve the fine tuning.
[Insert Figure 7 about here]
This non-uniform mutation scheme is combined with an exponential probability of mutation. It has been argued the increasing relevance of crossover in the initial generations and of mutation in the final ones. Using an exponential probability of mutation as shown in Figure 8 allows it.
[Insert Figure The implementation of the sGA is equal to that of GA: tournament selection (with tournament size equal to 8); exponential and non-uniform mutation; and double point crossover with a probability of 0.8. Again, the population size has been 80, the number of generations 50 and the number of runs 15.
The initial parameters for the tuning process are chosen at random by the genetic schemes. [Insert Table 4 about here]
Optimisation results
In
Averaging the cost values obtained through the 15 runs excluding the best and the worst yields the statistical values shown in Table 5 :
[Insert Table 5 about here] Figure 9 shows the performance of the H ∞ controller when using the weighting functions from Table 4 .
[Insert Figure 9 about here]
These simulated results are good as they show that the tracking of the desired responses is accurate. The maximum surge error is around 0.01ms -1 while the heading error is kept smaller than 2 o . Regarding the actuators usage it is free from rippling and in the case of τ 1 the force is very smooth. The heading control shows two spikes that correspond with the beginning of the turn. They are due to the high gain of the system that reacts very quickly to the change and then it needs to overcompensate. The overall performance is very satisfactory, in that they exhibit good desired response tracking and the input signals do not cause the actuators to saturate.
Optimisation with waves results.
The GA optimisation in the presence of simulated waves has converged in the last generation to a cost value of 33.4 with the following H ∞ gains:
[Insert Table 6 about here]
Averaging the cost values obtained through the 15 runs excluding the best and the worse gives the values from table 7.
[Insert Table 7 about here] Figure 10 illustrates the simulation results of the H ∞ controller from Table 6 .
[Insert Figure 10 about here]
The plot illustrates some degradation in the tracking performance, especially in the surge speed tracking. [Insert Table 8 [Insert Table 9 about here]
Next Figure 11 shows the simulated results obtained with the controller from Table   8 while tracking a zig-zag.
[Insert Figure 11 about here]
The above figure shows good tracking of the desired manoeuvre. The maximum surge error is just above 0.01ms -1 , although it presents a slight steady-state error. The tracking of the heading response is also good, kept well within the 2 o interval.
Regarding the actuators' usage the surge signal is very smooth, but the heading signal presents the high gain peaks already observed in Figure 5 .
The best result of all runs of the GA with waves provides a cost value of 11.7 with the H ∞ gains shown in table 10. The GA has converged in 41 generations.
[Insert Table 10 about here]
Since the control genes are set to 1 for propulsion and 2 for heading, the weighting function for the surge error is a first-order transfer function (gain equal to K u ' and pole at -β u ). The weighting function for the heading is a first-order transfer function (gain equal to K r ' and pole at -β r ) with one zero at -α r . The values γ u , α u and γ r are deactivated.
The sGA has converged to solution that provides a smaller cost value than the one obtained with GA (11.7 versus 33.4) with a lower order controller.
After averaging the cost values obtained the values in Table 11 are obtained:
[Insert Table 11 about here] Figure 12 presents the results obtained when simulating the solution from Table 10 .
[Insert Figure 12 about here]
The performance of the controller is good considering the rough environmental disturbances included in the simulation. The surge response is a bit slower than in the optimisation without disturbances, due to the reduction in the weighting gains that can be observed in tables 8 and 10. The heading response is characterised by a slight overshoot. The main feature in the actuators' signals is the superimposed rippling, more striking in the heading signal.
Comparison of results
When comparing the results obtained with GA and sGA when optimising the H ∞ controller without waves, just by visual inspection of figures 9 and 11, they appear to be practically the same. Taking into account the cost function of the solutions, sGA provided an equivalent cost value (1.5653 versus 1.5807) using a more simple weighting structure.
Comparing Figures 10 and 12 it can be concluded that the performance of the H ∞ solution obtained using sGA when disturbances are included in the optimisation is better than solution obtained with the standard GA in the optimisation with waves. The heading error is reduced by half and the steady-state error in the surge response does not occur in the sGA results. The actuators' usage is also reduced, although the heading actuator signal is noisier.
The cost values obtained using sGA are better and they are obtained in fewer generations as shown in Table 12 .
[Insert Table 12 about here] 
Conclusions
