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Kurzfassung 
Zunehmender Wettbewerbsdruck, insbesondere durch Niedriglohnländer 
sowie die Internationalisierung der Märkte stellen Unternehmen vor neue 
Herausforderungen. Die Differenzierung über technische Produktmerkmale 
aufgrund der wachsenden Vergleichbarkeit von Produktfunktionalitäten, 
Qualität und Preis verliert zunehmend an Gewicht. Eine Möglichkeit sich 
diesen Herausforderungen zu stellen ist die Vermarktung von Kundenlösun-
gen als Kombination aus Produkten und Dienstleistungen, welche am Markt 
als integrierte Leistungsbündel zur Bewältigung kundenspezifischer Proble-
me angeboten werden. Häufig wird jedoch vernachlässigt, dass der Wandel 
vom produzierenden Unternehmen zum Lösungsanbieter ein tiefgreifendes 
Umdenken erfordert. Insbesondere gilt es, der hervorgehobenen Stellung des 
Kunden Rechnung zu tragen. Erst dadurch werden die notwendigen Voraus-
setzungen geschaffen, um die Potentiale eines Lösungsanbieters strategisch 
nutzen zu können.  
Die im Rahmen des Forschungsvorhabens entwickelte Methodik ‚Design for 
Customer‘ baut auf diesem Handlungsbedarf auf. Sie stellt einen Ansatz zur 
Integration des Kunden in die Prozesse von Lösungsanbietern bereit, auf  
Basis dessen die Anforderungen und Wünsche des Kunden kontinuierlich  
erfasst und in die Entwicklungsprozesse integriert werden können. Die Kun-
denintegration erfolgt aus Grundlage eines bedürfnisorientierten Lösungs-
konfigurators, der eine Konfiguration basierend auf Kundennutzen und Kun-
den bedürfnissen anstelle von Produktmerkmalen erlaubt. Dabei wird 
natürliche Unschärfe in menschlicher Sprache berücksichtigt. Eine Analyse 
des erfassten Kundenwissens ermöglicht die nachgelagerte Rückführung in 
das Anforderungsmanagement. Diese erfolgt automatisiert und berücksich-
tigt bestehende und etablierte Entwicklungsmodelle.  
Die Methodik stellt einen Baustein dar, die Nutzenpotentiale des Wandels 
zum Lösungsanbieter in ihrer Gänze auszuschöpfen. Neben der Stärkung der 
Kundenbeziehungen sowie der Differenzierung im Wettbewerb fällt darunter 
auch letztlich die Steigerung von Umsatz und Gewinnmarge. 
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1 
1 Einleitung 
“A customer is the most important visitor on our premises. He is not  
dependent on us. We are dependent on him. He is not an interruption in our 
work. He is the purpose of it. He is not an outsider on our business. He is 
part of it. We are not doing him a favor by serving him. He is doing us a  
favor by giving us an opportunity to do so.” 
(Mahatma Gandhi) 
1.1 Motivation 
Zunehmender Wettbewerbsdruck, insbesondere durch Niedriglohnländer 
sowie die Internationalisierung der Märkte stellen Unternehmen vor neue 
Herausforderungen. Die Differenzierung über technische Produkteigenschaf-
ten aufgrund der wachsenden Vergleichbarkeit von Produktfunktionalitäten, 
Qualität und Preis verliert zunehmend an Gewicht. Parallel dazu steigt die 
Erwartungshaltung der Kunden nach individuellen Lösungen, welche die 
ihnen immanenten, einzigartigen Anforderungen und Bedürfnisse befriedi-
gen. Ein isoliertes Angebot an Produkten kann diese steigenden Kundenan-
forderungen zumeist immer weniger erfüllen. Unternehmen treten infolge 
dessen immer häufiger in einen intensiven Preiswettbewerb, was deren Ge-
winnmargen und Marktstellung negativ beeinträchtigt. 
Viele Unternehmen stellen sich diesen Herausforderungen, indem sie ihr 
Kerngeschäft um Dienstleistungen erweitern und somit Lösungen und Ge-
schäftsfunktionalitäten anstelle reiner Produkte offerieren (Meier & 
Uhlmann, 2012, S. 2). Im Zentrum dieses Wandels stehen Kundenlösungen 
als gezielte, aufeinander abgestimmte Kombinationen von Produkten und 
Dienstleistungen zu kundenindividuellen und maßgeschneiderten Komplett-
lösungen, deren kundenseitig wahrgenommener Wert den Wert der Leis-
tungsbestandteile übersteigt.  
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Bei der Bereitstellung von Kundenlösungen im Rahmen der hybriden Wert-
schöpfung wandelt sich die Selbstauffassung des Unternehmens vom Produ-
zenten zum Lösungsanbieter. Die Nutzenpotentiale einer erfolgreichen 
Transformation sind vielfältig sowohl für den Lösungsanbieter als auch für 
den Kunden. Für den Lösungsanbieter ergibt sich eine Differenzierung vom 
Wettbewerb, indem er den Nutzen des Kunden als den Mittelpunkt aller Be-
mühungen begreift, was sich wiederum in einer Steigerung der Marktmacht 
sowie einer Intensivierung der Kundenbindung niederschlägt. Zusätzlich er-
laubt das Angebot von Kundenlösungen eine Steigerung der operativen Ge-
winnmarge des Unternehmens, da die Gewinnspanne von Dienstleistungen 
in der Regel weit über derer reiner Sachleistungen liegt. Der Kunde auf der 
anderen Seite profitiert von einem Mehrwert durch die Bereitstellung von 
auf ihn zugeschnittenen Problemlösungen und kann sich somit auf sein  
eigentliches Kerngeschäft fokussieren. 
Bei aller Euphorie um die hybride Wertschöpfung ist jedoch zu beachten, 
dass der Wandel vom produktorientierten Unternehmen hin zum Lösungsan-
bieter den schrittweisen Auf- und Ausbau zusätzlicher Kompetenzen erfor-
derlich macht. Diesen gilt es in einem vielschichtigen Prozess strukturiert zu 
planen, durchzuführen und einer kontinuierlichen Fortschrittskontrolle zu 
unterziehen. Der Kunde als prozessauslösendes Element im Kontext der hyb-
riden Wertschöpfung nimmt bei diesem Wandel einen zentralen Stellenwert 
ein, da die Strukturen und Prozesse des Unternehmens konsequent auf ihn 
auszurichten sind. Insbesondere ist für einen Lösungsanbieter die exakte 
Kenntnis der Anforderungen und Wünsche des Kunden essentiell, um eine 
zielgerichtete Bedürfnisbefriedigung auf Basis eines individuell anpassbaren 
Lösungsportfolios zu gewährleisten.  
Die Ergebnisse einer im Rahmen dieser Arbeit durchgeführten Industriestu-
die verdeutlichen jedoch, dass genau an diesem Punkt ein Handlungsbedarf 
besteht. Zwar sehen knapp vier von fünf der befragten Studienteilnehmer den 
Kunden als Initiator von Leistungsverbesserungen, jedoch wird der Kunde 
nur in den wenigsten Fällen tatsächlich in die Unternehmensprozesse einge-
bunden. Strukturierte Vorgehensweisen zur Kundenintegration und Anforde-
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rungserfassung wie das Quality Function Deployment oder die Nutzwertana-
lyse werden von weniger als 15 Prozent der Unternehmen eingesetzt. Die 
Global CEO Studie von IBM (IBM Deutschland GmbH, 2010) stützt diese 
These: 88 Prozent der befragten CEOs sehen in einer Intensivierung der 
Kundenbeziehungen die wichtigste strategische Stoßrichtung der nächsten 
fünf Jahre.  
1.2 Zielsetzung und Nutzen 
Das vorliegende Dissertationsvorhaben baut auf dem identifizierten Hand-
lungsbedarf auf und hat zum Ziel, eine Methodik zur Integration des Kunden 
in die Prozesse von Lösungsanbietern bereitzustellen, auf Basis derer die An-
forderungen und Wünsche des Kunden kontinuierlich erfasst und in die Ent-
wicklungsprozesse integriert werden können.  
Zur Erreichung dieses Gesamtziels baut die Methodik insbesondere auf dem 
bestehenden und in Wissenschaft und Industrie etablierten Konzept der 
Trennung von Eigenschaften und Merkmalen (Weber, Steinbach, & Botta, 
2004) (Steinbach, Botta, & Weber, 2005) (Botta, 2007) (Conrad, 2010) 
(Wanke, 2010) auf. Während Merkmale die Struktur, Gestalt und Beschaf-
fenheit einer Kundenlösung beschreiben und vom Entwickler direkt beein-
flusst werden können, stellen die nicht direkt beeinflussbaren Eigenschaften 
(Ovtcharova, 1997, S. 236) das Verhalten einer Kundenlösung dar. Die vom 
Kunden artikulierten Anforderungen beziehen sich zumeist auf die Eigen-
schaften einer Kundenlösung.  
Auf der Grundlage dieser Trennung wird das gesetzte Gesamtziel dieser Ar-
beit in zwei Hauptteilen erreicht. In einem ersten Teil wird ein Ansatz zur 
Kundenintegration vorgestellt, der sich weniger am Produkt selbst als viel-
mehr am Kundennutzen ausrichtet. Dies erfolgt durch die Konzeption eines 
Lösungskonfigurators, der eine Konfiguration basierend auf Kundennutzen 
und Kundenbedürfnissen anstelle von Produktmerkmalen erlaubt. Dabei ist 
die Methodik so konzipiert, dass das Gesamtsystem bestehend aus Mensch, 
Werkzeug und Aufgabe den Bedürfnissen des Kunden entsprechend gestaltet 
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ist und ihn durch die Nutzung natürlicher Interaktionspunkte unterstützt. Ziel 
des zweiten Teiles ist es, eine kontinuierliche Rückführung von Kundenan-
forderungen auf Basis des zuvor konzipierten Lösungskonfigurators als kon-
tinuierliche Bezugsquelle sicherzustellen. Im Gegensatz zu herkömmlichen 
Ansätzen des Kundenanforderungsmanagements ermöglicht der vorliegende 
Ansatz eine automatisierte Rückführung der Anforderungen und minimiert 
somit den manuellen Aufwand für das beteiligte Unternehmen. Die Integra-
tion der identifizierten Anforderungen in die Entwicklungsprozesse wird 
über bestehende und etablierte Vorgehensmodelle der Entwicklung von 
Kundenlösungen sichergestellt. 
Somit unterstützt die im Rahmen des vorliegenden Forschungsvorhabens 
entwickelte Methodik Lösungsanbieter darin, die Nutzenpotentiale der hyb-
riden Wertschöpfung in ihrer Gänze auszuschöpfen. Durch die stringente 
Ausrichtung am Kundennutzen erlaubt die Methodik die Schaffung einer 
dauerhaften Kundenbindung sowie den Aufbau von Differenzierungspotenti-
al im Vergleich zum Wettbewerb. Durch die Kenntnis der Bedürfnisse der 
Kunden und die kontinuierliche Rückführung von Kundenanforderungen 
wird schlussendlich eine Steigerung der Gewinnmarge ermöglicht, indem die 
Entwicklung eines an Kundenbedürfnisse angepassten Leistungsportfolios 
sichergestellt wird. 
1.3 Methodisches Vorgehen 
Der Aufbau der Arbeit orientiert sich am forschungsmethodischen Vorgehen 
nach Ulrich (Ulrich, 1981), welches dem angewandten Charakter der ingeni-
eurwissenschaftlichen Forschung Rechnung trägt. 
Im ersten Kapitel werden der zugrundeliegende Handlungsbedarf sowie die 
Zielsetzung des Forschungsvorhabens kurz und übersichtlich herausgearbei-
tet sowie das forschungsmethodische Vorgehen erläutert. Eine detaillierte 
Identifikation des Handlungsbedarfs aus praktischer wie auch aus wissen-
schaftlicher Sicht findet in Kapitel 2 statt. Die dort vorgenommene Analyse 
des Anwendungszusammenhangs aus wissenschaftlicher Sicht liefert grund-
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legendes Verständnis des relevanten Anwendungszusammenhangs sowie den 
Handlungsbedarf aus einer theoretischen Perspektive. Die Ergebnisse einer 
im Rahmen des Forschungsvorhabens durchgeführten empirischen Industrie-
studie validierenden Handlungsbedarf in der Folge unter industriellen Ge-
sichtspunkten. Abschließendes Ergebnis des zweiten Kapitels ist eine detail-
lierte Darstellung des abgeleiteten Handlungsbedarfs. Im dritten Kapitel 
werden bestehende problemrelevante Ansätze aus Wissenschaft und Technik 
mit dem Ziel analysiert, eine Basis zur Befriedigung des Handlungsbedarfs 
zu liefern.  
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Diese dienen als Grundlage für den Aufbau der Methodik ‚Design for 
Customer‘ als elementarem Bestandteil des vorliegenden Forschungsvorha-
bens. Die Methodik wird in Kapitel 4 vorgestellt und gliedert sich in fünf 
methodische Schritte, die sequentiell vorgestellt und abschließend einer Nut-
zenanalyse unterworfen werden. Kapitel 5 validiert die Methodik hinsicht-
lich ihres Zielerreichungsgrades und ihrer praktischen Anwendbarkeit. Hier-
zu wurden zwei unabhängige Anwendungsszenarien aufgestellt, welche die 
Anwendung der Methodik in einem praktischen Kontext aufzeigen und 
durch prototypische Softwarewerkzeuge unterstützt werden. Das sechste Ka-
pitel fasst die Ergebnisse der Arbeit zusammen und gibt einen Ausblick auf 
weitere Handlungsfelder. Abbildung 1.1 veranschaulicht die soeben vorge-
stellte Vorgehensweise grafisch. Die Forschungsmethodischen Schritte nach 
Ulrich sind auf der linken Seite ersichtlich und nehmen Bezug zur Struktur 
der vorliegenden Arbeit. 
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2 Grundlagen und 
Handlungsbedarf 
Die vorliegende Arbeit beschäftigt sich mit der Integration von Kunden und 
Anbietern im Kontext der hybriden Wertschöpfung. Zentrale Betrachtungs-
gegenstände der Arbeit sind daher Kundenlösungen als an Kundenwünsche 
angepasste Kombinationen aus Sach- und Dienstleistungen einerseits sowie 
die Anbieter-Kunden-Interaktion im Rahmen des Anforderungsmanagements 
andererseits. Ziel dieses Kapitels ist es, Grundlagenwissen zu diesen beiden 
Betrachtungsgegenständen zu vermitteln, um eine Basis für die eigentliche 
Arbeit zu schaffen. Darüber hinaus werden die Handlungsbedarfe der vorlie-
genden Arbeit hinsichtlich wissenschaftlicher und industrieller Gesichts-
punkte abgeleitet. Hierbei wird zunächst auf Grundlagen der hybriden Wert-
schöpfung, deren Nutzenpotentiale sowie auf Vorgehensmodelle zur 
Entwicklung von Kundenlösungen eingegangen. Die hervorgehobene Stel-
lung des Kunden im Kontext der hybriden Wertschöpfung sowie die Not-
wendigkeit zur Intensivierung der Kundenbeziehungen werden deutlich. 
Aufgrund dieser Erkenntnisse werden in der Folge bestehende Ansätze des 
Kundenanforderungsmanagements vorgestellt und kritisch beleuchtet. Aus 
der Analyse ergibt sich ein Handlungsbedarf nach neuartigen Ansätzen des 
Anforderungsmanagements, die den herausgearbeiteten Charakteristika von 
Kundenlösungen Rechnung tragen. Der identifizierte wissenschaftliche 
Handlungsbedarf wird abschließend hinsichtlich industrieller Gesichtspunkte 
validiert. Als Basis der Validierung dienen die Ergebnisse einer im Rahmen 
dieser Arbeit durchgeführten empirischen Untersuchung. Durch die inte-
grierte Darstellung des validierten Handlungsbedarfs wird das Kapitel abge-
schlossen. 
2.1 Kundenlösungen 
Die hybride Wertschöpfung befasst sich mit der Entwicklung und Bereitstel-
lung von Kundenlösungen als an Kundenwünsche angepasste Kombinatio-
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nen aus Sach- und Dienstleistungen. Im Rahmen dieses Unterkapitels wer-
den ausgehend vom Produktgeschäft Dienstleistungen als eigenständiges 
Betrachtungsobjekt vorgestellt und diese in den Kontext der hybriden Wert-
schöpfung gesetzt. Eine Übersicht der für die vorliegende Arbeit relevanten 
Vorgehensmodelle zur Entwicklung von Kundenlösungen sowie daraus abge-
leitete Handlungsbedarfe bilden den Abschluss des Unterkapitels. Dabei 
wird insbesondere die Notwendigkeit zur Intensivierung der Kundenbezie-
hungen verdeutlicht. 
2.1.1 Sachleistungen 
Sachleistungen oder auch Produkte werden nach Wöhe in die Elementarfak-
toren Rohstoffe, Produktions-/Betriebsmittel und Verbrauchsgüter eingeteilt. 
Zu Sachleistungen zählen Material, gefertigte Vorprodukte und gefertigte 
Endprodukte (Wöhe, 2010, S. 540). Nach der betriebswirtschaftlichen Pro-
duktionstheorie von Gutenberg stehen als Elementarfaktoren Betriebsmittel, 
menschliche Arbeitsleistung und Werkstoffeinsatz sowie der dispositive Fak-
tor zur Verfügung (Gutenberg, 1983, S. 2, 11ff.). Eine Sachleistung wird 
dem Kunden in der Folge in Form eines materiell existierenden Guts angebo-
ten. Der Leistungsempfänger kann das materielle Produkt vor dem Kauf da-
her tangibel erfassen. Der Leistungsempfänger ist jedoch in der Regel vom 
Produktionsprozess ausgeschlossen. Den Prozess der Erstellung einer Sach-
leistung veranschaulicht Abbildung 2.1. 
 
 
 
 
 
 
Abbildung 2.1: Prozess der Erbringung einer Sachleistung in Anlehnung an  
(Engelhardt, Kleinaltenkamp, & Reckenfelderbaumer, 1992)  
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Während im folgenden Unterkapitel zur fundierten Unterscheidung zwischen 
Sach- und Dienstleistung eine Analyse des Begriffes Dienstleistung erfolgt, 
sei bereits vorab auf einen ersten Unterschied hingewiesen, welcher sich im 
Leistungserstellungsprozess niederschlägt. Demnach ist der Leistungsemp-
fänger im Gegensatz zur Sachleistung als externer Faktor in den Dienstleis-
tungsprozess unmittelbar eingebunden. Dieser Sachverhalt macht den Pro-
zess der Erbringung einer Dienstleistung und somit die Dienstleistung an 
sich zu einem komplexen Betrachtungsgegenstand (Scheer, Grieble, & 
Klein, 2006, S. 22). Eine Übersicht über den Prozess der Erbringung einer 
Dienstleistung liefert Abbildung 2.2.  
 
 
 
 
 
Abbildung 2.2: Prozess der Erbringung einer Dienstleistung in Anlehnung an 
(Engelhardt, Kleinaltenkamp, & Reckenfelderbaumer, 1992) 
2.1.2 Dienstleistungen 
Dienstleistungen werden von der Betriebswirtschaftslehre und insbesondere 
vom Marketing seit den 1980er Jahren intensiv betrachtet. Im deutschspra-
chigen Raum wird die Entwicklung von Dienstleistungen seit Mitte der 
1990er Jahre unter dem Begriff Service Engineering diskutiert (Fähnrich & 
Opitz, 2006, S. 86). Im Gegensatz zur eher marketing-geprägten Sichtweise 
des US-amerikanischen Forschungsgebietes „New Service Development“ 
bedient sich der Ansatz des Service Engineering ingenieurwissenschaftlich 
geprägter Methoden und Werkzeuge (Meiren & Barth, 2002, S. 10ff.).  
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Traditionelle Definitionsansätze des Dienstleistungsbegriffs befassen sich 
insbesondere mit abgrenzenden Definitionsansätzen zwischen materiellen 
Sachleistungen und immateriellen Dienstleistungen. Darunter fallen enume-
rative Definitionen, negative Definitionen und institutionelle Abgrenzungs-
ansätze (Corsten & Gössinger, 2007, S. 19ff.) (Meffert & Bruhn, 2009,  
S. 29) (Langeard, 1991, S. 233-235) (Nüttgens, Heckmann, & Luzius, 1998,  
S. 15). Im Rahmen konstitutiver Definitionsansätze werden Dienstleistungen 
hingegen charakteristische Merkmale zugesprochen, welche sie in positivem 
Sinne von Sachleistungen abgrenzen (Engelhardt, Kleinaltenkamp, & 
Reckenfelderbäumer, 1993, S. 398f.) (Corsten & Gössinger, 2007, S. 19ff.) 
(Meffert & Bruhn, 2009, S. 29). Ein konstitutives Merkmal ist eine prägende 
Eigenschaft, die grundlegend den Wesenskern einer Dienstleistung be-
schreibt (Nüttgens, Heckmann, & Luzius, 1998, S. 15). Besondere Bedeu-
tung innerhalb dieser Merkmale haben die Immaterialität, sowie die Integra-
tion des Kunden als externen Faktor in den Leistungserstellungsprozess. Die 
überwiegende Mehrzahl konstitutiver Definitionsansätze gliedern Dienstleis-
tungen in Dimensionen, welche bestimmten Phasen im Lebenszyklus zuge-
ordnet werden können. Die ursprüngliche Idee der Differenzierung einzelner 
Ebenen und deren Integration in ein Gesamtbild geht zurück auf Donabedian 
(Donabedian, 1966). Während darauf beruhende traditionelle Ansätze ledig-
lich die drei Dimensionen Potential, Prozess und Ergebnis beschreiben, wird 
zunehmend die Marktdimension als vierte Dimension mit in die Betrachtung 
aufgenommen. Somit soll die Bedeutung des Kunden als externer Faktor 
hervorgehoben werden (Meyer & Blümelhuber, 1994, S. 16ff.) (Chini, 1976, 
S. 3). Die vier Dienstleistungsdimensionen konstitutiver Definitionsansätze 
werden im Folgenden näher erläutert und sind in Abbildung 2.3 grafisch 
dargestellt. 
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Abbildung 2.3: Dimensionen einer Dienstleistung.  
In Anlehnung (Scheer, Grieble, & Klein, 2006) 
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tungsabgabe, das heißt Erbringung und Verbrauch der Dienstleistung  
erfolgen gleichzeitig (Uno-actu-Prinzip) (Meffert & Bruhn, 2009, S. 29).  
 Die ergebnisorientierte Dimension beschreibt den Zustand, der nach voll-
zogener Faktorkombination, also nach Abschluss des Dienstleistungs-
prozesses, vorliegt. Charakteristisch für die Ergebnisdimension ist deren 
Immaterialität (Grieble & Scheer, 2000, S. 27). 
 Zentraler Punkt des Forschungsgebietes Service Engineering ist es, Dienst-
leistungen in Analogie zur Produktentwicklung als Entwicklungsobjekt 
aufzufassen, welches eine kontinuierliche und lebenszyklusbegleitende 
Handhabe und Verwaltung auf Basis informationstechnischer Referenz-
modelle ermöglicht (Burger, Bittel, Awad, Stanev, & Ovtcharova, 2010,  
S. 5). Die Tatsache, dass der wirtschaftliche Erfolg eines Dienstleistungs-
angebots maßgeblich von dessen Konstruktion und kundenindividueller 
Gestaltung abhängt, wird heutzutage in der Praxis jedoch häufig vernach-
lässigt (Thomas & Nüttgens, 2009, S. V). Die zentrale Herausforderung 
bei der Bereitstellung eines Dienstleistungsportfolios liegt demzufolge in 
der systematischen Entwicklung sowie der kontinuierlichen Verbesserung 
von Dienstleistungen an die Bedürfnisse des Marktes. Substantielle Vor-
gehensweisen in Analogie zur Produktentwicklung sind jedoch kaum ver-
breitet. Methoden und Werkzeuge der Informationstechnologie unterstüt-
zen die systematische Gestaltung nur unzureichend (Thomas & Scheer, 
2003, S. 1). 
2.1.3 Kundenlösungen 
Aktuell erhält die Dienstleistungsforschung einen Innovationsschub, der 
durch Bestrebungen zur modellbasierten Gestaltung hybrider Produkte her-
vorgerufen wird (Thomas & Nüttgens, 2009, S. V-VI). Dabei werden die 
Begriffe hybrides Leistungsbündel (HLB) (Meier, Uhlmann, & Kortmann, 
Hybride Leistungsbündel, Nutzenorientiertes Produktverständnis durch 
interferierende Sach- und Dienstleistungen, 2005), hybrides Produkt (Scheer, 
Grieble, & Klein, 2006), Product-Service System (PSS) (McAloone & 
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Andreasen, 2004) oder Kundenlösung (Davies, Brady, & Hobday, 2006) 
oftmals synonym verwendet. Im Rahmen der vorliegenden Arbeit wird vor-
rangig der Begriff Kundenlösung verwendet. 
Die zentrale Annahme, die der hybriden Wertschöpfung zugrunde liegt, ist 
die Erkenntnis, dass Kunden kein Interesse nach Produkten oder Dienstleis-
tungen per se haben, sondern vielmehr die Lösung einer Problemstellung 
oder eines Bedürfnisses erwarten (Leimeister & Glauner, 2008, S. 248). Die 
Frage, ob die seitens der Kunden geforderten Produkteigenschaften durch 
eine Sach- oder eine Dienstleistung erfüllt werden, rückt zunehmend in den 
Hintergrund (Thomas & Nüttgens, 2009, S. VI). Aus dieser Problemstellung 
heraus ergeben sich - im Vergleich zur Bereitstellung von Einzelleistungen 
(Sach- oder Dienstleistung) oder nicht-integrierter Leistungspakete - deutlich 
gesteigerte Anforderungen an ein Unternehmen, um die angestiegene Erwar-
tungshaltung der Kunden befriedigen zu können (Becker, et al., 2008,  
S. 112). Unternehmen müssen demzufolge jederzeit die grundlegenden Prob-
leme und Bedürfnisse ihrer Kunden kennen, um ein darauf abgestimmtes 
Leistungsportfolio entwickeln und bereitstellen zu können. In Zeiten sich 
schnell wandelnder Märkte ergibt sich die Dringlichkeit eines hohen Maßes 
der Kundenintegration, um schnell auf geänderte Bedürfnisse reagieren und 
ein angepasstes Leistungsportfolio anbieten zu können. 
Innerhalb der einschlägigen Literatur werden Kundenlösungen von einfachen 
Leistungspaketen durch drei zentrale Charakteristika definitorisch voneinan-
der abgegrenzt. Eine Kundenlösung ist demnach (1) eine Kombination aus 
Sach- und Dienstleistungen, die (2) speziell an die Kundenwünsche ange-
passt werden können und (3) welche eng miteinander verbunden sind (Tuli, 
Kohli, & Bharadwaj, 2007) (Sawhney, 2006) (Davies & Brady, 2000). An-
hand der vorliegenden Definition lassen sich die beiden zentralen Aspekte 
des Begriffes Kundenlösung verdeutlichen: Integration sowie Individualisie-
rung. 
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2.1.3.1 Integrationsaspekt von Kundenlösungen 
Die Integration als erstes charakteristisches Merkmal von Kundenlösungen 
soll bewirken, dass der wahrgenommene Wert eines hybriden Produktes aus 
Kundensicht den Wert bei Inanspruchnahme der Einzelleistungen übersteigt 
(Stauss & Bruhn, 2007, S. 17) (Johansson, Krishnamurthy, & Schlissberg, 
2003, S. 117) (Sawhney, 2006, S. 372). Der mit der Integration verbundene 
Nutzenanstieg muss daher höher sein als die mit der Integration verbundenen 
Kosten. In Bezug auf die hybride Wertschöpfung unterscheidet die einschlä-
gige Literatur die Integration in eine technische sowie eine marketingbezo-
gene Ebene. Seltener werden darüber hinaus organisatorische und wert-
schöpfende Ebenen genannt. 
 Die technische Integration beschreibt, in welchem Ausmaß Sach- und 
Dienstleistungs-bestandteile innerhalb eines Lösungsangebotes aufeinan-
der abgestimmt sind. Die einzelnen Komponenten der Sach- und Dienst-
leistungsdimension sind so zu entwickeln und bereitzustellen, dass durch 
die Kombination der einzelnen Komponenten ein zusätzlicher Nutzen für 
den Kunden entsteht (Stauss & Bruhn, 2007, S. 249).  
 Die marketingbezogene Integration erlaubt es dem Kunden, die für sein 
Problem spezifische Lösung direkt aus einer Hand beziehen zu können. 
Anstelle mehrerer Anbieter tritt der Lösungsanbieter als Generalunterneh-
mer auf, wodurch für den Abnehmer ein Wertzuwachs über den gesamten 
Entscheidungs- und Kaufzyklus entsteht (Sawhney, 2006, S. 372). Unter 
diesem Zusammenhang fallen partnerschaftliche Arrangements von Lö-
sungsanbietern mit Lieferanten und Wettbewerbern (Windahl, Andersson, 
Berggren, & Nehler, 2004, S. 227). 
In Kombination sorgen beide in diesem Abschnitt erläuterten Integrations-
formen dafür, dass sich ein Lösungsanbieter durch integrierte und weniger 
substituierbare Lösungsangebote vom Markt differenzieren kann. Dabei gilt, 
dass das Differenzierungspotential im Vergleich zum Wettbewerb umso  
ausgeprägter erkannt wird, je höher der Integrationsgrad auf technischer  
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und marketingbezogener Ebene vorliegt (Burger, Bittel, Awad, Stanev, & 
Ovtcharova, 2010, S. 4f.). 
2.1.3.2 Individualisierungsaspekt hybrider Leistungsbündel 
Der Individualisierungsaspekt des Lösungsbegriffs spricht die Fähigkeit  
eines Unternehmens an, kundenindividuelle Bedürfnisse auf Basis eines vor-
definierten Leistungsangebotes möglichst vollständig befriedigen zu können. 
Die Integration einzelner Kunden beschränkt sich dabei nicht darauf, den 
Kunden im Rahmen der Leistungsspezifikation zu integrieren. Der Kunde ist 
stattdessen als gleichberechtigter Wertschöpfungspartner frühzeitig und kon-
tinuierlich in die Prozesse des Anbieters einzubinden (Ericson, Müller, 
Larsson, & Stark, 2009, S. 62f.). Der Prozess der individuellen Kundenin-
tegration lässt sich dabei in die Prozessschritte Analyse, Lösungsspezifi-
kation, Lösungserbringung sowie Lösungsergebnis untergliedern. Die Ana-
lysephase dient dem Anbieter zum Verständnis der spezifischen Probleme 
und Bedürfnisse des Kunden. In der Phase der Lösungsspezifikation wird 
unter Mitwirkung des Kunden eine problemadäquate Ausgestaltung der  
Lösung entwickelt, die innerhalb der Phase der Lösungserbringung und des 
Lösungsergebnis auf den Kunden und wiederum unter dessen Mitwirkung 
übertragen wird. 
Damit trägt die Individualisierung neben dem Integrationsaspekt als zweites 
charakteristisches Merkmal zu einem hohen wahrgenommenen Wert aus 
Kundensicht (Schmitz, 2008, S. 665) sowie zur Differenzierung des Anbie-
ters gegenüber dem Wettbewerb bei. Voraussetzung zur Entwicklung wert-
steigernder, individueller Lösungen ist die Identifikation sowie die daran an-
schließende differenzierte Analyse der jeweiligen Kundenprobleme, sowie 
deren Inkorporation in das angebotene Leistungsspektrum (Davies, 2004,  
S. 732ff.). 
2.1.3.3 Kernelemente von Kundenlösungen 
Eine Kundenlösung integriert neben Sach- und Dienstleistungen auch die 
prozessbeteiligten Personen wie Anbieter, Kunde und Zulieferer. Dabei ist 
die Prozessintegration von Wertschöpfungsprozessen der Beteiligten essentiell 
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für eine gemeinsame Wertschöpfung (Stark & Müller, 2012, S. 43). Abbil-
dung 2.4 stellt die Kernelemente einer Kundenlösung gemäß der klassischen 
Trennung von Sach- und Dienstleistungen dar. Eine detaillierte Beschrei-
bung der Elemente ist in der öffentlichen Spezifikation DIN PAS 1094 
(Deutsches Institut für Normung e.V., 2009) ersichtlich.  
 
 
Abbildung 2.4: Kernelemente einer Kundenlösung in Anlehnung an  
(Stark & Müller, 2012, S. 44) 
2.1.4 Nutzenpotentiale des Wandels 
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unter Beachtung des Integrations- als auch des Individualisierungsaspektes 
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sungsanbieter resultierende Nutzen muss demnach die Kosten des Wandels 
sowie die Folgekosten übersteigen. Der Nutzen lässt sich in die drei Katego-
rien Aufbau von Differenzierungspotential, Steigerung der Gewinnmarge 
und Dauerhafte Kundenbindung untergliedern (Ovtcharova & Burger, 2011, 
S. 14). 
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balen wirtschaftlichen Rahmenbedingungen konfrontiert. Dieser Wandel 
wird bedingt durch einen verschärften internationalen Wettbewerb, insbe-
sondere aus Niedriglohnländern, und resultiert in einer Homogenisierung der 
angebotenen Produkte in technischer sowie qualitativer Sichtweise 
(Homburg, Faßnacht, & Günther, 2002, S. 487) (Günther, 2001, S. 1f.). Eine 
Differenzierung über Innovation, Technologie oder Qualität und damit die 
Generierung nachhaltiger Wettbewerbsvorteile wird für produzierende  
Unternehmen demnach zunehmend schwieriger. Als Folge der fehlenden 
Möglichkeit, sich über die zur Verfügung stehende Produktpalette zu diffe-
renzieren, treten die Marktteilnehmer in einen intensiven Preiswettbewerb. 
Empirische Studien belegen, dass Industrieunternehmen den wachsenden 
Preisdruck als Folge einer mangelnden Möglichkeit der Differenzierung vom 
Wettbewerb als wichtiges Problemfeld im wirtschaftlichen Umfeld erken-
nen, welchem es zu begegnen gilt (McKinsey Corporation, 2005, S. 61). Der 
Ausbau des Dienstleistungsgeschäftes sowie die Integration in das bestehende 
Produktportfolio stellen einen Weg dar, verlorenes Differenzierungspotential 
zurückzugewinnen.  
 
 
Abbildung 2.5: Marktvolumen und Ebit-Margen hybrider Lösungsanbieter 
(Roland Berger Strategy Consultants, 2008) 
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Steigerung der Gewinnmarge: Neben der Möglichkeit, Differenzierungspo-
tentiale aufzubauen und somit seine Marktmacht zu steigern, erlaubt der Ein-
tritt in das Dienstleistungsgeschäft eine Steigerung der Gewinnmarge des 
Unternehmens. Die Margen produzierender Unternehmen des Anlagenbaus 
liegen nach einer Studie des Beratungshauses Roland Berger bei rund 2,3%, 
während die mithilfe von Kundenlösungen erzielbare Marge mit bis zu 
11,0% weit über der des Neumaschinengeschäfts liegt (Roland Berger 
Strategy Consultants, 2008, S. 29) (Gebauer, Hildenbrand, & Fleisch, 2006, 
S. 47). Die Entwicklung und Bereitstellung lebenszyklusphasenspezifischer 
Dienstleistungen erlaubt im Gegensatz zum Neumaschinengeschäft eine 
langfristig stabile Einnahmequelle. Daneben ist für den Vertrieb von Dienst-
leistungen im Vergleich zum Produktgeschäft weniger gebundenes Kapital 
notwendig (Bruhn, 2006, S. 241).  
Dauerhafte Kundenbindung: Über die Bereitstellung von Kundenlösungen 
wird das Ziel verfolgt, Kunden dauerhaft an das Unternehmen zu binden 
(Woisetschläger, Backhaus, & Michaelis, 2009). Eine tiefgreifende Integra-
tion des Lösungsanbieters in die Prozesse der Kunden schafft ein dauerhaftes 
Vertrauensverhältnis in der Kunde-Anbieterbeziehung und baut somit Wech-
selbarrieren ab. Unternehmen wird es ermöglicht, sich einer direkten Ver-
gleichbarkeit zum Wettbewerb entziehen zu können. Beispielhaft sei hier als 
Erfolgsbeispiel die Transformation von IBM zum „Solution Seller“ genannt 
(Gerstner, 2002). 
Zur Umsetzung der vorgestellten Nutzenpotentiale in der Praxis ist ein 
schrittweiser Ausbau der Kompetenzen eines Unternehmens erforderlich. 
Eine detaillierte Darstellung der für den Wandel zum Lösungsanbieter rele-
vanten Kompetenzen ist in Burger et al. (Burger, Ovtcharova, & Brenner, 
2012) ersichtlich. Eine wesentliche Kompetenz stellen die Entwicklungspro-
zesse des Unternehmens dar, welche die die Grundlage für ein an Kunden-
wünsche angepasstes Lösungsportfolio bilden. Im Folgenden werden Vorge-
hensmodelle zur Unterstützung dieser Entwicklungsprozesse vorgestellt. 
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2.1.5 Vorgehensmodelle zur Entwicklung 
von Kundenlösungen 
Entwicklungsprozesse sind durch ein hohes Maß an Kreativität gekenn-
zeichnet und weisen eine hohe Komplexität auf. Zur Minimierung dieser 
Komplexität haben sich in der Konstruktionslehre verschiedene Vorgehens-
modelle etabliert, die eine strukturierte Entwicklung technischer Systeme 
basierend auf konkreten Handlungsanweisungen ermöglichen (Becker, 
Beverungen, & Knackstedt, 2008, S. 106). Beispielhaft sei auf die VDI-
Richtlinie 2221 (Verein Deutscher Ingenieure, 1993) verwiesen, die sich 
über die letzten Jahre im deutschsprachigen Raum für den Bereich der Sach-
leistungsentwicklung als De Facto-Standard etabliert hat. Die hybride Wert-
schöpfung baut auf solchen etablierten Grundsätzen aus den klassischen  
Ingenieurwissenschaften auf und entwickelt angelehnte Vorgehensweisen. 
Bei der Entwicklung dieser Vorgehensmodelle sind die grundlegenden Cha-
rakteristika von Kundenlösungen zu berücksichtigen. In Anlehnung an Gräßle 
et al. (Gräßle, Thomas, Fellmann, & Krumeich, 2010, S. 2033) ergeben sich 
die wichtigsten Gestaltungsrichtlinien der hybriden Wertschöpfung zu: 
 Sach- und Dienstleistungen sind als gleichberechtigte Bestandteile von 
Kundenlösungen in die Vorgehensmodelle zu integrieren. Vorgehensmo-
delle, die einen Fokus auf die Entwicklung von Sach- oder Dienstleistun-
gen legen, verkennen das Wesen der hybriden Wertschöpfung, wonach 
Kunden kein Interesse nach Produkten oder Dienstleistungen per se haben 
(Thomas et al. 2008, S. 209f.).  
 Zur Sicherstellung der Bedürfnisbefriedigung des Kunden sind geeignete 
Methoden des Anforderungsmanagements zu berücksichtigen. Eine feh-
lende Integration des Kunden in die Entwicklungsprozesse kann eine nicht 
auf die Anforderungen des Kunden abgestimmte Realisierung der Kunden-
lösungen zur Folge haben. (Sturm & Bading, 2008, S. 184) (Rexfelt, 
Ornäs, & V.H., 2008, S. 15ff.). Diese Integration ist über den gesamten 
Lebenszyklus zu gewährleisten und methodisch rückzukoppeln (Müller & 
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Blessing, Entwicklungsprozesse hybrider Leistungsbündel - Erweiterter 
Handlungsraum für den HLB-Entwickler, 2007, S. 519) 
 Die Entwicklung von Kundenlösungen sollte nicht auf ein einzelnes Un-
ternehmen beschränkt sein, da diese oftmals nicht über die erforderlichen 
Ressourcen und Kompetenzen verfügen. (Beverungen, Knackstedt, & 
Müller, 2008, S. 220f.).  
Eine detaillierte Übersicht und eine kritische Analyse sämtlicher existieren-
den Vorgehensmodelle im Bereich der hybriden Wertschöpfung ist in 
(Gräßle, Thomas, Fellmann, & Krumeich, 2010) ersichtlich. Im Rahmen der 
vorliegenden Arbeit soll lediglich eine Auswahl relevanter Vorgehensmodelle 
vorgestellt werden. Zunächst wird auf die Ansätze von Weber et al. (Weber, 
Steinbach, & Botta, 2004) und Thomas et al. (Thomas, Walter, & Loos, 
2010) eingegangen, welche auf der Trennung von Eigenschaften und Merk-
malen (siehe Definition in Abschnitt 2.1.5.1) basieren und somit die theoreti-
sche Grundlage dieser Arbeit teilen. Anschließend wird die umfassendere 
HLB-Entwicklungsmethodik (Stark & Müller, 2012) vorgestellt, die eine 
Auswahl praktikabler Methoden zum operativen Einsatz bereitstellt, unter 
die auch die Ergebnisse dieser Arbeit fallen können. 
2.1.5.1 Entwicklungsmethodik des PSSE 
Das Phasenmodell der PSSE (Product-Service Systems Engineering) basiert 
auf dem Konzept des Property-Driven Development (PDD), dem die Tren-
nung von Eigenschaften und Merkmalen als zentralen Gestaltungspunkt in-
newohnt. Eine umfassende Darstellung des Konzeptes findet sich in (Weber, 
Steinbach, & Botta, 2004) (Steinbach, Botta, & Weber, 2005) (Botta, 2007) 
(Conrad, 2010) (Wanke, 2010). Zentrale Objekte beider Ansätze stellen  
Eigenschaften und Merkmale dar, die angelehnt an Conrad (Conrad, 2010,  
S. 40f.) wie folgt definiert werden: 
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 Merkmale beschreiben die Struktur, Gestalt und Beschaffenheit einer Kun-
denlösung und können vom Entwickler direkt beeinflusst werden. Beispiele 
für Merkmale sind Geometrie, Materialien, Dimensionen oder Oberflächen. 
 Eigenschaften beschreiben das Verhalten einer Kundenlösung und können 
vom Entwickler nicht direkt beeinflusst werden. Die vom Kunden artiku-
lierten Anforderungen beziehen sich zumeist auf die Eigenschaften eines 
PSS (Steinbach, Botta, & Weber, 2005, S. 547). Beispiele für Eigenschaften 
sind Sicherheit, Ästhetik, Umwelteigenschaften oder Kosten. 
Ziel der Entwicklungsmethodik des PSSE (Weber, Steinbach, & Botta, 
2004) ist es, basierend auf einem Eigenschaftenkatalog die Entwicklung der 
gewünschten Kundenlösung in Form von Merkmalen zu ermöglichen. Inner-
halb der PSSE Methodik  erfolgt die Bestimmung von Eigen-schaften und 
Merkmalen durch Iterationen von Synthese- und Analyseschritten. Der 
schematische Aufbau ist in Abbildung 2.6 dargestellt. Ausgangspunkt des 
Ansatzes sind die Anforderungen des Kunden, die als Soll-Eigenschaften in 
das Schalenmodell aufgenommen werden. ∆P stellt zu jedem Zeitpunkt des 
Entwicklungsprozesses die aktuelle Differenz zwischen den vom Kunden 
geforderten Soll-Eigenschaften und den tatsächlich in der Kundenlösung 
vorhandenen Ist-Eigenschaften dar. Über Syntheseschritte werden einzelne 
Soll-Eigenschaften dadurch realisiert, dass Merkmale innerhalb der Kunden-
lösung angepasst oder gänzlich neu entwickelt werden. Die Synthese stellt 
den eigentlichen kreativen Prozess innerhalb der Entwicklung dar und kann 
durch Integration bestehender Synthesemethoden wie der VDI Richtlinie 
2221 unterstützt werden. Durch die Definition neuer oder angepasster 
Merkmale resultieren Auswirkungen auf die in der Kundenlösung vorhande-
nen Ist-Eigenschaften, die innerhalb eines Analyseschrittes an die veränder-
ten Merkmale angepasst werden. 
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Abbildung 2.6:  Schalenmodell des PSSE in Anlehnung an  
(Weber, Steinbach, & Botta, 2004) 
Somit kann aus einem Abgleich von aktuellen Ist- und Soll-Eigenschaften in 
einem nächsten Schritt ∆𝑃 neu ermittelt werden. Das resultierende Ergebnis 
ist Ausgangspunkt weiterer Syntheseschritte und gleichzeitig Steuergröße für 
den Gesamtprozess. So wird sukzessive die Merkmalsebene gefüllt, was eine 
weitere Detaillierung und ein Fortschreiten im Entwicklungsprozess bedeu-
tet. Die Identifikation von Kundeneigenschaften ist dabei kontinuierlich 
durchzuführen, um Änderungen der Soll-Eigenschaften durch adäquate 
Schritte auffangen zu können. Aus Gründen der Verständlichkeit und Nach-
vollziehbarkeit wird die entwickelte Methode am Beispiel der Kundenlösung 
„Guter Schlaf“ illustriert, in dem materielle und immaterielle Leistungen so 
konfiguriert werden, dass sie dem Kunden eine erholsame Nachtruhe sichern 
(Thomas, Walter, & Loos, 2008, S. 209). Die Identifikation der Kundenei-
genschaften wird innerhalb des Anwendungsszenarios manuell durchgeführt 
und sukzessive verfeinert. Eine Möglichkeit der automatischen und kontinu-
ierlichen Überwachung der vom Kunden geforderten Soll-Eigenschaften 
wird nicht vorgestellt.  
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2.1.5.2 Ordnungsrahmen der PSSE Entwicklung 
Der Ansatz nach Thomas, Walter und Loos (Thomas, Walter, & Loos, 2010) 
baut auf der Methodik des PSSE auf und verwendet insbesondere die aus 
dem Property-Driven Development (PDD) stammende Unterscheidung zwi-
schen strukturbeschreibenden Merkmalen und verhaltensbeschreibenden  
Eigenschaften. Eine Kundenlösung wird innerhalb des Ansatzes in einem 
iterativen und inkrementellen Prozess entwickelt, der sich aus zwei Zyklen 
zusammensetzt. Innerhalb des übergeordneten Zyklus steht der Kunde mit 
seinen Anforderungen sowie als Abnehmer der resultierenden Kundenlösung 
im Mittelpunkt. Der darunterliegende innere Zyklus dient dem Entwickler 
zur iterativen Anpassung der zu entwickelnden Kundenlösung an die vom 
Kunden geäußerten Anforderungen.  
Beide Zyklen bilden gemeinsam einen fünfphasigen Ordnungsrahmen, der 
mit der Phase zur Bestimmung der Kundenanforderungen beginnt. Die Auto-
ren betonen die Wichtigkeit der Kundenanforderungen für den wirtschaftli-
chen Erfolg eines Unternehmens und stellen dies als einen Differenzierungs-
punkt gegenüber dem Ansatz des PSSE heraus. Die Bestimmung der 
Kundenanforderungen erfolgt aus Aufwandsgründen einmalig zu Beginn 
eines jeden Entwicklungszyklus. Basierend auf den (Müller & Stark, A 
Generic PSS Development Process Model Based on Theory and an 
Empirical Study, 2010)Kundenanforderungen werden in einer zweiten Phase 
die Soll-Eigenschaften der Kundenlösung definiert. Diese übersetzen die 
Kundenanforderungen aus der Sprache des Kunden in die Sprache des Ent-
wicklers. Als Beispiel geben die Autoren die Kundenanforderung „ruhiger 
Innenraum“ bei einem Automobil an, welche in die beiden Eigenschaften 
„gute Dämpfung von Außengeräuschen“ und „guter Ausgleich von Bo-
denunebenheiten“ transformiert werden kann. In der Synthesephase werden 
auf Basis der Soll-Eigenschaften der Kundenlösung deren Sach- und Dienst-
leistungsmerkmale bestimmt. Basierend auf der so entstandenen Merkmals-
struktur werden in der Analysephase die Ist-Eigenschaften auf Basis der 
Merkmalsstruktur der Synthesephase abgeleitet. Die Analysephase erlaubt 
dem Entwickler, den Grad der Zielerreichung einer von ihm konstruierten 
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Kundenlösung zu überprüfen und gegebenenfalls einen weiteren Entwick-
lungszyklus zu durchlaufen. In der abschließenden Phase der Produktion der 
Kundenlösung wird „die Kombination und Transformation von Produktions-
faktoren (…) zu Produkten“ (Schweitzer, 1993, S. 3328) verstanden. Der 
Ordnungsrahmen wird beispielhaft anhand eines Anwendungsszenarios im 
Bereich der Bereitstellung mobiler Anwendungssysteme für Kundendienst-
mitarbeiter im Sanitärbereich erläutert und validiert.  
 
 
 
 
 
 
Abbildung 2.7: Ordnungsrahmen der PSS-Entwicklungsmethodik  
2.1.5.3 HLB-Entwicklungsmethodik 
Innerhalb der HLB-Entwicklungsmethodik (Stark & Müller, 2012) werden 
ein spezifisches Systemverständnis hybrider Leistungsbündel, ein generi-
sches Vorgehensmodell für den Entwicklungsprozess sowie Methoden für 
die Planung und Entwicklung (insbesondere zur Ideenfindung und Anforde-
rungsgenerierung) definiert und bereitgestellt. Eine Implementierungsricht-
linie, welche die Transformation vom Ist- zum Soll-Entwicklungsprozess 
sowie das benötigte Prozessmanagement beinhaltet, befindet sich in der  
Erforschung (Nguyen, Müller, & Stark, 2013). Somit liefert die HLB-
Entwicklungsmethodik einen Baukasten, der sowohl die generische Betrach-
tung über ein Vorgehensmodell als auch die operative Ausgestaltung über 
einen Methodenkatalog erlaubt. Die Grundlage liefert ein Systemverständnis 
nach den in Abschnitt 2.1.3.3 beschriebenen Kernelementen von Kunden-
lösungen. 
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Das generische Vorgehensmodell für den HLB-Entwicklungsprozess ähnelt 
dem in VDI Richtlinie 2206 (Verein Deutscher Ingenieure, 2004) beschrie-
benen V-Modell und verbindet Elemente aus der klassischen Produktent-
wicklung mit Einflüssen aus dem Service Engineering und dem Systems, 
Software und Requirements Engineering. Das Vorgehensmodell ist in ver-
einfachter Form in Abbildung 2.8 ersichtlich. Durch die oberen Ebenen 
Kund/Markt/Umfeld und Leistungsebene wird die Ausrichtung am Kunden-
nutzen verankert, die für diese Arbeit wichtige Kundenorientierung findet 
sich im Element Konfiguration wieder. Das Anforderungsmanagement ist 
wie häufig üblich als Begleitprozess modelliert. Eine detaillierte Beschrei-
bung des Vorgehensmodells findet sich in (Müller & Stark, 2010). 
 
  
 
 
 
 
 
 
   
 
Abbildung 2.8: Generisches Vorgehensmodell für den HLB-Entwicklungsprozess in  
Anlehnung an (Stark & Müller, 2012, S. 48) 
Als Besonderheit finden sich in der HLB-Entwicklungsmethodik Methoden 
zur operativen Umsetzung einzelner Bestandteile des generischen Vor-
gehensmodells. So wird mit der HLB-Layer-Methode Entwicklung neuer 
Ideen, die Klärung der Entwicklungsaufgabe und in Verbindung mit der 
HLB-Anforderungscheckliste die Anforderungsgenerierung unterstützt.  
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Die HLB-Anforderungscheckliste gruppiert über 100 Kriterien zur Anforde-
rungsgenerierung und ermöglicht die Überführung der Anforderungen in  
eine objekt- und prozessorientierte Sichtweise.  
2.1.6 Zusammenfassung 
Kapitel 2.1 gibt einen Überblick über das Forschungsumfeld der Kunden-
lösungen als an die Bedürfnisse des Kunden angepasste Leistungsbündel aus 
Sach- und Dienstleistungsbestandteilen. Neben der historischen Entwicklung 
und der definitorischen Abgrenzung wurden Nutzenpotentiale für den Wan-
del zum Lösungsanbieter aufgeführt. Darunter zählen die Möglichkeit der 
Differenzierung vom Wettbewerb, die Steigerung der Gewinnmarge wie 
auch die Erhöhung der Kundenbindung. Bei der Beschreibung des Themen-
umfeldes wird insbesondere die hervorgehobene Stellung des Kunden deut-
lich, der als prozessauslösendes Element kontinuierlich in die Prozesse des 
Lösungsanbieters zu integrieren ist. Insbesondere bei den vorgestellten Vor-
gehensmodellen zur Entwicklung von Kundenlösungen wird die Notwendig-
keit einer kontinuierlichen Anforderungserfassung auch über die Entwick-
lungsphasen hinaus deutlich. Alle Modelle bleiben jedoch detaillierte 
Beschreibungen zur fortwährenden Erfassung von Kundenanforderungen 
schuldig. Stattdessen wird, wie auch in der übrigen Literatur, auf bestehende 
Methoden des klassischen Anforderungsmanagements verwiesen (Hanna & 
Newman, 2006). Aufgrund dieser Verweise wird im Folgenden näher auf die 
zitierten Methoden des Anforderungsmanagements für Produkte eingegangen. 
2.2 Management von Kundenanforderungen 
Die Darstellung des Themengebietes der Kundenlösungen legte die hohe Re-
levanz und Notwendigkeit des kontinuierlichen Managements von Kundenan-
forderungen für Lösungsanbieter offen. Im Folgenden soll das Forschungs-
feld des Kundenanforderungsmanagements näher beleuchtet und auf 
Schwachstellen hinsichtlich der Anwendbarkeit im Umfeld von Kundenlö-
sungen hingewiesen werden. Hierzu werden zunächst Grundlagen des all-
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gemeinen Anforderungsmanagements vorgestellt und insbesondere auf das 
Prozessmodell als Rahmenwerk des Anforderungsmanagements eingegan-
gen. Basierend auf dieser grundlegenden Analyse werden die existierenden 
Methoden des Anforderungsmanagements kurz vorgestellt und einer kriti-
schen Analyse hinsichtlich ihrer Einsatzfähigkeit im Bereich von Kundenlö-
sungen unterzogen. 
2.2.1 Grundlagen 
Beim Anforderungsmanagement handelt es sich um einen Prozess, der alle 
Aktivitäten zur Entwicklung und Dokumentation einer Vielzahl an Anforde-
rungen bei der Entwicklung eines Objektes zusammenfasst (Kotonya & 
Sommerville, 1998, S. 1f.). Betrachtungsgegenstand des Anforderungsmana-
gements sind Anforderungen. Für den Begriff der Anforderungen existiert 
eine Vielzahl an Definitionen von denen jedoch keine als allgemeingültig 
betrachtet werden kann. Generell bezieht sich der Begriff der Anforderungen 
eher darauf, was ein System erfüllen soll, und nicht wie dies umzusetzen ist 
(Sommerville & Sawyer, 1997). Im deutschsprachigen Raum ist die Defini-
tion nach Rupp weit verbreitet, die eine Anforderung als „Aussage über eine 
zu erfüllende Eigenschaft oder zu erbringende Leistung eines Produktes, 
Prozesses oder der am Prozess beteiligten Personen“ definiert (Rupp & 
SOPHISTen, 2009, S. 158f.). Die Generierung und Dokumentation von  
Anforderungen ist dabei wie bereits angedeutet in ein Prozessmodell einge-
bettet, welches als Anforderungsmanagement bezeichnet wird und nach Pohl 
(Pohl K. , 2007, S. 12) wie folgt definiert:  
"Das Anforderungsmanagement ist ein kooperativer, iterativer, inkre-
menteller Prozess, dessen Ziel es ist zu gewährleisten, dass alle relevan-
ten Anforderungen bekannt und in dem erforderlichen Detaillierungs-
grad verstanden sind, die involvierten Stakeholder eine ausreichende 
Übereinstimmung über die bekannten Anforderungen erzielen, alle An-
forderungen konform zu den Dokumentationsvorschriften dokumentiert 
bzw. konform zu den Spezifikationsvorschriften spezifiziert sind." 
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Innerhalb der Definition können drei einzelne Prozessschritte identifiziert 
werden, die von Pohl als die drei Hauptaktivitäten des Anforderungsmana-
gements bezeichnet werden (Pohl K. , 1994, S. 13). Nach Jiao und Chen 
werden diese drei Prozessschritte Anforderungsermittlung, Anforderungs-
analyse sowie Anforderungsspezifikation genannt (Jiao & Chen, 2006,  
S. 173f.). Zentraler Bezugspunkt des Anforderungsmanagements sind Stake-
holder als auslösendes Element. Als Stakeholder können sowohl Personen 
oder Organisatoren verstanden werden, die einen gewissen Einfluss, direkter 
oder indirekter Natur, auf die Anforderungen ausüben. Werden die Stakehol-
der auf die Gruppe der Kunden reduziert, so spricht man vom Kundenanfor-
derungsmanagement. Die Stakeholder bzw. im Kundenanforderungsma-
nagement der Kunde wirkt insbesondere auf die Anforderungsermittlung, 
indem er seine Ziele, Bedingungen und Wünsche an das zu entwickelnde 
Objekt stellt. Dabei verwenden die Kunden unterschiedliche sprachliche 
Ausdrücke, meist in nicht-fachlicher Form, auf Basis derer die Bedürfnisse, 
Bedingungen und Anforderungen konkret zu ermitteln und zu verstehen sind 
(Pohl, Böckle, & van der Linden, 2005, S. 197). Im folgenden Schritt erfolgt 
die Anforderungsanalyse auf Basis der Ergebnisse der vorgelagerten Ermitt-
lung. Diese beinhaltet eine Verarbeitung und Interpretation der gesammelten 
Informationen zur Findung eines Konsenses über die ermittelten Anforde-
rungen. Dabei gilt es, Priorisierungen und eine Selektion von differenzierten 
Anforderungen festzulegen, um eine gemeinsame Übereinstimmung zu er-
zielen. Die strukturierte Dokumentation aller ermittelten Anforderungen ist 
Aufgabe der Anforderungsspezifikation (Pohl, Böckle, & van der Linden, 
2005, S. 89ff.), welche die Grundlage für die spätere Entwicklung am Pro-
dukt bildet (Alexander & Stevens, 2002) (Kovitz, 1998). 
Das Anforderungsmanagement stützt sich auf eine Vielzahl an Methoden, 
welche die Durchführung des dargestellten dreistufigen Anforderungspro-
zesses unterstützen. Unter einer Methode wird dabei ein planmäßiges, auf 
einem Regelsystem beruhendes Vorgehen verstanden, das der Erreichung 
von vordefinierten Zielen und der Unterstützung der Denk- und Arbeitsweise 
der jeweiligen Benutzer dient (Ebert, 2009, S. 36f). Methoden liefern Hand-
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lungsvorschriften, die ein Ziel auf Basis von gegebenen Bedingungen durch 
eine festgelegte Schrittfolge erreichen und die anwendungsneutral sein sollen 
(Chroust, 1992, S. 50).  
Die im Anforderungsmanagement bereitgestellten Methoden unterstützen in 
der Regel nicht den gesamten Prozess des Anforderungsmanagements, son-
dern fokussieren einzelne der oben vorgestellten Prozessschritte. Die Nut-
zung einzelner Methoden ist dabei abhängig von Ziel und Anwendungskon-
text, für welche die Anforderungen erfasst werden sollen. Im Folgenden 
sollen die Methoden des Anforderungsmanagements zunächst identifiziert 
und im Anschluss hinsichtlich ihrer Einsetzbarkeit im Kontext der hybriden 
Wertschöpfung bewertet werden. Die Bewertung richtet sich dabei nach fol-
genden Kriterien:  
 Kundenaufwand bei der Erfassung und Analyse der Anforderungen 
 Automatisierbarkeit der Methoden 
 Häufigkeit der Anforderungserfassung 
 Möglichkeit zur Berücksichtigung der Entwicklung nachgelagerter Phasen 
Aufgrund der Vielzahl an existierenden Methoden werden diese in Anleh-
nung an Zehnter, Burger und Ovtcharova (Zehnter, Burger, & Ovtcharova, 
2012, S. 15) in Klassen mit ähnlichen Merkmalsausprägungen eingeteilt und 
somit die Anzahl an zu untersuchenden Methoden verringert. Eine Übersicht 
über die Einteilung der Methoden gibt Abbildung 2.9.  
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Abbildung 2.9: Klassifizierung von Methoden des Anforderungsmanagements 
2.2.2 Methoden der Anforderungsermittlung 
 
 
 
 
 
 
 
 
Abbildung 2.10: Methoden der Anforderungsermittlung 
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ermitteln und zu verstehen sind. Die diesen Prozessschritt unterstützende 
Methoden der Anforderungserfassung werden im Rahmen dieser Arbeit in 
Kreativitätsmethoden, Befragungsmethoden, Beobachtungsmethoden und 
artefaktbasierte Methoden untergliedert.  
2.2.2.1 Analyse von Methoden der Anforderungsermittlung 
Der Einsatz von Kreativitätsmethoden dient insbesondere der Generierung 
neuer Ideen und der Entwicklung von Visionen an ein zu entwickelndes Ob-
jekt. Es gilt, die Gedanken in verschiedene Richtungen zu lenken, um mög-
lichst eine Vielzahl an differenzierten Ideen zu einer Thematik zu erhalten 
und das implizite Wissen der Beteiligten zu ermitteln. Aufgrund der Vielzahl 
an Methoden innerhalb dieser Klasse werden Kreativitätsmethoden weiter 
untergliedert in Methoden des Brainstormings, Methoden des Perspektiven-
wechsels, sowie Analogiemethoden.  
Ziel des Brainstormings (Schawel & Billing, 2009) sowie dessen Varianten 
ist die Generierung möglichst vieler Ideen in kurzer vorgegebener Zeit. Unter 
Methoden des Brainstormings fallen das Brainstorming selbst, sowie dessen 
Varianten Brainstorming paradox (Kellner, 2002, S. 85), die 6-3-5 Methode 
(Rupp & SOPHISTen, 2009, S. 88), sowie die Kawakita-Jiro Methode 
(Kawakita, 1975).  
Methoden des Perspektivenwechsels, wie das 6-Hut-Denken (de Bono, 
2000) oder die Walt-Disney-Methode (Dilts, 2003), sind durch die Einnahme 
verschiedener Extrempositionen gekennzeichnet. Durch das Hineinversetzen 
in eine vorgegebene Perspektive sollen Teilnehmer einen anderen Blick-
winkel erhalten, um neue Ideen entwickeln zu können.  
Eine weitere Klasse zur Entwicklung kreativer Ideen stellen Analogiemetho-
den dar, innerhalb derer aktuelle Problemstellungen und Sachverhalte auf 
einen anderen Bereich abstrahiert werden. Von besonderer Bedeutung sind 
die beiden Analogiemethoden Bionik und Bisoziation. 
Befragungsmethoden dienen der Ermittlung von Anforderungen durch die 
explizite Erhebung unter einer Gruppe von Kunden oder Stakeholdern. Ziel 
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ist es, das bewusste Wissen der Beteiligten nach außen zu tragen. Unter Be-
fragungsmethoden fallen Fragebögen (Rupp & SOPHISTen, 2009, S. 96), 
Interviews (Pohl K. , 2007, S. 325), die Methode On-Site-Customer (Beck, 
1999) und das Kansei Engineering (Nagamachi, Kansei Engineering, 1989) 
(Nagamachi, 2011). Befragungsmethoden werden mit einer größeren Gruppe 
von Nutzer durchgeführt und ermöglichen somit die Akquise einer repräsen-
tativen Masse an Kundenanforderungen. 
Beobachtungsmethoden kommen zum Einsatz, wenn die Kunden keine Zeit 
finden, ihr Wissen nach außen zu artikulieren oder nicht die nötigen Fähig-
keiten besitzen, um ihre Kenntnisse zu formulieren (Pohl & Rupp, 2009,  
S. 37). In diesen Fällen wird ein Beobachter hinzugezogen, der durch den 
Abstand zur Thematik Fehler in Prozessen erkennen, Risiken identifizieren, 
relevante Abläufe dokumentieren und schließlich daraus Basisanforderungen 
ableiten kann. Bekannte Methoden stellen die Feldbeobachtung (Bray, 2002) 
sowie das Apprenticing (Beyer & Holtzblatt, 1995) dar. 
Auf der Analyse bereits vorhandener Dokumente, wie beispielweise beste-
henden Systemen oder Altsystemen, basieren Artefaktbasierte Methoden. 
Die gesammelten Erfahrungen und Lösungen der zuvor genutzten Systeme 
werden bei dieser Methode wiederverwendet. Hierbei kann unterbewusst 
vorhandenes Wissen wiedergewonnen werden – insbesondere die derzeitige 
Funktionalität des Altsystems (Rupp & SOPHISTen, 2009, S. 99). Zu den 
artefaktbasierten Methoden gehören die Systemarchäologie (John & Dörr, 
2003), der Reuse (Rupp & SOPHISTen, 2009, S. 101) und das Perspektiven-
basierte Lesen (Regnell, Runeson, & Thelin, 2000). 
2.2.2.2 Bewertung von Methoden der Anforderungsermittlung 
Ziel der Methoden der Anforderungserfassung ist es, individuelle Meinungs-
bilder des Kunden in möglichst hoher Detailtiefe zu erfassen und ohne ma-
nuellen Aufwand in die Anforderungsanalyse zu überführen. Die Analyse 
bestehender Methoden der Anforderungserfassung ergibt jedoch, dass diese 
für den Kunden entweder mit erhöhtem Mehraufwand verbunden sind oder 
die Anforderungen einen niedrigen Formalisierung- und Detaillierungsgrad 
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aufweisen. Insbesondere aufgrund des Mehraufwandes für den Kunden fin-
den die Methoden nur zu fest definierten Meilensteinen, nicht jedoch konti-
nuierliche Anwendung. 
Kreativitätsmethoden erfassen zwar individuelle Meinungsbilder einer reprä-
sentativen Gruppe an Kunden, ergeben jedoch aufgrund des kreativen Ansat-
zes lediglich unspezifische Ideen, welche in unstrukturierter Form vorliegen 
und manuell weiterzuverarbeiten sind. Dahingegen erlauben sowohl Beob-
achtungs- als auch artefaktbasierte Methoden die Identifikation detaillierter 
Anforderungen. Sie sind jedoch nicht in der Lage, individuelle Meinungsbil-
der einer repräsentativen Gruppe an Kunden widerzugeben. Bei Beobach-
tungsmethoden ist dies dem großen Aufwand zur Durchführung der Methode 
geschuldet, bei artefaktbasierten Methoden dem aggregierten Charakter der 
zugrundeliegenden Informationen. Befragungsmethoden weisen einen hohen 
Formalisierungs- und Detailierungsgrad auf und können daher je nach Auf-
bau ohne manuellen Aufwand in die Anforderungsspezifikation fließen. Die 
Befragung ist für die Kunden jedoch mit einem erhöhten Mehraufwand ver-
bunden, so dass die Anwendung in der Regel lediglich auf bestimmte Punkte 
innerhalb der Entwicklung begrenzt bleibt. 
2.2.3 Methoden der Anforderungsanalyse 
Die Aktivität der Anforderungsanalyse soll zu einer Übereinstimmung füh-
ren, indem eine konsolidierte Sicht aller geforderten Anforderungen gebildet 
wird. Dabei gilt es, Priorisierungen und eine Selektion differenzierter Anfor-
derungen festzulegen, um eine gemeinsame Übereinstimmung zu erzielen. 
Methoden der Anforderungsanalyse werden in der vorliegenden Arbeit in 
Klassifizierungsmethoden und Priorisierungsverfahren gegliedert. Innerhalb 
der Priorisierungsverfahren erfolgt aufgrund der Vielzahl an vorhandenen 
Methoden eine weitere Unterteilung in einfache und analytische Rangord-
nungsmethoden.  
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2.2.3.1 Analyse von Methoden der Anforderungsanalyse 
Klassifizierungsmethoden dienen, wie der Name bereits andeutet, der Klassi-
fizierung von Anforderungen. Ziel ist es, eine Menge von Handlungsalterna-
tiven abzuleiten, die eine einheitliche und systematische Vorgehensweise für 
alle Anforderungen einer Klasse impliziert. Interaktionsmatrizen (Kotonya & 
Sommerville, 1998, S. 78ff), das Numerical Assignment (Aurum & Wohlin, 
2005), die 2-Kriterien-Klassifikation (Pohl K. , 2007, S. 535), die Kosten-
Wert-Analyse (Karlsson, Olsson, & Ryan, 1997, S. 53) und das Kano-
Modell (Kano, Tsuji, Seraku, & Takahashi, 1984) werden in Anlehnung an 
Zehnter, Burger und Ovtcharova (Zehnter, Burger, & Ovtcharova, 2012,  
S. 25) zu den Klassifizierungsmethoden gezählt. 
Zu den Priorisierungsverfahren zählende einfache Rangordnungsmethoden 
repräsentieren Verfahren zur Ermittlung einer Ordinalskala sämtlicher zur 
ermittelten Anforderungen, welche die relative Gewichtung zwischen den 
einzelnen Elementen nicht berücksichtigt. Zu diesen Methoden werden das 
Ranking (Pohl K. , 2007, S. 531) sowie die Top-Ten Methode (Pohl & Rupp, 
2009, S. 131) gezählt. 
Analytische Rangordnungsmethoden gehen über die ordinale Zuordnung ein-
facher Rangordnungsmethoden hinaus und ermöglichen die Generierung ei-
nes Kardinalsystems an Anforderungen, welche zusätzlich zur Reihenfolge 
auch die relative Gewichtung sowie Beziehungen zwischen den Anforderun-
gen erfasst. Aufgrund ihres ausgeprägten analytischen Vorgehens erfordern 
analytische Rangordnungsverfahren einen großen Erstellungsaufwand. Zu 
den Methoden werden die Wiegers’sche Priorisierungsmatrix (Wiegers, 
2005, S. 236-239), der Analytic Hierarchy Process (AHP) (Saaty, 1980), der 
Fuzzy Analytic Hierarchy Process (Laarhoven & Pedrycz, 1983), die Con-
joint-Analyse (Green & DeSarbo, 1978) sowie das Quality Function 
Deployment (QFD) (Akao, 1990) gezählt. 
2.2.3.2 Bewertung von Methoden der Anforderungsanalyse 
Ziel der Methoden der Anforderungsanalyse ist es, eine konsistente Sicht der 
geforderten Anforderungen zu entwerfen und diese nach Bedeutung zu klas-
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sifizieren und zu priorisieren. Idealerweise wird im Rahmen des Kundenan-
forderungsmanagements die Priorisierung vom Kunden selbst vorgenom-
men, um mögliche Falschbewertungen zu vermeiden. Methoden wie der 
Analytic Hierarchy Process oder die Conjoint Analyse sind typische Vertre-
ter eines solchen Vorgehens. Die Erfassung der Informationen ist jedoch für 
den Kunden mit einem Mehraufwand verbunden, weshalb alternative An-
sätze eine Beurteilung basierend auf Expertenwissen ermöglichen - darunter 
fallen das Quality Function Deployment wie auch die Wiegers’sche Priori-
sierungsmatrix. Die Ansätze weisen jedoch den Nachteil auf, dass die tat-
sächlichen Absichten des Kunden missverstanden werden können, was im 
negativen Fall zu Fehlentwicklungen führt. Unabhängig von der Wahl einer 
Alternative ist die Durchführung der Anforderungsanalyse mit einem hohen 
Anteil an manuellem Aufwand verbunden, weshalb die Anforderungsanalyse 
auf bestimmte Punkte innerhalb der Produktentwicklung begrenzt ist und 
nicht kontinuierlich vorgenommen wird.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.11: Methoden der Anforderungsanalyse 
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2.2.4 Methoden der Anforderungsspezifikation 
Innerhalb des Prozessschrittes der Anforderungsspezifikation werden die zuvor 
ermittelten und analysierten Anforderungen in strukturierter Form dokumen-
tiert, um als Grundlage der späteren Entwicklung dienen zu können. Methoden 
der Anforderungsspezifikation können in modellbasierte Methoden, natürlich-
sprachige Methoden sowie standardisierte Methoden untergliedert werden. 
2.2.4.1 Analyse von Methoden der Anforderungsspezifikation 
Modellbasierte Methoden beruhen auf einer Dokumentation der Anforderun-
gen durch die Erstellung eines Modells, das ein abstrahiertes Abbild der vor-
handenen Realität oder der zu entwickelnden Realität darstellt (Pohl & Rupp, 
2009, S. 68). Das Vorhandensein einer vorgegeben Syntax und Semantik in 
Kombination mit natürlicher Sprache ist kennzeichnend für die modellba-
sierten Methoden. Um die ermittelten, priorisierten und konsistenten Anfor-
derungen in eine wiederverwendbare und strukturierte Dokumentation zu 
transformieren sind zunächst Daten, Struktur, Funktionen und Verhalten der 
zu entwickelnden Lösung zu analysieren. Modellbasierte Methoden können 
aufgrund der existierenden Methodenvielfalt weiter untergliedert werden in 
Daten- und Strukturmodelle sowie Verhaltensmodelle bzw. Prozessmodelle.  
 Daten- und Strukturmodelle spezifizieren zuvor geäußerte Anforderungen, 
indem sie die zu entwickelnde Realität durch Objekte und zwischen den 
Objekten wirkende Beziehungen modellieren. Die Modelle lassen dabei 
nur Rückschlüsse auf die statische Struktur der Realität zu. Zu den gän-
gigsten Modellen zählen das Entity-Relationship-Modeling (Chen, 1976) 
sowie UML Klassendiagramme.  
 Prozessmodelle oder auch Verhaltensmodelle dienen der Modellierung des 
dynamischen Verhaltens des zu entwickelnden Systems. Zu den Prozess-
modellen zählen UML Aktivitätsdiagramme, Petrinetze, Ereignisgesteuerte 
Prozessketten (Nüttgens & Rump, 2002, S. 64), Statecharts (Pohl & Rupp, 
2009, S. 92), Datenflussmodelle (DeMarco, 1979, S. 51) sowie Entschei-
dungstabellen und Entscheidungsbäume (Davis, 1990, S. 223ff). 
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 Natürlichsprachige Methoden der Anforderungsspezifikation werden 
durch den Einsatz der natürlichen Sprache ohne den Gebrauch eines vorde-
finierten Satzes an Notationen gekennzeichnet. Dadurch weisen sie zwar 
einen geringen Erstellungsaufwand, jedoch auch einen schwachen Forma-
litätsgrad auf. Zu den natürlichsprachigen Methoden zählen Prosa (Rupp & 
SOPHISTen, 2009, S. 115 ff.), die Satzschablone (Pohl & Rupp, 2009,  
S. 61ff) sowie der Glossar (Pohl K. , 2007, S. 244). 
Typisches Kennzeichen standardisierter Methoden ist deren vordefinierte 
oder standardisierte Gliederung der Anforderungsspezifikation, welche die 
Grobstruktur der zu dokumentierenden Anforderungen darstellt (Pohl & 
Rupp, 2009, S. 47). Zu den standardisierten Methoden zählen die Software 
Requirements Specification (SRS) nach dem IEEE Standard 830-1998 
(IEEE, 1998) sowie das Volere Requirements Specification Template 
(Robertson & Robertson, 2010).  
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 2.12: Methoden der Anforderungsspezifikation 
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2.2.4.2 Bewertung von Methoden der Anforderungsspezifikation 
Methoden der Anforderungsspezifikation haben zum Ziel, die konsistenten 
Anforderungen aus der Anforderungsanalyse strukturiert zu dokumentieren, 
um als Basis der nachgelagerten Entwicklung dienen zu können. Wie auch 
bei Methoden der Anforderungsanalyse überwiegen manuelle Abläufe. Der 
manuelle Aufwand ist dabei umso höher, je detaillierter und formalisierter 
die Spezifikation vorgenommen wird. Insbesondere modellbasierte und stan-
dardisierte Methoden, die häufig in Verbindung miteinander verwendet wer-
den, weisen einen hohen Aufwand auf. In der Regel werden daher auch  
Anforderungsspezifikationen nicht kontinuierlich weitergepflegt und sind 
auf die Entwicklungsphase beschränkt.  
2.2.5 Integrierte Ansätze  
Integrierte Ansätze des Anforderungsmanagements mit Fokussierung der 
Nutzungsphase von Produkten und Dienstleistungen finden sich selten. 
Rzehorz (Rzehorz, 1998) liefert eine erste grundlegende Beschreibung der 
Thematik, indem er die Erfassung von Erfahrungswissen aus der Nutzungs-
phase und deren Integration in den Konstruktionsprozess fordert. Produkt-
zentrierte Ansätze werden von Jungk (Jungk, 2007) und Neubach (Neubach, 
2010) erläutert. Sie beschreiben jeweils einen Prozess zur Erfassung von 
Produktnutzungsinformationen, die ihrerseits Erkenntnisse zur Weiterent-
wicklung der Produkte liefern. Einen kundenzentrierten Ansatz beschreibt 
Schulte (Schulte, 2007), der das Erfahrungswissen des Kunden als Bezugs-
quelle für das Anforderungsmanagement sieht. Hierfür erweitert er den An-
satz des Quality Function Deployment. Einen gesamtheitlichen Ansatz zur 
Erfassung von Kundenanforderungen über den Lebenslauf einer individuel-
len Kundenbeziehung liefern die Ergebnisse des BMBF-Verbundprojekts 
DIALOG (Franke, Grein, & Türck, 2011). Über ein zentrales Feedback-
Bezugsobjekt (FBO) wird die Wirkung, Nutzung und der Zustand des Pro-
duktes beim Kunden kontinuierlich erfasst. Insbesondere wird ein Produkt-
konfigurator bereitgestellt, der auf dem Ansatz des fallbasierten Schließens 
beruht und zur Vorschlagsgenerierung genutzt wird (Schubert, Rogalski, & 
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Ovtcharova, 2011, S. 43). Wie auch die vorliegende Arbeit ist es das erklärte 
Ziel, Kunden- und Anbietersicht miteinander zu verknüpfen (Schubert, 
Wicaksono, & Rogalski, 2011, S. 357f.). Die vorliegende Arbeit erweitert 
den Fokus bestehender Arbeiten und geht im Besonderen auf Spezifika im 
Bereich der Kundenlösungen ein. 
2.2.6 Zusammenfassung 
Die Durchführung von bestehenden Methoden des Anforderungsmanage-
ments ist sowohl für den Kunden als auch für das betroffene Unternehmen 
mit hohem zusätzlichem Aufwand verbunden. In Bezug auf den Kunden sind 
die Methoden nicht darauf ausgelegt, bestehende Interaktionspunkte zwi-
schen Kunde und Unternehmen zu nutzen. Stattdessen werden neue, für den 
Kunden mit Mehraufwand verbundene Interaktionspunkte definiert, was zu 
Verzerrungen der Objektivität der Aussagen führen kann. Für die betroffe-
nen Unternehmen sind insbesondere die Methoden der Anforderungsanalyse 
als auch der Anforderungsspezifikation mit einem hohen manuellen Auf-
wand verbunden. Unüberwachte Methoden, welche eine automatisierte 
Rückführung der Anforderungen insbesondere in der Nutzungsphase der 
Produkte erlauben, existieren in der klassischen Literatur nicht. Als Folge 
des Mehraufwands bleibt die Durchführung der Methoden auf bestimmte 
Punkte innerhalb der Entwicklungsphase begrenzt. Die Erfassung der Kun-
denanforderungen erfolgt somit zu fest definierten Meilensteinen. Eine fort-
laufende Kontrolle der Anforderungen, insbesondere in den der Entwicklung 
nachgelagerten Phasen, findet bedingt durch den hohen Akquise- und Verar-
beitungsaufwand nicht statt.  
Bislang getätigte Forschung im Themenumfeld von Kundenlösungen be-
gnügte sich damit, auf herkömmliche Methoden des Anforderungsmanage-
ments für die Produktentwicklung zu verweisen (Hanna & Newman, 2006). 
Sämtliche der zuvor untersuchten Methoden entstammen daher der her-
kömmlichen Produktentwicklung. Da die hybride Wertschöpfung wie ge-
zeigt spezifische Charakteristika aufweist, die sich vom reinen Sachleis-
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tungsbereich unterscheiden, sind die zugrundeliegenden Methoden des An-
forderungsmanagements entsprechend anzupassen. 
Der somit identifizierte wissenschaftliche Handlungsbedarf wird in der Folge 
auf dessen praktischen Nutzen hin validiert. Ziel ist es, die industrielle Rele-
vanz der Thematik explizit herauszustellen.  
2.3 Industrieller Handlungsbedarf 
Im Rahmen der vorliegenden Arbeit wurde eine empirische Marktuntersu-
chung durchgeführt, innerhalb derer die Relevanz des identifizierten wissen-
schaftlichen Handlungsbedarfs unter industriellen Gesichtspunkten validiert 
und ein industrieller Handlungsbedarf abgeleitet wurde. Im Speziellen wird 
die aktuelle Entwicklung des Marktes für Kundenlösungen analysiert, um 
dessen Relevanz im Gesamtmarkt einschätzen zu können. Zum anderen wer-
den die Identifikation und Einarbeitung von Kundenbedürfnissen in die Pro-
zesse von Anbietern kritisch beleuchtet und Schwachstellen aufgezeigt.  
2.3.1 Grundlagen 
Die Studie von Burger et al. (Burger, Ovtcharova, & Brenner, 2012) wurde 
als branchenübergreifende Onlineumfrage durchgeführt, an der 120 führende 
Industrieunternehmen aus dem deutschsprachigen Raum teilnahmen. Zur 
Abbildung des industriellen Status Quo wurden sechs Gestaltungsfelder 
identifiziert, welche den Wandel zum Lösungsanbieter in seiner Gänze erfas-
sen und somit greifbar und quantifizierbar machen. Auf strategischer Ebene 
geben die Gestaltungsfelder Markt, Management und Kunde Informationen 
über die übergeordnete Ausrichtung eines Unternehmens (Ovtcharova, 
Burger, & Kilger, 2012, S. 2) (Burger & Ovtcharova, 2011). Die strategische 
Ausrichtung ist in der Folge auf operativer Ebene zu verankern. Diese wird 
in der Studie durch die beiden Gestaltungsfelder Organisation und Prozesse 
charakterisiert. Auf unterster Ebene findet sich die IT und andere Enabling 
Technologies. Diese unterstützen die operativen Prozesse mithilfe geeigneter 
Systeme und stellen das letzte der sechs Gestaltungsfelder dar.  
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Von den befragten Studienteilnehmern entstammen 85 Prozent dem Füh-
rungskreis ihres Unternehmens. Die Studie vermittelt somit ein repräsenta-
tives Bild heutiger und zukünftiger Entscheider von Industrieunternehmen. 
Insbesondere fällt auf, dass die Teilnehmer zum überwiegenden Teil Groß-
unternehmen mit mehr als 1.000 Mitarbeitern angehören. Die Thematik der 
Kundenlösungen spricht demnach eher Konzerne an, welche die Lieferkette 
anführen oder eine vordere Position innerhalb der Lieferkette bekleiden: 
Knapp 80 Prozent der befragten Teilnehmer arbeiten für einen OEM oder 
einen 1
st
 Tier Supplier. Die beteiligten Unternehmen repräsentieren ein weit 
gefächertes Branchenspektrum wie den Maschinen- und Anlagenbau, die 
Automobilindustrie, den High Tech und Elektronik Bereich, die Nahrungs-
mittelindustrie, die Energie- und Umwelttechnik oder auch die chemischen 
Industrie. Diese Ergebnisse belegen, dass das Interesse an der Thematik der 
Kundenlösungen ein breites Kundenspektrum anspricht und nicht auf spezi-
fische Industriezweige beschränkt ist.  
2.3.2 Analyse des Bedarfs an Kundenlösungen 
Innerhalb der Studie wurden die Teilnehmer befragt, wie sich ihre Unter-
nehmen zum aktuellen Zeitpunkt maßgeblich vom Wettbewerb differenzie-
ren. Dabei zeigte sich, dass innovative Produkteigenschaften die zentralen 
Differenzierungspunkte im Vergleich zum Wettbewerb darstellen. Während 
mehr als 63 Prozent der befragten Unternehmen ihre Produkte vollständig 
oder zumindest überwiegend als unternehmerisches Alleinstellungsmerkmal 
identifizieren, sind es bei Kundenlösungen lediglich rund 32 Prozent. Zu-
nehmender Wettbewerbsdruck, insbesondere durch Niedriglohnländer und 
die Homogenisierung der Märkte erschweren eine Differenzierung rein über 
Produktfunktionalitäten jedoch immer mehr. Die Studienteilnehmer sind sich 
dieser Situation bewusst: Knapp die Hälfte der Studienteilnehmer stuft die 
Wahrscheinlichkeit, dass der Markt in Zukunft keine reinen Sachleistungen 
mehr annimmt, als hoch bis sehr hoch ein. Abbildung 2.13 stellt den Sach-
verhalt grafisch dar. 
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Bitte bewerten Sie Kundenlösungen (Sachleistungs-Dienstleistungsbündel) anhand folgender Aspekte:Wir gehen davon aus, dass unsere Kunden zukünftig verstärkt individuelle Lösungen fordern werden.
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Abbildung 2.13: Die Bedeutung reiner Produkte schwindet 
Das Ziel eines nachhaltig wirtschaftenden Unternehmens muss es daher sein, 
alternative Wege zur Differenzierung vom Wettbewerb zu finden. Bedingt 
durch eine steigende Marktmacht der Kundenseite ist dabei insbesondere auf 
deren Bedürfnisse sowie auf die Integration dieser Bedürfnisse in das Leis-
tungsportfolio des Anbieters zu achten. Dabei spielt weniger die Art der  
Umsetzung eine Rolle als vielmehr die Tatsache, dass die individuellen  
Bedürfnisse einzelner Kunden befriedigt werden. Die Antworten der Studien-
teilnehmer untermauern diese These: 72,5% aller Studienteilnehmer gehen 
davon aus, dass die Kunden zukünftig in verstärktem Maße individuelle 
Kundenlösungen fordern werden (siehe Abbildung 2.14). Die Unternehmen 
reagieren auf diese Forderung, indem sie den signifikanten Ausbau des 
Dienstleistungsanteils am Leistungsportfolio planen. Mehr als die Hälfte der 
befragten Unternehmen haben diesbezüglich bereits Anstrengungen unter-
nommen. Mit dem Ausbau des Dienstleistungsportfolios und dessen enger 
Verzahnung mit dem bestehenden Produktspektrum sind die Weichen für das 
Angebot von Kundenlösungen gestellt.  
 
 
Abbildung 2.14: Der Markt fordert verstärkt individuelle Lösungen 
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Die Wachstumsraten des Marktes für Kundenlösungen schätzen dabei knapp 
99 Prozent der Studienteilnehmer als positiv ein. Über ein Viertel der befrag-
ten Unternehmen prognostizieren die jährlichen Wachstumsraten sogar im 
zweistelligen Bereich. Das Potential von Kundenlösungen sowie deren Mög-
lichkeit der Differenzierung wurde also erkannt. 
2.3.3 Analyse der Integration von 
Kundenbedürfnissen 
Kundenlösungen orientieren sich per Definition an der Lösung individueller 
Kundenprobleme und setzen den Kunden in den Mittelpunkt sämtlicher Ak-
tivitäten. Die Existenz eines Lösungsanbieters beruht daher auf der Fähig-
keit, die Bedürfnisse seiner Zielgruppe zu kennen und diese in Form von 
Leistungen befriedigen zu können. Ausgangspunkt jeglicher unternehmeri-
scher Aktivitäten ist die Kenntnis der Bedürfnisse der Kunden. Diese Auf-
fassung wird von über 70 Prozent der befragten Unternehmen geteilt, wie 
Abbildung 2.15 verdeutlicht. Im Rahmen der Global CEO Study von IBM 
(IBM Deutschland GmbH, 2010) wird die enge Ausrichtung des Unterneh-
mens am Kunden ebenfalls deutlich: 88 Prozent der befragten CEOs sehen in 
einer Intensivierung der Kundenbeziehungen die wichtigste strategische 
Stoßrichtung der nächsten fünf Jahre.  
 
 
Abbildung 2.15: Der Kunde wird als Initiator von Leistungsverbesserungen gesehen 
Innerhalb der Studie wurde zudem darauf eingegangen, welche Methoden 
zur Erfassung und Einarbeitung von Kundenbedürfnissen in das Leistungs-
spektrum des Anbieters angewendet werden. Bei der Integration von Anfor-
9,0% 20,5% 70,5% 
Bitte bewerten Sie die von Ihrem Unternehmen angebotenen Leistungen hinsichtlich folgender Aspekte: Der Kunde wird als Initiator von Leistungsverbesserungen gesehen.
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Der Kunde wird als Initiator von Leistungsverbesserungen gesehen. 
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derungen und Bedürfnissen des Kunden zeigte sich deutlich das Vorherr-
schen altbewährter und wenig strukturierter Methoden wie Kundenbefragun-
gen oder die Nutzung allgemeiner Marktstudien. Abbildung 2.16 veran-
schaulicht den Sachverhalt grafisch. Um eine systematische Analyse 
einzelner Kundenanforderungen zu ermöglichen, sind klassische Methoden 
jedoch zunehmend durch fortschrittlichere Methoden zu ersetzen. Somit wird 
eine vereinfachte Überführung von individuellen Anforderungen in individu-
elle Leistungen sichergestellt. Solche Methoden der Anforderungsintegration 
werden jedoch nur unzureichend verwendet. Im Zusammenhang mit der 
Identifikation von Kundenbedürfnissen können Systeme zur Konfiguration 
individueller Leistungsbündel zum Tragen kommen, da diese an der Schnitt-
stelle zwischen Kunde und Anbieter agieren. Der Einsatz solcher Systeme 
wird von den Studienteilnehmern jedoch zu knapp 50 Prozent als sehr nied-
rig bis niedrig eingestuft.  
 
 
Abbildung 2.16: Nutzung veralteter Methoden zur Identifikation von Kundenan- 
forderungen 
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2.3.4 Zusammenfassung 
Die Studie untermauert die auf wissenschaftlicher Seite identifizierten Hand-
lungsbedarfe unter praktischen Gesichtspunkten. Insbesondere wird deutlich, 
dass der Markt für Kundenlösungen als attraktiver Wachstumsmarkt angese-
hen wird. Hinsichtlich der Integration von Kundenanforderungen zeigte sich 
das Vorherrschen altbewährter und wenig strukturierter Methoden, die von 
den Unternehmen als unzureichend bezeichnet werden.  
2.4 Ableitung des Handlungsbedarfs 
Basierend auf den im Rahmen dieses Kapitels beschriebenen Grundlagen 
konnte ein wissenschaftlicher Handlungsbedarf abgeleitet werden, der in der 
Folge unter industriellen Gesichtspunkten bestätigt wurde. Der somit vali-
dierte Handlungsbedarf dient als Motivation und Grundlage dieser Arbeit 
und soll im Folgenden im Detail diskutiert werden.  
Bei der Darstellung des Themengebietes Kundenlösungen wurde insbeson-
dere die hervorgehobene Stellung der Kunden deutlich, welche kein Inte-
resse nach Produkten oder Dienstleistungen per se haben, sondern vielmehr 
die Lösung einer Problemstellung oder eines Bedürfnisses erwarten. Auch 
die dargestellten Vorgehensmodelle zur Entwicklung von Kundenlösungen 
betonen die Wichtigkeit der Kundenintegration, insbesondere der kontinuier-
lichen Anforderungserfassung, auch über die Entwicklungsprozesse hinaus. 
Der hervorgehobenen und im Vergleich zur klassischen Produktentwicklung 
geänderten Stellung des Kunden werden bestehende Ansätze des Kundenan-
forderungsmanagements jedoch nicht gerecht. Bei der genauen Analyse 
ergab sich, dass existierende Methoden des Kundenanforderungsmanage-
ments spezifisch auf die Entwicklung von Produkten ausgelegt sind. Als die 
schwerwiegendsten Nachteile wurden die Begrenzung der Methoden auf be-
stimmte Punkte innerhalb der Produktentwicklung und damit die Vernach-
lässigung der kontinuierlichen Erfassung von Kundenanforderungen identifi-
ziert. Insbesondere werden die der Entwicklung nachgelagerten Phasen nicht 
berücksichtigt und manuelle Prozesse fokussiert. Der aus wissenschaftlicher 
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Sicht identifizierte Handlungsbedarf wurde in der Folge auf Basis der  
Ergebnisse einer Marktstudie auf dessen industrielle Notwendigkeit hin 
überprüft. Grundlage der Überprüfung unter industriellen Gesichtspunkten 
war eine empirische Studie, an der 120 führende Industrieunternehmen aus 
dem deutschsprachigen Raum teilnahmen. Die Studie untermauerte den zu-
vor identifizierten wissenschaftlichen Handlungsbedarf.  
Der dieser Arbeit zugrundeliegende Handlungsbedarf ergibt sich damit  
einerseits zur Notwendigkeit an Ansätzen zur Kundenintegration, die sich 
weniger am Produkt als vielmehr am Kundennutzen ausrichten. Im Rahmen 
der vorliegenden Arbeit soll dies durch die Konzeption eines transparenten 
Lösungskonfigurators  erfolgen, der eine Konfiguration basierend auf Kun-
dennutzen und Kundenbedürfnissen anstelle von Produktmerkmalen erlaubt. 
Dieser Handlungsbedarf wird als erstes Hauptziel der Arbeit H1 bezeichnet. 
Als Unterziele wurden folgende Punkte abgeleitet: 
H1 Konzeption eines transparenten Lösungskonfigurators, der eine 
Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen 
anstelle von Produktmerkmalen erlaubt 
  
U1-1 Berücksichtigung natürlicher menschlicher Unschärfe bei der  
Verknüpfung von Kunden- und Anbietersicht 
 Menschliche Kognition beruht nicht nur auf zwei Wahrheitswerten, 
sondern weißt in der Regel ein hohes Maß an Unschärfe und Vag-
heit auf (siehe auch (Sakao, Panshef, & Dörsam, 2009, S. 140). Um 
ein optimales Verständnis zwischen Kunde und Anbieter sicherzu-
stellen, ist natürliche Unschärfe in umgangs-sprachlichen Beschrei-
bungen bei der Integration des Kunden zu berücksichtigen. 
  
U1-2 Erkennen impliziten Wissens innerhalb der Kundenaussagen 
 Menschliche Ausdrucksweise beinhaltet neben expliziten auch im-
plizite Informationen. Diese sind in einem Sachverhalt eingeschlos-
sen und können durch logisches Schlussfolgern explizit gemacht 
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werden. Die zu entwickelnde Methodik soll die Bedeutung der Kun-
denaussagen ermitteln und somit auf implizites Wissen zugreifen 
können. 
  
U1-3 Bereitstellung eines Vorgehensrahmens zur Unterstützung des Lö-
sungsanbieters bei der Einführung der Methodik im Unternehmen 
 Um die Methodik strukturiert formalisieren und im Unternehmen 
einführen zu können, bedarf es eines Vorgehensrahmens, der die 
beteiligten Akteure darin unterstützt, den Wissensaustausch zwi-
schen Menschen und Informationssystemen zu ermöglichen. 
  
U1-4 Sicherstellung der Nutzbarkeit unter Gesichtspunkten der  
Gebrauchstauglichkeit (Usability) 
 Die zu entwickelnde Methodik richtet sich am Nutzen des Kunden 
(siehe U2-1) aus. Nicht nur die methodische Basis, sondern das Ge-
samtsystem bestehend aus Mensch, Werkzeug und Aufgabe hat je-
doch den Bedürfnissen des Benutzers entsprechend gestaltet zu sein, 
um das Wohlbefinden des Menschen und die Leistung des Gesamt-
systems zu optimieren. 
 
Als zweiter übergeordneter Handlungsbedarf H2 wurde die Notwendigkeit 
einer kontinuierlichen, automatisierten Erfassung von Kundenanforderungen 
für die Entwicklung von Kundenlösungen identifiziert, ohne dabei einen 
Mehraufwand für den Kunden zu generieren. Im Rahmen der vorliegenden 
Arbeit ist dies durch eine kontinuierliche Rückführung von Kundenanforde-
rungen aus der Entwicklung nachgelagerten Phasen auf Basis des zuvor ge-
forderten Konfigurators als kontinuierliche Bezugsquelle sicherzustellen. Als 
Nebenbedingungen wurden folgende Unterziele definiert: 
 
H2 Bedarf einer kontinuierlichen, automatisierten Erfassung von Kun-
denanforderungen für die Entwicklung von Kundenlösungen, ohne 
einen Mehraufwand für den Kunden zu generieren 
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U2-1 Ausrichtung auf die Charakteristika von Kundenlösungen 
 Kunden haben kein Interesse nach Produkten oder Dienstleistungen 
per se, sondern erwarten vielmehr die Lösung einer Problemstellung 
oder eines Bedürfnisses. Die zu entwickelnde Methodik hat diesem 
Umstand Rechnung zu tragen und ist an den Anforderungen und 
Bedürfnissen des Kunden auszurichten.  
  
U2-2 Nutzung bestehender Interaktionspunkte mit dem Kunden zur  
Vermeidung von Mehraufwand 
 Existierende Ansätze des Managements von Kundenanforderungen 
nutzen keine bestehenden Interaktionspunkte zwischen Kunde und 
Unternehmen. Stattdessen werden neue, für den Kunden mit Mehr-
aufwand verbundene Interaktionspunkte definiert, was zu Verzer-
rungen der Objektivität der Aussagen führt. 
  
U2-3 Unüberwachte Analyse des Lösungsportfolios hinsichtlich der  
Abdeckung von Markttrends und Qualitätsbelangen 
 Die zu entwickelnde Methodik muss einen Ansatz zum Management 
von Kundenanforderungen bereitstellen, der eine automatisierte 
Rückführung der Anforderungen insbesondere in der Nutzungsphase 
der Leistungen ermöglicht. Diese existieren in der klassischen Lite-
ratur nicht. Durch Minimierung des manuellen Aufwands wird eine 
fortlaufende Kontrolle von Kundenanforderungen ermöglicht. 
 
Zur Zielerreichung werden bestehende Ansätze aus verschiedenen For-
schungsbereichen, welche im Zusammenhang mit einem der aufgestellten 
Haupt- oder Unterziele stehen, identifiziert und im folgenden Kapitel vorge-
stellt und analysiert. Die Analyse soll Potentiale aber auch Schwächen beste-
hender Ansätze aufzeigen und als Grundlage zur Spezifikation des Konzept-
teils dieser Arbeit dienen. 
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3 Analyse ausgewählter Ansätze in 
Wissenschaft und Technik 
Das vorliegende Kapitel liefert eine Analyse existierender Methoden und 
Konzepte in Bezug auf die in Abschnitt 2.4 ‚Ableitung des Handlungsbe-
darfs‘ definierten Anforderungen. Es wird analysiert, auf welchen Ansätzen 
aus Wissenschaft und Technik die zu entwickelnde Methodik ‚Design for 
Customer‘ aufbauen kann, um die Ziele der Arbeit bestmöglich zu erreichen. 
Im zunächst folgenden Abschnitt 3.1 wird auf ausgewählte Methoden der 
Künstlichen Intelligenz eingegangen, welche in der Lage sind, menschliche 
Unschärfe bei der Verknüpfung von Kunden- und Anbietersicht zu berück-
sichtigen. Darauf aufbauend werden in Abschnitt 3.2 semantische Techno-
logien erläutert, welche implizites Wissen in Kundenaussagen erkennen und 
daraus Schlussfolgerungen ableiten können. Bestehende Vorgehensmodelle 
zur Bereitstellung eines Vorgehensrahmens werden ebenfalls in diesem Ab-
schnitt erläutert. Abschnitt 3.3 liefert eine Übersicht über bestehende Ver-
fahren der Assoziationsanalyse aus dem Bereich des Knowledge Discovery 
in Databases, um aus den generierten Kundendaten Anforderungen ableiten 
zu können. Eine abschließende Bewertung der analysierten Ansätze wird  
in Abschnitt 3.4 vorgenommen. Darin werden die analysierten Methoden 
hinsichtlich ihres Zielerreichungsgrades bezüglich des identifizierten Hand-
lungsbedarfs übersichtlich zusammengefasst und somit auf den Konzeptteil 
übergeleitet. 
3.1 Ausgewählte Methoden der 
Künstlichen Intelligenz 
Im vorliegenden Unterkapitel sollen ausgewählte Methoden der Künstlichen 
Intelligenz dahingehend untersucht werden, inwiefern sie eine Verknüpfung 
von Kunden- und Anbietersicht erlauben und dabei natürlichsprachige 
menschliche Unschärfe berücksichtigen. Hierfür werden zunächst auf dem 
propabilistischen Schließen beruhende Bayes’sche Netze vorgestellt und 
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analysiert. In der Folge werden sowohl Künstliche Neuronale Netze als auch 
Fuzzy-Systeme evaluiert, die der Computational Intelligence als Untermenge 
der Künstlichen Intelligenz entspringen. 
Die Künstliche Intelligenz (KI) als Informatikdisziplin beschäftigt sich mit 
der Modellierung intelligenter Maschinen und der Nachahmung menschli-
chen Verhaltens am Computer (Görz, Rollinger, & Schneeberger, 2003,  
S. 1). Die Definition des Begriffes ist jedoch insofern schwierig, da es keine 
allgemein anerkannte Definition von Intelligenz gibt (Zöller-Greer, 2010,  
S. 5). Auf eine detaillierte Behandlung der Definition wird im Rahmen der 
vorliegenden Arbeit jedoch verzichtet und stattdessen auf die einschlägige 
Literatur verwiesen. 
3.1.1 Bayes’sche Netze 
Im Rahmen dieses Abschnittes werden Bayes’sche Netze als graphische Mo-
delle zur Repräsentation propabilistischer Zusammenhänge vorgestellt. 
Hierbei wird zunächst auf die zugrundeliegende Bayes-Statistik einge-
gangen, bevor Bayes’sche Netze sowie Schluss-folgerungsprozesse in 
Bayes’schen Netzen erläutert werden. Abschließend wird eine kritische Ana-
lyse des Ansatzes in Bezug auf das vorliegende Forschungsvorhaben durch-
geführt. 
Während sich die traditionelle Statistik auf Wahrscheinlichkeiten zufälliger 
Ereignisse beschränkt, erweitert die Bayes-Statistik den Begriff der Wahr-
scheinlichkeit, indem sie diesen auf generelle Aussagen ausdehnt. Grundlage 
der gesamten Bayes-Statistik und damit auch Bayes’scher Netze bildet das 
Bayes Theorem. Mit dessen Hilfe lassen sich unbekannte Parameter schät-
zen, Konfidenzregionen für die unbekannten Parameter angeben sowie  
Hypothesen für die Parameter prüfen (Koch, 1999, S. 253). Formal darge-
stellt lautet das Bayes Theorem: 
 𝑃(𝐴|𝐵𝐶) =
𝑃(𝐴|𝐶)𝑃(𝐵|𝐴𝐶)
𝑃(𝐵|𝐶)
 [3.1] 
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Dabei wird unter 𝐴 eine Aussage über ein unbekanntes Phänomen verstan-
den. 𝐵 ist eine Aussage, die Informationen über das unbekannte Phänomen 
enthält und 𝐶 eine Aussage über zusätzliches Wissen (Koch, 2000, S. 14). 
𝑃(𝐴|𝐶) wird als Priori-Wahrscheinlichkeit bezeichnet, 𝑃(𝐴|𝐵𝐶) als Poste-
riori-Wahrscheinlichkeit und 𝑃(𝐵|𝐴𝐶) als Likelihood (Koch, 1999, S. 254). 
Um zur Posteriori-Wahrscheinlichkeit über das unbekannte Phänomen zu 
gelangen wird die Priori-Wahrscheinlichkeit über die Likelihood-Wahr-
scheinlichkeit modifiziert. 
Bayes’sche Netze bauen auf dem beschriebenen Bayes Theorem auf und 
stellen einen Ansatz zur Repräsentation probabilistischer Zusammenhänge 
mithilfe graphischer Modelle dar. Zur Darstellung von Beziehungen und 
Annahmen bedienen sich die Bayes’sche Netze gerichteter Graphen aus der 
Graphentheorie sowie weiterer Methoden der klassischen Wahrscheinlich-
keitstheorie, um Unsicherheiten in die Netze zu integrieren. Auf dieser Basis 
können komplexe Modelle dargestellt werden, die sowohl Unvollständigkei-
ten als Unsicherheiten enthalten. Zur Mathematisierung des beschriebenen 
Sachverhaltes werden Bayes’sche Netze in Anlehnung an (Wittig, 2002,  
S. 15) wie folgt definiert:  
Definition 3.1 (Bayes’sches Netz): Ein Bayes’sches Netz B = (G, θ) für eine 
Meng  X = {X1, … , Xn} von Zufallsvariablen besteht aus zwei Teilen: 
1. Einem gerichteten azyklischen Graphen G = (X, E), dessen Knoten den 
Zufallsvariablen entsprechen und mit dessen Kanten die bedingten 
Wahrscheinlichkeiten zwischen den Variablen kodiert werden. Man 
spricht von G als der Struktur von B. 
2. Einer Menge θ = {θ1, … , θn} von mit den Knoten assoziierten Tabellen 
bedingter Wahrscheinlichkeiten θi = P(Xi|Pa(Xi) ) mit i=1,…,n.  
Sie beinhalten als Einträge die bedingten Wahrscheinlichkeiten 
θijk = P(xij|pak(Xi)) der ni Zustände xij, j=1,…ni, der Variablen Xi 
konditioniert auf die möglichen Zustandskombinationen pa(Xi) der  
Eltern Pa(Xi). Mit pak(Xi) wird die k-te der Zustandskombination 
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pa(Xi) der Eltern bezeichnet. Falls pa(Xi) = ∅, so ist diese Tabelle auf 
P(Xi) reduziert. 
Dabei gilt, dass eine Zufallsvariable Xi bedingt unabhängig von ihren Nicht-
Nachfolgern innerhalb der Struktur des Bayes’schen Netzes ist, falls alle Zu-
stände der Eltern Pa(Xi) bekannt sind. Dies bedeutet, dass die Wahrschein-
lichkeit von Xi deren Nicht-Nachfolger nicht beeinflusst. 
Ein Bayes’sches Netz entspricht dabei nicht einem statischen Gebilde. Über 
Inferenzalgorithmen können sich Informationen durch ein Netz fortpflanzen 
und somit Wahrscheinlichkeitswerte erlernen. Dieser Vorgang wird als Pro-
pagation bezeichnet. Ziel der Propagation ist es, die bislang unbekannte Ver-
teilung einer Variablen basierend auf so genannten Evidenzen zu erlernen. 
Unter einer Evidenz versteht man eine Aussage, die beobachtbar ist und da-
mit über eine gewisse Sicherheit verfügt (Son, 2002, S. 18). Dies bedeutet 
konkret, dass Evidenzen als Variablen des Bayes’schen Netzes einen be-
stimmten Zustand annehmen. Auf dieser Grundlage können die Wahrschein-
lichkeiten anderer, nicht beobachteter Variablen, geschätzt werden. Das Wis-
sen pflanzt sich somit ausgehend von der beobachteten Evidenz über das 
Netz fort. Man spricht in diesem Zusammenhang von der Interpretation der 
Evidenzen. Unter die bekanntesten Vertreter solcher Inferenzalgorithmen 
werden die Algorithmen nach Pearl (Pearl, 1996), Lauritzen und Spiegelhal-
ter (Lauritzen & Spiegelhalter, 1988), Jensen et al. (Jensen, Olesen, & 
Andersen, 1990) sowie nach Shenoy-Shafer (Shenoy & Shafer, 1986) aufge-
führt. Eine detaillierte Analyse der Inferenzalgorithmen findet sich in (Lepar 
& Shenoy, 1999). 
Als entscheidende Stärke Bayes’scher Netze lässt sich anführen, dass der 
Repräsentationsformalismus der Bayes‘schen Wahrscheinlichkeitstheorie 
folgt und damit wissenschaftlich mit eindeutigem Axiomensystem fundiert 
ist. Darüber hinaus lernt das Netz bei Bekanntwerden des Wahrheitswertes 
einzelner Aussagen automatisch. Ein Bayes’sches Netz ist damit ein dynami-
sches Gebilde, das sich an wandelnde Umweltzustände anpassen kann. Als 
nachteilig lässt sich herausstellen, dass durch die Notwendigkeit zur Be-
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stimmung einer umfangreichen Menge von bedingten Wahrscheinlichkeiten 
ein hoher Grad an informatorischer Anforderungen verwaltet werden muss. 
Entscheidender Nachteil im Rahmen des vorliegenden Forschungsvorhabens 
ist, dass sich Unwissenheit im Netz nicht repräsentieren lässt, da die Summe 
von These und Antithese immer eine Wahrscheinlichkeit von 1 erreichen 
muss (𝑃(ℎ) = 1 − 𝑃(¬ℎ)). Zwischen nicht verbundenen Variablen inner-
halb eines Bayes’schen Netzes werden somit implizit bedingte Unabhängig-
keiten unterstellt, womit menschennahe Unschärfe nicht mehr verarbeitbar 
ist. Bayes’sche Netze eignen sich aus diesem Grund eher für maschinennahe 
Einsatzgebiete, bei denen sich Wahrscheinlichkeiten schätzen lassen.  
 
Stärken Schwächen 
 Ist wissenschaftlich eindeutig 
fundiert 
 Bei Bekanntwerden des Wahr-
heitswertes einzelner Aussagen 
lernt das Netz automatisch 
 Hoher Grad an informatorischen 
Anforderungen 
 Es werden implizit bedingte  
Unabhängigkeiten unterstellt 
 Menschennahe Unschärfe ist 
nicht verarbeitbar 
Tabelle 3.1: Stärken-Schwächen Analyse Bayes'scher Netze 
3.1.2 Künstliche neuronale Netze 
Künstliche neuronale Netze (KNN) stellen Modelle biologischer neuronaler 
Netze dar, welche aus einer Ansammlung einzelner Neuronen bestehen, die 
miteinander vernetzt Reizsignale verstärken oder dämpfen. Das vorliegende 
Unterkapitel geht auf die Grundlagen künstlicher neuronaler Netze ein, stellt 
Multilayer Perceptrons (MLP) als deren typische Vertreter vor und geht auf 
die Lernfähigkeit ein, welches eine der wichtigsten Eigenschaften neuronaler 
Netze darstellt. Abschließend wird eine kritische Analyse neuronaler Netze 
vorgenommen. 
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 Künstliche neuronale Netze sind informationsverarbeitende Systeme mit 
einer am biologischen Gehirn orientierten Struktur und Funktionsweise. Sie 
bestehen aus einer Menge parallel wirkender Einheiten („Neuronen“), wel-
che Informationen in Form von Aktivierungssignalen versenden. Künstliche 
neuronale Netze arbeiten meist mit einfachen Schwellenwertelementen, die 
auch „McCulloch-Pitts-Neuronen“ genannt werden.  
Aus systemtheoretischer Sicht betrachtet stellt ein Neuron ein nichtlineares 
System mit 𝑛 Eingangsgrößen 𝑥𝑖 und einer Ausgangsgröße 𝑦 dar. Jeder Ein-
gangsgröße 𝑥𝑖 ist dabei ein Gewicht 𝑤𝑖 zugeordnet. Nur wenn die Summe 
der Eingangsgrößen multipliziert mit deren jeweiligen Gewichtungsfaktoren 
einen vordefinierten Schwellenwert 𝜃 überschreitet, sendet das Neuron einen 
Impulsfrequenz genannten Ausgangswert 𝑦 aus. Der Ausgangswert ist dabei 
abhängig von der Reizintensität der Eingangswerte sowie von einer Aus-
gangs- beziehungsweise Aktivierungsfunktion 𝑆. Bei der Modellierung der 
Aktivierungsfunktion 𝑆 sind folgende Punkte zu beachten: 
 Zwischen Reizintensität und Impulsfrequenz sollte ein annähernd  
linearer Zusammenhang bestehen. 
 Ab einer bestimmten Reizintensität sollte eine Begrenzung der  
Impulsfrequenz eintreten. 
Zur Gewährleistung einer einfachen mathematischen Handhabbarkeit kann 
in bestimmten Fällen auch nur eines der beiden Merkmale erfüllt sein 
(Adamy, 2007, S. 134). Neuronen stellen die Elementarbausteine eines neu-
ronalen Netzes dar. Die Netzstruktur eines neuronalen Netzes entsteht durch 
die Verknüpfung der Ein- und Ausgänge verschiedener Neuronen. Ein neu-
ronales Netz ist dabei anwendungsabhängig aus einer fest definierten Anzahl 
an Neuronenschichten aufgebaut. Die Eingabeschicht enthält hierbei keine 
Neuronen, sondern besteht aus einer Menge an Eingangsgrößen 𝑥𝑖 für die 
erste Neuronenschicht. Die Ausgangsgrößen ergeben sich aus den Aus-
gangswerten 𝑦𝑖  der letzen Neuronenschicht.  
Gebräuchliche neuronale Netze stellen die so genannten Multilayer Percept-
rons (MLP) dar. Multilayer Perceptrons sind mehrschichtige Netze mit sig-
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moidaler Aktivierungsfunktion 𝑆. Sigmoidale Funktionen werden dabei als 
Funktionen definiert, die sowohl nach oben als auch nach unten beschränkt, 
stetig differenzierbar und streng monoton steigend sind. Diese Form der  
Aktivierungsfunktion findet aufgrund ihrer Leistungsfähigkeit und guten  
mathematischen Handhabbarkeit häufigen Einsatz (Adamy, 2007, S. 139). 
Insbesondere sind Multilayer Perceptrons dadurch charakterisiert, dass jedes 
Neuron einer Schicht mit jedem Neuron der Nachfolgeschicht verbunden ist. 
Am weitesten verbreitet sind MLPs mit zwei oder drei Schichten, wobei 
Schichten zwischen Ein- und Ausgabeschicht auch als „hidden units“ be-
zeichnet werden (Tzikas & Likas, 2010, S. 87). Die Gewichtungsfaktoren 
𝑤𝑟,𝑗,𝑙 bei MLPs sind gemäß ihrer Position indiziert: 𝑟 identifiziert das Ge-
wicht als Eingangsgewicht der 𝑟-ten Schicht, 𝑗 gibt den Index des Neurons in 
Schicht 𝑟 an und 𝑙 den Index des Neurons in Schicht 𝑟 − 1. Abbildung 3.1 
veranschaulicht den Aufbau eines Multilayer Perceptrons.  
 
 
Abbildung 3.1: Schematischer Aufbau eines Neuronalen Netzes 
Steht man in der Anwendung eines künstlichen neuronalen Netzes vor der 
Aufgabe, spezifische Gewichte und Schwellenwerte für ein gewünschtes 
Verhalten zu ermitteln, so sind die notwendigen Aktivierungsfunktionen 
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festzulegen sowie die Gewichtungsfaktoren und die Schwellenwerte θ zu 
bestimmen. Bereits bei Problemstellungen mit mehr als drei Eingängen je 
Neuron übersteigt die Komplexität des Lösungsraumes jedoch die Vorstel-
lungskraft des Anwenders, womit eine manuelle Bestimmung der Netzpara-
meter nicht mehr handhabbar ist. Stattessen existiert die Möglichkeit, die 
Gewichtungsfaktoren und die Schwellenwerte einzelner Neuronen automa-
tisch anzutrainieren. Man spricht dabei vom Lernen oder Trainieren eines 
Netzes. Hierzu sind zunächst n Lerndatenpaare 
 (?̃?𝑣, ?̃?𝑣)           𝑣 = 1,… , 𝑛 [3.2] 
zu sammeln, die das zu lernende Verhalten möglichst repräsentativ abbilden. 
Vor dem Lernen besitzt das Netz beliebige Gewichtungsfaktoren 𝑤𝑟,𝑗,𝑙, die 
durch den Lernprozess so umgeformt werden, dass der Ausgangswert y den 
durch das Lerndatum vorgegebenen Wert ?̃?𝑣 möglichst genau abbildet. Das 
Ziel des Lernalgorithmus ist es, den quadratischen Fehler 
∈ =  
1
𝑛
 ∑ ∑ (𝑦𝑗
𝑣 − ?̃?𝑗
𝑣)2 𝑚𝑗=1
𝑛
𝑣=1 =
1
𝑛
 ∑ ∑ (𝑤𝑟,𝑗,𝑙?̃?
 𝑣 − ?̃?𝑗
𝑣)
2
 𝑚𝑗=1
𝑛
𝑣=1  [3.3] 
über alle Lerndatenpaare zu minimieren. Das Training kann dabei in zwei 
unterschiedlichen Arten angewendet werden. Die eine Möglichkeit, Online-
Training genannt, führt eine Anpassung der Gewichte und des Schwellen-
wertes nach jeder Berechnung einer Schaltmöglichkeit durch. Die andere 
Möglichkeit, das Batch-Training, summiert den Fehler während der Berech-
nung aller Schaltmöglichkeiten und passt die Gewichte und den Schwellen-
wert erst nach einem vollständigen Durchlauf aller Möglichkeiten an. Dabei 
ist zu betonen, dass die vorgestellten Trainingsarten nur auf einzelne Neu-
ronen angewendet werden können. Die Anpassung ganzer Netze stellt eine 
ungemein größere Herausforderung dar und wird derzeit durch keine  
bekannte Methode unterstützt. 
Als große Stärke künstlicher neuronaler Netze lässt sich deren Lernfähigkeit 
herausstellen, die an die Vernetzung von Neurozyten in Gehirn und Rü-
ckenmark angelehnt ist. Somit sind sie von Grund auf selbst anpassungsfä-
hig. Da das Verhalten eines Netzes von vielen Einflussfaktoren wie Gewich-
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tungsfaktoren, Schwellenwerten und Aktivierungsfunktionen abhängig ist, 
ist das gespeicherte Wissen jedoch unstrukturiert und nicht intuitiv verständ-
lich (Scheer C. , 2006, S. 168-176). Die zugrundeliegenden Netzparameter 
ermöglichen darüber hinaus zwar eine genaue Abbildbarkeit des gewünsch-
ten Verhaltens, daneben sind sie jedoch auch dafür verantwortlich, dass eine 
große Rechenkapazität zum Lösen der Probleme benötigt wird. Zudem weist 
die Lernfähigkeit Schwachstellen auf, da in vielen Fällen keine oder eine 
sehr langsame Konvergenz der Netzparameter auftritt. Durch irreguläre Ein-
gangswerte kann das erlernte Wissen darüber hinaus wieder vergessen wer-
den (Tu, 1996, S. 1229). Eine Anwendung im Rahmen dieses Forschungs-
vorhabens empfiehlt sich insbesondere durch mangelnde Intuitivität für den 
Menschen nicht. 
 
Stärken Schwächen 
 Lernfähigkeit 
 Vielzahl an Netzparametern  
ermöglichen sehr genaue Ab-
bildbarkeit eines erwünschten 
Verhalten 
 Unstrukturierte und nicht intuitive 
Speicherung des Wissens 
 Rechenintensivität 
 Komplexität 
 Schwachstellen der Lernfähigkeit 
wie langsame Konvergenz oder 
Instabilitäten 
Tabelle 3.2: Stärken-Schwächen Analyse Künstlicher Neuronaler Netze 
3.1.3 Fuzzy-Systeme 
Das vorliegende Unterkapitel stellt den Ansatz der Fuzzy-Logik vor, der die 
Verarbeitung unscharfer umgangssprachlicher Ausdrücke ermöglicht. Dabei 
wird zunächst auf Grundlagen der Fuzzy-Logik eingegangen. Darauf auf-
bauend werden Fuzzy-Regler als auf Fuzzy-Logik basierende Gesamtsysteme 
zur Ableitung logischer Schlussfolgerungen vorgestellt und im Anschluss eine 
kritische Analyse des Fuzzy-Ansatzes vorgenommen. 
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Die Fuzzy-Logik ist eine Theorie, die zur Modellierung von Unschärfe in 
umgangssprachlichen Beschreibungen entwickelt wurde (Adamy, 2007,  
S. 5). Sie basiert auf der Erkenntnis, dass die menschliche Kognition nicht 
nur auf zwei Wahrheitswerten beruht, sondern stattdessen in der Regel ein 
hohes Maß an Unschärfe und Vagheit aufweist. Ein Beispiel hierfür ist die 
Aussage „Das Fahrzeug fährt sehr schnell“. Fuzzy-Systeme sind ein Ansatz, 
solche unpräzisen menschlichen Ausdrücke und Regeln auf einem mathema-
tisch basierten System zu modellieren. Der Vorläufer der Fuzzy-Logik wurde 
1920 von Łukasiewicz vorgestellt, der das System der booleschen Logik auf 
alle reellen Zahlen im Intervall [0,1] erweiterte. Die erste vollständige The-
orie der unscharfen Logik entwickelte Lofti Zadeh 1965 (Zadeh, 1965)  
basierend auf Łukasiewiczs Ansatz. Mit der somit entstandenen Theorie 
konnten auch Schlussfolgerungsprozesse exakt beschrieben werden.  
Innerhalb der Aussagenlogik werden logischen Aussagen einer der beiden 
Wahrheitswerte wahr oder falsch zugeordnet. Die Fuzzy-Logik hingegen 
modelliert unscharfe Aussagen, indem sie diesen einen Wahrheitsgrad im 
Wertebereich [0,1] zuweist. Dabei steht der Wert 1 für volle Zugehörigkeit 
und 0 als Wert für vollständige Nichtzugehörigkeit. Ziel ist es, sprachliche 
Konzepte durch mathematische Funktionen auszudrücken, die jedem Ele-
ment einer Grundmenge 𝐺 eine Zugehörigkeit zuordnen (Kramer, 2009,  
S. 79). Das modellierte Konzept wird dabei als linguistische Variable be-
zeichnet, die Ausprägungen des modellierten Konzeptes als linguistische 
Terme. Zur Mathematisierung dieser sprachlichen Konzepte werden Fuzzy-
Mengen eingeführt, die über eine Zugehörigkeitsfunktion µ definiert werden.  
Definition 3.2 (Fuzzy-Menge): Sei G eine Grundmenge und μ eine Funktion: 
G → [0,1], die jedem x ϵ G eine Zugehörigkeit μ(x) ϵ [0,1] zuordnet. Dann 
ist die Fuzzy-Menge M definiert als die Menge aller Paare M = {(x, μ(x))│x 
ϵ G}. 
Fuzzy-Mengen dienen als Konzept zur Formulierung unscharfer menschli-
cher Aussagen. Der menschlichen Kognition sind auf Basis dieser unscharf 
formulierter Aussagen Schlussfolgerungsprozesse möglich (Kramer, 2009, S. 
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85), die innerhalb der Fuzzy-Logik als approximatives Schließen bezeichnet 
werden. Die Fuzzy-Logik bedient sich hierfür einer verallgemeinerten Vari-
ante des Modus Ponens (auch Ableitungsregel genannt) aus der booleschen 
Logik. Weiterführende Informationen finden sich in (Kramer, 2009). Auf 
Basis des Fuzzy Modus Ponens werden Fuzzy-Regeln der Form  
 𝑅𝑘: 𝑊𝑒𝑛𝑛 𝑥 𝑖𝑠𝑡 𝐴, 𝑑𝑎𝑛𝑛 𝑦 𝑖𝑠𝑡 𝐵  [3.4] 
ermöglicht. Die Implikation wird als Relation Ω ⊂ 𝐴 ×  𝐵 aufgefasst und 
kann auf unterschiedliche Weise implementiert werden. Durch die unter-
schiedlichen Realisierungsformen wird die Konstruktion von Inferenzsys-
temen mit unterschiedlichen Eigenschaften und Verhaltensweisen ermög-
licht. Industrielle Anwendungsgebiete für auf Fuzzy-Logik basierende 
Gesamtsysteme zur Ableitung logischer Schlussfolgerungen sind Fuzzy-
Bildverarbeitung, Fuzzy-Datenanalyse, Fuzzy-Datenbanken und Fuzzy-
Regelungen (Kruse, Gebhardt, & Klawonn, 1995, S. 68). Die meisten indust-
riellen Anwendungen wurden im Bereich der Fuzzy-Regelung entwickelt, 
auf die im Folgenden genauer eingegangen wird.  
Beim Regeln besteht die Aufgabe darin, einen Parameter auf einen Sollwert 
einzustellen (Kramer, 2009, S. 89). Die Architektur eines solchen Fuzzy-
Reglers ist in Abbildung 3.2 ersichtlich. Dem Regler wird dabei ein scharfer 
Ist-Wert übergeben, der zunächst zu mathematisieren (fuzzifizieren) ist. Der 
folgende Inferenzprozess wird auf Basis einer Fuzzy-Regelbasis ausgeführt 
und erfolgt in mehreren Schritten. Zunächst wird innerhalb des Aggrega-
tionsschrittes die Prämisse einer Regel 𝑅𝑘 ausgewertet, indem für jede Regel 
das Maß an Übereinstimmung mit dem Eingabeparameter bestimmt wird.  
Im Implikationsschritt erfolgt die Verknüpfung von Prämisse und Konklu-
sion einer Regel. Die Vereinigung der Ausgaben aller Regeln zu einer Ge-
samtausgabe erfolgt innerhalb der Akkumulation. Um aus diesem Ergebnis 
einen scharfen Zahlenwert zu gewinnen, ist das erhaltene Ergebnis zu defuz-
zifizieren. Eine detaillierte Darstellung des Prozesses ist in (Adamy, 2007) 
ersichtlich. 
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Abbildung 3.2: Architektur eines Fuzzy-Reglers 
Fuzzy-Logik ist dazu ausgelegt, menschliches Kausalwissen sowie sprachli-
che Unschärfe zu mathematisieren (Adamy, 2007, S. 7). Durch diese Mög-
lichkeit ist der Grundstein für die rechnergestützte Abbildung menschlichen 
Verhaltens gelegt. Das Wissen ist strukturiert in Regeln gespeichert, welche 
auf einfache Weise menschliche Verhaltensmuster nachempfinden (Burger, 
Bittel, Awad, & Ovtcharova, 2011). Die Funktionsweise ist somit intuitiv 
nachvollziehbar, sowie einfach zu interpretieren und implementieren (Nauck, 
Borgelt, Klawonn, & Kruse, 2003, S. 185). Als Nachteil von Fuzzy-
Systemen lässt sich anführen, dass weder Regeln noch Fuzzy-Mengen basie-
rend auf Beispieldaten generiert werden können. Fuzzy-Systeme sind dem-
nach anders als Bayes’sche Netze oder Neuronale Netze nicht direkt lern-
fähig (Nauck, Borgelt, Klawonn, & Kruse, 2003, S. 185). 
 
Stärken Schwächen 
 Wissen ist strukturiert in Regeln 
gespeichert 
 Menschliches Kausalwissen und 
menschliche Unschärfe können 
mathematisiert werden 
 Funktionsweise kann intuitiv 
nachvollzogen werden 
 Fuzzy-Systeme sind direkt nicht 
lernfähig 
Tabelle 3.3:  Stärken-Schwächen Analyse von Fuzzy-Systemen 
Fuzzifizierung
Zugehörigkeits-
funktionen
Aggregation
Fuzzy-Und-
Verknüpfung in 
der Prämisse
Implikation
Implikations-
operator 
Akkumulation
Regel-
verknüpfung
Defuzzifizierung
Eindeutige 
Ausgangs-
variable 
Ist-
Zustand
Soll-
Zustand
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3.1.4 Zusammenfassung 
Im vorliegenden Abschnitt wurden ausgewählte Methoden der Künstlichen 
Intelligenz auf ihre Eignung hin untersucht, Kunden- und Anbietersicht auf 
intuitive Weise und unter Berücksichtigung sprachlicher Unschärfe mitei-
nander zu verknüpfen. Die Untersuchung liefert somit die Grundlage zur Be-
friedigung des Unterziels U1-1 dieser Arbeit, in dem die Berücksichtigung 
natürlicher menschlicher Unschärfe bei der Verknüpfung von Kunden- und 
Anbietersicht gefordert wird. Hierbei wurden Fuzzy-Systeme als aussichts-
reiche Kandidaten identifiziert, jedoch auch deren fehlende Lernfähigkeit als 
entscheidende Schwachstelle herausgestellt.  
Der aufgestellte Handlungsbedarf U1-2 fordert das Erkennen impliziten 
Wissens innerhalb der Kundenaussagen. Semantische Technologien stellen 
eine Möglichkeit dar, die Bedeutung ihrer zugrundeliegenden Daten zu er-
mitteln und somit auf implizites Wissen zuzugreifen. Diese sollen im Fol-
genden vorgestellt und einer kritischen Analyse unterzogen werden.  
3.2 Semantische Technologien 
Semantische Technologien erlauben es, die Bedeutung ihrer zugrundelie-
genden Daten zu ermitteln und somit auf implizites Wissen zuzugreifen. Das 
Rückgrat semantischer Technologien bilden Ontologien, die mithilfe ver-
schiedener Sprachen zur Wissensrepräsentation abgebildet werden können. 
Das vorliegende Unterkapitel diskutiert in Abschnitt 3.2.1 die Grundlagen 
von Ontologien und geht in Abschnitt 3.2.2 auf Sprachen zur Wissensreprä-
sentation ein. Insbesondere werden in Abschnitt 3.2.3 Fuzzy-Ontologien vor-
gestellt, welche die Charakteristika von Ontologien mit denen der Fuzzy-
Logik vereinen. Abschnitt 3.2.4 stellt Methoden des Ontology Engineering 
vor, welche die strukturierte Erstellung von Ontologien, aber auch her-
kömmlicher Informationsmodelle ermöglichen. Abschließend werden An-
wendungspotentiale semantischer Technologien im Rahmen der vorliegen-
den Arbeit dargestellt und somit die Analyse in Abschnitt 3.2.5 geschlossen. 
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3.2.1 Grundlagen 
Unter einer Ontologie wird ein Konstrukt verstanden, das Wissen über ein 
bestimmtes Gebiet repräsentiert und den Wissensaustausch innerhalb dieses 
Gebiets ermöglicht (Jarrar, 2006, S. 497). Der Begriff Ontologie stammt ur-
sprünglich aus der Philosophie und beschäftigt sich in diesem Zusammen-
hang mit der systematischen Beschreibung des Wesens des Seins (Gomez-
Perez, Fernandez-Lopez, & Corcho-Garcia, 2003, S. 3). Eine Ontologie ver-
sucht zu beantworten, welche Objekte existieren und in welcher Form diese 
geordnet und innerhalb einer Hierarchie in Beziehung gesetzt werden können 
(Wallace, 2007, S. 175). So beschäftigte sich beispielsweise bereits Aristoteles 
in seinem Werk „Metaphysik“ mit der Frage, was das Wesen eines Samens 
ausmacht, wenn dieser zu einem Baum wird. Im Zuge fortschreitender Tech-
nologisierung in der letzten Dekade des zwanzigsten Jahrhunderts hielten 
Ontologien Einzug in das Gebiet der Informationstechnik, innerhalb dessen 
sie in den Bereichen des Wissensmanagements sowie der künstlichen Intelli-
genz Einsatz finden. Im Englischsprachigen wird zwischen dem großge-
schriebenen Begriff „Ontology“ und dem kleingeschriebenen Begriff  
„ontology“ unterschieden, wobei ersteres auf den informationstechnischen 
Einsatz und letzteres auf den philosophischen Sinn verweist (Guarino & 
Giaretla, 1995).  
Zur Bestimmung des Begriffs Ontologie im Bereich der Informationstechnik 
wird innerhalb der Wissenschaft in der Regel die Definition nach Gruber 
verwendet, die eine Ontologie als eine „explizite Spezifikation einer Konzep-
tualisierung“1 festlegt (Gruber T. , 1993, S. 199). Die Definition nach Studer 
baut auf Grubers Definition auf und erweitert diese um eine Erläuterung der 
einzelnen definitorischen Bestandteile. Zum besseren Verständnis für den 
Leser wird im Zuge der vorliegenden Arbeit die Definition nach Studer ver-
wendet (Studer, Benjamins, & Fensel, 1998, S. 185). 
                                           
1  “An ontology is an explicit specification of a conceptualization.” 
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Eine Ontologie ist demnach eine „formale, explizite Spezifikation einer  
gemeinsamen Konzeptualisierung“2. Studer erläutert weiterhin: 
 „Konzeptualisierung bezieht sich auf ein abstraktes Modell eines 
Phänomens, zu dem alle relevanten Konzepte identifiziert wurden.  
 Explizit bedeutet, dass die Art der verwendeten Konzepte und die  
Bedingungen ihrer Nutzung eindeutig definiert wurden.  
 Formal bezieht sich auf die Tatsache, dass die Ontologie maschinen- 
lesbar sein sollte.  
 Gemeinsam spiegelt die Absicht wider, dass eine Ontologie Konsens-
wissen erfasst, das nicht von einem Individuum, sondern einer Gruppe  
akzeptiert wird.“ 
Während Ontologien in den 1990er Jahren hauptsächlich unter Verwendung 
der Prädikatenlogik erster Ordnung (Barwise & Etchemendy, 2005) model-
liert wurden, setzten sich seit Aufkommen des Semantic Web Beschrei-
bunglogiken als Grundlage der Ontologiemodellierung durch.  
Unter Beschreibungslogiken wird eine Familie von Sprachen zur Wissensre-
präsentation verstanden, die eine Untermenge der Prädikatenlogik erster 
Ordnung darstellen. Im Gegensatz zu dieser sind Beschreibungslogiken in 
der Regel entscheidbar, das heißt es existiert ein Algorithmus, der für jedes 
Element einer Menge beantworten kann, ob es eine vorgegebene Eigenschaft 
aufweist oder nicht (Essler, Martínez Cruzado, & Labude, 2001, S. 325f.). 
Dies ermöglicht Schlussfolgerungsprozesse, die neues Wissen aus bestehen-
dem Wissen generieren. Formal setzt sich eine Beschreibungslogik aus einer 
T-Box sowie aus einer A-Box zusammen. Die T-Box beinhaltet terminologi-
                                           
2  “An ontology is a formal, explicit specification of a shared conceptualization. Concep-
tualization refers to an abstract model of same phenomenon in the world by having 
identified the relevant concepts of that phenomenon. Explicit means that the type of 
concepts used, and the constraints on their use are explicitly defined. Formal refers to 
the fact that the ontology should be machine-readable. Shared reflects the notion that an 
ontology captures consensual knowledge, that is, it is not private of some individual, 
but accepted by a group.” 
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sches Schemawissen, welches Aussagen über generelle Eigenschaften von 
Konzepten macht. Die A-Box beinhaltet assertionales Wissen über die Indi-
viduen des Anwendungsgebietes (Baader, Calvanese, McGuiness, Nardi, & 
Patel-Schneider, 2003, S. 17). Abbildung 3.3 stellt eine einfache Beispielon-
tologie für die Domäne Wein dar. Als Basiselemente zur Modellierung von 
Ontologien werden Konzepte, Rollen und Individuen verwendet.  
 Konzepte verkörpern Klassen von Objekten 
 Rollen beschreiben binäre Verbindungen zwischen Konzepten 
 Individuen stellen Instanzen von Klassen dar 
 
 
Abbildung 3.3: Eine einfache Beispielontologie 
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technologien, die Semantische Technologien genannt werden. Zu diesen ge-
hören neben Wissensrepräsentationssprachen für Ontologien auch Methoden 
und Werkzeuge zu deren Erstellung, Wartung und Anwendung (Hitzler, 
Krötzsch, Rudolph, & Sure, 2008, S. 12). Auf Sprachen zur Wissensreprä-
sentation soll im Folgenden eingegangen werden. 
3.2.2 Sprachen zur Wissensrepräsentation 
Offene Standards für Sprachen zur Wissensrepräsentation im Bereich des 
Semantic Web definiert das World Wide Web Consortium (W3C). Zu diesen 
zählen XML, RDF(S) und OWL, wobei XML weniger dem Semantic Web 
als vielmehr dem herkömmlichen Web zuzuordnen ist. Mit RDF(S) und 
OWL hingegen wurden speziell für die Verwendung im Semantic Web nutz-
bare Ontologiesprachen entwickelt. Das Ressource Description Framework 
(RDF) und dessen Erweiterung RDF-Schema (RDF(S)) stellen die grundle-
genden Ontologiesprachen des Semantic Web dar. Eine erste Empfehlung 
des W3C wurde 2003 veröffentlicht (Allemang & Hendler, 2008, S. 28). 
Zentrale Idee ist es, binäre Relationen als Tripel der Form (Subjekt, Prädikat, 
Objekt) zwischen eindeutig bezeichneten Ressourcen zu beschreiben 
(Stuckenschmidt, 2011, S. 102f.). Das Prädikat innerhalb des Tripels ent-
spricht der Relation zwischen den durch Subjekt und Objekt bezeichneten 
Ressourcen. RDF als auch RDF(S) weisen jedoch grundsätzliche Einschrän-
kungen auf, welche die Modellierungsfähigkeit beeinträchtigen. Zu den gra-
vierendsten Einschränkungen gehört die Unmöglichkeit negierte Aussagen 
auszudrücken (Hitzler, Krötzsch, Rudolph, & Sure, 2008, S. 119).  
Zur Darstellung komplexeren Wissens werden ausdrucksstarke Repräsenta-
tionssprachen verwendet, die wie auch schon RDF(S) auf formaler Logik 
basieren. Durch logisches Schlussfolgern wird somit auch der Zugriff auf 
implizites Wissen ermöglicht (Hitzler, Krötzsch, Rudolph, & Sure, 2008,  
S. 125). Hierfür wurde die Sprache Web Ontology Language (OWL) entwi-
ckelt, die seit Februar 2004 als Empfehlung des W3C vorliegt (World Wide 
Web Consortium, 2004). OWL basiert auf der RDF-Syntax und der hier 
nicht näher erwähnten DAML+OIL Markup-Language (Joint US/EU Agent 
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Markup Language Committee, 2001), geht über deren Ausdrucksmächtigkeit 
jedoch weit hinaus. Seit Oktober 2009 existiert eine Empfehlung des W3C 
mit der zweiten Version von OWL – OWL 2 genannt –, um Entwicklern eine 
einfachere Implementierung zu ermöglichen (World Wide Web Consortium, 
2009).  
Bei der Entwicklung von OWL 2 war wie auch bereits bei der Vorgänger-
version die Skalierbarkeit der Sprache abhängig vom Anwendungskontext 
ein wichtiges Ziel. Da ausdrucksmächtige Sprachen zu hohen Komplexitäten 
bei der Berechnung führen, wurden drei Teilsprachen von OWL 2 definiert, 
zwischen denen der Anwender wählen kann. Die am wenigsten ausdrucks-
mächtige Teilsprache OWL 2 Lite weist ein polynomielles Laufzeitverhalten 
auf und ist damit entscheidbar. Sie ist vor allem zur Erstellung einfacher  
Taxonomien gedacht. OWL 2 DL als nächstmächtigere Teilsprache entspricht 
der Beschreibungslogik  und gehört damit zu einer entscheidbaren 
Untermenge der Prädikatenlogik erster Ordnung (Sachs, Helbig, Herrmann, 
Welge, & Bollow, 2010). Sie erweitert OWL 2 Lite um weitere Sprachkon-
strukte und lockert gewisse dort vorhandene Einschränkungen. OWL 2 Full 
als Erweiterung von OWL 2 DL baut auf denselben Sprachkonstrukten wie 
OWL 2 DL auf, verzichtet allerdings ganz auf Einschränkungen (Degle, 
2005). Damit besitzt OWL 2 Full zwar die größte Ausdrucksmächtigkeit  
aller Teilsprachen, ist allerdings auch unentscheidbar. 
3.2.3 Fuzzy-Ontologien 
Klassische Beschreibungslogiken und Sprachen zur Wissensrepräsentation 
weisen Schwächen in denjenigen Anwendungsgebieten auf, in denen un-
scharfe Informationen zu verarbeiten sind. Unscharfe Informationen beginnen 
jedoch, eine bedeutende Rolle innerhalb Forschungsaktivitäten zu spielen, 
die sich mit dem Web oder dem Semantic Web auseinandersetzen. Bei-
spielsweise wird die Reihenfolge der Antworten, die Google im Anschluss 
an eine Anfrage ausgibt, auf Basis propabilistischer Algorithmen errechnet. 
Auch im Forschungsumfeld gehen Bemühungen zur Nutzung von Fuzzy-
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Logik im Bereich der Beschreibungslogiken auf logikbasierte Algorithmen 
zur Informationsgewinnung zurück. Innerhalb des W3C entstand daher eine 
so genannte Incubator Group, die sich mit unscharfen Schlussfolgerungspro-
zessen innerhalb des Web auseinandersetzt (Lukasiewicz & Straccia, 2008, 
S. 292). Ein Standard für die Repräsentation unscharfen Wissens wird in ab-
sehbarer Zukunft jedoch nicht erwartet (Bobbilo & Straccia, 2011, S. 2). 
Eine detaillierte Analyse bestehender Ansätze zur Nutzung der Fuzzy-Logik 
im Bereich der Beschreibungslogiken und Ontologiesprachen geben Luka-
siewicz und Straccia (Lukasiewicz & Straccia, 2008). Im Folgenden soll in 
Anlehnung an Lukasiewicz und Straccia kurz auf diese Ansätze eingegangen 
werden und eine Analyse erfolgen. Die erste Arbeit geht auf Yen (Yen, 
1991) zurück, der eine Fuzzyerweiterung von -, einer sehr begrenzten 
Untersprache von , vorschlägt. Dabei werden lediglich terminologische 
Konstrukte unterstützt. Auch der Ansatz von Tresp und Molitor (Tresp & 
Molitor, 1998) unterstützt keine Individuen, sondern lediglich terminologische 
Konstrukte. Bei ihrer etwas gemeingültigeren Erweiterung der Beschrei-
bungslogik  erlauben sie zudem Fuzzy-Modifikatoren zur Umformung 
von Konzepten. Eine weitere Fuzzy-Erweiterung von  schlägt Straccia 
(Straccia, 1998) vor, der zum ersten Mal neben terminologischen Konstruk-
ten auch Individuen erlaubt. Wie in den ersten beiden Ansätzen auch legt er 
die Logik nach Zadeh als Fuzzy-Logik zugrunde. Eine Unterstützung von 
Fuzzy-Modifikatoren wird jedoch nicht vorgesehen. Eine Erweiterung der 
Beschreibungslogik  wird von Sanchez und Tettamanzi (Sanchez & 
Tettamanzi, 2004) vorgeschlagen. Auch bei ihnen bildet Zadehlogik die 
Grundlage, Individuen werden wiederum nicht unterstützt. Im Ansatz nach 
Hájek (Hájek, 2005) wird die Beschreibungslogik  zugrunde gelegt. 
Zum ersten Mal wird dabei keine Fuzzy-Logik fest vorgegeben. Stattdessen 
erlaubt Hájek eine Menge frei wählbarer t-Normen
3
, womit mehrere Fuzzy-
                                           
3 Siehe Definition in Kapitel 4.3.2 Architektur des FdC Fuzzy-Controllers 
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Logiken verwendbar werden. Der aktuellste Ansatz stellt ein Vorschlag nach 
Bobillo und Straccia (Bobbilo & Straccia, 2011) dar, die eine Fuzzy-
Erweiterung der Beschreibungslogik  vorschlagen. Im Detail stellt 
die Methode eine Fuzzy-Erweiterung der Wissensrepräsentationssprache 
OWL 2 DL dar, deren Grundlage die Beschreibungslogik  bildet. 
Der Ansatz erlaubt neben terminologischen Konstrukten auch die Definition 
von Individuen sowie Fuzzy-Modifikatoren. Die Verwendung einer be-
stimmten Fuzzy-Logik wird nicht vordefiniert, stattdessen sind ähnlich zum 
Ansatz von Hájek mehrere Fuzzy-Logiken verwendbar. Zwar existieren mit 
bereits mehrere Ansätze zur Erweiterung von OWL bzw. OWL 2 um Fuzzy-
Logiken, der vorliegende Ansatz unterscheidet sich von diesen jedoch 
dadurch, dass der bestehende Standard nicht erweitert werden muss. Statt-
dessen wird das Grundgerüst der Erweiterung von OWL 2 gestellt, das be-
reits als W3C Standard eine breite Anwendung findet. Die Erweiterung um 
Fuzzy-Bestandteile erfolgt über dort übliche Annotationen. Tabelle 3.4 stellt 
die Ergebnisse der Analyse bestehender Ansätze zur Nutzung der Fuzzy-
Logik im Bereich der Beschreibungslogiken und Ontologiesprachen über-
sichtlich dar. 
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Yen 1991 -     Zadeh Unvollständig  
(Auf Crisp sets 
beschränkt) 
Tresp & 
Molitor 
1998      Zadeh Vollständiger  
Algorithmus 
Straccia 2001      Zadeh Vollständiger  
Algorithmus 
Sanchez & 
Tettamanzi 
2004      Zadeh Unvollständig  
(Berechnung des 
Erfüllbarkeits-
intervalls) 
Hajek 2005      Mehrere Unvollständig 
(Alg. zur Tauto-
logieerkennung) 
Bobillo & 
Straccia 
2011     Mehrere Vollständiger  
Algorithmus 
Tabelle 3.4: Analyse bestehender Ansatze zur Nutzung der Fuzzy-Logik im Bereich der 
Beschreibungslogiken und Ontologiesprachen 
3.2.4 Ontology Engineering 
Aufgabe des Ontology Engineering ist es, die strukturierte Entwicklung, 
Wartung und Pflege von Ontologien zu ermöglichen. Somit kann das Onto-
logy Engineering bei der Bereitstellung eines Vorgehensrahmens zur Unter-
stützung des Lösungsanbieters bei der Einführung der Methodik im Unter-
nehmen (U1-3) behilflich sein. Im Rahmen des vorliegenden Unterkapitels 
werden bestehende Vorgehensmodelle des Ontology Engineering vorgestellt 
und im Anschluss daran einer auf IEEE Standard basierenden Ver-
gleichsanalyse unterzogen. Um den Rahmen der vorliegenden Arbeit nicht zu 
sprengen, findet sich die detaillierte Analyse der Vorgehensmodelle in  
Anhang A dieser Arbeit. 
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Das Ontology Engineering beschäftigt sich mit der strukturierten Entwick-
lung, Wartung und Pflege von Ontologien. Trotz der engen Verwandtschaft 
zur reinen Datenmodellierung geht es wesentlich über diese hinaus. Die In-
formatik definiert das Ontology Engineering als den Zweig des Knowledge 
Engineering, welcher das Ziel hat, Domänenwissen innerhalb einer Gruppe 
von Personen strukturiert zu formalisieren, um den Wissensaustausch zwi-
schen Menschen und Informationssystemen zu ermöglichen (Jarrar & 
Meersman, 2002, S. 1238) (Gomez-Perez, Fernandez-Lopez, & Corcho-
Garcia, 2003, S. V). Das Knowledge Engineering selbst ist ein Bestandteil 
des Knowledge Management (Wissensmanagement), das sich dediziert mit 
der Kontrolle und Verwaltung des im Unternehmen vorhandenen Wissens 
auseinandersetzt, um eine vereinfachte Erreichung der Unternehmensziele zu 
ermöglichen (van der Spek & Spijkervet, 2005, S. 25-26). 
In den letzten beiden Jahrzehnten entstand eine Reihe von Methoden des On-
tology Engineering mit verschiedenen Schwerpunkten der inhaltlichen Aus-
richtung. So fokussieren gewisse Methoden insbesondere Aspekte des Pro-
jektmanagements, andere Methoden legen Schwerpunkt auf die inhaltliche 
Ausrichtung und vernachlässigen die detaillierte Darstellung der Projekt-
planung. Ein allgemein anerkannter Standard für die Entwicklung von Onto-
logien existiert daher nicht. Im Folgenden sollen die für das vorliegende For-
schungsvorhaben relevanten Methoden kurz vorgestellt werden. Eine 
Übersicht der gewählten Methoden ist in Tabelle 3.5 ersichtlich. Der interes-
sierte Leser findet eine detaillierte Analyse in Anhang A dieser Arbeit. 
CommonKADS (Schreiber, Wielinga, de Hoog, Akkermans, & Van De 
Velde, 1994) ist die erste Methode, welche die Abbildung von verteiltem 
Domänenwissen als Modellierungsaktivität begreift. Die Methodik be-
schreibt keinen bestimmten Prozess, sondern stellt Metamodelle für spezifi-
sche Modellierungstätigkeiten bereit (Schreiber, Wielinga, de Hoog, 
Akkermans, & Van De Velde, 1994, S. 33). Die in CommonKADS vorhan-
denen Metamodelle werden in vielen weiteren Methoden des Ontologie  
Engineering wieder aufgegriffen (Gruber, Westenthaler, & Gahleitner, 2006, 
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S. 256). Der Beschreibung mangelt es jedoch einer formalen Tiefe sowie an 
einer ungenügenden Unterstützung des Modellierungsprozesses. 
 
Name Datum Veröffentlichung 
CommonKADS 1992 (Schreiber, Wielinga, de Hoog, 
Akkermans, & Van De Velde, 1994) 
DILIGENT 2005 (Tempich C. , Pinto, Sure, & Staab, 2005) 
DynamOnt 2006 (Gruber, Westenthaler, & Gahleitner, 2006) 
Grüninger und Fox 1995 (Grüninger & Fox, 1995) 
METHONTOLOGY 1997 (Fernandez & Gomez-Perez, 1997) 
On-To-Knowledge 2002 (Sure, Staab, & Studer, 2002) 
UPON 2009 (De Nicola, Missikoff, & Navigli, 2009) 
Tabelle 3.5: Methoden des Ontology Engineering 
Die Methode von Grüninger und Fox (Grüninger & Fox, 1995) liefert ein 
Grundgerüst zur Erstellung und Weiterentwicklung von Ontologien zur  
Abbildung eines Unternehmens sowie dessen Prozessen. Das Modell nach 
Grüninger und Fox baut als erstes Modell auf so genannten Kompetenzfra-
gen (Competency Questions) auf, welche die Anforderungen an die Onto-
logie darstellen und die finale Ontologie beantworten können muss. Die  
Methodik bedient sich der Robustheit klassischer Logik, indem informelle 
Beschreibungen in prädikatenlogische Ausdrücke umgewandelt werden. Die 
Methode hat eine klare Struktur, versäumt es jedoch, eine Beschreibung in 
ausreichender Detailtiefe zu liefern (Dahlem & Hahn, 2009, S. 4).  
Die von Fernandez und Gomez-Perez entwickelte Methode METHONTO-
LOGY (Fernandez & Gomez-Perez, 1997) proklamiert einen Entwicklungs-
zyklus für Ontologien auf Basis sich kontinuierlich weiterentwickelnder  
Prototypen (Evolving prototypes) (Gomez-Perez, Fernandez-Lopez, & 
Corcho-Garcia, 2003, S. 126). Die Methode basiert auf dem IEEE Standard 
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für Softwareentwicklungsprozesse (IEEE, 1996) und wird von der FIPA für 
die Entwicklung von Ontologien empfohlen (Gomez-Perez, Fernandez-
Lopez, & Corcho-Garcia, 2003, S. 125). Die eigentliche Entwicklung wird 
genauso betrachtet wie Aktivitäten des Projektmanagements. Insbesondere 
die klare Struktur sowie die detaillierte Beschreibung der Konzeptualisierung 
sind hervorzuheben.  
Die Methode On-To-Knowledge (OTK) (Sure, Staab, & Studer, 2002) wurde 
im Rahmen eines gleichnamigen EU-Forschungsprojektes entwickelt und hat 
eine starke Betonung auf Projektmanagementaktivitäten im Bereich der  
Ontology Enginering. Details zur Wissenserfassung und Konzeptualisierung 
werden hingegen nur oberflächlich behandelt. Der Knowledge Meta Process 
als erster Hauptprozess hat die Einführung und Pflege neuer Anwendungen 
des Wissensmanagements im Fokus, während sich der zweite Hauptprozess 
(Knowledge Process) mit der Handhabung bereits bestehender Anwendun-
gen befasst. Zur Unterstützung der Nutzer werden formale Aspekte des  
Ontology Engineering durch grafische Repräsentationsformen wie Mind-
Maps versteckt.  
Im Gegensatz zu anderen Methoden fokussiert DILIGENT (Tempich C. , 
Pinto, Sure, & Staab, 2005) die nutzerzentrierte kontinuierliche (Weiter-) 
Entwicklung von Ontologien. Während unterstützende Aktivitäten des Pro-
jektmanagements nicht betrachtet werden, wird besonderer Wert auf die  
Extraktion von Konsenswissen und kollaborative Prozesse gelegt. DILI-
GENT beschreibt die Ontologieentwicklung als Prozess, der einer verteilten 
Gruppe von Nutzern die Möglichkeit gibt, Konsenswissen über eine Argu-
mentation formal zu extrahieren. Die formale Abbildung von Diskussionen 
zwischen verteilten beteiligten Nutzergruppen wird über eine auf der IBIS 
Methodik (Buckingham Shum, Motta, & Domingue, 2002) basierenden Vor-
gehensweise erlaubt.  
DynamOnt (Gruber, Westenthaler, & Gahleitner, 2006) ist eine Methode zur 
schnellen Erstellung prototypischer Ontologien. Mit dem 3D Modell wird 
ein Werkzeug zur schnellen Kategorisierung und Segmentierung eines Wis-
3.2  Semantische Technologien 
73 
sensraums zur Verfügung gestellt, das einen schnellen ersten Überblick über 
eine gegebene Problemstellung erlaubt. Neben einem Prozessmodell fehlt es 
der Methode an Detailtiefe und formaler Unterstützung (Dahlem & Hahn, 
2009, S. 4).  
UPON (De Nicola, Missikoff, & Navigli, 2009) bedient sich als einzige  
Methode des Ontology Engineering bereits bestehender und akzeptierter 
Prozesse und Technologien. Die Basis des Prozessmodells liefern der Uni-
fied Process (UP) (Jacobson, M., Jonson, & Övergaard, 1992) aus dem 
Software Engineering, sowie die Unified Modeling Language (UML) zum 
Ontologieentwurf. Somit sollen Eintrittsbarrieren verhindert sowie die Lern-
kurve der beteiligten Personen verkürzt werden. Insbesondere hier liegt der 
Vorteil zu METHONTOLOGY, das in etwa dieselben Entwicklungsprozesse 
proklamiert (De Nicola, Missikoff, & Navigli, 2009, S. 273). Ähnlich zu 
METHONTOLOGY wird der Prozess in einer hohen Detailtiefe beschrie-
ben, beinhaltet jedoch keine Aussagen zu unterstützenden Aktivitäten des 
Projektmanagements.  
Die im Rahmen dieses Kapitels vorgestellten Methodiken werden im Weite-
ren einer Vergleichsanalyse unterzogen. Grundlage der Bewertung bildet ein 
auf Basis des IEEE 1074-1995 Standards für Lebenszyklen der Software-
entwicklung (IEEE, 1996) entwickeltes Rahmenwerk. Bereits Fernández und 
Gómez-Pérez (Fernandez & Gomez-Perez, 1997, S. 109 ff.) als auch De 
Nicola et al. (De Nicola, Missikoff, & Navigli, 2009, S. 272 ff.) beschreiben 
die Tauglichkeit des Rahmenwerks für die Bewertung der Ansätze des Onto-
logy Engineering. Tabelle 3.6 zeigt die Ergebnisse der auf dem IEEE 1074-
1995 Standard basierenden Vergleichsanalyse auf. Analog zu De Nicola et 
al. (De Nicola, Missikoff, & Navigli, 2009, S. 272 ff.) erfolgt eine Bewer-
tung in durch die Methodik unterstützte Kriterien (), nicht unterstützte  
Kriterien ( ) und teilweise unterstütze Kriterien (). Eine teilweise Unterstüt-
zung liegt dann vor, wenn das Kriterium in der Methodik zwar erwähnt, aber 
nur ungenügend erläutert wird oder die Praxistauglichkeit nur bedingt  
möglich ist. 
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Projekt-
management- 
Prozesse 
Projektinitiierung         
Monitoring und Kontrolle         
Qualitätsmanagement         
Ontologie-
entwicklungs-
orientierte 
Prozesse 
Vor-Entwicklung Umweltstudie        
 Machbarkeitsstudie        
Entwicklung Anforderungen        
 Design        
 Implementierung        
Nach-Entwicklung Installation        
 Betrieb        
 Support        
 Wartung        
 Stilllegung        
Integrale  
Prozesse 
Wissenserfassung         
Evaluation         
Konfigurationsmgmt.         
Dokumentation         
Training         
Tabelle 3.6: Vergleichsanalyse von Methoden des Ontology Engineering auf Basis 
IEEE 1074-1995 
Aus der Übersicht wird deutlich, dass keine bestehende Methode die gefor-
derten Kriterien zur Gänze erfüllt. Stattdessen setzen die Methoden unter-
schiedliche Schwerpunkte. Während On-To-Knowledge seinen Fokus auf 
die begleitenden Prozesse des Projektmanagements legt, unterstützt DILI-
GENT mit seiner Argumentationsmethodik primär die Wissensakquise und 
3.2  Semantische Technologien 
75 
Anforderungserhebung in verteilten Gruppen. Das Klassifikationsmodell von 
DynamOnt ermöglicht insbesondere detaillierte Untersuchungen im Rahmen 
der Vor-Entwicklung und lässt andere Gesichtspunkte außer Acht. Bei den 
allgemeinen Methodiken zeichnen sich insbesondere METHONTOLOGY 
und UPON durch eine breite Abdeckung der geforderten Kriterien aus.  
UPON besitzt hierbei den Vorteil, auf bestehenden und weitverbreiteten Me-
thoden und Technologien aufzubauen, um Eintrittsbarrieren zu verhindern.  
3.2.5 Zusammenfassung 
Im Rahmen des vorliegenden Kapitels wurde auf semantische Technologien 
eingegangen, die in der Lage sind, Daten mitsamt deren Bedeutung zu hin-
terlegen und somit nicht nur explizites Wissen erfassen, sondern auch impli-
zites Wissen ableiten zu können. Somit sind sie grundsätzlich in der Lage, 
die Zielsetzung U1-2 des in Kapitel 2.4 aufgestellten Handlungsbedarfs ab-
zudecken. Fuzzy-Ontologien verbinden die Vorteile der Fuzzy-Logik und 
semantischer Technologien miteinander. Insbesondere wurde der Ansatz von 
Bobillo & Straccia (Bobbilo & Straccia, 2011) hervorgehoben, der bestehende 
Standards von Sprachen zur Wissensrepräsentation nutzt, um die unscharfe 
Informationen darzustellen. Die Ableitung von Schlussfolgerungen ist bis-
lang jedoch nur bedingt möglich. Zur strukturierten Entwicklung von Onto-
logien wurden Methoden des Ontology Engineering vorgestellt und  
innerhalb eines IEEE-basierten Rahmenwerks kritisch beleuchtet. Dabei 
wurden insbesondere die Methoden UPON und On-To-Knowledge hervorge-
hoben, jedoch auch auf deren Schwachstellen eingegangen. Die Methoden 
bieten einen Vorgehensrahmen zur Unterstützung bei der Einführung der 
Methodik im Unternehmen und befriedigen somit Handlungsbedarf U1-3.  
Die identifizierten Konzepte für Fuzzy-Ontologien als auch Methoden des 
Ontology Engineering sind im Konzeptteil geeignet anzupassen, um die Ziel-
stellung der vorliegenden Arbeit sicherzustellen. Während der Ansatz nach 
Bobillo & Straccia (Bobbilo & Straccia, 2011) bislang keine Schlussfolge-
rungsprozesse ermöglicht, bilden die analysierten Methoden des Ontology 
Engineering nicht alle geforderten Bedingungen des IEEE-Frameworks ab. 
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3.3 Knowledge Discovery in Databases 
Knowledge Discovery in Databases (KDD) ermöglicht die Analyse eines Da-
tenbestands mit dem Ziel, implizit vorhandenes Wissen zu entdecken und ex-
plizit zu machen (Düsing, 2006, S. 242). Im Kontext der vorliegenden Arbeit 
können somit Zusammenhänge zwischen Kunden- und Anbietersicht identifi-
ziert und als neue Anforderungen in die Entwicklungsprozesse von Lösungs-
anbietern rückgeführt werden, um Hauptziel H2 der Arbeit abzudecken. Im 
folgenden Abschnitt 3.3.1 werden zunächst Grundlagen des KDD erläutert 
und darauf basierend in Abschnitt 3.3.2 auf Verfahren der Assoziationsana-
lyse eingegangen. Diese Verfahren ermöglichen die Extraktion signifikanter 
Abhängigkeiten zwischen den Objekten des Datenbestandes, sind jedoch in 
der Regel auf scharfe Daten beschränkt. Assoziationsanalysen mit dem Fo-
kus auf unscharf artikuliertes Kundenwissen werden daher zusätzlich in Ab-
schnitt 3.3.3 diskutiert und im Anschluss einem kritischen Fazit unterzogen.  
3.3.1 Grundlagen 
Knowledge Discovery in Databases (KDD) ist ein Ansatz der Datenanalyse 
und zielt darauf ab, in umfangreichen Datenbeständen implizit vorhandenes 
Wissen zu entdecken und explizit zu machen (Düsing, 2006, S. 242). Insbe-
sondere werden Beziehungsmuster ermittelt, die für einen möglichst großen 
Anteil der Datenbasis Geltung haben und leicht verständliche Zusammen-
hänge in den Daten zum Ausdruck bringen. Während Düsing (Düsing, 2006, 
S. 245) noch zwischen KDD als Gesamtprozess und Data Mining als einer 
Phase des KDD-Prozesses unterscheidet, verwenden heute die meisten Auto-
ren beide Begriffe synonym. Als grundlegende Eigenschaften des KDD gel-
ten einerseits die Generierung von Hypothesen im Verlauf der Analyse und 
andererseits deren anschließende Verifizierung im Rahmen eines allge-
meinen Beweisverfahrens. Das im Rahmen des KDD entdeckte und explizit  
gemachte Wissen kann in der Folge zum Erreichen der Wissensziele eines 
Unternehmens, wie beispielsweise die Gewinnung eines besseren Kunden-
verständnisses, beitragen. 
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Die Wissensziele eines Unternehmens können sich je nach Aufgabenstellung 
stark voneinander unterscheiden, weshalb auch die möglichen Verfahren zur 
Lösung der Wissensziele stark differieren. In der Literatur existiert keine all-
gemein anerkannte Einteilung aller zugrundeliegenden Aufgabenstellungen 
und Lösungsverfahren, ein vielzitiertes Klassifikationsmodell wird jedoch 
von Beekmann und Chamoni (Beekmann & Chamoni, 2006, S. 264) vorge-
stellt. Das Modell klassifiziert in vier mögliche Aufgabenstellungen, welche 
(1) die Erstellung eines Klassifikationsmodells, (2) die Erstellung eines Re-
gressionsmodells, (3) die Bildung von Clustern und (4) die Entdeckung von 
Abhängigkeiten beinhalten. Abbildung 3.4 stellt das Klassifikationsmodell 
grafisch dar. Die vier Aufgabenstellungen sowie deren Ziele sollen im Fol-
genden kurz vorgestellt werden. 
 
 
 
 
 
 
 
 
Abbildung 3.4: Aufgabenstellungen und Lösungsverfahren im Knowledge Discovery in 
Databases in Anlehnung an (Beekmann & Chamoni, 2006, S. 264) 
Ziel bei der Erstellung eines Klassifikationsmodells ist es, eine Zuordnung 
von Elementen in vordefinierte Klassen zu ermöglichen. Als typisches Bei-
spiel wird häufig eine Kreditwürdigkeitsprüfung angegeben (Hippner & 
Wilde, 2008, S. 213). Die zweite Aufgabenstellung beinhaltet die Erstellung 
eines Regressionsmodells. Ziel eines solchen Modells ist es, Beziehungen 
zwischen einer abhängigen und einer oder mehreren unabhängigen Variablen 
festzustellen. Im Unterschied zur Klassifikation zielt die Regression auf  
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stetige Variablen ab, es kann also nicht mehr von einzelnen Klassen ausge-
gangen werden. Typische Beispiele sind Prognosen zukünftiger Verkaufs-
werte im Rahmen einer Zeitreihenanalyse. Bei der Bildung von Clustern als 
drittes Aufgabengebiet werden die Elemente derart in Cluster zusammenge-
fasst, dass die Elemente eines Clusters möglichst ähnlich, Elemente aus un-
terschiedlichen Clustern jedoch möglichst abweichend sind. Die Gruppen 
sind dabei im Gegensatz zu Klassen nicht a priori bekannt, sondern stellen 
das Ergebnis des Clusterverfahrens dar. Ein typisches Beispiel für Anwen-
dungen der Clusterentdeckung befindet sich im Marketing wie beispielsweise 
die Individualisierung der Kundenansprache. Das vierte Aufgabengebiet  
befasst sich mit der Entdeckung von Abhängigkeiten zwischen einzelnen 
Elementen eines Datenbestandes. Zumeist wird die Warenkorbanalyse als 
typisches Beispiel für Assoziationsanalysen herangezogen (Hagemann, 
2008, S. 11). Eine Möglichkeit der Abhängigkeitsentdeckung besteht im 
Auffinden von Assoziationsregeln zwischen einzelnen Attributwerten der 
Datensätze. Solche Verfahren zur Assoziationsanalyse sollen im Folgenden 
im Detail erläutert werden, um das entdeckte Wissen als neue Anforderun-
gen in die Entwicklungsprozesse von Lösungsanbietern rückführen zu können.  
3.3.2 Herkömmliche Verfahren der 
Assoziationsanalyse 
Als Verfahren der Assoziationsanalyse kommen verschiedene Assoziations-
algorithmen zum Einsatz, die häufig gemeinsam auftretende Objekte aus  
einem Datenbestand extrahieren. Das Ergebnis der Anwendung solcher  
Algorithmen sind Assoziationsregeln, die signifikante Abhängigkeiten zwi-
schen den untersuchten Objekten des Datenbestandes beschreiben. Im  
Zusammenhang mit Assoziationsanalysen werden die in der Datenbasis auf-
tretenden Objekte häufig als Items bezeichnet. Eine beispielhafte Assozia-
tionsregel kann wie folgt aussehen:  
Wenn Wein und Trauben gekauft wurden, wurde in 90% der Fälle auch  
Käse gekauft. 
3.3  Knowledge Discovery in Databases 
79 
Tabelle 3.7 gibt eine Übersicht über sämtliche gängigen Verfahren der Asso-
ziationsanalyse in Anlehnung an (Petersohn, 2005, S. 103). Alle Verfahren 
weisen in ihrer Struktur einen ähnlichen Ablauf auf, der in der Folge in Kür-
ze beschrieben wird. Vor der Beschreibung des grundlegenden Ablaufs wer-
den zum besseren Verständnis zunächst einige grundlegende Deklarationen 
durchgeführt. 
 
Algorithmus  Autor  Jahr  
AIS  Agrawal, Imielinski, Swami  1993  
SetM  Houtsma, Swami  1993  
Apriori-Klasse  Agrawal, Srikant  1994  
Partition  Savasere, Omiecinski, Navathe  1995  
Sampling  Toivonon  1996  
DHP  Park, Chen, Yu  1997  
DIC  Brin, Motwani, Ullman, Tsur  1997  
FP-Growth  Han, Pei, Yin  2000  
Tabelle 3.7: Verfahren der Assoziationsanalyse.  
In Anlehnung an (Petersohn, 2005, S. 103) 
Es sei 𝐼 = {𝑖1, 𝑖1, … , 𝑖𝑚} die Menge aller vorkommenden Objekte, die Items 
genannt werden. 𝒟 ist eine Datenbank mit Transaktionen  𝒯. Eine Transak-
tion 𝒯 besteht aus einer Menge an Items, so dass 𝒯 ⊆ 𝐼 gilt. Die Anzahl der 
Items in einer Menge, auch Itemset oder Itemmenge genannt, gibt dessen 
Größe an. Ein Itemset der Größe 𝑘 wird auch als 𝑘 − 𝐼𝑡𝑒𝑚𝑠𝑒𝑡 bezeichnet. 
Wichtige Leitgrößen zur Durchführung von Verfahren zur Assoziationsana-
lyse stellen der Support sowie die Konfidenz einer Regel dar.  
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Der Support betrifft die Anzahl an Transaktionen 𝒯 in der Datenbasis 𝒟, die 
ein Itemset 𝒳 beinhalten. Für ein Itemset 𝒳 ⊆ ℐ ist der Unterstützungsgrad 
(Support) wie folgt definiert:  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝒟(𝒳) =
|{𝒯 ∈ 𝒟|𝒯,𝒳 ⊆ ℐ}|
|𝒟|
  [3.5] 
 
Der Support 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝒟(𝒳) misst also den Anteil der Transaktionen, in  
denen 𝒳 auftritt in der Menge aller Transaktionen in 𝒟. 
Die Konfidenz misst die Stärke und damit den Vertrauensgrad einer Regel 
und ist definiert als: 
 
𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝒟(𝒳 → 𝒴) =
|{𝒯 ∈ 𝒟|𝒯, (𝒳 ∪ 𝒴) ⊆ ℐ}|
|{𝒯 ∈ 𝒟|𝒯,𝒳 ⊆ ℐ}|
=
𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝒟(𝒳 → 𝒴)
𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝒟(𝒳)
 
 
Die Konfidenz 𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝒟(𝒳 → 𝒴) misst also den Anteil der Transaktio-
nen, in denen (𝒳 ∪ 𝒴) auftritt, in der Menge der Transaktionen in 𝒟, deren 
Itemsets 𝒳 enthalten.  
Basierend auf den Deklarationen kann der grundlegende Ablauf einer Asso-
ziationsanalyse umrissen werden. Dieser vollzieht sich in zwei Phasen: 
1. Es werden alle Itemmengen gesucht, für die der Support größer als ein 
vom Nutzer angegebener Mindestsupport ist. Itemmengen, die den Min-
destsupport erreichen, werden große Itemmengen genannt, alle anderen 
kleine Itemmengen. 
2. Im zweiten Schritt werden die großen Itemmengen benutzt, um die ge-
wünschten Regeln zu erzeugen. Jede große Itemmenge wird dabei in 
jeweils zwei disjunkte Teilmengen X und Y aufgeteilt, um Assoziations-
regeln der Form X → Y zu generieren. Gilt die Beziehung 
𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝒟(X → Y)  ≥  cmin, so wird die Regel X → Y ausgegeben. 
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Auf eine detailliertere Erläuterung soll im Rahmen dieser Arbeit verzichtet 
werden, da die Literatur diese bereits liefert, wie beispielsweise (Beekmann 
& Chamoni, 2006, S. 277 ff.) (Han & Kamber, 2012, S. 559 ff.) (Petersohn, 
2005, S. 104 ff.). Sämtliche vorgestellte Verfahren der Assoziationsanalyse 
betrachten jedoch lediglich Datenbasen mit sicheren Datenbeständen. Von 
Menschen geäußertes unscharfes Wissen kann mit diesen Algorithmen nicht 
ausgewertet werden. Daher ist in einem weiteren Schritt eine Analyse sol-
cher Verfahren durchzuführen, die mit unscharfen Datenbeständen arbeiten 
und somit menschliche Aussagen in Regeln überführen können.  
3.3.3 Verfahren zur Assoziationsanalyse bei 
unscharfen Datenbeständen 
Seit Kurzem werden Verfahren zur Assoziationsanalyse mit Ansätzen der 
Fuzzy-Logik verbunden, um Rückschlüsse auf unscharfe Aussagen treffen 
zu können. Insbesondere fokussieren sich die Forschungsbemühungen auf 
die Generierung unscharfer Assoziationsregeln, in der Literatur häufig 
Fuzzy-Assoziationsregeln genannt. Die meisten Ansätze beschränken sich 
jedoch weiterhin darauf, eine sichere Datenbasis als Datengrundlage zu 
nehmen und lediglich die abgeleiteten Regeln unscharf zu definieren. 
Exemplarisch seien die Ansätze nach Hong et al. (Hong, Kuo, & Wang, 
2004) und nach Hu et al. (Hu, Chen, & Tzeng, 2003) genannt.  
Forschungsbemühungen, welche eine unscharfe Datenbasis bereits als 
Grundlage eines Assoziationsalgorithmus verwenden, wurden bislang nur  
in unzureichendem Maße unternommen. Unter die wenigen vorhandenen  
Ansätze fällt derjenige nach Djouadi et al. (Djouadi, Redaoui, & Amroun, 
2007). Darin wird die mathematische Grundlage eines Assoziationsverfah-
rens vorgeschlagen, das Assoziationsregeln auf Grundlage einer unscharfen 
Datenbasis mit Fuzzy-Zugehörigkeitsfunktionen ableiten kann. Ein vollstän-
dig implementierbares Konzept bleiben die Autoren jedoch schuldig. Weng 
und Chen (Weng & Chen, 2010) erweitern den Ansatz von Djouadi et al. und 
definieren drei potentielle Muster, in denen unscharfes Wissen vorliegen 
kann. Weng und Chen stellen ausführlich einen implementierbaren Algo-
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rithmus vor, der jedoch keinen Bezug auf Zugehörigkeitsfunktionen nimmt. 
Beide Ansätze basieren weiterhin auf dem allgemein anerkannten zweipha-
sigen Ablauf von Verfahren der Assoziationsanalyse, der im vorangegan-
genen Abschnitt erläutert wurde.  
3.3.4 Zusammenfassung 
Verfahren der Assoziationsanalyse eignen sich grundsätzlich dazu, Kunden-
wissen aus großen Datenbeständen zu extrahieren und somit wie in Hand-
lungsbedarf H2 gefordert Kundenanforderungen zu identifizieren. In der  
Regel beschränken sich die Verfahren jedoch auf scharfe Datenbestände, die 
natürliche Unschärfe in menschlichen Ausdrücken nicht berücksichtigen. 
Die beiden bestehenden Verfahren zur Assoziationsanalyse bei unscharfen 
Datenbeständen weisen weiteren Forschungsbedarf auf, da sie entweder kein 
vollständig implementierbares Konzept vorlegen oder aber keine Assoziati-
onsanalyse unter Zuhilfenahme herkömmlicher Zugehörigkeitsfunktionen 
zulassen. 
3.4 Zusammenfassung 
Im dritten Kapitel wurden ausgewählte Ansätze in Wissenschaft und Technik 
hinsichtlich ihres Zielerreichungsgrades in Bezug auf das vorliegende For-
schungsvorhaben bewertet. Dabei wurden Methoden und Konzepte mit dem 
Ziel evaluiert, diese auf die anwendungsspezifischen Anforderungen der vor-
liegenden Forschungsarbeit anpassen zu können.  
Im Rahmen dessen wurden zunächst Methoden der Künstlichen Intelligenz 
dahingehend bewertet, inwieweit sie eine Verknüpfung zwischen Kunden- 
und Anbietersicht unter Berücksichtigung menschlicher Unschärfe erlauben. 
Hierbei zeichneten sich insbesondere Fuzzy-Systeme durch die Möglichkeit 
aus, unscharfe umgangssprachliche Ausdrücke verarbeiten und intuitiv dar-
stellen zu können. Menschliches Kausalwissen kann auf der Basis von 
Fuzzy-Systemen strukturiert in Regeln gespeichert werden. Als nachteilig 
wurde die fehlende Lernfähigkeit von Fuzzy-Systemen festgehalten. Da  
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dieser Nachteil in der Folge durch Methoden des Knowledge Discovery in 
Databases beseitigt werden kann, liefern Fuzzy-Systeme eine gute Aus-
gangsbasis zur Definition einer anwendungsspezifischen Verknüpfungsrela-
tion zwischen Eigenschaften und Merkmalen.  
Wissensbasierte Systeme eignen sich dazu, implizites Wissen in Kundenaus-
sagen erkennen zu können. Diese Eigenschaft ermöglicht die Ableitung von 
Schlussfolgerungen zu Kundenaussagen, die nicht explizit getroffen wurden. 
Basierend auf dieser Erkenntnis wurde auf Fuzzy-Ontologien eingegangen, 
welche die Vorteile wissensbasierter Systeme einerseits und Fuzzy-Systeme 
andererseits verknüpfen. Somit können reine Fuzzy-Systeme als auch Fuzzy-
Ontologien zur Verknüpfung von Kunden- und Anbietersicht herangezogen 
werden. Die Wahl der geeigneten Verknüpfungsrelation ist unternehmens-
spezifisch zu beantworten. Vorgehensrahmen, welche Unternehmen bei der 
Erstellung der Verknüpfungsrelation behilflich sind, liefern Methoden des 
Ontology Engineering. Die auf Basis eines IEEE Standards evaluierten Me-
thoden UPON und On-To-Knowledge liefern hier eine geeignete Grundlage 
zur Ableitung eines anwendungsspezifischen Vorgehensmodells im Rahmen 
der vorliegenden Arbeit. Das Vorgehensmodell kann sowohl bei reinen 
Fuzzy-Systemen ohne Bezug zu wissensbasierten Systemen als auch bei 
Fuzzy-Ontologien zum Einsatz kommen. 
Abschließend wurde auf Verfahren der Assoziationsanalyse aus dem Bereich 
Knowledge Discovery in Databases eingegangen. Diese erlauben es, Assozi-
ationsregeln zwischen Objekten eines Datenbestandes zu generieren. Im vor-
liegenden Anwendungsfall kann diese Funktion dazu genutzt werden, die 
Fuzzy-Regelbasis eines Fuzzy-Systems oder einer Fuzzy-Ontologie kontinu-
ierlich an sich wandelnde Marktbedingungen anzupassen. Die mangelnde 
Lernfähigkeit von Fuzzy-Systemen wird damit eliminiert. Auf der anderen 
Seite können durch Verfahren der Assoziationsanalyse Zusammenhänge 
zwischen Eigenschaften und Merkmalen aufgedeckt werden, die im Lösung-
sportfolio noch nicht berücksichtigt wurden. Nicht im Lösungsportfolio  
abgedeckte Markttrends können somit frühzeitig identifiziert und als Ände-
rungsanfrage in die Entwicklungsabteilungen rückgeführt werden. In diesem 
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Zusammenhang wurde insbesondere auf Assoziationsalgorithmen eingegan-
gen, welche menschliche Unschärfe berücksichtigen. Hierbei wurde erhebli-
cher Nachholbedarf festgestellt. Ziel ist daher die Definition eines anwen-
dungsspezifischen Algorithmus, welcher beide oben genannte Ziele erreicht.  
In Kapitel 2 wurde der grundlegende Handlungsbedarf, welche die vorlie-
gende Forschungsarbeit motiviert, hergeleitet und unter industriellen als auch 
wissenschaftlichen Gesichtspunkten validiert. Darauf aufbauend analysierte 
das vorliegende Kapitel den bestehenden Stand in Forschung und Technik 
mit dem Ziel, bestehende Ansätze anwendungsspezifisch anpassen zu kön-
nen aber auch Unzulänglichkeiten zu identifizieren. Somit liefert Kapitel 3 
grundlegende Lösungsparadigmen zur Befriedigung der zuvor gestellten  
Anforderungen. Folgend wird die Methodik „Design for Customer“ vorge-
stellt, welche den Kern der Forschungsarbeit bildet. Darin werden teilweise 
die identifizierten Lösungsparadigmen anwendungsspezifisch angepasst  
und teilweise neue, vom Stand der Technik abgekoppelte, Lösungsansätze 
entwickelt. 
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4 Design for Customer – 
Methodik der nachhaltigen 
Kundenintegration 
4.1 Zielsetzung der Methodik 
Die Zielsetzung der im Rahmen der vorliegenden Arbeit entwickelten  
Methodik ‚Design for Customer‘ (DfC) ergibt sich aus dem im Grundlagen-
teil herausgearbeiteten Handlungsbedarf, der die grundlegende Motivation 
der Arbeit darstellt. Da Kunden im Rahmen der hybriden Wertschöpfung 
kein Interesse nach Produkten oder Dienstleistungen per se haben, sondern 
vielmehr die Lösung einer Problemstellung oder eines Bedürfnisses erwar-
ten, sind diese weitaus umfassender als im herkömmlichen Produktgeschäft 
in die Wertschöpfungsprozesse des Anbieters zu integrieren. Erstes Haupt-
ziel der vorliegenden Arbeit ist daher die Entwicklung eines Ansatzes zur 
Kundenintegration, der sich weniger am Produkt als vielmehr am Nutzen des 
Kunden ausrichtet. Im Rahmen der Methodik ‚Design for Customer‘ wird 
dieses Ziel durch die Entwicklung eines Lösungskonfigurators verfolgt, der 
eine Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen 
anstelle von Produktmerkmalen erlaubt. Grundlage hierfür bildet die Tren-
nung in Kundeneigenschaften und Anbietermerkmale, die auch den im 
Grundlagenteil beschriebenen Entwicklungsmodellen von Weber et al. 
(Weber, Steinbach, & Botta, 2004) und Thomas et al. (Thomas, Walter, & 
Loos, 2008) zu eigen ist. Während Kundeneigenschaften die Bedürfnisse des 
Kunden in nicht-fachlicher Form beschreiben, bilden Anbietermerkmale die 
strukturbeschreibenden Charakteristika von Kundenlösungen ab. Dem Kun-
den wird es somit ermöglicht, basierend auf der Artikulation seiner Anforde-
rungen und Bedürfnisse direkt zu einer Konfigurationsentscheidung zu 
kommen. Eine Kenntnis der im Lösungsportfolio enthaltenen Leistungs-
merkmale wird nicht vorausgesetzt, was dem Kunden die detaillierte Kennt-
nis der Wissensdomäne des Anbieters erübrigt.  
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Als zweites Hauptziel wurde das Fehlen von Ansätzen des Anforderungs-
managements speziell für den Bereich der hybriden Wertschöpfung heraus-
gestellt. Diese sind idealerweise nicht auf die Entwicklungsphase einer  
Kundenlösung beschränkt, erfolgen automatisiert und insbesondere ohne 
Generierung eines Mehraufwandes für den Kunden, indem bestehende Inter-
aktionspunkte zwischen Kunde und Anbieter berücksichtigt werden. Im 
Rahmen der vorliegenden Arbeit wird dieses Ziel durch die kontinuierliche 
Rückführung von Kundenanforderungen auf Basis des zuvor geforderten 
Konfigurators als kontinuierliche Bezugsquelle sichergestellt. Die Kenntnis 
der vom Kunden artikulierten Bedürfnisse und der daraus abgeleiteten  
Kaufentscheidungen ermöglicht es, ein repräsentatives Bild des Kunden zu  
gewinnen und bei Bedarf in die Entwicklungsprozesse des Anbieters rückzu-
führen. Dabei können sowohl wandelnde Markttrends aufgespürt, als auch 
nicht mit dem bestehenden Lösungsportfolio abgedeckte Kundenbedürfnisse 
identifiziert werden.  
Zur Zielerreichung wurden bestehende Ansätze aus Wissenschaft und Tech-
nik herangezogen und im vorangegangenen Kapitel einer kritischen Analyse 
unterzogen. Auf Basis der Analyse konnte eine Menge an Ansätzen identifi-
ziert werden, welche eine Grundlage zur Befriedigung der Handlungsbedarfe 
bieten. Die Ansätze finden sich im folgenden Konzeptteil der Arbeit wieder, 
innerhalb dessen sie erweitert und anwendungsfallspezifisch angepasst werden.  
4.2 Methodische Schritte 
Kern der vorliegenden Arbeit bildet die Methodik ‚Design for Customer‘, die 
aus fünf methodischen Schritten besteht und in ihrer Gesamtheit die zuvor 
erläuterten Handlungsbedarfe abdeckt. Der erste methodische Schritt liefert 
ein Vorgehensmodell, das die strukturierte Entwicklung eines bedürfnisori-
entierten Lösungskonfigurators erlaubt. In Schritt zwei werden zwei alterna-
tive Ansätze zur Verknüpfung von Kundeneigenschaften und Leistungs-
merkmalen vorgestellt, welche das Rückgrat des Lösungskonfigurators 
bilden. Im dritten Schritt wird durch Methoden- und Werkzeugbaukästen des 
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Usability Engineerings sichergestellt, dass nicht nur die methodische Basis 
des Ansatzes, sondern das Gesamtsystem den Bedürfnissen des Benutzers 
entsprechend gestaltet ist. Für die Analyse und nachgelagerte Rückführung 
von Kundenbedürfnissen in die Entwicklungsprozesse von Lösungsanbietern 
und somit ein kontinuierliches Anforderungsmanagement sorgen die Schritte 
vier und fünf der Methodik. Die Abfolge der methodischen Schritte der Me-
thodik ‚Design for Customer‘ ist in Abbildung 4.1 ersichtlich. Die methodi-
schen Schritte sowie die zugrundeliegende Lösungsparadigmen werden im 
Folgenden nochmals umrissen, bevor sie im Konzeptteil der Arbeit im Detail 
vorgestellt werden. 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 4.1: Schematischer Aufbau der Methodik Design for Customer 
Kernstück der Methodik bildet der DfC Lösungskonfigurator, dessen grund-
legender Ansatz im zweiten Schritt der Methodik vorgestellt wird. Dieser 
basiert auf der Trennung von Eigenschaften und Merkmalen und erlaubt eine 
Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen anstelle 
auf strukturbeschreibenden Leistungsmerkmalen. Um Unschärfe in natürli-
cher Sprache verarbeiten zu können und um ein optimales Konfigurationser-
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gebnis sicherzustellen, kommt dabei ein Fuzzy-Regler zum Einsatz. Im 
Rahmen der vorliegenden Arbeit werden zwei alternative Lösungsansätze 
zur Realisierung des Fuzzy-Reglers vorgestellt. Kapitel 4.3 ‚DfC Fuzzy-‘ 
beschreibt den ersten Lösungsansatz, innerhalb dessen ein herkömmlicher 
Fuzzy-Regler basierend auf der in Kapitel 3.1.3 ‚Fuzzy-Systeme‘ vorgestell-
ten Architektur anwendungsfallspezifisch angepasst wurde. Dieser kann aus-
schließlich Unschärfe in natürlicher Sprache verarbeiten. Sollen darüber hin-
aus implizierte Kundenaussagen erkannt werden, liefert Kapitel 4.4 ‚DfC 
Fuzzy-Ontologie‘ den zugehörigen zweiten Lösungsansatz. Dadurch können 
auch nicht explizit geäußerte Aussagen ausgewertet und darauf aufbauend 
logische Schlussfolgerungen abgeleitet werden.  
Um die strukturierte Entwicklung, Wartung und Pflege des Lösungskonfigu-
rators zu ermöglichen, sind dessen Inhalte zunächst methodisch herzuleiten. 
Darunter fällt die Identifikation der relevanten Eigenschaften und Merkmale 
wie auch die Wahl der geeigneten Verknüpfungsrelation. Dieser Prozess 
wird durch ein strukturiertes Vorgehen sichergestellt, das den ersten Schritt 
der Methodik ‚Design for Customer‘ bildet. Hierfür wurde basierend auf der 
Analyse bestehender Methoden des Ontology Engineerings eine neue Me-
thode abgeleitet, die sich der Best-Practices bestehender Methoden bedient 
und in Kapitel 4.5 ‚DfC Unified Process‘ vorgestellt wird.  
Im dritten Schritt der Methodik wird sichergestellt, dass nicht nur die me-
thodische Basis des Ansatzes, sondern das Gesamtsystem bestehend aus 
Mensch, Werkzeug und Aufgabe den Bedürfnissen des Benutzers entspre-
chend gestaltet ist. Hierfür wurden in Kapitel 4.6 ‚DfC Usability Enginee-
ring‘ Richtlinien und Baukästen entwickelt, welche den betroffenen Ent-
scheidungsträgern Werkzeuge und Methoden zur Sicherstellung des Ziels 
zur Verfügung stellen. Die Grundlage hierfür liefert das Usability Enginee-
ring als wissenschaftliche und praktische Basis.  
Das während der Nutzung des Konfigurators gesammelte Wissen wird in der 
Folge analysiert und als Kundenanforderungen in die Entwicklungsprozesse 
des Anbieters rückgeführt. Die entsprechende Funktionalität gewährleistet 
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Schritt vier der Methodik ‚Design for Customer‘. Die Analyse des erfassten 
Kundenwissens beruht dabei auf Methoden und Algorithmen des Knowledge 
Discovery in Databases (KDD). Aus Ermangelung bestehender Algorithmen 
zur Ableitung von Assoziationsregeln auf Grundlage unscharfer Datenbe-
stände wurde ein eigener Algorithmus entwickelt, der die Struktur des weit-
verbreiteten Apriori-Algorithmus adaptiert. Markttrends können somit iden-
tifiziert und hinsichtlich ihrer Abdeckung im Lösungsportfolio überprüft 
werden. Schritt vier ist in Kapitel 4.7 ‚DfC Kundenanforderungsgenerierung‘ 
ersichtlich. 
Schritt fünf beinhaltet die Integration der Methodik ‚Design for Customer‘ in 
die Entwicklungsprozesse des Anbieters und wird in Kapitel 4.8 ‚DfC An-
forderungsintegration‘ vorgestellt. Im vierten Schritt identifizierte, aber nicht 
im Lösungsportfolio abgedeckte Markttrends fließen dabei als Kundenanfor-
derungen in die Entwicklungsprozesse des Anbieters. Hierfür wurde das 
Prozessmodell nach Weber (Steinbach, Botta, & Weber, 2005) entsprechend 
erweitert. Die Methodik ‚Design for Customer‘ fügt sich somit nahtlos in 
wissenschaftlich und praxisorientiert etablierte Ansätze ein. 
Die nachfolgenden Unterkapitel gehen im Detail auf die hier nur kurz um-
rissenen methodischen Schritte ein und verschaffen somit ein umfassendes 
Bild der Methodik ‚Design for Customer‘. Dabei wird – wie in der vorange-
gangenen Beschreibung – zunächst Schritt 2 als zentraler Bestandteil der 
Methodik vorgestellt, da dieser die Grundlage für das weitere Verständnis 
bildet. 
4.3 DfC Fuzzy-Controller 
Ziel des vorliegenden Unterkapitels ist die Beschreibung des DfC Fuzzy-
Controllers, der den Kern des DfC Lösungskonfigurators bildet. Der Algo-
rithmus erlaubt es, die auf Eigenschaften basierende Sprache des Kunden 
mit der merkmalsbasierten Sprache des Anbieters zu verknüpfen. Dabei arti-
kuliert der Kunde innerhalb eines Konfigurationsschrittes den von ihm ge-
wünschten Kundennutzen sowie seine Kundenbedürfnisse und erhält als Er-
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gebnis der Konfiguration die zu den Eigenschaften passenden strukturbe-
schreibenden Merkmale. Ziel ist es, Unschärfe in natürlicher Sprache erken-
nen und verarbeiten zu können, um ein optimales Konfigurationsergebnis 
sicherzustellen. Zur Sicherstellung dieses Ziels kommt basierend auf der in 
Kapitel 3.1 vorgenommenen Analyse ausgewählter Methoden der künstli-
chen Intelligenz ein Fuzzy-Regler zum Einsatz.  
4.3.1 Grundlegende Definitionen 
Das folgende Unterkapitel liefert eine mathematische Beschreibung des 
Fuzzy-Controllers. Vor der Beschreibung des DfC Fuzzy-Controllers sind 
zunächst einige grundlegende Variablendeklarationen durchzuführen. Die 
Variablendeklarationen basieren auf den Fachtermini herkömmlicher Fuzzy-
Logik wie in der Literatur ersichtlich, siehe beispielsweise (Kramer, 2009, S. 
79-88). Abgeschlossen werden die Deklarationen durch die Definition der 
Fuzzy-Regelbasis, welche Eigenschaften und Merkmale miteinander verbin-
det. Im Anschluss an die Variablendeklarationen wird ein Fuzzy-
Gesamtsystem aufgestellt, das auf der in Kapitel 3.1.3 beschriebenen Archi-
tektur aufbaut und dessen Prozessmodell befolgt. Dieses Gesamtsystem er-
möglicht die Konfiguration basierend auf der Trennung von Eigenschaften 
und Merkmalen und kann als Kern der Methodik ‚Design for Customer‘ auf-
gefasst werden. 
4.3.1.1 Modellierung der Kundeneigenschaften 
Die Kundeneigenschaften repräsentieren die linguistischen Variablen des 
Fuzzy-Systems aus Kundensicht und werden als n-dimensionaler Fuzzy-
Vektor  
 𝒫 = (𝒫1, 𝒫2, …𝒫𝑛 )  [4.1] 
im Vektorraum 𝒱 = 𝒱1  × 𝒱2  × … × 𝒱𝑛 deklariert, wobei × den Kartesi-
schen Produktoperator repräsentiert. Der Gegenstandsbereich von 𝒱 wird 
durch natürliche umgangssprachliche Ausdrücke vorgegeben. Der Vektorbe-
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reich 𝒫 schränkt den Vektorbereich 𝒱 auf Aussagen zur Artikulation der 
firmenspezifischen Eigenschaften hybrider Leistungsbündel ein.  
Eine kundenspezifische Instanz des allgemeinen Eigenschaftenvektors 𝒫 
wird deklariert als 
 𝓅 = (𝓅1, 𝓅2, …𝓅𝑛 ) [4.2] 
wobei der Vektor 𝓅 dabei diejenigen Kundeneigenschaften repräsentiert, die 
ein Kunde als Kriterium zur Bewertung der von ihm gewünschten Leistung 
ansieht. 
 
 Verständnisbeispiel 
Als Kundeneigenschaften für den Kauf von Navigationsgeräten 
mit zugehörigen Dienstleistungen werden mehrere linguistische 
Variablen 𝒫 angeboten. Eine linguistische Variable 𝒫𝑖 ist mit dem 
Wert „Exklusivität“ ausgeprägt. Wählt ein Kunde die Modellvari-
able aus, wird die Modellvariable 𝒫𝑖 mit dem Wert „Exklusivität“ 
für ihn als 𝓅i instanziiert. 
 
Jede Kundeneigenschaft stellt ein modelliertes Konzept des Fuzzy-Systems 
dar und besitzt eine vordefinierte Menge an Ausprägungen, die als linguisti-
sche Terme bezeichnet werden. Linguistische Terme dienen dazu, die kun-
denspezifische Einschätzung der jeweiligen Eigenschaft abzubilden. Für jede 
Kundeneigenschaft werden die linguistischen Terme ℒ𝒯𝑖,𝑗 wie folgt definiert: 
Definition 4.1 (Linguistischer Term): Für jede Kundeneigenschaft 𝒫i gibt 
es q linguistische Terme ℒ𝒯i,j mit j = 1,2,… , q. 
Im Zusammenhang mit einer instanziierten Kundeneigenschaft 𝓅𝑖 bilden die 
linguistischen Terme ℒ𝒯𝑖,𝑗  Kundenaussagen der Form 𝓅𝑖 ↷ ℒ𝒯𝑖,𝑗, welche 
die Haltung des Kunden in Bezug auf die Kundeneigenschaft 𝓅𝑖 ausdrücken. 
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Definition 4.2 (Kundenaussage): Eine Kundenaussage der Form 𝓅i ↷ ℒ𝒯i,j 
gibt die Erwartungshaltung des Kunden in Bezug auf die Kundeneigenschaft 
𝓅i an. 
 
 Verständnisbeispiel 
Die Kundeneigenschaft 𝓅𝑖 mit dem Wert „Exklusivität” hat einen 
hohen Stellenwert für den Kunden. Er bewertet die Kundeneigen-
schaft daher mit einer linguistischen Variable ℒ𝒯𝑖,𝑗, mit dem Wert 
„sehr wichtig“, welche seine Erwartungshaltung ausdrückt.  
Die Kundenaussage hat damit die Form 𝓅𝑖(Exklusivität ) ↷
 ℒ𝒯𝑖,𝑗  (Sehr wichtig). 
 
4.3.1.2 Modellierung der Anbietermerkmale 
Aus Anbietersicht werden die Merkmale einer Kundenlösung direkt durch 
den zuständigen Entwickler festgelegt. Im Folgenden werden Anbieter-
merkmale analog zu den Kundeneigenschaften definiert.  
Anbietermerkmale stellen die linguistischen Variablen des Fuzzy-Systems 
aus Anbietersicht dar und bilden einen m-dimensionalen Vektor  
 𝒞 = (𝒞1, 𝒞2, … 𝒞𝑚 ) [4.3] 
im Vektorraum 𝒲 = 𝒲1  ×𝒲2  × … × 𝒲𝓂, wobei × den Kartesischen 
Produktoperator repräsentiert. Der Gegenstandsbereich von 𝒲 wird durch die 
Menge aller möglichen Produkt- und Dienstleistungsmerkmale vorgegeben.  
Zu jeder Modellvariablen 𝒞𝑖 existiert eine instanziierte Merkmalsvariable 𝒸𝑖, 
welche ein mit den Kundeneigenschaften 𝓅 = (𝓅1, 𝓅2, …𝓅𝑛 ) verknüpftes 
Merkmal darstellt. Der basierend auf den Kundeneigenschaften generierte 
Merkmalsvektor ergibt sich zu: 
 𝒸 = (𝒸1, 𝒸2, … 𝒸𝓂 ) [4.4] 
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Analog zu den Kundeneigenschaften werden zu jedem Anbietermerkmal 𝒸𝑖 
linguistische Terme ℒ𝒱𝑖,𝑗  𝑚𝑖𝑡 𝑗 = 1,2,… , 𝑟 definiert.  
Definition 4.3 (Linguistischer Term): Für jedes Anbietermerkmal 𝒸i gibt es r 
linguistische Terme ℒ𝒱i,j mit j = 1,2,… , r. 
Die Verknüpfung der Anbietermerkmale 𝒸𝑖 mit den zugehörigen linguisti-
schen Termen formen Aussagen der Form 𝒸𝑖 ↷ ℒ𝒱𝑖,𝑗. Die anbieterspezifi-
schen Aussagen geben Aufschluss über den anbieterspezifischen Sicher-
heitsgrad, dass Merkmal 𝒸𝑖 aufgrund der eingegebenen Kundeneigenschaften 
gewählt wird. 
Definition 4.4 (Anbieteraussage): Eine Anbieteraussage der Form 
𝒸i ↷ ℒ𝒱i,j gibt in qualitativer Weise den Sicherheitsgrad an, dass Merkmal 
𝒸i aufgrund der eingegebenen Kundeneigenschaften im Rahmen der Konfi-
guration in die Kundenlösung einfließt. 
 
 Verständnisbeispiel 
Anbietermerkmale umfassen diejenigen Sach- oder Dienstleis-
tungskomponenten, welche vom Kunden als Modul innerhalb der 
Kundenlösung konfiguriert werden können. Dies kann beispiels-
weise das Produktmerkmal „Echtglas-Oberfläche“ beinhalten. Die 
Anbieteraussage 𝒸𝑖 ↷ ℒ𝒱𝑖,𝑗 gibt den Sicherheitsgrad, mit der das 
Merkmal vom Kunden konfiguriert wird, als linguistischen Term 
an.  
Ist die Konfiguration des Produktmerkmals „Echtglas-Oberfläche“ 
mit einem hohen Sicherheitsgrad verbunden, so hat die Anbieter-
aussage die Form:  
          𝒸𝑖  (Echtglas-Oberfläche) ↷  ℒ𝒱𝑖,𝑗  (Sehr hoch) 
4  Design for Customer – Methodik der nachhaltigen Kundenintegration 
94 
4.3.1.3 Modellierung der Fuzzy-Mengen und 
Zugehörigkeitsfunktionen 
Zur Mathematisierung der sprachlichen Konzepte werden Fuzzy-Mengen 
eingeführt. Grundidee ist es, die für die Definition einer Menge verwendete 
charakteristische Funktion in ihrem Wertebereich zu ändern und auf das 
Einheitsintervall [0,1] zu projizieren.  
Definition 4.5 (Fuzzy-Menge): Eine Fuzzy-Menge 𝜇 von Ω ist eine Funktion 
von der Referenzmenge Ω in das Einheitsintervall: μ: Ω → [0,1]. 
Die charakteristische Funktion 𝜇 wird dabei als Zugehörigkeitsfunktion be-
zeichnet.  
Definition 4.6 (Zugehörigkeitsfunktion): Eine Zugehörigkeitsfunktion 
 𝜇ℒ𝒯𝑖,𝑗 existiert zu jeder Kundenaussage der Form 𝓅𝑖 ↷ ℒ𝒯𝑖,𝑗 sowie zu jeder 
Anbieteraussage der Form 𝒸𝑖 ↷ ℒ𝒱𝑖,𝑗. Eine Zugehörigkeitsfunktion weist 
jedem zu einer Kundeneigenschaft 𝓅𝑖 gehörigen linguistischen Term ℒ𝒯𝑖,𝑗  
Zugehörigkeitswerte 𝜇ℒ𝒯𝑖,𝑗(𝑥) zu. 
Für Zugehörigkeitsfunktionen  𝜇ℒ𝒯𝑖,j gibt es keine Einschränkungen hinsicht-
lich Grundmenge oder Funktionsverlauf (Witte, 2002, S. 53f). Die gängigs-
ten Formen der Zugehörigkeitsfunktionen beinhalten die Dreiecksfunktion, 
die Trapezfunktion sowie die nicht-linearen S-, Z- und P-Funktionen. Im 
Rahmen dieser Arbeit werden lediglich Dreiecks-Funktionen, Linksschulter-
Funktionen und Rechtsschulter-Funktionen betrachtet, die im Folgenden de-
finiert werden: 
Dreiecksfunktion  
 
 𝜇ℒ𝒲(𝓍,𝓂, 𝛼, 𝛽) =  
{
 
 
 
 
                               0                     𝓍 ≤ (𝓂 − 𝛼), 𝓍 ≥ (𝓂 + 𝛽)
x − (𝓂 − 𝛼)
𝛼
         (𝓂 − 𝛼) < 𝑥 ≤ 𝑚
(𝓂 +  𝛽) − 𝓍 
𝛽
     𝓂 < 𝑥 < 𝑚 + 𝛽
 [4.5] 
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Linksschulter-Funktion  
 𝜇ℒ𝒲(𝓍,𝓂, 𝛽) =  {
       1                    𝓍 ≤ 𝓂
               
(𝓂 +  𝛽) − 𝓍 
𝛽
          𝑚 < 𝑥 ≤ (𝑚 + 𝛽)
             0                    𝑚 + 𝛽 < 𝑥
 [4.6] 
Rechtsschulter-Funktion  
 𝜇ℒ𝒲(𝓍,𝓂, 𝛼) =  {
             0                             𝓍 < (𝓂 − 𝛼)
            
x − (𝓂 − 𝛼)
𝛼
                (𝓂 − 𝛼) < 𝑥 ≤ 𝑚
 1                            𝓍 ≥ 𝓂
 [4.7] 
 
Zugehörigkeitsfunktionen und Fuzzy-Mengen zu einer Anbieteraussage 
𝒸𝑖 ↷ ℒ𝒱𝑖,𝑗 sind analog zu den hier vorgenommenen Deklarationen einer 
Kundenaussage 𝓅𝑖 ↷ ℒ𝒯𝑖,𝑗 definiert. 
4.3.1.4 Modellierung der Fuzzy-Regelbasis 
Basierend auf den Deklarationen der Kundeneigenschaften und Anbieter-
merkmale wird die Definition einer Fuzzy-Regelbasis hergeleitet. Die Fuzzy-
Regelbasis dient dazu, unter Berücksichtigung natürlicher Unschärfe Kun-
deneigenschaften 𝓅𝑖 mit Anbietermerkmalen 𝒸𝑖 zu verknüpfen. Die Regel-
basis besteht aus 𝑠 Regeln ℛ𝑘 (𝑘 = 1,2,… , 𝑠). Eine allgemeine Fuzzy-Regel 
ℛ𝑘 bezieht sich auf ein spezifisches Anbietermerkmal 𝒸𝑖 mit linguistischen 
Termen ℒ𝒱𝑖,𝑗  (𝑗 = 1,2… , 𝑟). Über die Regel ℛ𝑘 wird das Anbietermerkmal 
𝒸𝑖  mit mehreren Kundeneigenschaften 𝓅𝑖 und deren Bewertung durch lingu-
istische Terme ℒ𝒯𝑖,𝑗  (𝑗 = 1,2,… , 𝑞) verknüpft.  
Definition 4.7 (Fuzzy-Regel): Über die Regel ℛ𝑘 wird das Anbieter-
merkmal 𝒸𝑖  mit mehreren Kundeneigenschaften 𝓅𝑖 und deren Bewertung 
durch linguistische Terme ℒ𝒯𝑖,𝑗  (𝑗 = 1,2,… , 𝑞) verknüpft. Eine Regel ℛ𝑘 
kann ausgedrückt werden als 
ℛ𝑘: 𝑾𝒆𝒏𝒏  𝓅1 𝑖𝑠𝑡 ℒ𝒯1,1 𝑢𝑛𝑑 𝓅2 𝑖𝑠𝑡 ℒ𝒯2,2 𝑢𝑛𝑑…  𝓅𝑛 𝑖𝑠𝑡 ℒ𝒯𝑛,𝑛,  
                  𝒅𝒂𝒏𝒏 𝒸𝑖  𝑖𝑠𝑡 ℒ𝒱𝑖,𝑗   [4.8] 
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Die Prämisse der Regel ℛ𝑘 beinhaltet 𝑛 Kundeneigenschaften 𝓅𝑖 mitsamt 
deren Ausprägungen durch linguistische Terme ℒ𝒯𝑖,𝑗  (𝑗 = 1,2,… , 𝑞). Die 
Konklusion der Regel ergibt sich aus genau einem Anbietermerkmal 𝒸𝑖  
sowie des zugehörigen linguistischen Terms ℒ𝒱𝑖,𝑗  (𝑗 = 1,2… , 𝑟). 
 
 Verständnisbeispiel 
Eine beispielhafte Regel ℛ𝑘 bei der Konfiguration eines Navigati-
onsgerätes kann wie folgt aussehen:  
Wenn „Exklusivität“ ist „wichtig“ und „Geländetauglichkeit“ ist 
„sehr wichtig“, dann „Echtglas-Oberfläche“ ist „hoch“.  
Über die Regelbasis wird in qualitativer Weise dem Sicherheits-
grad Ausdruck verliehen, dass ein Merkmal vom Kunden konfigu-
riert wird, wenn gewisse Kundeneigenschaften gewählt wurden. 
Die Regelbasis ist initial vom Unternehmen zu befüllen. 
 
4.3.2 Architektur des DfC Fuzzy-Controllers 
Die im bisherigen Verlauf dieses Kapitels erfolgten Definitionen liefern die 
Grundlage für den Aufbau eines Fuzzy-Reglers, welcher der Architektur aus 
Kapitel 3.1.3 entspricht. Die vom Kunden gelieferten Eingangswerte werden 
im Prozessschritt der Fuzzifizierung in Fuzzy-Mengen überführt. Der Infer-
enzschritt besteht aus den Einzelschritten Aggregation, Implikation und Ak-
kumulation, innerhalb derer die Eingangswerte auf Grundlage der Fuzzy-
Regelbasis in fuzzifizierte Ausgangswerte transformiert werden. Um einen 
scharfen Ausgangwert zu erhalten, ist das Ergebnis der Inferenz im fünften 
Prozessschritt der Defuzzifizierung umzuwandeln. Im Folgenden werden die 
fünf Prozessschritte im Detail vorgestellt. 
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4.3.2.1  DfC Fuzzy Controller Schritt 1: Fuzzifizierung 
Die Quantifizierung der Kundenaussagen erfolgt innerhalb des Prozessschrit-
tes der Fuzzifizierung. Der Kunde bewertet eine Kundeneigenschaft ऀ௜ mit 
einem numerischen Wert ݔ aus einem Intervall ሾݕǡ ݖሿ mit ݕǡ ݖ߳Գ und ݕ ൏ ݖ. 
Im vorliegenden Fall wird das Intervall ሾͲǡͳͲͲሿ proklamiert, wobei eine 
Kundeneingabe ݔ ൌ Ͳ absolutes Desinteresse und eine Kundeneingabe 
ݔ ൌ ͳͲͲ absolute Aufgeschlossenheit gegenüber Kundeneigenschaft ऀ௜  
ausdrückt. 
Die Fuzzifizierung der Kundeneingabeݔ zu Kundeneigenschaft ऀ௜ erfolgt, 
indem die Kundeneingabe ݔ mit den zu Kundeneigenschaft ऀ௜ gehörigen 
Zugehörigkeitsfunktionen ߤࣦ ೔࣮ǡౠ geschnitten und damit auf das Einheitsinter-
vall ሾͲǡͳሿ projiziert wird. Der resultierende Vektor ࣛ௜ setzt sich zusammen 
aus den Zugehörigkeitswertenߤࣦ ೔࣮ǡೕሺऀ௜ሻ sämtlicher linguistischer Terme 
ࣦ ௜࣮ǡ௝ zu ऀ௜Ǥ ࣛ௜ ist definiert als 
ࣛ௜ ൌ ቀߤࣦ ೔࣮ǡభሺऀ௜ሻǡ ߤࣦ ೔࣮ǡమሺऀ௜ሻǡ ǥ ߤࣦ ೔࣮ǡ೜ሺऀ௜ሻቁሺ݅ ൌ ͳǡʹǡǥ ǡ ܰሻ [4.9] 
wobei ߤࣦ ೔࣮ǡೕሺऀ௜ሻሺ݆ ൌ ͳǡʹǡǥ ǡ ݍሻ א Թ aus dem Intervall ሾͲǡͳሿ ist. Die Vari-
ablenߤࣦ ೔࣮ǡೕሺऀ௜ሻ repräsentieren den Sicherheitsgrad der Kundeneigenschaft 
ऀ௜ in quantitativer Weise.  
 
 Verständnisbeispiel 
Ein Kunde möchte die Wichtigkeit der Eigenschaft „Exklusivität“ 
bewerten, hat allerdings lediglich eine unscharfe Vorstellung sei-
ner Meinung. Auf einer Skala von 0 (unwichtig) bis 100 (sehr 
wichtig) entscheidet er sich für eine Wichtigkeit von 70.  
Zur Kundeneigenschaft „Exklusivität“ sind fünf Zugehörigkeits-
funktionen ߤ hinterlegt, die als Dreiecksfunktionen deklariert sind. 
Die Kundeneingabe, die in untenstehender Grafik auf der x-Achse 
aufgetragen ist, schneidet die beiden Zugehörigkeitsfunktionen 
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„wichtig“ und „sehr wichtig“. Die Existenz zweiter Schnittpunkte 
generiert zwei unscharfe Kundenaussagen der Form „Exklusivität 
ist wichtig“ sowie „Exklusivität ist sehr wichtig“. 
 
 
 
 
 
 
 
Die Projektion auf das Einheitsintervall [0,1] erfolgt über die  
y-Koordinate der Schnittpunkte, die Aufschluss über den Sicher-
heitsgrad der Kundenaussagen zu Kundeneigenschaft „Exklusi-
vität“ gibt. Die Kundenaussagen ergeben mit den zugehörigen  
Sicherheitsgraden in textueller Form den Vektor 𝒜𝑖 zu: 
 Kundeneigenschaft 𝓅i „Exklusivität“ hat linguistische Variable 
ℒ𝒲i,1 „wichtig“. Der Sicherheitsgrad ergibt sich zu 
 μExklusivität ↷ wichtig = 0,65. 
 Kundeneigenschaft 𝓅i „Exklusivität“ hat linguistische Variable 
ℒ𝒲i,2 „sehr wichtig“. Der Sicherheitsgrad ergibt sich zu 
 μExklusivität ↷ sehr wichtig = 0,23. 
 
4.3.2.2 DfC Fuzzy-Controller Schritt 2: Aggregation 
Die Aggregation stellt die Fuzzy-Und-Verknüpfung innerhalb der Prämisse 
einer Fuzzy-Regel ℛ𝑘 dar. Der Wert  𝜇𝑎𝑔𝑔,𝑘(𝓅1, 𝓅2, …𝓅𝑛 ) ist das Ergebnis 
der Prämisse einer Regel ℛ𝑘, also des Wenn-Teils einer Fuzzy-Implikation. 
Die Verknüpfung der verschiedenen Fuzzy-Vektoren 𝒜𝑖 zu den linguisti-
µ
10050 7525
wichtig
sehr wichtig
äußerst wichtig
nicht wichtig
weniger wichtig
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schen Variablen 𝓅i erfolgt über die Wahl eines geeigneten Aggregationsope-
rators, der als t-Norm bezeichnet wird.  
Definition 4.8 (t-Norm): Eine Funktion Τ: [0,1]2 → [0,1] heißt genau dann 
t-Norm, wenn für alle a, b, c ∈ [0,1] gilt (Witte, 2002, S. 51): 
i) Τ(a, 1) =  a    (neutrales Element) 
(ii) Τ(a, b) =  Τ(b, a) (Kommutativität) 
(iii) a ≤ b ⟹ Τ(a, c) ≤ Τ(b, c) (Monotonie) 
(iv) Τ(a, Τ(b, c)) =  T(T(a, b), c) (Assoziativität) 
 
Die Wahl des Aggregationsoperators ist dabei abhängig von der Wahl der 
allgemeinen Fuzzy-Logik. Hierbei werden die drei Basis-Fuzzy-Logiken 
Gödel, Łukasiewicz und Produkt unterschieden. Deren Wichtigkeit lässt sich 
aus der Tatsache ableiten, dass jede stetige t-Norm aus einer Kombination 
der t-Normen der drei Logiken hergeleitet werden kann. Zudem ist es üblich, 
die von Zadeh vorgeschlagene Logik als Kombination der drei Basislogiken 
zu erwähnen, da diese die häufigste Nutzung erfährt. 
Im vorliegenden Anwendungsfall wird die Fuzzy-Logik nach Zadeh ange-
wandt, die Anpassung des Reglers an andere Fuzzy-Logiken ist jedoch ohne 
weiteres möglich, indem der zugrundeliegende Aggregationsoperator gewählt 
wird. Durch die Wahl der Zadeh-Fuzzy-Logik ist der Minimum-Operator als 
t-Norm für die innerhalb der Aggregation ausgeführte Konjunktion zu ver-
wenden. Damit ergibt sich  𝜇𝑎𝑔𝑔,𝑘(𝓅1, 𝓅2, …𝓅𝑛 ) zu: 
                       𝜇𝑎𝑔𝑔,𝑘(𝓅1, 𝓅2, …𝓅𝑛 ) = min {𝒜𝑖 , 𝒜2, … ,𝒜𝑛} =
                               min { 𝜇ℒ𝒲1,1(𝓅1), … ,  𝜇ℒ𝒲𝑛,𝑞(𝓅𝑛)}                       [4.10] 
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  Verständnisbeispiel 
Ein Kunde bewertet im Rahmen der Konfiguration mehrere Kunden-
eigenschaften. Unter anderem werden über seine Eingaben die Ei-
genschaften „Exklusivität“ mit „wichtig“ und „Geländetauglichkeit“ 
mit „sehr wichtig“ bewertet.  
In der Fuzzy-Regelbasis wird aufgrund der Eingaben folgende Regel 
angesprochen: 
 Wenn „Exklusivität“ ist „wichtig“ und „Geländetauglichkeit“ ist 
„sehr wichtig“, dann „Echtglas-Oberfläche“ ist „hoch“.  
Innerhalb des Schrittes der Fuzzifizierung wurden einzelne Kunden-
eigenschaften ऀ௜ mit einem Sicherheitsgrad ߤࣱࣦ೔ǡೕ bewertet, die im 
Vektor ࣛ௜ hinterlegt wurden. Im vorliegenden Schritt der Aggrega-
tion werden diese Sicherheitsgrade miteinander verknüpft. Somit 
erhalten wir einen quantifizierten Wert für die Prämisse einer Regel. 
 
 
 
 
 
 
Im Beispiel sind durch oben angegebene Regel folgende Werte be-
troffen: 
 Ɋ୉୶୩୪୳ୱ୧୴୧୲¡୲ց୵୧ୡ୦୲୧୥ ൌ ͲǤ͸͸ 
 Ɋୋୣ୪¡୬ୢୣ୲ୟ୳୥୪୧ୡ୦୩ୣ୧୲ցୱୣ୦୰୵୧ୡ୦୲୧୥ ൌ ͲǤͺͲ 
 Der Sicherheitsgrad der Prämisse der gegebenen Regel 
Ɋୟ୥୥ǡ୩ሺऀଵǡऀଶǡǥऀ୬ሻ ergibt sich über den Minimum-Operator zu 
 ߤ௔௚௚൫ऀ୉୶୩୪୳ୱ୧୴୧୲¡୲ǡ ऀୋୣ୪¡୬ୢୣ୲ୟ୳୥୪୧ୡ୦୩ୣ୧୲൯ ൌ ሺͲǤͺͲǢ ͲǤ͸͸ሻ
ൌ ͲǤ͸͸ 
10050 7525
Exklusivität Geländetauglichkeit
µ µ
1 1
0,80
0,66
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4.3.2.3 DfC FuzzyController Schritt 3: Implikation 
Innerhalb des Implikationsschrittes wird das in der Aggregation ermittelte 
Ergebnis der Prämisse mit der Konklusion einer Regel ℛ𝑘 verbunden. Die 
Verknüpfung der Prämisse der Regel mit der Konklusion erfolgt im Prämis-
senteil über den während der Aggregation errechneten Wert 
 𝜇𝑎𝑔𝑔,𝑘(𝓅1, 𝓅2, …𝓅𝑛 ) und im Konklusionsteil über die durch die Zuge-
hörigkeitsfunktionen  𝜇ℒ𝒱𝒾,ℓ(𝒸𝑖) (𝑖 = 1,2,… ,𝑀) beschriebene Menge ℳi. 
 𝜇ℒ𝒱𝒾,ℓ(𝒸𝑖) ∈ ℝ ist aus dem Intervall [0,1] und repräsentiert in quantitativer 
Weise den Sicherheitsgrad, dass ein Kunde Anbietermerkmal 𝒸𝑖 konfiguriert. 
Mathematisch betrachtet repräsentiert  𝜇ℒ𝒱𝒾,ℓ(𝒸𝑖) den Sicherheitsgrad, zu dem 
Anbietermerkmal 𝒸𝑖 zur unscharfen Menge ℳi gehört. Menge ℳi errechnet 
sich über eine einzelne Zugehörigkeitsfunktion  𝜇ℒ𝒱𝒾,ℓ, welche den linguis-
tischen Termen ℒ𝒱𝑖,𝑗 Zugehörigkeitswerte  𝜇ℒ𝒱𝒾,ℓ(𝒸𝑖) zuweist. Mathematisch 
ausgedrückt erfolgt dies unter Zuhilfenahme der Integralrechnung: 
 ℳi = ∫  𝜇ℒ𝒱𝒾,ℓ(𝒸𝑖) 𝑑ℒ𝒱𝒾,ℓ [4.11] 
Basierend auf den somit vorgenommenen Variablendeklarationen kann die 
Beschreibung des Verknüpfungsschrittes vorgenommen werden. Dieser er-
folgt über eine horizontale Repräsentation, bei der aus der vorhandenen 
Fuzzy-Menge ℳi eine neue Menge – ein so genannter 𝛼-Schnitt – gebildet 
wird. Jeder 𝛼-Schnitt enthält dabei diejenige Teilmenge der Menge ℳi, die 
mindestens mit dem Zugehörigkeitsgrad 𝛼 in der Fuzzy-Menge ℳi enthalten 
ist. Der Zugehörigkeitsgrad 𝛼 ergibt sich aus dem innerhalb der Aggregation 
errechneten Wert  𝜇𝑎𝑔𝑔,𝑘(𝓅1, 𝓅2, …𝓅𝑛 ). Die entstehende Teilmenge wird 
als ℳi
<𝛼  deklariert. Ein 𝛼-Schnitt eines Fuzzy-Sets beschreibt die Teil-
menge ℳi
<𝛼 ⊂ ℳi für die, mit einem 𝛼 ∈ [0,1] gilt: 
ℳ𝑖
<𝛼 = {(𝑥,  𝜇ℳ𝑖
<𝛼(𝑥)) |𝑥 ∈  ℳ𝑖  ∧  𝜇ℳ𝑖
<𝛼 = 𝑚𝑖𝑛 (𝛼,  𝜇ℳi)}      [4.12] 
Die neue Fuzzy-Menge ℳi
<𝛼 lässt sich durch die neue Zugehörigkeitsfunk-
tion  𝜇ℳ𝑖
<𝛼(𝑥) beschreiben. 
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 Verständnisbeispiel 
Für die Regel 
 Wenn „Exklusivität“ ist „wichtig“ und „Geländetauglichkeit“ 
ist „sehr wichtig“, dann „Echtglas-Oberfläche“ ist „hoch“.  
sollen Regelprämisse (Wenn-Teil) und Regelkonklusion (Dann-
Teil) miteinander verknüpft werden. Im Aggregationsschritt wurde 
der Sicherheitsgrad ߤ௔௚௚ ൌ Ͳǡ͸͸ ermittelt. Dieser Wert wird nun 
als Eingangsparameter für die Implikation benötigt, um den ߙ-
Schnitt auf der Zugehörigkeitsfunktion von Anbietermerkmal 
„Echtglas-Oberfläche“ mit linguistischer Variable „hoch“ durch-
führen zu können.  
Dabei wird aus der Menge, welche die Zugehörigkeitsfunktion 
ߤࣰࣦࣻǡκ mit der x-Achse bildet, um diejenige Teilmenge reduziert, 
bei der der Sicherheitsgrad größer als der Sicherheitsgrad des In-
putparameters ߤ௔௚௚ ൌ Ͳǡ͸͸ ist. Somit wird sichergestellt, dass die 
kundenspezifische Wahrscheinlichkeit, dass Anbietermerkmal 
„Echtglas-Oberfläche“ zur Konfiguration angeboten wird, nicht 
größer ist als der vom Kunden gewünschte Sicherheitsgrad. 
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4.3.2.4 DfC Fuzzy-Controller Schritt 4: Akkumulation 
Die Verbindung aller 𝑘 Regeln beziehungsweise derer Implikationsergebnisse 
 𝜇𝑘,𝒸𝑖(𝓅1, 𝓅2, …𝓅𝑛, 𝒸𝑖) erfolgt über die Wahl eines geeigneten Disjunk-
tionsoperators. Der Disjunktionsoperator – auch t-Conorm genannt – ist wie 
der Aggregationsoperator abhängig von der Wahl der zugrundeliegenden 
Fuzzy-Logik.  
Definition 4.9 (t-Conorm): Eine Funktion ⊥: [0,1]2 → [0,1] heißt genau 
dann t-Conorm, wenn für alle a, b, c ∈ [0,1] gilt (Witte, 2002, S. 51): 
(i) ⊥ (a, 0) =  a (neutrales Element) 
(ii) ⊥ (a, b) = ⊥ (b, a) (Kommutativität) 
(iii) a ≤ b ⟹⊥ (a, c) ≤⊥ (b, c) (Monotonie) 
(iv) ⊥ (a, ⊥ (b, c)) = ⊥ (⊥ (a, b), c) (Assoziativität) 
 
Der im Rahmen des vorliegenden Regelsystems verwendeten Zadeh-Fuzzy-
Logik liegt der Max-Operator als t-Conorm zugrunde. Als Ergebnis erhalten 
wir: 
  𝜇𝑎𝑘𝑘,𝒸𝑖(𝓅1, 𝓅2, …𝓅𝑛, 𝒸𝑖) =
            max{ 𝜇1(𝓅1, 𝓅2, …𝓅𝑛, 𝒸𝑖), … ,  𝜇𝑘(𝓅1, 𝓅2, …𝓅𝑛, 𝒸𝑖)}    [4.13] 
Die Zugehörigkeitsfunktion  𝜇𝑎𝑘𝑘,𝒸𝑖 stellt das Ergebnis der Auswertung aller 
vom Anbietermerkmal 𝒸𝑖 abhängiger Regeln dar. In der Regel liefert die Zu-
gehörigkeitsfunktion ein Maß für die Output-Variable zu Anbietermerkmal 
𝒸𝑖 ,, die nicht direkt weiterverwendbar ist. 
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 Verständnisbeispiel 
Die vom Kunden bewerteten Kundeneigenschaften lösen die bei-
den Regeln 
 Wenn „Exklusivität“ ist „wichtig“ und „Geländetauglichkeit“ 
ist „sehr wichtig“, dann „Echtglas-Oberfläche“ ist „hoch“.  
 Wenn „Exklusivität“ ist „wichtig“ und „Multimediatauglich-
keit“ ist „sehr wichtig“, dann „Echtglas-Oberfläche“ ist  
„sehr hoch“.  
aus. Die im Prozessschritt der Implikation erhaltenen Mengen 
werden im vorliegenden Schritt der Akkumulation miteinander 
vereinigt. Als Ergebnis erhält man ߤ௔௞௞ǡࣷ೔ሺऀଵǡ ऀଶǡǥऀ௡ǡ ࣷ௜ሻǤ 
 
 
 
 
 
 
 
 
 
4.3.2.5 Schritt 5: Defuzzifizierung 
Um eine eindeutige Zuordnung der Inputvariablen ऀଵǡऀଶǡ ǥऀ୬ zur Output-
Variable ࣷ୧ zu gewährleisten, ist das innerhalb der Akkumulation in Form 
einer Fläche erhaltene Ergebnis ߤ௔௞௞ǡࣷ೔ zu defuzzifizieren. Neben der Maxi-
mum-Kriterium-Methode und der Mittelwert-Maximum-Methode findet die 
Schwerpunkt-Methode die häufigste Verwendung. Mit letzterer wird ein 
glatteres Regelverhalten als mit den beiden anderen Methoden, die oftmals 
10050 7525
Echtglas-Oberfläche
µ
1
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ein Springen des Ausgabewertes bei leichter Variation der Eingabewerte  
bewirken, erreicht (Kramer, 2009, S. 93). Durch Wahl der Schwerpunkt-
methode errechnet sich der Wert ࣷ௜ǡ௥௘௦ wie folgt. 
ࣷ௜ǡ௥௘௦ ൌ 
׬ ࣷ כ ࣷ௜ሺࣷሻ݀ࣷ
׬ ࣷ௜ሺࣷሻ݀ࣷ
ൌ 
׬ ࣷ כ ߤ௔௞௞ǡࣷ೔ሺऀଵǡ ऀଶǡ ǥऀ௡ǡ ࣷ௜ሻ ݀ࣷ
׬ ߤ௔௞௞ǡࣷ೔ሺऀǡ ऀଶǡǥऀ௡ǡ ࣷ௜ሻ ݀ࣷ
  [4.14] 
 
wobei ࣷ௜ǡ௥௘௦ א Թ aus dem Intervall [0,1] ist. Die Variable ࣷ௜ǡ௥௘௦ beschreibt 
die Zugehörigkeit des Anbietermerkmals ࣷ௜ zu den vom Kunden eingege-
benen Kundeneigenschaften ऀ ൌ ሺऀଵǡ ऀଶǡǥऀ௡ሻ in eindeutiger und quanti-
fizierter Form. Je höher der Wert ࣷ௜ǡ௥௘௦, desto stärker sind die Kundeneigen-
schaften ऀ ൌ ሺऀଵǡ ऀଶǡ ǥऀ௡ሻ mit Anbietermerkmal ࣷ௜ korreliert. 
 
Verständnisbeispiel 
Die im Akkumulationsschritt erhaltene unscharfe Menge 
ߤ௔௞௞ǡࣷ೔ሺऀଵǡ ऀଶǡǥऀ௡ǡ ࣷ௜ሻ ist auf einen scharfen Ausgangswert zu 
defuzzifizieren.  Dabei wird mithilfe der Integralrechnung der 
Schwerpunkt der Menge ߤ௔௞௞ǡࣷ೔ሺऀଵǡ ऀଶǡ ǥऀ௡ǡ ࣷ௜ሻ ermittelt. Der 
Mengenschwerpunkt wird Center of Area (COA) genannt. Die auf 
das Einheitsintervall normierte x-Koordinate des Mengenschwer-
punktes gibt Aufschluss über den Sicherheitsgrad der Konfigura-
tion des Anbietermerkmals durch den Kunden. 
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4.3.3 Zusammenfassung 
Im vorliegenden Unterkapitel wurde ein Fuzzy-Regler vorgestellt, welcher 
die Verknüpfung der eigenschaftsbasierten Sprache des Kunden mit der 
merkmalsbasierten Sprache des Anbieters ermöglicht. Der Algorithmus un-
terstützt die Identifikation und Verarbeitung von Unschärfe in natürlicher 
Sprache. Somit ermöglicht er die Erstellung eines Lösungskonfigurators, der 
die Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen an-
stelle von Produktmerkmalen erlaubt.  
Die Ableitung logischer Schlussfolgerungen aus nicht explizit geäußerten 
Kundenwünschen ist basierend auf dem DfC Fuzzy-Controller dagegen nicht 
möglich. Zur Befriedigung dieser Problemstellung können semantische 
Technologien eingesetzt werden, die in Kapitel 3.2 analysiert wurden. Die 
Methodik ‚Design for Customer‘ stellt daher einen zum vorliegenden DfC 
Fuzzy-Controller alternativen Ansatz zur Konfiguration bereit, welcher zu-
sätzlich die Verarbeitung impliziten Wissens zulässt. 
4.4 DfC Fuzzy-Ontologie 
Das vorliegende Unterkapitel stellt einen zum DfC Fuzzy-Controller alterna-
tiven Ansatz zur Konfiguration bereit, der zusätzlich zur Verarbeitung von 
Unschärfe in natürlicher Sprache auch implizites Wissen erkennen und  
daraus auf die expliziten Wünsche und Bedürfnisse des Kunden schlussfol-
gern kann. Wie auch der zuvor vorgestellte DfC Fuzzy-Controller erlaubt die 
DfC Fuzzy-Ontologie, die auf Eigenschaften basierende Sprache des Kunden 
mit der merkmalsbasierten Sprache des Anbieters zu verknüpfen. Die DfC 
Fuzzy-Ontologie liefert dabei keine fest vorgegebene Ontologie, sondern  
eine Erweiterung der Syntax der Wissensreprä-sentationssprache OWL 2. 
Mithilfe dieser Erweiterung können Fuzzy-Informationen in OWL 2 abgelegt 
und Schlussfolgerungsprozesse durchgeführt werden. Somit wird die Modellie-
rung von projekt- und anwendungsfallabhängigen Fuzzy-Ontologien erlaubt.  
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Basierend auf dem zuvor vorgestellten DfC Fuzzy-Controller werden zu-
nächst Anforderungen identifiziert, die an die Wissensrepräsentations-
sprache OWL 2 zu stellen sind, um Fuzzy-Informationen darstellen und dar-
aus Schlussfolgerungsprozesse ableiten zu können. Diese Anforderungen 
werden in der Folge in syntaktische Erweiterungen von OWL 2 umgewan-
delt. Um weiterhin bestehende Standards von OWL 2 beizubehalten werden 
die syntaktischen Erweiterungen als Annotation hinterlegt. Dabei wird auf 
Ergebnisse der Arbeit von Bobillo und Straccia (Bobbilo & Straccia, 2011) 
zurückgegriffen.  
4.4.1 Annotationen 
Herkömmliche Sprachen des Semantic Web sind nicht in der Lage, mit va-
gen Informationen zu arbeiten und können somit keine Fuzzy-Informationen 
abbilden. Ein Standard zur Abbildung von Fuzzy-Informationen in Sprachen 
des Semantic Web ist ebenfalls nicht absehbar. Ziel ist es daher, bestehende 
Sprachen des Semantic Web zur Abbildung von Fuzzy-Logik zu verwenden 
und diese in der Art und Weise zu erweitern, so dass sie  
 einerseits mit vagen Informationen umgehen können und  
 andererseits die bestehenden Standards einhalten.  
Als Vorteil einer solchen Vorgehensweise kann aufgeführt werden, dass wei-
terhin bestehende Werkzeuge zur Erstellung von Ontologien verwendet wer-
den können. Desweiteren ist der Einsatz bestehender Reasoner möglich, die 
den Fuzzy-Teil einer Ontologie auslassen. Eine Möglichkeit zur Durchfüh-
rung dieser Vorgehensweise ist die Verwendung von OWL 2 Annotationen, 
die dazu gedacht sind, Zusatzinformationen in Ontologien, deren Entitäten 
und Axiomen abzubilden. Dies können einerseits Kommentare zur besseren 
Verständnis der ontologischen Konstrukte durch den Menschen sein, ande-
rerseits können in Annotationen zusätzliche Informationen abgelegt werden. 
Der Aufbau von Annotationen in OWL 2 folgt dem in Abbildung 4.2 ersicht-
lichen Schema. Eine Annotation besteht aus einer Annotationseigenschaft 
(Annotation property) und einem Annotationswert (Annotation value).  
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Abbildung 4.2: Schema von OWL 2 Annotationen 
In Anlehnung an die Vorgehensweise nach Bobillo und Straccia (Bobbilo & 
Straccia, 2011) wird im Rahmen des vorliegenden Anwendungsfalls die An-
notationseigenschaft fuzzyLabel generiert. Die Annotation der Fuzzy-
Informationen erfolgt innerhalb eines Literals, das durch das Starttag 
<fuzzyOWL2> und das Endtag </fuzzyOWL2> begrenzt wird. Innerhalb die-
ser Begrenzung wird ein Attribut fuzzyType spezifiziert, das angibt, welche 
Art der Fuzzy-Information annotiert wird. Eine detaillierte Darstellung er-
folgt im Laufe der folgenden Unterkapitel.  
4.4.2 Syntaktische Anforderungen 
Im vorangehenden Abschnitt wurden Annotationen von OWL 2 beschrieben, 
die im Rahmen der vorliegenden Arbeit zur Abbildung von Fuzzy-
Informationen genutzt werden. Daher soll nun analysiert werden, welche 
syntaktischen Anforderungen an OWL 2 sowie dessen Annotationen zu stel-
len sind, um Fuzzy-Informationen abbilden und darauf Schlussfolgerungs-
prozesse ausführen zu können. Grundlage der Analyse sind diejenigen Ob-
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jekte, die bereits im DfC Fuzzy-Controller grundlegend definiert wurden und 
die Basis eines Fuzzy-Reglers darstellen. Dabei wird untersucht, welche Ob-
jekte innerhalb OWL 2 als Pendant zu diesen Variablen genutzt werden kön-
nen. Die Objekte sind in der Folge mit geeigneten syntaktischen Zusätzen 
innerhalb der Annotationen zu versehen, um die benötigten Informationen 
abbilden zu können.  
Im Speziellen wird innerhalb der Analyse das Vorhandensein linguistischer 
Variablen, linguistischer Terme, einer Fuzzy-Regelbasis sowie die Abbild-
barkeit einer Fuzzy-Logik überprüft. 
 Linguistische Variablen entsprechen den modellierten Konzepten inner-
halb des Fuzzy-Systems. Sie können in Ontologien durch herkömmliche 
Konzepte abgebildet werden. Sollen gewichtete Konzepte basierend auf 
einer Gewichtung mehrerer atomarer Konzepte erlaubt werden, so besitzen 
diese Konzepte keine Entsprechung im Nicht-Fuzzy-Fall. 
 Linguistische Terme inklusive derer Zugehörigkeitsfunktionen haben keine 
Entsprechung innerhalb herkömmlicher Ontologien. Sie können jedoch 
durch syntaktische Erweiterungen von Datentypen modelliert werden. 
Hierbei sind Zugehörigkeitsfunktionen und Fuzzy-Modifikatoren zu defi-
nieren.  
 Eine Regelbasis wird in Ontologien nicht verwendet, kann jedoch mithilfe 
von Axiomen abgebildet werden. Die Syntax der Axiome ist dahingehend 
anzupassen. 
 Eine Definition der verwendeten Fuzzy-Logik wird in Ontologien bislang 
nicht benötigt. Zu diesem Zweck kann die Deklaration der Ontologie mit 
einer Annotation erweitert werden. 
4.4.3 Fuzzy-Erweiterungen von OWL 2 
Im Folgenden werden die im vorangegangenen Abschnitt identifizierten 
OWL 2 Entitäten im Detail vorgestellt. Darüber hinaus wird definiert, wel-
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che Erweiterungen diese Entitäten abbilden können müssen, um die benötig-
ten Fuzzy-Informationen verwalten und speichern zu können.  
4.4.3.1 Konzepte 
Ein Konzept beschreibt eine Menge von Objekten, die gemeinsame Eigen-
schaften aufweisen. Konzepte werden auch als Klassen bezeichnet, die in 
einer Klassenstruktur mit Ober- und Unterklasse angeordnet werden können. 
Konzepte sind hinreichend zur Modellierung linguistischer Terme, wie in 
Kapitel 4.3 ‚DfC Fuzzy-Controller‘ definiert. 
Wird gewünscht, dass linguistische Variablen mit unterschiedlichen Gewich-
ten versehen werden können, so sind bestehende Konzepte zu erweitern. Ei-
ne Gewichtung von Konzepten ist hilfreich, wenn verschiedenen Kundenei-
genschaften eine unterschiedliche Wertigkeit zugeordnet werden soll. In 
diesem Fall ergibt sich ein neuer Objekttyp von Konzepten für gewichtete 
Summen 𝐶𝑤𝑠. Der Konstruktor des Konzeptes ergibt sich aus 
 𝐶𝑤𝑠 → (𝛼1 ⋅ 𝐶1) + ⋯+ (𝛼𝑘 ⋅ 𝐶𝑘) [4.15] 
wobei 𝐶𝑖 herkömmliche Konzepte darstellen und es gilt ∑ αi = 1
𝑘
𝑖=1 . 
4.4.3.2 Datentypen 
Datentypen bezeichnen die Zusammenfassung konkreter Wertebereiche und 
darauf definierter Operationen zu einer Einheit. Innerhalb OWL 2 werden 
herkömmliche Datentypen wie beispielsweise owl:real oder owl:rational 
unterstützt. Ferner existiert die Möglichkeit, Wertebereiche konkreter Rollen 
zu beschränken. Eine Abbildung von Zugehörigkeitsfunktionen ist jedoch 
nicht möglich.  
Wie innerhalb der Beschreibung des DfC Fuzzy-Controllers gefordert, sollen 
für den vorliegenden Anwendungsfall Dreiecksfunktionen, Linksschulter-
Funktionen und Rechtsschulter-Funktionen als Zugehörigkeitsfunktionen 
unterstützt werden. Die Funktionen sind über ein Intervall [𝑘1, 𝑘2] ⊆  ℝ de-
finiert und werden über die Punkte 𝑎, 𝑏, 𝑐 bei einer Dreiecksfunktion bezie-
hungsweise 𝑎, 𝑏 in den übrigen beiden Fällen charakterisiert. 
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Zusätzlich sollen Fuzzy-modifizierte Datentypen unterstützt werden, die über 
die Anwendung eines Fuzzy-Modifikators auf eine Zugehörigkeitsfunktion 
entstehen. Fuzzy-Modifikatoren dienen dazu, Fuzzy-Mengen zu verändern, 
um beispielsweise Begriffe wie sehr, ziemlich und etwas zu modellieren. Ein 
Beispiel der Verschärfung ist die Transformation der Zugehörigkeitsfunktion 
<hoch> auf <sehr hoch> über den Fuzzy-Modifikator <sehr>. Vorteile von 
Fuzzy-Modifikatoren sind deren Wiederverwendbarkeit für mehrere Fuzzy-
Mengen. Ein Fuzzy-Modifikator wird dabei als Funktion 𝑓𝑚𝑜𝑑: [0,1] → [0,1] 
definiert, welche die Zugehörigkeitsfunktion einer Fuzzy-Menge transfor-
miert. Im vorliegenden Fall soll ein linearer Fuzzy-Modifikator zur Verfü-
gung stehen, der eine bestehende Zugehörigkeitsfunktion verschärft (Konzen-
trationsoperator) oder entschärft (Dilationsoperator). Der hierfür benötigte 
lineare Fuzzy-Modifikator 𝑚𝑜𝑑 wird hierfür definiert als linearer Operator: 
𝑚𝑜𝑑 → linear(𝓍, α, 𝛽) =
{
 
 
 
 
 0
 
𝛽
α
𝛽
α
 
0   
 
𝛽
α
𝓍 
𝛽
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+
1 − 𝛽
1 − α
𝓍
 
𝓍 = 0 
 
0 ≤ 𝓍 ≤  α 
 
𝓍 > 𝛼 
[4.16] 
 
mit α, 𝛽 ∈ ℝ aus dem Intervall [0,1]. 
Somit sind insgesamt die folgenden Zugehörigkeitsfunktionen als Daten-
typen zu unterstützen: 
𝜇 → 𝑙𝑒𝑓𝑡(𝑘1, 𝑘2, 𝑎, 𝑏) 
𝑟𝑖𝑔ℎ𝑡(𝑘1, 𝑘2, 𝑎, 𝑏) 
𝑡𝑟𝑖𝑎𝑛𝑔𝑢𝑙𝑎𝑟(𝑘1, 𝑘2, 𝑎, 𝑏, 𝑐) 
𝑚𝑜𝑑(𝜇) 
(Linksschulter-Funktion) 
(Rechtsschulter-Funktion) 
(Dreiecksfunktion) 
(Fuzzy-Modifikator) 
[4.17] 
4.4.3.3 Axiome 
Axiome werden in der Regel verwendet, um logische Aussagen darzustellen, 
die als wahr erachtet werden. Die wichtigsten in OWL 2 vorhandenen Typen 
von Axiomen sind Klassenaxiome (Class Axioms), Objekteigenschaftenaxi-
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ome (Object Property Axioms), Dateneigenschaftenaxiome (Data Property 
Axioms) und Fakten (Facts). Eine einfache und intuitive Darstellung von 
Implikationsregeln über die in OWL 2 vorhandenen Axiome, wie für Fuzzy-
Systeme gewünscht, ist nicht möglich. 
Im vorliegenden Anwendungsfall sind Regeln der Form  
ℛ𝑘: 𝑾𝒆𝒏𝒏  𝓅1 𝑖𝑠𝑡  ℒ𝒯1,1 𝑢𝑛𝑑 𝓅2 𝑖𝑠𝑡  ℒ𝒯2,2 𝑢𝑛𝑑…  𝓅𝑛 𝑖𝑠𝑡  ℒ𝒯𝑛,𝑛,  
𝒅𝒂𝒏𝒏 𝒸𝑖  𝑖𝑠𝑡 ℒ𝒱𝑖,𝑗 
abzubilden. In der Konklusion jeder Regel wird dabei auf ein Anbieter-
merkmal 𝒸𝑖 verwiesen, welches als Konzept oder gewichtetes Konzept in der 
Ontologie abgebildet wird. Um die Zusammengehörigkeit dieses Anbieter-
merkmals zur Regel auch visuell zu veranschaulichen, sollen die Regeln als 
Unterklasse des sie implizierenden Anbietermerkmals angelegt werden. Die 
Verknüpfung zwischen Anbietermerkmal 𝒸𝑖 und Regelbasis erfolgt somit 
über das Klassenaxiom subClassOf. Die Annotationen des Klassenaxioms 
sind geeignet anzupassen, um den Unterschied zu herkömmlichen Klassen-
axiomen subClassOf zu verdeutlichen. 
4.4.3.4 Ontologien 
Herkömmliche Ontologien weisen keine Informationen zur innerhalb der 
Ontologie verwendeten Fuzzy-Logik auf. Um die Ontologie mit der Informa-
tion zu versorgen, welche Form der Fuzzy-Logik zugrunde liegt, ist die On-
tologie dementsprechend zu annotieren.  
4.4.4 Repräsentation von Fuzzy-Ontologien in OWL 2 
Der vorangegangene Abschnitt beschäftigte sich damit, diejenigen OWL 2 
Objekte vorzustellen, die für die Fuzzy-Anwendung des vorliegenden Anwen-
dungsfalles anzupassen sind. Dabei wurde beschreibend darauf eingegan-
gen, welche Funktionen und Operationen die angepassten Objekte aufweisen 
müssen. Im Rahmen dieses Abschnitts wird eine Methodik vorgestellt, Fuzzy-
Ontologien auf Basis von OWL 2 Syntax zu repräsentieren.  
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Die im weiteren Verlauf vorgestellte Repräsentation basiert auf dem Konzept 
nach Bobillo und Straccia (Bobbilo & Straccia, 2011) und erweitert dieses 
um die Möglichkeit, logische Schlussfolgerungsprozesse abzubilden. Wie 
auch bei Bobillo und Straccia werden herkömmliche OWL 2 Elemente ver-
wendet und diese durch Annotationen erweitert. Zur anschaulichen Darstel-
lung der Erweiterungen wird in der vorliegenden Arbeit die OWL/XML 
Syntax verwendet, welche die Ontologie als eine an die XML Notation ange-
lehnte Baumstruktur modelliert und damit intuitiv dargestellt wird. 
4.4.4.1 Konzepte 
Atomare Konzepte 
Kundeneigenschaften und Anbietermerkmale können wie im vorherigen Ab-
schnitt gezeigt in den meisten Fällen als herkömmliche OWL 2 Konzepte 
deklariert werden. Die Deklaration von Konzepten in OWL 2 XML Syntax 
geschieht folgendermaßen. 
 
Syntax einer Klassendeklaration. 
 <Declaration> 
  <Class IRI="#<CLASSNAME>"/> 
 </Declaration> 
Die Variable <CLASSNAME> steht dabei für den Namen der Klasse. 
 
 Verständnisbeispiel 
Der Begriff „Multimediatauglichkeit“ soll als Kundeneigenschaft 
verfügbar sein. Die notwendige Deklaration erfolgt dann über die 
folgende Deklaration: 
 <Declaration> 
  <Class IRI="# Multimediatauglichkeit "/> 
 </Declaration> 
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Gewichtete Konzepte 
Gewichtete Konzepte setzen sich aus einzelnen atomaren Konzepten sowie 
eines Gewichtungsfaktors zusammen. Die Gewichtungsfaktoren geben an, 
welche Wertigkeit die einzelnen Konzepte zueinander haben. Hierfür wird 
ein zusätzliches Konzept erstellt, das mit einer geeigneten Annotation zu 
versehen ist, um die Gewichtung abzubilden. Bei der Abbildung eines ge-
wichteten Konzepts sind mindestens zwei atomare Konzepte zu verwenden.㻌
Zu annotierendes Objekt: Ein OWL 2 Konzept 
 
Syntax der Annotation: 
 <fuzzyOwl2 fuzzyType="concept"> 
  <Concept type="weightedSum"> 
         (<Concept type="weighted" value="<GEWICHTUNGSFAKTOR>"  
         base="<BASISKONZEPT>"/>) 
  </Concept> 
 </fuzzyOwl2> 
Die Variable <GEWICHTUNGSFAKTOR> steht für die Gewichtungsfaktoren der 
einzelnen Konzepte, die in Summe 1 ergeben müssen. Dabei sind mindestens 
zwei Konzepte als <BASISKONZEPT> zu wählen. 
 
 Verständnisbeispiel 
Die Kundeneigenschaft „Multimediatauglichkeit“ soll sich aus den 
vom Kunden bewerteten Kundeneigenschaften „Internetzugang“ 
und „Vorinstallierte Spiele“ zusammensetzen. Die Eigenschaft 
„Internetzugang“ soll dabei mit dem Gewichtungsfaktor 0.7 be-
wertet werden. Damit ergibt sich der Gewichtungsfaktor für die 
Eigenschaft „Vorinstallierte Spiele“ zu 0.3. Die Syntax der gesam-
ten Annotation ergibt sich zu: 
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  <AnnotationAssertion> 
  <AnnotationProperty IRI="#fuzzyLabel"/> 
  <IRI>#Multimediatauglichkeit</IRI> 
  <Literal datatypeIRI="&rdf;PlainLiteral"> 
   <fuzzyOwl2 fuzzyType="concept"> 
    <Concept type="weightedSum"> 
     <Concept type="weighted" value="0.7"  
     base="Internetzugang" /> 
     <Concept type="weighted" value="0.3"  
     base="Vorinstallierte Spiele" /> 
    </Concept> 
   </fuzzyOwl2> 
  </Literal> 
 </AnnotationAssertion> 
 
4.4.4.2 Datentypen 
Fuzzy-Datentypen 
Zur Erstellung von Fuzzy-Mengen werden zugrundeliegende Zugehörig-
keitsfunktionen benötigt, die in OWL 2 als das Objekt Datentyp repräsentiert 
werden. Die Datentypen weisen unter anderem die Parameter min und max 
auf, welche die untere sowie die obere Grenze des Wertebereiches abbilden.  
Die weiteren Parameter der Zugehörigkeitsfunktionen a, b, c sind abhängig 
vom Typ der Zugehörigkeitsfunktion. Während Linksschulter- und Rechts-
schulter-Funktionen lediglich die Parameter a und b aufweisen, benötigt die 
Dreiecksfunktion den zusätzlichen Parameter c.  
Zu annotierendes Objekt:  
Ein OWL 2 Datentyp im Wertigkeitsbereich (Restriction Base) von Ganz-
zahlen (Integer) oder Gleitkommazahlen (Double). Die Parameter min und 
max sind nicht in der Annotation, sondern direkt in der Deklaration des 
OWL 2 Datentyps zu hinterlegen. Beispielhaft wird die Deklaration des Pa-
rameters <MIN> dargestellt. Die Deklaration des <MAX> Parameters erfolgt 
analog. 
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 <FacetRestriction facet="&xsd;minInclusive"> 
  <Literal datatypeIRI="&xsd;double"><MIN></Literal> 
 </FacetRestriction> 
 
Syntax der Annotation: 
Die Deklaration der Parameter a, b, c erfolgt innerhalb der Annotation des 
Datentyps. 
 <fuzzyOwl2 fuzzyType="datatype"> 
      <Datatype type="leftshoulder" a="PARAMETER_A" b="PARAMETER_B" />    
      <Datatype type="rightshoulder" a=" PARAMETER_A" b=" PARAMETER_B"/>    
      <Datatype type="triangular" a=" PARAMETER_A" b=" PARAMETER_B" c="  
      Parameter_C" /> 
 </fuzzyOwl2> 
 
 Verständnisbeispiel 
Zur Modellierung des linguistischen Terms „hoch“ wird eine Zuge-
hörigkeitsfunktion erstellt, deren Gesamtwertebereich sich im Inter-
vall [0,100] befindet. Die Zugehörigkeitsfunktion selbst soll eine 
Rechtschulter-Funktion mit den Parametern a=60 und b=80 ergeben. 
Zunächst wird der Datentyp mit dem Gesamtwertebereich [0,100] 
erstellt: 
 <DatatypeDefinition> 
  <Datatype IRI="#Hoch"/> 
  <DataIntersectionOf> 
   <DatatypeRestriction> 
    <Datatype abbreviatedIRI="xsd:double"/> 
    <FacetRestriction facet="&xsd;minInclusive"> 
     <Literal datatypeIRI="&xsd;double">0.0</Literal> 
    </FacetRestriction> 
   </DatatypeRestriction> 
   <DatatypeRestriction> 
    <Datatype abbreviatedIRI="xsd:double"/> 
    <FacetRestriction facet="&xsd;maxInclusive"> 
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     <Literal datatypeIRI="&xsd;double">100.0</Literal> 
    </FacetRestriction> 
   </DatatypeRestriction> 
  </DataIntersectionOf> 
 </DatatypeDefinition> 
Darauf aufbauend wird eine Annotation erstellt, welche die Rechts-
schulter-Funktion mitsamt deren Parametern modelliert: 
 <AnnotationAssertion> 
  <AnnotationProperty IRI="#fuzzyLabel"/> 
  <IRI>#Hoch</IRI> 
  <Literal datatypeIRI="&rdf;PlainLiteral"> 
   <fuzzyOwl2 fuzzyType="datatype"> 
    <Datatype type="rightshoulder" a="60.0" b="80.0" /> 
   </fuzzyOwl2> 
  </Literal> 
 </AnnotationAssertion>  
 
4.4.4.3 Fuzzy-Modifikatoren 
Fuzzy-Modifikatoren ermöglichen die Transformation von Fuzzy-Mengen, 
um beispielsweise Begriffe wie sehr, ziemlich und etwas zu modellieren. Der 
für den vorliegenden Fall benötigte lineare Fuzzy-Modifikator soll als OWL 2 
Datentyp deklariert werden können und weist die Parameter a, b auf. Die 
Grenzen des Wertigkeitsbereiches sind mit 0 und 1 gegeben und sind analog 
zu den Fuzzy-Datentypen zu deklarieren. 
Zu annotierendes Objekt: Ein OWL 2 Datentyp im Wertigkeitsbereich Double 
Syntax der Annotation: 
 <fuzzyOwl2 fuzzyType="modifier"> 
  <Modifier type="linear" a="PARAMETER_A" b="PARAMETER_B" /> 
 </fuzzyOwl2> 
Dabei stammen a, b aus dem Intervall [0,1]. 
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 Verständnisbeispiel 
Der Fuzzy-Modifikator „sehr“ soll so definiert werden, dass eine 
Konzentration einer Zugehörigkeitsfunktion ermöglicht wird. Die 
Parameter werden daher mit a=0.7 und b=0.3 gewählt. Die ent-
sprechende Syntax in OWL 2 XML lautet wie folgt: 
<AnnotationAssertion> 
 <AnnotationProperty IRI="#fuzzyLabel"/> 
 <IRI>#sehr</IRI> 
 <Literal datatypeIRI="&rdf;PlainLiteral"> 
  <fuzzyOwl2 fuzzyType="modifier"> 
   <Modifier type="linear" a="0.7" b="0.3" /> 
  </fuzzyOwl2> 
 </Literal> 
</AnnotationAssertion> 
 
Modifizierte Fuzzy-Datentypen 
Modifizierte Fuzzy-Datentypen basieren auf bestehenden Fuzzy-Datentypen 
einerseits und auf Fuzzy-Modifikatoren andererseits. Je nach Ausprägung 
des Fuzzy-Modifikators stellen sie verschärfte oder verschwommene Aus-
prägungen desjenigen Fuzzy-Datentypen dar, der ihnen zugrunde liegt. 
 
Zu annotierendes Objekt: Ein OWL 2 Datentyp 
Syntax der Annotation: 
 <fuzzyOwl2 fuzzyType="datatype"> 
  <Datatype type="modified " modifier="<FUZZY_MODIFIKATOR>"  
  base>="<Fuzzy_Basis_Datentyp>" /> 
 </fuzzyOwl2> 
Der Parameter <FUZZY_MODIFIKATOR> gibt dabei den Fuzzy-Modifikator an, 
der den Fuzzy-Datentyp <FUZZY_BASIS_DATENTYP> transformiert. 
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 Verständnisbeispiel 
Zusätzlich zum zuvor definierten Fuzzy-Datentyp „hoch“ wird ein 
weiter Datentyp „sehr hoch“ benötigt. Dies erfolgt durch Definiti-
on eines einen neuen Fuzzy-Datentypen vom Typ modifizierter 
Fuzzy-Datentyp. Der Datentyp hat als Basis den Fuzzy-Daten-
typen „hoch“ sowie den Fuzzy-Modifikator „sehr“ inne. Die zu-
grundeliegende Syntax setzt sich wie folgt zusammen: 
<AnnotationAssertion> 
 <AnnotationProperty IRI="#fuzzyLabel"/> 
 <IRI>#sehrHoch</IRI> 
 <Literal datatypeIRI="&rdf;PlainLiteral"> 
  <fuzzyOwl2 fuzzyType="datatype"> 
   <Datatype type="modified " modifier="sehr" base="hoch" /> 
  </fuzzyOwl2> 
 </Literal> 
</AnnotationAssertion> 
 
4.4.4.4 Axiome 
Axiome ermöglichen die Darstellung logischer Aussagen, die als wahr er-
achtet werden, weshalb sie sich zur Abbildung der Fuzzy-Regelbasis eignen. 
Zur Abbildung einer Regel ist ein neues Konzept zu bilden, welches als Un-
terklasse desjenigen Konzeptes angelegt ist, das im Konlusionsteil der Regel 
auftaucht. Die Regel ist in der Folge als Annotation des zugehörigen sub-
ClassOf-Axioms zu hinterlegen.  
Zu annotierendes Objekt: Ein OWL 2 Axiom vom Typ Class Assertion 
Syntax der Annotation: 
 <fuzzyOwl2 fuzzyType="axiom"> 
  <Axiom type="implication" premis="<REGEL_PRAEMISSE>" conclu 
  sion="<Regel_Konklusion>" /> 
 </fuzzyOwl2> 
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Die Syntax besteht aus den Parametern <REGEL_PRAEMISSE> zur Abbildung 
des Wenn-Teils der Regel (Prämisse) sowie <REGEL_KONKLUSION> zur Abbil-
dung des Dann-Teils der Regel (Konklusion). Die Prämisse der Regel formt 
dabei einzelne Aussagen der Form (<KONZEPT_KUNDENEIGENSCHAFT> some 
<FUZZY_DATENTYP>). Mehrere Aussagen werden mit dem Operator And von-
einander abgegrenzt. Die Konklusion besteht aus einer einzelnen Aussage 
(<KONZEPT_ANBIETERMERKMAL> some <FUZZY_DATENTYP>). 
 
 Verständnisbeispiel 
Es soll eine neue Regel erstellt werden, die genau dann greift, 
wenn Kundeneigenschaft „Internetzugang“ mit „sehr hoch“ be-
wertet wurde und Kundeneigenschaft „vorinstallierte Spiele“ mit 
„hoch“. Als Ergebnis der Regel soll Anbietermerkmal „Media 
Player“ mit „hoch“ bewertet werden. Vollständig ausgeschrieben 
lautet die Regel: Wenn Internetzugang ist “Sehr hoch“ und vorin-
stallierte Spiele ist „Hoch“, dann Media Player ist „Hoch“.  
Zunächst ist ein neues Konzept „Regel1“ anzulegen, das eine Un-
terklasse des Anbietermerkmals „MediaPlayer“ darstellt. In der 
Folge ist das subClassOf Axiom zu annotieren. Die zugehörige 
exemplarische Syntax lautet wie folgt: 
<SubClassOf> 
 <Annotation> 
  <AnnotationProperty IRI="#fuzzyLabel"/> 
  <Literal datatypeIRI="&rdf;PlainLiteral"> 
   <fuzzyOwl2 fuzzyType="axiom"> 
    <Axiom type="implication" premis="(Internetzugang  
    some sehrHoch) And … (VorinstallierteSpiele some hoch)" 
    conclusion="(MediaPlayer some hoch)" /> 
   </fuzzyOwl2> 
  </Literal> 
 </Annotation> 
 <Class IRI="#Regel1"/> 
 <Class IRI="#MediaPlayer"/> 
</SubClassOf>  
 
 
4.4  DfC Fuzzy-Ontologie 
121 
4.4.4.5 Ontologie 
Zur Spezifikation der zu verwendenden Fuzzy-Logik ist die Ontologie  
geeignet zu annotieren. Die Annotation erfolgt im Header der Ontologie. Die 
Auswertung der Regelbasis erfolgt dabei nicht innerhalb der Ontologie, son-
dern basierend auf geeigneten Werkzeugen, so genannten Reasonern. Auf 
diese Reasoner wird in Abschnitt 4.4.5 eingegangen.  
Zu annotierendes Objekt: Eine OWL 2 Ontologie 
Syntax der Annotation: 
 <fuzzyOwl2 fuzzyType="ontology"> 
  <FuzzyLogic logic ="<FUZZY_LOGIK>" /> 
 </fuzzyOwl2> 
Der Parameter ist mit Werten „lukasiewicz“, „zadeh“, „goedel“ oder „pro-
duct“ zu befüllen. Dabei ist darauf zu achten, dass der verwendete Reasoner 
die Logik versteht und weiterverarbeiten kann. 
 
 Verständnisbeispiel 
Die Fuzzy-Ontologie soll mit dem angeschlossenen Reasoner 
FUZZYDL ausgewertet werden. Dieser unterstützt unter anderem 
die Fuzzy-Logik nach Zadeh. Im Kopf der Ontologie ist folgende 
Annotation einzutragen.  
 <fuzzyOwl2 fuzzyType="ontology"> 
  <FuzzyLogic logic ="<zadeh>" /> 
 </fuzzyOwl2>  
 
4.4.4.6 Zusammenfassung 
Im Rahmen des vorliegenden Unterkapitels wurde auf Basis der Ontologie-
sprache OWL 2 die Möglichkeit geschaffen, eine Fuzzy-Wissensbasis inner-
halb einer Ontologie ablegen zu können. Hierfür wurde OWL 2 um Konzepte 
der Unschärfe erweitert und eine Methode vorgestellt, Implikationsregeln in 
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OWL 2 abzubilden. Der Vorteil des verwendeten Verfahrens besteht darin, 
dass ein existierender Standard zur Definition von Fuzzy-Ontologien zum 
Einsatz kommt. Der Entwicklung einer proprietären Lösung, die separate 
Standards benötigt, wird somit vorgebeugt. Als Träger der Fuzzy-Infor-
mationen innerhalb des OWL 2 Standards kommen Annotationen zum Ein-
satz. Vom W3C vorgesehener Einsatzzweck dieser Annotationen ist es, Zu-
satzinformationen in Ontologien, deren Entitäten und Axiomen abzubilden. 
Die Ontologie bleibt somit auch für herkömmliche Softwarewerkzeuge ver-
arbeitbar, da Annotationen von diesen einfach übergangen werden können. 
Die bislang vorgestellten Fuzzy-Erweiterungen von OWL 2 ermöglichen  
lediglich die Abbildung der Fuzzy-Wissensbasis. Die Aufgabe eines Fuzzy-
Reglers, der die Kunden-eigenschaften in passende Anbietermerkmale mit-
samt der Angabe von Sicherheitsgraden umwandelt, ist in der Folge von  
geeigneten Reasonern zu gewährleisten. 
4.4.5 Reasoning mit Fuzzy-Ontologien 
Der vorliegende Abschnitt baut auf der Methode zur Definition einer Fuzzy-
Wissenbasis auf, die im vorangegangenen Abschnitt erläutert wurde. Auf 
Grundlage dieser Wissensbasis sollen Kundeneigenschaften aufgrund einer 
Kundeneingabe in passende Anbietermerkmale umgewandelt werden. Dieser 
Prozess ist Aufgabe eines Fuzzy-Reglers und wird von geeigneten Werk-
zeugen – Reasoner genannt – unterstützt. 
Inferenzmaschinen zur Schlussfolgerung impliziten Wissens werden als 
Reasoner definiert (Müller J. , 2011, S. 15). Im vorliegenden Kontext bein-
halten Reasoner die Anwendungslogik zur Bewältigung der Aufgaben eines 
Fuzzy-Reglers, wie er in Kapitel 0 vorgestellt wurde. 
4.4.5.1 Anforderungen an Fuzzy-Reasoner 
Aufgabe eines Reasoners im vorliegenden Anwendungsfall ist es, basierend 
auf der Fuzzy-Ontologie die zu den eingegebenen Kundeneigenschaften  
passenden Anbietermerkmale zu identifizieren. Diese Anbietermerkmale 
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werden mit Sicherheitsgraden bewertet, die eine Aussage darüber erlauben, 
wie wahrscheinlich die Selektion eines Anbietermerkmals basierend auf der 
Kundeneingabe ist. Der Reasoner muss hierfür in der Lage sein, folgende 
Informationen aus der OWL 2 Ontologie zu extrahieren und entsprechende 
Rückmeldungen zu geben: 
 Extraktion der linguistischen Variablen des Fuzzy-Systems, die innerhalb 
der OWL 2 Konzepte gespeichert sind 
 Extraktion der linguistischen Terme sowie derer Zugehörigkeitsfunktionen 
aus den OWL 2 Datentypen 
 Extraktion der Fuzzy-Regelbasis aus den Axiomen der Fuzzy-Ontologie 
 Extraktion der zu verwendenden Fuzzy-Logik aus der Deklaration der 
Fuzzy-Ontologie 
 Rückmeldung der Anbietermerkmale (linguistische Terme) sowie deren 
Sicherheitsgrade basierend auf der Kundeneingabe 
Entsprechende Reasoningalgorithmen sowie IT-basierte Implementierungen 
können selbst entwickelt werden, alternativ kann auf bestehende Ansätze 
zurückgegriffen werden. 
4.4.5.2 Existierende Implementierungen von Fuzzy-Reasonern 
Im Rahmen der vorliegenden Forschungsarbeit wird darauf verzichtet, einen 
eigenen Reasoningalgorithmus zur Durchführung des Inferenzschrittes zu 
entwickeln. Stattdessen wird auf bestehende Implementationen von Rea-
sonern verwiesen, welche die Möglichkeit besitzen, als Fuzzy-Regler zu 
agieren. Tabelle 4.1 stellt eine Übersicht bestehender Fuzzy-Reasoner vor. 
Detaillierte Informationen können den referenzierten Publikationen ent-
nommen werden. 
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Name Publikation Datum Fuzzy-Logik 
DeLorean (Bobillo, Delgado, & Gomez-
Romero, 2007) 
2007 Zadeh 
Fire (Stoilos, Simou, Stamou, & 
Kollias, 2006) 
2006 Zadeh 
FuzzyDL (Bobbilo & Straccia, 2008) 2008 Zadeh, Łukasiewicz 
GERDS (Habiballa, 2007) 2007 Łukasiewicz 
GURDL (Haarslev, Pai, & Shiri, 2007) 2007 Allgemein 
YADLR (Konstantopoulos & 
Apostolikas, 2007) 
2007 Łukasiewicz 
Tabelle 4.1: Existierende Implementierungen von Fuzzy-Reasonern 
Die Wahl des passenden Reasoners ist abhängig vom Anwendungsfall, da 
den Reasonern unterschiedliche Beschreibungslogiken und Algorithmen zu-
grunde liegen. So unterstützt der Reasoner FuzzyDL die Beschreibungslogik 
, während der Reasoner GERDS lediglich die weniger ausdrucksstarke 
Beschreibungslogik  verarbeiten kann. Die Fuzzy-Ontologie darf folg-
lich lediglich diejenige Ausdrucksstärke aufweisen, die der Reasoner im In-
ferenzschritt auch unterstützt. Im vorliegenden Forschungsvorhaben wurde 
der Reasoner FuzzyDL gewählt. 
4.4.5.3 Parsing der Fuzzy-Ontologie 
Da jeder Reasoner ein proprietäres Datenformat verwendet, ist die auf OWL 
2 basierende Fuzzy-Ontologie zunächst in das Datenformat des jeweiligen 
Reasoners zu übersetzen. Die Übersetzung erfolgt automatisch unter Zuhil-
fenahme spezieller Softwareprogramme, Parser genannt. Ein Parser wird als 
Programm definiert, das nach bestimmten, vordefinierten Regeln für die Zer-
legung und Umwandlung einer ebenso in einem bestimmten, vordefinierten 
Format vorliegenden Eingabe in ein für die Weiterverarbeitung brauchbares 
Format zuständig ist (Zerbst, 2002, S. 105). Geeignete Parser sind anwen-
dungsfallabhängig zu entwickeln. 
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Im Folgenden wird der Zusammenhang zwischen den Objekttypen der 
Fuzzy-Ontologie und dem Datenformat des Reasoners beispielhaft am 
FuzzyDL Reasoner gezeigt. 
Linguistische Variablen 
Die linguistischen Variablen werden in der Fuzzy-Ontologie als herkömmli-
che Konzepte definiert. Sie repräsentieren die Kundeneigenschaften und An-
bietermerkmale. Dabei wird direkt der zulässige Wertebereich definiert.  
Syntax des FuzzyDL Reasoners: 
 (define-concrete-feature <Concept> *<datatype>* <a> <b>) 
wobei die Variablen <Concept> für die Bezeichnung des Konzeptes, <data-
type> für die Datentypen Integer oder Real und <a>, <b> mit a < b für die 
Eingrenzung des Wertebereiches stehen. 
Linguistische Terme 
Linguistische Terme entsprechen den Zugehörigkeitsfunktionen, die in der 
Fuzzy-Ontologie als Datentypen abgebildet werden. 
Syntax des FuzzyDL Reasoners: 
 (define-fuzzy-concept <Datatype>  triangular(<a>,<b>, <c>, <d>, <e>))  | 
 (define-fuzzy-concept <Datatype>  left-shoulder(<a>,<b>, <c>, <d>))      | 
 (define-fuzzy-concept <Datatype>  right-shoulder(<a>,<b>, <c>, <d>)) 
wobei <Datatype> für den Namen des Datentypen steht und die Variablen 
<a>, <b>, <c>, <d>, <e> die Zugehörigkeitsfunktion eindeutig beschreiben. 
Fuzzy-Regelbasis 
Die Fuzzy-Regelbasis wird innerhalb der Fuzzy-Ontologie durch Axiome 
abgebildet und enthält das Wissen, über die Verknüpfung von Kundeneigen-
schaften und Anbietermerkmalen. Im Beispiel wird lediglich eine Regel vor-
gestellt, die in der Prämisse zwei Kundeneigenschaften und in der Konklusi-
on ein Anbietermerkmal beinhaltet. 
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Syntax des FuzzyDL Reasoners: 
 (define-concept <Rule> (l-implies (g-and (some <Concept1> <Datatype1>)  
 (some <Concept2> <Datatype2))… 
 (some <Concept3> <Datatype3>))) 
wobei <Concept1> und <Concept2> zwei Kundeneigenschaften, sowie 
<Datatype1> und <Datatype2> für die adäquaten Zugehörigkeitsfunktionen 
stehen. <Concept3> und <Datatype3> sind analog für die Anbietermerkma-
le definiert. Der Operator g-and steht für den Und-Operator in der Prämisse, 
während l-implies den Implikationsoperator darstellt.  
Fuzzy-Logik 
Die innerhalb des Reasoningschrittes zu verwendende Fuzzy-Logik wird aus 
der Deklaration der Fuzzy-Ontologie übernommen. 
Syntax des FuzzyDL Reasoners: 
 (define-fuzzy-logic [<fuzzy-logic>]) 
wobei <fuzzy-logic> entweder den Wert ‚lukasiewicz‘ oder ‚zadeh‘ für die 
entsprechenden Fuzzy-Logiken annehmen kann. 
4.4.6 Zusammenfassung 
Das vorliegende Unterkapitel 4.4 ‚DfC Fuzzy-Ontologie‘ stellt einen zum 
DfC Fuzzy-Controller alternativen Ansatz zur Konfiguration bereit, der zu-
sätzlich zur Verarbeitung von Unschärfe in natürlicher Sprache auch impli-
zites Wissen erkennen und daraus auf die expliziten Wünsche und Bedürf-
nisse des Kunden schlussfolgern kann. Wie auch der zuvor vorgestellte DfC 
Fuzzy-Controller erlaubt die DfC Fuzzy-Ontologie die auf Eigenschaften 
basierende Sprache des Kunden mit der merkmalsbasierten Sprache des  
Anbieters zu verknüpfen. Hierfür wurde die Wissensrepräsentationssprache 
OWL 2 erweitert, um Fuzzy-Informationen abbilden zu können. Die Konfi-
guration findet unter Zuhilfenahme bestehender Software-Werkzeuge, 
Reasoner genannt, statt.  
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Zur strukturierten Entwicklung eines Lösungskonfigurators basierend auf 
den beiden vorgestellten Ansätzen werden geeignete Vorgehensmodelle  
benötigt. Eine solche strukturierte Vorgehensweise stellt das folgende Unter-
kapitel 4.5 ‚DfC Unified Process‘ vor, das den ersten methodischen Schritt 
der Methodik ‚Design for Customer‘ bildet. 
4.5 DfC Unified Process 
Im vorliegenden Unterkapitel wird ein Vorgehensmodell bereitgestellt, das 
die strukturierte Entwicklung, Wartung und Pflege des DfC Konfigurators 
ermöglicht. Das Vorgehensmodell wurde als Best-Practice-Methode aus be-
stehenden Ansätzen des Ontology Engineering abgeleitet. Die grundlegende 
Struktur basiert auf dem Unified Process aus der Softwareentwicklung, wur-
de jedoch um anwendungsspezifische Charakteristika sowie Aspekte des 
Projektmanagements erweitert. Die Einsetzbarkeit des Vorgehensmodells ist 
für beide in den Kapiteln 4.3 und 4.4 vorgestellten alternativen Ansätze ge-
währleistet. Wie auch der Unified Process ist der vorliegende Ansatz anwen-
dungsgetrieben mit sowohl iterativen als auch inkrementellen Bestandteilen. 
Fünf Workflows mit festgelegten Ein- und Ausgabeparametern geben feste 
Handlungsanweisungen sowie benötigte Arbeitsergebnisse vor. 
Das im vorliegenden Kapitel vorgestellte Vorgehensmodell DfC Unified 
Process basiert auf den Ergebnissen der Vergleichsanalyse bestehender Me-
thoden des Ontology Engineering auf Basis des IEEE 1074-1995 Standards 
für Lebenszyklen der Softwareentwicklung. Techniken bestehender Metho-
den, insbesondere der Vorgehensmodelle UPON und On-To-Knowledge, 
fließen in das entstandene Vorgehensmodell ein, das die Vorteile bestehen-
der Ansätze in sich vereint. Im Folgenden wird zunächst die generelle Archi-
tektur des Vorgehensmodells vorgestellt und im Anschluss detailliert auf die 
einzelnen Workflows, welche die Kernbestandteile des Vorgehensmodells 
bilden, eingegangen.  
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Diese sind unter Zuhilfenahme der grafischen Notationssprache BPMN  
(Business Process Model and Notation) in Version 2.0 modelliert
1
. 
4.5.1 Überblick: Der DfC Unified Process 
Basierend auf der Evaluation des Standes der Technik zum Themengebiet 
Ontology Engineering wurde ein Vorgehensmodell abgeleitet, das auf dem 
aus der Softwareentwicklung stammenden Unified Process sowie dessen an 
Ontologien angepasste Adaption, dem Vorgehensmodell UPON, beruht. Das 
hier beschriebene Vorgehensmodell wurde dabei stark an die speziellen  
Anforderungen des DfC Konfigurators angepasst. Zusätzlich wird das Fehlen 
von begleitenden Projektmanagementaktivitäten durch Konzepte ausgegli-
chen, die aus der Projektmanagement-lastigen Methodik On-To-Knowledge 
übernommen wurden. 
Wie auch der Unified Process aus dem Software Engineering ist der vorlie-
gende Ansatz anwendungsgetrieben mit sowohl iterativen als auch inkre-
mentellen Bestandteilen. Die Anwendungsgetriebenheit bezieht sich darauf, 
dass keine generischen Domänen-Ontologien entwickelt werden, sondern auf 
ein klares Anwendungsgebiet ausgerichtete Ontologien.  
Das Vorgehensmodell folgt dem Aufbau des Unified Process und teilt sich 
wie auch dieser in Zyklen, Phasen, Iterationen und Workflows ein. Jeder 
Zyklus besteht aus den vier Phasen Initialisierung, Ausarbeitung, Aufbau 
und Überführung. Am Ende jedes Zyklus entsteht eine neue Version der  
Ontologie. Die Phasen eines Zyklus werden iterativ durchlaufen, wobei jede 
Iteration wiederum aus fünf Workflows besteht, die sukzessive abgearbeitet 
werden. Diese sind der Anforderungsworkflow, der Analyseworkflow, der 
Designworkflow, der Implementierungsworkflow und der Testworkflow. 
Workflows und Phasen können als orthogonal zueinander stehend begriffen 
werden, da der Beitrag eines Workflows zur Iteration einer Phase mehr oder 
weniger relevant sein kann. Frühe Phasen (Initialisierungsphase) befassen 
                                           
1  Die offizielle Spezifikation der BPMN Notation ist unter der Webadresse 
http://www.omg.org/spec/BPMN/ ersichtlich. 
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sich vorrangig mit der Anforderungsgenerierung und fokussieren demnach 
insbesondere den Anforderungsworkflow. Innerhalb der späten Phasen wird 
hingegen die Umsetzung der Anforderungen forciert, weshalb der Implemen-
tierungs- und Testworkflow im Mittelpunkt des Interesses stehen. Abbildung 
4.3 zeigt den schematischen Aufbau des DfC Unified Process. 
 
 
Abbildung 4.3: Schematischer Aufbau des DfC Unified Process 
Im Fokus des vorliegenden Vorgehensmodells stehen die fünf oben genann-
ten Workflows, die operative Arbeitsanweisungen für die an der Erstellung 
des DfC Konfigurators beteiligten Personen beinhalten. Voraussetzung, um 
einen Workflow starten zu können, ist ein spezifischer, vordefinierter Input. 
Am Ende eines jeden Workflows wiederum wird ein vordefinierter Output 
erwartet, welcher innerhalb eines Meilensteines bewertet wird. Werden die 
Anforderungen des Meilensteines vollständig erfüllt, kann mit dem nächsten 
Workflow gestartet werden. Die Arbeitsschritte des Workflows sind andern-
falls so lange zu wiederholen, bis der Meilenstein passiert werden kann oder 
das Projekt abgebrochen wird.  
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4.5.2 Anforderungsworkflow 
Der Anforderungsworkflow legt mit der Definition der Szenarien und Ge-
schäftsziele den Grundstein des Ansatzes. Innerhalb des Workflows werden 
die Ziele der Fuzzy-Ontologie aus dem Blickwinkel der Nutzer aufgestellt. 
Dafür ist es notwendig, (1) das Anwendungsgebiet und den Gültigkeitsbe-
reich zu bestimmen, (2) den Geschäftszweck zu definieren, (3) die Anwen-
dungsszenarien aufzuzeigen, (4) Kompetenzfragen zu definieren, welche die 
Ontologie beantworten können muss und schlussendlich (5) in eine Stärken-
Schwächen Analyse münden. Eingangsgrößen des Workflows stellen die 
Problemstellung sowie die Verantwortlichkeiten dar. Der Output umfasst die 
Anforderungsspezifikation sowie eine Machbarkeitsstudie in Form einer 
Stärken-Schwächen Analyse.  
1. Bestimmung des Anwendungsgebietes und Gültigkeitsbereiches: Die 
Umschreibung des Anwendungsgebietes ist ein grundlegender Schritt, 
um den Gültigkeitsbereich einer Ontologie festzulegen (Uschold & 
King, 1995). Das Anwendungsgebiet beschreibt dabei den Rahmen, in-
nerhalb dessen der DfC Konfigurator eingesetzt werden soll, wobei die 
Beschreibung bereits die wichtigsten Konzepte der zukünftigen Onto-
logie beinhalten kann. Innerhalb der Darstellung des Anwendungsge-
bietes kann auch der explizite Ausschluss gewisser Anwendungsszena-
rien vorgenommen werden.  
2. Definition des Geschäftszwecks: Der anvisierte Nutzen des DfC Konfi-
gurators für die Organisation ist bereits früh herauszustellen. Nach De 
Nicola et al. (De Nicola, Missikoff, & Navigli, 2009, S. 261) lassen sich 
drei prinzipielle Geschäftsnutzen identifizieren: Die Informationsbereit-
stellung, die Mediation zwischen Prozessen und schließlich der Infor-
mationsabgleich zwischen Nachrichten, die zwischen einem Sender und 
Empfänger ausgetauscht werden. Im vorliegenden DfC Ansatz steht der 
dritte identifizierte Geschäftsnutzen im Vordergrund, der im Rahmen 
des vorliegenden Prozessschrittes weiter zu spezifizieren ist. 
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3. Identifikation der Anwendungsfälle: Die Anwendungsfälle verfeinern 
die Definition des Anwendungsgebietes und beschreiben in groben  
Umfang die notwendigen Prozessschritte, welche die Ontologie abzu-
decken hat. Zur Identifikation der Anwendungsfälle können Kreativi-
tätsmethodiken wie in (Pohl & Rupp, 2009) beschrieben zum Einsatz 
kommen. Die Anwendungsfälle werden im Analyseworkflow zu semi-
formalen Anwendungsszenarien erweitert. 
4. Identifikation von Kompetenzfragen: Kompetenzfragen werden von 
Grüninger und Fox (Grüninger & Fox, 1995) erstmals eingeführt. Sie 
stellen konzeptuelle Fragen dar, welche die Ontologie nach ihrer Fertig-
stellung beantworten können muss. Die Fragen werden während 
Brainstorming Sessions mit den zukünftigen Nutzern identifiziert und 
dienen während des Testworkflows der Evaluation der Ontologie. 
5.  Stärken-Schwächen Analyse: Die Stärken-Schwächen Analyse (SWOT 
Analyse) dient als letzter Prozessschritt innerhalb des Anforderungs-
workflows einer Bewertung der bislang identifizierten Punkte. Basie-
rend auf der SWOT Analyse wird der Nutzen des Einsatzes den ver-
bundenen Kosten und Aufwänden gegenübergestellt. Die SWOT 
Analyse dient daher als Input des ersten Meilensteins, der eine Go oder 
No-Go Entscheidung beinhaltet. Das Projekt wird je nach Entscheidung 
entweder fortgesetzt oder gestoppt.  
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Abbildung 4.4: Übersicht über den Anforderungsworkflow 
4.5.3 Analyseworkflow 
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sowie UML Klassendiagramme der Anwendungsszenarien bilden den Out-
put des Workflows, der im zweiten Meilenstein dahingehend überprüft wird, 
ob sämtliche Anwendungsfälle abgedeckt sind.  
 
 
Abbildung 4.5: Übersicht über den Analyseworkflow 
1. Erarbeiten der konfigurationsrelevanten Leistungsmerkmale und Gene-
rierung des Merkmalsglossars (MG): In einem ersten Schritt wird die 
relevante Terminologie des Leistungsspektrums erfasst. Dies kann  
manuell oder teilweise werkzeugunterstützt beispielsweise durch Text 
Mining Tools wie Text2Onto
2
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2  http://semanticweb.org/wiki/Text2Onto. Text2Onto ist ein Softwarewerkzeug zur au-
tomatisierten Ontologieerstellung. Es extrahiert Konzepte, Instanzen und Relationen 
aus Text-, XML-, HTML- und PDF-Dateien.   
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darstellt, werden die Konzepte im Merkmalsglossar zusätzlich durch  
informelle Definitionen ergänzt. 
2. Initialerfassung der Kundeneigenschaften und Generierung des Eigen-
schaftenglossars (EG): Analog zu den Leistungsmerkmalen sind die 
Eigenschaften aus Kundensicht zu evaluieren. Dies hat unter Einbezug 
einer repräsentativen Kundengruppe zu erfolgen. Wie auch im voran-
gegangenen Prozessschritt wird zunächst ein Lexikon erstellt, das die 
relevanten Kundeneigenschaften auflistet. Dieses Eigenschaftenlexikon 
(EL) wird wiederum um informelle Definitionen zu einem Eigenschaf-
tenglossar (EG) ergänzt, das dazu dient, ein einheitliches Begriffsver-
ständnis herzustellen. 
3.  Definition der Verknüpfungsrelation und ihrer Bedingungen: Im Rah-
men der vorliegenden Arbeit wird als Verknüpfungsrelation zwischen 
Eigenschaften und Merkmalen eine Fuzzy-Relation vorgeschlagen. Wie 
in Kapitel 3.1 ‚Ausgewählte Methoden der Künstlichen Intelligenz‘  
gezeigt, kann die Relation nach Unternehmenseinschätzung unter-
schiedlich definiert werden. 
4. Modellierung des Anwendungsszenarios: Ein Anwendungsszenario  
besteht in der Regel aus mehreren Use Cases, welche das Anwendungs-
szenario weiter spezifizieren. Als Modellierungskonzepte der Anwen-
dungsszenarien kommen UML Use Case Diagramme und UML Use 
Case Spezifikationen zum Einsatz (Rupp, 2004, S. 161). Sind sämtliche 
Anwendungsszenarien in den Glossaren und den UML Diagrammen 
abgedeckt, so kann mit Meilenstein 2 der Analyseworkflow abge-
schlossen werden. 
4.5.4 Designworkflow 
Innerhalb des Designworkflows werden die in den Glossaren festgehaltenen 
Eigenschaften und Merkmale in eine ontologische Struktur überführt. Die 
Basis der Modellierung bilden die UML Diagramme aus dem Analysework-
flow, zusammen mit den zu modellierenden Konzepten aus den beiden Glos-
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saren. Der Prozess unterteilt sich dabei in die Schritte (1) Modellierung der 
Konzepte, Datentypen und Konzepthierarchien (2) Modellierung der Regel-
basis und (3) Instanziierung der Konzepte basierend auf den Glossaren. Der 
Output des Workflows stellt folglich ein semantisches Netzwerk in Form 
einer Ontologie dar. Treiber des Designworkflows sind Knowledge Engine-
ers, Domänenexperten besitzen lediglich noch eine unterstützende Funktion. 
 
 
Abbildung 4.6: Übersicht über den Designworkflow 
1. Modellierung der Konzepte, Datentypen und Konzepthierarchien:  
Basierend auf dem Eigenschaften- (EG) und Merkmalsglossar (MG) 
werden die dort beschriebenen Informationen als Konzepte und Daten-
typen modelliert. Die Modellierung sollte dabei auf den in Kapitel 4.4.3 
„Fuzzy-Erweiterungen von OWL 2“ vorgestellten Objekten beruhen, 
um diese im nächsten Schritt in eine geeignete formale Sprache über-
führen zu können. Zur Modellierung der Konzepthierarchien existieren 
in der Literatur drei Ansätze (Uschold & Grüninger, 1996): Der Top-
Down Ansatz, der Konzepte vom Allgemeinen zum Speziellen model-
liert, der Bottom-Up Ansatz, der umgekehrt dazu verfährt und schließ-
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lich der Middle-Out Ansatz. Dabei werden die auffälligsten Konzepte 
zuerst modelliert, die in der Regel den mittleren Konzepthierarchien 
zugehörig sind. Dieser Ansatz wird in der Literatur als erfolgverspre-
chendster Ansatz hervorgehoben (Gomez-Perez, Fernandez-Lopez, & 
Corcho-Garcia, 2003, S. 118) und auch hier vorgeschlagen. 
2. Modellierung der Regelbasis: Die Regelbasis ist entsprechend der im 
vorangegangenen Workflow definierten Verknüpfungsrelation zu  
modellieren. Das in Kapitel 4.4.4 Konzept zur Erweiterung von OWL 2 
unterstützt Fuzzy-Logik als Verknüpfungsbasis. Weitere Verknüp-
fungsrelationen können analog zu der dort vordefinierten Syntax spezi-
fiziert werden. 
3. Instanziierung der Konzepte basierend auf den Glossaren: Die auf Basis 
des Merkmalsglossars definierten Konzepte geben Aufschluss über ge-
nerelle Merkmale des Leistungsportfolios wie beispielsweise Abmes-
sungen. Die Instanzen der Konzepte stehen hingegen für die tatsächli-
chen Leistungen, welche im Leistungsportfolio enthalten sind. Diese 
sind bei den zugehörigen Konzepten als Instanzen zu modellieren.  
4.5.5 Implementierungsworkflow 
Ziel des Implementierungsworkflows ist es, die Ontologie in eine formale 
Sprache zu überführen und im System umzusetzen. Hierfür ist zunächst (1) 
eine geeignete Sprache zu wählen. Im Anschluss ist das im Designworkflow 
entstandene Semantische Netz als (2) systemverarbeitbare Ontologie umzu-
setzen und zu formalisieren. Als Eingangsdokument dient das im vorange-
gangenen Workflow entstandene Semantische Netz, Output des aktuellen 
Workflows bildet eine systemverarbeitbare Ontologie. Wie auch der Design-
workflow wird der vorliegende Prozess stark von Knowledge Engineers  
getrieben. 
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Abbildung 4.7: Übersicht über den Implementierungsworkflow 
1. Wahl einer formalen Sprache: Im Rahmen dieser Arbeit wurden zwei 
alternative Ansätze zur Abbildung des DfC Konfigurators vorgestellt. 
Die mathematische Beschreibung in Kapitel 4.3 ‚DfC Fuzzy-
Controller‘ lässt die Wahl einer formalen Sprache offen. In der zweiten 
Alternative, die in Kapitel 4.4 ‚DfC Fuzzy-Ontologie‘ vorgestellt wurde, 
wurde OWL 2 als erfolgversprechende Sprache identifiziert und darauf 
basierend eine Syntax zur Abbildung des Anwendungsszenarios vorge-
stellt. In diesem Fall ist zur Modellierung die in Kapitel 4.4.4 
‚Repräsentation von Fuzzy-Ontologien in OWL 2‘ vorgestellte Syntax 
zu verwenden. 
2. Formalisierung der Ontologie: Im Rahmen des Designworkflows  
wurden die Glossare mitsamt der Regelbasis den entsprechenden onto-
logischen Objekten zugewiesen und in einem semantischen Netz hinter-
legt. Dieses Semantische Netz ist nun in die formale Sprache zu über-
führen, die im vorangegangenen Prozessschritt ausgewählt wurde. 
Wurden sämtliche Objekte des Semantischen Netzes in die formale  
Ontologie überführt, so kann der Meilenstein passiert und die Ontologie 
getestet werden.  
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4.5.6 Testworkflow 
Der Testworkflow dient der Qualitätssicherung und ermöglicht es, das Lö-
sungsdesign auf die im Anforderungsworkflow getroffenen Anforderungen 
hin zu überprüfen. Nach Burton-Jones et al. 
(Burton-Jones, Storey, Sugumaran, & Ahluwalia, 2005, S. 98) existieren vier 
Kategorien, nach denen Ontologien beurteilt werden können:  
 Syntaktische Qualität, die die Ontologie nach der Qualität ihrer  
formalen Struktur bewertet 
 Semantische Qualität, bei der nach widersprüchlichen Konzepten  
gesucht wird 
 Pragmatische Qualität, welche die Qualität einer Ontologie nach der  
Unterstützung ihrer Benutzer bewertet 
 Soziale Qualität, die erst nach der Veröffentlichung bewertet werden kann 
und allgemeinere Kriterien der Ontologienutzung fokussiert. 
 
 
Abbildung 4.8: Übersicht über den Testworkflow 
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Die syntaktische und semantische Qualität wird im Prozessschritt (1) Über-
prüfung der Konsistenz bewertet, während die pragmatische Qualität durch 
die Schritte (2) Überprüfung der Abdeckung und (3) Beantwortung der 
Kompetenzfragen validiert wird. Die systemverarbeitbare Ontologie wird im 
vorliegenden Workflow bewertet. Der Output ist eine evaluierte Ontologie-
version, die zum Einsatz freigegeben ist.  
1. Überprüfung der Konsistenz: Mit der syntaktischen und semantischen 
Konsistenz werden Kriterien zur formalen Struktur der Ontologie über-
prüft. Neben einer manuellen Prüfung durch Knowledge Engineers 
können mit Reasonern auch automatisierte Werkzeuge zur Qualitätssi-
cherung zum Einsatz kommen. Eine Übersicht geeigneter Reasoner 
wird in Kapitel 4.4.5.2 „Existierende Implementierungen von Fuzzy-
Reasonern“ geliefert. 
2. Überprüfung der Relevanz: Im zweiten Prozessschritt wird überprüft, 
ob die im Anforderungsworkflow definierten Forderungen inhaltlich 
korrekt beantwortet werden. Insbesondere helfen die dort aufgestellten 
Kompetenzfragen, die Richtigkeit der Ontologie aus Sicht der Domä-
nenexperten zu verifizieren. Der aktuelle Prozessschritt besitzt einen 
engen Zusammenhang zum folgenden Prozessschritt und wird parallel 
zu diesem durchgeführt. 
3. Überprüfung der Vollständigkeit: Hierbei wird nicht die Korrektheit der 
Aussagen überprüft, sondern festgestellt, ob sämtliche Anforderungen 
innerhalb der Ontologie aufgegriffen werden. Der Prozessschritt gibt 
folglich Auskunft über den Abdeckungsgrad der Anforderungen inner-
halb der Ontologie. Werden sämtliche Tests zur Zufriedenheit abge-
schlossen, so terminiert der Workflow und eine neue Version der Onto-
logie entsteht. In der Folge können die Workflows entsprechend der 
Architektur des Gesamt-Prozessmodells neu gestartet werden.  
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4.5.7 Stab 
Die Verantwortung für den Projektverlauf der Ontologieerstellung über-
nimmt ein hierfür zu installierender Stab. Die Aufgabe des Stabs ist die 
Überwachung des Projektverlaufes und die zentrale Sammlung der Teiler-
gebnisse des Projektes. Insbesondere ist der Stab zuständig für: 
 Erstellung eines Projektplanes und Überwachung des Projektverlaufes: 
Die operativ am Projekt beteiligten Personen berichten an den Stab, der 
den Projektplan zentral überwacht. Insbesondere ist der Stab bei nachträg-
lichen Änderungen der Anforderungen für die Neuinitiierung des Projektes 
verantwortlich. Der Stab tritt daher auch nach erfolgreicher Erstellung der 
Ontologie zusammen, um geänderte Anforderungen in die Ontologie zu 
inkorporieren. Hierfür sind unter Umständen Neustarts des Projektes not-
wendig. 
 Zuweisung von Verantwortlichkeiten: Der Stab weist den Projektmitglie-
dern Verantwortlichkeiten und Rollen innerhalb der Workflows zu. Die 
Projektmitglieder berichten an den Stab. 
 Zentrale Speicherung der Projektergebnisse: Innerhalb der einzelnen 
Workflows erstellte Projektergebnisse werden zentral beim Stab gespei-
chert, um einen gemeinsamen Zugriff auf die jeweiligen aktuellen Versio-
nen der Ergebnisse zu gewährleisten. Somit wird die Nachhaltigkeit der 
durchgeführten Tätigkeiten sichergestellt. 
Im Anschluss an jedes abgeschlossene Projekt übernimmt der Stab die Ver-
antwortung über die Kommunikation an die relevanten Benutzergruppen so-
wie den produktiven Einsatz der Ontologie. Darunter fällt die Inkorporation 
der Ontologie in die relevanten Systeme sowie die Erstellung und Durchfüh-
rung der Benutzerschulungen.  
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4.5.8 Zusammenfassung 
Im Rahmen des vorliegenden Kapitels wurde das Vorgehensmodell DfC 
Unified Process entwickelt, das eine strukturierte Entwicklung und Bereit-
stellung der Wissensbasis des DfC Konfigurators ermöglicht. Die Einsetz-
barkeit des Vorgehensmodells ist für beide in den Kapiteln 4.3 und 4.4 vor-
gestellten alternativen Ansätze gewährleistet. Das Vorgehensmodell basiert 
auf bestehenden Modellen des Ontology Engineering, die anwendungsspezi-
fisch angepasst und erweitert wurden. Das Vorgehensmodell kann damit als 
Best-Practice-Ansatz verstanden werden. Die inhaltliche Grundlage bildet 
das auf dem Unified Process beruhende Vorgehensmodell UPON, das um 
Methoden des Projektmanagements erweitert wurde. Die eingearbeiteten 
Methoden beruhen teilweise auf dem projektmanagement-lastigen Vorge-
hensmodell On-To-Knowledge. Beide Vorgehensmodelle finden praktischen 
Einsatz in der Industrie und verwenden bestehende und allgemein anerkannte 
Werkzeuge und Methoden (UML, Microsoft Visio, …), um Eintrittsbarrieren 
der Modellierung zu überwinden. 
Mit den bislang vorgestellten Methoden kann ein bedürfnisorientierter  
Lösungskonfigurator strukturiert entwickelt und implementiert werden. Für 
die Implementierung stehen mit dem DfC Fuzzy-Controller und der DfC 
Fuzzy-Ontologie zwei alternative Ansätze zur Verfügung. Im Rahmen der 
vorgestellten Methodik soll jedoch nicht nur der Konfigurationsansatz selbst, 
sondern das Gesamtsystem an der Gebrauchstauglichkeit sowie der Benut-
zerfreundlichkeit ausgerichtet sein. Mit der Sicherstellung dieser Nutzer-
ergonomie befasst sich das folgende Unterkapitel 4.6.  
4.6 DfC Usability Engineering 
Die vorangegangenen methodischen Schritte der Methodik ‚Design for 
Customer‘ liefern die methodische und informationstechnische Basis, um 
einen Lösungskonfigurator basierend auf der Trennung von Eigenschaften 
und Merkmalen bereitzustellen. Nicht nur die methodische Basis, sondern 
das Gesamtsystem bestehend aus Mensch, Werkzeug und Aufgabe hat jedoch 
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den Bedürfnissen des Benutzers entsprechend gestaltet zu sein. Die Wahl der 
richtigen und relevanten Methoden, Normen und Gesetze hinsichtlich der 
Nutzerergonomie gestaltet sich aufgrund deren Vielfalt und Intransparenz 
äußerst schwierig. Die vorliegende Arbeit trägt diesem Umstand Rechnung 
und stellt Richtlinien (Guidelines) und Methodenbaukästen bereit, welche 
Entscheidungsträger basierend auf einem Fragekatalog eindeutige Hand-
lungsoptionen aufzeigen.  
Das Unterkapitel gibt zunächst einen Überblick über den Themenkomplex 
des Usability Engineering, welches sich mit der Nutzerergonomie von Sys-
temen befasst. Dabei werden das Usability-Projektmanagement, die Usability- 
Anforderungserfassung und die Usability-Evaluation als die wichtigsten  
Prozessschritte des Usability Engineerings vorgestellt. In der Folge werden 
die als Ergebnis der vorliegenden Arbeit entstandenen Guidelines und  
Methodenbaukästen sukzessive für jeden Prozessschritt herausgearbeitet. Die 
Guidelines führen den Nutzer in einem ersten Schritt transparent durch einen 
projektspezifisch zu beantwortenden Fragekatalog, der eine schnelle und  
bedarfsgerechte Auswahl relevanter Methoden, Normen und Gesetze liefert. 
Die Methodenbaukästen eignen sich darauf aufbauend, um weiterführende 
Informationen zur Gesetz- und Methodenauswahl zu erhalten und diese  
weiter zu verfeinern.  
4.6.1 Überblick 
Die vorangegangenen Abschnitte liefern die methodische und informations-
technische Basis, um einen Lösungskonfigurator basierend auf der Trennung 
von Eigenschaften und Merkmalen bereitstellen zu können. Nicht nur die 
methodische Basis, sondern das Gesamtsystem bestehend aus Mensch, 
Werkzeug und Aufgabe hat jedoch den Bedürfnissen des Benutzers entspre-
chend gestaltet zu sein. Mit dieser Aufgabe beschäftigen sich die wissen-
schaftliche Disziplin der Ergonomie sowie die Usability als qualitative 
Messgröße der Ergonomie (Burger & Ovtcharova, 2012, S. 28). Nach der 
internationalen Normung ist Ergonomie definiert als „wissenschaftliche  
Disziplin, die sich mit dem Verständnis der Wechselwirkungen zwischen 
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menschlichen und anderen Elementen eines Systems befasst (…) mit dem 
Ziel, das Wohlbefinden des Menschen und die Leistung des Gesamtsystems 
zu optimieren.“ (DIN EN ISO 6385, 2004). Anders als die Ergonomie ist 
Usability keine eigenständige wissenschaftliche Disziplin, stattdessen stellt 
sie das Ziel der Gestaltung eines Gesamtsystems nach den Erkenntnissen der 
Ergonomie dar. Usability wird folgerichtig als das Ausmaß definiert, in dem 
ein Benutzer ein System in einem vordefinierten Nutzungskontext verwen-
den kann, um seine Ziele effektiv, effizient und zufriedenstellend zu errei-
chen (DIN EN ISO 9241, 2006). Die Usability ist damit das Maß der vom 
Nutzer wahrgenommenen Qualität der Zielerfüllung.  
Als methodischer Weg zur Erzeugung der Eigenschaft Usability kommt das 
Usability Engineering zum Einsatz. Dieses ist ein Teilprozess der Entwick-
lung und Gestaltung technischer Systeme und ergänzt das klassische Soft-
ware Engineering um ergonomische Aspekte (Sarodnick & Brau, 2006, S. 
19). Das Usability Engineering stellt verschiedene Prozessmodelle bereit, 
deren Phasen durch verschiedene Methoden unterstützt werden können. 
Existierende Prozessmodelle sind das Vorgehensmodell der Daimler For-
schung (Wandke, Oed, Metzker, Ballegooy, & Nitschke, 2001), der Usability 
Engineering Lifecycle nach Mayhew (Mayhew, 1999) sowie das Prozess-
modell Usability Engineering nach Sarodnick und Brau (Sarodnick & Brau, 
2006). Die Modelle ähneln in ihrem Aufbau aufgrund ihrer thematischen 
Nähe sehr stark den Modellen des Software Engineerings. Alle Modelle des 
Usability Engineering weisen daher einen ähnlichen Aufbau auf. Startpunkt 
jedes Modells stellt das Projektmanagement dar, innerhalb dessen rechtliche 
Grundlagen und Normen zu evaluieren sind. Nach erfolgtem Projektstart 
findet die Analyse als zweite relevante Projektphase statt, innerhalb derer die 
Anforderungen des Gesamtsystems aus ergonomischen Aspekten erfasst 
werden. Diese Phase wird durch Methoden der Usability-Anforderungs-
erfassung unterstützt. Auf die Analysephase folgend sind die Prozessschritte 
Konzeption, Implementierung sowie Einführung durchzuführen. Innerhalb 
jeder Phase ist der Projektfortschritt auf Übereinstimmung mit den Anfor-
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derungen hin zu evaluieren, was unter Zuhilfenahme von Methoden der  
Usability-Evaluation erfolgt.  
Die Wahl der richtigen und relevanten Normen und Gesetze, Methoden der 
Usability-Anforderungserfassung, als auch Methoden der Usability-
Evaluation gestaltet sich aufgrund deren Vielfalt und Intransparenz jedoch 
äußerst schwierig. Klare Übersichten für Usability-Verantwortliche sind 
nicht verfügbar. Die vorliegende Arbeit trägt diesem Umstand Rechnung und 
stellt für jeden der drei Prozessschritte sowohl Guidelines als auch Metho-
denbaukästen bereit, welche die betroffenen Personen in ihrer Auswahl un-
terstützen. Die Guidelines führen den Nutzer in einem ersten Schritt transpa-
rent durch einen projektspezifisch zu beantwortenden Fragekatalog, der eine 
schnelle und bedarfsgerechte Auswahl relevanter Gesetze oder Methoden 
liefert. Die Methodenbaukästen eignen sich darauf aufbauend, um weiterfüh-
rende Informationen zur Gesetz- und Methodenauswahl zu erhalten und diese 
weiter zu verfeinern. Sowohl Guidelines als auch Methodenbaukästen wer-
den in der Folge für die Prozessschritte Usability-Projektmanagement, Usa-
bility-Anforderungserfassung und Usability-Evaluation vorgestellt. 
4.6.2 Guidelines und Baukasten des  
Usability-Projektmanagements 
Das Usability-Projektmanagement dient dem Planen, Steuern und Kontrol-
lieren von Usabilityaspekten in Softwareprojekten. Unter den Planungs-
aspekt fällt unter anderem die Auswahl der für das jeweilige Projekt relevan-
ten Normen und Gesetze, die sich mit dem Thema Usability beschäftigen. 
Die Auswahl gestaltet sich aufgrund deren Intransparenz jedoch häufig 
schwierig und ist mit größerem Einarbeitungsaufwand verbunden. In einem 
ersten Schritt wird daher eine Guideline bereitgestellt, welche es Projekt-
managern erlaubt, im Rahmen eines geführten Fragenkatalogs die für ihr 
Projekt relevanten Normen und Gesetze zu identifizieren. In der Folge sollen 
die Inhalte der Guideline kurz erläutert werden.  
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Bindend für alle Softwareprojekte im deutschen Rechtsgebiet ist die Einhal-
tung der Bildschirmarbeitsverordnung (BildschArbV), die Gestaltungsricht-
linien für Softwareprodukte festlegt. In ihr wird zusätzlich die Einhaltung der 
DIN EN ISO 9241 Norm zur Ergonomie der Mensch-System-Interaktion 
gefordert. Die Einhaltung dieser beiden Gesetze und Normen ist für alle  
Unternehmen verbindlich. Teil 210 der ISO 9241 beschreibt dabei einen 
Prozess zur Gestaltung gebrauchstauglicher interaktiver Systeme, der nur 
dann obligatorisch ist, wenn Gestaltung gebrauchstauglicher interaktiver 
Systeme, der nur dann obligatorisch ist, wenn bislang kein solcher Prozess 
im Unternehmen implementiert ist. Diese Situation bildet die Eingangsfrage 
der Guideline. Die zweite Fragestellung klärt, ob eine allgemeine Unterstüt-
zung von Usability-Methoden gewünscht wird. Hier sei zusätzlich auf die 
detaillierte Methodenübersicht im Rahmen dieser Arbeit verweisen. In der 
dritten Fragestellung wird auf die Verordnung zur Schaffung barrierefreier 
Informationstechnik nach dem Behindertengleichstellungsgesetz (BITV) 
eingegangen, die für Körperschaften des öffentlichen Rechts verbindlich 
vorgeschrieben ist. Die BITV bildet jedoch auch für alle weiteren Unter-
nehmen eine zu bedenkende Grundlage bei der Erstellung barrierefreier 
Softwareprodukte. Die Fragen 4 bis 6 gehen auf Spezifika von Produkten des 
täglichen Gebrauchs ein. Je nach Beantwortung der Fragen sind Teile der 
Norm DIN EN ISO 20282 einzuhalten, die eine Spezifizierung der ISO 9241 
für Alltagsprodukte darstellt. Die siebte und damit vorletzte Frage beschäf-
tigt sich mit der Notwendigkeit der Zertifizierung einer Software hinsichtlich 
derer Usability. Dies ist im Rahmen der ISO/IEC 250xx Normenreihe mög-
lich, genau bildet der Teil 25051 hierfür die Grundlage. Enthält das zu ent-
werfende Softwareprodukt viele Multimediabestandteile kann DIN EN ISO 
14915 zu Rate gezogen werden, welche sich mit der Software-Ergonomie für 
Multimedia Benutzungsschnittstellen befasst.  
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Abbildung 4.9: Guidelines zum Usability-Projektmanagement 
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Ergebnis des Durchlaufens der Guideline ist eine Sammlung verbindlicher 
und optionaler Normen und Gesetze, welche die Entwicklung ergonomischer 
Softwareprodukte unterstützen. Einen detaillierten Aufschluss, inwieweit die 
Normen und Gesetze das Projekt unterstützen können, gibt in einem zweiten 
Schritt der Baukasten des Usability-Projektmanagements. Darin werden die 
wichtigsten Normen und Gesetze aufgeführt, womit die in der Guideline  
gesammelten Dokumente verglichen und den zuständigen Personen und  
Projektschritten zugeordnet werden können. Im Detail sind im Baukasten 
folgende Informationen hinterlegt: Zunächst werden die Normen und Gesetze 
mitsamt ihren Teildokumenten aufgeschlüsselt. Die Dokumentenart gibt in 
der Folge an, welchen Status ein Dokument erreicht hat - darunter fallen 
Verordnungen (Gesetze), Normen, Vornormen, Spezifikationen und Techni-
sche Berichte. Unter betroffene Produktarten wird ersichtlich, für welche  
Arten von Softwareprodukten die Dokumente eine Relevanz aufweisen, 
während unter Punkt die Verbindlichkeit der Dokumente für Produkt- und 
Organisationsarten aufgeschlüsselt wird. Die letzten beiden Spalten erlauben 
die Zuordnung der Dokumente an die verantwortlichen Personen sowie eine 
Zuordnung zu spezifischen Projektphasen. 
Der Projektmanager hat somit durch die Anwendung der Guideline und des 
Baukastens die Möglichkeit, die benötigten Normen und Gesetze zu identifi-
zieren, sie den Projektphasen zuzuordnen und den verantwortlichen Personen 
zur Einhaltung zu übergeben. 
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Tabelle 4.2:  Übersicht der Normen und Gesetze 
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4.6.3 Guideline und Baukasten der  
Usability-Anforderungserfassung 
Im Rahmen der Usability-Anforderungserfassung werden die mit der The-
matik der Usability verbundenen Projektanforderungen erfasst. Von hoher 
Relevanz ist dabei eine Kenntnis der Endanwender sowie des zugrundelie-
genden Nutzungskontexts der zukünftigen Lösung. Bei der Erfassung der 
Anforderungen können die auch im herkömmlichen Requirements Engi-
neering verwendeten Methoden Einsatz finden. Im Rahmen der vorliegenden 
Arbeit wurden einige dieser Methoden, die im Zusammenhang mit der An-
forderungserfassung bei Usability-Themen häufig Erwähnung finden, bewertet. 
 
 
Abbildung 4.10: Guideline der Usability-Anforderungserfassung  
Sollen die Nutzer aktiv bei der 
Definition des Software-Produktes 
mitwirken können, beispielsweise 
indem sie ihre zukünftigen Prozesse 
selbst definieren?
Sollen die Benutzer passiv bei der 
Definition des Softwareproduktes 
mitwirken können, beispielsweise 
indem sie zu Stärken und Schwächen 
der aktuellen Situation befragt werden?
NeinJa
Fokusgruppen
Zukunftswerkstätten
Contextual Inquiry
Interviews
Teilnehmende Beobachtung
Think Aloud Methode
Fragebogen
NeinJa
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Der größte Unterschied der betrachteten Methoden findet sich dabei in der 
Art der Nutzerintegration während der Anforderungserfassung. Die Integra-
tion der Nutzer kann sich einerseits darauf beschränken, den zugrundelie-
genden Nutzungskontext, Benutzerprofile oder andere Informationen zur  
aktuellen Situation zu erfassen. Die Konzeption der zukünftigen Lösung  
findet bei einer solchen passiven Nutzermitwirkung in der Folge ohne Nutzer-
beteiligung statt. Andererseits können die Nutzer neben Informanten zur  
aktuellen Situation auch Ideengeber für die zukünftige Lösung sein und aktiv 
an deren Gestaltung mitwirken. In diesem Zusammenhang spricht man von 
aktiver Nutzerbeteiligung. Die Guideline beschränkt sich im Rahmen der 
Usability-Anforderungserfassung daher lediglich auf die Abfrage, inwieweit 
eine Nutzerbeteiligung stattfinden soll. Je nach Antwort werden unterschied-
liche Methoden zurückgeliefert, die als Alternativen betrachtet werden kön-
nen. Die Wahl einer oder mehrerer Alternativen erfolgt daran anknüpfend 
durch Vergleich der vorgeschlagenen Alternativen innerhalb des Methoden-
baukastens zur Usability-Anforderungserfassung. Darin sind die Art der 
Nutzerbeteiligung sowie die unterstützten Prozessschritte ersichtlich. Dane-
ben können Informationen zum Aufwand sowie zum Nutzen der jeweiligen 
Methoden eingeholt werden. Die Bewertung ist dabei stark von Evaluator 
und Erhebungsmaterial abhängig, sollte also nur als Richtschnur verstanden 
werden und weniger als absolute Größe. Die Pfeilsymbole stehen für hohen 
(), mittleren () und niedrigen () Aufwand beziehungsweise Nutzen. 
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Contextual Inquiry 



 2-3 Tage 3-6 1+    
Interviews 



 2-3 Tage 10+ 1+    
Teilnehmende Be-
obachtung 



 1-2 Tage 8-12 1+    
Think Aloud Methode 



 1-2 Tage 3+ 1+    
Fragebogen 


 1-2 Tage 30+ 1    
Fokusgruppen   
 1-2 Tage 8-12 1+    
Zukunftswerkstätten   

 2-3 Tage 8-12 1+    
Tabelle 4.3: Methodenbaukasten der Usability-Anforderungserfassung 
Als Ergebnis erhält der Projektmanager eine Auswahl an Methoden, die  
innerhalb der Anforderungserfassung zu ergonomischen Gesichtspunkten 
zum Einsatz kommen können.  
4.6.4 Guidelines und Baukasten der  
Usability-Evaluation 
Die Usability-Evaluation dient der Überprüfung des Projektfortschritts auf 
Übereinstimmung mit den aufgestellten Anforderungen. Auch die Metho-
denauswahl der Usability-Evaluation sollte vom Projektmanager bereits in 
der Planungsphase des Projektes durchgeführt werden. Die Methoden der 
Usability-Evaluation lassen sich dabei in drei Kategorien einteilen: Methoden 
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der Software-Ergonomie ermöglichen die Evaluation genereller Anforderun-
gen ohne Betrachtung des Nutzungskontextes, was jedoch einen zentralen 
Gegenstandsbereich des Usability-Engineerings darstellt. Methoden der kon-
tinuierlichen Evaluation werden bereits während der Entwicklungsphase zur 
fortlaufenden Kontrolle des Entwicklungsfortschritts hinsichtlich der Nutzer-
Ergonomie angewandt. Als letzte Kategorie dienen Methoden der finalen 
Evaluation zur Abnahmekontrolle bereits fertiggestellter Softwareprodukte 
hinsichtlich deren Ergonomie.  
Die Guideline gliedert ihre Fragen in die drei vorgestellten Kategorien und 
fragt zunächst, ob Methoden der Software-Ergonomie Verwendung finden 
sollen. Hier können Expertenleitfäden oder Usability-Guidelines zum Ein-
satz kommen. Fragen bezüglich Methoden der kontinuierlichen Evaluation 
bilden den zentralen Mittelteil der Guideline – hier wird insbesondere zwi-
schen verschiedenen Arten der Nutzerbeteiligung unterschieden. Für jede Art 
der Nutzerbeteiligung stehen mehrere Methoden zur alternativen Auswahl. 
Abschließend findet eine Abfrage statt, ob die finale Evaluation lediglich zur 
Beurteilung oder darüber hinaus zur Optimierung des Softwareprodukts  
dienen soll. Auch hier können je Antwort mehrere Alternativen zur Auswahl 
kommen. 
Das Resultat einer Durchführung der Guideline ist wie im vorangegangenen 
Abschnitt eine Auswahl an Methoden, die mithilfe des Methodenbaukastens 
weiter verfeinert werden kann. Neben der Eignung für verschiedene Arten 
der Nutzermitwirkung und gewisse Phasen im Prozess werden zusätzliche 
Kriterien wie Evaluationsart, zugrundeliegender  
.  
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Abbildung 4.11:  Guideline der Usability-Evaluation 
Sollen Methoden zur Beseitigung von 
allgemeinen Software-Mängeln durch 
Selbstkontrolle (z.B. Entwicklungs-
richtlinien) bereitgestellt werden?
Soll bereits während der 
Entwicklungsphase eine Usability-
Evaluation über Nutzer und / oder 
Experten stattfinden?
NeinJa
Guidelines
Expertenleitfäden
Nein
Soll diese Evaluation der frühen Phasen 
gleichzeitig durch Nutzer und Experten 
stattfinden, beispielsweise um Zeit oder 
Kosten zu sparen?
Soll die Evaluation der frühen Phasen 
mit Benutzerbeteiligung durchgeführt 
werden?
Sollen Nutzer direkt an der 
Lösungsfindung beteiligt werden oder 
lediglich indirekt befragt werden?
Soll die Evaluation der frühen Phasen 
(zusätzlich) auf Basis der Beurteilung 
von Usability Experten durchgeführt 
werden?
Soll die finale Evaluation auf die 
Optimierung eines Systems oder die 
vergleichende Beurteilung dessen 
Funktionalitäten ausgelegt sein?
Ja Nein
Ja
Ja
Pluralistischer Walkthrough
Soziotechnischer Walkthrough
Nein
IndirektDirekt
Pluralistischer Walkthrough
Soziotechnischer Walkthrough
NeinJa
Aufgabenanalytische Verfahren
Heuristische Evaluation
Cognitive Walkthrough
Fragebogen
Think Aloud Methode
Software-Ergonomie
Kontinuierliche Evaluation
Induktive Usability Tests
Fragebogen
BeurteilungOptimierung
Deduktive Usability Tests
Fragebogen
Finale Evaluation
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Aufwand und resultierender Nutzen miteinander verglichen. Die Evalua-
tionsart differenziert zwischen formativer Evaluation, die direktes Feedback 
zur Optimierung des betrachteten Programms gibt, und summativer Evalua-
tion, die auf die zusammenfassende Beurteilung der direkten und nachträgli-
chen Effekte und Vorteile des Software-Produktes ausgelegt ist. Das Krite-
rium Aufwand untergliedert sich in mehrere Unterkriterien wie Zeitaufwand, 
benötigte Nutzer sowie benötigte Expertise wie auch der Nutzen sich in  
mehrere Unterkriterien gliedert. Die Bewertung von Aufwand und Nutzen ist 
dabei stark projektspezifisch und von der Expertise der Nutzer und Evalua-
toren abhängig. Die vorgenommene Bewertung der Kriterien dient daher  
lediglich als grobe Richtschnur zum initialen Vergleich mehrerer verschie-
dener Methoden und sollte nicht als absolute Größe aufgefasst werden. 
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Guidelines 
 


 5-10 Tage 0 3+ 
Expertenleitfäden 
 


 3-5 Tage 0 3+ 
Aufgabenanalytische  
Verfahren 
 


 5-10 Tage 0 3+ 
Heuristische Evaluation 
 


 2-4 Tage 0 3+ 
Cognitive Walkthrough 
 


 2-4 Tage 0 3+ 
Pluralistischer Walkthrough 
 


 2-4 Tage 1-3 1+ 
Soziotechnischer 
Walkthrough 
 


 2-4 Tage 1-3 1+ 
Induktive Usability Tests 


 
 5-10 Tage 8-12 1+ 
Deduktive Usability Tests 


 
 5-10 Tage 8-12 1+ 
Fragebogen 



 1-2 Tage 30+ 1+ 
Think Aloud Methode 





 1-2 Tage 3+ 1+ 
Tabelle 4.4:  Methodenbaukasten der Usability-Evaluation 
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4.6.5 Zusammenfassung 
Schritt drei der Methodik ‚Design for Customer‘ ermöglicht es, nicht nur die 
methodische Basis, sondern das Gesamtsystem bestehend aus Mensch, 
Werkzeug und Aufgabe den Bedürfnissen des Benutzers entsprechend zu 
gestalten. Das Usability-Projektmanagement, die Usability-Anforderungs-
erfassung und die Usability-Evaluation wurden als die wesentlichen Prozess-
schritte des Usability Engineerings herausgearbeitet. Für jeden Prozessschritt 
wurden in der Folge Guidelines und Methodenbaukästen bereitgestellt, welche 
eindeutige Handlungsoptionen zur Verbesserung der Endanwender-Usability 
aufzeigen. Die Guidelines stellen Fragekataloge dar, welche den Entschei-
dungsträger transparent zu einer schnellen und bedarfsgerechten Auswahl 
relevanter Methoden, Normen und Gesetze führt. Die Methodenbaukästen 
eignen sich darauf aufbauend, um weiterführende Informationen zur identifi-
zierten Gesetz- und Methodenauswahl zu erhalten und diese weiter zu ver-
feinern. Dieses Unterkapitel richtet sich insbesondere an Entscheidungs-
träger beziehungsweise Projektmanager, welche die Gebrauchstauglichkeit 
des Softwareproduktes zu verantworten haben. 
Mit den bislang vorgestellten Schritten eins bis drei der Methodik ‚Design 
for Customer‘ wird das erste Hauptziel der vorliegenden Arbeit erreicht.  
Darin wird ein Ansatz zur Kundenintegration gefordert, der sich weniger am 
Produkt als vielmehr am Kundennutzen ausrichtet und die Entwicklung eines 
bedürfnisorientierten Lösungskonfigurators verfolgt. Dieser erlaubt eine 
Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen anstelle 
von Produktmerkmalen und ist durchgängig an der Gebrauchstauglichkeit 
und Ergonomie des Nutzers ausgerichtet. 
Als weiterer Handlungsbedarf wurde das Fehlen von Ansätzen des Anforde-
rungs-managements für das Themenumfeld der hybriden Wertschöpfung 
herausgestellt. Diese sind idealerweise nicht auf die Entwicklungsphase einer 
Kundenlösung beschränkt, erfolgen automatisiert und insbesondere ohne 
Generierung eines Mehraufwandes für den Kunden. Im Folgenden wird  
daher Schritt 4 der Methodik ‚Design for Customer‘ beschrieben, welche die 
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kontinuierliche Rückführung von Kundenanforderungen auf Basis des in  
den Schritten 1-3 beschriebenen Lösungskonfigurators als kontinuierliche 
Bezugsquelle ermöglicht.  
4.7 DfC Kundenanforderungsgenerierung 
Die Kenntnis der vom Kunden artikulierten Bedürfnisse und der daraus  
abgeleiteten Kaufentscheidungen ermöglicht es, ein repräsentatives Bild des 
Kunden zu gewinnen und in die Entwicklungsprozesse des Anbieters rückzu-
führen. Schritt vier der Methodik ‚Design for Customer‘ hat daher zum Ziel, 
das über den Lösungskonfigurator gesammelte Kundenwissen zu analysie-
ren und in Kundenanforderungen zu überführen. Die Analyse der Wissens-
datenbank übernimmt ein Fuzzy-Apriori-Algorithmus, der im Rahmen der 
vorliegenden Arbeit entwickelt wurde. Dieser kann sowohl wandelnde 
Markttrends aufspüren, als auch nicht mit dem bestehenden Lösungsport-
folio abgedeckte Kundenbedürfnisse identifizieren.  
4.7.1 Überblick 
Über den in den vorangegangenen Kapiteln beschriebenen Lösungskonfi-
gurator kann das Kaufverhalten des Kunden erfasst und dem Lösungsan-
bieter in formalisierter Form für die weitere Verarbeitung zur Verfügung  
gestellt werden. Basierend auf seiner Eingabe wählt der Kunde für ihn rele-
vante Leistungsmerkmale aus und tätigt somit eine Kauftransaktion. Dabei 
muss der Kunde nicht notwendigerweise die basierend auf der Fuzzy-
Regelbasis vorgeschlagenen Leistungsmerkmale auswählen, sondern kann 
davon abweichende Kaufentscheidungen treffen. Im Extremfall findet der 
Kunde trotz Systemvorschlag keine für ihn geeigneten Leistungsmerkmale 
und bricht die Konfiguration ab. Das Kundenverhalten wird dem Unterneh-
men durch den Lösungskonfigurator in seiner Gänze zur Verfügung gestellt 
und bildet die Basis für eine weitere Verarbeitung des Kundenwissens. Die 
Verarbeitung verfolgt im Rahmen der vorliegenden Arbeit zwei Ziele: Die 
Rückführung von Kundenanforderungen in die Entwicklungsprozesse sowie 
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die Lernfähigkeit des Fuzzy-Systems. Die beiden Anwendungs-felder sollen 
im Folgenden kurz umrissen werden. 
 Lernfähigkeit des Fuzzy-Systems: Fuzzy-Logik ist dazu ausgelegt, mensch-
liches Kausalwissen sowie sprachliche Unschärfe zu mathematisieren. Als 
Nachteil wurde in der Analyse bestehender Ansätze der Künstlichen Intel-
ligenz (siehe Kapitel 3.1) die fehlende Lernfähigkeit von Fuzzy-Systemen 
herausgestellt. Über die Kenntnis des aktuellen Konsumverhaltens kann 
das Fuzzy-System kontinuierlich angepasst und somit lernfähig werden.  
 Rückführung von Kundenanforderungen in die Entwicklungsprozesse: Als 
einer der wesentlichen Handlungsbedarfe wurde im Rahmen der vorlie-
genden Arbeit das Fehlen an Ansätzen des Anforderungsmanagements für 
das Themenumfeld der hybriden Wertschöpfung herausgestellt. Diese sind 
an den Bedürfnissen und am Nutzen des Kunden auszurichten. Das über 
den Lösungskonfigurator erfasste Konsumverhalten des Kunden bietet 
hierfür eine holistische Basis zum Aufbau einer Wissensdatenbank. Die 
Kenntnis der vom Kunden artikulierten Bedürfnisse und der daraus abge-
leiteten Kaufentscheidungen ermöglicht es, ein repräsentatives Bild des 
Kunden zu gewinnen und bei Bedarf in die Entwicklungsprozesse des An-
bieters rückzuführen. Dabei können sowohl wandelnde Markttrends aufge-
spürt, als auch nicht mit dem bestehenden Lösungsportfolio abgedeckte 
Kundenbedürfnisse identifiziert werden. 
Abhängig vom Kundenverhalten kann in den beiden zuvor erläuterten An-
wendungsfeldern zwischen verschiedenen Anwendungsfällen unterschieden 
werden. Die Anwendungsfälle stellen unterschiedliche Szenarien des Kun-
denverhaltens dar, aus denen unterschiedliche Handlungsoptionen abgeleitet 
werden können. Es lassen sich vier Anwendungsfelder unterscheiden, welche 
im Folgenden näher erläutert werden. 
 Anwendungsfall 1: Ein Kunde bewertet eine Menge an Kundeneigen-
schaften und bekommt vom System eine Menge an zugehörigen Leis-
tungsmerkmalen zurückgeliefert. In der Folge erwirbt der Kunde eine 
Menge der vom Lösungskonfigurator empfohlenen Leistungsmerkmale. 
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Kundenwünsche und Fuzzy-Regelbasis stimmen überein, es ist kein Hand-
lungsbedarf abzuleiten.  
 Anwendungsfall 2: Ein Kunde bewertet eine Menge an Kundeneigenschaf-
ten und bekommt vom System eine Menge an zugehörigen Leistungs-
merkmalen zurückgeliefert, aus denen er wählen kann. In der Folge erwirbt 
der Kunde andere als vom Lösungskonfigurator empfohlene Leistungs-
merkmale. Mögliche Gründe sind ein fehlerhaftes Mapping innerhalb der 
Fuzzy-Regelbasis oder ein wandelnder Markttrend. Bedingt durch einen 
Markttrend kann sukzessive ein Leistungsmerkmal durch ein anderes er-
setzt werden. Beispielsweise wird ein Kunde, der der Exklusivität hohe 
Beachtung schenkt, im Laufe der Jahre ein Navigationsgerät mit einer im-
mer höheren Auflösung verlangen. Als Handlungsbedarf ist die genaue  
Ursache zu identifizieren und zu beheben. 
 Anwendungsfall 3: Ein Kunde bewertet eine Menge an Kundeneigenschaf-
ten, das System liefert auf Basis der Kundenbewertung jedoch keine Leis-
tungsmerkmale zurück. Der Kunde tätigt dennoch einen Kaufvorgang. 
Möglicher Grund ist ein fehlendes Mapping in der Fuzzy-Regelbasis, das 
in der Folge zu beheben ist.  
 Anwendungsfall 4: Ein Kunde bewertet eine Menge an Kundeneigenschaf-
ten, das System liefert keine Leistungsmerkmale oder eine Menge an Leis-
tungsmerkmalen zurück. Der Kunde bricht den Konfigurationsvorgang je-
doch ab. Grund ist das Fehlen eines Markttrends im Lösungsportfolio. Die 
artikulierten Kundeneigenschaften sind in der Folge als Anforderungen in 
die Entwicklungsprozesse rückzuführen. 
Tabelle 4.5 gibt eine Übersicht über das im DfC Lösungskonfigurator erfasste 
Kaufverhalten von Kunden und den abgeleiteten anwendungsfallspezifischen 
Handlungsbedarf. Die identifizierten Anwendungsfälle sowie die Hand-
lungsoptionen sind im Kundenverhalten des Lösungskonfigurators nicht ex-
plizit ersichtlich. Daher ist das implizit vorhandene Wissen zunächst zu iden-
tifizieren und daraus die oben vorgestellten Handlungsoptionen abzuleiten.  
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Lernfähigkeit des  
Fuzzy-Systems 
Rückführung von  
Kundenanforderungen 
Anwendungsfall 1 
- - 
Anwendungsfall 2 Fehlerhaftes Mapping der 
Fuzzy-Regelbasis 
Wandelnder Markttrend 
Anwendungsfall 3 Fehlendes Mapping der  
Fuzzy-Regelbasis 
- 
Anwendungsfall 4 - Fehlender Markttrend im  
Lösungsportfolio 
Tabelle 4.5:  Im Lösungskonfigurator erfasstes Kaufverhalten und abgeleiteter  
Handlungsbedarf 
Das in Kapitel 3.3 vorgestellte Themenumfeld des Knowledge Discovery in 
Databases (KDD) zielt dediziert darauf ab, in umfangreichen Datenbe-
ständen implizit vorhandenes Wissen zu entdecken und explizit zu machen. 
Insbesondere werden Beziehungsmuster ermittelt, die für einen möglichst 
großen Anteil der Datenbasis Geltung haben und leicht verständliche  
Zusammenhänge in den Daten zum Ausdruck bringen. Im Speziellen sind 
Verfahren zur Assoziationsanalyse als Teilbereich des KDD dazu geeignet, 
die oben erläuterten Anwendungsfälle explizit zu machen. Unter deren Auf-
gabe fällt es, die Zusammenhänge zwischen vom Kunden gewünschten  
Eigenschaften und tatsächlich gewählten Merkmalen darzustellen und die 
vier genannten Anwendungsfelder somit zu identifizieren. Das Ergebnis der 
Anwendung eines solchen Algorithmus sind Assoziationsregeln, die signifi-
kante Abhängigkeiten zwischen den untersuchten Objekten des Datenbe-
standes beschreiben. Ein solcher Algorithmus, der unscharfe Datenbestände 
untersucht, ist wie in Kapitel 3.3.3 ‚Verfahren zur Assoziationsanalyse bei 
unscharfen Datenbeständen‘ nur unzureichend verfügbar.  
In den folgenden Abschnitten wurde ein solcher Algorithmus entwickelt, 
welcher den Anforderungen der Methodik ‚Design for Customer‘ genügt. 
Hierzu werden zunächst einige grundlegende Definitionen vorgenommen 
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und der Leser in die Begrifflichkeiten von Verfahren zur Assoziations-
analyse eingeführt. In der Folge wird der im Rahmen der vorliegenden  
Arbeit entstandene Fuzzy-Apriori-Algorithmus im Detail vorgestellt. 
4.7.2 Grundlegende Definitionen 
Im vorliegenden Abschnitt werden grundlegende Definitionen vorgenom-
men, die für die Beschreibung sowie zum vereinfachten Verständnis des 
Fuzzy-Apriori-Algorithmus benötigt werden. Da der Fuzzy-Apriori-Algo-
rithmus auf den Daten des DfC Fuzzy-Controller bzw. der DfC Fuzzy-
Ontologie zurückgreift, finden sich einige der dort verwendeten Variablen 
auch im vorliegenden Algorithmus wieder. Diese Variablen wurden bereits 
in Kapitel 4.3 ‚DfC Fuzzy-Controller‘ definiert, weshalb eine redundante 
Definition im vorliegenden Kontext unterlassen und stattdessen auf die  
ursprüngliche Deklaration verwiesen wird. 
Items 
Es sei ࣣ ൌ ࣪ǡ ࣝ ൌ ऀଵǡऀଶǡ ǥ ǡऀ௠ǡ ࣷଵǡ ࣷଶǡ ǥ ǡ ࣷ௡ eine Menge von Objekten, die 
Items genannt werden. Innerhalb der Objektmenge wird zwischen Eigen-
schafts-Items ࣪ ൌ ऀଵǡ ऀଶǡǥ ǡऀ௠, welche die von Kunden wählbare Eigen-
schaften beschreiben, und Merkmals-Items ࣝ ൌ ࣷଵǡ ࣷଶǡ ǥ ǡ ࣷ௡, welche die 
von Kunden erwerbbaren Leistungsmerkmale beinhalten, unterschieden. 
 
 Verständnisbeispiel 
Innerhalb des DfC Fuzzy-Controllers wurden Kundeneigenschaf-
ten (z.B. Exklusivität) und Anbietermerkmale (z. B. Echtglas-
Oberfläche) als linguistische Variablen definiert. Die linguisti-
schen Variablen des Fuzzy-Systems werden bei der Beschreibung 
eines Apriori-Algorithmus als Items benannt. 
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Transaktionen der Datenbank 
ࣞ ist eine Datenbank mit Transaktionen ࣮, innerhalb derer ein Kunde eine 
Menge an Eigenschafts-Items bewertet und eine Menge an Merkmals-Items 
gekauft hat. Folglich beinhaltet jede Transaktion eine Menge an Items ࣣ, in 
Abhängigkeit von der Auswahl des Kunden. Jede Transaktion ࣮ wird durch 
einen Vektor repräsentiert, mit ࣮ሾሿ ൌ  ऀౡ für ein Eigenschafts-Item ऀ୩, bei 
dem der Kunde ऀ୩ mit ऀౡ א ሾͲǡͳሿ bewertet hat. Es ergibt sich ࣮ሾሿ ൌ ͳ, 
falls der Kunde vollständig mit der Eigenschaft übereinstimmt und ࣮ሾሿ ൌ Ͳ, 
falls er sich vollständig von ihr distanziert. Für ein Merkmals-Item ୩ ergibt 
sich ࣮ሾሿ ൌ ͳ, falls der Kunde das Leistungsmerkmal kauft und ࣮ሾሿ ൌ Ͳ 
falls nicht. 
 
 Verständnisbeispiel 
Eine beispielhafte Transaktion ࣮ in einer Datenbank ࣞ kann wie 
folgt aussehen: 
ऀଵ= Exklusivität, ࣮ሾͳሿ ൌ Ͳǡͻ 
ଷ= Echtglas-Oberfläche, ࣮ሾʹሿ ൌ ͳ 
Ein Kunde hat demzufolge eine Kundeneigenschaft (Eigenschafts-
Item) „Exklusivität“ mit dem Wert 0,9 bewertet und darauf basie-
rend eine Leistung mit einer „Echtglas-Oberfläche“ gekauft. 
 
f-Item 
Ein f-Item ist ein Paar aus Eigenschafts-Item ऀ୧ und zum Eigenschafts-Item 
gehörigem linguistischen Term ࣦ ୧࣮ǡ୨. Die Notation eines f-Items  lautet wie 
folgt:  ൌ ൫ऀ୧ǡ ࣦ ୧࣮ǡ୨൯ 
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 Verständnisbeispiel 
Zur Vereinfachung der Beschreibung des Algorithmus wird der 
Begriff f-Item definiert. Dieser besteht aus einer linguistischen 
Variable und einem linguistischen Term (siehe Kapitel 4.3.1.1 und 
4.3.1.2) und kann wie folgt aussehen: 
 ൌ ൫ऀ୧ǡ ࣦ ୧࣮ǡ୨൯ ൌ ሺ¡ǡ ሻ 
Ziel des Algorithmus ist es, Regeln bestehend aus f-Items zu ge-
nerieren und somit Assoziationen zwischen verschiedenen f-Items 
herauszufinden. 
 
Fuzzy-Kandidaten 
Ein Fuzzy-Kandidat ୩ ist eine Kandidatenmenge des Fuzzy-Apriori-
Algorithmus. Im Gegensatz zu Kandidaten des herkömmlichen Apriori-
Algorithmus besteht ein Fuzzy-Kandidat aus f-Items , welche die unscharfe 
Information mit in den Algorithmus einbeziehen. Die Anzahl an Elementen 
݇ in einem Fuzzy-Kandidaten ୩ ist abhängig von der Iteration des Algo-
rithmus. In Iteration ݇ beinhaltet jeder Fuzzy-Kandidat ݇ f-Items als Elemen-
te. Die Notation eines Fuzzy-Kandidaten für Iteration ݇ lautet wie folgt: 
୩ ൌ ሼ൫ऀଵǡ Ɋࣦ భ࣮ᇲǡభ൯ǡ ൫ऀଶǡ Ɋࣦ మ࣮ᇲǡమ൯ǡǥ ǡ ൫ऀ୩ǡ Ɋࣦ ౡ࣮ᇲǡౡ൯} mit ऀଵᇱǡ ऀଶᇱǡ ǥ ǡ ऀ୩ᇲ  א
࣪. Die Kandidatenmenge ࣝ୩ fasst alle Fuzzy-Kandidaten ୩ aus Iteration k 
zusammen.  
Damit wurden die erforderlichen grundlegenden Variablendeklarationen 
durchgeführt und eine Einführung in die terminologischen Grundbegriffe 
gegeben. In der Folge wird der Fuzzy-Apriori-Algorithmus vorgestellt. 
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 Verständnisbeispiel 
Ein Fuzzy-Kandidat ୩ ist die Repräsentation eines Kandidaten im 
herkömmlichen Apriori-Algorithmus angereichert mit unscharfen 
Informationen. Die unscharfen Informationen manifestieren sich 
durch die Verwendung von f-Items anstelle herkömmlicher Items 
für die Definition des Kandidaten. Beispielhaft kann ein Fuzzy-
Kandidat ଶ in Iteration 2 des Algorithmus wie folgt aussehen: 
ଶ ൌ ቄቀऀଵǡ Ɋࣦ భ࣮ᇲǡభቁ ǡ ቀऀଶǡ Ɋࣦ మ࣮ᇲǡమቁቅ ൌ
ሼሺ¡ǡ ሻǡ ሺ
¡ǡ ሻሽ  
 
4.7.3 Der Fuzzy-Apriori-Algorithmus 
Innerhalb des vorliegenden Abschnittes wird der Fuzzy-Apriori-Algorithmus 
zur Erstellung unscharfer Fuzzy-Assoziationsregeln für die Methodik ‚De-
sign for Customer‘ vorgestellt (siehe auch (Burger & Ovtcharova, 2013)). 
Basis des Algorithmus bildet der weitverbreitete Apriori-Algorithmus zur 
Generierung von Assoziationsregeln unter Sicherheit (Agrawal & Srikant, 
1994). Obwohl die grundlegende Struktur dem Aufbau des hier vorgestellten 
Algorithmus dem Apriori-Algorithmus ähnelt, unterscheiden sich beide in 
den folgenden Punkten: 
 Unscharfer Datenbestand: Während der Apriori-Algorithmus ledig- 
lich unter Sicherheit arbeitet, wird dessen Funktionalität im vorliegenden 
Algorithmus auf einen zugrundeliegenden unscharfen Datenbestand aus-
geweitet.  
 Einbezug von Zugehörigkeitsfunktionen: Um auf einem unscharfen Daten-
bestand aufsetzen zu können, sind neben den herkömmlichen Itemmengen 
auch Fuzzy-Zugehörigkeitsfunktionen zu berücksichtigen, welche einem 
Itemset einen gewissen Sicherheitsgrad zuweisen. 
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 Bestimmung des Supports: Im herkömmlichen Apriori-Algorithmus ist ein 
Itemset entweder vollständig innerhalb einer Transaktion vorhanden oder 
aber überhaupt nicht. Im vorliegenden Anwendungsfall kann ein Item auch 
lediglich teilweise zu einem Itemset gehören, weshalb die Berechnung des 
Supports an den zugrundeliegenden Sicherheitsgrad angepasst wird.  
 Standardabweichung als Qualitätsmaß: Die Itemsets im herkömmlichen 
Apriori-Algorithmus weisen vollständige Sicherheit auf, dahingegen können 
die Sicherheitsgrade unscharfer Itemsets stark voneinander abweichen. Um 
dennoch eine Aussage über die Ähnlichkeit mehrerer Itemsets treffen zu 
können, wird die Standardabweichung als Qualitätskriterium hinzugezogen. 
 Konfidenzintervalle statt Mindestkonfidenz: Um die Zugehörigkeit eines 
linguistischen Terms zu einer Assoziationsregel herstellen zu können, wird 
nicht wie beim herkömmlichen Algorithmus eine Mindestkonfidenz, son-
dern stattdessen je linguistischem Term ein Konfidenzintervall benötigt.  
Wie bereits erwähnt verwenden die Algorithmen trotz der erläuterten Unter-
schiede eine ähnliche Struktur. Beide Algorithmen untergliedern ihren  
Lösungsansatz in zwei Teilansätze: In einem ersten Schritt werden große Item- 
bzw. Objektmengen gesucht, welche innerhalb der Grenzen gewisser 
Schwellenwerte liegen. In der Folge werden aus diesen großen Objektmen-
gen Regeln generiert, deren Konfidenz den Bestimmungen eines weiteren 
Schwellenwertes genügt. Abbildung 4.12 zeigt den schematischen Aufbau 
des Fuzzy-Apriori-Algorithmus auf. Dabei ist ersichtlich, dass ein zusätz-
licher Schritt vor der Bestimmung der großen Objektmengen eingefügt  
wurde. Dieser zum herkömmlichen Apriori Algorithmus zusätzliche Schritt 
dient der Aufbereitung der Eingangsinformationen in eine weiter verarbeit-
bare Form. 
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Abbildung 4.12:  Schematischer Grundaufbau des Fuzzy-Apriori-Algorithmus 
Die drei resultierenden Teilansätze des Fuzzy-Apriori-Algorithmus lassen 
sich kurz wie folgt beschreiben: 
1. Aufbereitung der Datenbank mit Kundentransaktionen, indem über die 
Zugehörigkeitsfunktionen die Sicherheitsgrade zu jedem f-Item errechnet 
werden. Der Schritt dient der Leistungsverbesserung des Algorithmus, 
da in der Folge auf diese Daten mehrfach zugegriffen wird. 
Input: Eine Datenbank 𝒟 mit Transaktionen 𝒯, zu den Eigenschafts-
Items 𝓅i und Merkmals-Items 𝒸i gehörende Zugehörigkeitsfunktionen 
 μℒ𝒯i,j, ein vordefinierter Fuzzy-Mindestsupport 𝜎fuzzy−𝑠𝑢𝑝𝑝, eine vorde-
finierte Fuzzy-Maximalstandardabweichung 𝜎fuzzy−𝑑𝑒𝑣, vordefinierte 
Fuzzy-Konfidenzintervalle 𝜆𝑔𝑒𝑠. 
Output: Eine Menge an Fuzzy-Assoziationsregeln 𝐹𝐴𝑅, die Eigen-
schafts-Items und Merkmals-Items durch die Zugehörigkeitsfunktionen 
 μℒ𝒯i,j verbinden. 
(1) Für jedes Merkmals-Item 𝒸recent { 
//Schritt 1: Bereite Datenbank auf, indem Zugehörigkeitsgrade 
zu den f-Items berechnet werden. 
(2) 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 = 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠_𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 
//Schritt 2: Erstelle große Fuzzy-Itemmengen mit zunächst  
einem Element durch Überprüfung auf Fuzzy-Support und 
Fuzzy-Standardabweichung und erhöhe die Elementmenge  
iterativ. 
(3) ℒ1 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒_𝑓𝑢𝑧𝑧𝑦_1_𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠 
(4) ℒ𝑎𝑙𝑙 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒_𝑓𝑢𝑧𝑧𝑦_𝑘_𝑖𝑡𝑒𝑚𝑠𝑒𝑡𝑠 
//Schritt 3: Erstelle Fuzzy-Assoziationsregeln und verifiziere 
diese durch ihre Konfidenz. 
(5) 𝐹𝐴𝑅 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒_𝐹𝐴𝑅 
(6) } 
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2. Generierung sämtlicher Kombinationen an f-Items, welche innerhalb 
gewisser Grenzen liegen. Die Grenzen werden im Falle des Fuzzy-
Apriori-Algorithmus durch den Fuzzy-Mindestsupport sowie durch die 
Fuzzy-Standardabweichung festgelegt. Für jede Kombination an  
f-Items wird zunächst überprüft, ob der Support oberhalb des Fuzzy-
Mindestsupports liegt. In der Folge darf die Standardabweichung der 
Sicherheitsgrade einzelner f-Items nicht über den durch die Fuzzy-
Maximal-Standardabweichung definierten Grenzen liegen. Genügt eine 
Kombination an f-Items den geforderten Kriterien, so wird die Kombi-
nation große Objektmenge genannt, ansonsten kleine Objektmenge. 
3. Für jede große Objektmenge sind Regeln der Form 𝒳 → 𝒴 zu bilden, 
wobei 𝒳 sämtliche f-Items der großen Objektmenge und 𝒴 genau ein 
Merkmals-Item darstellt, für welches der Algorithmus durchgeführt 
wurde. 
Der Algorithmus wird dabei für jedes in der Gesamtdatenbasis 𝒟𝑔𝑒𝑠 vorhan-
dene Merkmals-Item separat durchgeführt. Somit erlaubt der Algorithmus 
die Generierung von Assoziationsregeln für jedes Anbietermerkmal. Die  
Reduktion der Gesamtdatenbasis 𝒟𝑔𝑒𝑠 auf die Teilmenge, in der Anbieter-
merkmal 𝒸recent käuflich erworben wurde führt zu Teildatenbasis 𝒟 als Aus-
gangsbasis des Algorithmus. Ergebnis eines Durchlaufes für ein Anbieter-
merkmal 𝒸recent ist die Menge aller Assoziationsregeln zu 𝒸recent. Im 
folgenden Abschnitt wird der Fuzzy-Apriori-Algorithmus im Detail vorge-
stellt und insbesondere auf dessen Realisierung in Pseudocode eingegangen. 
4.7.3.1 Schritt 1: Aufbereitung der Daten 
Die Methode PREPROCESS_INPUT dient der Aufbereitung der Datenbank 𝒟, 
welche einen der Eingangsparameter des Algorithmus darstellt. Die Daten-
bank beinhaltet Informationen zu sämtlichen Kundentransaktionen 𝒯, die 
über den DfC Konfigurator vorgenommen wurden. Eine Transaktion in der 
Datenbank umfasst die vom Kunden gewählten Eigenschaften mitsamt der 
zu den Eigenschaften gehörigen Kundenbewertungen. Daneben werden in-
nerhalb der Transaktion sämtliche Leistungsmerkmale erfasst, welche der 
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Kunde basierend auf seiner Eigenschaftenauswahl erworben hat. Basierend 
auf den Daten wird es einem Unternehmen ermöglicht, Rückschlüsse über 
Zusammenhänge zwischen Kundenbedürfnissen und tatsächlichen Käufen zu 
ziehen. Um eine schnellere Ausführung des Algorithmus zu ermöglichen, 
wird die Datenbank mit Transaktionen in der vorliegenden Methode um  
zusätzliche Sicherheitsgrade angereichert und als Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠  
zurückgeliefert. Die resultierende Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 dient in der Folge 
als Eingabeparameter für alle der nachfolgenden Methoden. Die Berechnung 
der Sicherheitsgrade erfolgt über die Zugehörigkeitsfunktionen zu jedem  
f-Item. Sobald zu jedem f-Item der zugehörige Sicherheitsgrad errechnet 
wurde, ist die Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 vollständig und wird von der Methode 
als Ergebnis zurückgeliefert. Der erste Schritt zur Aufbereitung der Eingabe-
daten des Fuzzy-Apriori-Algorithmus ist somit abgeschlossen und es kann 
begonnen werden, große Objektmengen zu bilden.  
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Abbildung 4.13:  Die Methode PREPROCESS_INPUT  
Methode: PREPROCESS_INPUT 
Input: Eine Datenbank 𝒟 mit Transaktionen 𝒯, zu den Eigenschafts-
Items 𝓅i und Merkmals-Items 𝒸i gehörige Zugehörigkeitsfunktionen 
 μℒ𝒯i,j 
Output: Eine Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 mit Transaktionen zu Merkmals-
Item 𝒸recent, welche die Informationen in Datenbank 𝒟 um die Sicher-
heitsgrade  μℒ𝒯i,j(x𝓅i) der Eigenschafts-Items 𝓅i basierend auf Kunden-
eingabe x𝓅i zu Eigenschafts-Item 𝓅i und Zugehörigkeits-funktionen  μℒ𝒯i,j 
erweitert. 
(1) Selektiere diejenigen Transaktionen 𝒯 aus 𝒟, in denen 𝒸recent vom 
Kunden gekauft wurde als 𝒟𝒸recent 
(2) 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 = 𝒟𝒸recent 
(3) Für jede Transaktion  𝒯 in Datenbank 𝒟𝒸recent { 
(4) Für jedes Eigenschafts-Item 𝓅i { 
(5) Für jede Zugehörigkeitsfunktion  μℒ𝒯i,j zu Eigenschafts-Item 
𝓅i { 
(6) Berechne den Sicherheitsgrad  μℒ𝒯i,j(x𝓅i) basierend auf 
der Kundeneingabe x𝓅i und Zugehörigkeitsfunktion 
 μℒ𝒯i,j zu Eigenschafts-Item 𝓅i 
(7) Speichere μℒ𝒯i,j(x𝓅i) in der Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 
(8) } 
(9) } 
(10) } 
(11) Setze 𝑘 = 1 
(12) Liefere 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 zurück 
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4.7.3.2 Schritt 2: Generierung großer Objektmengen 
Ziel des zweiten Schrittes des Fuzzy-Apriori-Algorithmus ist die Generie-
rung großer Objektmengen. Wie auch im herkömmlichen Apriori-
Algorithmus wird zwischen der Erstellung der großen Objektmengen mit 
einem Element und der Erstellung großer Objektmengen mit 𝑘 Elementen, 
wobei 𝑘 ≥ 2 ist, unterschieden. Der Generierung der großen Objektmengen 
mit einem Element dient die Methode GENERATE_FUZZY_1_ITEMSETS, wel-
che unter anderem Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 als Eingabeparameter enthält. Die 
Generierung der großen Objektmengen mit einem Element erfolgt, indem für 
jedes f-Item der Support und die Standardabweichung errechnet werden. Ist 
der Support eines f-Items größer als der geforderte Fuzzy-Mindestsupport 
und gleichzeitig die Standardabweichung kleiner als die geforderte Fuzzy-
Mindeststandardabweichung, so wird das f-Item als Element in die große 
Objektmenge ℒ1 aufgenommen. Der Support errechnet sich dabei über die 
Summe der Sicherheitsgrade für ein f-Item über alle Transaktionen in  
Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠  hinweg geteilt durch die Gesamtanzahl an Transak-
tionen in Datenbank 𝒟, welche als |𝒟| bezeichnet wird. Die Berechnung der 
Standardabweichung wurde im Pseudocode aus Platzgründen nicht explizit 
dargestellt, erfolgt aber über die herkömmliche Berechnung einer Stan-
dardabweichung und wird daher im Weiteren nicht gesondert erläutert. Er-
gebnis der Methode ist die Menge aller großen Objektmengen mit einem 
Element ℒ1, die als Methodenergebnis zurückgeliefert wird.  
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Abbildung 4.14:  Die Methode generate_fuzzy_1_itemsets  
Ist die Generierung der initialen Menge ℒ1, welche alle großen Objekt-
mengen mit einem Element beinhaltet, abgeschlossen, so können alle weiteren 
großen Objektmengen mit 𝑘 Elementen für 𝑘 ≥ 2 erstellt werden. Die  
Methode GENERATE_FUZZY_K_ITEMSETS geht dabei iterativ vor, d.h. es  
werden zunächst GENERATE_FUZZY_K_ITEMSETS geht dabei iterativ vor, d.h. 
Methode: GENERATE_FUZZY_1_ITEMSETS 
Input: Eine Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 mit Transaktionen 𝒯, die Anzahl an 
Transaktionen in Datenbank 𝒟, ein vordefinierter Fuzzy-Mindestsupport 
𝜎fuzzy−𝑠𝑢𝑝𝑝, eine vordefinierte Fuzzy-Maximalstandardabweichung 
𝜎fuzzy−𝑑𝑒𝑣 
Output: Eine große Fuzzy-Itemmenge ℒ1 
(1) ℒ1 = ∅ 
(2) ℒ𝑎𝑙𝑙 = ∅ 
(3) Für jedes f-Item 𝑓𝑖 in Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 { 
(4) 𝑐𝑜𝑢𝑛𝑡 = 0 
(5) Für jede Transaktion  𝒯 in 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 { 
(6) 𝑐𝑜𝑢𝑛𝑡 =  𝑐𝑜𝑢𝑛𝑡 +  μℒ𝒯i,j(x𝓅i) 
(7) } 
(8) 𝑓𝑖. 𝑠𝑢𝑝 = 𝑐𝑜𝑢𝑛𝑡/|𝒟| 
(9) 𝑓𝑖. 𝑑𝑒𝑣 = Standardabweichung der Sicherheitsgrade μℒ𝒯i,j(x𝓅i) 
in 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠   
(10) Falls (𝑓𝑐𝑘. 𝑠𝑢𝑝 ≥  𝜎fuzzy−𝑠𝑢𝑝𝑝) und (𝑓𝑐𝑘. 𝑑𝑒𝑣 ≤  𝜎fuzzy−𝑑𝑒𝑣) { 
(11) ℒ1 = ℒ1 ∪ {𝑓𝑖} 
(12) } 
(13) } 
(14) ℒ𝑎𝑙𝑙 = ℒ1 
(15) Liefere ℒ1 zurück 
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es werden zunächst alle großen Objektmengen mit 2 Elementen gesucht, 
dann mit 3 Elementen und so weiter. Um von Mengen mit 𝑘 − 1 Elementen 
auf Mengen mit 𝑘 Elementen zu kommen, werden in der Methode APRI-
ORI_GEN wie auch im herkömmlichen Apriori-Algorithmus so genannte 
Kandidatenmengen 𝒞𝑘 mit 𝑘 Elementen gebildet. Diese basieren auf den 
großen Itemmengen aus ℒ𝑘−1 und stellen potentielle große Itemmengen mit 
𝑘 basieren auf den großen Objektmen- gen aus ℒ𝑘−1 und stellen potentielle 
große Objektmengen mit 𝑘 Elementen dar. Die Methode GENERATE_ 
FUZZY_K_ITEMSETS bricht die Suche nach großen Objektmengen mit 𝑘  
Elementen ab, falls die große Objektmenge ℒ𝑘−1 leer ist. Eine Menge mit 𝑘 
f-Items wird wie auch in der vorangegangenen Methode nur dann eine große 
Objektmenge, falls Support und Standardabweichung innerhalb der Grenzen 
des vordefinierten Fuzzy-Mindestsupports und der vordefinierten Fuzzy-
Maximalstandardabweichung liegen. Sämtliche großen Objektmengen ℒ𝑘 
werden wie auch in der vorangegangenen Methode ℒ𝑘 in die große Menge 
ℒ𝑎𝑙𝑙 aufgenommen. Die Menge ℒ𝑎𝑙𝑙 fasst alle großen Objektmengen zu-
sammen und dient im dritten Schritt des Fuzzy-Apriori-Algorithmus zur  
Bestimmung der Fuzzy-Assoziationsregeln. Die Bestimmung des Supports 
sowie der Standardabweichung erfolgt analog zur Berechnung, die innerhalb 
der Methode GENERATE_FUZZY_1_ITEMSETS vorgestellt wurde.  
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Abbildung 4.15: Die Methode GENERATE_FUZZY_K_ITEMSETS  
Methode: GENERATE_FUZZY_K_ITEMSETS 
Input: Eine Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 mit Transaktionen 𝒯, die große Fuzzy-Itemmenge ℒ𝑘−1, 
die Anzahl an Transaktionen in Datenbank 𝒟, ein vordefinierter Fuzzy-Mindestsupport 
𝜎fuzzy−𝑠𝑢𝑝𝑝, eine vordefinierte Fuzzy-Maximalstandardabweichung 𝜎fuzzy−𝑑𝑒𝑣 
Output: Eine große Fuzzy-Itemmenge ℒ𝑘 
(1) For (𝑘 = 2, ℒ𝑘−1 ≠ ∅, 𝑘 + +  ) 
(2) 𝒞𝑘 = fuzzy_apriori_gen(ℒ𝑘−1) 
(3) ℒ𝑘 = ∅ 
(4) Für jeden Fuzzy-Kandidaten 𝑓𝑐𝑘in 𝒞𝑘 { 
(5) Selektiere diejenigen Transaktionen 𝒯 aus 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠, in denen jedes f-Item 𝑓𝑖 
des Fuzzy-Kandidaten 𝑓𝑐𝑘 einen Sicherheitsgrad μℒ𝒯i,j(x𝓅i) größer als Null auf-
weist, als 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇  
(6) Falls (𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇 = ∅ ){ 
(7) 𝑓𝑐𝑘 . 𝑠𝑢𝑝 = 0 
(8) 𝑓𝑐𝑘 . 𝑑𝑒𝑣 = ∞ 
(9) }  
(10) Sonst { 
(11) 𝑓𝑐𝑘 . 𝑠𝑢𝑝 = ∞ 
(12) 𝑓𝑐𝑘 . 𝑑𝑒𝑣 = 0 
(13) Für jedes f-Item 𝑓𝑖 im Fuzzy-Kandidaten 𝑓𝑐𝑘 { 
(14) 𝑐𝑜𝑢𝑛𝑡 = 0 
(15) Für jede Transaktion  𝒯 in 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇 { 
(16) 𝑐𝑜𝑢𝑛𝑡 =  𝑐𝑜𝑢𝑛𝑡 +  μℒ𝒯i,j(x𝓅i) 
(17) } 
(18) 𝑓𝑖. 𝑠𝑢𝑝 = 𝑐𝑜𝑢𝑛𝑡/|𝒟| 
(19) 𝑓𝑐𝑘. 𝑠𝑢𝑝 = 𝑚𝑖𝑛{𝑓𝑐𝑘. 𝑠𝑢𝑝, 𝑓𝑖. 𝑠𝑢𝑝} 
(20) 𝑓𝑖. 𝑑𝑒𝑣 = Standardabweichung der Sicherheits-grade μℒ𝒯i,j(x𝓅i) in 
𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇  
(21) 𝑓𝑐𝑘. 𝑑𝑒𝑣 = 𝑚𝑎𝑥{𝑓𝑐𝑘. 𝑑𝑒𝑣, 𝑓𝑖. 𝑑𝑒𝑣} 
(22) } 
(23) }  
(24) Falls (𝑓𝑐𝑘 . 𝑠𝑢𝑝 ≥  𝜎fuzzy−𝑠𝑢𝑝𝑝) und (𝑓𝑐𝑘. 𝑑𝑒𝑣 ≤  𝜎fuzzy−𝑑𝑒𝑣) { 
(25) ℒ𝑘 = ℒ𝑘 ∪ {𝑓𝑐𝑘} 
(26) } 
(27) } 
(28) ℒ𝑎𝑙𝑙 = ℒ𝑎𝑙𝑙 ∪ ℒ𝑘 
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Zur Erstellung von Kandidatenmengen 𝒞𝑘 mit 𝑘 Elementen basierend auf 
den großen Objektmengen ℒ𝑘−1 wird die Untermethode APRIORI_GEN ver-
wendet. Anstatt für alle möglichen Objektmengen den Support direkt zu  
berechnen, wird durch APRIORI_GEN auf Basis bereits gefundener großer  
Objektmengen eine Menge von Fuzzy-Kandidaten zur weiteren Überprüfung 
generiert. Dadurch können große Objektmengen mit einer immer größer 
werdenden Anzahl an Elementen 𝑘 gefunden und somit auch komplexe  
Zusammenhänge erfasst werden. Dabei wird jede Menge der großen  
Objektmenge ℒ𝑘−1 als Fuzzy-Kandidat 𝑓𝑐𝑘−1 bezeichnet. Alle Fuzzy-
Kandidaten 𝑓𝑐𝑘−1,𝑎 und 𝑓𝑐𝑘−1,𝑏, welche 𝑘 − 2 gleiche f-Items aufweisen, 
fließen in der Folge in die Kandidatenmenge 𝒞𝑘 (Zeilen 2-8 im Pseudocode). 
Der Schritt dient der Erstellung aller möglichen Itemkombinationen zu einer 
großen Menge und wird als Join-Schritt bezeichnet. In dem Join-Schritt  
folgenden Prune-Schritt (Zeilen 9-15 im Pseudocode) werden alle Item-
kombinationen wieder aus der Kandidatenmenge 𝒞𝑘 ausgesondert, welche 
Teilmengen aufweisen, die keine großen Objektmengen darstellen. Dies liegt 
darin begründet, dass Objektmengen mit Teilmengen, die keine großen  
Objektmengen sind, niemals selbst große Objektmengen sein können.  
Ein Beweis hierfür liefert (Agrawal & Srikant, 1994). Als Ergebnis von  
APRIORI_GEN erhalten wir mit 𝒞𝑘 alle Objektmengen mit 𝑘 Elementen,  
welche möglicherweise große Objektmengen darstellen. Die Menge 𝒞𝑘 wird 
zur weiteren Bearbeitung an die Methode GENERATE_FUZZY_K_ITEMSETS 
zurückgeliefert. 
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Abbildung 4.16: Die Methode FUZZY_APRIORI_GEN  
4.7.3.3
 
Schritt 3: Generierung der Fuzzy-Assoziationsregeln (FAR) 
In Schritt 2 des Fuzzy-Apriori-Algorithmus wurden alle großen Objekt-
mengen mit 𝑘 Elementen ℒ𝑘 erstellt und in der Gesamtmenge großer Objekt-
mengen ℒ𝑎𝑙𝑙 zusammengefasst. Im vorliegenden dritten Schritt werden nun 
auf Basis von ℒ𝑎𝑙𝑙 Fuzzy-Assoziationsregeln erstellt. Anders als im her-
kömmlichen Apriori-Algorithmus werden nur diejenigen Regeln zurückge-
liefert, welche innerhalb der Grenzen gewisser Konfidenzintervalle 𝜆 liegen, 
Methode: FUZZY_APRIORI_GEN 
Input: Die große Fuzzy-Itemmenge ℒ𝑘−1 
Output: Die Kandidatenmenge 𝒞𝑘 als Obermenge der großen Fuzzy-
Itemmenge ℒ𝑘−1 
(1) 𝒞𝑘 = ∅ 
(2) Für alle Fuzzy-Kandidaten 𝑓𝑐𝑘−1,𝑎, 𝑓𝑐𝑘−1,𝑏 ∈ ℒ𝑘−1 mit 𝑓𝑐𝑘−1,𝑎 ≠
𝑓𝑐𝑘−1,𝑏 { 
(3) Wenn 𝑓𝑐𝑘−1,𝑎 und 𝑓𝑐𝑘−1,𝑏 haben k-2 gleiche f-Items 𝑓𝑖 
(4) 𝑓𝑐𝑘−1,𝑎 = {𝑓𝑖1, … 𝑓𝑖𝑘−2, 𝑓𝑖𝑓𝑐𝑘−1,𝑎} 
(5) 𝑓𝑐𝑘−1,𝑏 = {𝑓𝑖1, … 𝑓𝑖𝑘−2, 𝑓𝑖𝑓𝑐𝑘−1,𝑏} { 
(6) 𝒞𝑘 = 𝒞𝑘 ∪ {𝑓𝑖1, … 𝑓𝑖𝑘−2, 𝑓𝑖𝑓𝑐𝑘−1,𝑎 , 𝑓𝑖𝑓𝑐𝑘−1,𝑏} 
(7) } 
(8) } 
(9) Für alle Fuzzy-Kandidaten 𝑓𝑐𝑘 ∈  𝒞𝑘 { 
(10) Für alle Teilmengen 𝑠 von  𝑓𝑐𝑘 mit (𝑘 − 1) f-Items 𝑓𝑖 { 
(11) Wenn 𝑠 ∉ ℒ𝑘−1 { 
(12) 𝒞𝑘 = 𝒞𝑘 ∖ {𝑓𝑐𝑘}  
(13) } 
(14) } 
(15)  
(16) } 
(17) Liefere 𝒞𝑘 zurück 
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liegenden Fuzzy-Apriori-Algorithmus die Konfidenz unter Berücksichtigung 
der Sicherheitsgrade der einzelnen f-Items errechnet. Die grundsätzliche Be-
rechnung der Konfidenz einer Regel als Quotient aus Support der Prämisse 
einer Regel (𝐹𝐴𝑅_𝑋. 𝑠𝑢𝑝: Zeilen 13-21 im Pseudocode) und Support der  
Gesamtelemente einer Regel (𝐹𝐴𝑅𝑋𝑌. 𝑠𝑢𝑝: Zeilen 4-12 im Pseudocode) 
bleibt erhalten. Die Prämisse einer Regel FAR setzt sich aus allen f-Items 
einer großen Itemmenge in ℒ𝑎𝑙𝑙 sowie den zugehörigen linguistischen Term 
𝜆𝑖 zusammen.  
Somit ist das Ziel, die implizit in der Datenbank vorhandenen Zusammen-
hänge zwischen Kundenbedürfnissen und tatsächlichem Kaufverhalten  
explizit darzustellen, erreicht. Die über den Fuzzy-Apriori-Algorithmus  
generierten Assoziationsregeln spiegeln die Bedürfnisse und den vom Kunden 
gewünschten Nutzen wieder. Diese können somit als Anforderungen in die 
Entwicklungsprozesse des Anbieters rückgeführt oder zur Adaption der 
Fuzzy-Regelbasis genutzt werden.  
 
welche die Zugehörigkeit zu einem linguistischen Term repräsentieren.  
Zu jedem linguistischen Term existiert daher ein Konfidenzintervall 
𝜆𝑖 = [𝜆𝑖,𝑚𝑖𝑛, 𝜆𝑖,𝑚𝑎𝑥]. Die Gesamtmenge aller Konfidenzintervalle 𝜆𝑖 wird als 
𝜆𝑔𝑒𝑠
 
bezeichnet. Im Vergleich zum Vorgehen unter Sicherheit wird
 
im
 
vor-
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Abbildung 4.17: Methode GENERATE_FAR  
Methode: GENERATE_FAR 
Input: Die große Fuzzy-Itemmenge ℒ𝑎𝑙𝑙, eine Datenbank 𝒟, eine Menge vordefinierter Fuzzy-
Konfidenzintervalle 𝜆𝑔𝑒𝑠 
Output: Eine Menge an Fuzzy-Assoziationsregeln 𝐹𝐴𝑅 zu Merkmals-Item 𝒸recent 
(1) Für alle Fuzzy-Kandidaten 𝑓𝑐𝑘 ∈ ℒ𝑎𝑙𝑙  { 
(2) Erstelle Fuzzy-Assoziationsregel 𝐹𝐴𝑅𝑟𝑒𝑐𝑒𝑛𝑡: 𝑓𝑖1 ∩ …∩ 𝑓𝑖𝑘 → 𝒸i   
(3) 𝑐𝑜𝑢𝑛𝑡 = 0 
(4) Selektiere diejenigen Transaktionen 𝒯 aus 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 , in denen jedes f-Item 𝑓𝑖 des Fuzzy-
Kandidaten 𝑓𝑐𝑘  einen Sicherheitsgrad  μℒ𝒯i,j(x𝓅i) größer als Null aufweist, als 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇  
(5) Für jedes f-Item 𝑓𝑖 im Fuzzy-Kandidaten 𝑓𝑐𝑘  { 
(6) 𝑐𝑜𝑢𝑛𝑡 = 0 
(7) Für jede Transaktion  𝒯 in 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
𝑇 { 
(8) 𝑐𝑜𝑢𝑛𝑡 =  𝑐𝑜𝑢𝑛𝑡 +  μℒ𝒯i,j(x𝓅i) 
(9) } 
(10) 𝑓𝑖. 𝑠𝑢𝑝 = 𝑐𝑜𝑢𝑛𝑡/|𝒟| 
(11) 𝐹𝐴𝑅_𝑋𝑌. 𝑠𝑢𝑝 = 𝑚𝑖𝑛{𝐹𝐴𝑅_𝑋𝑌. 𝑠𝑢𝑝, 𝑓𝑖. 𝑠𝑢𝑝} 
(12) } 
(13) Selektiere diejenigen Transaktionen 𝒯 aus 𝒟, in denen jedes f-Item 𝑓𝑖 des Fuzzy-Kandidaten 
𝑓𝑐𝑘  einen Sicherheitsgrad  μℒ𝒯i,j(x𝓅i) größer als Null aufweist, als 𝒟
𝑇 
(14) Für jedes f-Item 𝑓𝑖 im Fuzzy-Kandidaten 𝑓𝑐𝑘  { 
(15) 𝑐𝑜𝑢𝑛𝑡 = 0 
(16) Für jede Transaktion  𝒯 in 𝒟𝑇{ 
(17) 𝑐𝑜𝑢𝑛𝑡 =  𝑐𝑜𝑢𝑛𝑡 +  μℒ𝒯i,j(x𝓅i) 
(18) } 
(19) 𝑓𝑖. 𝑠𝑢𝑝 = 𝑐𝑜𝑢𝑛𝑡/|𝒟| 
(20) 𝐹𝐴𝑅_𝑋. 𝑠𝑢𝑝 = 𝑚𝑖𝑛{𝐹𝐴𝑅_𝑋. 𝑠𝑢𝑝, 𝑓𝑖. 𝑠𝑢𝑝} 
(21) } 
(22) 𝐹𝐴𝑅𝑟𝑒𝑐𝑒𝑛𝑡 . 𝑐𝑜𝑛𝑓 = (𝐹𝐴𝑅_𝑋. 𝑠𝑢𝑝/𝐹𝐴𝑅_𝑋𝑌. 𝑠𝑢𝑝) 
(23) Für alle 𝜆𝑖 ∈  𝜆𝑔𝑒𝑠 { 
(24) Falls ((𝐹𝐴𝑅𝑟𝑒𝑐𝑒𝑛𝑡 . 𝑐𝑜𝑛𝑓 > 𝜆𝑖,𝑚𝑖𝑛) ∩ (𝐹𝐴𝑅𝑟𝑒𝑐𝑒𝑛𝑡 . 𝑐𝑜𝑛𝑓 > 𝜆𝑖,𝑚𝑎𝑥)) { 
(25) 𝐹𝐴𝑅 = 𝐹𝐴𝑅 ∪ {𝐹𝐴𝑅𝑟𝑒𝑐𝑒𝑛𝑡 , 𝜆𝑖} 
(26)  Liefere 𝐹𝐴𝑅 zurück 
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4.7.4 Zusammenfassung 
Schritt vier der Methodik ‚Design for Customer‘ hat zum Ziel, das über den 
DfC Lösungskonfigurator gesammelte Kundenwissen zu analysieren und in 
Kundenanforderungen zu überführen oder zur Adaption der Fuzzy-Regel-
basis zu nutzen. Hierzu sind die in der Kundenwissensdatenbank implizit 
vorhandenen Kundenbedürfnisse explizit zu machen und als Kundenanforde-
rungen darzustellen. Aus Ermangelung bestehender Algorithmen wurde ein 
Fuzzy-Apriori-Algorithmus entwickelt, der auf dem herkömmlichen Apriori-
Algorithmus zur Generierung von Assoziationsregeln unter Sicherheit auf-
baut. Im Vergleich zu diesem erlaubt es der Fuzzy-Apriori-Algorithmus, Zu-
sammenhänge auf Basis eines unscharfen Datenbestandes darzustellen. Er-
gebnis sind Fuzzy-Assoziationsregeln, die als Kundenanforderungen in die 
Entwicklungsprozesse des Lösungsanbieters fließen. Das Aufzeigen abgelei-
teter Handlungsoptionen basierend auf den identifizierten Kundenanforde-
rungen ist Aufgabe des fünften Schrittes der Methodik ‚Design for Customer‘.  
4.8 DfC Anforderungsintegration 
Ziel der DfC Anforderungsintegration als fünftem Schritt der Methodik  
‚Design for Customer‘ ist die durchgängige Einarbeitung der zuvor identi-
fizierten Kundenanforderungen in die Entwicklungsprozesse des Lösungs-
anbieters. Basis der Integration ist das Schalenmodell des PSSE nach Weber  
et al., in das sich die Methodik ‚Design for Customer‘ nahtlos einbindet.  
Differenzen zwischen durch den Fuzzy-Apriori-Algorithmus identifizierten 
Assoziationsregeln und der Regelbasis des DfC Lösungskonfigurators lösen 
Synthese- und Analyseschritte des PSSE Schalenmodells aus. Somit können 
wandelnde Markttrends, als auch nicht mit dem bestehenden Lösungsport-
folio abgedeckte Kundenbedürfnisse als Anforderungen in die Entwicklungs-
prozesse fließen. Zudem wird die Lernfähigkeit des Fuzzy-Systems sicher-
gestellt. 
Eingabeparameter der Integration von Kundenanforderungen sind die mithilfe 
des Fuzzy-Apriori-Algorithmus generierten Fuzzy-Assoziationsregeln, welche 
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die Anforderungen der Kunden darstellen. Die Kundenanforderungen leiten 
sich wie im vorangegangenen Schritt erläutert aus vier Anwendungsfällen ab 
und können in verschiedene Handlungsoptionen beim Lösungsanbieter mün-
den. Die relevanten Handlungsoptionen sind bereits in Tabelle 4.5 ersicht-
lich, sollen der Vollständigkeit halber hier nochmals aufgeführt werden: 
 Fehlerhaftes Mapping der Fuzzy-Regelbasis: Die Fuzzy-Regelbasis enthält 
ein fehlerhaftes Mapping zwischen Eigenschaften und Merkmalen. Der 
DfC Lösungskonfigurator schlägt dem Kunden aufgrund dessen nicht zu 
dessen Bedürfnissen passende Merkmale vor. Fachkompetente Kunden er-
kennen den Fehler und erwerben die zu den Eigenschaften passenden 
Merkmale. 
 Sich wandelnder Markttrend: Wie im obigen Fall enthält die Fuzzy-
Regelbasis ein fehlerhaftes Mapping zwischen Eigenschaften und Merk-
malen. Fachkompetente Kunden erkennen den Fehler und erwerben die zu 
den Eigenschaften passenden Merkmale. In diesem Fall ist das fehlerhafte 
Mapping auf einen wandelnden Markttrend zurückzuführen, den das  
Unternehmen noch nicht erkannt hat. Die Unterscheidung zwischen den 
beiden Fällen kann nicht automatisiert erkannt werden, sondern ist von 
Experten zu beurteilen.  
 Fehlender Markttrend im Lösungsportfolio: Der häufige Abbruch des 
Konfigurationsvorgangs bei der Eingabe ähnlicher Eigenschaften durch 
mehrere Kunden deutet darauf hin, dass die Bedürfnisse des Kunden durch 
das vorhandene Lösungsportfolio nicht abgedeckt werden können. Dem-
nach ist ein Markttrend im Lösungsportfolio nicht vorhanden. 
4.8.1 Vorgehensweise 
Nicht jede über den Fuzzy-Apriori-Algorithmus generierte Assoziationsregel 
muss notwendigerweise zu einem der erläuterten Handlungsoptionen führen. 
Vielmehr ergibt sich der Handlungsbedarf erst dadurch, dass ein Delta zwi-
schen der im Lösungskonfigurator vorhandenen Fuzzy-Regelbasis und den 
Fuzzy-Assoziationsregeln als Ausgangsgröße des Fuzzy-Apriori-Algorith-
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mus entsteht. Das Schalenmodell des PSSE nach Weber et al. (Steinbach, 
Botta, & Weber, 2005) wurde entsprechend angepasst, um diesen Umstand 
anschaulich illustrieren zu können. Die Integration der Methodik ‚Design for 
Customer‘ in das Schalenmodell des PSSE ist in Abbildung 4.18 ersichtlich 
und soll im Folgenden im Detail erläutert werden.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 4.18:  Integration der Methodik ‚Design for Customer‘ in das Schalenmodell 
des PSSE 
Ausgangspunkt des ursprünglichen PSSE Modells nach Weber et al. sind die 
Anforderungen des Kunden, die als Soll-Eigenschaften in das Schalenmodell 
aufgenommen werden. ∆P stellt nach Weber zu jedem Zeitpunkt des Ent-
wicklungsprozesses die aktuelle Differenz zwischen den vom Kunden gefor-
derten Soll-Eigenschaften und den tatsächlich in der Kundenlösung vorhan-
denen Ist-Eigenschaften dar. Über Syntheseschritte werden einzelne Soll-
Eigenschaften dadurch realisiert, dass Merkmale innerhalb der Kunden-
lösung angepasst oder gänzlich neu entwickelt werden. Durch die Definition 
neuer oder angepasster Merkmale resultieren Auswirkungen auf die in der 
Kundenlösung vorhandenen Ist-Eigenschaften, die innerhalb eines Analyse-
schrittes an die veränderten Merkmale angepasst werden. Die Verknüpfung 
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von Eigenschaften und Merkmalen erfolgt über eine Verknüpfungsrelation, 
die je nach Richtung Relation R oder Inverse Relation R−1 genannt wird. 
Die Methodik ‚Design for Customer‘ bedient sich wie in den Kapiteln 4.3 
und 4.4 gezeigt einer Fuzzy-Regelbasis zur Abbildung der beiden Rela-
tionen. Grundlage des Lösungs-konfigurators bildet Relation 𝑅, welche die 
Konfiguration basierend auf Kundennutzen und Kundenbedürfnissen anstelle 
von Produktmerkmalen erlaubt. Für die strukturierte Generierung der Rela-
tionen bietet das Vorgehensmodell DfC Unified Process (siehe Kapitel 4.5) 
praktische Handlungsempfehlungen. Während der Nutzung des Lösungskon-
figurators artikulieren Kunden ihre Bedürfnisse und Anforderungen an den 
Konfigurator, indem sie die für sie relevanten Eigenschaften gewichten und 
treffende Merkmale auswählen. Basierend auf diesem Kaufverhalten kann 
eine Soll-Relation 𝑅𝑆 erstellt werden, welche die für den Kunden idealty-
pische Relation darstellt. Die Erstellung erfolgt mithilfe des Fuzzy-Apriori-
Algorithmus zur Generierung von Assoziationsregeln in unscharfen Daten-
beständen. Damit stellt ∆P nicht nur die aktuelle Differenz zwischen den 
vom Kunden geforderten Soll-Eigenschaften und den tatsächlich in der Kun-
denlösung vorhandenen Ist-Eigenschaften dar. Zusätzlich wird ein Abgleich 
von Relation 𝑅 mit der auf Basis der Kundeneingaben entstandenen Relation 
𝑅𝑆 möglich. Das hieraus entstehende ∆P stellt die Differenz der vom  
Kunden geforderten Soll-Relation und den tatsächlich in der Kundenlösung 
vorhandenen Ist-Relation dar. Über Syntheseschritte werden die Soll-
Relationen den Handlungsoptionen zugewiesen und fließen als Anforderun-
gen in den Entwicklungsprozess. Die Anforderungen decken dabei wie  
gefordert die zuvor identifizierten Anwendungsfelder Lernfähigkeit des 
Fuzzy-Systems sowie das Erkennen sich wandelnder oder fehlender Markt-
trends im Lösungsportfolio ab. 
4.8.2 Zusammenfassung 
Die Anforderungsintegration ermöglicht die durchgängige Einarbeitung der 
zuvor identifizierten Kundenanforderungen in die Entwicklungsprozesse des 
Lösungsanbieters. Die Methodik ‚Design for Customer‘ wird hierfür in das 
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Schalenmodell des PSSE eingebettet, welches eines der am meisten fort-
geschrittenen Vorgehensmodelle zur Entwicklung von Kundenlösungen dar-
stellt. Mithilfe des DfC Lösungskonfigurators erfasste und durch den Fuzzy-
Apriori-Algorithmus analysierte Kundenanforderungen können somit in das 
Lösungsportfolio eingearbeitet werden. Darunter fallen wandelnde Markt-
trends als auch nicht mit dem bestehenden Lösungsportfolio abgedeckte 
Kundenbedürfnisse.  
Mit der Integration der Kundenanforderungen ist das zweite Hauptziel der 
Methodik ‚Design for Customer‘ erreicht. Darin werden Ansätze des Anfor-
derungsmanagements speziell für den Bereich der hybriden Wertschöpfung 
gefordert, die bestehende Interaktionspunkte mit dem Kunden berücksich-
tigen. Im Rahmen der vorliegenden Arbeit wurde dies durch die kontinuierli-
che Rückführung von Kundenanforderungen auf Basis des bedürfnisorien-
tierten Lösungskonfigurators als kontinuierliche Bezugsquelle sichergestellt. 
4.9 Nutzen der Methodik 
Der Nutzen der vorgestellten Methodik ‚Design for Customer‘ lässt sich in 
eine industrielle sowie in eine wissenschaftliche Sichtweise untergliedern. 
Diese werden im Folgenden dargelegt und in Beziehung zu den in Kapitel 
2.4 identifizierten Handlungsbedarfen gesetzt. Somit wird die Zielerreichung 
der vorliegenden Arbeit demonstriert. 
Der industrielle Nutzen der vorliegenden Arbeit besteht darin, Unternehmen 
die Nutzenpotentiale des Wandels zum Lösungsanbieter in ihrer Gänze aus-
schöpfen zu lassen. Diese lassen sich in Anlehnung an die ausführliche Dar-
stellung aus Kapitel 2.1.4 wie folgt zusammenfassen: 
 Aufbau von Differenzierungspotentialen 
 Steigerung der Gewinnmarge 
 Dauerhafte Kundenbindung  
Durch die stringente Ausrichtung am Kundennutzen erlaubt die vorgestellte 
Methodik ‚Design for Customer‘ primär die Schaffung einer dauerhaften 
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Kundenbindung sowie den Aufbau von Differenzierungspotential im Ver-
gleich zum Wettbewerb. Sekundär wird die Steigerung der Gewinnmarge 
ermöglicht, indem die Methodik die Entwicklung eines an Kundenbedürf-
nisse angepassten Leistungsportfolios erlaubt. Die Sicherstellung dieser  
Nutzenpotentiale im Rahmen der Methodik gewährleisten folgende für die 
Industrie relevanten Methoden und Werkzeuge: 
N1-1 Bereitstellung des Konzeptes eines Lösungskonfigurators, der sich 
am Kundennutzen ausrichtet und sich bestehender Interaktions-
punkte mit dem Kunden bedient 
 Der Einsatz von Systemen zur Konfiguration wird von der Hälfte 
der Teilnehmer einer im Rahmen des vorliegenden Forschungsvor-
habens durchgeführten Studie (siehe Kapitel 2.3.3) als sehr niedrig 
bis niedrig eingestuft. Bestehende Systeme zur Konfiguration rich-
ten sich jedoch vielmehr am Produkt und weniger am Kundennutzen 
aus, weshalb neuartige Ansätze benötigt werden. Die Bereitstellung 
eines nutzenbasierten Konfigurationssystems ermöglicht den Aufbau 
von Differenzierungspotential im Vergleich zum Wettbewerb sowie 
die Steigerung der Kundenbindung. 
Folgende Handlungsbedarfe werden befriedigt: U2-1, U2-2 
N1-2 Bereitstellung eines Vorgehensmodells, das eine strukturierte  
Entwicklung des Konfigurators erlaubt 
 Die Methodik stellt eine Vorgehensweise bereit, welche Unterneh-
men die strukturierte Einführung, Wartung und Pflege des nutzenba-
sierten Konfigurators erlaubt. Das Vorgehensmodell basiert auf dem 
weitverbreiteten Unified Process aus dem Software Engineering und 
nutzt die Unified Modeling Language (UML) zur Formalisierung. 
Durch die Nutzung bestehender und akzeptierter Methoden und 
Technologien werden Eintrittsbarrieren verhindert sowie die Lern-
kurve der beteiligten Personen verkürzt. 
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Folgende Handlungsbedarfe werden befriedigt: U1-3 
N1-3 Bereitstellung von Methodenbaukästen und Guidelines für die  
ergonomische Gestaltung von IT-Systemen 
 Klare Übersichten für die ergonomische Gestaltung von Systemen 
sind nicht verfügbar. Die Methodik ‚Design for Customer‘ trägt die-
sem Umstand Rechnung und stellt Werkzeuge bereit, welche Usabi-
lity-Verantwortliche in ihrer Auswahl unterstützen. Guidelines füh-
ren den Nutzer in einem ersten Schritt transparent durch einen 
projektspezifisch zu beantwortenden Fragekatalog. Die Methoden-
baukästen eignen sich darauf aufbauend, um weiterführende Infor-
mationen zur Normen- und Methodenauswahl zu erhalten und diese 
weiter zu verfeinern. 
Folgende Handlungsbedarfe werden befriedigt: U1-4 
N1-4 Algorithmus zur automatischen Generierung von Kundenanforde-
rungen und allgemein zur Entdeckung von Abhängigkeiten in un-
scharfen Datenbeständen 
 Die in Kapitel 2.3.3 vorgestellte Studie zeigt die Nutzung wenig 
strukturierter Methoden des Anforderungsmanagements in der In-
dustrie, die mit hohem manuellem Aufwand verbunden sind. Mit der 
Bereitstellung des Fuzzy-Apriori-Algorithmus wird die Möglichkeit 
geschaffen, Abhängigkeiten in unscharfen Datenbeständen zu entde-
cken und Kundenanforderungen abzuleiten. 
Folgende Handlungsbedarfe werden befriedigt: U2-3 
 
Aus wissenschaftlicher Sichtweise lässt sich der Nutzen der vorliegenden 
Arbeit insbesondere durch die Entwicklung neuer sowie durch die Erweite-
rung bestehender Forschungsansätze darstellen. Diese beziehen sich vorwie-
gend auf die in Kapitel 1 und 3 analysierten Forschungsfelder. Im Folgenden 
soll im Detail herausgestellt werden, welche Fortschritte die Methodik  
‚Design for Customer‘ aus wissenschaftlicher Sichtweise liefert. 
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N2-1 Modellierung eines Fuzzy-Reglers zur Verknüpfung von Kundenei-
genschaften und Anbietermerkmalen 
 Fuzzy-Regler stellen auf Fuzzy-Logik basierende Gesamtsysteme 
zur Ableitung logischer Schlussfolgerungen dar. Mit dem DfC 
Fuzzy-Controller wurde ein solcher Fuzzy-Regler entwickelt. Dieser 
beruht auf der in Kapitel 3.1.3 vorgestellten Architektur und wurde 
an die Trennung von Kundeneigenschaften und Anbietermerkmalen 
angepasst. 
 
Folgende Handlungsbedarfe werden befriedigt: U1-1 
N2-2 Erweiterung der Wissensrepräsentationssprache OWL 2 zur Dar-
stellung von Fuzzy-Informationen in Anlehnung an (Bobbilo 	 
Straccia, 2011)  
 Bobillo und Straccia verwenden Annotationen innerhalb der Wis-
sensrepräsentationssprache OWL 2, um Unschärfe zwischen ver-
schiedenen Konzepten einer Ontologie abzubilden. Im Rahmen der 
vorliegenden Arbeit wird OWL 2 basierend auf diesem Ansatz er-
weitert, um nicht nur Unschärfe darstellen, sondern auch logische 
Schlussfolgerungen aus der Unschärfe ableiten zu können. Somit 
wird mit der DfC Fuzzy-Ontologie ein auf semantischen Technolo-
gien beruhender Fuzzy-Regler geschaffen. 
 
Folgende Handlungsbedarfe werden befriedigt: U1-2 
N2-3 IEEE-konforme Analyse und Bewertung bestehender Methoden des 
Ontology Engineering  
 Auf Grundlage des IEEE 1074-1995 Standards für Lebenszyklen der 
Softwareentwicklung (IEEE, 199)  wurde eine Analyse bestehender 
Methoden des Ontology Engineering durchgeführt. Basierend auf 
der Analyse ist eine projektspezifische Bewertung und Auswahl der 
Methoden möglich.  
 
Folgende Handlungsbedarfe werden befriedigt: U1-3 
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N2-4 Ableitung einer Best-Practice Methode des Ontology Engineering 
zur strukturierten Entwicklung, Wartung und Pflege des Lösungs-
konfigurators 
 Die Vergleichsanalyse bestehender Methoden des Ontology Engine-
ering ermöglichte die Ableitung einer Best-Practice-Methode auf 
Basis von Konzepten bestehender Methoden des Ontology Enginee-
ring. Diese floss als DfC Unified Process in die Arbeit ein. Wie alle 
Methoden des Ontology Engineering hat sie die strukturierte Ent-
wicklung, Wartung und Pflege von Ontologien zum Ziel.  
 
Folgende Handlungsbedarfe werden befriedigt: U1-3 
N2-5 Entwicklung einer Methode zum kontinuierlichen und automatisier-
ten Anforderungsmanagement 
 Klassische Methoden des Anforderungsmanagements ermöglichen 
wie in Kapitel 2.2 gezeigt keine automatisierte Rückführung von 
Kundenanforderungen aus der Nutzungsphase von Leistungen. 
Durch das Zusammenspiel der methodischen Schritte der Methodik 
‚Design for Customer‘ kann im Lösungskonfigurator erfasstes Kun-
denverhalten automatisiert, kontinuierlich in Kundenanforderungen 
überführt werden und in die Entwicklungsprozesse von Unterneh-
men einfließen. Kernkomponente zur Generierung von Kundenan-
forderungen stellt der im Rahmen der Arbeit entwickelte Fuzzy-
Apriori-Algorithmus dar. 
 
Folgende Handlungsbedarfe werden befriedigt: U2-2, U2-3 
N2-6 Entwicklung eines Verfahrens der Assoziationsanalyse bei unschar-
fen Datenbeständen 
 Die Analyse des Stands der Technik ergab das Fehlen eines voll-
ständig implementierbaren Konzepts zur Assoziationsanalyse bei 
unscharfen Datenbeständen. Der zur Generierung von Kundenanfor-
derungen entwickelte Fuzzy-Apriori-Algorithmus ermöglicht im 
Allgemeinen die Entdeckung von Abhängigkeiten in unscharfen Da-
tenbeständen und schließt somit die Forschungslücke im Bereich des 
KDD.  
 
Folgende Handlungsbedarfe werden befriedigt: U2-3 
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Wie bereits in der Beschreibung der einzelnen Nutzen potentiale ersichtlich, 
nimmt jeder Nutzen Bezug auf einen in Kapitel 2.4 beschriebenen Hand-
lungsbedarf. Abbildung 4.19 zeigt anschaulich auf, dass durch die Nutzen-
potentiale sämtliche im Rahmen der vorliegenden Arbeit aufgestellten Hand-
lungsbedarfe abgedeckt werden. Die Methodik ‚Design for Customer‘ 
befriedigt somit den geforderten Handlungsbedarf. 
 
 
Abbildung 4.19:  Mapping von Handlungsbedarfen und Nutzenpotentialen 
4.10 Zusammenfassung 
Das vorliegende Kapitel 1 beschreibt die Methodik ‚Design for Customer‘ 
und bildet somit den Kern der Forschungsarbeit. Mit ihr wird ein Ansatz zur 
Kundenintegration für Lösungsanbieter bereitgestellt, der sich konsequent 
am Nutzen des Kunden orientiert und dessen Anforderungen und Wünsche 
kontinuierlich in die Entwicklungsprozesse rückführt. Basis der Methodik 
bildet ein bedürfnisorientierter Lösungskonfigurator, der auf der Trennung 
von Eigenschaften und Merkmalen beruht. Zur Befriedigung der in Kapitel 1 
identifizierten Handlungsbedarfe wird die Methodik in 5 methodische Schritte 
gekapselt.  
Schritt 1 dient der strukturierten Entwicklung, Wartung und Pflege des  
Lösungskonfigurators und stellt hierfür ein Vorgehensmodell bereit, das als 
Best-Practice-Modell aus bestehenden Ansätzen des Ontology Engineering 
abgeleitet wurde. Die Grundsätze des bedürfnisorientierten Lösungskonfi-
U1-1 U1-4U1-3U1-2 U2-1 U2-3U2-2
N2-5N1-1 N1-4N1-3N1-2 N2-1 N2-3N2-2 N2-4 N2-6
Handlungsbedarfe
Nutzenpotentiale
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gurators finden sich in Schritt 2. Darin werden zwei alternative Ansätze zum 
Aufbau des Lösungskonfigurators vorgestellt. Beide Ansätze verwenden ein 
Fuzzy-System zur Abbildung von Eigenschaften und Merkmalen. Während 
der in Abschnitt 4.3 vorgestellte DfC Fuzzy-Controller natürliche Unschärfe 
in menschlicher Sprache verarbeiten kann, ermöglicht die in Abschnitt 4.4 
vorgestellte DfC Fuzzy-Ontologie zusätzlich die Identifikation impliziten 
Wissens in Kundenaussagen. Der Einsatz einer der beiden Ansätze ist  
projektspezifisch zu beantworten. Schritt 3 der Methodik stellt sicher, dass 
nicht nur die methodische Basis, sondern das Gesamtsystem entsprechend 
den Bedürfnissen des Benutzers gestaltet ist und liefert hierfür Guidelines 
und Methodenbaukästen des Usability Engineering. Das gewonnene Kun-
denwissen wird in Schritt 4 hinsichtlich immanenter Kundenanforderungen 
analysiert, wofür ein Algorithmus zur Fuzzy-Assoziationsanalyse entwickelt 
wurde. Die identifizierten Kundenanforderungen fließen in Schritt 5 in die 
Entwicklungsprozesse des Unternehmens ein. Nachfolgend kann wiederum 
Schritt 1 gestartet werden, um den Lösungskonfigurator an das geänderte 
Lösungsportfolio anzupassen, womit der Kreislauf geschlossen wird. 
Abschließend wurde im vorliegenden Kapitel die Methodik hinsichtlich ihres 
Zielerfüllungsgrades bewertet. Grundlage hierfür dienen die in Kapitel 1 
identifizierten Handlungsbedarfe. Es wurde festgestellt, dass die Methodik 
sämtlichen Handlungsbedarfen genügt. 
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5 Validierung der Methodik 
Kapitel 1 dient der Validierung der im Rahmen des vorliegenden For-
schungsvorhabens aufgestellten Methodik ‚Design for Customer‘. Zur Vali-
dierung der Methodik wurden zwei Anwendungsszenarien definiert, welche 
die Methodik in ihrer Gänze abdecken und anhand zweier Beispiele aus der 
Praxis verständlich aufbereiten. 
5.1 Validierungskonzept 
Die Methodik ‚Design for Customer‘ wird im vorliegenden Kapitel anhand 
zweier Anwendungsbeispiele hinsichtlich derer Praxistauglichkeit und 
Durchführbarkeit validiert. Die Anwendungsbeispiele fokussieren unter-
schiedliche Schritte der Methodik und werden durch jeweils einen eigen-
ständigen Softwaredemonstrator unterstützt. 
Innerhalb des ersten Anwendungsszenarios wird die Gesamtmethodik basie-
rend auf dem Produkt- und Dienstleistungsportfolio von NAVIGON, einem 
Anbieter von Navigationslösungen, validiert. Das dargestellte Anwendungs-
szenario basiert auf öffentlich verfügbaren Informationen, ein Bezug zu  
einem realen Implementierungsprojekt besteht nicht. Navigationslösungen 
eignen sich durch ihren Variantenreichtum und die oftmals vorhandene 
Fachfremdheit der Kunden über einzelne Leistungsbestandteile als treffendes 
Anwendungsobjekt. Eine Einarbeitung in die Thematik der Navigations-
lösungen lohnt sich für die Kunden aufgrund des relativ niedrigen Preises 
vor dem Kauf in der Regel nicht, weshalb die Bereitstellung eines bedürfnis-
orientierten Konfigurators die Kaufentscheidung vereinfacht. Innerhalb des 
Anwendungsszenarios wird der DfC Unified Process angewandt, um einen 
Lösungskonfigurator basierend auf dem in Kapitel 4.3 hergeleiteten DfC 
Fuzzy-Controller zu entwickeln. Das erfasste Nutzerverhalten wird in der 
Folge in Kundenanforderungen überführt und auf Basis der DfC Kunden-
anforderungsgenerierung in die Entwicklungsprozesse des Unternehmens 
integriert.  
5  Validierung der Methodik 
190 
Das zweite Anwendungsszenario ist angelehnt an das von der europäischen 
Kommission innerhalb des siebten Forschungsrahmenprogramms geförderte 
Projekt e-CUSTOM
1
, welches zum Ziel hat, den Kunden intensiver in die 
Prozesse von Herstellern zu integrieren und die Lücke zwischen Massenpro-
duktion und Mass Customization zu schließen. Als Validierungsobjekt  
wurde die Produktfamilie Fiat 500 des Projektpartners Centro Ricerche Fiat 
gewählt. Ziel des zweiten Anwendungsszenarios ist die Validierung der  
Anwendbarkeit semantischer Technologien zur Erstellung eines Lösungs-
konfigurators basierend auf den in Kapitel 4.4 erläuterten Erweiterungen. 
Die Validierung innerhalb dieses Anwendungsszenarios beschränkt sich auf 
die Entwicklung der DfC Fuzzy-Ontologie sowie deren Realisierung auf  
Basis der syntaktischen Erweiterungen von OWL 2. Die praktische Anwend-
barkeit der Fuzzy-Ontologie als Wissensbasis eines Konfigurators wird im 
Anschluss durch exemplarische Konfigurationseingaben und deren Auswer-
tung mithilfe eines Fuzzy-Reasoners validiert. 
5.2 Konsumgüter-Anwendungsszenario  
Im ersten Anwendungsszenario wird die Gesamtmethodik auf Basis eines 
Anwendungsbeispiels aus dem Konsumgüterbereich überprüft. Datengrund-
lage bildet das Lösungsportfolio des Unternehmens NAVIGON. Zunächst 
erfolgt in den Abschnitten 5.2.1 und 5.2.2 eine Definition des Anwendungs-
szenarios sowie ein kurzer Abriss der prototypischen Realisierung durch  
einen Softwaredemonstrator. Danach wird in Abschnitt 5.2.3 die Methodik 
‚Design for Customer‘ anhand des vorgestellten Anwendungsszenarios 
exemplarisch durchgeführt. 
                                           
1  A Web-based Collaboration System for Mass Customization, Grant Agreement No. 
FP7-2010-NMP-ICT-FoF 260067 
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5.2.1 Definition des Anwendungsszenarios 
Im ersten Anwendungsszenario wurde als Validierungsobjekt das Produkt- 
und Dienstleistungs-portfolio des Unternehmens NAVIGON, einem Anbie-
ter von Navigationslösungen, gewählt. Das dargestellte Anwendungsszenario 
basiert auf öffentlich verfügbaren Informationen, ein Bezug zu einem realen 
Implementierungsprojekt besteht nicht. Das gewählte Anwendungsszenario 
validiert die Gesamtmethodik ‚Design for Customer‘ und deckt mit Aus-
nahme des DfC Usability Engineering alle methodischen Schritte ab.  
Navigationslösungen sind IT-gestützte technische Systeme, welche mithilfe 
satellitengestützter Positionsbestimmung und Geoinformationen eine Ziel-
führung zu einem gewählten Ort oder eine Route unter Beachtung  
gewünschter Kriterien ermöglichen. Navigationslösungen zeichnen sich wie 
zunehmend alle Konsumgegenstände durch deren Individualisierbarkeit und 
Variantenreichtum aus. Neben unterschiedlichen mechanischen Bestand-
teilen wie dem Gehäuse oder der Recheneinheit können vom Kunden unter-
schiedliche Softwaredienstleistungen gewählt werden, was die Navigations-
lösung für den Kunden zu einem komplexen Betrachtungsgegenstand macht.  
Ziel des Anwendungsszenarios ist es, die Gesamtmethodik ‚Design for 
Customer‘ hinsichtlich ihrer industriellen Anwendbarkeit zu überprüfen und 
zu validieren. Hierbei wird zunächst der DfC Unified Process angewandt, 
um einen Lösungskonfigurator basierend auf dem DfC Fuzzy-Controller 
strukturiert zu entwickeln. Das durch die Nutzung erfasste Kundenwissen 
wird in der Folge in Kundenanforderungen überführt, um die Entwicklung 
und Bereitstellung von an Kundenbedürfnisse angepassten Leistungen zu 
ermöglichen. Das Anwendungsszenario greift dabei auf die DfC Kundenan-
forderungsgenerierung und insbesondere auf den dort vorgestellten Fuzzy-
Apriori-Algorithmus zurück. 
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5.2.2 Prototypische Realisierung 
Die prototypische Realisierung des Softwaredemonstrators im Konsumgü-
terbereich umfasst einen Lösungskonfigurator auf Basis des DfC Fuzzy-
Controllers sowie den Fuzzy-Apriori-Algorithmus, der die Ableitung von 
Kundenanforderungen basierend auf dem Nutzerverhalten im Konfigurator 
ermöglicht.  
Das prototypisch realisierte Softwareframework ist nach dem Architektur-
muster ‚Model View Controller‘ (MVC) aufgebaut, das zum Ziel hat, die 
Präsentation einer Software von dessen Logik und Daten zu trennen. Das 
Modell (Model) enthält die darzustellenden Daten und ist von Präsentation 
und Steuerungslogik unabhängig. Für die Darstellung der benötigten Daten 
aus dem Modell in einer Benutzeroberfläche und die Entgegennahme von 
Benutzerinteraktionen ist die Präsentationsschicht (View) zuständig. Die 
Steuerungsschicht (Controller) beinhaltet die eigentliche Anwendungslogik. 
Jede Einzelpräsentation benötigt dabei eine Steuerung, welche für die  
Weiterverarbeitung der vom Benutzer übergebenen Daten zuständig ist. Der 
Software-Prototyp basiert auf Microsoft-Technologien, insbesondere dem 
Microsoft .NET Framework 4.0 und wurde in der Entwicklungsumgebung 
Visual Studio 2010 entwickelt. 
Auf Modellebene dient eine Microsoft SQL Server 2010 Enterprise Edition 
als zentrale Basis zur Verwaltung der anfallenden Daten. Die Datenbasis 
speichert das Nutzerverhalten im Lösungskonfigurator, verwaltet die notwen-
digen Merkmale und Eigenschaften sowie die Regelbasis des Konfigurators. 
Die Steuerungsschicht beinhaltet die Anwendungslogik des Lösungskonfigu-
rators und des Fuzzy-Apriori-Algorithmus. Die Steuerungsschicht wurde auf 
Basis des .NET Framework 4.0 von Microsoft erstellt. Als Programmier-
sprachen kamen VB.NET als auch C# zum Einsatz. Die Steuerungsschicht 
ist modular aufgebaut und erlaubt eine Wiederverwendbarkeit der einzelnen 
die Steuerung beschreibenden Klassen.  
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Die Benutzeroberfläche basiert auf den ASP.NET Web Forms, welche die 
Gestaltung dynamischer Weboberflächen gestattet. Um den Benutzern  
moderne Visualisierungseffekte wie Drag and Drop, 3D-Effekte und Anima-
tionen anbieten zu können, wurde zusätzlich Microsoft Silverlight (Version 
5.1.10411.0) verwendet, das ebenfalls auf dem .NET Framework basiert. 
Abbildung 5.1 zeigt die grafische Benutzeroberfläche des Lösungskonfi-
gurators. 
 
 
Abbildung 5.1:  Grafische Benutzeroberfläche des Lösungskonfigurators im Konsum-
güter-Anwendungsszenario 
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5.2.3 Anwendung der Methodik am Fallbeispiel 
Ausgangspunkt des Anwendungsfalles ist der Wunsch des Unternehmens 
NAVIGON, die Bindung zu seinen Kunden zu steigern und dadurch die ope-
rative Gewinnmarge zu erhöhen. Das Unternehmen möchte daher die Ein-
setzbarkeit der Methodik ‚Design for Customer‘ prüfen. 
5.2.3.1 Nutzenanalyse und Entwicklung des 
DfC Lösungskonfigurators  
In einem ersten Schritt wird der DfC Unified Process angewandt, um die 
grundsätzliche Machbarkeit der Methodik zu überprüfen und eine Nutzen-
analyse durchzuführen. Fallen die Studien positiv aus, so ermöglichen die 
nachfolgenden Workflows des Vorgehensmodells die strukturierte Entwick-
lung und Bereitstellung der tatsächlichen Softwarelösung.  
Zu Beginn des Prozesses findet ein Kick Off Event statt, innerhalb dessen 
ein Stab aus Vertretern der betroffenen Fachabteilungen gebildet wird. Unter 
die betroffenen Fachbereiche fallen der Vertrieb und das Marketing als 
Schnittstellen zu Markt und Kunde, die Entwicklungsabteilungen des Unter-
nehmens mit tiefgreifender Kenntnis des Leistungsportfolios sowie die IT-
Abteilung, welche für die Umsetzung der finalen Softwarelösung zuständig 
ist. Die Aufgabe des Stabes ist die Überwachung des Projektverlaufes und 
die zentrale Sammlung der Teilergebnisse des Projektes. Im Zentrum des 
Prozessverlaufs stehen fünf Workflows, die operative Arbeitsanweisungen 
für die beteiligten Personen beinhalten.  
Anforderungsworkflow 
Als erste Handlung ordnet der Stab den Anstoß des Anforderungsworkflows 
an. Der Anforderungsworkflow legt mit der Definition der Szenarien und 
Geschäftsziele den Grundstein der zu entwickelnden Systemlösung. Der an-
visierte Nutzen sowie damit verbundene Kosten lassen sich so bereits früh 
herausstellen und eine Planungssicherheit erzielen. Im vorliegenden Anwen-
dungsfall treffen die relevanten Fachbereiche einen Konsens über das An-
wendungsgebiet des zu definierenden Lösungskonfigurators und definieren 
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den anvisierten Nutzen. Der Anforderungsworkflow wird dabei von den 
Fachabteilungen Marketing, Vertrieb und Entwicklung getrieben. Die IT-
Abteilung hält im Anforderungsworkflow eine Beobachterrolle inne, um ein 
vereinfachtes Verständnis der definierten Anforderungen zu erlangen. Ar-
beitsergebnis ist die in Tabelle 5.1 ersichtliche Anforderungsspezifikation. 
Auf Basis der dort vorgenommenen Stärken-Schwächen-Analyse entscheidet 
sich der Stab für die Weiterverfolgung des Projektes. Somit ist der Analyse-
workflow abgeschlossen. 
Anforderungsspezifikation des Konsumgüter-Anwendungsszenarios 
Bestimmung des 
Anwendungsge-
bietes und Gültig-
keitsbereiches 
Das Anwendungsgebiet umfasst die vom Unterneh-
men angebotenen Produktmodelle 8450 Live, 8410, 
40 Premium, 40 Plus, Easy Europe 20, 2510 Explorer 
EU 41, 1400 und 1300. Diese stellen einen repräsenta-
tiven Querschnitt des verfügbaren Produktspektrums 
dar und decken sämtliche Kundengruppen ab. Neben 
den Kernprodukten werden sämtliche zu den gewähl-
ten Produkten zugehörige Dienstleistungspakete in 
das Anwendungsgebiet aufgenommen. Für das festge-
legte Leistungsspektrum mitsamt dessen Merkmals-
ausprägungen wird ein am Kundennutzen ausge-
richteter Lösungskonfigurator bereitgestellt, der die 
wesentlichen Nutzenkriterien der heterogenen Käufer-
schichten von modern exklusiv bis hin zu konservativ 
funktionsorientiert Rechnung trägt. 
Definition des 
Geschäftszweckes 
Der fokussierte Geschäftszweck lässt sich in eine  
externe sowie eine interne Sichtweise untergliedern. 
Die erste Kategorie dient der Nutzensteigerung beim 
Kunden (externer Faktor), die durch eine höhere  
Kundennähe erreicht wird. Folgende KPIs werden  
fokussiert: 
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 Transparenter Informationsabgleich von Nachrich-
ten, die zwischen Kunde und Unternehmen ausge-
tauscht werden. Durch eine für den Kunden ver-
ständliche Präsentation des Leistungsportfolios 
erhöht sich die Transparenz des erreichbaren Kun-
denutzens. 
 Steigerung der Kundenzufriedenheit: Obiger Punkt 
trägt zeitgleich zur Steigerung der Kundenzufrie-
denheit bei. 
Die zweite Kategorie fokussiert interne Geschäfts-
zwecke: 
 Erhöhung des Umsatzes: Bedingt durch Steigerung 
der Transparenz sowie Erhöhung der Kundenzu-
friedenheit und engere Kundenbindung wird der 
Umsatz um 5% gesteigert. 
 Steigerung des Verständnisses über den Nutzen 
des eigenen Lösungsportfolios bzw. dessen einzel-
ner Bestandteile: Die Rückführung der im Kun-
denverhalten erfassten Antworten tragen zur Ver-
besserung des eigenen Lösungsportfolios bei. 
Definition der 
Anwendungsfälle 
Im Rahmen des angestrebten Lösungskonfigurators 
wird ein zentraler Anwendungsfall angestrebt, wel-
cher die initiale Konfiguration einer an individuelle 
Kundenbedürfnisse angepassten Navigationslösung 
umfasst. Der Konfigurator fokussiert insbesondere ein 
Kundenklientel, welches die Details des NAVIGON 
Produktprogramms nicht oder nur ungenügend kennt. 
Darüber hinaus dient er einer Käufergruppe mit vor-
handenem Wissen im Anwendungsbereich zu einer 
Vorabkonfiguration, welche den Lösungsraum auf 
eine überschaubare Menge reduziert.  
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Beide Käufergruppen stellen durch die Artikulation 
ihrer kundeneigenen Bedürfnisse ihre Anforderungen 
an die zu konfigurierende Lösung und erhalten auf 
Basis des so übermittelten Anforderungskatalogs eine 
individuell spezifizierte Lösungskonfiguration. Die 
Transformation der vom Kunden geäußerten Eigen-
schaften in relevante Leistungsmerkmale ist unter Be-
rücksichtigung natürlicher umgangssprachlicher Un-
schärfe sicherzustellen. Die Ergebnispräsentation der 
Leistungsmerkmale soll den Kunden in dessen Ent-
scheidung unterstützen und zu jedem Merkmal einen 
eindeutigen Sicherheitsgrad aufweisen, welcher die 
Relevanz des Leistungsmerkmals für die vom Kunden 
artikulierten Kundenanforderungen verdeutlicht. So-
mit wird der Kunde in dessen Entscheidungsprozessen 
unterstützt, ohne mögliche relevante Merkmale gänz-
lich auszublenden. 
Identifikation von 
Kompetenzfragen 
 CQ1: Welches sind die für die identifizierten Kun-
dengruppen relevanten Bedürfnisse, welche an das 
definierte Leistungsportfolio gestellt werden? 
 CQ2: Welche synonymen Begriffe werden von den 
unterschiedlichen Käufergruppen zur Artikulation 
ihrer Bedürfnisse verwendet? 
 CQ3: Aus welchen Produkt- und Dienstleistungs-
merkmalen setzt sich das Leistungsportfolio des 
Anwendungsgebietes zusammen? 
 CQ4: Welcher Zusammenhang besteht zwischen 
den identifizierten Kundenanforderungen und An-
bietermerkmalen? 
 CQ5: Wie kann eine Verknüpfungsrelation in ge-
eigneter Form mathematisiert werden? 
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Stärken-
Schwächen-
Analyse 
Stärken: 
 Kundengruppen mit geringer Kenntnis über das 
Leistungsportfolio erhalten eine einfache und 
transparente Lösungskonfiguration. 
 Kundennutzen und Zusammenhang zum eigenen 
Lösungsportfolio werden für das anbietende Un-
ternehmen aufgrund der Auseinandersetzung mit 
der Thematik transparent. 
 Die Bindung des Kunden wird aufgrund der 
Transparenz erhöht. 
 Der Umsatz steigert sich aufgrund engerer Kun-
denbindung und wahrgenommener Differenzierung 
vom Wettbewerb um 1%. 
 Durch Betonung des Kundennutzens erhöht sich 
das Differenzierungspotential im Vergleich zum 
Wettbewerb. 
Schwächen: 
 Die Implementierung und Wartung eines zusätzli-
chen Lösungskonfigurators verursacht jährliche 
Zusatzkosten in Höhe von € 50.000. 
 Fehlerhafte Konfigurationsregeln können zur Ab-
wanderung von Kunden führen. 
Tabelle 5.1:  NAVIGON DfC Unified Process Anforderungsspezifikation 
Analyseworkflow 
Der Analyseworkflow schließt sich dem Anforderungsworkflow nach erfolg-
reich passierter Go-Entscheidung an und wird wiederum durch den Stab ini-
tiiert. Nach Rücksprache mit dem Stab werden die Verantwortlichkeiten der 
einzelnen Prozessschritte zwischen den Fachbereichen aufgeteilt. Zentrale 
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Punkte des Analyseworkflows sind die Analyse der Produktmerkmale sowie 
die Identifikation der relevanten Kundeneigenschaften.  
Für die initiale Erfassung der Kundeneigenschaften sind Vertrieb und Mar-
keting zuständig, während Entwicklung und IT-Abteilung lediglich beratend 
tätig sind. Der gemeinsam abgeleitete Eigenschaftenglossar dient als Ver-
ständnisbasis für die Bedürfnisse und Anforderungen des Kunden. Ein Aus-
zug aus dem Merkmalsglossar ist in Tabelle 5.2 ersichtlich.  
 
Eigenschaft Beschreibung 
Exklusivität Exklusivität bedeutet, ein System einem kleinen 
Personenkreis vorzubehalten, der anspruchsvolle 
Anforderungen an das System stellt und sich damit 
von der Masse abheben möchte. 
Handlichkeit Handlichkeit bezieht sich auf die Gebrauchstaug-
lichkeit eines Systems. Insbesondere ist darunter 
eine meist kleine und einfache Bauweise zu verste-
hen, weshalb das System leicht zu verwenden ist. 
Günstige Nutzung Abhängig von der Nutzung des Leistungsbündels 
fallen laufende Kosten beziehungsweise Betriebs-
kosten an. Darunter fallen beispielsweise Kar-
tenupdates oder der Austausch von Verschleißtei-
len wie des Akkus. 
Leistungsfähigkeit Die Leistungsfähigkeit eines informationstechni-
schen Systems beschreibt die verrichtete Arbeits-
menge pro Zeiteinheit. Umgangssprachlich werden 
die Begriffe Geschwindigkeit und Schnelligkeit 
synonym verwendet. 
Geländetauglichkeit Als Geländetauglichkeit wird die Eigenschaft eines 
Systems bezeichnet, das auch abseits von Straßen 
sicher genutzt werden kann. 
Tabelle 5.2:  Auszug aus dem NAVIGON Eigenschaftenglossar 
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Die Entwicklungsabteilung erarbeitet im Analyseworkflow die konfigura-
tionsrelevanten Leistungsmerkmale. Marketing, Vertrieb und IT haben eine 
beratende Funktion inne. Dies gilt insbesondere für die Erstellung des 
Merkmalsglossars. Dieser definiert die identifizierten Leistungsmerkmale 
eindeutig und schafft die Grundlage für ein gemeinsames Verständnis.  
Tabelle 5.3 gibt einen Auszug aus dem definierten Merkmalsglossar. 
 
Merkmal Beschreibung 
Media Player Media Player ist ein Gattungsbegriff für eine Gruppe 
von Softwaresystemen. Mit derartigen Programmen 
können Medieninhalte wie Video- und Audiodaten 
wiedergegeben werden. 
Preis Der Preis ist der in Geldeinheiten ausgedrückte Wert 
eines Gutes oder einer Dienstleistung. Der Begriff Preis 
ist objektiv und konkret. 
Abmessung Mit Abmessungen, umgangssprachlich Dimensionen, 
werden in der Regel die relevanten, kennzeichnenden 
physischen Längenmaße eines Gegenstandes benannt. 
Gewicht Als Gewicht wird umgangssprachlich die Masse eines 
Gegenstandes verstanden. Die Masse ist eine Eigen-
schaft der Materie und eine physikalische Grundgröße. 
Sie wird gemäß dem internationalen Einheitensystem in 
der Einheit Kilogramm angegeben. 
Kartenservice Kartenservices sind Dienstleistungspakete, welche die 
Art und Nutzungsdauer des mitgelieferten Kartenmate-
rials eines Leistungssystems beinhalten. 
GPS-Boost 
(Instant Fix II) 
Der GPS Boost ist ein Softwaresystem, das eine Be-
schleunigung der Satellitenortung ermöglicht und somit 
eine erhöhte Leistungsfähigkeit der Navigationslösung 
gewährleistet. 
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Koordinaten-
eingabe 
Die Koordinateneingabe ermöglicht die Suche eines 
Ortes mithilfe dessen geographischer Koordinaten. Mit 
den geographischen Koordinaten (geographische Breite 
und geographische Länge) lässt sich die Lage eines 
Punktes auf der Erde beschreiben. 
Fußgänger-
Navigation 
Die Fußgänger-Navigation ermöglicht die Navigation 
zu einem Ort auf für Fußgänger geeigneten Wegen 
(Wanderwege, Bürgersteig,…). 
Live Services Live Services ermöglichen den Echtzeitzugang der 
Dienste Stauinformation, Radarstationen, lokales Wet-
ter und Parkinformationen. 
Echtglas-
Oberfläche 
Die Echtglas-Oberfläche ist eine Ausprägung des Bild-
schirms, reagiert präziser auf Benutzerinteraktion und 
ist kratzfester als herkömmliche Kunststoffbildschirme. 
Tabelle 5.3:  Auszug aus dem NAVIGON Merkmalsglossar 
Zusätzlich zu den Merkmalen wurde ein Mapping erstellt, welches die  
Zuordnung der identifizierten Merkmale zu den Leistungen des Unterneh-
mens erlaubt. Tabelle 5.4 zeigt die Verknüpfungen in tabellarischer Form 
auf. Das Symbol  zeigt auf, dass eine Relation zutrifft, Symbol  zeigt auf, 
dass die Relation nicht zutrifft. 
  
5  Validierung der Methodik 
202 
 Leistung 
 
 
Merkmal 
  
8
4
5
0
 L
iv
e 
  
8
4
1
0
 
  
4
0
 P
re
m
iu
m
 
  
4
0
 P
lu
s 
  
2
0
 E
a
sy
 
  
E
u
ro
p
e 
2
0
 
  
2
5
1
0
 E
x
p
lo
re
r
 E
U
  
  
1
4
0
0
 
  
1
3
0
0
 
Preis 
       
    >200€        
    <200€        
Abmessung 
       
    <100mm        
    >100mm        
Gewicht 
       
    < 150 gr        
Kartenservice 
       
    FreshMaps inklusive        
    FreshMaps 80% Rabatt         
GPS-Boost (Instant Fix II)        
Koordinateneingabe        
Fußgänger-Navigation        
Media Player        
Live Services        
Echtglas-Oberfläche        
Tabelle 5.4:  Mapping von Merkmalen und Leistungen 
Zeitgleich zur Erstellung der beiden Glossare wird eine geeignete Verknüp-
fungsrelation zwischen Eigenschaften und Merkmalen bestimmt. Die hierfür 
verantwortliche IT-Abteilung identifiziert Stärken und Schwächen verschie-
dener Relationen im Hinblick auf deren spätere IT-basierte Umsetzung. Die 
Wahl fällt im vorliegenden Anwendungsfall auf eine Fuzzy-basierte Bezie-
hung. Die Ausarbeitung der eigentlichen Regelbasis auf Basis der gewählten 
Verknüpfungsrelation wird von Vertrieb, Marketing und der Entwicklung 
geleistet, da diese das notwendige Wissen hinsichtlich Kundenbedürfnissen 
und zugehörigem Leistungsportfolio aufweisen. Tabelle 5.5 zeigt einen Aus-
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zug einfacher Regeln mit je einer Eigenschaft in der Regelprämisse und ei-
nem Merkmal in der Konklusion. Als linguistische Terme werden der Ein-
fachheit halber lediglich die Terme ‚niedrig‘, ‚mittel‘ und ‚hoch‘ zugelassen.  
 
Regelbasis  
𝑅1 Wenn Exklusivität hoch, dann Media Player hoch. 
𝑅2 Wenn Exklusivität hoch, dann Echtglas-Oberfläche hoch. 
𝑅3 Wenn Handlichkeit hoch, dann Abmessungen <100mm hoch. 
𝑅4 Wenn Handlichkeit hoch, dann Gewicht <150 gr hoch. 
𝑅5 Wenn Handlichkeit niedrig, dann Abmessungen >100mm hoch. 
𝑅6 Wenn Günstige Nutzung hoch, dann FreshMaps inklusive hoch. 
𝑅7 Wenn Günstige Nutzung hoch, dann FreshMaps 80% Rabatt mittel. 
𝑅8 Wenn Günstige Nutzung niedrig, dann FreshMaps inklusive niedrig. 
𝑅9 Wenn Leistungsfähigkeit hoch, dann GPS-Boost (Instant Fix II) hoch. 
𝑅10 
Wenn Leistungsfähigkeit niedrig, dann GPS-Boost (Instant Fix II) 
niedrig. 
𝑅11 Wenn Outdoor-Tauglichkeit hoch, dann Abmessungen <100mm hoch. 
𝑅12 Wenn Outdoor-Tauglichkeit hoch, dann Koordinateneingabe hoch. 
𝑅13 Wenn Outdoor-Tauglichkeit hoch, dann Fußgänger-Navigation hoch. 
Tabelle 5.5:  Auszug aus der NAVIGON Regelbasis 
Für die linguistischen Terme sind zudem Zugehörigkeitsfunktionen zu  
bestimmen, welche die Kundenbedürfnisse mathematisieren und möglichst 
realistisch abbilden. Wiederum der Einfachheit halber werden einfache  
triangulare Funktionen verwendet, die wie folgt lauten: 
.  𝜇niedrig
= {
1, 𝓍 ≤ 20
2 − 5𝓍, 20 < 𝑥 ≤ 40
0, 𝓍 > 40
 
 𝜇mittel
= {
0, 𝓍 ≤ 30, 𝓍 > 70
5𝓍 − 1.5, 30 < 𝑥 ≤ 50
3.5 − 5𝓍, 50 < 𝑥 ≤ 70
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.    𝜇hoch = {
0, 𝓍 ≤ 60
5𝓍 − 3, 60 < 𝑥 ≤ 80
1, 𝓍 > 80
 
  
Mit dem Eigenschaftenglossar, dem Merkmalsglossar sowie der Regelbasis 
ist die Analysephase der Fachabteilungen Marketing, Vertrieb und Entwick-
lung abgeschlossen. Auf Grundlage der Arbeitsergebnisse beginnt die IT-
Abteilung in der Folge mit der Formalisierung des Anwendungsszenarios. 
Die entstehenden UML Diagramme dienen als Grundlage der weiteren Dis-
kussion sowie als Ausgangspunkt der nachfolgenden IT-gestützten Abbil-
dung. Zur Schaffung einer allgemeingültig verständlichen Darstellung des 
Anwendungsszenarios eignen sich insbesondere UML Aktivitätsdiagramme 
(Abbildung 5.2 links) sowie UML Anwendungsfalldiagramme (Abbildung 
5.2 rechts). 
 
 
Abbildung 5.2:  Modellierung des Anwendungsszenarios auf Basis von UML 
[5.1] 
Kunde
Anbieter
Kenntnis der
eigenen Bedürfnisse
Kenntnis der
Bedürfnisse des Kunden
Kenntnis der Merkmale
des eigenen Portfolios
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Kunde artikuliert 
Bedürfnisse
[Keine passenden 
Merkmale]
Kunde bricht 
Konfiguration ab
Kunde bewertet 
Bedürfnisse
System generiert 
passende Merkmale
Kunde wählt Merkmale 
aus
Konfiguration 
abgeschlossen
[Passende 
Merkmale]
[Ändern der 
Bedürfnisse]
[Keine Änderung 
der Bedürfnisse]
Welche Kenntnisse sind von den 
beteiligten Partnern im Rahmen der 
Konfiguration zu erwarten?
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Designworkflow 
Mit der Annahme der UML Diagramme durch die beteiligten Fachabtei-
lungen und den Stab ist der Analyseworkflow abgeschlossen. Im darauffol-
genden Designworkflow wird die IT-Abteilung mit der Spezifikation der 
Systemlösung betraut. Im Sinne der Kontinuität erfolgt diese mithilfe von 
UML Modellierwerkzeugen. Zur Modellierung der Konzepte sowie Darstel-
lung der Hierarchien und domänenspezifischen Beziehungen eignen sich im 
Speziellen UML Klassendiagramme. Das Klassendiagramm des vorliegen-
den Anwendungsfalles ist in Abbildung 5.3 ersichtlich. Nach Fertigstellung 
werden die Arbeitsergebnisse einer Vollständigkeitskontrolle unterzogen. 
Dabei überprüfen alle am Projekt beteiligten Partner die umfängliche Spezi-
fikation der zuvor definierten Glossare.  
 
 
Abbildung 5.3:  Modellierung der Konzepte und Hierarchien 
«metaclass» 
Eigenschaft 
«type» 
Exklusivität 
«type» 
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Media Player 
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GPS Boost 
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Koordinateneingabe 
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Echtglas -Oberfläche 
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Fußgänger -Navigation 
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Niedrig 
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5  Validierung der Methodik 
206 
Die innerhalb des Designworkflows erarbeiteten Ergebnisse werden zentral 
dokumentiert und bilden die Basis für die folgende systemgestützte Imple-
mentierung. Diese wird von der Wahl der formalen Sprache eingeleitet. Im 
vorliegenden Anwendungsfall wird ein herkömmliches Fuzzy-System ohne 
Zuhilfenahme semantischer Technologien implementiert. Die gewählten 
Technologien sowie weitere die Implementierung betreffende Informationen 
werden in Kapitel 5.2.2 Prototypische Realisierung detaillierter vorgestellt. 
Ist die Systemlösung vollständig implementiert, so kann der Testworkflow 
als letzter Ablauf des DfC Unified Process starten. 
Testworkflow 
Der finale Testworkflow dient der Ergebnis- und Qualitätssicherung. Neben 
einer systemorientierten Prüfung hinsichtlich Konsistenz und Korrektheit 
durch die IT-Abteilung wird eine fachliche Prüfung durchgeführt. Diese 
stellt einerseits sicher, dass die Glossare vollständig in die Systemlösung 
übernommen wurden. Andererseits wird die Funktionstauglichkeit der Sys-
temlösung dahingehend überprüft, ob die im Anforderungsworkflow aufge-
stellten Kompetenzfragen beantwortet werden können. Diese wurden a priori 
so definiert, dass mit ihrer Hilfe eine Validierung der finalen Systemlösung 
sichergestellt werden kann. Beispielhaft muss die Systemlösung Kompetenz-
frage CQ3 „Aus welchen Produkt- und Dienstleistungsmerkmalen setzt sich 
das Leistungsportfolio des Anwendungsgebietes zusammen?“ beantworten 
können.  
Mit dem erfolgreichen Abgleich von Anforderungen und implementierter 
Systemlösung ist die Entwicklung des Lösungskonfigurators abgeschlossen. 
Der implementierte Stab trifft sich weiterhin in regelmäßigen Abständen, um 
eine kontinuierliche Qualitätssicherung der Softwarelösung zu gewährleis-
ten. Dabei müssen unter anderem Änderungen der Regelbasis, aber auch 
Änderungen der analysierten Glossare eingearbeitet werden. Diese werden 
insbesondere durch die Rückführung von Kundenverhalten auf Basis der 
Nutzung des Konfigurators geliefert.  
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5.2.3.2 Nutzung des Lösungskonfigurators 
Der zuvor entwickelte Lösungskonfigurator erlaubt eine Konfiguration  
basierend auf Kundennutzen und Kundenbedürfnissen anstelle von Produkt-
merkmalen. Grundlage hierfür bildet die Trennung in Kundeneigenschaften 
und Anbietermerkmale. Der Ablauf eines Konfigurationsvorgangs durch den 
Kunden wurde bereits in Kapitel 0 ‚ 
Architektur des DfC Fuzzy-Controllers‘ exemplarisch anhand eines zum vor-
liegenden Anwendungsszenario passenden Beispiels dargestellt. Aus Grün-
den der Redundanz wird der Konfigurationsvorgang daher nicht nochmals 
explizit herausgearbeitet.  
5.2.3.3 Rückführung von Kundenanforderungen 
Das durch den Konfigurationsvorgang erfasste Kundenwissen dient im vor-
liegenden Anwendungsszenario als kontinuierliche Quelle für das Anforde-
rungsmanagement. Dieser methodische Schritt der Methodik ‚Design for 
Customer‘ wird insbesondere durch den Fuzzy-Apriori-Algorithmus unter-
stützt und soll im Folgenden anhand des vorliegenden Anwendungsbeispiels 
erläutert werden. 
Für die Rückführung von Kundenanforderungen aus den Nutzungsinforma-
tionen des Konfigurators wurde im Unternehmen ein Prozess installiert, der 
durch den Fuzzy-Apriori-Algorithmus gestützt wird. Der Algorithmus unter-
sucht die Datenbank der Kundentransaktionen in regelmäßigen Zeitinter-
vallen und generiert als Ergebnis Fuzzy-Assoziationsregeln. Diese werden 
mit der bestehenden Regelbasis des Konfigurators abgeglichen und daraus 
ein abgeleiteter Handlungsbedarf für die Entwicklungsprozesse generiert.  
Im Folgenden wird die Funktionsweise des Fuzzy-Apriori-Algorithmus bei-
spielhaft für das Produkt ‚NAVIGON 8450 Live‘ durchlaufen. Dieselbe 
Funktionsweise ergibt sich für jede weitere Leistung, die dem Algorithmus 
als Suchkriterium eingespeist wird.  
Eingabeparameter des Algorithmus umfassen neben der Datenbank 𝒟 des 
Lösungskonfigurators einen vordefinierten Fuzzy-Mindestsupport 𝜎fuzzy−𝑠𝑢𝑝𝑝, 
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eine vordefinierte Fuzzy-Maximalstandardabweichung 𝜎fuzzy−𝑑𝑒𝑣 sowie zu 
jedem linguistischen Term vordefinierte Fuzzy-Konfidenzintervalle λ𝑔𝑒𝑠.  
Im vorliegenden Anwendungsfall werden folgende Werte vorgegeben: 
 Fuzzy-Mindestsupport σfuzzy−supp = 0.2 
 Fuzzy-Maximalstandardabweichung σfuzzy−dev = 0.3 
 Fuzzy-Konfidenzintervalle  
 λniedrig = [0.8, 1.5] 
  λmittel = [1.5, 2.5] 
 λhoch = [2.5,∞] 
Die Zugehörigkeitsfunktionen zu den linguistischen Termen sind der Fuzzy-
Regelbasis des Lösungskonfigurators entnommen und lauten wie folgt: 
 
 
. 𝜇niedrig = {
1, 𝓍 ≤ 20
2 − 5𝓍, 20 < 𝑥 ≤ 40
0, 𝓍 > 40
 
  
 
.   𝜇mittel = {
0, 𝓍 ≤ 30, 𝓍 > 70
5𝓍 − 1.5, 30 < 𝑥 ≤ 50
3.5 − 5𝓍, 50 < 𝑥 ≤ 70
 
 
.    𝜇hoch = {
0, 𝓍 ≤ 60
5𝓍 − 3, 60 < 𝑥 ≤ 80
1, 𝓍 > 80
 
 
Berechnungsgrundlage des Algorithmus liefert Datenbank 𝒟, die sämtliches 
über den Lösungskonfigurator erfasste Nutzerverhalten für das zu untersu-
chende Leistungsmerkmal speichert. Die in der Datenbank abgebildeten  
Attribute umfassen einen fortlaufenden eindeutigen Identifikator der Trans-
aktion 𝒯, vom Kunden gewählte Eigenschaften 𝓅i, die zugehörige Kunden-
bewertung x𝓅i, sowie das final ausgewählte Leistungsmerkmal 𝒸i. Die Kun-
[5.2] 
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denbewertung x𝓅i zu einer Eigenschaft 𝓅i ist im Intervall [0,100] abge-
bildet. x𝓅i = 0 drückt absolutes Desinteresse und eine Kundenbewertung  
x𝓅i = 100 absolutes Interesse gegenüber Kundeneigenschaft  𝓅𝑖 aus. Die 
Kundenbewertung entstammt der Menge aller natürlicher Zahlen ℕ im ange-
gebenen Intervall.  
Tabelle 5.6 stellt eine exemplarische Datenbank 𝒟 dar, in der diejenigen 
Transaktionen aus der Gesamtdatenbank 𝒟𝑔𝑒𝑠 selektiert wurden, bei denen 
Leistungsmerkmal ‚NAVIGON 8450 Live‘ käuflich erworben wurde. Jede 
Transaktion steht für eine vom Kunden getätigte Konfigurationstransaktion. 
Die Datenbank beinhaltet der Einfachheit halber lediglich zwei Kundenei-
genschaften 𝓅1 und  𝓅2 mitsamt deren Bewertungen durch die Kunden. 𝓅1 
stellt die Eigenschaft Exklusivität und 𝓅2 die Eigenschaft Leistungsfähigkeit 
dar. Fehlende Werte bei den Bewertungen der Kundeneigenschaften weisen 
darauf hin, dass der Kunde die Eigenschaften als irrelevant ansieht und daher 
nicht bewertet hat. 
 
Transaktion 𝓣 Exklusivität 𝓹𝟏 Leistungsfähigkeit 𝓹𝟐 8450 Live 𝓬𝐢 
T1 80 50 1 
T2 55 45 1 
T3 50 70 1 
T4 80  1 
T5  50 1 
T6 70 30 1 
T7 75 50 1 
T8 90  1 
T9 50 40 1 
T10 80  1 
T11  80 1 
T12 75 55 1 
Tabelle 5.6:  Aus dem Nutzerverhalten ermittelte Datenbank 𝓓 
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Schritt 1: Aufbereitung der Datenbank 
Im ersten Schritt wird Datenbank 𝒟 mit zusätzlichen Werten aufbereitet, um 
die Laufzeit des Algorithmus zu optimieren. Ergebnis ist eine neue Daten-
bank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠, die neben den Informationen aus Datenbank 𝒟 um die  
Sicherheitsgrade der Zugehörigkeitsfunktionen angereichert wurde. Unter 
Verwendung der in oben vorgestellten Zugehörigkeitsfunktionen ergeben 
sich die in Tabelle 5.7 dargestellten Werte für Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠.  
Zum besseren Verständnis soll die Berechnung für Transaktion T8 beispiel-
haft erläutert werden. Der Kunde bewertet die Eigenschaft Exklusivität mit 
dem unscharfen Wert 90. Diese Kundeneingabe projizieren die Zugehörig-
keitsfunktionen auf das Einheitsintervall [0,1]. Der linguistische Term ‚hoch‘ 
erhält somit den Sicherheitsgrad 1, die anderen beiden linguistischen Terme 
den Wert 0. Die Eigenschaft Leistungsfähigkeit wird vom Kunden in T8 
nicht ausgewählt, daher erfolgt keine Projektion über die Zugehörigkeits-
funktionen, die Tabelleneinträge bleiben leer. Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 dient 
in der Folge dem eigentlichen Algorithmus als Eingabe und Berechnungs-
grundlage.  
 
Transaktion 
𝓣 
Exklusivität 𝓹𝟏 Leistungsfähigkeit 𝓹𝟐 8450  
Live𝓬𝐢 Niedrig Mittel Hoch Niedrig Mittel Hoch 
T1 0 0 1 0 1 0 1 
T2 0 0,75 0 0 0,75 0 1 
T3 0 1 0 0 0 0,5 1 
T4 0 0 1    1 
T5    0 1 0 1 
T6 0 0 0,5 0,5 0 0 1 
T7 0 0 0,75 0 1 0 1 
T8 0 0 1    1 
T9 0 1 0 0 0,5 0 1 
T10 0 0 1    1 
T11    0 0 1 1 
T12 0 0 0,75 0 0,75 0 1 
Tabelle 5.7:  Aufbereitete Datenbank 𝓓𝐩𝐫𝐞𝐩𝐫𝐨𝐜𝐞𝐬𝐬 
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Schritt 2: Generierung großer Objektmengen 
Im zweiten Schritt des Algorithmus werden große Objektmengen generiert, 
die innerhalb gewisser vordefinierter Grenzen liegen. Die Grenzen werden 
beim Fuzzy-Apriori-Algorithmus durch die Eingabeparameter Fuzzy-Min-
destsupport 𝜎fuzzy−𝑠𝑢𝑝𝑝 sowie Fuzzy-Standardabweichung 𝜎fuzzy−𝑑𝑒𝑣 festge-
legt. Der Algorithmus geht dabei iterativ vor d.h. es werden zunächst alle 
großen Objektmengen mit einem Element gesucht, dann mit zwei Elementen 
und so weiter. Ein Element entspricht dabei einem f-Item, das ein Paar aus 
Eigenschaft 𝓅i und zur Eigenschaft gehörigem linguistischem Term darstellt. 
Die Berechnung folgt der Methode GENERATE_FUZZY_1_ITEMSETS (siehe 
Kapitel 4.7.3.2). Tabelle 5.8 zeigt das Ergebnis der Berechnung großer  
Objektmengen mit einem Element auf Basis der Berechnungsgrundlage von 
Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠  (siehe Tabelle 5.7). Darin ist neben den relevanten 
Werten Support und Standardabweichung auch die Hilfsvariable Count  
angegeben. Die innerhalb der geforderten Grenzen von 𝜎fuzzy−𝑠𝑢𝑝𝑝 und 
𝜎fuzzy−𝑑𝑒𝑣 liegenden Werte für Support und Standardabweichung sind in der 
Tabelle kursiv hervorgehoben. 
 
Nr. f-Item Count Support Standardabw. 
𝐹1 Exklusivität Niedrig 0,00 0,000 - 
𝐹2 Exklusivität Mittel 2,75 0,229 0,144 
𝐹3 Exklusivität Hoch 6,00 0,500 0,197 
𝐹4 Leistungsfähigkeit Niedrig 0,50 0,042 - 
𝐹5 Leistungsfähigkeit Mittel 5,00 0,417 0,204 
𝐹6 Leistungsfähigkeit Hoch 1,50 0,125 0,354 
Tabelle 5.8:  Berechnung von Support und Standardabweichung für 𝓛𝟏 
Beispielhaft sei die Berechnung für das f-Item (Exklusivität, mittel) gezeigt. 
Der Support errechnet sich über die Summe der Sicherheitsgrade für ein  
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f-Item über alle Transaktionen in Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠 hinweg geteilt 
durch die Gesamtanzahl an Transaktionen in Datenbank 𝒟. Die Summe der 
Sicherheitsgrade wird in der Hilfsvariable Count gespeichert. Diese ergibt 
sich aus den in Tabelle 5.7 verfügbaren Daten zu 0,75 + 1 + 1 = 2,75.  
Geteilt durch die Anzahl an Transaktionen in Datenbank 𝒟 beläuft sich der 
Support für f-Item 𝐹2 = (𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, 𝑚𝑖𝑡𝑡𝑒𝑙) auf 0,229 und liegt damit inner-
halb der Grenzen des vorgegebenen Mindestsupports 𝜎fuzzy−𝑠𝑢𝑝𝑝. Die Stan-
dardabweichung ergibt sich aus der Wurzel der Varianz der Stichprobe oder 
mathematisch ausgedrückt:  
𝜎 = √𝜎2 = √
1
𝑛 − 1
∑(𝑥 − ?̅?)2
𝑛
𝑖=1
  [5.3] 
 
Dabei steht Variable 𝑥 für diejenigen Sicherheitsgrade des f-Items, die einen 
Wert größer Null aufweisen und ?̅? für den Mittelwert der Variable 𝑥. Für das 
vorliegende f-Item 𝐹2 = (𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, 𝑚𝑖𝑡𝑡𝑒𝑙) ergibt sich ?̅? zu ?̅? =
1
3
∗
(0,75 + 1 + 1) = 0,917 und die Standardabweichung 𝜎 zu 0,144. Somit  
liegen sowohl Support als auch Standardabweichung innerhalb der vorge-
gebenen Grenzen von 𝜎fuzzy−𝑠𝑢𝑝𝑝 und 𝜎fuzzy−𝑑𝑒𝑣. 𝐹2 = (𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, 𝑚𝑖𝑡𝑡𝑒𝑙) ist 
große Objektmenge und wird in die Menge großer Objektmengen ℒ1 aufge-
nommen. 
Insgesamt ergibt sich ℒ1 nach Tabelle 5.8 zu:  
ℒ1 = {
(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡,𝑚𝑖𝑡𝑡𝑒𝑙), (𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, ℎ𝑜𝑐ℎ),
(𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)
} 
ℒ1 wird der Menge aller großer Objektmengen ℒ𝑎𝑙𝑙 hinzugefügt. 
Damit ist die Suche großer Objektmengen mit einem Element abgeschlossen 
und es kann begonnen werden, große Objektmengen mit zwei Elementen zu 
generieren. Das im Folgenden beschriebene Vorgehen folgt der Beschrei-
bung der Methode GENERATE_FUZZY_K_ITEMSETS, die im Konzeptteil dieser 
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Arbeit (Kapitel 4.7.3.2) verfügbar ist. Dabei müssen wie von Agrawal und 
Srikant (Agrawal & Srikant, 1994) gezeigt alle Teilmengen großer Objekt-
mengen selbst große Objektmengen darstellen. Es genügt daher, die Kandi-
datenmenge mit zwei Elementen 𝒞2 auf der Menge großer Objektmengen ℒ1 
aufzubauen. Die Kandidaten in 𝒞2 ergeben sich als Permutation aller großen 
Objektmengen mit einem Element, die unterschiedliche linguistische Variab-
len aufweisen. Die Kandidatenmenge 𝒞2 beinhaltet demnach die Kandidaten 
aller möglichen großen Objektmengen mit zwei Elementen. Analog geht die 
Methode FUZZY_APRIORI_GEN vor. 𝒞2 enthält zwei Mengen und ergibt sich 
aus ℒ1 zu: 
𝒞2 = {
{(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡,𝑚𝑖𝑡𝑡𝑒𝑙), (𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)},
{(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, ℎ𝑜𝑐ℎ), (𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)}
} 
Für jede der beiden Mengen in 𝒞2 ist analog zu großen Objektmengen mit 
einem Element zu überprüfen, ob der Support und die Standardabweichung 
innerhalb der geforderten Grenzen liegen. Die Grenzen werden für jedes  
f-Item separat überprüft. Tabelle 5.9 gibt den Sachverhalt zur Berechnung 
großer Objektmengen mit zwei Elementen wieder. 
Beispielhaft wird die Berechnung für den Kandidaten 
𝒞2,1 = {(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, 𝑚𝑖𝑡𝑡𝑒𝑙), (𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡, 𝑚𝑖𝑡𝑡𝑒𝑙)} erläutert. Zunächst werden 
alle Transaktionen, in denen beide f-Items einen Sicherheitsgrad größer Null 
aufweisen, selektiert. Im vorliegenden Beispiel sind dies die Transaktionen 
T2 und T9. Die Summe der Sicherheitsgrade für f-Item (𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡,𝑚𝑖𝑡𝑡𝑒𝑙) 
ergibt 0,75 + 1 = 1,75 und wird durch die Gesamtanzahl an Transaktionen 
in 𝒟 geteilt. Die Berechnung der Standardabweichung folgt dem Vorgehen, 
das zur Berechnung der großen Objektmengen mit einem Element verwendet 
wurde. Für den Kandidaten 𝒞2,1 liegen die Standardabweichungen beider 
Elemente in den geforderten Grenzen. Der Support beider Elemente ist  
jedoch geringer als der geforderte Mindestsupport 𝜎fuzzy−𝑠𝑢𝑝𝑝 = 0.2. Der 
Kandidat 𝒞2,1 ist daher keine große Objektmenge. Die Berechnung für 𝒞2,2 
ergibt hingegen die Zugehörigkeit als große Objektmenge mit zwei Elementen.  
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Die Menge großer Objektmengen für zwei Elemente besteht aus Kandidat 
𝒞2,2 und ergibt sich zu: 
ℒ2 = {((𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, ℎ𝑜𝑐ℎ), (𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙))} 
ℒ2 wird der Menge aller großen Objektmengen ℒ𝑎𝑙𝑙 hinzugefügt. 
 
Menge f-Item Count Support Standardabw. 
𝒞2,1 (Exklusivität, mittel) 1,75 0,146 0,177 
(Leistungsfähigkeit, mittel) 1,25 0,104 0,177 
𝒞2,2 (Exklusivität, hoch) 2,5 0,208 0,144 
(Leistungsfähigkeit, mittel) 2,75 0,229 0,144 
Tabelle 5.9:  Berechnung von Support und Standardabweichung für 𝓛𝟐 
In der Folge ist die Kandidatenmenge mit drei Elementen 𝒞3 zu bilden, um 
daraus die große Objektmenge ℒ3 abzuleiten. Die Kandidatenmenge mit drei 
Elementen 𝒞3 entsteht aus der Permutation großer Objektmengen in ℒ2. Da 
Objektmenge ℒ2 aus lediglich einer großen Menge besteht, ist 𝒞3 = ∅. Der 
Algorithmus kann damit keine weiteren großen Objektmengen finden und 
schließt Schritt 2 ab. 
Schritt 3: Generierung der Fuzzy-Assoziationsregeln 
In Schritt drei werden auf Basis der Menge aller großer Objektmengen ℒ𝑎𝑙𝑙 
Fuzzy-Assoziationsregeln erstellt. Eine beispielhafte Regel kann wie folgt 
aussehen: „Wenn Exklusivität hoch, dann 8450 Live hoch.“ 
Ziel ist es, lediglich diejenigen Regeln zurückzuliefern, die eine gewisse 
Stärke und einen gewissen Vertrauensgrad aufweisen. Ähnlich zum her-
kömmlichen Apriori-Algorithmus werden daher nur diejenigen Regeln zu-
rückgeliefert, welche innerhalb der Grenzen vorgegebener Konfidenzinter-
valle liegen. Die Konfidenz einer Regel errechnet sich aus dem Support der 
großen Objektmenge in Datenbasis 𝒟 geteilt durch den Support der großen 
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Objektmenge in der Gesamtdatenbasis 𝒟𝑔𝑒𝑠. Die Prämisse der Regel basiert 
auf den großen Objektmengen und besteht aus 𝑛 f-Items mit 𝑛 𝜖 ℕ, , während 
sich die Konklusion aus einem Merkmals-Item 𝒸i und zum Merkmals-Item 
gehörigen linguistischen Term ℒ𝒯i,j zusammensetzt. Die Prämisse der Regel 
wird 𝒳, die Konklusion 𝒴 genannt.  
Basis zur Identifikation der Fuzzy-Assoziationsregeln bilden die in ℒ𝑎𝑙𝑙 
identifizierten großen Objektmengen, die in Tabelle 5.10 aggregiert zusam-
mengefasst sind.  
 
ID Große Objektmenge 𝑪𝒐𝒖𝒏𝒕(𝒙) 
𝐺1 {(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)} 22,25 
𝐺2 {(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡, ℎ𝑜𝑐ℎ)} 17,5 
𝐺3 {(𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)} 15 
𝐺4 {
(𝐸𝑥𝑘𝑙𝑢𝑠𝑖𝑣𝑖𝑡ä𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)
(𝐿𝑒𝑖𝑠𝑡𝑢𝑛𝑔𝑠𝑓äℎ𝑖𝑔𝑘𝑒𝑖𝑡,𝑚𝑖𝑡𝑡𝑒𝑙)
} 13,75 
Tabelle 5.10:  Identifizierte große Objektmengen 
Zur Berechnung der Fuzzy-Assoziationsregeln zum vorgegebenen Anwen-
dungsfall sind einige zusätzliche Annahmen zu treffen, ohne die die Berech-
nung nicht durchgeführt werden kann. Diese werden im Folgenden vor-
gestellt. 
Die Gesamtdatenbasis 𝒟𝑔𝑒𝑠 besteht aus insgesamt 107 Kundentransaktionen. 
12 der dort vorhandenen Transaktionen führen zum Kauf des Leistungs-
merkmals NAVIGON 8450 Live und ergeben die bereits bekannte Teil-
datenbasis 𝒟. Eine Gesamtdarstellung der Werte in Gesamtdatenbasis 𝒟𝑔𝑒𝑠 
ist aus Platzgründen nicht möglich. Notwendig für die Berechnung ist ledig-
lich die Kenntnis der Summe der Sicherheitsgrade für sämtliche großen Ob-
jektmengen in Gesamtdatenbasis 𝒟𝑔𝑒𝑠. Diese wird analog zu den vorherigen 
Schritten durchgeführt und ist in Tabelle 5.10 als Hilfsvariable 𝐶𝑜𝑢𝑛𝑡(𝑥) 
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ersichtlich. Die Beschreibung der zusätzlichen Annahmen ist somit abge-
schlossen und die Berechnung der Fuzzy-Assoziationsregeln kann erfolgen. 
Beispielhaft wird die Berechnung von Fuzzy-Assoziationsregeln für die große 
Objektmenge 𝐺2 = {(Exklusivität,hoch)} gezeigt. Die Berechnung folgt der 
Methode GENERATE_FAR. Hierfür ist zunächst der Support in Datenbasis 𝒟 zu 
bestimmen, der den Support der Gesamtregel – also 𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝒳 → 𝒴) – 
ausdrückt. Darauffolgend wird der Support des Prämissenteils der Regel 
𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝒳) bestimmt. Letzterer wird in Gesamtdatenbasis 𝒟𝑔𝑒𝑠 errechnet, 
da die Bedingung, dass Merkmal Y käuflich erworben wurde, nicht gilt. 
Der Support der Gesamtregel 𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝒳 → 𝒴) errechnet sich wie folgt: 
Die Summe der Sicherheitsgrade für ein f-Item über alle Transaktionen in 
Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠  hinweg geteilt durch die Gesamtanzahl an Trans-
aktionen in Datenbank 𝒟𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠. Für die große Objektmenge  
𝐺2 = {(Exklusivität,hoch)} und Merkmals-Item ‚NAVIGON 8450 Live‘ 
ergibt sich die Summe der Sicherheitsgrade zu 1 + 1 + 0,5 + 0,75 + 1 +
1 + 0,75 = 6, der Support 
𝑠𝑢𝑝𝑝𝑜𝑟𝑡((Exklusivität, hoch) → NAVIGON 8450 Live) ergibt sich zu 0,5. 
Der Support des Prämissenteils der Regel 𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝒳) errechnet sich analog 
zum 𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝒳 → 𝒴). Grundlage hierfür bilden jedoch die Werte in Daten-
basis 𝒟𝑔𝑒𝑠. Die Summe der Sicherheitsgrade kann Tabelle 5.10 entnommen 
werden und hat den Wert 17,5. Geteilt durch die Gesamtanzahl an Transak-
tionen 𝒟𝑔𝑒𝑠, die mit 107 vorgegeben wurde, beläuft sich der Support 
𝑠𝑢𝑝𝑝𝑜𝑟𝑡(Exklusivität, hoch) auf 0,164. Die Konfidenz ergibt sich aus dem 
Bruch der ermittelten Support-Werte zu 
 
𝜆 =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡((Exklusivität, hoch) → NAVIGON 8450 Live)
𝑠𝑢𝑝𝑝𝑜𝑟𝑡(Exklusivität, hoch)
 
=
0,5
0,164
= 3,057 
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Die Ergebnisse der Berechnungen für sämtliche Assoziationsregeln ist in 
Tabelle 5.11 dargestellt. Neben den Berechnungen der einzelnen Support-
werte und der Endgröße Konfidenz sind auch die Hilfsvariablen 𝑐𝑜𝑢𝑛𝑡 als 
Summe der Sicherheitsgrade aufgeführt.  
 
ID 𝒄𝒐𝒖𝒏𝒕 
(𝓧 → 𝓨) 
𝒔𝒖𝒑𝒑𝒐𝒓𝒕 
(𝓧 → 𝓨) 
𝒄𝒐𝒖𝒏𝒕 
(𝓧) 
𝒔𝒖𝒑𝒑𝒐𝒓𝒕 
(𝓧) 
𝒄𝒐𝒏𝒇 
(𝓧 → 𝓨) 
𝐺1 2,75 0,229 22,25 0,208 1,102 
𝐺2 6 0,500 17,5 0,164 3,057 
𝐺3 5 0,417 15 0,140 2,972 
𝐺4 2,5 0,208 13,75 0,129 1,621 
Tabelle 5.11:  Berechnung der Konfidenz 
Die bislang aus den großen Objektmengen entstandenen Regeln haben bei-
spielsweise die Form „Wenn Exklusivität hoch, dann NAVIGON 8450  
Live“. Der Konklusion der Regel fehlt also ein linguistischer Term, um die 
Regel zu einer vollständigen Fuzzy-Assoziationsregel zu vervollständigen. 
Dies erfolgt über den Abgleich der errechneten Konfidenzwerte (siehe  
Tabelle 5.11) mit den vorgegebenen Konfidenzintervallen der linguistischen 
Terme, die als Eingangswerte dem Algorithmus zur Verfügung gestellt  
wurden. Liegen die errechneten Konfidenzen der erstellten Regeln innerhalb 
der vorgegebenen Grenzen einer der Konfidenzintervalle, so besitzt die  
Regel den geforderten Vertrauensgrad und sie wird als bestätigt zurückge-
liefert. Zudem wird der Regel der linguistische Term, innerhalb dessen  
Intervallgrenzen die Regel liegt, hinzugefügt. 
Im vorliegenden Beispiel wurden die Fuzzy-Konfidenzintervalle  
 𝜆𝑛𝑖𝑒𝑑𝑟𝑖𝑔 = [0.75, 1.5] 
 𝜆𝑚𝑖𝑡𝑡𝑒𝑙 = [1.5, 2.5] 
 𝜆ℎ𝑜𝑐ℎ = [2.5,∞] 
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definiert. Die Regel 𝐺2 „Wenn Exklusivität hoch, dann NAVIGON 8450  
Live“ besitzt die Konfidenz 3.057 und liegt damit innerhalb der Grenzen des 
Konfidenzintervalls λℎ𝑜𝑐ℎ = [2.5,∞] zum linguistischen Term ‚hoch‘. Die 
vollständige Regel  
„Wenn Exklusivität hoch, dann NAVIGON 8450 Live hoch.“ 
wird als Fuzzy-Assoziationsregel zurückgeliefert. Die Gesamtheit aller 
Fuzzy-Assoziationsregeln, die im vorliegenden Beispiel erstellt werden, ist 
in Tabelle 5.12 ersichtlich.  
 
ID Regel 
𝑅1′ Wenn Exklusivität mittel, dann 8450 Live niedrig. 
𝑅2′ Wenn Exklusivität hoch, dann 8450 Live hoch. 
𝑅3′ Wenn Leistungsfähigkeit mittel, dann 8450 Live hoch. 
𝑅4′ 
Wenn Exklusivität mittel und Leistungsfähigkeit mittel, dann  
8450 Live mittel. 
Tabelle 5.12:  Generierte Fuzzy-Assoziationsregeln 
Die bislang generierten Regeln geben den Zusammenhang zwischen Eigen-
schaften und Sach- beziehungsweise Dienstleistungen an. Sollen die Eigen-
schaften in Verhältnis zu den identifizierten Merkmalen gesetzt werden, so 
erfolgt dies mit der aufgestellten Mappingtabelle zwischen Merkmalen und 
Leistungen (siehe Tabelle 5.4). Auf Basis der Mappingtabelle kann die Regel  
„Wenn Leistungsfähigkeit mittel, dann 8450 Live hoch.“  
übersetzt werden in:  
„Wenn Leistungsfähigkeit mittel, dann GPS-Boost (Instant Fix II) hoch.“ 
Das Ziel, Fuzzy-Assoziationsregeln zwischen Eigenschaften und Merkmalen 
zu generieren, ist somit erreicht. Die Regeln bilden in der Folge Basis für die 
Generierung neuer oder angepasster Kundenanforderungen.  
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Integration in das Anforderungsmanagement 
Ziel der Anforderungsintegration ist die durchgängige Einarbeitung der zu-
vor identifizierten Kundenanforderungen in die Entwicklungsprozesse des 
Lösungsanbieters. Basis der Integration ist das Schalenmodell des PSSE 
nach Weber et al. (Weber, Steinbach, & Botta, 2004), in das sich die vom 
Unternehmen NAVIGON etablierte Methodik nahtlos einbindet. Differenzen 
zwischen durch den Fuzzy-Apriori-Algorithmus identifizierten Assoziations-
regeln und der Regelbasis des Lösungskonfigurators lösen Synthese- und 
Analyseschritte des PSSE Schalenmodells aus. Somit können wandelnde 
Markttrends, als auch nicht mit dem bestehenden Lösungsportfolio abge-
deckte Kundenbedürfnisse als Anforderungen in die Entwicklungsprozesse 
fließen. Zudem wird die Lernfähigkeit des Fuzzy-Systems sichergestellt. 
Die im Lösungskonfigurator hinterlegte Regelbasis 𝑅 wird dabei mit den im 
Fuzzy-Apriori-Algorithmus identifizierten Regeln 𝑅𝑆 abgeglichen. Die  
Regelbasis 𝑅𝑆 stellt die aus Sicht des Kunden wahrgenommene Soll-
Relation des Leistungsportfolios und somit dessen Anforderungen dar. Die 
tatsächlich im Leistungsportfolio des Unternehmens vorhandene Relation 
wird von Relation 𝑅 wiedergegeben. Die Differenz ∆P zwischen beiden  
Relationen ermöglicht die Ableitung von Handlungsoptionen für das Anfor-
derungsmanagement.  
Folgende drei Beispiele aus dem vorliegenden Anwendungsfall sollen die 
Vorgehensweise verdeutlichen. 
Vergl. Ist-Relation 𝑹 Soll-Relation 𝑹𝑺 
𝑉1 Wenn Exklusivität hoch,  
dann Echtglas-Oberfläche hoch. 
Wenn Exklusivität hoch,  
dann Echtglas-Oberfläche hoch. 
𝑉2 Wenn Leistungsfähigkeit hoch, 
dann GPS-Boost (Instant Fix II) hoch. 
Wenn Leistungsfähigkeit mittel, dann 
GPS-Boost (Instant Fix II) hoch. 
𝑉3 Wenn Leistungsfähigkeit hoch, 
dann GPS-Boost (Instant Fix II) hoch. 
Wenn Leistungsfähigkeit hoch, dann 
Konfigurationsabbruch hoch. 
Tabelle 5.13:  Vergleich von Soll-Relation und Ist-Relation zur Generierung von  
Anforderungen 
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 In Vergleich 𝑉1besteht kein Delta zwischen Ist-Relation 𝑅 und Soll-
Relation 𝑅𝑆. Vielmehr stützt die mithilfe des Fuzzy-Apriori-Algorithmus 
ermittelte Regel die im Lösungskonfigurator vorhandene Relation. Die 
Regel weißt eine hohe Konfidenz von 3.057 auf, was für deren Stärke und 
somit einer hohen Sicherheit spricht.  
 In Vergleich 𝑉2 wird ein wandelnder Markttrend beobachtet. Statt einer 
hoher Leistungsfähigkeit deckt das Leistungsmerkmal ‚GPS-Boost (Instant 
Fix II)‘ nur noch eine mittlere Leistungsfähigkeit ab. Die Konfidenz von 
2.972 liegt nur unwesentlich unter dem Wert von Vergleich 𝑉1 und weißt 
somit ebenfalls einen hohen Sicherheitsgrad auf. 
 Die Regel der Soll-Relation 𝑅𝑆 aus Vergleich 𝑉3 gibt eine hohe Abbruch-
wahrscheinlichkeit im Konfigurator wieder. Diese gilt für den Fall, dass 
vom Kunden die Eigenschaft Leistungsfähigkeit als hoch bewertet wurde. 
Assoziationsregeln, die Abbrüche beinhalten, ermöglichen das Aufspüren 
von nicht im Leistungsportfolio enthaltenen Markttrends. Die Regel wurde 
nicht in obigem Anwendungsbeispiel hergeleitet, sondern in einem sepa-
raten Durchlauf des Fuzzy-Apriori-Algorithmus festgestellt. In obigem 
Beispiel ist das Merkmal ‚GPS-Boost (Instant Fix II)‘ nicht mehr in der 
Lage, eine hohe Leistungsfähigkeit zu garantieren (siehe auch Vergleich 
𝑉2). Der dritte Vergleich untermauert diese Schlussfolgerung und zeigt auf, 
dass der Wunsch nach einer hohen Leistungsfähigkeit häufig zu einem 
Abbruch der Konfiguration führt. 
Wie gezeigt ergeben die Vergleiche 2 und 3 ein Delta zwischen Ist-
Regelbasis 𝑅 und Soll-Regelbasis 𝑅𝑆 und werden in der Folge als Kunden-
anforderungen in die Entwicklungsprozesse integriert. Die Integration ist als 
Syntheseschritt im Schalenmodell nach PSSE von Weber abgebildet und 
kann in der Literatur (Weber, Steinbach, & Botta, 2004), (Steinbach, Botta, 
& Weber, 2005) (Botta, 2007) nachvollzogen werden. 
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5.3 Automotive-Anwendungsszenario 
Das zweite Anwendungsszenario basiert auf dem Produktspektrum des Auto-
mobilherstellers Fiat und wurde im Rahmen des EU-Forschungsprojektes  
e-CUSTOM erstellt. Ziel des zweiten Anwendungsszenarios ist die Validie-
rung der Anwendbarkeit semantischer Technologien zur Erstellung eines  
Lösungskonfigurators basierend auf den in Kapitel 4.4 ‚DfC Fuzzy-
Ontologie‘ erläuterten Erweiterungen und Syntax. Wie auch im ersten An-
wendungsszenario erfolgen zunächst eine Definition des Anwendungsszena-
rios und ein kurzer Abriss der IT-basierten prototypischen Realisierung (Ab-
schnitte 5.3.1 und 5.3.2), bevor die Methodik in Abschnitt 5.3.3 anhand eines 
Fallbeispiels aus der Praxis verdeutlicht wird. 
5.3.1 Definition des Anwendungsszenarios 
Als Validierungsobjekt innerhalb des ersten Anwendungsszenarios wurde 
die Produktmodellfamilie Fiat 500 des e-CUSTOM Projektpartners Centro 
Ricerche Fiat gewählt. Innerhalb des Szenarios soll ein Konfigurator erstellt 
werden, welcher es Kunden basierend auf der Eingabe von Eigenschaften 
erlaubt, die dazu passenden Produktmerkmale zu konfigurieren. Dabei sollen 
auch implizite Kundeneigenschaften identifiziert werden können. 
Der Fiat 500 ist ein Kleinstwagenmodell des italienischen Herstellers Fiat 
S.p.A. Die seit 2007 gefertigte aktuelle Baureihe des Fiat 500 wird anders als 
deren Vorgängermodelle nicht als Einstiegsmodell, sondern als Lifestyle-
Produkt nach Vorbild des BMW Mini vertrieben. Wie in der Automobil-
branche üblich, können die Modelle entsprechend den Wünschen des Kun-
den individualisiert und die Aussage des Fahrzeugs somit an den Charakter 
des Käufers angepasst werden. Die Anpassung des Fahrzeugs erfolgt dabei 
auf Basis eines Portfolios an Produktmerkmalen, welches sich für einen 
Kunden ohne Kenntnisse des Produktes intransparent und komplex darstellt. 
Im Falle des Fiat 500 stehen drei generelle Ausstattungspakete, eine Aus-
wahl mehrerer Verbrennungsmotoren sowie sonstige Ausstattungen zur Ver-
fügung. Die Wahl eines Ausstattungspaketes wirkt sich dabei erheblich auf 
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die Verfügbarkeit der weiteren Produktmerkmale aus. Aufgrund des relativ 
hohen Kaufpreises wird ein Kunde im vorliegenden Anwendungsszenario 
eher bereit sein, sich in die Themenstellung einzuarbeiten als bei niedrig-
preisigen Produkten oder Lösungen. Die Bereitstellung eines eigenschaften-
basierten Konfigurators ist im vorliegenden Anwendungsszenario daher als 
Vor-Konfigurator zu sehen, der den Entscheidungsraum des Kunden auf eine 
überschaubare Menge begrenzt. 
Im Rahmen des vorliegenden Anwendungsszenarios wurde ein solcher Kon-
figurator erstellt und dessen Funktionalität basierend auf einer Kundeneingabe 
überprüft. Ziel des Anwendungsszenarios ist es, die Anwendbarkeit der DfC 
Fuzzy-Ontologie als Alternative zum DfC Fuzzy-Controller zu überprüfen 
und zu validieren.  
5.3.2 Prototypische Realisierung 
Die prototypische Realisierung des Softwaredemonstrators umfasst im vor-
liegenden Anwendungsszenario ein Konfigurationssystem auf Basis der im 
Konzept erläuterten syntaktischen Erweiterungen von OWL 2. Bei der Reali-
sierung wurde auf die Entwicklung einer Anwenderoberfläche verzichtet. 
Die Beschreibung der prototypischen Realisierung legt stattdessen ihren 
Schwerpunkt auf die Entwicklung der DfC Fuzzy-Ontologie sowie deren 
Anbindung an einen bestehenden Fuzzy-Reasoner. Die Umsetzung umfasst 
demzufolge drei Module, welche sich in die DfC Fuzzy-Ontologie, den für 
die Zerlegung und Umwandlung in ein für die Weiterverarbeitung brauch-
bares Format zuständigen Parser sowie den Fuzzy-Reasoner untergliedert. 
Die DfC Fuzzy-Ontologie umfasst die Kundeneigenschaften und Produkt-
merkmale beschreibende Wissensbasis des Konfigurators mitsamt den sie 
verbindenden Regeln. Innerhalb der DfC Fuzzy-Ontologie werden zudem 
kundenspezifische Werte basierend auf einer Kundeneingabe gespeichert. 
Die Auswertung der Kundeneingabe hinsichtlich der Wissensbasis über-
nimmt ein Fuzzy-Reasoner, innerhalb dessen nicht nur explizit vorhandene 
Kundenaussagen, sondern auch implizit geäußertes Kundenwissen ausge-
wertet werden kann. Für die Überführung der Fuzzy-Ontologie in ein für den 
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Fuzzy-Reasoner brauchbares Eingabeformat wurde ein Parsingalgorithmus 
entwickelt und zwischen DfC Fuzzy-Ontologie und Fuzzy-Reasoner geschaltet. 
Abbildung 5.4 veranschaulicht den Aufbau des Softwaredemonstrators. 
 
Abbildung 5.4:  Prototypische Realisierung des Automotive-Anwendungsszenarios 
Aus softwaretechnischer Sicht wurde bei der Umsetzung einerseits auf be-
reits bestehende Java-basierte Anwendungen zurückgegriffen und anderer-
seits die Programmiersprache Java für Eigenentwicklungen verwendet, so 
dass der Demonstrator aufgrund der durchgängigen Verwendung von Java-
Technologien plattform- sowie systemunabhängig ist. 
Die Modellierung der Fuzzy-Ontologie erfolgte mithilfe der Open Source 
Anwendung Protégé, die gleichzeitig als Wissensdatenbank-System dient. 
Die Plattform wird gemeinschaftlich von der Universität Stanford sowie der 
Universität Manchester weiterentwickelt und erlaubt eine Erweiterung und 
individuelle Anpassung basierend auf einem Plugin-Konzept. Protégé  
ermöglicht die Entwicklung sowie den Export von Ontologien in einer Viel-
zahl an Formaten wie RDF(S), OWL und XML Schema. Da die im vorlie-
genden Anwendungsfall entwickelte Fuzzy-Ontologie auf syntaktischen  
Erweiterungen von OWL 2 basiert, sind die Entwicklung und der Export in 
einem anderen Format als OWL 2 jedoch nicht sinnvoll. Für die Entwick-
lung der Fuzzy-Ontologie im Rahmen des vorliegenden Anwendungssze-
narios wurde die Version 4.1.1 (Build 231) verwendet, insbesondere kam das 
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Protégé Plugin FuzzOWL in der Version 0.1.0 zum Einsatz. Das erwähnte 
Plugin ermöglicht es, Fuzzy-Annotationen zu OWL 2 in der grafischen 
Oberfläche von Protégé zu erstellen und zu verwalten. Hierbei sei erwähnt, 
dass die Entwicklung der Fuzzy-Ontologie auch innerhalb eines herkömm-
lichen Text-Editors erfolgen kann. Die Plattform Protégé bietet jedoch den 
Vorteil der intuitiveren Benutzerführung, sowie der grafischen Veranschau-
lichung der entwickelten Ontologien.  
Als Fuzzy-Reasoner kommt die ebenfalls frei verfügbare Anwendung 
FuzzyDL zum Einsatz, welche eine auf Java basierende Lösung zur Ablei-
tung von Schlussfolgerungen für die Beschreibungslogik  darstellt. 
Dabei erweitert der Reasoner die Beschreibungslogik  um fuzzy-
logische Ausdrücke und ermöglicht somit die Ableitung von Schlussfolge-
rungen für unscharfe Informationen. Von den drei identifizierten Fuzzy-
Basislogiken wird die Logik nach Łukasiewicz sowie die aus den Basis-
logiken ableitbare Zadeh-Logik unterstützt. Die Anwendung ist frei in der 
Version 1.0 verfügbar und ermöglicht auch das Schlussfolgern nicht un-
scharfen Wissens ohne Fuzzy-Bestandteile. 
Der für die Überführung der Wissensdatenbank in das Eingabeformat des 
FuzzyDL-Reasoners zuständige Parser wurde aus Gründen der Software-
homogenität ebenfalls auf Basis der Programmiersprache Java entwickelt. 
Dabei basiert der Parser auf der Grundlage eines im Paket des FuzzyOWL-
Plugin für Protégé enthaltenen Parsers, der an die in Kapitel 4.4 definierte 
syntaktische Erweiterung von OWL 2 angepasst wurde. Als Entwicklungs-
umgebung kam die MyEclipse Enterprise Workbench in der Version 9.1 zum 
Einsatz.  
5.3.3 Anwendung der Methodik am Fallbeispiel 
Zur Sicherstellung einer strukturierten Entwicklung der DfC Fuzzy-
Ontologie kam der DfC Unified Process zum Einsatz. Auf die detaillierte 
Darstellung des Vorgehensmodells soll im vorliegenden Anwendungssze-
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nario verzichtet werden, da dieses bereits in Kapitel 5.2 gegeben wurde. Im 
Folgenden wird lediglich der darin entstandene Eigenschaftenglossar, der 
Merkmalsglossar, sowie ein Auszug der Regelbasis beschrieben, die dem 
besseren Verständnis des Anwendungsszenarios dienen. Im Eigenschaften-
glossar werden fünf für das Anwendungsszenario beispielhafte Eigenschaften 
beschrieben. 
 
Eigenschaft Beschreibung 
Fahrleistung Unter Fahrleistung wird eine Gruppe von Kennzah-
len der Motorisierung eines Fahrzeugs verstanden, 
welche sich unter anderem aus Höchstgeschwindig-
keit, Beschleunigung und maximalem Drehmoment 
zusammensetzt.  
Fahrzeugaussage Die Fahrzeugaussage ist das Maß, innerhalb dessen 
das Fahrzeug den Charakter und die Lebenseinstel-
lung des Fahrers widerspiegeln soll. 
Nutzungshäufigkeit Als Nutzungshäufigkeit bezeichnet man die Summe 
der von Fahrzeugen zurückgelegten Strecke in  
Kilometern (km) unabhängig von der beförderten 
Menge von Verkehrsobjekten in einem vorgege-
benen Zeitraum. 
Preisbewusstsein Das Preisbewusstsein ist das Preisempfinden eines 
Käufers. Es ist das Maß, zu dem die Käufer und 
Verbraucher beim Kauf eines Produkts auf den 
Preis achten. 
Umweltfreund-
lichkeit 
Die Umweltfreundlichkeit misst sich in Ressour-
ceneinsatz je zurückgelegte Distanz. 
Tabelle 5.14:  Eigenschaftenglossar des Automotive-Anwendungsszenarios 
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Der Merkmalsglossar umfasst diverse Motorisierungen, die drei verfügbaren 
Ausstattungspakete sowie exemplarische Ausstattungsmerkmale. 
 
Merkmal Beschreibung 
1.2 8V Der Motor stellt die Standardmotorisierung des Fiat 500 
mit erhöhtem Ressourcenverbrauch und niedriger Fahr-
leistung dar. 
0.9 TwinAir Der 0.9 Twin Air Motor ist ein ressourcenschonenender 
Benzinmotor mit niedriger Fahrleistung. 
1.3 Multijet Die höchste Motorisierung des Fiat 500 mit durchschnitt-
lichen Umwelteigenschaften. 
Paket Pop Paket Pop ist die Bezeichnung des grundlegenden Aus-
stattungspaketes des Fiat 500. 
Paket Lounge Lounge betont den Lifestyle-Charakter des Fiat 500 mit 
hochwertigen Materialien. 
Paket TwinAir Twin Air ist die sportliche Variante des Fiat 500 mit 
umweltfreundlichen Benzinmotoren. 
Hifi Interscope Das Hifi Paket Interscope ist ein Car-Hifi-Soundsystem, 
welches im Vergleich zum serienmäßig verarbeiteten 
Soundsystem eine erhöhte Klangqualität bietet. 
SkyDome Das Ausstattungsmerkmal Sky Dome ist ein elektronisch 
gesteuertes Glasschiebedachsystem, welches die Lücke 
zum 500c Cabrio schließt. 
Tabelle 5.15:  Merkmalsglossar des Automotive-Anwendungsszenarios 
Die Regelbasis verknüpft Eigenschaften und Merkmale. Nachfolgende  
Tabelle 5.16 gibt einen Auszug aus der identifizierten Regelbasis. 
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Regelbasis  
𝑅1 Wenn Fahrleistung hoch, dann 1.3_Multijet hoch. 
𝑅2 Wenn Fahrleistung niedrig, dann 1.2_8V hoch. 
𝑅3 Wenn Fahrleistung niedrig, dann 0.9_TwinAir hoch. 
𝑅4 Wenn Umweltfreundlichkeit hoch, dann 1.3_Multijet mittel. 
𝑅5 Wenn Umweltfreundlichkeit hoch, dann 0.9_TwinAir hoch. 
𝑅6 Wenn Umweltfreundlichkeit hoch, dann 1.2_8V niedrig. 
𝑅7 Wenn Nutzungshäufigkeit hoch, dann 1.3_Multijet hoch. 
𝑅8 Wenn Fahrzeugaussage wichtig, dann Hifi_Interscope hoch. 
𝑅9 Wenn Umweltfreundlichkeit hoch, dann Hifi_Interscope niedrig. 
𝑅10 Wenn Umweltfreundlichkeit hoch, dann SkyDome hoch. 
𝑅11 Wenn Fahrleistung hoch, dann SkyDome hoch. 
Tabelle 5.16:  Regelbasis des Automotive-Anwendungsszenarios 
Auf Grundlage der vorgestellten Glossaren und der Regelbasis wurde die 
Fuzzy-Ontologie basierend auf den in Kapitel 4.4.4 vorgestellten Syntax  
definiert. Eine grafische Repräsentation der Ontologie ist in Abbildung 5.5 
ersichtlich. Die Abbildung zeigt die Konzepte der Fuzzy-Ontologie sowie 
deren Verknüpfungen untereinander als Netzwerk an. Darüber hinaus sind 
drei Instanzen ersichtlich, die Bewertungen von Kundeneigenschaften durch 
einen Kunden im Rahmen der Konfiguration repräsentieren. So ist die Kun-
deneigenschaft Nutzungshäufigkeit (Konzept customer_usage_frequency) 
exemplarisch mit dem Wert 15 bewertet. 
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Abbildung 5.5:  Grafische Repräsentation der Fuzzy-Ontologie im Automotive-
Anwendungsszenario 
Der Fuzzy-Reasoner ist in der Folge dafür zuständig, die Wissensbasis aus-
zuwerten und die zu den Kundenbewertungen passenden Leistungsmerkmale 
zurückzuliefern. Der Fuzzy-Reasoner übernimmt somit die Funktion des 
Fuzzy-Reglers. Den Eingabeparameter des Fuzzy-Reasoners liefert die zuvor 
definierte Fuzzy-Ontologie als Wissensbasis. Diese wird durch den Parser in 
ein für den Fuzzy-Reasoner verarbeitbares Format umgewandelt. Als Ausgabe 
erhält man die zu den gewählten Kundeneigenschaften passenden Leis-
tungsmerkmale mitsamt deren Sicherheitsgraden. Die Ausgabe erfolgt in der 
Java Konsole der Eclipse Entwicklungsumgebung. In Abbildung 5.6 ist  
ersichtlich, dass von den drei Ausstattungspaketen Pop, Lounge und TwinAir 
das Paket Pop mit einem Sicherheitsgrad von 90 als am Höchsten bewertet 
wird. Der Kunde wird sich am sichersten für dieses Paket entscheiden, da 
unter anderem die Nutzungshäufigkeit als sehr gering bewertet wurde.  
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Abbildung 5.6: Ausgabe des Fuzzy-Reasoners im Automotive-Anwendungsszenario 
Die Anwendbarkeit der Fuzzy-Ontologie als Wissensbasis sowie des Fuzzy-
Reasoners als Lösungskonfigurator der Methodik ‚Design for Customer‘ 
wurde hiermit gezeigt.  
Die grafische Repräsentation der Fuzzy-Ontologie zeigt die Konzepte und 
Instanzen der Fuzzy-Ontologie sowie deren Verknüpfungen untereinander 
als Netzwerk an.  
5.4 Zusammenfassung 
Das Kapitel 1 dient der Validierung der im Rahmen des vorliegenden For-
schungsvorhabens aufgestellten Methodik ‚Design for Customer‘. Zur Vali-
dierung wurden zwei Anwendungsszenarien definiert, welche die Methodik 
in ihrer Gänze abdecken und anhand zweier Beispiele aus der Praxis ver-
ständlich aufbereiten.  
Im ersten Anwendungsszenario wurde die Gesamtmethodik auf Basis eines 
Beispiels aus dem Konsumgüterbereich überprüft. Grundlage des Anwen-
dungsszenarios liefert das Leistungsspektrum des Unternehmens NAVIGON 
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als Anbieter von Navigationslösungen. Unter Zuhilfenahme des DfC Unified 
Process wird ein Lösungskonfigurator hergeleitet, der auf dem DfC Fuzzy-
Controller beruht und die Konfiguration basierend auf den Bedürfnissen und 
Anforderungen des Kunden erlaubt. Das so gewonnene Nutzerverhalten wird 
mithilfe des Fuzzy-Apriori-Algorithmus aus dem Schritt DfC Kundenanfor-
derungsmanagement in Kundenanforderungen überführt. Durch die nahtlose 
Integration in die Entwicklungsprozesse des Anbieters wird die kontinuier-
liche Anpassung eines Lösungsportfolios an sich wandelnde Kundenbedürf-
nisse erlaubt.  
Das zweite Anwendungsszenario basiert auf dem Produktspektrum des Auto-
mobilherstellers Fiat und wurde im Rahmen des EU-Forschungsprojektes  
e-CUSTOM erstellt. Ziel des zweiten Anwendungsszenarios war die Validie-
rung der Anwendbarkeit semantischer Technologien zur Erstellung eines  
Lösungskonfigurators basierend auf den in Kapitel 4.4 erläuterten Erweite-
rungen und Syntax als Alternative zum DfC Fuzzy-Controller. Im Anwen-
dungsfall konnte die Nutzbarkeit der aufgestellten Erweiterungen auf Basis 
einer prototypischen Implementierung gezeigt werden. 
231 
6 Zusammenfassung und Ausblick 
Das vorliegende Kapitel fasst die Inhalte und Ergebnisse der Arbeit über-
sichtlich zusammen, gibt einen Ausblick, wie die Industrie beim erfolgrei-
chen Wandel zum Lösungsanbieter unterstützt werden kann und schließt mit 
der Identifikation des weiteren Forschungsbedarfs. 
6.1 Zusammenfassung 
Das vorliegende Forschungsvorhaben stellt die Methodik ‚Design for 
Customer‘ zur Verfügung. Diese ermöglicht die kontinuierliche Anpassung 
eines Lösungsportfolios an sich wandelnde Kundenbedürfnisse basierend auf 
einem bedürfnisorientierten Lösungskonfigurator. 
Der Handlungsbedarf des Forschungsvorhabens ergab sich aus einer empiri-
schen Marktuntersuchung sowie einer intensiven Analyse des bestehenden 
Stands der Technik in den Bereichen hybride Wertschöpfung sowie Anforde-
rungsmanagement. In diesem Kontext stellt die Marktstudie die bislang 
größte Untersuchung zum Thema hybride Wertschöpfung im deutschspra-
chigen Raum dar. In ihr wurde deutlich, dass der Markt für Kundenlösungen 
als attraktiver Wachstumsmarkt angesehen wird, die methodische und insbe-
sondere operative Unterstützung bislang jedoch nur unbefriedigend gewähr-
leistet ist. Insbesondere hinsichtlich der Integration von Kundenanforde-
rungen zeigte sich das Vorherrschen altbewährter und wenig strukturierter 
Methoden, die von den Unternehmen als unzureichend bezeichnet werden.  
In der Folge wurden bestehende Ansätze aus Wissenschaft und Technik mit 
dem Ziel analysiert, den Handlungsbedarf mit bereits bestehenden Techniken 
und Werkzeugen möglichst umfassend abdecken zu können. Zur Verknüp-
fung von Kunden- und Anbietersicht im Lösungskonfigurator wurden aus-
gewählte Methoden der Künstlichen Intelligenz einer Stärken-Schwächen-
Analyse unterzogen. Fuzzy-Systeme wurden als aussichtsreiche Kandidaten 
identifiziert, die eigenschaftenbasierte Sprache des Kunden mit der merk-
malsbasierten Sprache des Anbieters zu verbinden. Um auch implizites Kun-
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denwissen erfassen und in die Konfigurationsentscheidung einfließen zu  
lassen, wurden semantische Technologien untersucht. Fuzzy-Ontologien ver-
binden dabei die Vorteile von Fuzzy-Systemen und semantischen Technolo-
gien miteinander. Zur Rückführung des Kundenwissens wurden Methoden 
des Knowledge Discovery in Databases vorgestellt. Dabei wurde insbeson-
dere auf Methoden der Assoziationsanalyse eingegangen, die Abhängig-
keiten zwischen den untersuchten Objekten des Datenbestandes beschreiben. 
Die somit identifizierten Ansätze bilden die Grundlage zur Erstellung der 
eigentlichen Methodik und werden darin weiterentwickelt und an die spezifi-
sche Problemstellung angepasst. 
Kern des vorliegenden Forschungsvorhabens stellt die Methodik ‚Design for 
Customer‘ dar. Die Methodik ermöglicht dem Kunden die Konfiguration  
basierend auf Kundennutzen und Kundenbedürfnissen anstelle von Produkt-
merkmalen. Der Anbieter auf der anderen Seite wird in die Lage versetzt, 
kontinuierlich die Anforderungen seiner Kunden erfassen und in die Ent-
wicklungsprozesse rückführen zu können. Somit wird die Anpassung des 
Lösungsportfolios an sich wandelnde Kundenbedürfnisse gewährleistet. Zur 
Zielerreichung wird die Methodik ‚Design for Customer‘ in fünf metho-
dische Schritte gekapselt, welche die aufgestellten Handlungsbedarfe in ihrer 
Gänze abdecken. Der erste methodische Schritt liefert ein Vorgehensmodell, 
das die strukturierte Entwicklung des geforderten bedürfnisorientierten  
Lösungskonfigurators erlaubt. In Schritt zwei werden zwei alternative An-
sätze zur Verknüpfung von Kundeneigenschaften und Leistungsmerkmalen 
vorgestellt, welche das Rückgrat des Lösungskonfigurators bilden. Zur  
Sicherstellung, dass nicht nur die methodische Basis des Ansatzes, sondern 
das Gesamtsystem den Bedürfnissen des Benutzers entsprechend gestaltet 
ist, liefert der dritte Schritt der Methodik Methoden- und Werkzeugbau-
kästen des Usability Engineering. Für die Analyse und nachgelagerte Rück-
führung von Kundenbedürfnissen in die Entwicklungsprozesse von Lösungs-
anbietern und somit ein kontinuierliches Anforderungs-management sorgen 
die Schritte vier und fünf der Methodik. Ein Algorithmus zur Assoziations-
analyse ermöglicht die Identifikation von Anforderungen, die über das Pro-
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zessmodell nach Weber et al. (Weber, Steinbach, & Botta, 2004) in die Ent-
wicklungsprozesse von Anbietern integriert werden. 
Um die Anwendbarkeit der aufgestellten Methodik unter praktischen Ge-
sichtspunkten zu demonstrieren, wurden zwei Anwendungsszenarien aus un-
terschiedlichen Industriezweigen definiert. Im ersten Konsumgüter-Anwen-
dungsszenario wird die Gesamtmethodik anhand eines Leistungsportfolios 
für Navigationslösungen demonstriert. Navigationslösungen eignen sich 
durch ihren Variantenreichtum hinsichtlich Sach- und Dienstleistungsbe-
standteilen und die oftmals vorhandene Fachfremdheit der Kunden über ein-
zelne Leistungsbestandteile als treffendes Anwendungsobjekt. Das zweite 
Anwendungsszenario mit Fokus auf die Automotive-Industrie ist angelehnt 
an das von der europäischen Kommission innerhalb des siebten Forschungs-
rahmenprogrammes geförderte Projekt e-CUSTOM
1
, welches zum Ziel hat, 
den Kunden intensiver in die Prozesse von Herstellern zu integrieren und die 
Lücke zwischen Massenproduktion und Mass Customization zu schließen. 
Ziel des zweiten Anwendungsszenarios ist die Validierung der Anwendbar-
keit semantischer Technologien zur Erstellung eines Lösungskonfigurators. 
6.2 Ausblick 
In der Arbeit wurde aufgezeigt, dass zunehmender Wettbewerbsdruck, insbe-
sondere durch Niedriglohnländer sowie die Internationalisierung der Märkte 
Unternehmen vor neue Herausforderungen stellen. Die Stärke deutscher In-
dustrieunternehmen, sich vorrangig über technische Produkteigenschaften 
vor ausländischer Konkurrenz abzugrenzen, wird zunehmend erschwert.  
Eine Möglichkeit, diesen Herausforderungen zu begegnen, ist die Vermark-
tung von Kundenlösung als Kombination aus Produkten und Dienstleistun-
gen, welche am Markt als integrierte Leistungsbündel zur Bewältigung kun-
denspezifischer Probleme angeboten werden. Vorwiegend in der High-Tech 
                                           
1  A Web-based Collaboration System for Mass Customization, Grant Agreement  
No. FP7-2010-NMP-ICT-FoF 260067 
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und Electronics-Branche profilieren sich Unternehmen wie General Electric, 
HP, IBM, Nokia oder Rolls Royce mit Kundenlösungen bereits nachweislich 
erfolgreich im Wettbewerb (Davies, Brady, & Hobday, 2006, S. 39). Von 
solchen Best Practices können Unternehmen weniger reifer Branchen lernen. 
Der Wandel vom produzierenden Unternehmen hin zum Lösungsanbieter 
erfordert jedoch ein tiefgreifendes Umdenken und ist für Unternehmen mit 
zahlreichen Anstrengungen verbunden, da er einer Anpassung des Gesamt-
unternehmens bedarf. Der Wandel erstreckt sich angefangen von der Strate-
gieebene über die operative Ebene bis hin zur unterstützenden IT-Infra-
struktur (siehe Abbildung 6.1) und ist mit monetären, zeitlichen und 
ressourcenbedingten Aufwendungen verbunden. Eine Auswahl an Metho-
den, welche den Wandel innerhalb der unterschiedlichen Gestaltungsebenen 
unterstützen, wird beispielsweise von Burger et al. (Burger, Ovtcharova, & 
Brenner, 2012) vorgestellt. So stellt die im Rahmen dieser Dissertation ent-
wickelte Methodik ‚Design for Customer‘ lediglich einen Baustein dar, wel-
cher Industrieunternehmen darin unterstützt, den Wandel zum Lösungsan-
bieter erfolgreich zu gestalten. Die vorgestellte Methodik darf daher nicht 
losgelöst, sondern in Kombination mit weiteren Ansätzen gesehen werden. 
Erst durch deren Zusammenwirken werden die Nutzenpotentiale des Wan-
dels zum Lösungsanbieter ausgeschöpft. 
Als große Herausforderung für die Zukunft wurde bei der Bearbeitung der 
Dissertation die große Diskrepanz zwischen wissenschaftlicher Theorie und 
industrieller Praxis deutlich. Um dieser entgegen zu wirken müssen beste-
hende Forschungsergebnisse in verstärktem Maße über Transferprojekte in 
die Industrie getragen werden. Ferner wurde offensichtlich, dass der Indus-
trie einfach anwendbare Methoden und Werkzeuge fehlen, welche sie auf 
Arbeitsebene zu einem vereinfachten Wandel befähigen. Dies kann über die 
Bereitstellung von Methodenbaukästen als Ergänzung generischer Vorge-
hensmodelle erfolgen, die unternehmensspezifisch an spezifische Randbe-
dingungen angepasst werden können. 
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Abbildung 6.1:  Gestaltungsdimensionen des Wandels zum Lösungsanbieter in Anleh-
nung an (Burger, Ovtcharova, & Brenner, 2012, S. 7) 
Um den Rahmen dieser Arbeit nicht zu sprengen, wurden Abgrenzungen 
hinsichtlich des Aufgabenbereichs gemacht. Über den Umfang dieser Arbeit 
hinausgehender Forschungsbedarf wird in den folgenden Punkten gesehen: 
 Es besteht ein allgemeiner Forschungsbedarf hinsichtlich Methoden und 
Systemen zur Konfiguration. Das Themenfeld wurde trotz zunehmender 
Individualisierung bislang nur unzureichend bearbeitet, womit nicht er-
sichtlich ist, welchen Problemstellungen Unternehmen entgegenblicken 
und welchen weiteren Handlungsbedarf sie im Bereich Konfiguration sehen.  
 Die vorliegende Arbeit fokussierte sich darauf, Zusammenhänge zwischen 
den Kundennutzen beschreibenden Eigenschaften und den strukturbe-
schreibenden Merkmalen herauszuarbeiten. Obwohl mithilfe eines Apriori-
Algorithmus grundsätzlich auch Zusammenhänge innerhalb der Eigen-
schaften und innerhalb der Merkmale aufgefunden werden können, wurden 
diese im Rahmen der vorliegenden Arbeit nicht explizit betrachtet.  
Eine solche integrierte Betrachtung schafft jedoch zusätzliches Wissen 
über Zusammenhänge und Auswirkungen.  
Gestaltungs-
dimensionen 
des Wandels
Strategieebene
 Markt: Ist der Markteintritt für das 
Unternehmen lohnenswert?
 Management: Determinierung der 
Unternehmensausrichtung
 Kunde: Verhältnis zwischen Kunde 
und Anbieter
Operative Ebene IT Ebene
 Organisation: Veränderung 
durch strategische 
Neuausrichtung
 Prozesse: Verzahnung von 
Produkten und 
Dienstleistungen
 IT: Schaffung eines 
durchgängigen 
Lebenszyklusses 
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 Zur kosteneffizienten Bereitstellung kundenspezifischer Lösungskonfi-
gurationen strukturieren aktuell viele Unternehmen des deutschen Maschi-
nen- und Anlagenbaus ihr Leistungsportfolio in modular vordefinierte 
Strukturen. Der modulare Aufbau von Leistungsmerkmalen im Sinne eines 
Baukastensystems wurde innerhalb dieser Arbeit nicht betrachtet. Die 
Rückführung von Kundenwissen in bestehende Baukastenstrukturen ist die 
logische Konsequenz und bedarf einer gesonderten Betrachtung. 
 Es existieren keine Industriestandards zur Strukturierung und Kategorisie-
rung von Anforderungen. Analog zu ECl@ss als branchenübergreifendem 
Standard für die Klassifizierung und Beschreibung von Produkten und 
Dienstleistungen besteht der Bedarf an einem Standard für Anforderungen 
im Allgemeinen und Kundenanforderungen im Speziellen. Im Rahmen der 
vorliegenden Arbeit wurden die Anforderungen des Kunden anhand eigener 
Kriterien kategorisiert, was in der Praxis eine unzureichende Möglichkeit 
der Vergleichbarkeit und Kommunikation zulässt. 
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Anforderung Eine Anforderung ist eine Aussage über eine zu erfüllende 
Eigenschaft oder zu erbringende Leistung eines Produktes, 
Prozesses oder der am Prozess beteiligten Personen. 
Anforderungs-
management 
Das Anforderungsmanagement ist ein kooperativer, itera-
tiver, inkrementeller Prozess, dessen Ziel es ist zu gewähr-
leisten, dass alle relevanten Anforderungen bekannt und in 
dem erforderlichen Detaillierungsgrad verstanden sind, 
die involvierten Stakeholder eine ausreichende Überein-
stimmung über die bekannten Anforderungen erzielen, 
alle Anforderungen konform zu den Dokumentationsvor-
schriften dokumentiert bzw. konform zu den Spezifika-
tionsvorschriften spezifiziert sind. 
Apriori-
Algorithmus 
Der Apriori-Algorithmus ist ein Verfahren zur Assozia-
tionsanalyse, der häufig gemeinsam auftretende Objekte 
aus einem Datenbestand extrahiert. Ergebnis der Anwen-
dung solcher Algorithmen sind Assoziationsregeln, die 
signifikante Abhängigkeiten zwischen den untersuchten 
Objekten des Datenbestandes beschreiben. 
Assoziations-
analyse 
Die Assoziationsanalyse befasst sich mit der Entdeckung 
von Abhängigkeiten zwischen einzelnen Elementen eines 
Datenbestandes. Meist wird die Warenkorbanalyse als ty-
pisches Beispiel für Assoziationsanalysen herangezogen. 
Bayes‘sches 
Netz 
Bayes’sche Netze bauen auf dem beschriebenen Bayes 
Theorem auf und stellen einen Ansatz zur Repräsentation 
probabilistischer Zusammenhänge mithilfe graphischer 
Modelle dar. 
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Dienstleistung In Abgrenzung zu Sachleistungen (materielle Güter) 
spricht man bei Dienstleistungen von immateriellen  
Gütern. Als typische Merkmale gelten die fehlende  
Lagerbarkeit, die Integration des externen Faktors sowie 
die Gleichzeitigkeit von Produktion und Verbrauch (Uno-
actu-Prinzip). 
Eigenschaft Eigenschaften beschreiben das Verhalten einer Kunden-
lösung und können vom Entwickler nicht direkt beein-
flusst werden. Die vom Kunden artikulierten Anforderun-
gen beziehen sich meist auf die Eigenschaften einer 
Kundenlösung. Beispiele für Eigenschaften sind Sicher-
heit, Ästhetik oder Umwelteigenschaften. 
Ergonomie Ergonomie befasst sich mit dem Verständnis der Wech-
selwirkungen zwischen menschlichen und anderen Ele-
menten eines Systems mit dem Ziel, das Wohlbefinden 
des Menschen und die Leistung des Gesamtsystems zu 
optimieren. 
Fuzzy-Logik Die Fuzzy-Logik ist eine Theorie, die zur Modellierung 
von Unschärfe in umgangssprachlichen Beschreibungen 
entwickelt wurde und das System der booleschen Logik 
auf alle reellen Zahlen im Intervall [0,1] erweitert. 
Fuzzy-
Ontologie 
Fuzzy-Ontologien erweitern herkömmliche Ontologien 
um die Darstellbarkeit menschlicher Unschärfe.  
Fuzzy-Regler Fuzzy-Regler oder Fuzzy-Controller sind auf Fuzzy-Logik 
basierende Gesamtsysteme zur Ableitung logischer 
Schlussfolgerungen, die aus den Teilschritten Fuzzyfizie-
rung, Inferenz und Defuzzyfizierung bestehen. 
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Hybride  
Wertschöp-
fung 
Die hybride Wertschöpfung befasst sich mit der Entwick-
lung und Bereitstellung von Kundenlösungen als an Kun-
denwünsche angepasste Kombinationen aus Sach- und 
Dienstleistungen. 
Knowledge 
Discovery in 
Databases 
Knowledge Discovery in Databases (KDD) ist ein Ansatz 
der Datenanalyse und zielt darauf ab, in umfangreichen  
Datenbeständen implizit vorhandenes Wissen zu entdecken 
und explizit zu machen. 
Künstliche 
Intelligenz 
Die Künstliche Intelligenz (KI) als Informatikdisziplin  
beschäftigt sich mit der Modellierung intelligenter Maschi-
nen und der Nachahmung menschlichen Verhaltens am 
Computer. 
Künstliches 
neuronales 
Netz 
Künstliche neuronale Netze (KNN) stellen Modelle biolo-
gischer neuronaler Netze dar, welche aus einer Ansamm-
lung einzelner Neuronen bestehen, die miteinander vernetzt 
Reizsignale verstärken oder dämpfen. 
Kundenlö-
sung 
Eine Kundenlösung ist eine Kombination aus Sach- und 
Dienstleistungen, die speziell an die Kundenwünsche ange-
passt werden können und welche eng miteinander verbun-
den sind. 
Linguisti-
scher Term 
Die Ausprägungen eines modellierten Konzeptes (linguisi-
tische Variable) werden in der Fuzzy-Logik als linguisti-
sche Terme bezeichnet. 
Linguistische 
Variable 
In der Fuzzy-Logik werden die modellierten Konzepte als 
linguistische Variable bezeichnet. In der Methodik ‚Design 
for Customer‘ werden sie von den Kundeneigenschaften 
und Anbietermerkmalen repräsentiert. 
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Merkmal Merkmale beschreiben die Struktur, Gestalt und Beschaf-
fenheit einer Kundenlösung und können vom Entwickler 
direkt beeinflusst werden. Beispiele für Merkmale sind Ge-
ometrie, Materialien, oder Dimensionen. 
Methode Unter einer Methode wird ein planmäßiges, auf einem Re-
gelsystem beruhendes Vorgehen verstanden, das der Errei-
chung von vordefinierten Zielen und der Unterstützung der 
Denk- und Arbeitsweise der jeweiligen Benutzer dient. 
Ontologie Unter einer Ontologie wird ein Konstrukt verstanden, das 
Wissen über ein bestimmtes Gebiet repräsentiert und den 
Wissensaustausch innerhalb dieses Gebiets ermöglicht. 
Ontology 
Engineering 
Das Ontology Engineering beschäftigt sich mit der struk-
turierten Entwicklung, Wartung und Pflege von Onto-
logien. Es hat das Ziel, Domänenwissen innerhalb einer 
Gruppe strukturiert zu formalisieren, um den Wissensaus-
tausch zwischen Menschen und Informationssystemen zu 
ermöglichen. 
Sachleistung Sachleistungen oder auch Produkte werden in die Elemen-
tarfaktoren Rohstoffe, Produktions-/Betriebsmittel und 
Verbrauchsgüter eingeteilt. Zu Sachleistungen zählen Ma-
terial, gefertigte Vorprodukte und gefertigte Endprodukte. 
Semantische 
Technologien 
Semantische Technologien sind Grundlagentechnologien, 
welche die Bereitstellung von Informationen mitsamt ihrer 
Bedeutung gestatten, so dass eine Verarbeitung durch  
Maschinen ermöglicht wird. Zu diesen gehören neben  
Wissensrepräsentationssprachen für Ontologien auch Me-
thoden und Werkzeuge zu deren Erstellung, Wartung und 
Anwendung. 
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Usability 
Engineering 
Das Usability Engineering ist ein Teilprozess der Entwick-
lung und Gestaltung technischer Systeme und ergänzt  
das klassische Software Engineering um ergonomische  
Aspekte. 
Validierung Bestätigen aufgrund einer Untersuchung und durch Bereit-
stellung eines Nachweises, dass die besonderen Forderun-
gen für einen speziellen beabsichtigten Gebrauch erfüllt 
worden sind.  
Web  
Ontology 
Language 
Die Web Ontology Language (OWL) ist eine Sprache zur 
Wissensrepräsentation, die auf formaler Logik basiert und 
somit den Zugriff auf implizites Wissen ermöglicht.  
Glossar
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Anhang A. 
Methodiken des Ontology Engineering 
Das Ontology Engineering beschäftigt sich mit der strukturierten Entwick-
lung, Wartung und Pflege von Ontologien. Trotz der engen Verwandtschaft 
zur reinen Datenmodellierung geht es wesentlich über diese hinaus. Die  
Informatik definiert das Ontology Engineering als den Zweig des Knowledge 
Engineering, welcher das Ziel hat Domänenwissen innerhalb einer Gruppe 
strukturiert zu formalisieren, um den Wissensaustausch zwischen Menschen 
und Informationssystemen zu ermöglichen (Jarrar & Meersman, 2002,  
S. 1238) (Gomez-Perez, Fernandez-Lopez, & Corcho-Garcia, 2003, S. V). 
Das Knowledge Engineering selbst ist ein Bestandteil des Knowledge Ma-
nagement, das sich dediziert mit der Kontrolle und Verwaltung des im Un-
ternehmen vorhandenen Wissens auseinandersetzt, um eine vereinfachte Er-
reichung der Unternehmensziele zu ermöglichen (van der Spek & Spijkervet, 
2005, S. 25-26). 
Im Folgenden sollen bestehende Ansätze des Ontology Engineering vorge-
stellt und bezüglich ihrer Tauglichkeit für die Modellierung von Kundenei-
genschaften hin untersucht werden. In der Untersuchung wurden sämtliche 
bestehende Ansätze des Ontology Engineering einbezogen. Mehrere Ansätze 
werden im Rahmen der vorliegenden Arbeit jedoch nicht näher beleuchtet, 
da diese keinen Bezug zum vorliegenden Forschungsvorhaben zulassen.  
Diese sind:  
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Methodik Datum Veröffentlichung Begründung der Nichteignung 
Cyc 1990 (Lenat & Guha, 
1990) 
Die sehr rudimentäre Methodik 
beschreibt die Erstellung der Cyc 
Datenbank.  
DOGMA 2002 (Jarrar & 
Meersman, 2002) 
Fokus auf kontinuierlich wach-
senden, verteilten Ontologien auf 
derselben Basis.  
HCOME 2006 (Kotis & Vouros, 
2006) 
Einbindung von Ontologien in 
die operativen Alltagsprozesse 
von Wissensingenieuren. 
KACTUS 1994 (Wielinga, 
Jansweijer, 
Anjewierden, & 
Vam Harmelen, 
1994) 
Weiterverwendung bestehender 
Ontologien, Wissenswiederver-
wendung in verschiedenen kom-
plexen technischen Systemen. 
KBSI 
IDEF5 
1994 (Knowledge Based 
Systems, Inc. 
(KBSI), 1994) 
Methodik benutzt keine standar-
disierte Terminologie und findet 
keine Verwendung. 
ONIONS 1999 (Steve & Gangemi, 
1996) 
Werkzeug zum Ontologie-
Merging  
Ontology 
Dev. 101 
2001 (Noy & 
McGuinness, 2001) 
Techniklastige Guideline zur Er-
stellung von Ontologien für Ein-
steiger 
SENSUS 1997 (Swartout, 
Ramesh, Knight, & 
Russ, 1997) 
Halbautomatische Ableitung von 
Domänen-Ontologien aus einer 
Upper-Ontologie. 
Uschold 
und King 
1995 (Uschold & King, 
1995) 
Basiert auf denselben Annahmen 
wie Grüninger und Fox und ist 
weniger detailliert. 
Tabelle A.1:  Nicht weiter betrachtete Methoden des Ontology Engineering 
CommonKADS 
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Im Weiteren werden die verbleibenden Methoden aus dem Gebiet des Onto-
logy Engineering dargestellt und schließlich einer Bewertung hinsichtlich 
des aktuellen Forschungsvorhabens unterzogen. Untersucht werden die Me-
thoden CommonKADS, DILIGENT, DynamOnt, Grüninger und Fox, ME-
THONTOLOGY, On-To-Knowledge sowie UPON. Tabelle A.2 gibt einen 
Überblick der betrachteten Methoden.  
 
Name Datum Veröffentlichung 
CommonKADS 1992 (Schreiber, Wielinga, de Hoog, Akkermans, 
& Van De Velde, 1994) 
DILIGENT 2005 (Tempich C. , Pinto, Sure, & Staab, 2005) 
DynamOnt 2006 (Gruber, Westenthaler, & Gahleitner, 2006) 
Grüninger  
und Fox 
1995 (Grüninger & Fox, 1995) 
METHONTO-
LOGY 
1997 (Fernandez & Gomez-Perez, 1997) 
On-To-
Knowledge 
2002 (Sure, Staab, & Studer, 2002) 
UPON 2009 (De Nicola, Missikoff, & Navigli, 2009) 
Tabelle A.2:  Untersuchte Methoden des Ontology Engineering 
CommonKADS 
CommonKADS ist die erste Methodik, welche die Abbildung von verteiltem 
Domänenwissen als Modellierungsaktivität begreift. Als Metamethodik lie-
fert CommonKADS keinen bestimmten Prozess, sondern stellt wiederver-
wendbare Metamodelle für spezifische Anwendungsfälle bereit. 
Die Methodik CommonKADS (Schreiber, Wielinga, de Hoog, Akkermans, 
& Van De Velde, 1994) fußt auf einem zyklischen Prozess, dessen Prozess-
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schritte innerhalb eines Zyklus beliebig oft wiederholt werden können. Der 
Gesamtprozess gliedert sich dabei in zwei Unterprozesse, zum einen in die 
eigentliche Entwicklung der Modelle und zum anderen in begleitende Pro-
jektmanagementaktivitäten. Der Entwicklungsprozess geht dabei in einer 
zyklischen, risikogetriebenen Art ähnlich zu Böhms Spiralmodell vor 
(Schreiber, Wielinga, de Hoog, Akkermans, & Van De Velde, 1994, S. 28). 
Die Autoren betonen, dass CommonKADS keinen bestimmten Prozess be-
schreibt, sondern stattdessen Metamodelle für spezifische Modellierungstä-
tigkeiten bereitstellt (Schreiber, Wielinga, de Hoog, Akkermans, & Van De 
Velde, 1994, S. 33). Um die organisatorische Umwelt eines wissensbasierten 
Systems zu beschreiben, stehen vier Modelle (Organisationsmodell, Aufga-
benmodell, Agentenmodell und Kommunikationsmodell) zur Verfügung. 
Daneben bietet ein viergeteiltes Modell die Möglichkeit, Wissen in generi-
scher Form abbilden zu können. Dieses gliedert sich in statisches Wissen, 
Inferenzwissen, Aufgabenwissen und strategisches Wissen (Dahlem & Hahn, 
2009).  
Fazit: CommonKADS ist eine Metamethodik zur Erstellung wissensbasier-
ter Systeme. Die Methode ist gut dokumentiert und bietet viele wiederver-
wendbare Methoden (Gruber, Westenthaler, & Gahleitner, 2006, S. 256), die 
in den weiteren im Rahmen dieses Kapitels vorgestellten Methodiken Ver-
wendung finden. Als nachteilig sind das Fehlen einer formalen Tiefe sowie 
die ungenügende Unterstützung des Erfassungs- und Modellierungsprozesses 
zu nennen. 
Grüninger und Fox 
Die Methodik von Grüninger und Fox liefert ein Grundgerüst zur Erstellung 
und Weiterentwicklung von Ontologien mit dem Ziel der Abbildung eines 
Unternehmens sowie dessen Prozessen. In der Methodik werden informelle 
Beschreibungen in prädikatenlogische Ausdrücke umgewandelt. 
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Basierend auf den Ergebnissen des Forschungsprojektes TOVE (Toronto 
Virtual Enterprise) wurde von Grüninger und Fox eine Methodik zur Erstel-
lung und Bewertung von Ontologien veröffentlicht (Grüninger & Fox, 1995). 
Die Methodik wurde im Rahmen des Projektes zur Erstellung der TOVE  
Ontologien verwendet, welche das Fundament einer Designumgebung zur  
Erstellung von Unternehmensmodellen bilden (Gomez-Perez, Fernandez-
Lopez, & Corcho-Garcia, 2003, S. 119). Das Modell nach Grüninger und 
Fox baut als erstes Modell auf so genannten Kompetenzfragen (Competency 
Questions) auf, welche die Anforderungen an die Ontologie darstellen und 
die finale Ontologie beantworten können muss. Die Autoren betonen, dass 
solch ein Vorgehen eine präzisere Beurteilung verschiedener Ontologie-
entwürfe erlaubt (Grüninger & Fox, 1995, S. 6.10). Die Formalisierung der  
Ontologie erfolgt unter Zuhilfenahme der Prädikatenlogik erster Ordnung. 
Der vorgeschlagene Prozess gliedert sich wie auch Abbildung A.1 entnehm-
bar in sechs Prozessschritte.  
 
 
Abbildung A.1: Vorgehensmodell nach Grüninger und Fox 
Der erste Schritt liefert Szenarien, welche die Erstellung der Ontologie moti-
vieren, in Form von Problemstellungen und Beispielen. In einem zweiten 
Schritt werden informelle Kompetenzfragen aus den entstandenen Szenarien 
gewonnen. Diese können als Anforderungen an die Ontologie verstanden 
werden. Aus den Kompetenzfragen wird in einem dritten Schritt die für die 
Motivierende 
Szenarien
Informelle 
Kompetenzfragen 
(Competency 
Questions)
Prädikatenlogik erster 
Ordnung: 
Terminologie
Vollständigkeits-
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Erstellung der Ontologie benötigte Terminologie (Konzepte und Rollen) ex-
trahiert und in Prädikatenlogik formalisiert. Basierend auf den informellen 
Kompetenzfragen und der im vorherigen Schritt gewonnenen Terminologie 
dient der vierte Schritt zur Generierung formeller Kompetenzfragen. Die im 
fünften Schritt entstehenden Axiome definieren die Terminologie der Onto-
logie sowie Randbedingungen (Constraints) ihrer Nutzung. Sie werden eben-
falls in prädikatenlogischen Ausdrücken formuliert. Die Vollständigkeit der 
Ontologie wird im sechsten Schritt auf Basis der formalen Kompetenzfragen 
auf Vollständigkeit hin überprüft.  
Fazit: Grüninger und Fox schlagen eine äußerst formale Methodik vor, wel-
che sich der Robustheit der klassischen Logik bedient. Die Methodik hat ei-
ne klare Struktur, versäumt es jedoch, eine Beschreibung in ausreichender 
Detailtiefe zu liefern (Dahlem & Hahn, 2009, S. 4). Eine Beschreibung, in 
welcher Form das Domänenwissen erfasst und strukturiert werden kann wird 
ebenso wenig geliefert wie die Darstellung unterstützender Aktivitäten. 
METHONTOLOGY 
Die von Fernandez und Gomez-Perez entwickelte Methodik METHONTO-
LOGY ermöglicht die Entwicklung von Ontologien auf Wissensebene.  
METHONTOLOGY (Fernandez & Gomez-Perez, 1997) proklamiert einen 
Entwicklungszyklus für Ontologien auf Basis sich kontinuierlich weiterent-
wickelnder Prototypen (Evolving prototypes) (Gomez-Perez, Fernandez-
Lopez, & Corcho-Garcia, 2003, S. 126). Jeder Zyklus beginnt mit einem 
Projektplan (Schedule). Die Methodik folgt für jeden Prototypen einem  
Lebenszyklus, der sechs Schritte umfasst. Innerhalb des Prozessschrittes der 
Spezifikation werden die Nutzungsabsicht, Endbenutzer, Formalitätsgrad und 
Gültigkeitsbereich der Ontologie definiert. Für die Wissensakquise werden 
Kreativitätstechniken wie Brainstorming, Expertengespräche, Textanalysen 
und Evaluationen ähnlicher Ontologien empfohlen. Innerhalb des zweiten 
Prozessschrittes der Konzeptualisierung wird aus dem gesammelten Wissen 
ein konzeptuelles Modell erstellt. Dieses konzeptuelle Modell besteht aus 
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mehreren Tabellen und Graphen, die als so genannte IRs (Intermediate Re-
presentation) gespeichert werden. Der Fokus der Methodik liegt innerhalb 
dieses Schrittes. Im dritten Schritt der Formalisierung wird das konzeptuelle 
Modell in ein formales Modell umgewandelt und im vierten Schritt der In-
tegration auf Schnittmengen mit bestehenden Ontologien hin überprüft. Die 
rechnergestützte Implementierung stellt den fünften Schritt dar, in der das 
formale Modell in eine rechnerverarbeitbare Sprache transferiert wird. Als 
Beispiel nennen die Autoren Sprachen wie Ontolingua oder LOOM (Gomez-
Perez, Fernandez-Lopez, & Corcho-Garcia, 2003, S. 131). Die sechste Phase 
befasst sich mit der kontinuierlichen Wartung der Ontologie.  
 
 
Abbildung A.2:  Entwicklungsprozess und Lebenszyklusmodell von METHONTOLOGY 
in Anlehnung an (Gomez-Perez, Fernandez-Lopez, & Corcho-Garcia, 
2003, S. 127) 
Parallel zu den Entwicklungsaktivitäten werden unterstützende Maßnahmen 
zur kontinuierlichen Qualitäts-, und Projektkontrolle gefordert. Die Metho-
dik basiert auf dem IEEE Standard für Softwareentwicklungsprozesse (IEEE, 
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1996) und wird von der FIPA für die Entwicklung von Ontologien empfoh-
len (Gomez-Perez, Fernandez-Lopez, & Corcho-Garcia, 2003, S. 125).  
Fazit: Der Lebenszyklus von METHONTOLOGY basiert auf kontinuierlich 
wachsenden Prototypen und Techniken zur Unterstützung der einzelnen 
Entwicklungsphasen. Die eigentliche Entwicklung wird genauso betrachtet 
wie Aktivitäten des Projektmanagements. Insbesondere die klare Struktur 
sowie die detaillierte Beschreibung der Konzeptualisierung sind hervorzu-
heben. Die Wissenserfassung als unterstützende Maßnahme wird kontinuier-
lich durchgeführt, was zu kontinuierlichen Änderungen der Anforderungen 
führen kann.  
On-To-Knowledge 
On-To-Knowledge zielt darauf ab, ontologiebasierte Anwendungen des Wis-
sensmanagements in Unternehmen einzuführen und zu pflegen. Die Methodik 
wurde im Rahmen eines gleichnamigen EU-Forschungsprojektes entwickelt 
und hat eine starke Betonung auf Projektmanagementaktivitäten im Bereich 
der Ontology Enginering.  
Die Methodik On-To-Knowledge (OTK) (Sure, Staab, & Studer, 2002) glie-
dert sich in zwei Hauptprozesse, welche unterschiedliche Anwendungsszena-
rien beleuchten. Der erste Hauptprozess (Knowledge Meta Process) hat die 
Einführung und Pflege neuer Anwendungen des Wissensmanagement (WM) 
im Fokus, während sich der zweite Hauptprozess (Knowledge Process) mit 
der Handhabung bereits bestehender WM Anwendungen befasst. Im Rahmen 
dieser Arbeit wird lediglich auf den ersten Hauptprozess eingegangen. Die-
ser untergliedert sich weiter in fünf Prozessschritte, welche weitere Schritte 
beinhalten. Jeder Prozessschritt enthält Informationen über dessen Inhalte 
und involvierte Personengruppen. Zusätzlich werden die im Rahmen des 
Prozessschrittes zu erreichende Resultate sowie zu treffende Entscheidun-
gen/ Meilensteine beleuchtet. 
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Der erste Prozessschritt Feasibility Study befasst sich mit der Definition des 
Schwerpunktes der zu erstellenden WM Anwendung sowie der Auswahl der 
betroffenen Personen. Im zweiten Prozessschritt Kickoff werden die Anfor-
derungen an die Ontologie aufgenommen und semiformal in Form von 
MindMaps gespeichert. Das Refinement schließt sich an die Kickoff Phase 
an und beinhaltet die Formalisierung der aufgenommenen Konzepte sowie 
die Erstellung einer prototypischen Ontologie. Diese wird im vierten Schritt, 
der Evaluation, auf technologische, benutzerspezifische und ontologische 
Gesichtspunkte hin überprüft. Im letzten Prozessschritt Application & Evolu-
tion folgt die Übergabe der Anwendung an die Nutzer sowie deren kontinu-
ierliche Überarbeitung.  
 
 
Abbildung A.3:  Der On-To-Knowledge Wissens-Metaprozess 
(Sure, Staab, & Studer, 2002, S. 20) 
Fazit: Die Methodik besitzt eine klare Struktur und einen wohldefinierten 
Lebenszyklus (Dahlem & Hahn, 2009, S. 7). Zur Unterstützung der Nutzer 
werden formale Aspekte des Ontology Engineering durch grafische Reprä-
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sentationsformen wie MindMaps versteckt. Die Stärke der Methodik liegt in 
ihrer Betonung auf professionellen Projektmanagementaktivitäten. Details 
zur Wissenserfassung und Konzeptualisierung werden in weiteren Metho-
diken wie METHONTOLOGY oder UPON jedoch weitaus tiefgreifender 
behandelt.  
DILIGENT 
Im Gegensatz zu anderen Methodiken fokussiert DILIGENT die nutzer-
zentrierte kontinuierliche (Weiter-)Entwicklung von Ontologien. DILIGENT 
beschreibt die Ontologieentwicklung als Prozess, der Wissen als bewegliches 
Ziel betrachtet und einer verteilten Gruppe von Nutzern die Möglichkeit gibt, 
dieses Wissen über Argumentation formal zu extrahieren. 
Die Methodik DILIGENT (Tempich C. , Pinto, Sure, & Staab, 2005) ent-
stand im Rahmen des EU Forschungsprojektes SEKT, innerhalb dessen  
semantische Technologien für das Next Generation Knowledge Management 
entwickelt und instrumentalisiert wurden. Der Methodik liegt die Problem-
stellung zugrunde, Wissensrepräsentationen für verteilte Nutzergruppen be-
reitzustellen. Aufgrund der starken Ausrichtung auf den Nutzer findet inner-
halb der Methodik eine Trennung in mehrere beteiligte Akteure (Ontology 
User, Domain Expert, Knowledge Engineers, Ontology Engineers, Control 
Board Editors) statt.  
Der Prozess gliedert sich in die fünf Prozessschritte Build, Local Adaption, 
Analysis, Revise und Local Update (Vrandecic, Pinto, Tempich, & Sure, 
2005, S. 87). Innerhalb des Build-Schrittes wird von den Gruppen Ontology 
User, Domain Expert, Knowledge Engineers, Ontology Engineers eine initia-
le Ontologie erstellt. Im Vergleich zu anderen Methodiken wird nicht vo-
rausgesetzt, dass diese bereits im ersten Schritt vollständig definiert wird. Im 
zweiten Schritt finden durch die Nutzer aufgrund deren spezieller Bedürfnis-
se lokale Anpassungen (Local Adaptions) statt. Das Control Board analysiert 
innerhalb des folgenden Analysis-Prozessschrittes die lokalen Ontologien mit 
dem Ziel, Gemeinsamkeiten innerhalb der lokalen Ontologien aufzuspüren. 
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Selbiges gilt bei auftretenden Change Requests der verschiedenen Benutzer-
gruppen. Im Prozessschritt Revise wird die gemeinsame Ontologie so ange-
passt, dass ein geringerer Grad lokaler Anpassung vonnöten ist. Nach der 
Anpassung der zentralen Ontologie ist durch die lokalen Nutzer ein Local 
Update durchzuführen.  
Hervorzuheben ist die Methode, mithilfe derer die Konzepte und Rollen der 
gemeinsamen DILIGENT Ontologie extrahiert werden. Eine auf der IBIS 
Methodik (Buckingham Shum, Motta, & Domingue, 2002) basierende Vor-
gehensweise erlaubt es, Diskussionen zwischen den verteilten beteiligten 
Nutzergruppen formal abzubilden. Eine Eingrenzung der Argumente auf die 
Typen Elaboration, Evaluation, Justification, Contrast, Alternative, Example 
sowie Counter Example erlaubt dabei eine zielführendere Kommunikation 
(Tempich C. , Pinto, Sure, & Staab, 2005, S. 245). Dies begründet sich in der 
vorhergegangenen Erkenntnis, dass eine Eingrenzung der Flexibilität einer 
Diskussion zu schnelleren Ergebnissen führt (Pinto, Tempich, Staab, & Sure, 
2004, S. 397) (Tempich, Pinto, & Sure, Evaluating DILIGENT Ontology 
Engineering in a Legal Case Study, 2005, S. 336). 
 
 
Abbildung A.4:  Rollen und Funktionen in DILIGENT 
(Tempich C. , Pinto, Sure, & Staab, 2005) 
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Fazit: DILIGENT hebt sich von anderen Methodiken durch die Fokussie-
rung von Nutzern und Domänenexperten anstelle von Wissens- und Soft-
warearchitekten ab. Während unterstützende Aktivitäten des Projektmana-
gements nicht betrachtet werden, wird besonderer Wert auf die Extraktion 
von Konsenswissen und kollaborative Prozesse gelegt. Daneben favorisiert 
der Ansatz die kontinuierliche Entwicklung von Domänenwissen anstelle 
direkt eine möglichst optimale Lösung zu fordern. 
DynamOnt 
DynamOnt zielt darauf ab, Domänenexperten bei der Erstellung formaler 
Wissensmodelle zu unterstützen. Statt ein Prozessmodell zur Verfügung zu 
stellen, können in DynamOnt auf Basis eines Klassifikationsmodells (3D 
Matrix) Fragen abgeleitet werden, die zu einer zielführenderen Ontologieer-
stellung führen.  
DynamOnt ist eine im Rahmen des gleichnamigen österreichischen For-
schungsprojektes entstandene Methodik (Gruber, Westenthaler, & 
Gahleitner, 2006) zur schnellen Erstellung prototypischer Ontologien. 
Hauptziel ist es, Domänenexperten - welche keine IT-Spezialisten oder Onto-
logieexperten sind - ein Werkzeug zur schnellen Kategorisierung und Seg-
mentierung beliebiger Wissensräume zur Hand zu geben. Dies erfolgt über 
ein mehrdimensionales Modell (3D Modell), das Ontologien anhand dreier 
Klassifizierungskriterien klassifiziert. Die Ausdrucksstärke als erstes Klassi-
fizierungskriterium kann von einer einfachen Begriffsliste bis hin zu Onto-
logien mit ausdrucksstarken Randbedingungen reichen. Abhängig davon ist 
eine geeignete Repräsentationssprache zu wählen. Die Frage nach der Ziel-
gruppe der Ontologie führt zum zweiten Klassifizierungskriterium (Akzep-
tanz), welches Aufschluss über die Akzeptanz der zu erstellenden Ontologie 
gibt. Die dritte Dimension gibt den Anwendungsbereich des Modells wieder, 
angefangen von spezifischen Erweiterungen bestehender Modelle bis hin zu 
Top-Level Ontologien. Das Kriterium gibt hierbei Aufschluss über die Gra-
nularität der zu verwendenden Konzepte und Rollen. 
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Fazit: DynamOnt ist weniger eine Methodik im eigentlichen Sinn, welche 
einen Prozessmodell der Ontologieerstellung enthält. Daneben fehlt es der 
Beschreibung der Methodik an Detailtiefe und formaler Unterstützung 
(Dahlem & Hahn, 2009, S. 4). Stattdessen enthält DynamOnt mit dem 3D 
Modell ein Werkzeug zur schnellen Klassifizierung eines Wissensraums, das 
im Rahmen der Ontologieerstellung dafür geeignet ist, einen schnellen ersten 
Überblick über die Problemstellung zu erhalten.  
UPON 
UPON ist eine anwendungsfallgetriebene, iterative und inkrementelle Me-
thodik zur Erstellung großer Ontologien. Die Methodik basiert auf dem weit-
verbreiteten Unified Process (UP) aus dem Software Engineering, sowie auf 
der Unified Modeling Language (UML) zum Ontologieentwurf.  
Die Methodik UPON (De Nicola, Missikoff, & Navigli, 2009) entstand im 
Rahmen des von der Europäischen Union geförderten Athena Projektes, in-
nerhalb dessen die Methodik erstmalig validiert wurde. Ausgangspunkt der 
Entwicklung von UPON war die Erkenntnis, dass sich keine Methodik des 
Ontology Engineering als Referenzmethodik etablieren konnte. UPON be-
gegnet diesem Umstand, indem es auf bewährten und weitverbreiteten Pro-
zessen und Technologien aufsetzt. Somit sollen Eintrittsbarrieren verhindert 
sowie die Lernkurve der beteiligten Personen verkürzt werden. Der Unified 
Process (Jacobson, M., Jonson, & Övergaard, 1992) bildet das Rahmenwerk 
der Methodik, während UML den Entwurf sowie die Konzeption der Onto-
logie unterstützt. Die Nützlichkeit der UML als Werkzeug des Ontologie-
entwurfs wird in (Guizzardi, Herre, & Wagner, 2002) erläutert. 
Analog zum UP werden in UPON Zyklen, Phasen, Iterationen und Work-
flows verwendet. Jeder Zyklus besteht aus vier Phasen (Inception, Elaborati-
on, Construction und Transition) und führt zur Freigabe einer neuen Ontolo-
gieversion. Jede Phase wird weiter untergliedert in Iterationen. Innerhalb 
jeder Iteration laufen wiederum fünf Workflows (Requirements, Analysis, 
Design, Implementation und Test) ab. Frühe Zyklen fokussieren dabei haupt-
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sächlich den Requirements Workflow und die Inception Phase, während späte 
Zyklen ihr Augenmerk auf die Workflows Implementation und Test sowie 
auf die Transition Phase richten. Workflows und Phasen können demzufolge 
als orthogonal zueinander laufend betrachtet werden, da der Beitrag eines 
Workflows von der Iteration einer Phase abhängig ist (De Nicola, Missikoff, 
& Navigli, 2009, S. 259).  
Die Workflows in UPON beschreiben einzelne Arbeitsschritte, die sukzessive 
abzuarbeiten sind und am Ende jedes Workflows zu einem oder mehreren 
Ergebnissen führen. Ziel des Requirementsworkflows ist es, Anforderungen 
wie den Geschäftsnutzen und den Anwendungsbereich zu definieren. Der 
Requirementsworkflow untergliedert sich in sechs Unterschritte, die eine 
Menge von Ergebnisdokumenten liefern. Diese beinhalten die Kompetenz-
fragen, Anwendungsmodelle sowie ein Applikationslexikon. Der Analysis-
workflow beinhaltet die konzeptuelle Analyse der zuvor identifizierten An-
forderungen. In vier Unterschritten wird ein Domänenlexikon erstellt und 
mit dem Applikationslexion zu einem Referenzglossar erweitert. Ziel des 
Designworkflows ist es, zu den im Referenzglossar enthaltenen Einträgen 
eine semantische Struktur zu erstellen. Dazu wird die linguistische Dimensi-
on verlassen und in die konzeptuelle Dimension eingestiegen (De Nicola, 
Missikoff, & Navigli, 2009, S. 266). Im vierten Schritt, dem Implementation 
Workflow, wird die Ontologie in einer maschinenlesbaren formalen Sprache 
implementiert. Der finale Test Workflow dient schlussendlich dazu, die se-
mantische und pragmatische Qualität der Ontologie zu verifizieren. Eine aus-
führlichere Darstellung des hier nur kurz umrissenen Sachverhaltes findet 
sich in (De Nicola, Missikoff, & Navigli, 2009). 
Fazit: UPON bedient sich als einzige Methodik des Ontology Engineering 
bereits bestehender und akzeptierter Prozesse und Technologien. Insbeson-
dere durch die Verwendung von UML können lange Einarbeitungszeiten in 
unbekannte Technologien und Methoden unterbunden werden. Zur Doku-
mentation und Versionierung werden UML Softwarewerkzeuge wie Micro-
soft Visio und Rational Rose, die leicht verfügbar sind, vorgeschlagen. Nach 
Aussage der Autoren liegt insbesondere hier der Vorteil zu METHONTO-
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LOGY, das grob dieselben Entwicklungsprozesse proklamiert (De Nicola, 
Missikoff, & Navigli, 2009, S. 273). Der Prozess wird in einer hohen Detail-
tiefe beschrieben, beinhaltet jedoch keine Aussagen zu unterstützenden  
Aktivitäten des Projektmanagements. Einziger Schwachpunkt liegt in der 
relativ komplexen Methodik, die oftmals auch dem Unified Process zuge-
sprochen wird. 
Vergleich bestehender Ansätze des 
Ontology Engineering 
Die im Laufe dieses Kapitels dargestellten Methodiken werden im Folgen-
den einer komparativen Beurteilung unterzogen. Ein zur Bewertung mehre-
rer Methodiken des Ontology Engineering geeignetes Rahmenwerk auf Basis 
des IEEE 1074-1995 Standards für Lebenszyklen der Softwareentwicklung 
(IEEE, 1996) stellen Fernández und Gómez-Pérez (Fernandez & Gomez-
Perez, 1997, S. 109 ff.) vor. Das Framework wurde darauffolgend von De 
Nicola et al. (De Nicola, Missikoff, & Navigli, 2009, S. 272 ff.) weiterver-
wendet. Im Rahmen dieser Arbeit wird ein auf diesen Arbeiten beruhendes 
Rahmenwerk aufgebaut. 
Das auf den Kontext von Ontologien angepasste Rahmenwerk unterscheidet 
drei Hauptkategorien für Prozesse. 
 Prozesse des Ontologiemanagements: Beinhalten diejenigen Tätigkeiten, 
welche die Erstellung eines Projektrahmenwerks für den gesamten Ontolo-
gielebenszyklus betreffen. 
 Prozesse der Ontologieentwicklung: Die Aktivitäten lassen sich weiter in 
Tätigkeiten vor der eigentlichen Entwicklung, die tatsächliche Entwick-
lung betreffend und schließlich in der Entwicklung nachgelagerte Tätigkei-
ten untergliedern.  
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 Integrale Prozesse: Beinhalten eine Reihe von Aktivitäten, die zeitgleich 
zu den entwicklungsorientierten Tätigkeiten ablaufen, ohne die die Onto-
logieentwicklung jedoch nicht stattfinden könnte.  
Tabelle A.3 zeigt die Ergebnisse der auf dem IEEE 1074-1995 Standard ba-
sierende Vergleichsanalyse auf. Analog zu De Nicola et al. (De Nicola, 
Missikoff, & Navigli, 2009, S. 272 ff.) erfolgt eine Bewertung in durch die 
Methodik vollständig unterstützte Kriterien (), nicht unterstützte Kriterien  
( ) und teilweise unterstütze Kriterien (). Eine teilweise Unterstützung liegt 
dann vor, wenn das Kriterium in der Methodik zwar erwähnt, aber nur unge-
nügend erläutert wird oder die Praxistauglichkeit nur bedingt möglich ist. 
Aus der Übersicht wird deutlich, dass keine bestehende Methodik die gefor-
derten Kriterien zur Gänze erfüllt. Stattdessen setzen die Methodiken unter-
schiedliche Schwerpunkte. Während On-To-Knowledge seinen Fokus auf 
die begleitenden Prozesse des Projektmanagements legt, unterstützt DILI-
GENT mit seiner Argumentationsmethodik primär die Wissensakquise und 
Anforderungserhebung in verteilten Gruppen. Das Klassifikationsmodell von 
DynamOnt ermöglicht insbesondere detaillierte Untersuchungen im Rahmen 
der Vor-Entwicklung und lässt andere Gesichtspunkte außer Acht. Bei den 
allgemeinen Methodiken zeichnen sich insbesondere METHONTOLOGY 
und UPON durch eine breite Abdeckung der geforderten Kriterien aus. UP-
ON besitzt hierbei den Vorteil, auf bestehenden und weitverbreiteten Metho-
den und Technologien aufzubauen, um Eintrittsbarrieren zu verhindern.  
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Kontrolle 
 
       
Qualitätsmanagement         
Ontologie-
entwicklungs-
orientierte 
Prozesse 
Vor-Entwicklung Umweltstudie        
 Machbarkeitsstudie        
Entwicklung Anforderungen        
 Design        
 Implementierung        
Nach-Entwicklung Installation        
 Betrieb        
 Support        
 Wartung        
 Stilllegung        
Integrale  
Prozesse 
Wissenserfassung         
Evaluation         
Konfigurationsmgmt.         
Dokumentation         
Training         
Tabelle A.3:  Vergleichsanalyse von Methoden des Ontology Engineering auf Basis  
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