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ABSTRACT 
 
 For signal integrity reasons, the magnitude of the parasitics generated by electrostatic 
discharge (ESD) protection devices has become budgeted.  Such budgets restrict the protection 
level and implementation options of the ESD protection circuit designer.  In this work, the ESD 
protection on high-speed serial I/O link performance is investigated.  Simulations are used to 
determine the effect of the parasitic ESD capacitance on the equalization required to maintain a 
specific bit error rate (BER).  Then, the simulation results are converted into power estimates to 
demonstrate the power versus reliability trade-off.  Essentially, rather than approaching the effect 
of ESD protection circuits as harmful, this work approaches the effect of ESD protection circuits 
as an engineering optimization problem which requires co-design between the printed circuit 
board (PCB) designer, transmitter and receiver circuit designer, and ESD protection circuit 
designer. 
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CHAPTER 1 
 
BACKGROUND 
 
1.1  Motivation 
In today’s media rich environment, the amount of data being transmitted within modern 
electronic products have been increasing at a steady rate, increasing the throughput required in 
chip-to-chip backplane communication links.  Due to limitations on board real estate and the 
number of package pins, the number of transmission lines between board components has been 
prevented from growing to meet the increased throughput demand.  Therefore, to increase the 
data throughput, the data rate on the transmission lines has been increased.  As the data rate has 
increased, requirements on the signal integrity have been imposed on the link to insure the 
reliable transmission of the data.  In high-speed I/O links, the bandwidth at the output of the 
transmitter or the input of the receiver may limit the performance of the link.  The parasitic 
elements at the interface to the transmission line deteriorate the termination match at high 
frequencies, placing an upper bound on the bandwidth.  In particular, the frequency response 
may be sensitive to the parasitic capacitance or series resistance associated with electrostatic 
discharge (ESD) protection circuits.  If the frequency response is highly sensitive to the parasitic 
capacitance or series resistance, then a strict limit, or budget, on the ESD devices may be 
imposed.  Since the level of ESD protection provided by an ESD device is correlated to its size 
and thus to its parasitic capacitance or series resistance, there is a trade-off between signal 
integrity and reliability. 
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1.2  Serial I/O Links 
A simplified block diagram of a standard high-speed serial I/O link can be seen in Figure 1.1; 
the link is composed of components located on two chips, chip A and chip B, and on the printed 
circuit board (PCB) on which the transmission line which connects the chips is located.  Chip A 
and chip B may be physically connected to the board through the use of solder, through-hole 
mounting, or a socket.  In many instances, chip A and chip B may be on separate PCBs, using 
connectors to complete the physical connection to the motherboard.  However the chips are 
physically connected, a transmission line is used to electrically connect chip A to chip B.  In this 
simplified block diagram, the serial I/O link is not bi-directional, in that data is only sent in this 
link from chip A to chip B.  As such, chip A has the transmitter and chip B has the receiver.  The 
transmitter is composed of circuits which are specifically designed to convert a data stream into 
electrical signals which are sent over the PCB transmission line to the receiver of chip B.  The 
receiver is composed of circuits which are specifically designed to convert the received electrical 
signals into a reconstructed data stream. 
 
Transmitter
Transmission
Line
Receiverd
Chip A Chip B
Printed Circuit Board
(PCB)
Serial
Data
In
Serial
Data
Out
 
Figure 1.1: High-speed serial I/O link block diagram. 
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Ideally, the data stream generated at the receiver matches the data stream at the transmitter, 
but the physical limitations discussed in this chapter may corrupt the process.  Corruption of data 
in serial I/O links is measured in terms of bit error rate (BER), which is defined as the rate at 
which incorrect data bits appear in the reconstructed data stream generated by the receiver.  For 
example, a BER of 10
-12
 signifies that one bit out of every trillion data bits is corrupt.  While the 
BER requirement of a link varies from standard to standard, this work defines highly reliable 
serial links as links with BER targets under 10
-15
.  For a 5 Gbps link, a BER of 10
-15
 results in an 
average of one bit error every two or three days.  In this work, 10
-15
 will be the maximum BER 
requirement for all of the investigated links. 
 
1.3  NRZ Signal Power Spectral Density 
In serial I/O links, the simplest, and most common signaling scheme is non-return-to-zero 
(NRZ) format.  NRZ is the classical digital representation of signals; bits are represented with 
one of two discrete levels and transitions between levels only occur between symbols (bits).  An 
example of NRZ signaling is shown in Figure 1.2 [1].  All data transmission in this work is done 
with NRZ signaling. 
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Figure 1.2: NRZ signaling [1]. 
 
For random NRZ data, the power spectral density is a sinc function with nulls at integer 
multiples of the data rate.  An example power spectral density for a pseudorandom bit sequence 
(PRBS) is shown in Figure 1.3 [1].  The results show that the signal is wideband and that a 
significant percentage of the energy is located at low frequencies. 
 
 
Figure 1.3: NRZ power spectral density for a 1 Gbps, 2
4
-1 PRBS sequence [1]. 
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1.4  Transmission Lines 
Chip-to-chip communication over a backplane utilizes a transmission line (or lines) 
composed of a trace which is electromagnetically coupled to a return path.  The two most 
common PCB backplane trace geometries are stripline and microstrip.  Stripline, whose 
geometry can be seen in Figure 1.4, is a copper trace located between two copper reference 
planes which constitute the return path.  Microstrip, whose geometry can be seen in Figure 1.5, is 
a copper trace on an exterior PCB layer that is coupled to a single copper reference plane which 
constitutes the return path.  Basic PCBs use FR-4, a dielectric, to separate the trace from the 
reference plane(s).  Advanced dielectrics can be used to reduce high frequency loss.  Since the 
microstrip trace is located on an exterior PCB layer, the trace and adjacent dielectric are covered 
with a protective solder mask layer. 
 
Trace
Reference Planes
 
Figure 1.4: Stripline cross section. 
 
Soldermask
TraceDielectric
Reference Plane
 
Figure 1.5: Microstrip cross section. 
 
Since the stripline has a return path above and below the trace, the signal travels in the TEM 
(transverse electromagnetic) mode.  As such, we can generate a distributed model of the 
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transmission line with the circuit model in Figure 1.6.  The transmission line parameters for the 
circuit model can be found in Table 1.1. 
 
LR
CG
`
 
Figure 1.6: Transmission line circuit model. 
 
Table 1.1: Transmission Line Parameter Descriptions 
Parameter Description 
R Resistance Per Unit Length 
L Inductance Per Unit Length 
G Conductance Per Unit Length 
C Capacitance Per Unit Length 
 
The distributed model is used to generate the well-known telegrapher’s equations in the 
frequency domain.  The telegrapher’s equations define the voltage and current waves at a 
location z along the line. 
 
        
  
                     (1.1) 
 
        
  
                    (1.2) 
From Equations (1.1) and (1.2), we generate several expressions which describe the response 
of the channel in the frequency domain.  The characteristic impedance Zo of the channel is the 
ratio of the forward propagating voltage wave to the forward propagating current wave. 
      
       
       
 (1.3) 
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When a propagating wave encounters a discontinuity or load, a reflected wave is generated 
with a magnitude scaled by the reflection coefficient 
     
     
     
 , (1.4) 
where ZL is the impedance of the discontinuity or load. 
For a serial IO, the impedances at the ends of the transmission line are those of the receiver 
and transmitter in a uni-directional link.  In a bi-directional link, a transmitter and receiver are 
located at both ends of the transmission line.  An increase in the magnitude of the reflection 
coefficient corresponds to an increase in the power reflected by the discontinuity or load.  The 
propagation coefficient γ of the channel describes the wave propagation and attenuation. 
                      (1.5) 
        (1.6) 
For a lossy channel (R ≠ 0 or G ≠ 0), γ has a real component α, known as the attenuation 
coefficient, and an imaginary component β, known as the phase coefficient, as seen in (1.6).  The 
term α describes the attenuation (in nepers per unit length) and β describes the phase change (in 
radians per unit length).  In a lossless channel (R = 0 and G = 0), α = 0 and β is a linear function 
of the angular frequency, ω.  Therefore, the phase velocity (1.7) is constant in a lossless channel 
and frequency dependent in a lossy channel. 
     
 
 
 (1.7) 
As opposed to in the stripline geometry, in the microstrip geometry, the electromagnetic 
fields are not confined within the dielectric layer between the signal trace and the reference plane 
[2].  The field configuration therefore allows non-TEM propagation at significantly lower 
frequencies when compared to the stripline geometry.  This non-TEM propagation produces a 
frequency dependent phase shift which is referred to as microstrip dispersion. 
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At the frequencies which contain the vast majority of the signal power, which will hereafter 
be referred to as the frequencies of interest, three physical phenomena impact the channel 
response for both stripline and microstrip transmission lines at high frequencies: the skin effect, 
the proximity effect, and the dielectric loss [2]. 
The skin effect alters the current distribution within a conductor at high frequencies.  As the 
frequency of the current increases, the current is confined to a decreasing depth δ below the 
surface of the conductor. 
      
 
     
 (1.8) 
The decrease in the cross section of the current flow effectively increases the resistance per unit 
length at higher frequencies. 
The change in current distribution also generates an inductive component whose impedance 
equals the increase in resistance [2].  The proximity effect also alters the current distribution 
within the conductors [2].  As alternating current flows in the conductors, a changing magnetic 
field is generated around the conductors as a result of Ampere’s law.  When the magnetic field of 
the trace interacts with the return path, the current of the return path is attracted toward the trace.  
Similarly, the current of the trace is attracted toward the return path.  This change in current 
distribution results in an additional resistance per unit length which increases as the frequency 
increases. 
Dielectric loss is the dissipation of signal power due to conduction current through the 
dielectric at high frequencies [2].  The dielectric loss is modeled as a shunt conductance which 
increases with frequency. 
In high-speed I/O traces, the skin effect, the proximity effect, and dielectric loss change the 
attenuation coefficient α and vary the phase coefficient β.  As a result of these phenomena, the 
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attenuation coefficient becomes frequency dependent and increases as the frequency increases.   
For frequencies above 10 MHz, α increases proportionally to the square root of the frequency 
due to the skin effect [2].  Above 1 GHz, the attenuation coefficient increases proportionally to 
the frequency due to dielectric loss [2].  From equation (1.7), the variation of β due to these 
phenomena results in a dispersion of the signal since the phase velocity is not constant.  The 
dispersion results in a spread of the signal energy in the time and spatial domains. 
The effects of the attenuation and dispersion distort the received signal as it travels within the 
transmission line.  Figure 1.7 is an ADS 2005A pulse response simulation of a stripline channel 
at the receiver, and Figure 1.8 is an ADS 2006 Update 1 pulse response simulation of a stripline 
channel at the receiver.  In both simulations, a 20 inch stripline is driven with an ideal 1 V 
rectangular pulse with a 100 ps duration, which corresponds to a single NRZ data bit at 10 Gbps, 
from an ideal transmitter with a 50 Ω impedance.  Figure 1.7 shows a symmetrical pulse 
response, demonstrating that the stripline model phase response is linear.  A linear phase 
response corresponds to a constant phase velocity.  Therefore, the frequency dependent effects of 
the skin effect, proximity effect, and dielectric loss on the phase coefficient β have not been 
incorporated in the model.  By excluding the effects of the physical phenomena on β, a non-
causal response is generated by the model.  A non-causal response physically corresponds to 
electromagnetic waves propagating in the channel above the speed of light.  In Figure 1.7, non-
causality is observed from the non-zero received signal at 4 ns which violates the propagation 
speed limitation.  In the ADS 2005A simulation, the voltage at the receiver is non-zero and 
slowly rising immediately after a signal is generated at the transmitter, violating causality.  
Therefore, Figure 1.7 demonstrates only the effect of the channel attenuation on an ideal pulse 
from the transmitter.  Since the attenuation is frequency dependent, the ideal rectangular pulse is 
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distorted.  Since the attenuation is greater for power at high frequencies, the rise-and-fall shape 
of the pulse is degraded.  In Figure 1.8, we see a non-symmetrical pulse, symbolizing that the 
stripline phase response is non-linear.  When comparing the response in Figure 1.8 to the 
response in Figure 1.7, we observe that ADS 2006 Update 1 models the non-constant phase 
velocity which results from the physical phenomena described above.  Therefore, the updated 
model demonstrates the effects of both attenuation and dispersion within the transmission line 
and produces a response which is causal.  All subsequent simulations performed in this work 
were performed with ADS 2006 Update 1 as the stripline model has been improved to more 
accurately model the physical phenomena of the transmission line. 
 
 
Figure 1.7: ADS 2005A 20 inch stripline transient response at the receiver due to a 100 ps 
transmitted pulse with a 1 V amplitude. 
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Figure 1.8: ADS 2006 Update 1, 20 inch stripline transient response at the receiver due to a 
100 ps transmitted pulse with 1 V amplitude. 
 
1.5  ESD Protection Circuitry 
ESD protection circuits and devices are utilized to protect integrated circuits against ESD 
events which occur during packaging, product assembly, and use, and which produce 
considerable voltages and currents.  In integrated circuits without adequate ESD protection, the 
voltages and currents result in permanent damage to the devices.  Since the transmitter and 
receiver have an external interface, they are subject to damage from ESD events.  For example, 
without ESD protection circuitry, events such as human handling may damage the transmitter or 
receiver.  The level of protection the ESD devices provide is dependent on many factors, 
including ESD device type, ESD device size, and the routing of discharge paths.  The drawback 
of the protection devices is the off-state parasitics they present to the external interfaces they 
protect.  The dominating parasitic of ESD protection devices is a shunt capacitance from the 
external interface to the substrate in the range of several hundred femtofarads to a couple 
picofarads.  At high frequencies, this parasitic capacitance modifies the effective impedance at 
the end of the transmission line, degrading the termination match.  From Equation (1.4), this 
change will cause the reflection coefficient to deviate from zero, resulting in reflection of the 
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signal energy from the receiver.  Consequently, the received signals for high-speed I/Os will be 
distorted, with the magnitude of the distortion dependent on the magnitude of the parasitic 
capacitance.  To provide a higher level of protection, additional devices must be added or the 
sizes of the current devices must be increased.  As a result, the magnitude of the parasitic 
capacitance increases as the protection level of the ESD devices increases.  Thus there is a trade-
off between signal integrity and reliability. 
The dual-diode ESD protection scheme for a high-speed I/O receiver is shown in Figure 1.9.  
The diodes and rail clamp protect against ESD events which may occur at any of the pins by 
providing current conduction between the pins and clamping the voltage at the pins. 
 
Receiver
Rail
Clamp
PAD
VDD
VSS
IN
 
Figure 1.9: Dual-diode ESD protection scheme. 
  
1.6  ESD Capacitance Budgets 
Within the literature on ESD protection for multi-GHz I/Os, one finds reference to a 
frequency-dependent capacitance budget [3],[4]. In these works, the analysis is performed as if a 
majority of the energy contained in the signal appears at the data rate or some linear function of 
the data rate.  For an RF signal (wireless applications), most of the signal energy is contained 
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around the RF carrier frequency, and as such, the basis for the capacitance budget is reasonable.  
For high-speed serial I/O, the analysis is questionable due to the wideband nature of the signal. 
This work will demonstrate that the concept of a frequency-dependent but otherwise fixed 
ESD capacitance budget is overly simplistic; the capacitance budget is also a function of the 
operating environment and the overall system specifications. Specifically, this work presents an 
investigation of the capacitance budget for I/O links operating over lossy transmission lines. It 
will be shown that a realistic, as opposed to overly conservative, ESD capacitance budget can be 
formulated only if the link power budget and the transmission line characteristics are considered. 
 
1.7  Intersymbol Interference and Equalization  
Due to the signal integrity degradation of the channel and other parasitic elements of the I/O 
link, intersymbol interference (ISI) is produced [5].  ISI occurs when signal distortion results in 
the energy of one symbol (one bit) entering another symbol (another bit).  In Figures 1.7 and 1.8, 
the energy of the transmitted pulse has spread beyond the 100 ps period of the originally 
transmitted bit.  The energy which exists outside of the 100 ps period is, by definition, ISI. 
If significant ISI is present, the BER of the link may be too high to support reliable data 
transmission.  State-of-the-art high-speed I/O links which are ISI dominated implement 
equalization which reduces ISI [5].  By reducing the ISI, the equalizer assists in the proper 
reconstruction of a bit.  In this work, feed-forward equalization (FFE) and decision-feedback 
equalization (DFE) are used to reduce ISI [5].  An example FFE architecture can be seen in 
Figure 1.10 and an example DFE architecture can be seen in Figure 1.11.  The FFE is utilized to 
reduce the precursor ISI, which is ISI resulting from bits transmitted after the bit being resolved.  
The DFE is utilized to reduce the postcursor ISI, which is ISI resulting from bits transmitted 
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before the bit being resolved.  In general, equalization requires active circuitry which dissipates 
power.  It can be assumed that the more equalization effort exerted to reduce the ISI, the more 
complex the equalizer will be, resulting in higher power consumption. 
 
 
Figure 1.10: Transmit pre-emphasis FIR filter which implements feed-forward equalization. 
 
 
Figure 1.11: Sample and hold followed by a DFE equalizer. 
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CHAPTER 2 
 
HIGH-SPEED I/O LINK MODEL 
 
2.1  Introduction 
 Agilent ADS 2006 Update 1 was used to generate a model of the high-speed serial I/O link.  
To quantitatively assess the impact of ESD parasitic capacitance, the link is modeled from the 
transmit driver to the receiver termination.  As such, the link model can be subdivided into a 
transmitter model, a channel model, and a receiver model.  The transmitter model includes all 
elements preceding the trace, and the receiver model includes all elements after the trace.  The 
channel model includes the transmission line and any elements which subdivide the transmission 
line. 
 
2.2  Lumped Element Models 
Since the scale of the elements in the high-speed I/O link, excluding the transmission line, 
are much smaller than the wavelength at the frequencies of interest (λ = 3 cm for a 10 GHz wave 
in free space), the non-transmission-line elements of the link can be modeled using lumped 
element models.  Lumped element models use resistors, capacitors, and inductors to reproduce 
the proper frequency response.  The bondwire, bond pad, off-state ESD parasitic capacitance, 
and termination resistors have a frequency response which allows for their model to consist of a 
single element.  The package and vias, on the other hand, have more complicated frequency 
responses which require the use of a π model.  In the π models utilized, the shunt parasitic 
capacitance is divided in half and placed on both sides of the series inductor as shown in 
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Figure 2.1.  These simple, first-order models are particularly suitable for this work because the 
goal is to demonstrate the effect of ESD parasitics on the performance of an I/O link.  Additional 
parasitics can potentially shift the ESD capacitance budget, but this merely highlights a main 
point of this work: that there is a relation between the capacitance budget and the particular link 
characteristics. 
 
`
Pi 
Model
`
`
L
C
2
C
2
 
Figure 2.1: Lumped element π model. 
 
2.3  Transmitter Model 
Figure 2.2 depicts the transmitter model implemented in ADS.  The transmitter model is 
composed of an NRZ driver, parasitic bond pad and ESD capacitance, package, and via.  The 
transmitter is modeled as an ideal pulse generator with a 50 Ω source impedance.  Due to the 
source impedance, the amplitude of the pulse generator is set to 1 V, such that a 0.5 V pulse 
would be generated in a matched system (50 Ω channel characteristic impedance and without 
any parasitics at the transmitter).  The bond pad and ESD parasitic capacitances are modeled as a 
lumped capacitor since they are located on the same node.  The bondwire is modeled as an 
inductor with magnitude dependent on the length of the wire (1 nH/mm) [6].  The package is 
modeled using a π network with values obtained from vendor packaging documents.  The vias 
are also modeled using a π network to generate the proper frequency response.  The magnitude 
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of the via model elements is dependent on the PCB layer on which the trace is located.  If the 
trace leading away from the transmitter is placed on the same exterior layer as the package, no 
via model is necessary. 
 
Bond Pad and 
ESD Capactance
`
Bondwire
Inductance50 Ω
Package 
Model
` `
Via 
Model
`
`
To Channel
 
Figure 2.2: Transmitter ADS model. 
 
2.4  Channel Model 
Figure 2.3 depicts the channel model implemented in ADS.  The receiver model is composed 
of two stripline or microstrip segments (with approximately 50 Ω characteristic impedance), an 
AC decoupling capacitor, and two vias.  The stripline and microstrip are implemented using the 
built-in ADS models whose parameters were set to match the trace geometries and material 
properties of a viable PCB configuration.  The length of the segments is determined by the 
location of the AC decoupling capacitor.  The AC decoupling capacitor is used to AC couple the 
signal between the transmitter and receiver, allowing for different DC bias at the transmitter and 
receiver.  For the examples in this work, the AC decoupling capacitor is placed 1 inch from the 
transmitter.  Therefore, the first segment has a constant length of 1 inch and the remaining length 
of the channel is modeled with the second segment.  In this work, a 5 inch and a 20 inch link are 
implemented.  Therefore, the second segment is either 4 inches or 19 inches long.  If the trace is 
not located on the same exterior PCB layer as the AC decoupling capacitor, vias are necessary to 
complete the signal path.  The AC decoupling capacitor is modeled as a single capacitor and the 
vias are modeled in the same fashion as the vias in the transmitter model. 
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Figure 2.3: Channel ADS model. 
 
2.5  Receiver Model 
Figure 2.4 depicts the receiver model implemented in ADS.  The receiver model is composed 
of a via, package, bondwire, parasitic bond pad and ESD capacitance, and 50 Ω termination.  
The inclusion of via models is, once again, dependent on the link topology.  If the trace 
interconnecting the decoupling capacitor and the receiver is located on the same exterior PCB 
layer as the package, the via model is excluded.  The package, bondwire, and parasitic bond pad 
and ESD capacitance are modeled in the same fashion as within the transmitter model.  The 50 Ω 
termination is implemented to minimize the reflection coefficient at low frequencies, as is 
customary in state-of-the-art high-speed I/O links. 
 
Bond Pad and 
ESD Capactance
`
Bondwire
Inductance
50 Ω
Package 
Model
``
Via 
Model
`
`
From Channel
 
Figure 2.4: Receiver ADS model. 
 
2.6  Test Link Models 
For this work, two ADS link models were generated by cascading transmitter, channel, and 
receiver models.  The example link models were taken to be 50 Ω characteristic impedance 
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microstrip backplane channels on a single PCB board.  Both link models utilize the same 
transmitter and receiver models.  Two channel lengths were simulated: 5 inches and 20 inches.  
Both the transmitter and receiver were assumed to be packaged in a QFN (quad flat package with 
no leads), and as such, the packaging parasitics are small and the series inductance of the 
bondwire is significant.  Finally, the bond pad and ESD parasitic capacitances were combined 
into a single lumped element and varied from 200 fF to 1.4 pF by steps of 400 fF. 
For the two channel lengths, the simulated S-parameter S21 data is plotted in Figures 2.5 and 
2.6.  The S21 simulation results for the models qualitatively resemble the measurement results of 
[7], and as such, the frequency response of the model reasonably depicts the frequency response 
of a real link. 
 
 
 
Figure 2.5:  Simulated S21 for the example 5 inch link.  
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Figure 2.6:  Simulated S21 for the example 20 inch link. 
 
 
2.7  Transmitter Output Poles and Receiver Input Poles 
The parasitics at the transmitter output and receiver input add reactive elements to the model.  
As such, we can model the frequency response of the transmitter and receiver model in terms of 
poles and zeros.  If the reasonable assumption of no dominant zeros in the frequency response is 
made, then the system can be analyzed by examining the dominant poles.  Since the results of 
Figures 2.5 and 2.6 show a change in the frequency response due to a change in ESD parasitic 
capacitance, it is obvious that the dominant poles are sensitive to the ESD parasitic capacitance.  
As the ESD parasitic capacitance increases, the dominant poles decrease in frequency, leading to 
additional loss in the signal transfer from the transmitter to receiver. 
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CHAPTER 3 
 
LINK EQUALIZATION COMPLEXITY 
ANALYSIS 
 
3.1  Introduction 
The results of Figures 2.5 and 2.6 demonstrate how increasing the bond pad and ESD 
parasitic capacitance increases the loss at high frequencies.  Since a significant percentage of the 
signal power of NRZ data is located at low frequencies, as shown in Chapter 1, it is nearly 
impossible to quantify the degree of performance degradation resulting from the ESD parasitic 
capacitance from the S-parameter data.  Therefore, in this work, the ADS link models described 
in Chapter 2 are simulated in the time domain to gather information on the induced ISI.  The 
induced ISI is then transferred into MATLAB where a BER and equalization complexity 
analysis of the link is performed. 
 
3.2  Signal-to-Intersymbol-Interference Ratio 
To quantify the ISI induced by the link, the signal-to-intersymbol-interference ratio, or SISIR, 
will be used [8].  The SISIR quantifies the dispersion of a symbol (bit) into the adjacent bit 
periods.  SISIR is measured by running a transient simulation on the ADS link model to generate 
a symbol or bit response, which is then imported into MATLAB for sampling.  In the simulation, 
a single NRZ bit (rectangular pulse) of magnitude 0.5 V, representing a 1 V peak-to-peak signal, 
is transmitted against the common mode and the received waveform is saved.  Before the 
received waveform is sampled by the slicer, it is passed through a variable-gain amplifier to 
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improve the signal swing.  As such, before the discrete time sampling of the bit response, the 
limited frequency response of the receive amplifier must be modeled and applied to the ADS 
transient waveform.  These operations are done within MATLAB.  To perform the MATLAB 
operations, the bit response at the receiver is exported from ADS and imported into MATLAB.  
In this work, the amplifier is assumed to low-pass filter the signal with a pole set at 70% of the 
baud rate to bandlimit the noise.  The low-pass filter model, with the appropriate pole frequency, 
is implemented in MATLAB and filters the ADS simulation data before the waveform is 
sampled for use in the SISIR calculations. 
To sample the waveform after the receive amplifier, we will assume the receiver has an ideal 
clock and data recovery (CDR) circuit.  The ideal CDR circuit has no jitter and samples at the 
maximum of bit response.  This sampling location is set to maximize the signal energy at the 
sampling location.  Consequently, the sampling location is not dependent on the ISI and does not 
guarantee the maximum SISIR or SNR is achieved; rather, it is qualitatively near the maximum 
SISIR or SNR location.  This is an acceptable first-order sampling method as a real CDR will 
have jitter which will result in the sampling point deviating from the absolute maximum SISIR 
or SNR location in real implementations.  The amplitude (voltage) at the peak of the bit response 
is squared and placed in the numerator.  The denominator is the total ISI power in the bit 
response.  To find the total ISI power, the bit response is sampled at period intervals away from 
the sampling location described above.  Naturally, the ISI sample interval is equal to the duration 
of the bit pulse excitation.  The 20 nearest ISI voltage samples are individually squared and then 
all of the squares are summed to generate the denominator.  The limit of 20 ISI samples is 
intended to limit the amount of ADS simulation noise in the result.  The equation for the SISIR 
[8] is given by 
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 (3.1)  
The 10 Gbps bit response for the 20 inch link is shown in Figure 3.1.  The peak signal sample 
used to calculate the numerator of the SISIR is marked with the blue diamond and the ISI 
samples used to calculate the denominator of the SISIR are marked with red circles. 
 
 
Figure 3.1: 10 Gbps bit response of the 20 inch channel with pad and ESD capacitance of 0.6 pF.  
The samples used to calculate the SISIR are marked on the pulse response. 
 
In this work we will assume the data transmitted is random, and therefore it is appropriate to 
approximate the ISI power as a Gaussian noise source [9].  Then, if the I/O link is ISI dominated 
rather than noise dominated, as most backplane links are [5], the SISIR closely approximates the 
SNR and can be used to estimate the BER of an unequalized link.  Since the SISIR and SNR are 
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closely related, this work will present the SISIR data in decibels.  The equation for the BER of 
the link as a function of SISIR, given the assumptions above, is given by 
     
 
 
      
     
 
  (3.2) 
To generate an even more realistic BER, in this work, 5 mVrms of random Gaussian noise is 
added to the ISI power to model the electronics noise of the link [10]. 
 
3.3  SISIR and BER Simulation Results 
The simulated SISIR for the 5 inch and 20 inch links with different levels of bond pad and 
ESD parasitic capacitance can be seen in Figure 3.2.  The 5 inch link is simulated at 10 Gbps and 
the 20 inch link is simulated at 5 and 10 Gbps.  For the 5 Gbps simulation, the duration of the bit 
pulse and ISI sampling period is 200 ps, and it is 100 ps for the 10 Gbps simulation.  The SISIR 
is then used to calculate the BER of the unequalized link as shown in Figure 3.3. 
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Figure 3.2: Simulated SISIR results for the example links.  The sensitivity of the BER to the 
magnitude of the pad and ESD parasitic capacitance is dependent on the length of the link and 
the data rate. 
 
 
 
Figure 3.3: Simulated unequalized BER results for the example links.  The sensitivity of the BER 
to the magnitude of the pad and ESD parasitic capacitance is dependent on the length of the link 
and the data rate. 
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3.4  SISIR and BER Result Analysis 
  As discussed in Chapter 1, the parasitic capacitance at the transmitter and receiver distorts 
the received signal.  The effect of the distortion is incorporated into the SISIR measurement in 
terms of the generated ISI.  Therefore, the change in SISIR will contain the information with 
which to evaluate the effect of the ESD parasitic capacitance on the signal integrity.  The results 
in Figure 3.2 show that, in general, increasing the ESD parasitic capacitance decreases the SISIR 
of the link.  The decrease in SISIR results in an increase in BER as shown in Figure 3.3.  The 
results show that the effect of the parasitic capacitance is different for each link simulation. 
To analyze the effect of parasitic capacitance on the SISIR, we will partition high-speed I/O 
links into class I and class II links.  In class I links, the SISIR is insensitive to the magnitude of 
the ESD parasitic capacitance while in class II links, the SISIR is sensitive to the magnitude of 
the ESD parasitic capacitance.  In class I links, the BER performance is purely limited by the 
inherent ISI for all reasonable parasitic ESD capacitances.  In class II links, the sensitivity of the 
BER to the magnitude of parasitic ESD capacitance can vary considerably.  To differentiate the 
sensitivity of class II link BER to the magnitude of the parasitic capacitance, the class is 
subdivided into class II-A and class II-B links.  In class II-A links, the sensitivity of the BER to 
the magnitude of the parasitic capacitance is high, in that additional equalizers or taps are 
required when the parasitic capacitance changes by a few hundred fF, while in class II-B links, 
the sensitivity of the BER to the magnitude of the parasitic capacitance is low, in that an 
additional tap is only required when the parasitic capacitance changes by a large fraction of a pF. 
The communication fundamentals which impact the sensitivity of the SISIR and BER can be 
determined from the information presented in Chapters 1 and 2.  In Chapter 2, the dominant 
poles of the transmitter and receiver are shifted depending on the magnitude of the parasitic 
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capacitance.  The shift in the poles filters the power of the signal whose power spectral density 
was presented in Chapter 1.  The amount of signal power filtered depends on the interaction 
between the pole location and the data rate of the transmission, as the power spectral density sinc 
function has nulls at integer multiples of the baud rate.  In general, class I links have dominant 
poles which are either not sensitive to the parasitic capacitance or are located where their shift 
does not significantly impact the signal power at the receiver.  The generic class I link would be 
a low-to-moderate data rate link where the transmission line is very lossy, such as is the case 
with long links.  In general, class II links have dominant poles which are sensitive to the parasitic 
capacitance and whose shift significantly impacts the signal power at the receiver.  In general, 
the difference between class II-A and class II-B links is the inherent ISI of the link.  In a class II-
B link, the other ISI generation sources have deteriorated the signal to a point where the SISIR is 
low as in class I links.  Since the BER asymptotically approaches 0.5 due to the nature of 
Equation (3.2), the additional change in the already low SISIR due to the parasitic capacitance 
does not impact the BER.  The generic class II-A link would be a short link at high data rates, 
where the signal power loss due to the transmission line is not extreme, but moving the dominant 
poles to lower frequencies significantly decreases the received signal power.  The generic class 
II-B link would be a long link at high data rates, where the loss in signal power due to the 
transmission line is significant and the shift of the dominant poles also significantly impacts the 
signal power. 
The link simulations presented earlier in this chapter can be classified based on the results in 
Figures 3.2 and 3.3.  The 20 inch, 5 Gbps link has SISIR which is insensitive to the magnitude of 
the ESD parasitic capacitance and is therefore classified as a class I link.  The 20 inch, 10 Gbps 
link has SISIR which is sensitive to the magnitude of the ESD parasitic capacitance, but has a 
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BER which is fairly insensitive to the magnitude of the ESD parasitic capacitance.  Therefore, 
the 20 inch, 10 Gbps link is classified as a class II-B link.  The 5 inch, 10 Gbps link has SISIR 
and BER which are sensitive to the magnitude of the parasitic capacitance and is therefore 
classified as a class II-A link. 
 
3.5  Asymmetrical ESD Protection 
Due to the difference in circuit architectures at the transmitter and receiver, they may require 
different amounts of ESD protection in order to have the same level of ESD reliability.  
Specifically, the receiver port in high-speed I/O links will generally have gate connections to 
thin-gate oxide transistors while the transmitter will not.  Due to the low breakdown voltage of 
thin-gate oxides, larger ESD protection devices are necessary to reduce the induced voltage so 
that a specified level of ESD reliability can be achieved.  The larger devices will increase the 
parasitic capacitance.  As such, the optimum ESD budget would be higher at the receiver than at 
the transmitter to maximize the overall ESD reliability.  To demonstrate the effect of 
asymmetrical ESD protection at the transmitter and receiver, the 5 inch, 10 Gbps link was 
simulated and the parasitic capacitance at the transmitter and receiver were varied.  The results 
are shown in Figure 3.4. 
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Figure 3.4: BER of a 5 inch, 10 Gbps link with asymmetrical ESD protection.  Crx is the 
magnitude of the pad and ESD parasitic capacitance at the input of the receiver. 
 
The results of Figure 3.4 show that asymmetrical ESD capacitance budgets are potentially 
useful.  For example, if the target BER is 10
-12
, then the results show that 700 fF of parasitic 
capacitance can be tolerated at the receiver if 400 fF of parasitic capacitance is implemented at 
the transmitter.  The additional 300 fF of parasitic capacitance at the receiver can then be utilized 
to improve the protection of the thin-gate oxide receiver, resulting in a better protection solution. 
 
3.6  Equalization Effort Simulation 
The BER results shown in Figure 3.3 show that none of the links provide an acceptable BER, 
defined to be 10
-15
.  Therefore, to produce a reliable link, a method to reduce the ISI must be 
implemented.  In class I and II-B links, whose inherent ISI already limits the reliability, the 
method for reducing ISI is to utilize equalizers, such as FFEs and DFEs, as discussed in Chapter 
1.  The reduction in ISI will result in an improvement in SISIR, which will result in a reduced 
BER.  In the same fashion, the equalizers can also be used to combat the additional ISI resulting 
from the parasitic ESD capacitance.  In this work, ideal feed-forward (FFE) and decision-
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feedback (DFE) equalizers were implemented in MATLAB and designed to reduce the BER to a 
reliable 10
-15
, except when stated otherwise. 
Before the discrete time equalization of the FFE and DFE is performed, the limited frequency 
response of the equalizers must be modeled and applied to the transient waveform.  The FFE 
equalizer is modeled after a transmit pre-emphasis FIR driver as shown in Figure 1.10 [3], and 
therefore its frequency response is already incorporated in the transmitter ADS model.  The DFE 
equalizer is modeled as a sample and hold with a summing node as shown in Figure 1.11 [3].  
The sample and hold (whose output is the summing node) of the DFE is modeled as a low-pass 
filter with a pole at the baud rate to model the finite bandwidth of the circuit.  The DFE and 
receive amplifier, which is still implemented to improve the signal swing at the slicer, are 
combined to generate a two-pole low-pass filter model in MATLAB that filters the ADS 
transient simulation data before the waveform is sampled.  As described in the method for 
measuring the SISIR, the resultant transient waveform is then sampled by the ideal CDR circuit 
at the maximum of bit response.  Likewise, the ISI is sampled at bit period intervals surrounding 
the maximum of the bit response.  All of the samples are then utilized in the discrete time 
domain within the MATLAB FFE and DFE code. 
The samples are then passed into a MATLAB equalization function which generates 
optimum FFE and DFE coefficients depending on the number of taps specified by the user.  The 
MATLAB equalization function then provides the effective SNR.  The effective SNR is then 
utilized to calculate the equalized BER.  To determine the number of FFE and DFE taps required 
to achieve the desired reliable BER of 10
-15
, the number of taps was varied until the minimum 
number of total FFE and DFE taps was found.  The minimum number of taps is significant since, 
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in general, an increase in number of taps in an equalizer corresponds to increased power 
consumption within that equalizer. 
 
3.7  Equalization Effort Simulation Results 
The equalization effort, quantified in the number of FFE and DFE equalizer taps required for 
each of the three link simulations to achieve a BER of 10
-15
, is shown in Figure 3.5. 
 
 
 
Figure 3.5: Number of feed-forward (FFE) and decision-feedback (DFE) equalizer taps required 
to achieve a BER of 10
-15
. 
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3.8  Equalization Effort Result Analysis 
The equalization effort results in Figure 3.5 produce intriguing results.  The additional 
equalization required to achieve the specified BER is dependent on the channel length, data rate, 
and magnitude of the parasitic capacitance.  To analyze the link simulations we will generalize 
the analysis to the link classes defined earlier: class I, class II-A, and class II-B. 
Even though the equalization required for a link as a function of ISI is generally monotonic, 
the function is usually non-linear due to the architecture of the equalizers.  For example, if feed-
forward and feedback equalizers are implemented, an increase in the ISI may only require a 
modification of the tap coefficients to maintain the desired bit rate.  The ability of the equalizer 
to adapt to a change in ISI is dependent on the number of taps already present.  As such, the 
sensitivity of the equalization complexity to the magnitude of parasitic capacitance is also 
dependent on the complexity of the intrinsic equalizer.  Since class I links are insensitive to ESD 
capacitance, their equalization requirement does not change for large ranges of ESD capacitance.  
As the results in Figure 3.5 demonstrate, the 20 inch link at 5 Gbps, a class I link, requires an 
equalizer with one feed-forward tap and one feedback tap for ESD capacitances ranging from 0.2 
to 1.4 pF.  Class II-A links, in contrast, are the most sensitive to ESD parasitic capacitance.  As 
such, they may potentially require the most significant change in equalization as the ESD 
capacitance budget is changed.  For the 5 inch link at 10 Gbps, a class II-A link, only a basic 
one-tap feed-forward equalizer is necessary to achieve the desired bit rate when the parasitic 
capacitance is low.  However, as the capacitance is increased, the link requires the addition of a 
feedback equalizer with an increasing, and potentially high, number of taps.  In this link, the 
ESD parasitic capacitance, along with the other parasitics at the transmitter and receiver, 
dominate the generation of ISI, thereby dictating the equalization requirements.  For class II-B 
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links, a complicated equalizer is inherently required due to the intrinsic ISI of the link.  As the 
ISI is increased due to the change in ESD parasitic capacitance, the already complex equalizer is 
able to adapt the coefficients to maintain the BER until a threshold where the equalizer requires 
and incremental increase in complexity to maintain the BER.  Therefore, the equalization 
requirement does change, but the rate of change due to ESD parasitic capacitance is less drastic 
than that of class II-A links. For the 20 inch link at 10 Gbps, a class II-B link, the increasing ISI 
is mitigated until the equalizer requires an incremental increase in complexity. 
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CHAPTER 4 
 
LINK POWER ANALYSIS 
 
4.1  Introduction 
While the design effort required to implement an equalizer is an important design 
consideration, the power consumption of the link is a fundamental performance metric.  As such, 
the change in equalizer requirements results of Chapter 3 should be converted into a power 
estimate to complete the analysis of the example links.  To do so, the power of the link is 
calculated using the power estimation method of [11].  The power estimate for each component 
of the high-speed link is shown in Figure 4.1.  The power estimates are generated from the 
designs in [12] and [13]. 
 
 
Figure 4.1: Estimated power consumption of the individual components of the high-speed link as 
a function of the data rate [11].  PAM2 is equivalent to the binary NRZ, as utilized in this work. 
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4.2  Link Power Estimates 
The power requirement for the example links of Chapter 2 are calculated by converting the 
required number of equalizer tap results of Chapter 3 using the power per equalizer tap of Figure 
4.1 [11] at the data rate of the link (5 or 10 Gbps).  The equalizer power consumption of the 
example links are shown in Figure 4.2. 
 
 
Figure 4.2: Estimated equalizer power consumption for the example links.  The number of 
equalizer taps is given by the results of Chapter 3 for each of the example links. 
 
To understand the effect of the change in equalization power on the total link power, the base 
link power should be estimated.  The high-speed link model of Chapter 2 includes a driver, a 
sampler (slicer) at the receiver, and a CDR.  The power consumption of the driver is estimated to 
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be 20 mW [11], while the power of the sampler and CDR is estimated by multiplying the 
component power cost in Figure 4.1 [11] by the data rate of the link.  The power of the driver, 
sampler, and CDR is combined to generate the base link power as shown in Table 4.1. 
 
Table 4.1: Base Link Power Estimate 
Driver Sampler CDR Base Link Power
5 Gbps 20 11 55 86
10 Gbps 20 22 110 152  
 
The base link power is added to the equalizer power of Figure 4.2 to generate the total link 
power estimates shown in Figure 4.3. 
 
 
Figure 4.3: Total power estimate for the example links.  The change in power due to the change 
in equalization requirement is very small compared to the base link power. 
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An additional method of displaying the magnitude of the equalizer with respect to the base 
link power is to plot the equalization power as a percentage of the base link power, as shown in 
Figure 4.4. 
 
 
Figure 4.4: Equalization power as a percentage of the base link power.  The increase in total 
power for parasitic capacitances up to 1 pF at the transmitter and receiver ports is small. 
 
4.3  Analysis 
The power estimation results in Figure 4.2 demonstrate how the ESD parasitic capacitance 
can potentially impact the power dissipation of the equalizer.  For class I links, such as the 
example 20 inch, 5 Gbps example link, the equalizer power requirement is constant over a wide 
range of parasitic element values.  The results show there is no power cost for increasing the 
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ESD protection devices until the combined parasitic capacitance at the port reaches at least 
1.4 pF.  Therefore, defining an ESD capacitance budget is counterproductive so long as the 
parasitic capacitance at the receiver is reasonable.  For class II-A links, such as the 5 inch, 10 
Gbps example link, we see a minor increase in power as the parasitic capacitance increases at 
low magnitudes; then the power rapidly increases at the higher magnitudes of parasitic 
capacitance.  The dramatic increase in power consumption at high magnitudes of parasitic 
capacitance suggests a strict ESD capacitance budget before the dramatic increase.  For class II-
B links, such as the 20 inch, 10 Gbps example link, we see an incremental increase in power 
after a threshold in the magnitude of the parasitic capacitance is reached.  For the example link, 
the threshold would be positioned between 0.6 and 1.0 pF.  The result for class II-B links 
suggests a flexible ESD budget with an initial target before the power dissipation increases.  If 
the initial target does not provide the link with the desired protection level, then the power 
consumption can be increased slightly to relax the ESD capacitance budget. 
The power results indicate that the ESD capacitance budgets for class I and II-B links are 
fairly straightforward for a vast majority of the applications.  The power results for class II-A 
links, on the other hand, lead to conclusions based on the application.  In low-power applications, 
such as netbook or laptop computers, conservation of battery life may lead to a lower, fixed ESD 
capacitance budget to conserve power.  In applications where specific ESD reliability levels must 
be achieved, the ESD capacitance budget will be loose.  In these high reliability ESD 
applications, the additional power consumption is the overhead of achieving the required ESD 
reliability level. 
The total link power of Figure 4.3 should be acknowledged during the generation of any ESD 
capacitance budget.  The results show how the changes in the equalizer power consumption of 
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Figure 4.2 are an order of magnitude or two smaller than the base link power.  When the power 
consumption of the equalizer is normalized to a percentage the base link power, as shown in 
Figure 4.4, the results demonstrate how the increase in total power for all three of the example 
links is small for parasitic capacitances up to 1 pF.  This result implies that a relatively large 
ESD capacitance budget can be set for a link similar to the example links if the power is allowed 
to increase by a couple percentage points.  Even if the link is not similar, the substantial 
difference between the equalizer power and base link power should influence the optimum 
power versus reliability trade-off location.  It should be noted that if the ESD protection scheme 
presents a different set of parasitic elements, such as a receiver with a series resistor and 
secondary ESD protection, then the equalizer power and complexity cost may be higher than the 
projections presented in this work. 
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CHAPTER 5 
 
CONCLUSION 
 
The analysis of the example links demonstrates that the impact of the ESD parasitic 
capacitance is dependent not only on the data rate, but on the characteristics of the link.  As such, 
it is obvious that an accurate ESD capacitance budget can only be generated from a simulation of 
the full link environment, from the channel to the equalizer.  The method developed here enables 
one to determine the sensitivity of the signal integrity, equalizer, and power to the parasitic ESD 
capacitance.  Once these sensitivities are known, then the optimum power versus reliability 
design point can be determined depending on the application. 
If the optimum power versus reliability design point is not achieved through basic design 
methods, then T-coils [14] or negative capacitance circuits [15] can be employed to improve the 
input bandwidth of the receiver.  The downside of T-coil usage is the increase in area overhead, 
while the downside of the negative capacitance circuit is the power overhead.  The power 
required to implement the negative capacitance circuit should also be included within the power 
analysis of the link to ensure the optimal power versus reliability design point is still achieved. 
If a general rule of thumb is desired, one must first classify the link being designed according 
to the class definitions given in Chapter 3.  For class I links, which are in general long with low-
to-moderate data rates, the ESD capacitance budget will be unnecessary or very loose, as its 
effect on link performance is minimal compared to the distortion resulting from the transmission 
line.  For class II-A links, which are in general short with high data rates, the budget will be tight 
as the change in ESD capacitance may require a significant increase in the complexity and power 
dissipation of the equalizer.  For class II-B links, which are in general long with high data rates, 
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the budget will be relaxed compared to the class II-A links due to abilities of the complex 
equalizer which is inherently required due to the inherent ISI.  Therefore, the application 
requirement of class II-B links will heavily influence the power versus reliability trade-off 
optimization. 
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