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A large class of geometric retrievalproblems has the following form. Given a set X 
of geometric objects, preprocess to obtain a data structure D(X). Now use D(X) to 
rapidly answer queries on X. We say an algorithm for such a problem has (worst- 
case) spac~time complexity O(f(n), g(n)) if the space requirement for D(X) is O(f) 
and the "locate run-time" required for each retrieval is O(g). We show three techni- 
ques which can consistently be exploited in solving such problems. For instance, 
using our techniques, we obtain an O(n2+'/logn, lognlog(1/e)) space-time 
algorithm for the polygon retrieval problem, for arbitrarily small E, improving on the 
previous olution having complexity O(n 7, log n). © 1984 Academic Press, Inc. 
l. INTRODUCTION 
We consider the class of geometric retrieval problems described in the 
abstract, above. The following are typical examples, many of which have 
been extensively studied. 
1. Point location (Lipton and Tarjan, 1980; Preparata, 1979, 1981; Lee 
and Preparata, 1977; Kirkpatrick, 1983). X is a set of polygonal regions 
which form a partition of the plane; a query is a point x, and the answer is 
the region containing x. 
2. Nearest neighbors. X is a set of points; a query is a new point x, and 
the required answer is the set of points which are nearest to x. 
3. Fixed radius nearest neighbors (Bentley and Maurer, 1979; Preparata, 
1981). Let r > 0 be a fixed parameter of the problem. X is a set of points, a 
query is a point x, and the answer is the set of points in X at distance ~< r 
from x. 
* This is substantially the same as the "Proc. IEEE Annu. Found. Comput. Sci.," 1983 
paper by the same title except for some minor improvements and the removal of the circular 
retrieval results which are being prepared for separate publication. This work has been sup- 
ported by grants from the Digital Equipment Corporation, The Sloan Foundation, the System 
Development Foundation, the IBM corporation, and ONR Grant N00014-82-K-0381. It is 
also supported by NSF Grant DCR-84-01633 and by an IBM Faculty Development Award. 
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4. Polygon intersection (Edelsbrunner, Kirkpatrick, and Maurer, 1982). 
X is a set of polygons; a query is a polygon P, and the answer is the set 
consisting of those polygons which intersect P. 
5. Polygon retrieval (Edelsbrunner t al., 1982; Willard, 1982; Edelsbrun- 
ner and Welzl, 1983). Let k be fixed. X is a set of points; a query is a k- 
gonP, the answer is the subset of X contained inside P. This is a 
generalization of the well-known "range-query" problems, where the query 
is a rectangle (the "range") (Finkel and Bentley, 1974; Bentley and Stanat, 
1975; Lueker, 1978). 
Generally, the efficiency of the solution is measured by three parameters: 
the space taken to store the preprocessed structure D(X), the time taken to 
answer a query, and the preprocessing time taken to construct D(X). We 
omit reference to the third of these mainly for the sake of simplicity. Also in 
some applications the preprocessing time (a one-time cost) is less impor- 
tant than the retrieval time or the space to store the preprocessed structure 
(e.g., flight simulation graphics). It is usually relatively easy to determine 
the preprocessing time for our algorithms; typically, it is O(n'g(n)), where 
g(n) is the space complexity. We use the "locate run time" in the sense of 
Willard (1982) for our query time: if the answer size is s and the locate run 
time is O(f(n)) then the time to produce an answer is O(f(n)+ s). 
Our initial motivation was the triangle retrieval problem. It can be used 
to solve the polygon retrieval problem, by decomposing the polygon into 
disjoint triangles. Edelsbrunner et al. (1982) obtained a space-time bound 
of O(n 7, log n) for this problem; they were considering the more general 
problem of polygon intersection but the space complexity of triangle 
retrieval dominates in their solution. They posed the challenge of reducing 
this space complexity. We show that the space-time complexity can be 
drastically reduced to O(n2+~/log n, log n log(i/e)) for any ~ > 0; we also 
obtain a solution with complexity O(n2/logn, log nloglogn). Both 
solutions admit extensions to higher dimensions. 
An alternative solution to the triangle retrieval problem was given in 
Willard (1982). It has complexity O(n, n°:7). This solution has since been 
improved in Edelsbrunner and Welzl (1983) to a complexity of O(n, n°69). 
It has recently been extended to dimension 3 by Yao (1983), but the 
method apparently breaks down for dimensions >7 5. 
Our algorithms are based on three techniques. They are quite robust in 
that they generalize to higher dimensions and can be applied to a variety of 
related problems. We illustrate these techniques on the triangle retrieval 
problem. The first technique is to partition the query space (if there are r 
parameters for the query we can think of this as an r-dimensional space) 
into regions for which some property of the answer is invariant. The sim- 
plest example of such a partition is where each region has a constant 
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answer. This technique is known by various names in the literature, e.g., 
the "locus method" (Bentley and Maurer, 1979), the "priority approach" 
(Sutherland, Sproull, and Schumacher, 1974; Yao, 1980). The second 
technique is to take advantage, where applicable, of the fact that invariant 
properties of the answers are similar in nearby regions, and storing the 
shared information only once. In computational graphics this is known as 
"coherence" (Sutherland et aL, 1974). The third technique is a form of 
divide and conquer: we decompose a large difficult problem into one small 
difficult problem and several large easy problems. 
In the next three sections we illustrate these techniques by obtaining a 
solution to the triangle retrieval problem. In the fifth section we give a 
solution for tetrahedral retrieval (in 3 dimensions). In the sixth section we 
briefly discuss other problems to which we apply these techniques. In the 
final section we provide a summary of our results. On the way to a solution 
of the triangle problem we solve the half-plane problem: "which points lie to 
the left (right) of a given line?" and the wedge problem: "which points lie 
between two semi-infinite lines L1 and L2, which meet at their common 
endpoint?" (We shall assume in this paper that the region between L1 and 
L2, i.e. a wedge, is a convex region.) 
2. HALF PLANE RETRIEVAL 
We illustrate the first technique by showing how to solve the half-plane 
problem. We draw a vertical baseline to the right of the points in X. Con- 
sider the query line L; it cuts the baseline in some point P (Fig. 1). Con- 
sider rotating L about P; it will intersect all the points in some order. 
Associate with P a circular ordered list of points in i". 
We can form intervals on the baseline consisting of those points P whose 
associated lists are identical. The separators of these intervals are the inter- 
sections of the baseline with lines through pairs of points in i". Thus there 
are 0(/7 2) intervals, and with each interval we associate a list of n points. 
To determine which points lie to the left (right) of L, we find in which 
interval P lies, and then search the corresponding list (stored in an array) 
to find those points to the left (right) of L. 
~ L 
baseline 
F1GURE 1 
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In fact, this solution solves the based-wedge problem also: "which points 
lie in a convex region determined by two semi-infinite lines L1 and L2, 
where L1 and L2 meet on the baseline?" 
This solution has complexity O(n 3, log n). Below we give a version of our 
solution having complexity O(n2/log n, log n). 
For the half-plane problem (Chazelle, Guibas, and Lee, 1983) have 
shown that "duality" can be exploited to give a bound of O(n, logn). 
However, their method does not seem to provide an efficient solution of the 
based-wedge problem. 
3. THE HALF PLANE PROBLEM AGAIN 
We illustrate the second technique on the half-plane problem. Observe 
that the lists of points corresponding to adjacent intervals differ on exactly 
two points; so it seems excessive to store the whole list twice. 
In (Cole, in press) the following problem is solved. Given a sequence of k 
ordered lists of n items each, such that the sum of the differences between 
adjacent lists is h, we can store these lists in space O(n + h), while allowing 
the following query to be carried out: 
(*) Report the items between the ith and jth in the/th list in time 
O(log(n + h) + j -  i). 
It is often possible to carry out a variant of the query, where the values of i 
and j are not give explicitly, as is the case for this application. We apply 
this solution to our problem of storing O(n 2) lists of length n, where 
adjacent lists differ on exactly 2 points. This gives a solution of complexity 
O(n 2, log n). 
We can do slightly better: we obtain a solution with complexity 
O(nZ/r, log n + r), for any r > 1. We divide each list into a sequence of n/r 
blocks of r consecutive points each. Now, to answer query (*) on a list, we 
determine which blocks in the list overlap with the query; all but at most 
two of these blocks are fully contained in the answer, so we just list the 
points in these full blocks. For the remaining blocks (at most two) we 
simply check each point in turn to see whether it is in the answer. 
How do we save on space? We note we do not really care about the 
relative order of points within a block, but just which points are in a block. 
We choose the block boundaries o that the number of changes to the 
blocks are relatively small. Specifically, for 1 ~< j ~ r, let the jth boundary set 
be 
Bj= { j , j+r , j+ 2r,...,j+ (n-  1)r}. 
The rank of a point in a list is its position in that list. The boundary points 
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in a list L induced by the set Bj consist of those points in L whose ranks lie 
in Bj. The blocks of L induced by B s consist of sets of points which lie 
between adjacent pairs of boundary points. More exactly, the ith block of 
L consists of points whose rank lies in the range [ j+  ( i -1)r , j+ir )  for 
some i = 0,..., n. We are interested in the total number of changes between 
adjacent lists of boundary points; let hj be this number. Clearly 
S~= 1 hs = O(n2), so there is a J0 such that hso = O(n2/r). Choose boundary 
points induced by B j0 and let h = hi0. 
For each boundary point we keep a pointer to the block containing that 
boundary point. To answer a query on list L we obtain a set S of boundary 
points: those in the query and the one immediately preceding the query, if 
any. Then for each boundary point in S we return the associated blocks. 
All the points in the query lie within these blocks. Further the only points 
not in the query that are in these blocks must lie in either the first or the 
last block; so there can only be O(r) such points. By checking each point in 
the first and last blocks we can list the s points in the query in an 
additional (r +s)  time (additional to the time for finding the blocks). It 
remains to provide a storage scheme for the boundary points and the 
blocks. 
We want to list the boundary points in a query of type (*) above. So we 
store the boundary points as a sequence of lists using the solution in Cole 
(in press). Each list is of length n/r and the sum of the differences between 
adjacent lists is O(nZ/r). Hence the space requirement is O(n2/r) and the 
time taken to list t boundary points in the answer is O(log n + t). 
Since we are not interested in the order of the points within a block we 
store each block as a set. Consider the sequence of ith blocks (induced by 
the sequence of lists) as a sequence of sets. Suppose the number of distinct 
sets in this sequence is ki. Then Y~7~+lki= h. We divide the sequence of 
sets into ki/r + 1 subsequences of adjacent sets, where each union of sets in 
a subsequence has at most 2r distinct points. We store each such union of 
sets as a list of points. To obtain the points in the ith block of L, we obtain 
the points in the corresponding union, and by checking each point of this 
union determine those in the ith block of L (they are the points between 
the block's two boundaries). Since this is at least half the points in the 
union, the time taken to list the points in the ith block of L is O(r), assum- 
ing we are given a pointer to the union (so the pointer from a boundary 
point goes to the union, not to the block). The space used to store the 
sequence of ith blocks is O(r + ki); so the space used to store all the blocks 
is 
OInJr+l r+ki') + h,=O,n2jr, 
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On putting the parts together we obtain a solution with complexity 
O(n2/r, log n + r), which for r = log n is a complexity of O(n~/log n, log n). 
4. THE WEDGE AND THE TRIANGLE 
We illustrate the third technique first by showing how to solve the wedge 
problem in the plane, and second by showing how to solve the triangle 
prolem. 
A first attempt at the wedge problem would be to proceed as in Sec- 
tion 2, except now we form a list for each point in the plane. Regions of 
points with the same list are found. These regions are defined by the lines 
through pairs of points; there are O(n 4) of them. It leads to an O(n 5, log n) 
solution. (It can be improved using the method of Section3 to 
O(n 4, log n)). Instead, divide the set of n points by some vertical ine LM 
into two sets of n/2 points. Let Lc, LR be vertical ines to the left and right 
of all the points, and let RL, RR be the regions between these lines and LM. 
W.l.o.g. suppose the corner of wedge W is in R L. If W does not intersect 
RR then it is a wedge query on n/2 points; otherwise there are two 
possibilities, illustrated in Fig. 2. Either (a) the result of W is the union of 
the results of three queries: W3, a wedge query on Xr~RL; W 1 and Wz, 
based-wedge queries on Xr~ RR, with W1 based on LR and W 2 based on 
LM. Or (b) the result of W is the union of two queries: W,, a wedge query 
on Jdr~ RL; H, a half-space query on X~ R R. Using recursion, and by the 
results of Sections 2 and 3, this yields a solution of complexity O(n2/log n, 
log 2 n). 
Instead, suppose we split X into n ~ sets $1, Sz,..., S~, of n * ~ points each, 
using n~+ 1 vertical ines; let Ri be the region between the two lines defin- 
ing Si, 1 ~< i ~< nfi A query divides into three queries, as above. Assume the 
corner lies in Ri; then the wedge query is the union of a wedge query on Si, 
and two based wedge queries; there are two possibilities, namely either one 
n e half-space query on each of the sets U j= t+ 1 Sj and U~2-~ Sj , or two based 
wedge queries on one of the sets n~ ~-1 Us=~+l Sj or Us=~ Sj. We need to store 
LL LM LR RL~ R~ 
(o) 
FIGURE 2 
L L LM LR 
(b) 
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O(n ~) data structures for point sets of size O(n) to handle these based 
wedge queries; these data structures take space O(n 2 +~/log n), and a query 
takes time O(log n). We solve the wedge problem recursively. However, we 
split each of the above sets of size n ~-~ into n 3~/2 sets of size n 1-5~/2; more 
generally, at the i+  lth level of recursion we split a set into n (3/2)~ sets of 
size n 1 -ki, where k i = e(1 + 3 + (3)2 + ... + (3)0 .
We analyze the complexity of this solution. At level i = 0, 1, 2 ..... we need 
O(nkO data structures where each structure answers based wedge queries 
on O(n 1-~-1) points (here we set k_ l=0) .  The space at level i is thus 
O(nk~'n2-2~-~/logn), but ki-2ki_l=((3)i-ki 1)a which is ~<-ie for 
i~>3. So the space over all levels is O((n2/logn)(O(n~)+~i>~3n-i')= 
O(n2+~/logn). Since there are O(log l/e) levels of recursion, the time to 
answer a wedge query is O(log n log l/a). Choosing a = 1/log n, we obtain a 
solution of complexity O(n2/log n, log n log log n). 
The triangle query can be decomposed in a similar way giving one wedge 
query W and a 2-corner query C (Fig. 3), or a triangle query on a point set 
of half the size. The 2-corner query can be decomposed in a similar way, 
also (Fig. 4): it is either the union of 2-based wedge queries Wt and W2 
plus a 2-corner query C on a point set of half the size, or it is the union of 
a wedge query W plus a 1-corner query C, or it is a 2-corner query on a 
point set of half the size. The 1-corner query can be decomposed, also 
(Fig. 5): it is the union of 2-based wedge queries W 1 and W2 plus a 1-cor- 
ner query C on a point set of half the size. On analyzing this we find we 
have a solution of complexity O(n~-/log n, log 2 n). 
~ WI C ~  
L M 
FIGURE 4 
L M 
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FIGURE 5 
Again, we could divide the n points into n ~ sets of n 1 ~ points each, etc. 
We then obtain a solution with complexity O(n2+~/log n, log n log(l/e)), 
and for ~ = 1/log n this is a complexity of O(n2/log n, log n log log n). 
5. TETRAHEDRAL RETRIEVAL 
The query is: "what points lie inside a tetrahedron?" The points lie in 3- 
dimensional space in this problem. We first show how to do half-space 
retrieval in 3 dimensions, then extend the result to two special types of 
retrieval, defined below: based cone retrieval and aligned tetrahedral 
retrieval. Finally, we use these to solve the tetrahedral retrieval problem. 
Half Space Retrieval 
The half-space retrieval problem consists of the following query: "what 
points lie to one side (the left or the right) of a given plane?" As with the 
half-plane retrieval problem we consider otations. For this problem we fix 
a base plane (z = 0, say) and then consider otating a plane P about a line 
Lo in the base plane. We seek "regions" of lines which produce the same 
rotational order for the points. 
Consider a pair of points p and q in )(. Let the intercept of the line 
through p and q with the base plane be the point r. We see the rotational 
order of the points p and q depends olely on which side of Lo the point r 
lies. So this becomes almost a half-plane retrieval problem on O(n z) points, 
those points that are the intercepts with the base plane of lines through 
pairs of the original points. We obtain O(n 4) intervals on a base line 
(y = z = 0 say), and with each interval I we associate an ordered list, list(I), 
of the O(n 2) intercept points. For each i>0,  let R(I, i) denote the "region 
of lines" consisting of those lines L that intersect the baseline in I and such 
that L separates the initial segment of list(I), of length i, from the remain- 
der. It is easy to see that there is a total order T(I, i) on X such that a plane 
rotated about any L ~ R(I, i) encounters the points of X in the order T(I, i). 
Note that there are only O(n 4) distinct otal orders of the form T(I, i), since 
the total order depends only on the set of intercept points to the right (say) 
of L ~ R(I, i), and there are O(n 4) such subsets of intercept points. 
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We use the method in Cole (in press) to store the lists of intercept 
points, storing them in a data structure D in space O(n4). Every entry in D 
corresponds to a region R(I, i) and contains a pointer to T(I, i). It remains 
to store the O(n 4) lists T(I,i). We notice that total orders T(I, i) 
corresponding to "adjacent" regions R(L i) differ on exactly two points. We 
would like to use the data structure of Cole to store the total orders T(I, i); 
unfortunately these total orders are not given as a sequence of "similar 
lists" to allow immediate application of Cole's method. We next show how 
to create such a sequence of total orders, of length O(n4), including every 
T(I, i), possibly with repetitions, such that adjacent otal orders in the 
sequence differ on exactly two points. 
Consider the following graph. Our graph has a vertex for each total 
order T(I,i). A pair of these vertices are joined by an edge if the 
corresponding total orders differ on just two points. This is a connected 
graph with O(n 4) vertices. We build a spanning tree of the graph and then 
perform a depth first traversal of the spanning tree, "visiting" a vertex k 
times if it has degree k (i.e., we "visit" a vertex each time the search passes 
through it). We form the sequence of the visited vertices; it has length 
O(n 4) (even counting duplicate vertices). The corresponding sequence of 
total orders includes every T(I, i) and adjacent total orders (in the 
sequence) differ on exactly two points. So we can use the data structure of 
Cole. We store the O(n 4) lists of length n in space O(n4), while allowing 
queries to be answered with an overhead of just O(log n) time. The overall 
complexity is O(n 4, log n). As in Section 3, this can be improved to a com- 
plexity of O(n4/log n, log n); since the details are complicated we ignore this 
minor improvement. The method can probably be extended to d dimen- 
sions, and achieving a complexity of O(dn 2d-1, 2 d log n). 
Wedge Retrieval 
We consider the 3-dimensional wedge query. This is the intersection of 
two half-spaces defined by planes. We solve it by iterating the 3-dimen- 
sional half-space retrival solution. 
LEMMA. There are  O(n 3) possible answers to a half-spaee query. 
Proof Define a canonicalplane to be a plane through three points of X. 
Such a plane P divides X into three sets of points: those to the left of P, 
those to the right, and the three points on P. There are eight ways of 
dividing these three points among the other two sets. Each of these is a 
solution to the half-space problem; we associate these solutions with P (a 
solution may be associated with more than one plane). There are O(n 3) 
canonical planes; we argue that every solution is associated with some 
plane. Let Q be some plane defining a solution to the half-space problem. 
643/63/I/2-4 
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We move Q to canonical plane P, without allowing any points of X to 
cross Q (there may be more than one way of doing this). It is clear the 
solution defined by Q is one of the solutions associated with P. | 
We name each of the O(t"/3) possible solutions to a half-space query: 
$1, $2 ..... say. We build a solution to the half-space query problem, as 
above, but instead of returning a list of points, it returns the name Si of the 
solution. To achieve this, for each list L of n points, for each point p in L 
we add two set names: the set of points preceding p in L, and the set of 
points following p in L, the latter set including p. To perform a search, 
given a plane, we find the first point p in L above the plane, and instead of 
returning a list of points, we return a set name, the set name being one of 
the two names stored with p. As analyzed above, this date structure is of 
size O(n4). For each Si we build a data structure to answer half-space 
queries. Each of these is of size O(/1/4). To answer a wedge query (which is 
the intersection of two half-space queries), we perform the first half-space 
query, obtaining a name S~; then we perform the second half-space query 
using the data structure for S~. The space used by this data structure is 
O(n 7) and the query time is O(log n). We can do better, however. 
The overall strategy is to divide X into sets of points so that each answer 
to a half-space query consists of the union of 1/e sets, one of size O(n), one 
of size O(n 1 --e), one of size O(n 1 --2e),,,,, one of size O(n~). We then perform 
the second half-space query on each of these 1/e sets; the union of the 
results of these queries is the answer to the wedge query. 
We want to place the O(n 3) solutions to a half-space query (each of 
which is a set) in a sequence So of length O(n3), including every solution 
set, so that sets adjacent in So have a set difference of size one. To do this 
we build a graph and then form a spanning tree of the graph, etc. The 
graph has a vertex for each set; two vertices are joined by an edge if and 
only if the corresponding sets have a set difference of size one. Clearly, the 
graph is connected. 
We now proceed in stages. At stage 1, we divide the sequence So into 
O(n 2+~) collections of n 1 -~ adjacent sets; for each collection we create a set 
of the O(n) points common to all the sets in this collection. Let R~ be a list 
of these O(n ~+~) sets of O(n) points. For each collection, we remove these 
common points from the sets in the collection, leaving sets of size O(n ~-~). 
Let S~ be the sequence of sets of O(n I ~) points remaining from So. In 
other words each set in S~ is obtained by "thinning" the corresponding set 
in So. In stage 2, we divide each collection in S~, induced from So, into n ~ 
collections of n ~ -2~ adjacent sets; for each of the latter collections we create 
a set of the O(n ~-~) points common to all the sets in this collection, and 
form R2, analogously to R~. In general, at stage i, we have a sequence S~_ 
of O(n 3) sets, each set containing O(n ~-(i-1)~) points. These sets are 
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grouped into collections containing adjacent sets. (This grouping respects 
the grouping performed at the previous stage). We form a list Ri of 
O(n 2+ie) sets, each set containing the O(n I (i-1)e) points common to a 
collection above. The sequence Si for the next stage is obtained by remov- 
ing from each set of Si 1 the points common to the collection containing 
the set. We iterate till we obtain collections holding one set which will be of 
size O(n~). For each of the lists Ri we build O(n 2+i') data structures to 
answer 3-dimensional half space queries, on sets of size O(n ~ I i -~).  The 
space required for R~ is 0(/'/4(1 (i-1)e). O(n2+i~)= O(n6+4e--3ie). Hence we 
need O(rt 6+e) space, overall. 
We also build a data structure to answer 3-dimensional half-space 
queries on X; instead of returning a list of points it returns a sequence of 
the names of the 1/e sets (created as described in the previous paragraph) 
whose union form the answer to the half-space query. (We can do this by 
giving each sequence a name, using a half-space query data structure to 
report the name, of which there are O(n3), and storing the O(n 3) sequences 
elsewhere.) This takes space O(n3(n + l/e)), and the time taken to report 
1/e sets is O( logn+ l/e). The space used by all the data structures is 
O(r/6+ z). 
To carry out a wedge query we perform a half-space query on X with 
one of the planes that form the wedge, obtaining a sequence of 1/e sets; on 
each of these sets, we perform a half-space query for the second plane of 
the wedge; the union of the results of these queries is the answer to the 
wedge query. The complexity of this solution to the wedge problem is 
O(n 6+e, log n/e). (By using the more complicated ividing of Section 4, we 
can get O(log n log(I/e)) time, etc., but for simplicity, in this section we 
ignore this slight improvement.) 
Based Cone Retrieval 
The based cone query is defined by the intersection of three half spaces 
where the point of intersection of the three defining planes lies in a fixed 
base plane (z = 0). Consider a line L in the base plane through the corner 
of the cone, parallel to the x axis. And consider otating a plane about L. 
We see there are at most three positions of this plane which contain one of 
the three lines defining the cone. The planes at these three positions divide 
the point set into four subsets; we need to perform a wedge query on at 
most two of these subsets. As each subset is defined by two planes, for each 
position of the corner there are O(n 2) subsets of points that may be 
searched. We show below how to economize on space; for now we continue 
with the solution. 
The next issue is to find the number of rotational orders of the n points 
with respect o a plane rotated about an axis L parallel to the x axis, the 
axis lying in the base plane. (And hence the number of times we need to 
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store O(n 2) search structures for subsets of the points.) An equivalent 
problem is obtained by projecting onto the yz plane; it is then clear there 
are O(n 2) orders. This leads to an O(n 1°+~) space requirement for the 
based cone retrieval problem. We show below how to reduce this 
somewhat. 
First, we return to improving the initial part of the based cone retrieval 
solution: performing a wedge query on one of the O(n 2) subsets of the 
points. By increasing the number of wedge queries we make, we can reduce 
the number of wedge query data structures we have to store. We note the n 
points are encountered in a specific order (when rotating a plane about an 
axis in the base plane parallel to the x axis). We divide this order into n ~ 
sets of n 1-~ points, $1, $2,..., Sn,, say; each of these is in turn divided into 
n ~ sets of nl 2e points, and so on. We build a data structure to carry out a 
wedge query for each of the n 2~ sets U~=jSi, of O(n) points, for 
1 ~< j ~< k ~< n~; likewise for the sets obtained in the recursive divisions. Each 
wedge query becomes the union of at most 1 wedge query on a set of O(n) 
points, 2 wedge queries on sets of O(n 1-~) points ..... and 2 wedge queries 
on sets of O(n ~) points. (These queries are determined using a segment-tree- 
like decomposition.) So for a given rotational order of the n points the 
query time (for a cone query) is O(log n/e 2) and the space used is O(n6+3e). 
We create a data structure to determine the O(1/~) sets on which the 
wedge query is to be carried out. We recall from the previous paragraph 
that the n points are encountered in a specific order. This ordered set of 
points was divided into subsets at various levels, which can be viewed in a 
natural way as a tree, whose nodes represent hese subsets. The wedge 
query is performed on certain subsets that form a subtree. Thus a tree 
search suffices to find these sets. The tree takes space O(n 1+") and the time 
taken to list the names of the O(1/e) sets is O(log n + l/t). 
Second, we improve the latter part of the based cone retrieval solution. 
We note that "adjacent" rotational orders differ on the order of exactly 2 
points. We divide the rotational orders into O(n 1+~) sequences of n 1-~ 
adjacent orders; for each sequence we store one list of the O(n) points on 
whose order all the rotational orders in the sequences agree. For this list 
we build the data structure described in the previous two paragraphs. For 
each sequence, for each rotational order, we remove these points "of 
agreement." Then, we recursively divide the sequences of size n t-~ into n ~ 
sequences of size n 1-2e, etc. By combining this with the improvement for 
the initial part of the cone solution, we find that the space complexity of 
these data structures i O(n 7 + 4~). 
We build a data structure to determine the rotational order associated 
with the (axis line through the) corner of the query cone; it returns the 1/e 
lists induced by this rotational order. By projecting onto the yz plane this 
becomes a simplified 2-dimensional wedge retrieval problem. Specifically, 
GEOMETRIC RETRIEVAL PROBLEMS 51 
let the base plane be z = 0, and let the base line for the 2-dimensional 
problem be z = 0. Then we see that determining the rotational order 
corresponds to finding the interval on the baseline in which the projection 
of the corner lies (these intervals are defined by the intercepts with z = 0 of 
the lines through pairs of projections of points of X, cf. half-plane retrieval 
solution). With each interval we store the names of the 1/e lists determined 
by the corresponding rotational order. This data structure takes space 
O(nZ/e), and reporting the 1/e lists takes time O(log n + 1/~). 
To answer a based cone query we determine the 1/~ lists determined by 
the rotational order associated with the corner. On each of these lists we 
wish to perform two wedge queries, each one determined by two faces of 
the cone. For each wedge query and for each list we determine the O(1/e) 
sets on which it is to be performed. For each of these sets we then perform 
the appropriate wedge query. The union of the results of these wedge 
queries is the answer to the cone query. This query takes time O(log n/e3). 
The space used by all the data structures i O(n7+4e). 
Aligned Tetrahedral Retrieval 
First, we define a subproblem: the aligned wedge query. We define the 
spine of a wedge to be the line that is the intersection of the two defining 
planes. An aligned wedge query, then, is a wedge query whose spine lies in 
the base plane. A little thought shows that the solution for the half-space 
problem in 3 dimensions also can be used for this problem; the complexity 
is O(n 4, log n). 
The aligned tetrahedral query is the intersection of two aligned wedge 
queries, where the aligned wedges are based on separate parallel planes 
(z=0 and z=l ,  for example). For example, in Fig. 6, the tetrahedron 
ABDF is an aligned wedge based on the parallel planes ABC and DEF. It is 
not hard to see that an aligned tetrahedral query is defined by four points, 
two points in each of the parallel planes. A simple method would be to 
keep every solution to the first aligned wedge query, and for each solution 
to build a data structure for carrying out the second aligned wedge query. 
The space used is O(nl°). We improve this to a complexity of O(n 7+3~, 
log n/e2). 
The idea is to reduce the number of different solutions to the first query 
that we store, by only storing the common parts of such solutions once. 
This reduction comes in two stages. The first is to reduce the number of 
lists on which the first wedge query may be carried out. Recall that in the 
data structures for the half-space query problem we store O(n 4) different 
lists (this is also the solution to the aligned wedge query). We can form a 
linear sequence of these lists, of length O(n4), possibly with some 
duplicates, but including every list, such that adjacent lists only differ on 
two items. (Take spanning trees, etc.) We divide this sequence into O(n 3 +~) 
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segments of n J ~ adjacent lists each. For each segment we build a set of the 
O(n) points on which the n 1-~ lists in the segment agree. For each segment, 
from each list in the segment, we remove these points. Then the segments 
are divided into n ~ subsegments each holding n 1 2~ lists. For each sub- 
segment we build a list of the O(n ~ -~) points on which the n l -2e  lists in the 
subsegment agree, etc. So the first aligned wedge query will be performed 
on 1/e sets: one of size O(n), one of size O(nl-~),..., one of size O(n~). 
We also build a data structure to return the 1/e sets on which the first 
wedge query is to be performed. To do this we use the first part of the data 
structure for half-space queries (which returns a pointer to a list); instead 
we return the names of 1/e sets. This takes space O(n3(n+ I/e)), and 
answering this part of the query takes time O(log n + l/e). 
The first wedge query is performed on 1/e sets, each of which is an 
ordered list. For each of these ordered lists of length m there are O(m 2) 
solutions to wedge queries; for each solution we have to be able to perform 
the second wedge query. By dividing each list into several sublists we 
reduce the number of solutions to the first wedge query that we need to 
store. So to each list built by the first reduction we apply the following 
second reduction. We divide the list into n ~ equal sized sublists 
S,, $2 ..... Sn,.. We form the O(1I/2e) sets U~=j Si, 1 <~j~k<<,n ~. Each sublist 
is in turn divided into n ~ sublists, etc. The for each list on which the first 
wedge query is carried out the answer becomes a union of O(1/e) disjoint 
sets, at most one of size O(n), two of size O(nl-~), two of size O(nl-2~),..., 
and two of size O(n~). For each set built by the second reduction we create 
a data structure to answer aligned wedge queries. The space taken by these 
data structures is O(n 7 + 3~). 
Also, for each list created by the first reduction we need a data structure 
to answer wedge queries, where the answer to such a query consists of the 
names of the O(1/e) sets, built by the second reduction, whose union is the 
result of the query. We recall that the answer to a wedge query on a list is 
simply a sublist of the list, so a tree search suffices; the tree is defined as 
follows. Let S be the name of the list, and suppose S is divided, by the 
second reduction, into O(n ~) lists Si, 1 ~< j ~< k ~< n ~. At the root we store the 
names of the O(n 2~) sets U~_j si, and at each of the children we recursively 
store one of the lists S,. For a list of size m <~ n this data structure takes 
space O(mn ~) and the query time is O(log n). The space used by these data 
structures for all the lists built by the first reduction is O(n4+2~'/e). The 
result of a wedge query on such a list is the names of O(1/e) sets, at most 
one of size O(n), at most two of size O(n I ~),..., at most two of size O(n~). 
To perform an aligned tetrahedral query we determine the 1/e lists on 
which the first wedge query is to be performed. For each of these lists we 
obtain the O(1/e) sets whose union is the result of the first wedge query. 
For each of these sets we perform the second wedge query. The union of 
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the results of these queries is the answer to the aligned tetrahedral query. 
The query time is O(log n/e2). On putting the pieces together we find the 
complexity is O(n 7 + 3,, log n/e2). 
Tetrahedral Retrieval 
It remains to reduce the tetrahedral query to a union of based cone 
queries and aligned tetrahedral queries. We proceed in a similar way to the 
method for the triangle retrieval. We cut the space by parallel planes, such 
that between adjacent planes there are O(n 1 ~) points. As usual, in stage 1, 
we divide the set X by parallel planes into n ~ sets each with n 1 ' points, 
and at stage i recursively divide each set of n 1 i~ points into n ~ sets with 
nl-~i+ 1)~ points each. The original tetrahedron query is divided into sub- 
problems by parallel planes, where a subproblem at stage i is defined by a 
pair of planes enclosing n ~-~i+1)~ points. We classify subproblems 
according to the number of corners of the query tetrahedron enclosed by 
its defined planes. Let Ts(m ) denote the time to solve a subproblem with j 
corners on m points (m = n ~ -i', for some i, in our subdivisions). Below, we 
show that a subproblem with no corners can be solved directly in time 
To(nl-ie)= O(l/,~ 3 log n). A 1-corner subproblem on n ~ ~ points can be 
decomposed into another 1-corner subproblem on n 1 - ~i+ 1/, points and two 
0-corner subproblems on O(n ~-i~) points in time 
Tl(n 1 i~) = Tl(n I - (i+ 1),) + O( 1/e 3 log n) = O( l /~  4 log n) 
Similarly, it is easy to show that T~(n~-~)= O(1/e41ogn), for i=2,  3, 4. 
It remains to consider a 0-corner subproblem. There are two 
possibilities: either the two planes defining the subproblem both intersect 
the tetrahedron i  a triangle or they both intersect he tetrahedron i  a 
quadrilateral. 
The former case, both intersecting in triangles, we call a prism. It is 
illustrated in Fig. 6. The prism query can be seen to reduce to the union of 
two based cones ABCF and DEFB and an aligned tetrahedron ABDF. 
The latter case, both intersecting in quadrilaterals, i  illustrated in Fig. 7. 
W.l.o.g. assume that AB/BC <~ EF/FG. Let K be the point on BC such that 
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AB/BK = EF/FG. Then the query is the union of the prism EFGKAB and a 
query consisting of two parallel faces, one a triangle and one a 
quadrilateral. It is illustrated in Fig. 8. But this is just the union of the three 
based cones ADHC, AKCG, EHGA together with the aligned tetrahedron 
AGHC. We know how to solve all of these. 
So the solution to the tetrahedral query has complexity O(t7 7+5~, 
log n/e4); by scaling e, this becomes a complexity of O(n 7+e, log(n/~4)). 
6. OTHER PROBLEMS 
Annular retrieval. The query is: "what points lie inside a ring with inner 
radius rl and outer radius r2?" This is a generalization of the nearest 
neighbors problem, described in the introduction. We achieve a complexity 
of O(n 4, log n). 
We divide the plane into regions using the perpendicular bisectors of 
lines joining pairs of points, forming a region graph of size O(n4). At any 
location within a given region the ordering of the points by distance is the 
same; we keep this order as a list. So we have O(n 4) lists of length n, with 
lists corresponding to neighboring regions differing on exactly two points. 
These lists do not lie in a sequence; however, using techniques already 
presented, they can be replaced by a sequence of O(n 4) lists, which includes 
every list and has the property that adjacent lists differ on exactly two 
points (Take a spanning tree, etc.). Using the method of Cole (in press) we 
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can store the O(n 4) lists in space O(n 4) while allowing a range query on the 
list, namely report the points between distance rl and r2 from the given 
location. The range query runs in time O(log n + s), where s is the number 
of points reported. Finally, to determine which list to search we need a 
point location algorithm, which we apply to the region graph of size O(n4). 
If we use either Kirkpatrick's (1983) or Cote's (in press) solution we 
achieve a complexity of O(n 4, log n). 
Point closest to a line. The query is: "which point is closest o a given 
line?" We obtain a solution of complexity O(n 2, log n). We say those lines 
which separate the points into the same two sets form a channel Since 
there are O(n 2) ways of dividing the point set into two sets by straight lines 
(an argument akin to the one we used in the 3-dimensional case can be 
made) we deduce there O(n 2) channels. For a line in a given channel, deter- 
mining the nearest point is just a matter of searching two convex hulls (the 
convex hulls of the two sets into which the points are divided by the line). 
Actually, for each pair of these convex hulls we need only keep two sequen- 
ces of edges; those determined by the common tangents (with respect o the 
two convex hulls) passing through the channel. We call such a sequence of 
edges a segment. Consider a segment S. And consider the function f, 
defined for each point x on S, with respect o a line L through the channel: 
f (x) is the minimum distance from x to L. We notice that f is a unimodal 
function (if we think of x as increasing while traversing S). Hence a 
Fibonacci search allows the nearest point on a segment to be found in time 
O(log n). 
Next, we describe how to store the channels in space O(n2). Each chan- 
nel defines two segments. A segment has length O(n). We will form a 
sequence of segments, of length O(n2), including every segment, such that 
adjacent segments differ on exactly one point (two segments differ on one 
point if one of them includes a point the other does not, and the relative 
order of the other points is the same). To do this we construct a graph with 
a vertex for each point set that can be obtained by a straight line division 
of the two sets. Two vertices are joined by an edge if the corresponding sets 
have a set difference of size one. Consider two sets corresponding to two 
adjacent vertices, and consider the convex hulls of these two sets: they dif- 
fer on one point, as do the corresponding segments. So with every vertex 
we associate the segment that is part of the convex hull of the 
corresponding set. Then we take spanning trees, etc., as previously. It 
remains to store the sequence of O(n 2) segments. We choose a direction to 
traverse the first segment, and we give a consistent direction to the other 
segments (i.e., two adjacent segments should traverse their common points 
in the same order). We divide each segment into two parts: one consisting 
of that part of the traversal in which the y coordinate increases, the other 
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the part in which the y coordinate decreases. We store the sequences of 
increasing and decreasing segments eparately, as described below. 
To store a sequence of such lists (segments) while allowing a binary 
search (or Fibonacci search) to be carried out is essentially the list problem 
used above, except hat here the lists may have variable length. This ver- 
sion of the list problem is solved by Cole (in press) as the neighbor 
problem, using space O(m +h), where there are h lists which include at 
most m objects between them, and the search takes time O(log m +log h). 
For our problem m and h are O(n2). So this data structure uses space 
O(rt 2) and gives a search time of O(log n). 
Finally, we provide a data structure for determining in which channel a 
line L lies. We draw a baseline; for any point on the baseline O(n) of the 
channels are "visible." In fact, for a fixed point on the baseline, the range of 
a visible channel is defined by two vertices, one on each of the convex hulls 
defining the channel. We deduce that is suffices to store the data structure 
used for the half plane retrieval problem, if in addition, for each entry in 
the data structure (a point) we keep a pointer to the appropriate channel. 
Spherical retrieval in higher dimensions. The annular etrieval can easily 
be generalized to sphere retrieval in 3-dimensions, and also to higher 
dimensions. In d-dimensions we form the perpendicular bisectors of lines 
joining pairs of points, defining O(n 2a) regions. Within any region the 
ordering of the points by distance is the same--so we store it as a list. We 
sequence these lists as before. To determine which list to search we use a 
point location algorithm. The complexities are still polynomial, but the 
polynomial become less modest as the dimension increases, mostly because 
of the space required for point location. 
By the remark that the method of Willard (1982) and Yao (1983) 
apparently fails for dimensions >~ 5, it follows that their technique fails for 
spherical retrieval of dimension i> 4. 
7. SUMMARY 
Problem Previous result Our result 
Triangle retrieval O(n 7, log n) O(n2/log n, log n log log n) 
(Edelsbrunner tal., 1982) 
O(n, n °'69) (Willard, 1982) 
Not considered 
Not considered 
O(n, n 0"98) (Yao, 1983) 
Annular retrieval 
Point closest o a line 
Half-space retrieval 
in 3 dimensions 
Sphere retrieval 
Tetrahedral retrieval 
O(n2+Jlog n, log n log(1/~)) 
O(n 4, log n) 
O(n 2, log n) 
O(n 4, log n) 
Not considered O(n ~, log n) 
Not considered O(n 7 + ~, log n/~: 4) 
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