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Magnetoelectronic properties of graphene dressed by a high-frequency field
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Solving the Schro¨dinger problem for electrons in graphene subjected to both a stationary mag-
netic field and a strong high-frequency electromagnetic wave (dressing field), we found that the
dressing field drastically changes the structure of Landau levels in graphene. As a consequence,
the magnetoelectronic properties of graphene are very sensitive to the dressing field. Particularly,
it is demonstrated theoretically that the dressing field strongly changes the optical spectra and
the Shubnikov-de Haas oscillations. As a result, the developed theory opens a way for controlling
magnetoelectronic properties of graphene with light.
PACS numbers: 73.22.Pr, 78.67.Wj, 72.80.Vp
I. INTRODUCTION
Since the discovery of graphene1, its unique electronic
properties have aroused enormous interest in the scien-
tific community2–4. Particularly, the magnetoelectronic
properties of graphene — effects caused by the influ-
ence of a stationary magnetic field on the electron en-
ergy spectrum5–8, optical characteristics9–15 and elec-
tronic transport16–23 — are in the focus of attention.
Since a magnetic field effectively controls electronic prop-
erties of graphene, studies on the subject are impor-
tant from viewpoint of both fundamental physics and
graphene-based electronics. Besides a stationary mag-
netic field, an effective tool to manipulate electronic
properties is a strong high-frequency electromagnetic
field. Since the system “electron + strong electromag-
netic field” should be considered as a whole, the bound
electron-field object — “electron dressed by electromag-
netic field” (dressed electron) — became a commonly
used model in modern physics24,25. The physical proper-
ties of dressed electrons have been studied in both atomic
systems24–26 and various condensed-matter structures,
including bulk semiconductors27–29, quantum wells30–36,
quantum rings37–40, etc. In graphene, a dressing field
can strongly modify both the electron energy spectra and
electronic transport41–48. Particularly, magneto-like elec-
tronic effects (so-called photovoltaic Hall effect, etc) can
be induced by a dressing field in the absence of a sta-
tionary magnetic field42,43. Therefore, one can expect
that the magnetoelectronic properties of graphene are
strongly affected by a dressing field as well. However,
a consistent theory describing magnetoelectronic proper-
ties of dressed graphene was not elaborated up to now.
The present paper is aimed to fill partially this gap.
II. MODEL
To describe the magnetoelectronic properties of
dressed graphene, we have to solve the Schro¨dinger prob-
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FIG. 1: (Color online) Sketch of the system under considera-
tion: A graphene layer subjected to both a linearly polarized
electromagnetic wave (EM) with the electric field amplitude
E0 and a stationary magnetic field, B, directed perpendicu-
larly to the layer.
lem for electrons in a graphene layer exposed to both
an electromagnetic wave (dressing field) and a station-
ary magnetic field (see Fig. 1). Generally, electronic
states near the K and K ′ points of the Brillouin zone of
graphene (the Dirac points) can be described by eight-
component wave functions written in a basis correspond-
ing to two crystal sublattices of graphene, two electron
valleys, and two orientations of electron spin2. In the
following, the intervalley mixing of electron states and
spin effects will be beyond consideration. Therefore, the
number of necessary wave-function components can be
reduced to two. Within this conventional approxima-
tion, the Hamiltonian of electrons near the K point of
the Brillouin zone has the form
Hˆ = vσ ·
[
pˆ+
e
c
(A0 +AB)
]
, (1)
where v is the electron velocity at the Dirac point,
pˆ = (pˆx, pˆy) is the operator of electron momentum in
the graphene layer, e is the modulus of electron charge,
A0 = ([cE0/ω] cosωt, 0, 0) is the vector potential of the
linearly polarized electromagnetic wave propagating per-
pendicularly to the graphene plane, E0 is the amplitude
2of electric field of the wave, ω is the wave frequency,
AB = (−By, 0, 0) is the vector potential of the station-
ary magnetic field, B = (0, 0, B), which is assumed to
be directed perpendicularly to the graphene layer, and
σ = (σx, σy, σz) is the vector of Pauli matrices written
in the basis of two orthogonal electron states arisen from
the two crystal sublattices of graphene2. Formally, these
two basis states, |+〉 and |−〉, correspond to the two op-
posite orientations of the pseudospin along the z-axis,
σz |±〉 = ±|±〉.
Let us introduce the new two orthonormal states,
ψ±0 =
|+〉 ± |−〉√
2
e∓i(α/2) sinωt, (2)
where α = 2veE0/~ω
2 is the dimensionless parameter de-
scribing the interaction between an electron in graphene
and a dressing field. Since Eq. (2) defines the complete
system of basis states of graphene at any time t, one can
seek solutions of the Schro¨dinger problem as
ψ(r, t) = a+(r, t)ψ+0 + a
−(r, t)ψ−0 , (3)
where r = (x, y) is the electron radius-vector in the
graphene plane. Substituting the wave function (3)
into the Schro¨dinger equation with the Hamiltonian (1),
i~∂ψ(r, t)/∂t = Hˆψ(r, t), we arrive at the two differential
equations,
i~a˙±(r, t) = ±v
[
pˆx − eBy
c
]
a±(r, t)
± ive±iα sinωtpˆya∓(r, t), (4)
which describe the quantum dynamics of dressed elec-
trons in the graphene layer. Applying the conven-
tional Floquet theory of periodically driven quantum sys-
tems49–51 to the wave function (3), we can rewrite it as
ψ(r, t) = e−iε˜t/~φ(r, t), where the function φ(r, t) peri-
odically depends on time, φ(r, t) = φ(r, t+ 2pi/ω), and ε˜
is the quasi-energy of an electron. Since the quasi-energy
(the energy of dressed electron) is the physical quantity
which plays the same role in periodically driven quan-
tum systems as an usual energy in stationary ones, the
present analysis of the Schro¨dinger problem is aimed to
find the energy spectrum of dressed electron, ε˜. Taking
into account the periodicity of the function φ(r, t), one
can seek the coefficients a±(r, t) in Eq. (4) as a Fourier
expansion,
a±(r, t) = e−iε˜t/~
∞∑
n=−∞
a±n (r)e
inωt. (5)
Substituting the expansion (5) into the expression (4)
and applying the Jacoby-Anger expansion, eiz sin θ =∑∞
n=−∞ Jn(z)e
inθ, to transform the exponent in the right
side, one can rewrite Eq. (4) as
(ε˜− n~ω)a±n (r) = ±v
[
pˆx − eBy
c
]
a±n (r)
± iv
∞∑
n′=−∞
Jn−n′ (±α) pˆya∓n′(r). (6)
It should be noted that Eq. (6) still describes exactly
the initial Schro¨dinger problem. Next we will make some
approximations.
Let us assume that the wave frequency, ω, is far
from resonant electron frequencies corresponding to elec-
tron transitions between the different Landau levels in
graphene, and, therefore, the inter-level absorption of the
wave by electrons is absent. Thus, the considered elec-
tron system is conservative. Next, we have to take into
account that the expansion coefficients in Eq. (5), a±n (r),
are the quantum amplitudes of the absorption (emission)
of n photons by an electron. Since the considered non-
resonant field can be neither absorbed nor emitted by an
electron, the amplitudes are very small,
∣∣∣a±n6=0(r)
∣∣∣ ≪ 1.
Assuming the zero-order Bessel function, J0(α), to be far
from zero, the aforesaid leads to the estimation
∣∣∣∣Jn(α)pˆya
±
n (r)
J0(α)pˆya
±
0 (r)
∣∣∣∣≪ 1, (7)
where n = ±1,±2, ... It follows from the inequality (7)
that the main contribution to the sum in Eq. (6) arises
from terms with n′ = 0, which describe the elastic inter-
action between an electron and the dressing field. There-
fore, small terms with a±n6=0(r) in Eq. (6) can be omitted.
It should be noted that such a neglect of high-frequency
nonresonant terms in Eq. (6) is physically identical to
the rotating wave approximation (RWA) which is conven-
tionally used to describe various quantum systems under
periodical pumping (see, e.g., Refs.24,25). Within this
approach, Eq. (6) turns into the equation
ε˜a±0 (r) = ±v
[
pˆx − eBy
c
]
a±0 (r)± ivJ0 (α) pˆya∓0 (r). (8)
Formally, Eq. (8) can be treated as a stationary
Schro¨dinger equation, Hˆ0a0(r) = ε˜a0(r), with the effec-
tive Hamiltonian
Hˆ0 = σzv
[
pˆx − eBy
c
]
− σyvJ0 (α) pˆy, (9)
where a0(r) is the pseudospinor with the two compo-
nents, a±0 (r). Applying the unitary transformation, Uˆ =
(σz + σx)/
√
2, to the Hamiltonian (9), we arrive at the
transformed Hamiltonian, Hˆ′0 = Uˆ †Hˆ0Uˆ , which has the
well-behaved form
Hˆ′0 = σxv˜x
[
pˆx − eBy
c
]
+ σy v˜y pˆy, (10)
where the quantities v˜x = v and v˜y = vJ0(α) should be
treated as components of the velocity of dressed electron
along the x, y axes. It should be noted that the electron
velocity along the polarization vector of the dressing field,
v˜x = v, is not changed by the the dressing field, whereas
the electron velocity in the perpendicular direction, v˜y =
vJ0(α), drastically depends on the field because of the
Bessel-function factor.
3If the magnetic field is absent, B = 0, the Hamilto-
nian (10) can be diagonalized trivially and results in the
anisotropic energy spectrum of dressed electrons52,
ε˜ = ±~v
√
k2x + k
2
yJ
2
0 (α), (11)
where k = (kx, ky) is the electron wave vector in the
graphene plane. If a graphene layer is exposed to the
magnetic field, B 6= 0, the Hamiltonian (10) is mathe-
matically identical to the known Hamiltonian of “bare”
graphene subjected to the same magnetic field, where
the velocity of “bare” electron, v = (v, v), should be re-
placed with the velocity of dressed electron, v˜ = (v˜x, v˜y).
As a consequence, the electron eigenenergies and eigen-
functions corresponding to the Landau levels in dressed
graphene can be easily obtained from well-known those
for “bare” graphene2 with the formal replacement, v →
v
√
|J0(α)|. Particularly, the energies of the Landau lev-
els in dressed graphene read as
ε˜n = sgn(n)~ωB
√
|n|
√
|J0(α)|, (12)
where ωB =
√
2v/lB is the cyclotron frequency of
graphene, lB =
√
~c/eB is the magnetic length, sgn(n)
is the signum function, and n = 0,±1,±2... is the num-
ber of Landau level in the conductivity band (n > 0) and
the valence band (n < 0). As expected, the energies (12)
exactly coincides with those in “bare” graphene2 if the
dressing field is absent (α = 0). To avoid misunderstand-
ings, one should keep in mind that the present theory is
elaborated under condition (7). Therefore, Eqs. (8)–(12)
are relevant if the Bessel function, J0(α), is far from zero.
According to Eq. (12), the dressing field changes
the distance between the Landau levels. Physically,
this effect originates from the linear electron dispersion
in graphene. Indeed, in conducting systems with the
parabolic dispersion of electrons the Landau levels are
stable against a dressing field: The dressing field shifts
the Landau levels uniformly but does not change the dis-
tance between them53. Therefore, the magnetoelectronic
properties of graphene will be very sensitive to the dress-
ing field in contrast to the case of usual conducting sys-
tems with the parabolic dispersion of electrons.
III. OPTICAL AND TRANSPORT EFFECTS
The field-induced modification of the Landau levels
(12) will manifest itself in various magneto-optical and
magneto-transport phenomena. For definiteness, we will
focus the attention on the optical absorption and longi-
tudinal conductivity of dressed graphene.
Let dressed graphene be subjected to a weak linearly
polarized electromagnetic wave with the frequency Ω
(probing field). The probing field can induce electron
transitions between the dressed Landau levels (12) which
are accompanied by absorption of the field. Conven-
tionally, this optical effect can be described by the ab-
sorption coefficient, β. Combining the theory elaborated
B = 2 Tesla
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1
2
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FIG. 2: (Color online) The absorption coefficient of intrinsic
graphene, βx, at the temperature T = 0 as a function of the
probing field frequency, Ω, for the decay rate Γ = 1 meV.
The photon energy of dressing field is ~ω = 3 meV and the
different curves correspond to the different field intensities:
(1) I0 = 0; (2) I0 = 3.51 W/cm
2; (3) I0 = 6.24 W/cm
2. The
insert shows the dependence of the absorption coefficient, βx,
on the photon energy, ~Ω, and the electron-field interaction
parameter, α = 2evE0/~ω
2.
above and the known theory of magneto-optical absorp-
tion in “bare” graphene (see, e.g., Ref.15), we arrive at
the expression for the absorption coefficient in dressed
graphene,
βi =
∑
n,m
2e2v˜2i γ(ρm − ρn)(1 + δn,0 + δm,0)δ|n|−|m|,±1
l2B~cω˜nm[(ω˜nm − Ω)2 + γ2]
,
(13)
where ρn is the equilibrium filling factor for the Landau
levels (12), ω˜nm = (ε˜n − ε˜m)/~ are the resonance fre-
quencies of dressed graphene corresponding to electron
transitions between different Landau levels (12), γ = Γ/~
is the decay rate at Landau levels which is assumed to be
independent on the irradiation, Γ is the scatterer-induced
broadening of Landau levels, δnm is the Kronecker sym-
bol, and the index i = x, y corresponds to the two polar-
izations of the probing field along the x, y axes, respec-
tively. The absorption coefficient (13) is plotted in Fig. 2
for various intensities of the dressing field, I0 = cE
2
0/8pi.
In order to analyze the longitudinal conductivity of
dressed graphene in the presence of a magnetic field, let
us use the conventional formalism based on the Kubo
formula16. Within this approach, the diagonal compo-
nents of the conductivity tensor read as
σii =
∫
dε
[
−∂f(ε)
∂ε
]
σii(ε), (14)
with
σii(ε) =
e2~
piS
Tr〈vˆi ImG(ε+ i0)vˆi ImG(ε+ i0)〉, (15)
4where ε is the electron energy, f(ε) is the Fermi distri-
bution function, S is the area of the graphene layer, vˆx,y
is the operator of electron velocity along the x, y axes,
G(ε) is the Green’s function of the effective Hamiltonian
(10), and the broken brackets in Eq. (15) correspond to
averaging over all possible configuration of random distri-
butions of scatterers. Applying the conventional Green’s
function technique within the self-consistent Born ap-
proximation, Shon and Ando calculated the conductivity
of graphene for the cases of short-gange scatterers and
long-range ones in the most general form16. Particularly,
they demonstrated that the self-energy is the same for
the both kinds of scatterers. As to the vertex correc-
tions, they vanish in the case of short-range scatterers
but should be taken into account for long-range ones. In
order to incorporate a dressing field into this known ap-
proach, we have to just replace the electron velocity in
“bare” graphene, v, with the velocity renormalized by
the dressing field, v˜, in the expression (15). It should be
noted that the conductivity (15) can be calculated ana-
lytically in the important case of weak scattering, when
the scatterer-induced broadeining of Landau levels, Γ, is
much less than the energy interval between nearest Lan-
dau levels. Taking into account the contribution of only
Landau level at the Fermi energy and assuming the scat-
tering processes in graphene to be caused by a long-range
“white noise” disorder, we can write the conductivity (15)
as
σxx(ε) = σ0|n|
[
1− pi|ε|(ε− ε˜n)
2
2Γ(~ωB)2
]
, (16)
where σ0 = e
2/pi2~ is the conductivity of intrinsic
graphene, and n = ±1,±2,±3... is the number of Lan-
dau level at the Fermi energy. As to the case of short-
range disorder, it is described by the same expression (16)
which should be just mupltiplied by the factor 2. As ex-
pected, the conductivity (16) exactly coincides with the
known expression16 if a dressing field is absent (E0 = 0).
The Shubnikov-de Haas oscillations of conductivity cal-
culated within the approach16 for a graphene layer with
short-range disorder are presented in Fig. 3 for various
parameters of the dressing field.
IV. DISCUSSION AND CONCLUSIONS
Deriving the effective Hamiltonian (10), we assumed
that the electromagnetic wave is nonresonant. This al-
lowed us to neglect the inter-level absorbtion of the wave
by electrons. However, we took also into account the
scatterring-induced broadening of Landau levels, ∆ =
~/τ , where τ is the electron scattering time. For the self-
consistency of the developed theory, we need to exclude
the scattering-induced intra-level absorption of the wave
by electrons within a broadened Landau level. There-
fore, we have to assume the wave frequency, ω, to be
high enough in order to satisfy the inequality ωτ ≫ 1. It
FIG. 3: (Color online) The conductivity of a graphene layer,
σxx, at the temperature T = 0 as a function of the magnetic
field, B, for the Landau level broadening Γ = 1 meV and the
Fermi energy εF = 10 meV. The photon energy of dressing
field is ~ω = 3 meV and the different curves correspond to the
different field intensities: (1) I0 = 0; (2) I0 = 1.56 W/cm
2;
(3) I0 = 2.63 W/cm
2. The insert shows the dependence of the
conductivity, σxx, on the magnetic field, B, and the electron-
field interaction parameter, α = 2evE0/~ω
2.
is well-known that the nonresonant (collisional) absorp-
tion of wave energy by conduction electrons is negligibly
small under this condition. Therefore, an electromag-
netic wave which is both high-frequency and nonresonant
can be treated as a purely dressing (nonabsorbable) field
(see, e.g., Refs.34–36). Such a purely dressing field should
be used in experiments.
Physically, the absorption peaks in Fig. 2 correspond
to the resonant electron transitions between dressed Lan-
dau levels, which are induced by a probing field. As to
the Shubnikov-de Haas oscillations of the conductivity
plotted in Fig. 3, their maxima correspond to the cross-
ing of the Landau levels and the Fermi level. Since the
distance between Landau levels (12) depends on a dress-
ing field, the field-induced shifting of the maxima of the
curves plotted in Figs. 2–3 appears. Besides the shift-
ing, the dressing field leads to the anisotropy of mag-
netoelectronic properties caused by the nonequivalence
of the electron velocities along the x, y axes, v˜x 6= v˜y.
Namely, it follows from Eqs. (13) and (15) that βy/βx =
σyy/σxx = |J0(α)|. It should be noted that the dis-
cussed field-induced effects are most pronounced if the
parameter of electron-field interaction, α = 2veE0/~ω
2
is large enough. Due to the giant electron velocity in
graphene, v ≈ 1 · 106 m/s, this condition can be satisfied
for relatively weak intensities of the dressing field (see
Figs. 2–3). As a consequence, the optical and transport
measurements are appropriate to detect the field-induced
modification of electron energy spectrum (12) for exper-
imentally reasonable parameters of the dressing field.
Physically, the considered features of the magnetoelec-
tronic properties originate from the anisotropy of the en-
5ergy spectrum of dressed electrons (11) along the x, y
axes. In turn, the anisotropy is caused by linear polar-
ization of a dressing field. In the case of circularly polar-
ized dressing field with the same electric field amplitude
E0 and frequency ω, the anisotropic spectrum (11) turns
into the isotropic gapped one,
ε˜ = ±
√
(εg/2)2 + (~vk)2, (17)
where εg =
√
(2veE0/ω)2 + (~ω)2 − ~ω is the field-
induced gap44. Combining the theory of gapped
graphene subjected to a magnetic field54 and the the-
ory of graphene layer dressed by a circularly polarized
electromagnetic wave44, we easily arrive from the Hamil-
tonian (1) at the energy spectrum of Landau levels in the
K point of Brillouin zone,
ε˜n = ±
√
(~ωB)2(n+ 1/2∓ 1/2) + ε2g, (18)
where n = 0, 1, 2, ... is the number of Landau level, and
the upper and lower signs correspond to the conduc-
tivity and valence band, respectively. As to the Lan-
dau levels at the K ′ point, their structure can be also
described by Eq. (18), where the signs “±” under the
square root should be replaced with the opposite signs,
“∓”. It should be noted that the energy spectrum (18) is
correct for weak magnetic fields satisfying the condition
~ωB ≪ εg (for the opposite case of strong magnetic fields
see Ref.48). In contrast to Eq. (12), the energy spectrum
(18) does not contain the Bessel function, J0(α). Mathe-
matically, this means that the dependence of the magne-
toelectronic properties of graphene on a dressing field is
more pronounced in the case of linear polarization. Thus,
a linearly polarized dressing field is preferable from ex-
perimental viewpoint.
As to experimental observability of the discussed ef-
fects, it should be noted that the employed parameters
of the dressing field (the photon energy of meV scale
and the field intensity of W/cm2) can be easily realized
experimentally with using such conventional sources of
THz radiation as quantum cascade lasers and free elec-
tron lasers (see, e.g., Refs.55,56).
Summarizing the aforesaid, we can conclude that
a strong high-frequency electromagnetic field (dressing
field) substantially modifies magnetoelectronic properties
of graphene in contrast to the case of conventional con-
ductors with the parabolic dispersion of electrons. Par-
ticularly, such resonant effects as optical absorption and
Shubnikov-de Haas oscillations are very sensitive to the
field. Therefore, a dressing field can be considered as
a perspective tool to manipulate the magnetoelectronic
properties of graphene. Since graphene serves as a basis
for nanoelectronic devices, the developed theory opens a
new way to control their characteristics.
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Appendix A: Borders of applicability of the theory
In order to simplify comparison of the developed theory
and experiments, we summarize the conditions of appli-
cability of the theory:
(i) The dressing field is assumed to be off-resonant.
Therefore, the frequency of the dressing field, ω, should
be far from resonant frequencies corresponding to elec-
tron transitions between different Landau levels;
(ii) To exclude the scattering-induced intra-level ab-
sorption of the wave by electrons within a broadened Lan-
dau level, we have to assume the wave frequency, ω, to
be high enough in order to satisfy the inequality ωτ ≫ 1.
It is well-known that the nonresonant (collisional) ab-
sorption of wave energy by conduction electrons is neg-
ligibly small under this condition. Therefore, a dressing
field which satisfies both the nonresonant condition (i)
and the high-frequency condition (ii) can be treated as a
purely dressing (non-absorbable) field;
(iii) The effective Hamiltonian (9) is derived by reduc-
ing the infinite system of quantum dynamics (6) to the
sole equation (8). This reducing is correct under the con-
dition |Jn(α)/J0(α)| ≪ 1, where Jn(α) is the Bessel func-
tion of the first kind, α = 2veE0/~ω
2 is the dimensionless
parameter describing the interaction between an electron
in graphene and a dressing field, v is the electron velocity
in graphene, E0 is the amplitude of the dressing field, ω is
the frequency of the dressing field, and n = ±1,±2,±3....
Thus, the dressing field amplitude, E0, and the field fre-
quency, ω, should be chosen to keep the Bessel function,
J0(α), far from zero;
(iv) The calculation of the conductivity (14)–(15)
within the approach16 was performed under the condition
Γ/εF ≪ 1, where Γ is the scatterer-induced broadening
of Landau levels, and εF is the Fermi energy. Therefore,
the developed theory of transport effects is adequate if
the scattering is weak enough.
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