In this paper we i n vestigate the out-of-sample forecasting ability of feedforward and recurrent neural networks based on e m pirical foreign exchange rate data. A two-step procedure is proposed to construct suitable networks, in which n e t works are selected based on the predictive s tochastic complexity (PSC) criterion, and the selected networks are estimated using both recursive Newton algorithms and the method of nonlinear least squares. Our results show that PSC is a sensible criterion f o r selecting networks and for certain exchange rate series, some selected network models have signicant market timing ability and/or signicantly lower out-of-sample mean squared prediction error relative to the random walk model.
Introduction
Neural networks provide a general c l a ss of nonlinear models which has been successfully applied in many dierent elds. Numerous empirical and computational applications can be found in the Proceedings of the International Joint Conference on Neural Networks and Conference of Neural Information P r ocessing Systems. In spite of its success in various elds, there are only a few applications of neural networks in economics. Neural networks are novel in econometric applications in the following two respects. First, the class of multilayer neural networks can w ell approximate a large class of functions (Hornik, Stinchcombe, and White (1989) and Cybenko ( 1 989)), whereas most of the commonly used nonlinear time-series models do not h a ve this property. Second, as shown in Barron ( 1991) , neural networks are more parsimonious models than l i near subspace methods such a s p o lynomial, spline, and trigonometric series expansions in approximating unknown functions. Thus, if the behavior o f economic variables exhibits nonlinearity, a suitably constructed neural network can serve as a useful tool to capture such r egularity.
In this paperwe i n vestigate possible nonlinear patterns in foreign exchange data using feedforward and recurrent networks. It has been widely accepted that foreign exchange rates are I(1) (integrated of order one) processes and that changes of exchange rates are uncorrelated over time. Hence, changes in exchange rates are not linearly predictable in general. For a comprehensive review of these issues, see Baillie and McMahon (1989) . Since the empirical studies supporting these conclusions rely mainly on linear time series techniques, it is not unreasonable to conjecture t hat the linear unpredictability of exchange rates may be due to limitations of linear m odels. Hsieh (1989) nds that changes of exchange rates may be nonlinearly dependent, e v en though they are linearly uncorrelated. Some researchers also provide evidence in favor of nonlinear forecasts, e.g., Taylor (1980 Taylor ( ,1982 , Engel and Hamilton (1990) , Engel (1991) , and Chinn (1991) . On the other hand, Diebold and Nason (1990) nd that nonlinearities of exchange rates, if any, cannot be exploited to improve f o recasting. Therefore, we t r eat neural networks as alternative nonlinear models and focus on whether neural networks can p r ovide superior out-of-sample forecasts.
This paper has two objectives. First, we i n troduce dierent neural network modeling techniques and propose a two-step procedure to construct suitable neural n e t works. In the rst step of the proposed procedure, we a pply the recursive Newton algorithms of Kuan and White (1994a) and Kuan (1994) to estimate a family of networks and compute the so-called \predictive stochastic complexity" (Rissanen (1987) ), from which w e c a n easily select suitable network structures. In the second step, statistically more ecient estimates for networks selected from the rst step are obtained by t he method of nonlinear least squares using recursive e s t i m ates as initial values. Our procedure diers from previous applications of feedforward networks in economics, e.g., White (1988) and Kuan and White (1990) , in that n e t works are selected objectively. Also, the application of recurrent networks is new in applied econometrics; hence its performance would also be of i n terest to researchers.
Second, we i n vestigate the forecasting performance of networks selected from the proposed procedure. In particular, model performance is evaluated using various statistical tests, rather than crude comparison. Financial economists are usually interested in sign predictions (i.e., forecasts of the direction of future price changes) which yield important information for nancial decisions such a s m a rket timing; see e.g., Levich ( 1981) and Merton (1981) . We apply the market timing test of Henriksson and Merton (1981) to justify whether the forecasts from network models are of economic value in practice; a nonparametric test for sign predictions proposed by P esaran and Timmermann (1992) is also conducted. Other than sign predictions, we, as many o t her econometricians, are a l s o interested in out-of-sample MSPE (mean squared prediction errors) performance. We use the Mizrach ( 1 992) test to e v aluate the MSPE performance of networks relative to the random w alk model. Our results show t h a t n e t work models perform d i erently for dierent exchange rate series and that predictive stochastic complexity is a sensible criterion for selecting networks. F or certain exchange rates, some network models perform reasonably well; for example, for the Japanese Yen and British Pound some selected networks have signicant market timing ability and/or signicantly lower out-of-sample M SPE relative t o the random walk model in dierent testing periods; for the Canadian Dollar and Deutsche Mark, however, selected networks exhibit only mediocre performance. This paper proceeds as follows. We review feedforward and recurrent n e t works in section 2. The network building procedure, including the e s t imation methods, complexity regularization criteria, and a two-step procedure, are described in section 3 . Empirical results are analyzed in section 4. Section 5 concludes the paper. Details of the recursive Newton algorithms are summarized in the Appendix.
Feedforward and Recurrent Networks
In this section we b riey describe the functional forms of feedforward and recurrent n e tworks and their properties; for more d etails see Kuan and White (1994a) .
A neural network may b e i n terpreted as a nonlinear regression function c haracterizing the relationship between the dependent v ariable (target) y and an n-vector of explanatory variables (inputs) x. Instead of postulating a specic nonlinear function, a neural network model is constructed by combining many \basic" nonlinear functions via a multi-layer structure. In a feedforward network, the explanatory variables rst simultaneously activate q hidden units in an i n termediate layer through some function 9, and the resulting hiddenunit activations h , i = 1 ; 1 1 1 ; q , then activate output units through some function 8 t o i produce the network output o (see Figure 1) . Symbolically, w e h a ve n X h = 9 + x ; i = 1 ; 1 1 1 ; q ; 
q t where is the vector of parameters containing all 's and 's, and the subscript q of f signies the number of hidden units in the network. This is a exible nonlinear functional f o rm in that the activation functions 9 and 8 can be chosen quite a r bitrarily, except that 9 is usually required to be a bounded function. Hornik, Stinchcombe, and White (1989) and Cybenko ( 1989) show that the function f constructed in (2) can approximate a large class of functions arbitrarily well q (in a suitable metric), provided that the number of hidden units, q, is suciently large. This property is analogous to that of nonparametric methods. As an example, consider the L approximation property. Given the dependent v ariable y and some explanatory 2 variables x, w e a r e t ypically interested in the unknown conditional mean M(x) : = E(yjx).
The L approximation property asserts that i f M (x) 2 L , t hen for any > 0, there is a 
q Barron (1991) also shows that a feedforward network can achieve a n a pproximation r a te O(1=q) b y using a number of parameters O(qn) that grows linearly in q, w hereas tradin tional polynomial, spline, and trigonometric expansions require exponentially O(q ) terms to a c hieve t he same a pproximation r ate. Thus, neural networks are ( asymptotically) relatively more parsimonious than these series expansions in approximating unknown functions. These two properties make feedforward networks an a t tractive e c o nometric tool in (nonparametric) applications.
[ Figure 1 About Here ]
In a dynamic context, it is natural to include lagged dependent v ariables as explanatory variables in a feedforward network to capture dynamics. This approach suers the drawback t hat t he correct number of lags needed is typically unknown (this is analogous to the problem of determining the order of an autoregression). Hence, the lagged dependent v ariables in a network may not be enough to characterize the behavior o f y in some applications. To o vercome this deciency, v arious recurrent networks, i.e., networks with feedbacks, have been proposed. A recurrent network has a richer dynamic structure and is similar to a linear time-series model with moving average terms. In particular, we c o nsider the following network due to Elman (1990) context, a recurrent n e t work may b e i n terpreted as an approximation of E(y jx ). To t ensure proper behavior o f t he Elman (1990) network, Kuan and White (1994b) show that, aside from some regularity c o nditions on the data y and x and some smoothness conditions (such a s continuous dierentiability) on 8 and 9, the hidden unit activation function 9 must also be a contraction mapping in h ; otherwise, h will approach i t s upper or t01 i;t lower bound very quickly when 9 is a bounded function or will explode when 9 is an unbounded function. Kuan, Hornik, and White (1994) show t hat a sucient condition assuring the contraction mapping property i s < 4=q, for all i,`. 3 Building Empirical Networks
In practice, there are basically two t a sks in building neural networks: (i) unknown n e t work parameters must be estimated, and (ii) a suitable network structure f or must bedetermined. We will discuss these two t a sks in turn and propose a two-step procedure for constructing empirical neural n e t works.
Estimation Methods
In view of ( 3), for a feedforward network f it is quite natural to e s timate the parameters q 3 of i n terest which m i n i m ize mean squared approximation error, i.e., E jy 0 f (x; )j = E jy 0 E(yjx)j + E jE(yjx) 0 f (x; )j :
As E(yjx) is the best L predictor o f y given x, the rst term on the right-hand side of (7) 2 3 cannot be minimized in L ; hence is an MSE (mean squared error) minimizer: NLS estimates are consistent for and asymptotically normally distributed under very q general conditions. Recursive estimation methods include, e.g., the back-propagation (BP) a l g orithm of R umelhart, H i n ton, and Williams (1986) and the Newton algorithm of K u a n and White ( 1 9 94a). Kuan and White (1994a) show t hat both the BP and New-3 ton algorithms are root-t consistent for , where t denotes the recursive s t ep, but the q Newton algorithm is statistically more ecient than the BP algorithm and is asymptotically equivalent to the NLS method. Although recursive e s t imates are not as ecient a s NLS estimates in nite s amples, they are useful when on-line information processing is important. M o reover, recursive methods can facilitate network selection, as discussed in the subsection below. White (1989) also suggests that one can perform recursive estimation up to certain time point and then apply a NLS technique to improve eciency of estimates.
Similarly, the parameters of interest in a recurrent n e t work are q 3 2 = argmin lim E jy 0 (x ; h; )j ;
where limit is taken to accommodate t he eects of network feedbacks h , Kuan and t01 3 White (1994b) . The estimates of can also be obtained using non-recursive o r r ecursive q methods. In view of (5) and (6), h and o depend on directly and also indirectly through t t the presence of lagged hidden-unit a c t ivations h . T h us, in calculating the derivatives t01 of with respect to , parameter dependence of h must be taken into account t o q t01 assure proper search direction. Owing to this parameter-dependent s t ructure and the constraints required for 's (discussed in section 2), NLS optimization t echniques involving analytic derivatives are dicult to implement. Our experience shows that NLS estimation using numerical d e r ivatives usually s u ers the problem of singular information matrix. Alternatively, o ne could use a recursive estimation method such a s t he \recurrent Newton algorithm" of Kuan (1994) , which is analogous to that of Kuan and White (1994a) for 3 feedforward networks. This algorithm is also root-t consistent f o r ; see e.g., Benveniste, q M etivier, and Priouret (1990) . Kuan (1994) also shows that it is more ecient than the recurrent B P a l g orithm of Kuan, Hornik, and White (1994) . The recursive Newton algorithms for feedforward and recurrent n e t works used in our applications are described in the Appendix.
Complexity Regularization Criteria
The second task in practice is to determine a suitable network structure so that the unknown conditional mean function can be well approximated. As network functions 8 and 9 can be chosen quite a r bitrarily, t his task amounts to determining network complexity, i.e., the number of explanatory variables and the number of hidden units. A very simple network may not be able to approximate the unknown conditional mean function w ell; an excessively complex network may o ver t the data w ith little improvement in approximation accuracy. There is, however, no denite conclusion regarding how t h e c o mplexity should be regularized. As neural network models are, by c o nstruction, some approximating functions, it is our opinion that the determination of network complexity is a model selection problem. Thus, one possible criterion is the Schwarz (1978) Information Criterion (SIC). Note that selecting networks based on SIC is computationally demanding because NLS is required for e s timating every possible network. An alternative criterion to regularize network complexity i s t he \Predictive Stochastic Complexity" (PSC) criterion due to Rissanen (1986a,b) ; see also Rissanen (1987) . Given a function m(x; ), where is a k-dimensional p a rameter vector, and a sample of T observations, PSC is computed as the average of squared, \honest" prediction errors:
In this paper we employ a t wo-step procedure to construct our empirical neural networks. We rst choose the activation functions 9 as the logistic function and 8 as the identity function in the networks (1) and (4). These choices are q u i t e standard in the neural network literature. The dependent v ariables y are c hanges of log exchange rates, and for each exchange rate, networks explanatory variables x are o wn lagged dependent v ariables. The resulting networks are therefore nonlinear AR models. One could, of course, include other explanatory variables in networks to create nonlinear ARX models.
Specically, our feedforward networks are o f t he form:
and recurrent n e t works are:
The following two-step procedure is then used to determine the network structures and estimate t heir unknown parameters.
1. Recursive estimation. A family of feedforward or r ecurrent networks with d i erent n and q (the numbers o f lagged dependent v ariables and hidden units) is estimated using the Newton algorithms (9) or (10) in the Appendix. For e a ch network, (a) ten sets o f initial parameters are generated randomly from N (0; 1), and the one that results in the lowest MSE is used as the initial values for recursive algorithms; (b) we t hen let the Newton algorithms run through the data set once and compute the resulting PSC values.
Note that network structures are xed during recursive estimation. After recursive estimation is complete, we select the three networks with the lowest PSC values and proceed to the second step.
2. NLS estimation. The networks selected from the rst step are estimated using a modication of the Levenberg-Marquardt algorithm (More (1977) ); this algorithm is implemented using the FORTRAN subroutine LMDER in MINPACK distributed by A r gonne National L a boratory. T t=1 where h = (x ; h; ; ) i s h evaluated at and , t he nal recursive estit t t01 t mates of and from the rst step.
The rst step in the proposed procedure i m plements a convenient network selection device based on recursive estimation results, in contrast with the White (1989) procedure. For feedforward networks, recursive estimation is needed to compute PSC, from which suitable networks can be selected; for recurrent n e t works, other than facilitating network selection, recursive estimation is crucial as NLS estimation is dicult to implement (section 3.1). We use the Newton algorithms because they are statistically more ecient than t he BP algorithm. We emphasize that for a feedforward network the rst step is not needed when the desired network structure is known a priori or when other network selection procedures are adopted. The second step in the proposed procedure performs NLS estimation to improve eciency of parameter estimates. Note that for recurrent n e tworks, xing and h avoids troublesome constrained minimization. (Recall that 's t01 must be constrained suitably to ensure t he desired contraction mapping property o f h .) t The resulting estimates are not full NLS estimates, and their convergence properties hold only conditional o n ; see e.g., Kuan and Hornik (1991) .
Empirical Results
In this paper ve e x c hange rates against the U.S. dollar, including British Pound (BP), Canadian Dollar ( C D ), Deutsche Mark (DM), Japanese Yen (JY), and Swiss Franc (SF), are investigated. The data a r e daily opening bid prices of t he NY Foreign Exchange Market from March 1, 1980 to January 28, 1985, consisting of 1245 observations. All series except BP are US dollars per unit of foreign currency. This data set has also been used in Baillie and Bollerslev (1989) . Let S denote the i-th exchange r a te at time t, i;t and y = log S 0 log S , i = B P , CD, DM, JY, SF. By applying various unit-root i;t i;t i;t01
tests, Baillie and Bollerslev (1989) nd that log S are unit root processes without drift i;t and that y behave l i ke a m a rtingale dierence sequence. We a l s o estimated thirty six i;t ARMA models for y from ARMA(0,0) to ARMA(5,5) and found that ARMA(0,0) is the i;t best model for all ve series in terms of the SIC values. This is consistent w i th the results of Baillie and Bollerslev (1989) . In what follows, we w ill abuse terminology and refer to ARMA(0,0) as the random w alk model.
Neural network models are constructed according to the two-step procedure described in Section 3. For each s e r ies, the network explanatory variables are lagged dependent variables; all variables are multiplied by 100 to reduce round-o errors. We h a ve a l s o constructed networks for each y using lagged y , j 6 = i, as additional explanatory i;t j;t variables, but the results are not particularly exciting. We therefore conne ourselves to networks of the present form which, as we h a ve mentioned, are simply nonlinear A R models. In the rst step, thirty feedforward and recurrent n e t works (with 1{6 lagged y i;t and 2{6 hidden units) are estimated using the recursive Newton algorithms, and the three 1 networks with the best PSC values are selected . In the second step, the selected networks are further \smoothed" using the method of N L S . ( W e omit networks with o ne hidden unit because they are not practically interesting.) Ideally, w e c a n construct a multipleoutput network for all 5 series, analogous to a m ultivariate nonlinear regression model. A program implementing multiple-output networks is currently under development.
To e v aluate the forecasting performance of dierent m o d els of y , w e reserve the last i;t 1 As we found in other simulations that huge prediction errors may occur in the very beginning of recursive estimation, we compute PSC according to (8) with k starting from L+65, where L is the number of lagged dependent v ariables in the network, to get rid of beginning erratic prediction errors f or all possible networks. This modication should not alter the asymptotic property of PSC.
50, 100, and 150 observations as out-of-sample testing periods and estimate models using 1194, 1144, and 1094 observations, respectively. These choices are arbitrary. T he out-ofsample performances of network m o d e l s a r e e v aluated using two c r iteria: one based on sign predictions (i.e., forecasts of the direction of future price changes) and the other based on one-step ahead MSPE. As sign predictions yield important information for nancial decisions such a s m arket timing, it is important t o t est whether they are of economic value in practice; see e.g., Levich ( 1 981), Merton (1981) and Henriksson and Merton (1981) . For this purpose, we apply the market timing test of Henriksson and Merton (1981) , which is the uniformly most powerful test for market timing ability under their conditions. In this test, t he number of correct forecasts has a hypergeometric distribution under the null of no market timing ability, and we use the IMSL subroutine HYPDF t o c o mpute t h e resulting p-values. We also apply a test proposed by P esaran and Timmermann (1992) which is a Hausman-type of test designed to asses the performance of sign predictions.
As the limiting distribution of this test is N(0; 1), its one-sided critical values at 1%, 5% and 10% levels are 2.33, 1.645 and 1.282, respectively. ( W e thank referees and the editor for t hese suggestions.) I t i s a l s o t ypical in econometric applications to compare out-ofsample MSPE performance of a model relative t o the random walk model. We t herefore apply the MSPE-comparison test of Mizrach ( 1 992) to e v aluate statistical signicance of n e t work forecasts, cf. Diebold and Mariano (1991) . The limiting distribution of this test is also N(0; 1); in our computation, models with out-of-sample MSPE smaller than the random walk model have p o sitive s t atistics. Out-of-sample forecasting results from recursive a nd NLS estimation are summarized in Tables 1{5, where we use FF and REC to denote feedforward and recurrent n e t works and write a n e t work with L lagged dependent variables and H hidden units as ( L; H ). We report o nly the Mizrach s t atistics and p-values for NLS results; complete t a bles including statistics and p-values for recursive r esults are available upon request. Note also that the Mizrach t est is based on MSPE comparison, but our tables report the square r o o t of MSPE (RMSPE).
[ T ables 1{5 About Here ]
We rst observe t hat a wide variety o f n e t works have been selected and that there i s at least one common F F o r R E C network selected from three in-sample periods, except that for REC in BP and FF in JY the common networks are t a ken from t he periods with 100 and 150 test observations. These common networks are: BP: FF(1,2); REC(1,2). CD: FF (1,4) ; REC(1,2). DM: FF(2,2); REC(1,2).
JY: FF(6,2); REC(1,2). SF: F F (2,2); REC(1,2) and REC(3,2).
Note that most of these common networks are not very complex; in particular, REC (1,2) is the common recurrent n e t work for all series. These results seem to suggest that there exists only mild nonlinearity in these series.
Our primary concern is whether selected network models have s y stematic, superior performance in out-of-sample testing periods. Some interesting NLS results are summarized below. Note that when models yield either all positive or all negative sign predictions, the Henriksson and Merton (1981) test cannot be computed, and their p-values are listed as \N/A". Table 4 shows that the common feedforward network does not perform well, and there is only one selected feedforward network has signicant m arket timing ability. H o wever, the common recurrent network, REC(1,2), h a s signicant market timing ability i n a ll three testing periods and has signicant M SPE performance in the rst two testing periods (with 50 and 100 observations). Note that REC(1,3), which is selected for the rst two testing periods, is also signicant in terms of both market timing ability and MSPE in these two periods.
For the JY,
2. For the BP, i t c a n b e s e e n f rom Table 1 that the common feedforward network, FF(1,2), does not have signicant m arket timing ability, and that the common recurrent n e t work, REC(1,2), has signicant market timing ability only in the last testing period. In terms of out-of-sample MSPE, FF(1,2) and REC(1,2) both perform signicantly better than the random walk model in all periods (except that for the rst testing period REC(1,2) is not selected). Note that t he market timing ability o f F F(6,2) is signicant a t 5 % l e v el in the period with 1 00 observations, but it is not selected for other testing periods.
3. For the SF, we nd from Table 5 that common feedforward and recurrent n e t works do not have s i g nicant market timing ability. T here is only one feedforward network, FF(3,3), has (marginally) signicant m a rket timing ability. I n t erms of MSPE, all three selected feedforward networks and two o ut of t hree selected recurrent n e t works are signicant in the rst testing period; they do not have s i m ilar performance in other testing periods, however. 4. For the CD and DM, neither feedforward nor recurrent n e t work has systematic good performance in all testing periods.
These results s h o w that dierent network models perform dierently in these series and that t he PSC criterion is a quite sensible criterion to determine network structures. Although the CD and DM do not exhibit regularity that can be \captured" by n e u ral networks, we n o te that f o r t he JY, the common recurrent n e tworks perform well in terms of b o t h m a rket timing ability a nd MSPE, and that for the BP, t he common feedforward and recurrent n e t works perform well in terms of MSPE. It is also interesting to note that for t he BP and JY, most of networks with signicant m a rket timing ability also h a ve signicantly lower out-of-sample MSPE relative t o t he random w alk model. This suggests that these t wo objectives need not be conicting with each other. As our estimation methods are b a s e d o n M SE minimization, which is not a loss function for sign predictions, it would be very i n teresting to construct estimation methods based on a suitable loss function and compare the resulting sign prediction results; this is beyond the scope of this paper, however. We a l s o observe f r om the tables that recursive r esults may b e e v en better than the NLS results. In fact, for t he BP, JY, and SF, recursive results that are signicant usually agree with the NLS results. This indicates that the Newton a lgorithms for a sample of more than 1000 observations have quite satisfactory performance; some simulation results of the Newton a lgorithm can be found in Kuan (1994) .
For the sake o f c o mparison, we also evaluate out-of-sample performance of four com-2 monly used ARMA m o d els , including ARMA(1,0), (0,1), (1,1), a nd (2,2). The results a re 2 A referee points out that a more comparable way is to select and estimate ARMA models also based on the proposed two-step procedure. Selecting ARMA models based on PSC has been discussed by, e.g.,
Gerencs er (1990). H o wever, implementing the two-step procedure is more involved, see e.g., Ljung and S oderstr om (1983) . As our emphasis is on neural network models, we do not pursue this possibility. summarized in Table 6 . A l m o st all ARMA models do not h a ve signicant market timing ability in these testing periods, except that ARMA(1,0) and ARMA(0,1) for the BP are signicant i n t he period with 100 observations and ARMA(1,1) for the SF is signicant in the period with 50 observations. In terms of MSPE, all ARMA models for the JY have signicant out-of-sample MSPE in testing periods with 100 and 150 observations, and three ARMA models for the CD have signicant out-of-sample MSPE in the rst testing period. Note t hat these signicant A R MA models have almost identical MSPE. We a l s o apply the Pesaran and Timmermann (1992) test to evaluate sign predictions. To conserve s p a ce, we do not report all statistics here, but we s ummarize the results for some \good" models discussed above i n T able 7. F or the BP, the test results f o r n e t work models agree with those of the market timing test, but signicance level is dierent. Note, however, that ARMA(1,0) becomes insignicant i n t he second testing period under this test. For the JY, both REC(1,2) and REC(1,3) are still signicant a t 5 % l e v el in all periods, whereas ARMA(1,1) becomes signicant at 10% level in the last testing period. All the results w e o btained suggest that REC(1,2) and REC(1,3) have systematic good performance for the JY series.
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Conclusions
In this paper we propose a two-step procedure to estimate and select feedforward and recurrent n e t works and carefully evaluate the forecasting performance of selected networks in dierent out-of-sample periods. The forecasting results a re mixed. We nd networks with signicant m a r k et timing ability (sign predictions) and/or signicantly lower out-ofsample MSPE ( relative to the random walk model) in only 2 out of 5 s eries we e v aluated. For other series, network models do not exhibit superior forecasting performance. Nevertheless, our results suggest that PSC is quite sensible in selecting networks and that the proposed two-step procedure may be used as a standard n e t work construction procedure in other applications. Our results show that nonlinearity i n e x c hange rates may be exploited to improve both point and sign forecasts, in contrast with the conclusion of Diebold and Nason (1990) . Although some of t he results reported here are quite encouraging, they provide only limited evidence supporting the usefulness o f neural network models. We hope this paper will provoke m o re research i n t his direction i n t he future.
with initial values 0 , where and are column vectors of the rst order derivatives of j; j;h the j-th hidden unit with respect to and h, respectively. As 9 is the logistic function j is our application, it is bounded between 0 and 1. Setting the initial value of h at 1/2 is i;t equivalent to assuming no knowledge of hidden units in the beginning. This algorithm iŝ implemented with a truncation device to ensure < 4=q for all i;`. M ore details of (10) iù sed in this study can b e f ound in the Appendix of Kuan (1994) . Note that a recurrent network not depending on h is a feedforward network. In this t01ĉ ase, the term is zero so that the updating equations of 1 are not needed, and (10) h t simply reduces to the standard Newton a lgorithm (9). Note: The selected networks are ordered from the best to the 3rd best according to their PSC values. RMSPE" stands for the square root of out-of-sample MSPE; Sign" stands for the proportion of correct sign predictions in out-of-sample periods; Stat" is the Mizrach 1992 statistic; p-value" is for the Heriksson and Merton 1981 test. If the forecasts are either all positive o r a l l negative, the resulting p-value is listed as N A". Signi cance at 1, 5, and 10 is marked with , , and , respectively; similarly, the symboly is used to indicate that a model is sign cantly worse than the random walk model. The other tables follow the same convention. Note: For ARMA0,0, Sign" is in-sample proportion of positive c hanges of log prices. 
