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Let (0, A) be a pair of subsets in Iw” such that Q has finite, positive Lebesgue 
measure. The pair is called a spectral pair if the functions ea’X, for 1 E A, form an 
orthogonal, total family in L*(Q), i.e., when restricted to Q. Our present work con- 
tinues earlier papers on simultaneous diagonalization of vector fields, for the special 
case when Sz is also assumed open. However, the setting here is more general, and 
the results are stated in the measure theoretic category. (In considering fundamental 
domains for lattices, for example, we allow distinct lattice point translates of the 
domain to overlap on sets of measure zero, rather than the traditional condition of 
empty overlap.) Two classes of examples of spectral pairs are known, fundamental 
domains and simple factors. The latter may be identified in terms of a certain finite 
group action. We show that every spectral pair can be factored (in the sense of 
Cartesian products) as a product of two pairs of lower dimension where the first 
factor is a fundamental domain, and the second a simple factor. (The dimensions 
add.) A simple factor yields in a natural way a finite cooering of an associated 
compact torus; but not every such covering corresponds to a spectral pair. We give 
a complete spectral characterization of the tinite coverings and identify those 
which correspond to simple factors. The latter identification is phrased in terms of 
generators and relations for certain C*-algebras which are analogous to (but 
different from) algebras studied earlier by Cuntz and Arveson. c, 1992 Academic 
Press, Inc. 
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1. INTRODUCTION 
The standard approach in spectral theory for studying commuting self- 
adjoint operators (see e.g., [Bo-Gu], [CV], [Gu-St], [Ve], [St]) is to 
seek a simultaneous diagonalization of the operators under consideration. 
If the operators are not self-adjoint, but only symmetric, then one may try 
to study operator extensions for the purpose of creating a simultaneous 
diagonalization. Von Neumann developed the well known deficiency index 
method (see e.g., [Jo 31 or [SC]) for studying extensions of a single 
operator. The simplest example of this (indices (1, 1)) is the operator 
i(d/dx) on C,“(O, 1 ), where the self-adjoint extensions then correspond to 
induced representations. Such inductions are used in one or more dimen- 
sions in the study of Bloch waves, and more generally, in the spectral 
theory of periodic partial differential operators, see, e.g., [Gel. We get 
unitary representations of the group R, acting on L*(O, l), and induced 
from the subgroup Z c R. In recent papers [Jo l-21, we developed this 
approach in several variables, and even in cases when the groups are not 
abelian. This work (for several operators) was motivated by [Fu] which in 
turn was a response to a question, posed by I. E. Segal in 1958. It turned 
out that some of the commuting extensions for i(d/dx,) on C,“(Q), for 
regions in ET’, 1 <k < n, cannot be obtained by induction from lattices. But 
we showed in [Jo l] that when the commuting self-adjoint extensions 
exist, and are generated by induced representations, then the corre- 
spondence between the spectral theory (i.e., the simultaneous diagonaliza- 
tion) and the geometry of the region 52 under consideration is more direct 
and lets us solve some inverse spectral problems. The eigen-functions used 
for the (a/ax,) problem, 1 d k dn, in L*(Q) turn out simply to be the 
exponentials el, A E R”, given by eA(x) = eiLX; but for other problems, such 
as those considered recently in [St], the relevant eigen-functions are the 
classical Bessel functions. 
The problem for (a/ax,) when Q c KY is open, 0 <m(O) < cc, leads to 
the following question: When is there a family of exponentials { el: i E A > 
which is orthogonal and total in L*(Q)? This question is interesting even 
when Q is not assumed to be open. When the question is affirmative for 
some pair (52, A) we say that this is a spectral pair, and, in the present 
paper, we study spectral pairs. Our analysis is restricted to those spectral 
pairs which correspond to representations of IR” which are induced from 
lattices (in KY’). We prove three results about the connection between the 
two components in such spectral pairs. 
The first result concerns the operation of Cartesian product for spectral 
pairs. This operation corresponds to the tensor product of the two unitary 
representations associated to the given spectral pairs of the operation. We 
introduce two types of spectral pairs in ET, the multiplicative ones, and 
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pairs which are called simple factors. We then show that every spectral pair 
factors as a product of a multiplicative one, and a simple factor. The study 
of the multiplicative pairs is shown to be equivalent to the study of 
fundamental domains for lattices. The main portion of the paper is 
therefore devoted to the simple factors. We show that (under suitable 
assumptions) the study of simple factors may also be reduced to that of 
fundamental domains. The restrictive assumption here is that a certain 
discrete group which is contained in the spectrum, is, in fact, a lattice. 
The last section contains a discussion of general simple factors where the 
lattice condition is not assumed. We show that the study of these spectral 
pairs is directly connected with the study of certain C*-algebras associated 
to the problem. They are related to the, so-called, Cuntz-algebras from 
C*-algebra theory, and a new invariant is produced using the quotient by 
a certain canonical ideal. The quotient turns out to be a full matrix algebra. 
2. GENERAL NOTATION 
In earlier papers [Jo 1, Pe, and Jo-Pel 1, the co-authors considered a 
spectral theory for measurable subsets 52 c R” with 0 < m(Q) < 00 which is 
based on a certain family of commuting self-adjoint operators on L*(Q), 
(where the L*-space is defined relative to Lebesgue measure m on R”), For 
A E l%“, the exponentials e”‘” are naturally square integrable on Q, and the 
corresponding elements in L*(Q) will be denoted ei,. If it is possible to find 
a subset A in IR” such that the functions m(SZ)P”2 e,, for 2 E A, form an 
orthonormal basis in L*(Q), then we say that (Sz, A) is a spectra/pair, and 
that .4 is a spectrum for 52. (It is clear that, if (Q A) is a spectral pair, then 
fixed translates of A will also be admissible as spectra. We may therefore 
assume, without loss of generality, that OEA whenever spectral pairs are 
considered. This assumption will be made in the sequel without mention.) 
It was shown, in [Fu] and [Pe], that if (Sz, A) is a spectral pair, and if 
it is further assumed that 51 is open, then A may be obtained as the joint 
spectrum of a family of commuting self-adjoint operators H,, . . . . H,, such 
that each Hk is an extension of i(a/ax,) on C<?(Q), 1 < k < n. It is known 
that spectral pairs (0, A) arise when A is given to be a lattice and Q is a 
fundamental domain for the lattice A” which is dual to A. The reader is 
referred to [Fu] for details on this point. In the paper [Jo-Pe], the 
co-authors considered a special class of spectral pairs 52, A where Q does 
not arise this way as a fundamental domain for A’. (The notation ,4’ refers 
to 
A”:={5EIW”:5.1ZE2~2,~EA}.) (2.1) 
We even point out that an interesting class of spectral pairs (Sz, A) exists 
where 52 may not be taken to be a fundamental domain for any lattice in 
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R”. We further gave conditions on the spectrum which allow us to decide the 
question “fundamental domain or not?’ 
It was shown, in [Jo 41, that the study of spectral pairs (Sz, A) may be 
phrased covariantly in the framework of Pontryugin duality for locally 
compact abelian groups. In fact, the duality theory is useful even if only 
spectral pairs in R” are considered, as will be illustrated in the technical 
results below. 
We finally note that there are analogous results for second order elliptic 
partial differential operators which similarly provide interrelationships 
between spectrum and geometry. In [DC] it is shown that commutativity 
of the respective Friedrichs extensions of a certain pair of second order 
elliptic PDOs on some given domain D in R” leads to a geometric 
factorization of the domain under consideration, i.e., a factorization of L2 
as a Cartesian product of domains of lower dimension. We get a similar 
conclusion in Theorem 5.1 below, but the assumptions and the context is 
somewhat different. 
3. REDUCTION OF SPECTRAL PAIRS 
A lattice r in IL!” is an additive subgroup such that the quotient R”/T is 
a compact torus. It is known, and easy to show, that a lattice r may be 
represented in terms of independent vectors u,, . . . . u, in IR” as follows, 
r= xkivi:kiEZ, l<i<n 
ii 
(3.1) 
If { wj} is a dual basis, i.e., oi. wj = 6, (the Kronecker delta), then 
l-O= c 
ii 
m’w,:m’~27cZ, l<i<n (3.2) 
The following lemma will be needed 
LEMMA 3.1. Let 52, A be a spectral pair in R” with 0 <m(Q) < 00, and 
let K=A”= {PER”: <.,IE~~Z}. 
(i) Then K is a lattice in R” and, for distinct points 5, 0 in K, we have 
m((Q + l) n (Q + 5’)) = 0 (3.3) 
(ii) Let n: R” + W/K be the natural covering mapping, and let 
R’ = n(Q). Then the functions e,, A E A, pass to the quotient R”/K, and the 
restricted functions e, IQ, form an orthogonal and total family in L*(C) 
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where the measure defining this L2-space is the unique normalized Haar 
measure on the compact torus W/K. 
Proof: Part (i) is contained in [Jo 1, Section 41, and (ii) follows from 
the basic techniques developed in [Jo-Pel, Section 21. (An independent 
proof may also be obtained from Theorem 6.2 below.) The purpose of 
passing to the quotient is that the image of 52 under the natural mapping 
x has geometric properties which are directly related to the spectrum ,4 for 
some given spectral pair (Q, /i); and this connection (between geometry 
and spectrum) is the subject of Section 6 below. The corresponding connec- 
tion is quite poor for the set 52 itself: 
We now sketch the proof of (ii). We shall use the notation V= W/K for 
the compact torus from (i), and recall the invariant measure du on V. It is 
given in terms of the Lebesgue measure dx on R” as follows. Consider 
measurable functions f on V, and cp on KY’. It is known that if cp is 
continuous of compact support, then the sum 
b%)(x)= c cp(x+k) 
keK 
(3.4) 
defines a function in C(V); and moreover, every function in C(V) may be 
represented this way for some cp E C,(RY). However, we shall consider the 
formal sum (3.4) also when cp might not be compactly supported. The 
connection between the respective measures du (on V) and dx (on R”) is 
given by the basic formula 
jvf(v)W)(4 du = jJ(W, v(x) dx, (3.5) 
where the functions f and cp are such that the integral, on the right hand 
side in (3.5), is well defined. Then the integral on the left is defined in terms 
of the identity, and it is known that the invariant measure on V may be 
obtained this way. The measure du is the Haar measure for the compact 
group V. But V carries an action by R”, viz., translation modulo the lattice 
K, viewing V as a homogeneous space, and du is also the invariant measure 
for this R”-action. 
We shall now apply (3.5) to the case when cp is the indicator function for 
the subset Q c R”, i.e., cp = xn. It follows from (3.3) that the function Eq 
on V, which is defined by the sum in (3.4), is then the indicator function 
on V given by the subset Q’= z(Q), i.e., E(xn) = x0,. Substitution into 
(3.5) yields 
jD, f(u) do = f, f(n(x)) dx (3.6) 
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and we shall apply this to the situation when f is of the form f = e,G for 
points i., i.’ E A. The inner products of the two Hilbert spaces L*(Q) and 
L*(Q’) will be denoted (., .)C2, and (., .)n,, respectively. We note that the 
exponentials e, (i.e., e>.(x) = eri.--r, x E KY’) may be viewed both as functions 
on R”, and as functions on V. This follows from the K-invariance, i.e., 
e;,(.x + k) = e;(.r), x E R”, i. E A, k E K = A”. It will be convenient to use the 
same notation even when the interpretation of the e,‘s changes. Using (3.5) 
we then get 
(3.7) 
valid for all i, i.’ in A. Since (52, A) was given to be a spectral pair, we con- 
clude that the functions ej., for i E A, are orthogonal in L*(Q’). It remains 
to show that they are also rotal in L*(Q). SupposefE L*(Q’) is given such 
that (f, eiJn, = 0 for all 2 E A. Then (f . n, ej.)n = (f; er)o. = 0. Since the e,‘s 
are total in L.*(Q), we conclude that / .IC represents the zero-function in 
f.*(Q). But this means that f is itself zero as a function defined on the 
subset Q’ in the torus V= R”/K, and the proof is completed. 
One reason the quotient V= W/K is more useful for inverse spectral 
rheory is the fact that the functions e;., for i. E A, separate points in V. This 
follows from the observation that K” is the group which is generated by the 
set A, and further that K” may be identified with the Pontryugin dual of 
the torus V, see [PO]. We recall that the Pontryagin dual p consists of the 
(one-dimensional) continuous, unitary characters on the compact group V, 
and that PZ K” with a familiar identification. For points u in V and 5 in 
K”, the notation (5, a) will be used for the evaluation of the character r 
at the point c in V. But both r and c’ may be represented by points in R”, 
t;-(<,, . ..) &), a-(c,, . . . . c,,), and, in this representation, we have 
<t,u)=exp(i~5,u,). 
I 
(3.8) 
When points in V, or in K”, are represented in R”, it will be convenient for 
us to use the same notation for the associated representing points in R”, 
and we shall do this when it does not lead to confusion. 
If K is a lattice in R” with covering mapping n: 64” + IV/K, and J is a 
subset of R”, we shall denote by J’ the set K(J), and J’ will be called the 
reduction of J relative to the lattice K. If J is a group containing K, then 
J’ = J/K. 
We showed that if (Q, A) is a given spectra1 pair with Rc R”, 
0 <m(Q) < x), then (Q’, A) is also a spectral pair where 52’ is the reduction 
of Q relative to the lattice K = A’. Moreover, the transformation, f H f c n 
defines a unitary isomorphism of t*(Q’) onto L*(Q). This last conclusion 
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shows that spectral pairs are quite special, and that the corresponding Q’s 
have a high degree of symmetry. 
We conclude this section with a delinition and a comment. We shall use 
the term section in various contexts below. Consider a pair of spaces X, Y 
and a mapping n: X+ Y which maps onto Y, i.e., a covering mapping. 
Another mapping ,9: Y + X is said to be a section if x? /I = identity. If X, Y 
are Bore1 spaces, and if j is a Bore1 mapping, we shall say that /I is a 
measurable section. Only measurable sections will be considered. For more 
details, see [Ma I]. If X carries an action by some group G, consider the 
equivalence relation - on X given by: .r - ,r’ iff 3g E G s.t. g(y) = 1’. If Y 
is the corresponding set of equivalence classes (assuming that it is a set), 
then there is a familiar natural covering mapping n: X-+ Y, and sections 
are defined accordingly. If /I is a section, the subset D = /I( Y) has the 
properties: 
(i) UxEG g(D)=X and 
(ii) for points g # g’ in G, we have g(D) n g’(D) = $3. 
We will often refer to the set D itself as a section. 
An important special case of this construction arises when r is a lattice 
in R”, and X= R”, Y = R”/f, and n is the covering mapping for the torus. 
For a given measurable section /I, the set D := fl( IV/r) will be called a 
fundamental domain for the lattice I-. Even if some subset D’ differs from 
a fundamental domain up to measure zero, then D’ will still be called a 
fundamental domain. This means, more precisely that the symmetric 
difference of D and D’ is of measure zero. Generally we shall be liberal 
about allowing modifications up to measure zero. 
Since our groups (which act on spaces) will be compact, or discrete, the 
orbit analysis is somewhat simpler (than for more general groups). 
4 DUALITY AND MULTIPLICATIVE GROUP ACTIONS 
The formula eiL” for the functions e, suggests that the variables A and 
x should play a symmetric role. If (Q, A) is a given spectral pair, then 
i. I-+ e”” may be viewed as a function on A, and this function will be 
denoted E,. For c E L*(/i ), define 
(c, c,)= C c(i) e ” ‘. 
i E n 
(4.1) 
The following result is handy when checking whether a given pair (Q, A) 
is a spectral pair. 
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LEMMA 4.1. Let subsets $2, A in IW’ be given with 52 measurable, and 
0 < m(Q) < 00. Then the following five conditions are equivalent: 
(i) (a, A) is a spectral pair. 
(ii) (Q’, A) is a spectral pair. 
(iii) For all f E L2(Q), 
1 I(f, ez)fil’=m(Q) IlfllA. 
j. c A 
(iv) For all cee2(A), 
m(Qlpl \ ICC, ~)l* dx= c Ic(A)12. R 2. E A 
(v) The transform 
Kf)(Jv)= (m(-Q))~"'j f(x)e,dx) dx R 
defines a unitary isomorphism of L*(Q) onto e’(A). 
It follows that the two Hilbert spaces L*(Q) and e2(A) occur in sym- 
metry for a given spectral pair Q, A. We shall now show that spectral pairs 
are associated to a dual pair of unitary representations on the respective 
Hilbert spaces. 
LEMMA 4.2. Let (0, A) be a spectral pair in R” as spectsed above. Then 
there is a unique strongly continuous representation U of R”, acting on 
L2(Q), such that 
u(t)ej,=(t,~)e,, tER”, AEA. (4.2) 
Let K= A”. Then there is also a unique unitary representation p of the lattice 
K”, acting on e*(A), such that 
P(~)E,=<~,x)G, 5eK’=, x~f-2. (4.3) 
It is determined on e’(A) by the formula F*p(r) Ff(x) = (5, x) f(x), where 
F: L*(Q) + /‘(A) is the isomorphism from (v) above. 
Proofs. The arguments are fairly straightforward, and, in any case, 
contained in the earlier papers [Pe] and [Jo-Pel]. The details will 
therefore be omitted here. 
Lemma 4.2 shows that we may assume, when considering spectral pairs 
Q, A, that OE A, and OEQ. This assumption will always be made below. 
580/107/l-6 
80 JORGENSEN AND PEDERSEN 
We then have the following result (which is essentially contained in [Fu] 
and [Pe].) 
PROPOSITION 4.3. The set Q in a given spectral pair (Q A) as above is 
a fundamental domain for the lattice A”, iff the associated unitary represen- 
tation U acts multiplicatively on L2(Q) tff the representation p acts 
multiplicatively on /‘(A). In the affirmative case, the spectrum A is itself a 
lattice in R”. 
The present paper is primarily concerned with the case when Q is not a 
fundamental domain for the lattice A” since the fundamental domains are 
already well understood. For spectral pairs (Q, A) of this kind, the unitary 
representation U will not act multiplicatively on L2(Q). The obstruction for 
a pair to be of the fundamental domain type is then measured by the 
“index” of the subgroup A of elements t in R” such that U(t) acts 
multiplicatively on L2(!2). We shall need the following. 
THEOREM 4.4. Let (Q, A) be a spectral pair in R” specifi:ed as above. Let 
U be the associated representation of F%” acting on L2(Q), let K= A”, and let 
(Q’, A) be the spectral pair in reduced form, (reduction relative to the lattice 
K.) Let A := {t E R”: U(t) acts multiplicatively}. We then have the formula 
A= {tER”: t+Q’=SZ’}, (4.4) 
where the + refers to translation modulo K in the torus R”/K. 
Proof Let t E A be given, and let .A%’ denote the abelian algebra of all 
multiplication operators acting on L2(Q), i.e., multiplication by functions 
in L”(Q). Then it is immediate that the unitary operator U(t) normalizes 
~6’; for f E L”(Q) and h E L*(Q), we have 
U(t) M(f) U(t)* = M(U(t)f )> 
where M(f) is the multiplication operator, M(f) h = fh. In other words, 
U(t) restricts to L”(Q) and defines there an automorphism. It follows that 
A is a closed subgroup of R”. The same argument gives an analogous 
automorphism acting on L”(Q) where 52’ is the reduction of 0 by the 
lattice K = A’. The quotient A’ = A/K is a compact group. Using a classical 
theorem about automorphisms (see [Ma l-2]), we conclude that the 
induced action on L”(Q’) is given a.e. by a point-transformation, i.e., 
(U(t)f )(v) =f(t(v)), VEQ’, (4.5) 
where r is the point-transformation, t: Q’ + Q’ which implements the 
induced automorphism. Now apply Formula (4.5) to f = e, for A E A, and 
we get 
(6 A> e,dv) = e2(z(v)), VEQ’, 
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or equivalently 
@. (t + 0) = #. T(V) (4.6) 
when the points u are coordinatized. Recall that the notation t + v, v E Q’ c 
P/K, refers to translation by t modulo the lattice K. When v E I/= W/K is 
fixed, Formula (4.6) holds for all A EA, and hence for all points 5 in the 
group generated by A. We therefore get 
ert.(l+ u) = eit.r(u) 1 (EKO. 
But K” separates points on V, and we conclude that t + v = r(v) E Q’, which 
says that the point t satisfies the desired conclusion from (4.4). 
If, conversely, t is assumed to satisfy this condition, i.e., if t + Q’=R’ 
(a.e.), then the corresponding operator U’(t) on L’(Q) is multiplicative, 
and therefore the original operator U(t) is multiplicative on L2(Q). Hence 
t GA, proving the other implication. This last argument was based on 
[Jo 1, Lemma l] which yields the formula 
(U’(t)f)(v) =f(v + t), fE L2(f2’), u E 0’. (4.7) 
In the course of the proof we also used the theorem of Mackey and 
von Neumann on point realization of group actions, see [Ma 21. We first 
defined A as the normalizer of A under the representation U. Since OE,~, 
this is also the group of elements t E [w” such that U, acts multiplicatively, 
or equivalently 
u,(e l+lz)= (t,A+A’) e,+)., for all I, 1’ E A (4.8) 
We passed to the reduced space Q’ and considered L*(Q’) relative to Haar 
measure dv on the torus W/K. Since U,, for t E A, normalizes L”(Q’), U, 
induces a group action on L”(U), f H U,(f ): L”(Q’) + L”(U), and the 
measure du is invariant. The invariance follows from 
I u,(f) dv = (u,f, 1 )a R’ 
=(A u-t)l), 
= (f, l)n, 
= n,f(v) 4 s (4.9) 
where we have again used the assumption 0 E A. Von Neumann’s original 
theorem was for single transformations; it allows us to realize U, on 0’ as 
a point transformation r (with r depending on t), and t acting in the com- 
plement of a null set in Q’. But a priori the null-set might move “too much” 
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with t. However, Mackey [Ma 21 generalized von Neumann’s theorem to 
group actions in a context which includes our action of A (or equivalently 
of A’) on the space Q’. Mackey’s theorem yields a Bore1 function $ on 
Q’ x A such that, for almost all t, +(v, t) = r,(v) for almost all v in Q’. This 
concludes the proof of Theorem 4.4, including a discussion of the technical 
point regarding null-sets. 
The action of the closed group A, from Theorem 4.4, on Q’ will play a 
crucial roie in what follows; but it is not an effective action. There are 
non-zero elements in A which fix points in Q’. Since the action is just the 
restriction to Q’ of translation modulo the lattice K, we get an effective 
action by passing to the quotient A’ = A/K, and this quotient is a compact 
group. The reduced action by A’ is effective. For if a E A, x’ E Q’, and if 
a + x’ = x’ in Q’, then it follows that a E K; so a represents the zero element 
in A’. 
Since A is a closed subgroup in R”; it follows from Theorem 4.4 that the 
reduced group A’ = A/K must be the Cartesian product of a compact torus 
(contained in V) and a finite group. Since the action of A’ on 52’ is effective, 
the torus factor in A’ may be a viewed (or identified with a closed) orbit 
inside O’, i.e., an orbit of the torus action. 
5. OPERATIONS ON SPECTRAL PAIRS AND FACTORIZATION 
In this section, we study the behavior of the functor from spectra/pairs 
to group actions relative to the Cartesian product operation. We have a 
general theorem below which is illustrated in the following elementary 
example. 
Let Q be the set in R2 which is specified by points (x, y) such that 
XE [0, 1)u [2, 3), and YE [O, 1). Then it is easy to see that the set 
is a spectrum, i.e., that (0, A) is a spectral pair in R2. The lattice K= A” 
is K = (42) x Z, and the group A from (4.4) is A = (2E) x R. It follows that 
the reduced group A’ = A/K factors as A’ = Z, x T where U = R/Z is the 
normalized one-dimensional torus. This factorization is paired with a 
factorization of the A’-action on Q’. The reduced space Q’ is obtained by 
the natural embedding of the intervals defining Q into the scaled two- 
dimensional torus given by (R/4E) x 8. We show below that, in general, 
the dynamical system (Q’, A’) can be factored, and that the resulting 
factorization corresponds to a certain factorization of the originally given 
spectral pair. 
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The limitation is that the theorem only gives existence, and there seems 
to be a multitude of ways to perform the factorization. The result does 
illustrate the usefulness of the dynamical system (Q’, A’). 
We now consider in detail Cartesian products of spectral pairs. Consider 
two spectral pairs (a,, A,) and (Q,, A,), the first one in Rp, and the 
second in Rq. Define Q:=Q,xsZ,clK’, n=p+q, and /1:=/l,xn,, also 
a subset of IX”. Consider points x = (x,, x,), X~E Qi, and 1= (1,) &), 
AI6 Ai, i= 1,2, and define 
en(x) := ej,,(xI) ej,J,y2) = e’(“l .*I + 22-.r2). (5.1) 
Using the natural isomorphism 
L2(!2) N L2(Q ,) 0 L2(Q,) 
we conclude that the pair (Sz, A) is a spectral pair in BY’, n = p + q. 
The following result shows that eoery spectral pair (52, /1) of some given 
dimension n, 0 <m,(a) < co, can be factored as a (Cartesian) product 
where the individual factors are of a simpler kind than the originally given 
object. For a given spectral pair (0, A) as specified, we have the associated 
multiplicative group A from Theorem 4.4 above. When Sz and A are 
reduced by the lattice K := no, we get the reduced objects 51’ and A’, and 
we noted above that A’ is a compact group acting effectively on Q’. We 
saw that !I2 is a fundamental domain for the lattice K, iff A = R”, iff A’ = 
V= NY/K. In this case, we say that the pair (52, A) is multiplicative and of 
dimension n. If, on the other extreme, A is a lattice, i.e., K is of finite index 
in A; or equivalently A’( = A/K) is a finite group, then we say that the pair 
(Q, A) is a simple factor. 
THEOREM 5.1. Let (Q, A) be a spectral pair in R”, 0 <m,(Q) < m. Then 
this pair factors as the Cartesian product of two pairs where the first factor 
may be chosen to be multiplicative, and the second a simple factor. The sum 
of the dimensions of the individual factors is n. 
ProoJ As before, let V= V,, := R”/K, where K is the lattice given, as 
usual, by K= A0 = { 5 E R”: < . d E 2nE, ;1 E A}, and let 0’ be the reduction 
of L2 by the lattice K. We shall also need the group A and the corre- 
sponding reduction A’ = AfK. 
Since A is a closed subgroup of R”, it is of the form A = Hx W where 
W and H are closed subgroups, W N [WY (for some q Q n) and H discrete. 
It follows that K factors similarly as K= K, x r where r and K, are dis- 
crete subgroups, Tc W a lattice of rank q, and K, c H. We shall view V, 
both as a compact torus, and also as a compact abelian group. Clearly, A’ 
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is then a compact subgroup, and it follows from Theorem 4.4 that the 
group A’ has a factorization as 
A’r Fx T(T= WIT, F= H/K,), (5.2) 
where T is a torus, and F is a finite group. We may view both of the factors 
T and F as subgroups of A’, and therefore as subgroups of V,, as well. Since 
the action of A’ is effective, each orbit of the T action in Sz’ is 
homeomorphic to T itself. We pick an orbit and denote it T’. We shall also 
pick a measurable section E for the T action on Q’. Then E c IR’ and 
E x T’ E Q’, where the last equivalence N is in the measurable category, 
i.e., a Bore1 isomorphism between the two subsets E x T’ and Q’ 
(inside V,). 
We claim that there is an associated factorization of the spectrum n as 
/i = L x I’” for the lattice r associated to the torus T’ in the factorization 
for Q’. Furthermore, the factors in the n-product may be chosen such that 
(E, L) is a spectral pair of some dimension p, 0 < p < n, and similarly 
(T’, J”) is a spectral pair of dimension n-p. Moreover, we claim that this 
can be done such that the first pair is a simple factor, and the second one 
multiplicative. 
We turn to the details: When a section Ec 52’ is chosen for the T action 
on Q’, it follows from the defining properties that 0’ ‘v E x T’ (as asserted) 
when T’ denotes the T-orbit in Sz’ through the point 0~8’. Recall that T 
is a compact torus inside V,, = R”/K. If its dimension is q, coordinates may 
be chosen such that TN Rq/r for the rank q lattice r which was introduced 
above. Also note [WQ N W. Let 7cq denote the projection onto the corre- 
sponding q-dimensional subspace in KY. Then n,(K) = r. If the natural 
covering mapping R” --t V,, is denoted n, then the set 
n-‘(T’)nn,(Q) (5.3) 
is a fundamental domain for the rank q lattice r” which is dual in Rq to 
r, where r” = {s E R? (s, r) = 1, y E r}. This assertion follows from 
Proposition 4.3. 
We now show that the other factor in Cartesian product is also a 
spectral pair, a simple factor (as specified above) of dimension p = n - q. 
The argument is based on the following. 
LEMMA 5.2. Consider two pairs (a,, A,), i= 1,2, in dimensions p and q 
respectively and make the following assumptions: 
(i) 0 < m,(Q,) < 00 
(ii) O<m,(Q,)<oo 
(iii) (Q,, AZ) is a spectral pair in Rq 
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(iv) the Cartesian product (Q, A) with 52 = Q, x 52, and A = A, x A, is 
a spectral pair in Rp + q. 
Then it follows that (Sz,, A,) is a spectral pair in Rp. 
Proofs. The proof of the lemma is straightforward, and is based on 
several applications of the Fubini-Tonelli Theorem. The further details are 
left to the reader. The lemma finishes the proof of Theorem 5.1. Indeed, we 
have a Cartesian product which is given to be a spectral pair as in (iv), and 
one of the factors in the product has been checked to be a spectral pair in 
dimension q. It then follows from the lemma that the other factor must 
therefore be a spectral pair in dimension n-q where n is the dimension of 
the initially given pair. The other factor is the pair (E, L), considered above 
in reduced form. The set E was a chosen measurable section in 52’ for the 
torus action on Q’, and the set L may be obtained from A by factoring out 
the q-dimensional lattice r” which is dual in [wq to the lattice r which 
defines the torus factor in the Cartesian product A’ N Fx T from (5.2) 
above. An application of Lemma 5.2 now completes the proof of 
Theorem 5.1. 
Since now every spectral pair can be factored, we shall restrict attention, 
in the following, to spectral pairs which are simple factors. This is because 
the fundamental domains are already well understood, see [Fu]. We recall 
that a spectral pair (52, A) is a simple factor if the associated group A’ is 
finite. Recall the group A’ is the reduced one which acts effectively on Q’ 
by translation modulo the lattice K= A”. 
6. GEOMETRY OF SIMPLE FACTORS 
In the proof of Theorem 5.1, we discussed the properties of measurable 
sections for the torus action on IR’ where 8’ denotes (as usual) the reduced 
set for some given spectral pair (Q, A). This torus action gives rise to a 
multiplicative factor. 
We now turn to the simple factors where the reduced group A’ is finite. 
We will study (measurable) sections in Q for the action of the group A’. (It 
will be assumed throughout that the given spectral pair (Q, A) is a simple 
factor, so the group A’ will be finite.) Suppose 52 c Iw”, and 0 < m,(Q) < 00. 
Then we saw that the group 
(6.1) 
is a lattice in [w”. The torus W/K will be denoted V,, and the reduced set 
Sz’ is a subset of V,; and moreover the two Hilbert spaces L2(Q) and 
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L*(Q’) are isometrically isomorphic. We shall need the following two 
subgroups of R”, A and S defined as follows 
and 
A= {a~R”:Q’+a=$2’) (6.2) 
S={sEA:A+s=A}. (6.3 1 
The group A has already been studied in Theorem 4.4 above, and we recall 
that the operation + from (4.4) refers to addition modulo the lattice K. 
This is also implicit in (3.7) since $2’ c W/K. The subgroup Kc A acts 
trivially on Q’, i.e., it fixes every point in Q’, so it is convenient to pass to 
the quotient A’ = A/K, and this group is now assumed finite. We will study 
(measurable) sections D’ in 52’ for the action of A’, or equivalently for the 
A-action. The A-action defines an equivalence relation on points in Q’ as 
follows: x Y y iff 3a E A s.t. y = x + a, (where the addition is in V,, i.e., 
modulo the lattice K.) The set of equivalence classes will be denoted P/A, 
or P/A’, and the covering mapping will be denoted p: Q’ --f !2’/A. 
A measurable mapping c(: P/A -+ Sz’ is said to be a section if p 0 c( = 
the identity mapping on &?‘/A. Such Bore1 sections exist (see [Ma l]), and, 
if c1 is a chosen section, the set D’ := a(Q’/A) satisfies D’ + A’ = Q’; in other 
words the sets D’ + a, for points u in A’, form a partition of Q’, i.e., 
and 
!2’= u (D’+a), (6.4) 
UEA’ 
(D’+a)n(D’+a’)=@ (6.5) 
when 
a, a’E A’ and a # a’. 
Returning now to (6.3), we shall also choose sections for the action of 
the group S on the spectral set A. Such sections are defined analogously: 
A subset L c A is said to be a section if 
and, 
A= (J (s+e) (6.6) 
/EL 
if l,P E L are such that et - / E S then e = 4’. 
We are now ready to state the 
(6.7) 
THEOREM 6.1. Let (Q, A) be a spectral pair in R”, O<m(Q) < 00, and 
suppose that the pair is a simple factor. Suppose further that the group S 
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from (6.3) is a lattice in R”, and let T= S” be the corresponding dual lattice. 
We shall make the following two assumptions: 
(i) ACT, and 
(ii) there is a section L for the lattice S in A such that A separates 
points on L. 
Then it follows that every measurable section D’ in R’ for the A-action is 
a fundamental domain for T, i.e., each term in the partition (6.4) of Q’ is a 
fundamental domain for the lattice r which is dual to S. (Note that since 
12’ c R”/K, we really have D’ a fundamental domain for T/K.) It follows 
further that the cardinality of A/S is equal to the order of A’. 
The next result deals with a particular geometric decomposition of sets 
Q for which the conditions (i)-(ii) in Theorem 6.1 are not assumed. We 
shall again work with a lattice and a corresponding orthogonality condi- 
tion defined in terms of the set Q and the exponentials e, for 2 in the dual 
lattice. We will assume only orthogonality for the functions e,. They are not 
assumed total in L’(Q). From the assumptions, we will then establish a 
direct decomposition 
Q=D,u .‘. vD, 
for a finite family of fundamental domains Di, each Di associated to the 
given lattice in R”. However, it may happen that the fundamental domains 
Di c Q which are used as building blocks are positioned such that there is 
no set ,4 for which (Q, A) is a spectral pair. So the present results allow a 
more rich set of possibilities for 52 than does Theorem 6.1 above. 
While the results may be proved in the more general context of locally 
compact abelian groups, we show them here just for KY. 
THEOREM 6.2. Let $2 c IF’ be a measurable set with 0 <m(Q) < co, and 
let r be a lattice in R” such that Jn e’“‘” dx = 0 for all 1 E P\{O}, i.e., the 
restrictedfunctions {ej.: 1 E P} are orthogonal in L2(Q). Let m(Rn/r) be the 
measure of the torus R”/T, i.e., the measure in R” of some fundamental 
domain for r. 
Then we get the following two conclusions: 
(a) The quotient q = (m(Q)/m(R”/T)) is a positive integer. 
(b) There is a family of measurable subsets D,, . . . . D, in Q such that 
(i) Q = U f= 1 Di except possibly for symmetric dcfference sets of 
measure zero, 
(ii) when i# j, the symmetric difference of the two sets Di and Dj 
is of measure zero, 
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and 
(iii) each Di is a fundamental domain for the lattice IY 
In summary, !2 is a q-fold covering of the torus. 
We now turn to the proofs. 
Proof of Theorem 6.1. We shall work with the inner products which are 
defined by integration over the two sets Sz’ and D’, where D’ is a section 
in 52’ which is specified as in the statement of the theorem. The terminology 
is as follows 
CL g)sas = r f(v) g(v) dv 
Jo, 
and 
(f, g),, = i, f(v) g(v) 4 
(6.8) 
where dv is the Haar measure on I’, = R”/K. In Formula (6.9), it is under- 
stood that the functions under the integral sign are restricted to D’. It will 
be assumed throughout that the point 0 is in A, and the section L will be 
chosen such that 0 is in L. Points II, 1’ in A will be decomposed according 
to (6.6) as A= Z! + s, ;1’ = /’ + s’ where e, d’ E L and s, s’ E S. Using assump- 
tion (i), we then get 
(e,, e,,),, = C (a, / -e’)(e,, eAs),, 
USA’ 
(6.10) 
where the notation (a, [ ) is defined by 
(4 O=exP(fl i aiti) 
i=l 
(6.11) 
in terms of the KY-coordinates described above. We claim that the number 
z= C (a,&e’) 
OEA’ 
(6.12) 
must vanish whenever C! # e’. This follows from assumption (ii): If / # e’ in 
L, then, by (ii), we may pick some point b E A’ such that (b, k-e’) # 1. 
(Let b be chosen in A’ such that (6, e) # (b, /I).) When the summation 
in (6.12) is done over a+b, aEA’, instead, we get z= (b,l--l’)z; or, 
equivalently, (1 - (b, 4 - 8’))~ = 0. With the choice of b, we finally get 
z = 0. 
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An immediate consequence of this is the observation that the cardinality 
of the set L is equal to the order of A’; we shall write IL] = IA’I. Consider 
the matrix with entries ((a, e)) when a E A’ and e E L. We have seen that 
the columns in this matrix are mutually orthogonal in e2(A’), i.e., that 
a?, (a, [)(a, = 0 whenever e # 8’ in L, (6.13) 
and it follows that IL/ < [A’[. To get a contradiction, suppose IL1 < IA’I. 
Then the matrix rows must be linearly dependent, and. we may pick a 
non-zero sequence (t,) indexed by a E A’ such that 
.z t,(a,G)=O forall MEL. (6.14) 
Now define a function f E L’(f2’) by f = CocA, i;;~~~,+~~, where 1 is the 
indicator function for the sets from the index. Using (6.10), we get 
CL e,b = C -- (a, e> t,(e,, e,JDs = 0 
QCA’ 
by virtue of (6.14). We get this for all ;1 E ,4, so the function f must be 0 in 
L2(Q’), and this contradicts the choice of the coefficients (r(I)uEAI from 
above. The assertion IL1 = JA’I now follows, and the matrix ((a, e)), 
for UEA’, 8 EL, is unitary up to normalization with the finite positive 
number IA’I. 
Returning to formula (6.10), for the special case when L’ = e’ = 0, we get 
(es, esfL = IA’I(es, essIDs (6.15) 
for all pairs s, s’ in the lattice S c ,4. This means that the restricted func- 
tions e, ID, must be orthogonal in L2(D’) when the index s ranges over S. 
It will follow from Proposition 4.3 above, and [Fu], that D’ must be a 
fundamental domain for the dual lattice S” if we check that the functions 
(esLEs are also total in L’(D’). Suppose some function h E L2(D’) is in the 
orthogonal complement, i.e., that (h, e,),, = 0 for all s E S. Using (6.4), we 
shall define a functionfo L2(Q’) from h by repeating h on each of the sets 
D’ + a, a E A’; i.e., 
f(x + a) = h(x), XED’, aEAr. (6.16) 
We then get 
(f; eh= 1 <a, f>(f(. +a), eJDp= (h, e,). 1 (a, f) 
lIEA’ (ISA’ 
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where I E A is decomposed according to the chosen section L, i.e., i. = P + S, 
/EL, SES. If /=O, then 
(.C e,),,, = (h, e,),. . IA’1 = 0 
since (h, e,<),,=O; and when i ~0, (j; e,, ,)n.=O since xtir,4.(a, /) =0 by 
(ii). We conclude that (f; c;,)~~. = 0 for all 1 E A, and therefore .j’- 0 in 
L’(G). Recall that the pair (Q’, A) was assumed initially to be a spectral 
pair. From (6.41, we finally conclude h = 0 in L’(D’). We have shown that 
the functions e,, In, for s E S are orthogonal umf total in L*( D’); and this 
further implies that D’ is a fundamental domain as claimed in the statement 
of the theorem. 
Proof cf Theorem 6.2. Let Q(.v) := 52 n (X + I’), and let, for XE Iw”, 
q(x) :=card.Q(x). Since I’ is a lattice and m(Q) < x, each set Q(X) is 
finite, and the function q(x) is well defined, and measurable, simply count- 
ing the points in each Q(s). Now pick any measurable fundamental 
domain D in (w” for the lattice 1: We claim that q(x) is almost everywhere 
constant on D, and that the constant is m(Q)/m(D). This is assertion (a) 
in the theorem. 
To prove this, consider the function H(i.) := ju P;,(X) ri.r, defined for 
). E KY’. Using Fubini’s Theorem, WC get 
We consider /I E f, where e,,(x + 7) = e;(x) e;(y) = e;(s), and 
Ho.) = J ej,(X) C %0(X + 7) d.Y = S C;(X) q(X) dX. 
11 
;‘f I‘ 
1) 
The function q(x) may be expanded as a Fourier series over the lattice 
f ‘, and we get 
for almost all x in D. Use now that H(i.)=O for all i. in f“‘\{O}, and we 
get cl(x) = m(D) ’ H(0) = m(Q)/m(D) for (a.e.) x in D, which is the desired 
conclusion. The value is an integer since it is the number of points in the 
set Q(x) defined above. 
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(b) Let the torus P/r be denoted W, and let rr: R” + W be the usual 
covering mapping. Then the sets Q(x) from above are Q(x) = 
Q n ~‘(rt(sZ)). We need that the restriction of x to Q maps onto W= P/r, 
except possibly missing a set of measure zero in W, relative to Haar 
measure. Since the conclusion of the theorem allows defect up to measure 
zero, we omit mentioning null-sets in the remainder of the present proof. 
Let 52’ = rc(Q), and consider the functions e,, for 1, E r”, as functions on the 
quotient W. They form a orthogonal basis in L*(W), but they are also 
orthogonal in L2(!2’). Since Q’ c W, the assertion follows. 
In part (a), we proved that 
(e2.2 lL2=q.(ej., l),=q.(e,, l),, 
where the subscript in the inner product indicates the domain of integra- 
tion, AE~‘, and q is the fixed number of points in the sets Q(x). We get 
in particular (for 2 = 0), 
Ix n;.rXo(x+)‘)~x=q.m(D)=mO. 
When the sum f(x) = Cr. r xn(x + y) is viewed as a function f on W, we 
conclude that 
f(4.4) = 4Xn,(4X)) = 4 
(since 52’= W, always up to measure zero.) 
It follows that 
is a q-fold covering. Since measurable sections exist by [Ma], we may pick 
the sets D ,, . . . . D, subject to conditions (i)-(iii) listed under (b) in the 
theorem. The sections may also be picked one by one: If D, c Q is a chosen 
measurable section for the covering Q + W, then z 1 D,: D, + W is l-l, and 
D, is a fundamental domain for r as asserted. Then consider next the com- 
plement Q, = Q\D,, and pick a section for the covering mapping Q2 + W. 
This is now a (q - 1)-fold covering since the sets Q,(x) = 0, n (x + r) have 
q - 1 elements. A measurable section D, c !2, may be chosen such that 
n 1 D2: D, -+ W is l-l, 
and the process continues. In the last step, we get D,, and property (i) is 
satisfied. The other two properties (ii)-(iii) hold by construction. 
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7. EXAMPLES 
In Theorem 6.1, we considered certain spectral pairs (Sz, A) such that the 
reduction a’ by the lattice K = A0 has certain geometric properties. The 
following examples show that the conclusion in Theorem 6.1 may be false 
when the reduction from Q to 52’ is not made. We give two examples 
illustrating this point (since the examples have distinct features). Both 
examples are in a single real dimension. 
EXAMPLE 7.1 
s-2 = [ - 3/2, - 1) u [0, l/2) u [2, 5/2) u [9/2, 5), 
A= (0, 71/2}+2nZ, (i.e., L= (0, 7c/2} andS=2rrZ), r=iz, 
K=A0=4Z,A=2h,A’=Z,,andSZ’=[0,1)u[2,3) 
inside the circle V = R/4Z (Fig. 1). 
EXAMPLE 7.2. Let a1, a,, . . . be a positive decreasing sequence such that 
a, = 1, and a, -+ 0. Then define the set Q by 
52= (j ([a n+l,a,)+ C2,3)+4n). 
n=l 
If A is as in the previous example, we still get a spectral pair (52, A) in R. 
But the reduced form (Sz’, A) is the same as in the example above. The set 
D’ from Theorem 6.1 may be taken as the interval [0, 1) inside the circle 
FIGURE 1 
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R/K for both of the examples. The geometric conclusion holds for 52’ but 
not for Q. 
We include one more elementary example to illustrate that a spectral 
pair (a, A) may be a simple factor, and yet Q may possibly be a fundamen- 
tal domain for some lattice r. In our example, the spectrum A has a 
nontrivial section, but the unrelated dual lattice r” is not contained in A. 
EXAMPLE 7.3. Let 
Q=[O,l)u[2,3)u[4,5)and 
A = (0, r/3,271/3} +2nZ. (Fig.2) 
Then (Q, A) is a spectral pair in R; and K= 62, A = 2E, A'= Z,, 
D' = [0, 1) inside the circle R/6Z. This is the terminology from Theorem 6.1 
above. However, here 52 is itself a fundamental domain for the lattice 
r= 32. Note that the dual lattice f” = 2z/3H is not contained in A from 
above. However, both of the sets A and r” serve as spectrum for the same 
G?. In the other examples above, it is not possible to choose any such lattice 
r making R a fundamental domain. This follows from [Jo-Pel] (Fig. 2). 
8. DECOMPOSITIONS OF THE Two TERMS IN A SPECTRAL PAIR 
In this section, we shall consider simple factors (Q, .4) in R” and study 
certain additive decompositions of each of the two sets in the pair. We have 
two results about the connection between the decompositions, i.e., between 
geometry and spectrum. 
FIGURE 2 
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We Iirst note that the steps in the proof of Theorem 6.1 may be reversed, 
and we get the following converse: 
THEOREM 8.1. Let R, A he (I spectral pair in R”. Suppose it is u simple 
factor. Let the two groups A und S he d&ned as in (6.2) und (6.3) ahoue. 
Let K = A ’ und I- = S Suppose there is u jiindumental domain D’ c 52’ fbr 
Ij’K such thut 52’ = D’ + A’ us in (6.4) and (6.5) uhoce. 
Then it follows that 1 A/K1 = 1 A’I, and there is a section L in A such thut 
the matrix ((u. / )), inde.ued hi, u E A’ and f  E L. is unitary. up to scale; und 
conditions (i ) and (ii) ./torn the stutement of Theorem 6. I are then uutomuti- 
call,: sutisfied. 
Proof: Several of the details will be omitted since they are essentially 
implicit in the proof of Theorem 6.1 above. A proof may in fact be obtained 
from a more general result to be included below. Consideration of the 
various quotients will be facilitated by the abstract setting of locally 
compact abelian groups, and (abelian) Pontryagin duality. 
Let G be a locally compact abelian group with dual group 6 (see [PO] ). 
For i E 6, the function e, on G is defined by er(x) = 2(x), x E G. The nota- 
tion ej.(x) =: (.u, 2) = (j., x) will be convenient, and it is consistent with 
formula (6.11) from above. For subsets SC 6, we shall use the subgroup 
S“ c G which is defined by 
s = {XEG: (x,.s)= I,.SESJ. 
Similarly if Ec G is given, we shall work with 
E. :=(i~6: (i.,.u)=I,.uEE). (8.1) 
On the given group G, we shall use Haar measure. The measure of a Bore1 
subset D in G will be denoted m(D). The inner product on L’(D) is 
(8.2) 
and the integral is with respect to Haar measure on G. If E is a given 
discrete set, we have the Hilbert space t’(E) of functions h on E such that 
xY, h Ih( * < s. The corresponding inner product is 
(h,k).:= c h(x)k(x) (8.3) 
1 F E 
defined for h, k E 1*(E). 
If the Bore1 set D c G is given, 0 < m(D), and S is a subset of 6, then we 
say that (D, S) is a spectral pair if there is a positive Bore1 measure /J on 
e with support S such that 
(8.4) 
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where 
(8.5) 
This definition is taken from [Pe] and has the advantage of applying also 
to Bore1 sets D with m(D) = CC. We include mention of this general case 
because the present arguments (of primary interest for m(D) < x ) carry 
over quite easily. 
Let D and E be subsets in G. We shall say that the two sets form a direct 
sum, written D i E, if the decomposition x + u, for XE D and UE E, is 
unique. If further E is assumed discrete, and R = D i E is a direct sum, 
then Q= U,,E(D+a), and the distinct terms in the union have empty 
overlap. 
We shall now consider another pair of subsets, but sets in G. The 
operation will be written additively for both G and G. Let L and S be two 
subsets in G, and suppose that they form a direct sum A := L i S. We will 
discuss spectral pairs formed from the various subsets involved. 
THEOREM 8.2. Ler G he a locally compucr uheliun group with dual 6. We 
shall consider a given spectral pair (D, S) wirh D c G, 0 < m(D), and S c 6. 
Let E he a discrete subset in G such rhut the sum 52 = D i E is direct, and 
similarI-v let L c 6 be a subset such that the sum A := L $ S is direct. The 
di.vcrete set E is chosen such that 
EcS, i.e., (a,s)=IforaNu~E,s~S. 
Then the following are mutually equivalent: 
(a) (f2, A) is a speclrulpuir. 
(b) (E, L) is a (discrete) spectral pair. 
(c) (L, E) is a discrete spectral pair, where we have now used the 
familiar Pontryagin duality G z G, i.e., the group is identified with its double 
dual. 
Proof: The arguments here are quite analogous to those in the proof of 
Theorem 6.1 above, and they will only be sketched. The basic idea centers 
on a comparison of the three Hilbert space inner products involved: First 
we have (., .){> and (., .)D which are deIined by integration over the 
respective sets relative to Haar measure on G, and finally we have the inner 
product (., .)& from (8.3) above. It is defined by summation over the 
given discrete set E, and it is the inner product of I”(E). 
We will focus the present discussion of the proof of Theorem 8.2 on the 
special case where the set E is assumed.finile. But the techniques from [Pe] 
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may be adapted to the inhnite case, and we will have to work with 
generalized eigen+4nctions. rather than eigen-functions. The spectral 
measures involved will be continuous rather than atomic. (A full discussion 
of the general case is beyond the scope of the present paper.) When E is 
assumed finite, then it is part of the conclusion in the theorem that E and 
L must have the same cardinality. 
Points i., i’ in A will be decomposed relative to the given direct sum, 
A = L 4 S, as j. = / + s. L’ = /’ + .s’, where /, /’ E L. and s, s’ E S. Then the 
argument from Section 6 above yields the following two basic formulas 
(e,,e; A)= (e,.e,.),..(e,,e,,), (8.6 
and 
(.L (‘x,)5> = ( T/./i cJr),>, (8.7) 
where the second formula is valid for j‘~ L’(Q), and the operator 
T,: L’(Q) + L’(D) is defined as follows: Forf’E L”(Q), the function T,f is 
defined on D by 
(T,/‘K~)= c (t, u).l’(.~+u). (8.8) 
“t I- 
It follows from the assumptions that the sum (8.8) is convergent in 
the L’-sense, (XE D), and that T, is a well-defined operator from 
L’(Q) + L’(D) having the stated duality property. 
Since the remaining details are now quite analogous to those from the 
proof of Theorem 6.1 above, they will be left to the reader. However, we 
shall provide below in outline a framework for studying the decomposi- 
tions in Theorem 8.2 above in the general case. 
First some comments on the modifications which are required in 
Formulas (6.10). (6.13). and (6.15) to accomodate the situation when the 
set E may be infinite (countable). A preliminary rewriting of the formulas 
in the finite case is helpful. 
Let, for / E L, 
. r n ( / )  :=Sp”n,.+o,‘(e, l , :  SE S] (8.9) 
and let P(L) be the orthogonal projection of L’(Q ) onto .x’(L). Further let 
P(D) denote the projection onto L’(D). It may be realized as a multiplica- 
tion operator, 
f’(D)/-= xo.f; fE L2(Q), 
where x,, denotes the indicator function of the subset D in Q. It is 
convenient to view L’(D) as a suhspace in L’(Q) with the obvious inclusion 
ident$cation. 
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It follows, from (8.7) and (8.8), that the operator T(e) defined by 
T(e) := ((E()-“’ T,, eEL, (8.10) 
is a partial isometry with initial space X”(e) and final space L*(D) = 
P(D)(L*(Q)). With the assumptions in Theorem 8.2, the spaces A?(L) are 
mutually orthogonal for 8 #z? in L. We have T(e)* T(e) = P(e), 
T(e) T(e)* = P(D), and T(e’) T(e)* = 0 when L’, t’ E L and & #e’. If we 
introduce the corresponding adjoint operators V(e) = T(f)*, these same 
relations are better known in the form 
v(f)* v(e) = 0, e#e’ (8.11) 
c v(e) v(e)* = z, 
P 
(8.12) 
and 
v(e)* v(e) = P(D), (8.13) 
where Z denotes the identity operator in L2(0). Except for the modification 
(8.13), these are the relations on generators of the Cuntz-algebra [Cu], 
[BEGJ]. 
We shall state the next result without proof since the details will be in 
[Jo-Pe2]. It shows that the multiplicity of the covering mapping 52 + D 
from Theorem 6.2 is an inoariant for spectral pairs, invariant relative to 
C*-isomorphism. 
THEOREM 8.3. The projections {P(e)},,, and P(D) satisfy the following 
relations 
P(~)P(D)P(~)=(lLl)-‘P(~) 
and, moreover, the operator 
(8.14) 
V(t) := (IL1)“2 P(e) P(D) (8.15) 
satisfies V(d)* = T(e), de L. It follows that the C*-algebra generated by 
VVLL coincides with that generated by the projections (P(e)},, L and 
P(D). Furthermore, the free C*-algebra on projection generators, and 
relations (8.14) along with 
P(e) P(e’) = 0 for G # e’ 
is a copy of the q by q complex matrices, i.e., M, where q = 1 LI. 
(8.16) 
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Remarks 8.4. 1. It is relatively easy to show that the free C*-algebra 
has a M,-representation. But the important step is the assertion that this 
free C*-algebra on relations (8.14) and (8.16) is simple. We further show in 
[Jo-Pe2] that this M,-algebra is the quotient of two interesting inlinite- 
dimensional C*-algebras, Iu c 23 with ‘9l an ideal in 8. In this construction, 
% will be the free C*-algebra on elements { V(L) j,, L and P(D), subject to 
relations (8.11 k(8.13). Moreover ‘% will be the two-sided closed ideal 
inside B which is generated by the elements 
{W) P(D) p(e) - wvH,,L~ (8.17) 
where P(e)= V(e) V(e)*. It follows that we get a canonical short exact 
sequence 
0+9lsB+M,+O. (8.18) 
It is still not known whether 2I is simple, but in [Jo-Pe2] we have 
represented !LI~ as the image under a certain completely positive mapping 
defined on the familiar Cuntz-algebra O(q). 
2. It follows from the theorem that the representation (8.8), associated 
with some given spectral pair (Q, A) with 52 c KY, is unique up to 
C*-isomorphism, and that the number 
q = 1 LI = (cover-multiplicity, cf. Theorem 6.2) (8.19) 
is an isomorphism invariant. It is perhaps surprising that the dimension n 
is not an invariant. In fact, we can have distinct spectral pairs in R” and 
in R”’ with n #n’ which nonetheless have the same invariant q, and which 
are the “same” up to C*-isomorphism. While a given q-invariant (see 
(8.19)) may be realized in different dimensions, it is not yet known how to 
relate distinct realizations with the same q-number. If D is further assumed 
open one might expect that the number of connected components in Sz 
might perhaps be an invariant, but examples show that it is not, see 
[Jo-Pel]. 
9. CONCLUDING REMARKS 
In the general case of Theorem 8.2, the spectral pair condition for (E, L) 
is formulated in terms of a measure v on C? supported on the set L, and, 
for functions h E L2(L, v), we define the operators 
V(h) = j h(L) V(b) dv(d) 
L 
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and we get 
V(h)* V(k) = (k, h) P(D) (9.1) 
for h, kEL*(L, v), where (k, h) := jL k(f) h(&) dv(e). It can be shown that 
formula (9.1) is the modification needed in the relations (8.6)-(8.7) above 
for extending the validity of Theorem 8.2 to the general case. 
It would be interesting to study invariants of spectral pairs by using the 
C*-algebra C*(Y) which is generated by the operators V(G), L’ E L, subject 
to the relations (8.1 l)-(8.13), or the more general version (9.1). But this 
project is outside the scope of the present paper. 
Suffice it to say that the relation (8.13), or in the more general form 
(9.1), makes the C*-algebra C*( V) dyf I erent from (not isomorphic to) the 
Cuntz-algebra. It is not simple for once. We will comment on this here only 
in the finite case (where we have the relations (8.1 l)-(8.13)) and the 
C*-algebra is realized on L*(Q). For all /EL, we have 
v(e) P(D) v(G)* = v(e) v(e)* V(P) v(e)* 
= P(f) P(f) = P(t), 
and therefore 
where Z is the identity operator. This means that, even though, in general, 
P(D) < Z, the ideal in C*(V) which is generated by the single projection 
P(D) is all of C*(V). 
The relations (9.1) may be viewed in the abstract. Suppose that a fixed 
complex Hilbert space L5 is given, and an indempotent p = p2 = p*; and 
consider elements u(h), indexed by h E P’, based on the relation 
u(h)* o(k) = <k A) P, (9.1’) 
A, k E 2, where ( ., ) denotes the inner product of 2. Then we get a 
C*-algebra, depending on Y and p, which is analogous to the C*-algebra 
introduced recently by Arveson [Ar] in connection with product systems, 
or certain multiplicative bundles of Hilbert spaces. However, if our 
indempotent p is non-trivial (p < l), then the C*-algebra based on (9.1’) is 
different from that studied by Arveson. Its properties and invariants are not 
yet completely known. 
It follows from the above that spectral pairs give rise to representations 
of the C*-algebra. But the C*-representations which correspond to spectral 
pairs are not yet identified in the infinite case. 
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It is not completely clear that operator systems, subject to the relation 
(9.1) always define representations of the C*-algebra. It is clear that every 
C*-representation, yields a solution to (9.1), but the converse is also true 
and follows from [Ar]: If some h -+ V(/I) is given to satisfy (9.1 ), there is 
a unique C*-representation rt such that 
rc(c(h) c(k)*) = V(h) V(k)*, h, k&L’. 
In Section 4, we show that the spectral pairs have an associated inoariunt 
which (for a given pair) takes the form of a certain dynamical system, with 
the simple factors corresponding to finite group actions. This was used, in 
turn, in Section 5 where we proved the fuctorization theorem for spectral 
pairs. Let (Q, A) be a spectral pair in R”, and let K = A’. Let 52’ be the 
corresponding reduced set. Then the subgroup A from Theorem 4.4 acts on 
R’, and the action is simply translation modulo K. We further showed that 
the quotient A’ = A/K acts effectively on R’ when the action of A’ is defined 
by passing to the quotient. Hence we have an assignment 
(Q, A)++(A), Q’) (9.2) 
from spectral pairs into dynamicul systems, and we show below that the 
assignment is functoriul in the sense that isomorphisms of spectral pairs 
corresponds to isomorphism of the corresponding dynamical systems. In 
other words, (9.2) defines an incariant for spectral pairs. We believe that 
the invariant may be of independent interest, and (some) details are 
provided below. We wish to define isomorphism for two spectral pairs in 
terms of the corresponding K-lattices (K = A ). If L‘ is an isomorphism 
between two lattices (of some rank n), then L’ takes generators onto 
generators. Hence c’ must be determined by the element in CL(n) which is 
specified by the bases; or, equivalently, an invertible linear transformation 
[w” -+ [w”. We shall denote this transformation with the same symbol L’. 
Now consider a bijection u: A, -+ A, when two spectral pairs (Q,, A,), 
i= 1.2, are given. Then we say that u defines an isomorphism between the 
pairs if it is of the form u = I’~ (transpose) for some lattice isomorphism, 
I;: K, 4 K,, i.e., we have 
(u(i), t> = (j., L.(O), i. E A , , <EKz. (9.3 1 
THEOREM 9.1. The assignment (9.2) is functorial from spectral pairs 
to dynamical systems relatice to isomorphism of the two categories; or 
equivalently the dynumical system (A’, Q’) is un invariant for spectral pairs. 
We make some comments before turning to the proof. The group A’ 
(associated to a spectral pair by (9.2)) is itself an invariant, but the whole 
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system (A’, Q) contains more information than just A’ alone. Two 
dynamical systems (A:, a:), i = 1, 2, from (9.2) are said to be isomorphic if 
there are isomorphisms, x: A’, -+ Ai, and 8: Q’, + Q;, such that 
/l(u + s) = r(a) + /I(s), LIEA;, XER; (9.4) 
and the action is written additively for both of the systems. 
It is not known whether (9.2) is a complete invariant for the spectral 
pairs. 
Proof of Theowm 9.1. (Sketch). Implicit in the definition of a spectral 
pair (Q, A) is the isomorphism identification, L’(Q) = /‘(A). In defining 
isomorphism for spectral pairs, we may therefore restrict attention to the 
A-set of the pair. For two pairs, a bijection u: A, + A, induces an 
isomorphism of the Hilbert spaces ti: /‘(A?) +/“(A,), given by composi- 
tion G(c) :=c:‘u, for CE/‘(A,). For if u is a bijection, then 
C Ic(u(i.))l’= C Ic(()l’. 
ic A, ; c- ?$? 
Now suppose further that u defines an isomorphism of spectral pairs. Then 
there is a lattice isomorphism, c: K2 -+ K,, such that (9.3) holds. Recall that 
L: may be viewed as an invertible linear transformation in KY if the two 
spectral pairs are given in [w”. We claim that I: maps the group A, onto A,, 
where A, and A, are the A-groups defined in Theorem 4.4. Since t‘ is given 
to map K2 onto K,, it passes to the quotient defining there an induced 
isomorphism LY: Al/K, 4 A ,!K, , or, equivalently, 2: Ai + A’, . But L’ also 
defines an isomorphism W/K2 -+ W/K, (between the associated tori). This 
isomorphism respects the group structure of the tori. Moreover, we claim 
that this tori isomorphism maps the subset Sz; in R”/K, onto the subset Q’, 
in WIK,, and that the induced mapping is a bijection, 11: Sz; + Q’, . Finally 
the two transformations, r and /?, satisfy the intertwining property (9.4) 
which defines isomorphism of dynamical systems. 
While the full details of this construction are beyond the scope of the 
present paper, we note that the arguments are very analogous to those 
from the proof of Theorem 4.4 above. They will therefore be left to the 
reader. 
Some examples will be discussed briefly: 
We first list two spectral pairs in Iw which are isomorphic: 
Q,=[O, l)u[2,3), (see Fig. I ), 
and 
Qz = co, 2) u [4,6), A,= 0,; +nZ. 
1 1 
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The system (A’, 52’) can easily be computed for the two pairs (see Section 7 
above), and it is immediate that the two dynamical systems are isomorphic 
in the sense of (9.4). But (Q,, A,) is not isomorphic to the following third 
system: 
Q, = co, 1) u [2,3) u [4,5), +2nZ (see Fig. 2). 
For the first two systems, the reduced A-group, i.e., A’ = A/K is Z,, and 
the corresponding group for (Q,, Aj) is H,. Theorem 9.1 then yields 
non-isomorphism for the spectral pairs. 
The next example shows that we can have two spectral pairs such that 
the Q-component is the same, and yet the pairs are (“very”) non- 
isomorphic. Let the first pair be (Q,, A,) and the second (Q,, A) where 
A := (2n/3)Z’. Note that R, is a fundamental domain for AC = 3.Z (see 
Example 7.3 above). The corresponding A-group is A = R’ by Proposi- 
tion 4.3, and A’ = R/3Z which is certainly not isomorphic to Z,. Hence the 
non-isomorphism for the pairs (Q,, AJ) and (Q,, A). 
In conclusion, we wish to compare the two theorems in Section 6. Both 
of them deal with orthogonality defined relative to a given lattice, and both 
results are two-way implications. In both cases, we get q-fold coverings 52 
of the corresponding compact torus (when covering is defined modulo null- 
sets as usual.) But the first theorem is more restrictive (as is the setting of 
Section 8) since it is about spectral pairs (Q, A), whereas the second one is 
a complete spectral characterization of the finite coverings (measure theory 
definition) of a given compact torus. The setting in both theorems involves 
a lattice f in W” and orthogonality of the functions (P,: i E r” ) relative to 
L’(Q) when R c R” is given such that 0 <m(Q) < cc. 
The distinction between the generality of the two settings is illustrated in 
the following example which is covered by Theorem 6.2 but not by 6.1. (It 
was discussed first in [Fu].) Let Q = [0, 2) u [3. 4) as a subset of R. It is 
clearly a 3-fold covering of the torus R/H, and we have the orthogonality 
condition of 6.2 satisfied for the lattice r= Z. But the functions {CL: i. E r ) 
are not total in L*(Q); and yet no function c:. ;’ E R, is orthogonal in 
L*(Q) to the set {e;: i.E2nZ}. It follows that there cannot be any set A 
such that (52, A) is a spectral pair in R. 
In two dimensions where the rigid motion group contains the rotations, 
there is an additional obstruction for finite torus-coverings R to be of spec- 
tral type, i.e., to have an associated set A c IJX’ such that (Q, A) is a spectral 
pair in R*. The added complication is illustrated in the following example 
(see the Fig. 3 where Q = D, u D,) and the sets D, and D, are given in the 
Fig. 3. Each D, is a fundamental domain for the lattice f = Z2, so the 
example is covered by Theorem 6.2. However D2 is nor a translate of D,. 
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FIGURE 3 
and 6.1 does not apply. It can be shown, in fact, that there is no subset 
A c R2 such that (Sz, A) is a spectral pair. 
While the results from Section 8 above deal with invariants for spectral 
pairs, there is still not a complete classification. However, we have the 
following Galois correspondence which applies to the special class of torus- 
coverings which are of spectral type. It will be stated without proof. 
(Details will be contained in [Jo-Pe2].) 
SCHOLIUM 9.2. Let a measurable set Q c [w” be a q-fold covering of some 
torus W/T, where r is a given lattice in Iw” (see Theorem 6.2). If a subset A 
in IJY exists such that r” c A and (Q, A) is a spectral pair, then the group 
index (r : K) is finite, and q divides (r : K). Recall, the lattice K is given as 
usual by the formula K = A’. 
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