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Abstract
We consider Eisenstein series appearing as coefficients of curvature cor-
rections in the low-energy expansion of type II string theory four-graviton
scattering amplitudes. We define these Eisenstein series over all groups in
the En series of string duality groups, and in particular for the infinite-
dimensional Kac–Moody groups E9, E10 and E11. We show that, remark-
ably, the so-called constant term of Kac–Moody-Eisenstein series contains
only a finite number of terms for particular choices of a parameter appearing
in the definition of the series. This resonates with the idea that the constant
term of the Eisenstein series encodes perturbative string corrections in BPS-
protected sectors allowing only a finite number of corrections. We underpin
our findings with an extensive discussion of physical degeneration limits in
D < 3 space-time dimensions.
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D Ed+1(R) K(Ed+1) Ed+1(Z)
10 SL(2,R) SO(2) SL(2,Z)
9 R+ × SL(2,R) SO(2) SL(2,Z)
8 SL(2,R)× SL(3,R) SO(3)× SO(2) SL(2,Z)× SL(3,Z)
7 SL(5,R) SO(5) SL(5,Z)
6 SO(5, 5,R) SO(5)× SO(5) SO(5, 5,Z)
5 E6(R) USp(8) E6(Z)
4 E7(R) SU(8)/Z2 E7(Z)
3 E8(R) Spin(16)/Z2 E8(Z)
2 E9(R) K(E9(R)) E9(Z)
1 E10(R) K(E10(R)) E10(Z)
0 E11(R) K(E11(R)) E11(Z)
Table 1: List of the split real forms of the duality groups one obtains when
compactifying type IIB string theory on a d-torus to D = 10 − d space-time
dimensions. We also list the corresponding maximal compact subgroups and
the last column contains the discrete versions, which appear in string theory.
The last two rows are conjectural as are the corresponding discrete groups
for D ≤ 3. Note that E10 and E11 as appearing here are thought of as
symmetries of the toroidally compactified theory; in contrast to the farther-
reaching conjectures of [9] and [10].
1 Introduction
Over the last 15 years, a lot of work has been devoted to understanding du-
alities in string theory. Dualities are discrete symmetries under which string
theory is invariant. For toroidal compactifications of type IIB string theory
from ten down to D = 10−d space-time dimensions on a d-dimensional torus
T d these duality symmetries are thought to be contained in the continuous
symmetries of the (maximal) low energy supergravities. These are given by
the split real groups Ed+1(R) for d ≤ 8 [1, 2, 3, 4] and summarised in the
first column of Table 1. Following [5, 6], we have joined conjectural rows for
D = 0, 1 to the table.The (conjectured) duality symmetries [7, 8] are listed in
the last column; they are the corresponding Chevalley groups. The Dynkin
diagram corresponding to the various groups is given in Figure 1.
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Figure 1: Dynkin diagram for Ed+1.
One way in which the invariance of type IIB string theory under the
groups shown in Table 1 becomes manifest is in string scattering amplitudes.
The scattering amplitudes depend on the moduli Φ ∈ Md+1 of the com-
pactified theory given by the coset Ed+1/Kd+1. Here Kd+1 = K(Ed+1) is
the maximal compact subgroup of Ed+1 and a complete list is also given in
Table 1. The scattering amplitude is then invariant under the discrete group
Ed+1(Z); it transforms as an automorphic function under it.
1 Starting with
the work of [16] it has been shown in [17, 18, 11, 19, 20, 21, 22, 23, 24, 25, 26]
that when considering four-graviton scattering, one can make precise state-
ments about the form of the three lowest orders in the low-energy expansion
of the four-graviton scattering amplitude. We will now, following loosely
[27, 28, 29], briefly present some of the background to our work.
The expansion at low energies of the four-graviton scattering amplitude
AD(s, t, u) in D space-time dimensions is a function of the Mandelstam vari-
ables s, t and u. It can be written as a sum ADanalytic +A
D
non-analytic, with the
first term being an analytic function of the Mandelstam variables and the
second term being non-analytic in these variables [18]. In the present work
we will mainly focus on the analytic part ADanalytic(s, t, u). The non-analytic
contribution also plays a rôle in the analysis and we will provide some more
comments on this term later on. The analytic part in the expansion takes
the form2
ADanalytic(s, t, u) = E
D
(0,−1)(Φ)
R4
σ3
+
∞∑
p=0
∞∑
q=0
ED(p,q)(Φ)σ
p
2σ
q
3R
4 . (1.1)
1It has also been suggested that so-called transforming automorphic forms that are not
invariant but covariant under duality play a rôle for correction terms [11, 12, 13, 14, 15].
2The first term on the right-hand-side of this expansion is the classical supergravity
tree-level term, determined by the Einstein-Hilbert action. The function ED(0,−1) = 3.
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Here, σn = (s
n+tn+un)
ℓ2nD
4n
is a dimensionless combination of the Mandelstam
variables, with ℓD being the Planck length in D space-time dimensions, and
R4 denotes a contraction of four Riemann tensors with a standard 16-index
tensor.3 The ED(p,q)(Φ) are automorphic functions of the moduli Φ ∈ Md+1.
The superscript D indicates that E is an automorphic function under the
duality group in D = 10 − d space-time dimensions, i.e. Ed+1. The orders
2p+ 3q ≤ 3, with positive integers p and q, have been studied extensively in
the literature and a considerable amount of evidence for their precise form
has been accumulated in D ≥ 3. When translated into the effective action,
a term of the form ED(p,q)(Φ)σ
p
2σ
q
3R
4 in the scattering amplitude corresponds
to a term which is of the form ED(p,q)(Φ)∂
2(2p+3q)R4.
In the present work, we will mainly be concerned with the two lowest
orders of string theory corrections in the effective action, namely ED(0,0)R
4
and ED(1,0)∂
4R4, where for simplicity of notation we have dropped the explicit
moduli dependence. It has been found that for the low-energy expansion of
four-graviton scattering in type IIB superstring theory in D ≥ 3, ED(0,0) and
ED(1,0) are given by Eisenstein series, multiplied by a suitable normalisation
factor4 [27, 29]
ED(0,0) = 2ζ(3)E
G
1;3/2, and E
D
(1,0) = ζ(5)E
G
1;5/2 , (1.2)
where ζ is the Riemann-Zeta function. These Eisenstein series are of the
general form EGi∗;s, where G = Ed+1(Z) is the duality in group in D ≥ 3
space-time dimensions under which the Eisenstein series are invariant. The
label i∗ indicates a particular chosen simple root of Ed+1 (see Fig. 1) and
s is a generically complex parameter, which enters in the definition of the
series. The notation used here will be explained in more detail later. It is
interesting to also consider the Fourier expansion of such Eisenstein series,
since it allows one to give a physical interpretation of the different terms.
In such an expansion one will find two types of terms, which differ in their
mathematical structure and physical interpretations. The first type is gen-
erally referred to as the constant term [31]. The physical interpretation as-
3The 16-index tensor is the t8t8 tensor, which can be found for example in [30].
4We do not consider the cases 6 ≤ D ≤ 9 where the functions are given by sums of
Eisenstein series.
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cribed to this type is that each of its terms encodes a perturbative (string or
M-theory) correction of a certain loop order in the scattering process. For
finite-dimensional groups, the number of constant terms is bounded by the
order of the corresponding Weyl group and therefore finite. This corresponds
to a finite number of perturbative corrections (irrespective of supersymme-
try). For the actual series (1.2) occurring in string theory, there are many
additional cancellations and the number of constant terms is further reduced
drastically; this can be seen as a consequence of the large supersymmetry and
its associated non-renormalisation properties [16]. The second type of term
which appears in the expansion of the Eisenstein series is generally associated
with non-perturbative effects, or more precisely instanton corrections, see for
example [16, 18, 19, 23, 26]. This type of term is often called (abelian or
non-abelian) Fourier coefficients.
As proven in [22] for D ≥ 3, the coefficient functions ED(0,0), E
D
(1,0) and
ED(0,1) of the lowest three orders of curvature corrections each satisfy a Laplace
eigenvalue equation defined by the Ed+1 invariant Laplace operator ∆
D on
the moduli space Md+1 in D = 10 − d dimensions. In the first two cases
this Laplace eigenvalue equation is homogeneous (with source terms only in
dimensions when there is a known divergence). For the third case ED(0,1), the
coefficient of the ∂6R4 correction, the equation is always inhomogeneous,
where the inhomogeneous term is given by (ED(0,0))
2. We will give explicit ex-
pressions for these Laplace equations later on, supplemented by some further
discussion. Duality invariance and the eigenvalue of the Laplace operator in
D = 4 for various terms has also played a rôle in recent discussions of the
finiteness (or not) of N = 8 supergravity, see e.g. [32, 33, 34, 35, 36] and
references therein.
The functions (1.2) are subject to a number of strong consistency re-
quirements [27, 28] that arise from the interplay of string theory in various
dimensions. The consistency conditions are typically phrased in terms of
three limits, corresponding to different combinations of the torus radii5 and
the string coupling becoming large. The three standard limits correspond to
(i) decompactification from D to D + 1 dimensions, (ii) string perturbation
theory and (iii) the M-theory limit. In terms of the Ed+1 diagram this means
5in appropriate units of Planck or string length in the relevant dimensions
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singling out the nodes d + 1, 1 or 2, respectively, in the three cases. In or
above D = 3 (i.e., up to and including E8), the functions in (1.2) have been
successfully subjected to the consistency requirements [29, 28, 37]. There are
also direct checks of their correctness for some dimensions and parts of their
expansions (see [16, 18, 26] and references therein) and general considerations
on perturbative expansions for functions constructed from lattice sums (not
necessarily satisfying a Laplace equation) [38]. We will provide a heuristic
derivation of the parameters entering (1.2) below.
It is natural to ask the question whether these results also extend to the
case of the infinite-dimensional symmetry groups E9, E10 and E11 and their
associate duality symmetries E9(Z), E10(Z) and E11(Z).
6 The present work
is an attempt to answer this question and provide insights into the technical
details of how one can extend the analysis to the infinite-dimensional cases.
Issues regarding the physical definition of the charges of states and space-
time dependence of the moduli fields in low space-time dimensions will not
be addressed. This can be (partly) justified by regarding the Eisenstein series
for En (n ≥ 9) as unifying objects that give rise to the more physical series
for n ≤ 8 in special limits like the ones to be discussed in section 5.
A central role in our analysis is played by the precise structure of the
constant term of the Eisenstein series shown in (1.2), when D = 2 and 1,
i.e. for the invariance groups E9 and E10. We will also study the constant
terms of the E11 Eisenstein series.
7 In particular, as will be explained in more
detail later, it is not a priori clear that the constant terms of these series
will be made up of a finite number of terms since now the Weyl groups are
of infinite order. However, due to the physical interpretation of the constant
term as encoding a finite number of perturbative corrections, it is crucial
6By abuse of notation we will refer to the discrete duality groups En(Z) as finite-
dimensional duality groups for n ≤ 8 and as infinite-dimensional duality groups for n > 8.
This sloppiness of terminology helps to make many statements more readable and we will
similarly sometimes omit the ‘Z’ in En(Z) when it is implicit from the context.
7The remaining parts of the Fourier expansion are not addressed in our work. Although
we assume that there will be a connection to minimal and next-to-minimal representations
as in [39, 28, 37] we do not explore this here. A new feature that should arise in for D < 3
are instanton corrections of objects that are more non-perturbative than NS5 branes, i.e.,
have a string frame ‘tension’ scaling with gα
s
with α < −2 [40, 41]. Half-BPS states are
expected to fill out infinite duality multiplets [40, 42, 43].
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for consistency that the constant terms of the Eisenstein series invariant
under infinite-dimensional groups, also only consist of a finite number of
terms. Using a technical argument we will show that for special choices of
the parameter s appearing in the definition of the Eisenstein series, this is
indeed the case. This requirement leaves only a small subset of values of s
out of an initially infinite range. These include the ones that appear in the
coefficients of the curvature corrections. In this sense restrictive nature of
supersymmetry and the infinite-dimensional duality groups is revealed.
The plan of the article is as follows. In section 2 of the paper we will reca-
pitulate the definition of an Eisenstein series over finite-dimensional groups
and introduce some of the concepts required to do so. We will then go on
to extend this definition to the case of the infinite-dimensional groups and
in particular to the affine groups based on work by Garland. Section 3 will
be concerned with the structure of the constant term which appears in a
Fourier-like expansion of the Eisenstein series. In section 4 we will give an
expression for the constant term of Eisenstein series over affine groups and
the results of section 3 will be extended to the infinite-dimensional case. We
will show that it is possible that the constant term of an Eisenstein series
invariant under an affine group contains only finitely many terms for spe-
cial values of s. Section 5 contains many of the explicit computations which
were carried out, others have been relegated to appendices. In particular, we
provide constant terms of the E9-and E10-Eisenstein series in three different
(maximal) parabolic subgroups. These correspond to three physical degen-
eration limits that we discuss carefully since the D = 2 case affords physical
and technical novelties. The results of this paper were announced in [44].
2 Definition of Eisenstein series
Before we begin, let us fix some general notation used in this paper. We
denote the Lie algebra of a group G by g and the set of roots of the algebra
is denoted by ∆. A basis of ∆ is given by the choice of a set of simple roots
Π and the number of elements in Π is equal to the rank of g. An element
of Π is generally denoted by αi, where i = 1, . . . , rk(g). We also denote the
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set of positive and negative roots by ∆+ and ∆−, respectively. The Cartan
subalgebra of g is denoted by a.
In the present article we shall mainly be concerned with the groups of
the En series of the Cartan classification with n = 1, ..., 8, and their infinite-
dimensional Kac–Moody extensions for n > 8, as given by the Dynkin dia-
gram in Fig. 1. More precisely, we are interested in the split real form of these
groups, commonly denoted by En(n). For simplicity of notation, we however
denote the split real form simply by En. As our discussion is aimed at the
En series, we will state our results for simple and simply-laced algebras.
As already explained in the introduction, the duality groups appearing in
reductions of type II string theory are discrete versions of the Ed+1 groups,
which we will denote by Ed+1(Z) and take to be the associated Chevalley
groups [45, 46]. These can be thought of as being generated by the integer
exponentials of the (real root) generators of Ed+1 in the Chevalley basis.
2.1 Borel and parabolic subalgebras
The Borel subalgebra b of an algebra g is defined as
b = a⊕
⊕
α∈∆+
gα . (2.1)
A (standard) parabolic subalgebra p is a subalgebra of g that contains b.
Parabolic subalgebras p decompose in general as the direct sum of the so-
called Levi subalgebra m and the unipotent radical n
p = m⊕ n . (2.2)
A convenient construction of parabolic subalgebras is obtained by selecting a
subset Π1 of the set of simple roots Π. This induces a corresponding subset
Γ1 of the set of positive roots ∆+, where the Γ1 are those positive roots that
are linear combinations of the simple roots in Π1 only. The Levi subalgebra
and unipotent radical are then defined as
m(Π1) = a⊕
⊕
α∈Γ1∪−Γ1
gα (2.3)
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and
n(Π1) =
⊕
α∈∆+\Γ1
gα (2.4)
respectively and the parabolic subalgebra is given by
p(Π1) = a⊕
⊕
α∈∆+∪(−Γ1)
gα = b⊕
⊕
α∈(−Γ1)
gα . (2.5)
There are two types of parabolic subalgebras which are of importance for us.
The first is the minimal parabolic case, which is obtained, when Π1 = ∅ and
corresponds to the Borel subalgebra b. The second is the maximal parabolic
case for which Π1 = Π\{αi∗}, where αi∗ is a (single) simple root.
8 Using an
abbreviated notation we denote maximal parabolic subalgebras by pi∗ . We
will denote the group associated with the subalgebra pi∗ by Pi∗ . Similar to
the decomposition of p shown in (2.2) we also have
Pi∗ = Mi∗Ni∗ , (2.6)
whereMi∗ andNi∗ are the groups associated with the subalgebras mi∗ and ni∗ .
2.2 Eisenstein series over finite-dimensional groups
Before discussing the definition of Eisenstein series over infinite-dimensional
groups, we want to give the definition for the case of a finite-dimensional
group G. We define the following (Langlands-)Eisenstein series [31]
EG(λ, g) ≡
∑
γ∈B(Z)\G(Z)
e〈λ+ρ|H(γg)〉 . (2.7)
where G(Z) is the Chevalley group ofG and B(Z) = B∩G(Z) the correspond-
ing discrete version of the Borel subgroup B. λ is a general weight vector of
G (not necessarily on the weight lattice) and ρ is the Weyl vector, which is
8Our terminology differs from that used for example in [29] in that there Π1 = {αi∗}.
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defined as half the sum over all positive roots or alternatively as the sum over
all fundamental weights which we will denote by Λi (with i = 1, . . . , rk(G)).
The function H is a map from a general group element g ∈ G to the Cartan
subalgebra a. Using the standard unique Iwasawa decomposition
G = NAK (2.8)
we write down the action of the map H for a specific group element g,
decomposed according to (2.8) as g = nak, as
a = eH(g) , (2.9)
This then defines the map H : G→ a. The angled brackets in the definition
are the standard pairing between the space of weights a∗ and the Cartan
subalgebra a. We refer to the function defined in (2.7) as a minimal parabolic
Eisenstein series since it is associated with the minimal parabolic subgroup
B. The sum (2.7) converges when the real parts of the inner products 〈λ|αi〉
for all simple roots αi are sufficiently large and can be analytically continued
to the complexified space of weights except for certain hyperplanes [31].
The Eisenstein series (2.7) is made out of a simple ‘plane-wave type’ func-
tion e〈λ+ρ|H(a)〉 = ewiβ
i
where βi are coordinates of the Cartan subalgebra and
the wi are constants determined by λ.
9 This function is stabilized by the Borel
group B(Z) and turned into an automorphic function by summing over all
its (inequivalent) G(Z) images determined by B(Z)\G(Z). The plane-wave
function is trivially an eigenfunction of the quadratic Laplace operator and
all higher-order invariant differential operators. Since all these operators are
invariant under the group G(Z) (even G(R)), the Eisenstein series EG(λ, g)
of (2.7) is an eigenfunction of all these operators. In particular, its eigenvalue
under the G-invariant Laplacian ∆G/K (changing the normalisation of [29])
is
∆G/KEG(λ, g) =
1
2
(〈λ|λ〉 − 〈ρ|ρ〉)EG(λ, g) . (2.10)
9We use the incorrect terminology ‘plane wave’ with an application to quantum gravity
in mind, where the Eisenstein series should describe wavefunctions [47, 48].
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This, of course, is the same eigenvalue as that of the quadratic Casimir on a
representation with highest weight Λ = −(λ + ρ) up to normalisation. The
inner product 〈·|·〉 is normalised such that 〈αi|αi〉 = 2 for simple roots αi.
One can consider a special case of the Eisenstein series defined in (2.7)
by imposing the additional condition
λ = 2sΛi∗ − ρ (2.11)
for a chosen i∗. This condition implies that λ + ρ will be orthogonal to all
simple roots αi with i 6= i∗. The parameter s which appears here can in
general be any complex number. However, we will see later that in the cases
which are relevant for us in the context of superstring graviton scattering, s
will be purely real and take half-integer values. With a short calculation, see
e.g. [29], one can show that the sum in (2.7) now becomes a sum over the
coset Pi∗(Z)\G(Z) and that it takes the form
EGi∗;s(g) := E
G(2sΛi∗ − ρ, g) =
∑
γ∈Pi∗(Z)\G(Z)
e2s〈Λi∗ |H(γg)〉 . (2.12)
Here, Pi∗ is the maximal parabolic subgroup defined by the node i∗. For ob-
vious reasons, this function is referred to as a maximal parabolic Eisenstein
series and s is called the order of the Eisenstein series. In some cases, equiva-
lent expressions in terms of (restricted) lattice sums exist [16, 23, 49, 50, 51].
2.3 Eisenstein series over Kac–Moody groups
The theory of Eisenstein series defined over affine (loop) groups was first
developed by Garland and is comprehensively described in [46] (see also [52]).
Indeed, the definition of Eisenstein series over affine groups proceeds in much
the same way as the one for the finite groups. There are, however, some
subtleties which we shall explain in the following.
A hat is used to denote objects of affine type. Starting from a finite-
dimensional, simple and R-split Lie algebra g one constructs the non-twisted
affine extensions as
gˆ = g[[t, t−1]]⊕ cR⊕ dR . (2.13)
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The first summand is the algebra of formal Laurent series over g (the loop
algebra) and the other summands are the central extension and derivation,
respectively. The algebra gˆ has a Cartan subalgebra of dimension dim(a)+2
and its roots decompose into real roots and imaginary roots (see [53]).
The real affine group Gˆ (in a given representation over R) is defined by
taking the closure of exponentials of the real root generators of the non-
twisted affine algebra. Due to the structure of the commutation relations
where d never appears on the right hand side, the group thus generated will
not use the derivation generator. Gˆ has the following Iwasawa decomposition
Gˆ = NˆAˆKˆ (2.14)
in an analogous way to (2.8), but now Aˆ is the exponential of the dim(a)+ 1
dimensional abelian algebra aˆ ≡ a ⊕ cR only [46]. Gˆ does not include the
group generated by the derivation d; we denote by E9 the group Eˆ8 with the
derivation added to it.
Similar to the definition of the Eisenstein series over finite-dimensional
groups, in the infinite-dimensional case one can define in a meaningful manner
EGˆ(λˆ; gˆ, v) =
∑
γˆ∈Bˆ(Z)\Gˆ(Z)
e〈λˆ+ρˆ|Hˆ(γˆ v
d gˆ)〉 , (2.15)
where v parameterises the group associated with the derivation generator
d and is written as e−rd in [46]. This definition of the Eisenstein series is
derived in [46] and the convergence of the series is proven for Re〈λˆ|αˆi〉 > 1
for i = 1, . . . , rk(G) + 1. The domain of definition can be extended by
meromorphic continuation. One important special property of the affine
case that enters in (2.15) is the definition of the affine Weyl vector ρˆ: The
usual requirement that the Weyl vector have inner product 〈ρˆ|αˆi〉 = 1 with
all affine simple roots αˆi does not fix ρˆ completely; it is only defined up to
shifts by the so-called (primitive) null root δˆ that has vanishing inner product
with all αˆi [53]. We choose the standard convention that ρˆ is the sum of all
the fundamental weights [53], i.e., it acts on the derivation d by ρˆ(d) = 0.
Associated with the existence of the null element δˆ is also the existence of a
particular type of a fairly simple automorphic function given λˆ = kδˆ − ρˆ for
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any k ∈ R, where δˆ is the primitive affine null root of the affine root system.
This is the automorphic version of the fact that there are infinitely many
trivial representations whose characters differ by factors ekδˆ [53]. We denote
these special Eisenstein series by
Ak =
∑
γˆ∈Bˆ(Z)\Gˆ(Z)
e〈kδˆ|Hˆ(γˆ v
d gˆ)〉 = vk . (2.16)
More generally, we can always multiply any affine Eisenstein series by an
arbitrary power of v and still obtain an Eisenstein series.
As in the finite-dimensional case, the Eisenstein series (2.15) is an eigen-
function of the full affine Laplacian and has eigenvalue
∆Gˆ/KˆEGˆ(λˆ; gˆ, v) =
1
2
(〈λˆ|λˆ〉 − 〈ρˆ|ρˆ〉)EGˆ(λˆ; gˆ, v) . (2.17)
The Laplacian itself is not unambiguously defined because of the ambiguity in
ρˆ (related to a rescaling of the overall volume of moduli space). We reiterate
that we adopt consistently the convention that ρˆ has no δˆ part. An important
difference to the finite-dimensional case is that there are no higher order
polynomial invariant differential operators that help to determine λˆ but only
transcendental ones [54]. We have not investigated their action on (2.15).
By imposing the additional condition λˆ = 2sΛˆi∗ − ρˆ on the (minimal)
Eisenstein series defined above in (2.15) one can again obtain a maximal
parabolic Eisenstein series:
EGˆi∗;s(gˆ, v) :=
∑
γˆ∈Pˆi∗(Z)\Gˆ(Z)
e2s〈Λˆi∗ |Hˆ(γˆ v
d gˆ)〉 . (2.18)
Turning to more general Kac–Moody groups, we will assume that the
Eisenstein series for En(Z) with n > 9 are defined formally exactly as in (2.7).
A proof for the validity of this formula (i.e. existence via convergence) is not
known to our knowledge but for sufficiently large real parts of λ one should
obtain a convergent bounding integral and then continue meromorphically.
The definition of the real group and the Chevalley group proceeds along the
same lines as in the affine case [54]. The expression for the Laplace eigenvalue
13
is as before and is unambiguous for En with n > 9. We do not address the
issue of square integrability of Eisenstein series for Kac–Moody groups.
3 Eisenstein series and constant terms
We now turn to the analysis of the constant terms of Eisenstein series of
the type (2.7) or (2.15). In this section we restrict mainly to the finite-
dimensional duality groups G and treat the infinite-dimensional case in the
next section.
3.1 Constant term formulæ
The constant terms are those terms that do not depend on those G/K coset
space coordinates associated with the unipotent part N in (2.8) but only on
the Cartan subalgebra coordinates. They are hence obtained by integrating
out the unipotent part (using the invariant Haar measure):10∫
N(Z)\N(R)
EG(λ, g)dn =
∑
w∈W
M(w, λ)e〈wλ+ρ|H(g)〉 , (3.1)
where we have already applied Langlands’ constant term formula [31] for
evaluating the integral. The constant terms are hence given by a sum over
the Weyl group W of Ed+1 with individual summands being the numerical
factorM(w, λ) times a monomial of the Cartan subalgebra coordinates. The
numerical factors M(w, λ) are given explicitly by
M(w, λ) =
∏
α∈∆+
wα∈∆−
ξ (〈λ|α〉)
ξ (1 + 〈λ|α〉)
=
∏
α∈∆+
wα∈∆−
c (〈λ|α〉) . (3.2)
The product runs over all positive roots, which also satisfy the condition that
wα be a negative root for the Weyl group element w. The function ξ is the
10We note the similarity with Weyl character formula.
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completed Riemann ζ-function and is defined as ξ(k) ≡ π−k/2Γ
(
k
2
)
ζ(k).11
The expansion (3.1) will be referred to as minimal parabolic expansion of the
constant terms.
There is another way of arranging the constant terms that corresponds
to choosing a maximal parabolic subgroups defined by a node j◦ as in (2.6).
In order to introduce it, let us remark that the Levi component Mj◦ can be
written as the product of two groups, namely
Mj◦ = GL (1)×Gd , (3.3)
where Gd is the subgroup of Ed+1 which is determined by our choice of a
simple root αj◦ in the Dynkin diagram of Ed+1. The Dynkin diagram of Gd
is given by the diagram which is left once one has deleted the node associated
with αj◦ from the Dynkin diagram of Ed+1. The one-parameter group GL (1)
can be parameterised by a single variable r ∈ R×.
The corresponding arrangement then highlights the dependence on only
one of the parameters, namely r, corresponding to the single node j◦ (say,
a decompactifying circle) and maintains the invariance under the remaining
group Gd in the decomposition (3.3). In that case the constant terms can be
packaged using cosets of the Weyl groupW. Denoting the Weyl group of Pj◦
by WPj◦ , the constant terms read [55, 56, 57, 29]∫
NPj◦
(Z)\NPj◦
(R)
EG(λ, g)dn =
∑
w∈Wj◦\W
M(w, λ)e〈(wλ+ρ)‖j◦ |H(g)〉EGd
(
(wλ)⊥j◦ , g
)
.
(3.4)
Let us explain some of the notation introduced here. For a weight λ, (λ)‖j◦ is
a projection operator on the component of λ proportional to the fundamental
weight Λj◦, and (λ)⊥j◦ is orthogonal to Λj◦, i.e., a linear combination of the
simple roots of Gd. The Eisenstein series on the right does not depend on the
GL(1) factor in (3.3) since the dependence on the abelian group is explicitly
factored out using the projections. The expression (3.4) does not depend
11The Riemann function can be seen to occur by using the p-adic approach to automor-
phic functions [31, 46].
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solely on the Cartan subalgebra coordinates but also retains dependence on
some of the positive step operators that appear in the Eisenstein series defined
with respect to the reductive factor Gd. Even though indicated as depending
on g ∈ G, the Eisenstein series on the r.h.s. of (3.4) effectively depends only
on g ∈ Gd. This type of expansion is called maximal parabolic expansion of
the constant terms of an Eisenstein series.
For finite-dimensional groups the number of terms contained in the con-
stant term in the minimal parabolic expansion (3.1) is generically equal to
the finite order of the Weyl group and in the maximal parabolic expansion
(3.4) to the number of Weyl group cosets. For special choices of λ there can
be vast cancellations reducing the number of constant terms. These are the
values that are relevant in string theory.
For affine or general Kac–Moody groups one would expect generically
infinitely many constant terms but again, as we will show, there are special
choices for λ where the number reduces to a small finite number. We will
treat these cases in the next section but first describe more properties of the
coefficients M(w, λ) that control the cancellations.
3.2 Functional relation and properties of M(w, λ)
The factors M(w, λ) are easily seen to satisfy the multiplicative identity
M(ww˜, λ) = M(w, w˜(λ))M(w˜, λ) . (3.5)
One also has the following functional relation for minimal Eisenstein se-
ries [31]
EG(λ, g) = M(w, λ)EG(w(λ), g) . (3.6)
This relation together with (3.5) is useful in showing that the sum in (3.4) is
independent of the Weyl coset representative.
The completed Riemann function ξ(s) entering in (3.2) satisfies the simple
functional equation
ξ(k) = ξ(1− k) , (3.7)
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which is at the heart of the meromorphic continuation of the Riemann ζ-
function. Defining the function c(k) by
c(k) :=
ξ(k)
ξ(1 + k)
, (3.8)
the functional equation (3.7) implies
c(k)c(−k) = 1. (3.9)
The only (simple) zero of c(k) occurs for k = −1; consequently c(k) has a
(simple) pole at k = +1:
c(−1) = 0 , c(+1) =∞ . (3.10)
If, for a given w, the product M(w, λ) contains more c(−1) than c(+1)
factors, then M(w, λ) will vanish. This is exactly what happens for minimal
Eisenstein series EG(λ, g) when λ is chosen suitably as we will now explain
in more detail (see also [56, 28, 29, 37]).
We now restrict to the case of interest, namely λ = 2sΛi∗ − ρ, relevant
for the maximal parabolic Eisenstein series (2.12). The argument of the c-
function appearing in M(w, λ) is k = 〈λ|α〉. Now, for a simple root αi 6= αi∗
k = 〈2sΛi∗ − ρ|αi〉 = −1 . (3.11)
Therefore, c(〈λ|αi〉) = 0 for simple roots αi 6= αi∗ . This reduces the number
of terms in the constant term considerably, namely one can restrict the sum
over the Weyl group to the following subset [29]
Si∗ ≡ {w ∈ W|wαi > 0 for all i 6= i∗} ⊂ W . (3.12)
If w /∈ Si∗ then there will be at least one simple root αi included in the
product (3.2) and consequentlyM(w, λ) vanishes and the corresponding term
in sum (3.1) disappears. The zero coming from the simple root cannot be
cancelled by c(+1) contributions from other roots; this can be argued by
analytic continuation in s [37].
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3.3 Solving the condition in Si∗
Now we want to give a more manageable description of the set Si∗ in (3.12).
From the definition it follows that, as a set,
Si∗ =W/Wi∗ , (3.13)
where Wi∗ is the Weyl group of the Levi factor Mi∗ , i.e., the Weyl group
described by the Ed+1 diagram where the node i∗ has been removed; Wi∗
can also be defined as the stabiliser in W of the fundamental weight Λi∗ .
The quotient (3.13) has to arise since any non-trivial element inWi∗ maps at
least one of the simple roots of Mi∗ to a negative root. Therefore we should
remove anyWi∗ element that appears at the right end of a Weyl word. Once
this is done the Weyl words appearing in Si∗ start with wi∗ on the right and
will never map any positive root of Mi∗ to a negative root.
A different and more explicit description of this fact can be given by
constructively computing the set Si∗ by using the Weyl orbit Oi∗ of the
fundamental weight Λi∗ . The Weyl words necessary for the orbit Oi∗ are
exactly those appearing in Si∗ .
We illustrate the procedure for the specific example of E8 and i∗ = 1, so
that the Dynkin labels of the fundamental weight are Λ1 = [1, 0, 0, 0, 0, 0, 0, 0].
The only fundamental Weyl reflection that acts non-trivially on Λ1 is w1,
yielding the weight [−1, 0, 1, 0, 0, 0, 0, 0]. In order to create a new weight we
can only act with w3, yielding [0, 0,−1, 1, 0, 0, 0, 0]. Then one can only act
with w4, giving [0, 1, 0,−1, 10, 0, 0]. At this point we have two possibilities
of fundamental Weyl reflections to act with, namely w2 and w5, giving us
[0,−1, 0, 0, 1, 0, 0, 0] and [0, 1, 0, 0,−1, 1, 0, 0] respectively. We continue in
this way iteratively until we are left with weights with entries being only −1
or 0.12 The first few Weyl words generated in this way are summarised in
Table 2. In this way one computes efficiently all the elements of Si∗ from the
orbit of Λi∗ .
12This only happens for finite-dimensional Weyl groups and the final element in the
orbit is the negative of a dominant weight.
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Weyl words Weights in Orbit
id Λ1 = [1, 0, 0, 0, 0, 0, 0, 0] (dominant weight)
wi∗ = w1 [−1, 0, 1, 0, 0, 0, 0, 0]
w3w1 [0, 0,−1, 1, 0, 0, 0, 0]
w4w3w1 [0, 1, 0,−1, 1, 0, 0, 0]
w2w4w3w1; w5w4w3w1 [0,−1, 0, 0, 1, 0, 0, 0]; [0, 1, 0, 0,−1, 1, 0, 0]
...
...
Table 2: Weyl words and weights in the Weyl orbit of Λ1 for E8.
The size |Oi∗| of the Weyl orbit of Λi∗ in the finite-dimensional case is
given by
|Oi∗| =
|W|
|stab(Λi∗)|
=
|W|
|Wi∗|
. (3.14)
For our example stab(Λ1) =W(D7) and the size of the orbit is 2160. There-
fore we have 2160 distinct Weyl words in the left column of Table 2.
We now prove formally that each Weyl word w that generates an element
of Oi∗ satisfies wαi > 0 for i 6= i∗. This establishes a one-to-one corre-
spondence between elements in the Weyl orbit Oi∗ and Si∗ . The proof is by
induction (on the length of the Weyl word/height of the weight in the orbit).
The identity element is in Si∗ and corresponds to the weight Λi∗ . Suppose
now that a particular Weyl word w ∈ Si∗ corresponds to a weight w(Λi∗) in
the orbit Oi∗ . To continue the orbit we need to analyse the Dynkin labels of
w(Λi∗); these are given by pi = 〈w(Λi∗)|αi〉 for i = 1, . . . , rk(G). We have to
distinguish the three cases when a given pi is positive, negative or vanishes,
and consider in all cases whether we wiw is in Si∗ .
First suppose that we have (for a fixed i)
pi = 〈w(Λi∗)|αi〉 = 0 , (3.15)
where αi is the i
th simple root. By invariance of the product we also have
〈Λi∗|w
−1(αi)〉 = 0. From this we see that the root w−1(αi) =: αM is a linear
combination of all simple roots other than αi∗ . i.e., it is a root of the Levi
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factor Mi∗ . Writing αM =
∑
k 6=i∗
nkαk either all nk are non-negative or non-
positive. Applying w to αM yields αi = w(αM) =
∑
n 6=i∗
nkw(αk). But by
assumption w(αk) > 0 for all k 6= i∗; the equation can only be true if αM = αj
for some j 6= i∗. But this implies immediately that
wiw(αj) = wi(αi) = −αi < 0 (3.16)
and we conclude that wiw /∈ Si∗ . Similarly, if pi = 0 then wi will leave w(Λi∗)
invariant and therefore wiw(Λi∗) does not produce a new element of the Weyl
orbit.
Secondly, we consider the case of
pi = 〈w(Λi∗)|αi〉 > 0 . (3.17)
By invariance again 〈Λi∗|w
−1(αi)〉 > 0 and we conclude that
w−1(αi) = piαi∗ + (positive linear combination of αi 6=i∗ ’s) , (3.18)
where pi ∈ Z>0. Now suppose wiw(αj) < 0 for some j 6= i∗. This can only
happen if w(αj) = αi since αi is the only positive root that is mapped to a
negative root by wi and w(αj) is positive by the induction assumption. But
then αj = w
−1(αi) which cannot happen since w
−1(αi) has a non-vanishing
component along αi∗ . Therefore wiw(αj) > 0 for all j 6= i∗ and therefore
wiw ∈ Si∗ . Similarly, when pi > 0 the element wiw(Λi∗) has a lower height
than w(Λi∗) and hence is also a new element of the orbit Oi∗ .
Finally, we consider the case
pi = 〈w(Λi∗)|αi〉 < 0 . (3.19)
Here, wiw(Λi∗) = w(Λi∗)− piαi and hence the height wiw(Λi∗) is larger than
that of w(Λi∗) and is an element of the orbit that has already computed. But
this means that wiw has an equivalent representative in W of shorter length
that has already been accounted for in Si∗ . Therefore, the element wiw is in
Si∗ but not a new one in the same way that wiw(Λi∗) is not a new element
of the Weyl orbit Oi∗ . This completes the proof.
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In summary, there is a one-to-one correspondence between the elements
of Si∗ and Weyl words that make up the orbit Oi∗ . This correspondence gives
also a very manageable way of constructing the set Si∗ by starting from the
dominant weight Λi∗ and computing its Weyl orbit as a rooted and branched
tree of Weyl words of increasing length.13 By the multiplicative identity
(3.5), one obtains that when going down the tree one has that if M(w˜, λ)
vanishes, the subsequent M(ww˜, λ) will also vanish. Therefore one can stop
the construction of the tree along a given branch once the factor M(w, λ) on
a vertex vanishes.14
The analysis in this section can clearly be extended to the case where λ+ρ
entering in the definition (2.7) of the minimal parabolic Eisenstein series is
not proportional to a single Λi∗ but has support on several fundamental
weights. The contributing Weyl words are still in one-to-one correspondence
with the orbit of λ+ ρ.
The restriction of the sum to the quotient W/Wi∗ for the constant terms
expanded in the minimal parabolic subalgebra has also consequences for the
expansion in maximal parabolic algebras as described by formula (3.4). The
constant terms in this case are described by double cosets via (see also [56])∫
NPj◦
(Z)\NPj◦
(R)
EG(λ, g)dn
=
∑
w∈Wj◦\W/Wi∗
M(w, λ)e〈(wλ+ρ)‖j◦ |H(g)〉EGd
(
(wλ)⊥j◦ , g
)
. (3.20)
These are typically very few in number. The rooted tree mentioned above
can be contracted further in this case thanks to the double coset structure.
3.4 The order s and ‘guessing’ the right Eisenstein series
From the previous section we know that the constant term is given by a
polynomial in the Cartan subalgebra coordinates with a total of at most
13There is a natural partial order induced on the constant terms from the Weyl orbit;
this can be used to display the constant term structure in terms of a Hasse diagram.
14Again, it cannot happen that the zero of M(w˜, λ) gets balanced by a diverging
M(w, w˜(λ)).
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|Oi∗| terms. This is the correct number of constant terms for generic s but
one can make the observation that for specific choices of the parameter s only
a small fraction of these terms will survive, with all the other terms being
zero. The reason is that for such special choices of s, the factor M(w, λ)
(which of course depends on s through λ = 2sΛi∗ − ρ) will vanish. This has
the remarkable effect that even for large groups G, the number of constant
terms is reduced drastically. The inner product k = 〈λ|α〉 enters in M(w, λ)
via the factor c(k) and the properties of the c-function imply that M(w, λ)
will only vanish if k = −1 for some α. But this generically15 only happens
if λ is on the weight lattice and hence 2s ∈ Z; therefore the weight lattice
plays a distinguished role.
As a mathematical exercise there could now be many interesting inte-
gral weights λ to consider, maybe associated with general minimal parabolic
Eisenstein series, but string theory suggests which λ to select. As the Eisen-
stein series are meant to occur at a fixed order in the α′ = ℓ2s and T-duality
SO(d, d;Z) is an exact symmetry at each order in α′ [58, 59, 60]. That in
particular the tree-level term –that we associate with the identity Weyl ele-
ment in the expansion– be invariant under T-duality implies that the weight
λ + ρ entering in the definition of the minimal parabolic Eisenstein series
should be invariant under SO(d, d;Z) ⊂ Ed+1(Z). In other words, λ + ρ is
proportional to Λ1 (in the numbering of Fig. 1), i.e., we immediately arrive
at (for d > 3)
λ = 2sΛ1 − ρ (3.21)
for string theory applications of Ed+1(Z) minimal parabolic Eisenstein series.
This assumes that the whole function ED(p,q) is given by a (single) minimal
parabolic Eisenstein series, something that is not true for all p and q. Choos-
ing a weight determined by Λ1 is also the only way of getting string pertur-
bation theory right, see (5.5) below. A similar conclusion was reached in [61].
One could use the functional relation (3.6) to replace λ by any element in its
Weyl orbit.
15There can be exceptions when α = ni∗αi∗ + . . . for ni∗ > 1. This arose in none of
the cases we have considered. It is not fully inconceivable that for infinite-dimensional
algebras such exceptions might happen since there ni∗ is not bounded.
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The only remaining question then is to fix the parameter s for the various
types of higher derivative corrections. This can be done for example as
follows. Supposing one knows the Laplace eigenvalue of the Eisenstein series
from different considerations (e.g., as in [62]), then one needs to fix s such
that the quadratic Casimir gives the correct value.16 For the R4 curvature
correction term at order (α′)3 this implies s = 3/2, and for the ∂4R4 curvature
correction term at order (α′)5 this gives s = 5/2. Alternatively, one can
compute this from the leading wall in a cosmological billiard (BKL) analysis,
see [63, 64] and section 5.7 below. This would immediately give s = n/2 at
order (α′)n. Finally, s can be determined from comparing to known results
from string scattering calculations, e.g. [30, 19] and (5.5) below.
By the functional relation (3.6) one can also check which terms lift to
D = 11; this requires that there is a Weyl-equivalent λ′ = w(λ) such that
λ′ + ρ is integrally proportional to Λ2. This happens for s = 3/2 but not for
s = 5/2, consistent with the fact that there is a R4 curvature correction term
in D = 11, whereas there is no such ∂4R4 term.
That the corresponding Eisenstein series for 5 ≥ D ≥ 3 and D = 10,
normalised as in (1.2) produce the right constant terms and abelian Fourier
coefficients was checked in [28, 29, 37]. In dimensions 6 ≤ D ≤ 9 the coeffi-
cient functions ED(0,0) and E
D
(1,0) are also known as sums of Eisenstein series [29].
4 Constant terms: infinite-dimensional case
The constant term in the full expansion of the maximal parabolic Eisenstein
series over an affine group is given by∫
Nˆ(Z)\Nˆ(R)
EG(λˆ; gˆ, v)dnˆ =
∑
wˆ∈Ŵ
M(wˆ, λˆ)e〈wˆλˆ+ρˆ|Hˆ(v
d gˆ)〉 . (4.1)
16If one knew all eigenvalues under the full set of higher order Ed+1 invariant differential
operators one could determine λ without making recourse to T-duality invariance. Another
comment is that it is not a priori clear that the value of s is independent of the dimension.
It turns out that this can be achieved for R4 and ∂4R4.
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The constant term in the expansion with respect to a particular maximal
parabolic subgroup Pj◦ is given by
17∫
NPj◦
(Z)\NPj◦
(R)
EG(λˆ; gˆ, v)dn
=
∑
wˆ∈Wj◦\Ŵ
M(wˆ, λˆ)e
〈(wˆλˆ+ρˆ)
‖j◦
|Hˆ(vd gˆ)〉
EGd
((
wˆλˆ
)
⊥j◦
, gˆ
)
. (4.2)
where in all the formulæ λˆ = 2sΛˆi∗ − ρˆ, so that we are again restricting to
maximal parabolic Eisenstein series. The projections (λˆ)‖j◦ and (λˆ)⊥j◦ are
different now from those in (3.4) since the Cartan subalgebra includes the
additional direction d. (λˆ)⊥j◦ has to be a weight of the Levi factor Mj◦ and
has two directions less than λˆ; it is a combination of the simple roots of Gd.
By contrast, (λˆ)‖j◦ is a combination of the fundamental weight Λˆj◦ and the
null root δˆ. The Levi factor explicitly reads
Mj◦ = GL(1)×GL(1)×Gd (4.3)
and the pre-factor of the Eisenstein series in (4.2) now depends on the two
parameters of the GL(1) factors. One of them is v and we will call the other
one r below.
In the affine case the expressions above follow from [46]. We will assume
that they also hold mutatis mutandis in the general Kac–Moody case (where
one does not need v and they therefore are similar to (3.1) and (3.4)) and
provide some consistency checks on this assumption with our calculations.
The validity of (4.1), i.e. convergence of the series, is in proven in [46] for
the affine case. In particular it was proven that (4.1) possesses a mero-
morphic continuation, which extends the convergence condition stated for
equation (2.15) to Re〈λˆ|δˆ〉 > −ht(δˆ).
For the finite-dimensional groups we have seen that the number of terms
in the constant term of the maximal parabolic Eisenstein series is bounded
from above by the size of the Weyl orbit |Oi∗|, where αi∗ is the simple root
17Note that the Levi factor in this case is a finite-dimensional group.
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with respect to which the maximal parabolic subgroup of the Eisenstein series
is defined. Since the Weyl orbits of finite-dimensional groups are always of
finite size, the constant term contains a finite number of terms. For the
infinite-dimensional affine groups, however, the size of the Weyl orbits is
infinite. Hence from our analysis given above and from equation (4.1) one
would expect the constant term to be made up of an infinite number of terms.
We will now show that for special choices of s, the number of constant terms
for affine and other Kac–Moody groups can be reduced to a finite number.
This is analogous to simplifications of constant terms in the case of finite-
dimensional groups where the reduced number of terms is associated with
small automorphic representations and required by string theory arguments.
4.1 ‘Finite number of constant terms’-property
The only way to reduce from an infinite to a finite number of terms is if
for all but a finite number of terms in (4.1), the coefficients M(wˆ, λˆ) vanish.
The coefficients M(wˆ, λˆ), given by (3.2), will vanish as before if they include
more c(−1) than c(+1) factors.
In order to exhibit that almost all M(wˆ, λˆ) vanish for special λˆ we need
some more notation and results on the affine root system [53]. Let G be a
simple, simply-laced and maximally split Lie group as before; let r = rk(G)
and denote by αi (i = 1, . . . , r) a choice of simple roots. In this basis the
unique highest root of G is written as
θ =
r∑
i=1
θiαi = (θi, θ2, . . . , θr) . (4.4)
The affine extension of the root system is obtained adding a simple root α0.
From now on roots carrying a hat will be associated with roots of the affine
group Gˆ whereas roots without a hat belong to G. A general affine root is
then of the form
αˆ = n0α0 + n1α1 + ... + nrαr = n0δˆ + ~∆ · ~A , (4.5)
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where we have used the standard definition of the null root
δˆ = α0 + θ (4.6)
and introduced some further shorthand notation for finite-dimensional part
of the root. The quantity n0 is called the affine level and the vector ~∆ is
given by
~∆ = (n1 − n0θ1, n2 − n0θ2, ..., nr − n0θr) (4.7)
and corresponds to a root vector of G or vanishes.18
Consider the expression 〈λˆ|αˆ〉 that appears in (3.2) for λˆ = 2sΛˆi∗− ρˆ and
the affine Weyl vector ρˆ
〈λˆ|αˆ〉 = 2s〈Λˆi∗|αˆ〉 − 〈ρˆ|αˆ〉 = 2s〈Λˆi∗|αˆ〉 − ht(αˆ) , (4.8)
with the height ht(αˆ) =
∑r
i=0 ni. We are interested in the condition 〈λˆ|αˆ〉 =
±1, where ‘+’ corresponds to a c(+1) factor and ‘−’ to a c(−1) factor in
M(wˆ, λˆ). The condition 〈λˆ|αˆ〉 = ±1, together with the requirement that
αˆ > 0 defines two sets of roots
∆s(±1) :=
{
αˆ : 〈λˆ|αˆ〉 = 〈2sΛˆi∗ − ρˆ|αˆ〉 = ±1
}
. (4.9)
Solving 〈λˆ|αˆ〉 = ±1 for s we obtain
s =
ht(αˆ)± 1
2〈Λˆi∗|αˆ〉
=
ht(αˆ)± 1
2ni∗
. (4.10)
We can express the height of αˆ as
ht(αˆ) = n0ht(δˆ) + ht(~∆ · ~A) = n0
(
1 +
r∑
i=1
θi
)
+
r∑
i=1
∆i . (4.11)
18Vanishing ~∆ corresponds to imaginary roots of the algebra; they can never contribute
to constant terms and therefore we will assume ~∆ 6= 0 in the following.
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Further we note that when i∗ 6= 0, then ni∗ = ∆i∗ + n0θi∗ . Inserting both
expressions into (4.10) and solving for n0 we obtain
n0 =
2s∆i∗ −
∑r
j=1∆j ∓ 1
ht(δˆ)− 2sθi∗
(4.12)
For a particular choice of the parameter s and simple root αi∗ , we can use
this formula to determine the affine levels n0 on which roots producing c(±1)
factors can occur. Since −θi ≤ ∆i ≤ θi, we see from the formula that there
exists a maximum value of n0, such that no roots producing c(−1) or c(+1)
factors can exist on higher affine levels.19 In other words, both sets ∆s(1)
and ∆s(−1) only contain a finite number of elements. The result and formula
(4.12) remain true if i∗ = 0 and one declares θ0 = 0.
Having determined the roots which may possibly cause the coefficient
factor M(wˆ, αˆ) to vanish we now determine for which wˆ they actually con-
tribute in the product running over positive roots. A root αˆ ∈ ∆s(±1) will
only appear in the product defining M(wˆ, λˆ), if for a particular Weyl word
wˆ, the condition wˆ(αˆ) < 0 is satisfied. In order to analyse this condition, we
need to consider the general action of an affine Weyl group element wˆ.
The Weyl group Ŵ of an affine algebra can be written as a semi-direct
product of the classical Weyl group W and a translational part T ∼= Zr
(where r is the rank of the underlying finite-dimensional algebra)
Ŵ =W ⋉ T . (4.13)
We will write an element of Ŵ as wˆ = (w, tβ), where w ∈ W and tβ ∈ T
with β an element of the finite-dimensional root lattice. It should be noted
that in general β is not a root of the algebra. The action of wˆ on a general
root αˆ = n0δˆ + ~∆ · ~A is then given by
wˆ(αˆ) = (w, tβ)(αˆ) = w (tβ(αˆ))
= w
(
αˆ− 〈~∆ · ~A|β〉δˆ
)
19We assume that the denominator does not vanish. This is true in all cases of interest
later.
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= w
(
~∆ · ~A+ (n0 − 〈~∆ · ~A|β〉)δˆ
)
= w(~∆ · ~A) +
(
n0 −
r∑
i=1
∆i〈αi|β〉
)
δˆ . (4.14)
From the last line of (4.14), we conclude that for a β of sufficient height (cor-
responding to wˆ of sufficient length) and appropriate direction, the coefficient
of the null root δˆ will be negative and therefore we have wˆ(αˆ) < 0. Then the
root αˆ will appear in the product expression for M(wˆ, λˆ) and will produce a
c(±1)-factor. The conditions on β will always be satisfied for almost all wˆ
that contribute to the constant term. We now show this in an example.
4.2 Example: ̂SL(2,R)
In the following we consider the maximal parabolic Eisenstein series EAˆ1αi∗ ;s
for the affine extension Aˆ1 of A1 = SL(2,R). In this example we will choose
αi∗ to be determined by i∗ = 1. The root system of Aˆ1 is given by
αˆ = n0α0 + n1α1 = n0δˆ +∆1α1 , (4.15)
with integers n0 and n1 such that n0 − n1 ∈ {−1, 0, 1}. Here, δˆ = α0 + α1
and n0 counts the affine level. The height is ht(αˆ) = n0 + n1.
In order to gain some intuition let us briefly consider the affine Weyl
group orbit Oi∗ . Starting with the fundamental weight Λi∗ we construct
its Weyl orbit in a similar way to the one already described for the case of
finite-dimensional groups. We obtain Table 3.
It is easy to see that we obtain an infinite number of weights in this orbit.
The Weyl words in the left column of the table make up the set S∞i∗=1 and
satisfy the condition wˆ(α0) > 0 for all wˆ ∈ S∞1 . Here, we have added ∞ to
indicate that S∞1 contains an infinite number of elements.
In the notation introduced above, the set of elements S∞1 is given by
S∞1 = {(id, tkα1)}k∈Z≥0 ∪ {(w1, tkα1)}k∈Z≥0 , (4.16)
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Weyl words Weights in Orbit
id Λ1 = [0, 1] (dominant weight)
wi∗ = w1 [2,−1]
w0w1 [−2, 3]
w1w0w1 [4,−3]
w0w1w0w1 [−4, 5]
...
...
Table 3: Affine Weyl orbit of Λi∗=1.
where tα1 = w0w1. From equation (4.14) we see that the action of an element
wˆ ∈ S∞1 becomes
wˆ(αˆ) = w(∆1α1) + (n0 − 2∆1k)δˆ . (4.17)
From the second term in this equation we conclude that wˆ(αˆ) will be a
negative root for ∆1 = 1 and long enough Weyl words wˆ (large enough k).
For ∆1 = 1 we see from (4.10) that we will get c(−1) = 0 factors in M(wˆ, λˆ)
for s = (n1−1)/n1 with n1 ∈ Z>0, i.e. s = 0, 1/2, 2/3, 3/4, 4/5, . . .. For these
choices of s the constant term will contain a finite number of terms since
there are no cancellations from c(+1) factors.
4.3 E9, E10 and beyond
In the case of E9 it is not so simple to write down the set S∞i∗ in an equally
explicit way as was done for the case of Aˆ1 in (4.16). However, the argument
we gave in (4.14), that a root αˆ will become negative when acting on it with a
long enough Weyl word from the set S∞i∗ still holds. From relation (4.12) one
can then see again that both sets ∆s(±1) contain a finite number of roots.
In practice, one can first compute the finite sets ∆s(±1) and then construct
the set S∞i∗ iteratively from the Weyl orbit Oi∗ and check whether after a
finite number of steps it happens that more elements from ∆s(−1) than from
∆s(+1) contribute to M(wˆ, λˆ). By the multiplicative identity (3.5) one then
can terminate the calculation of Si∗ along the branch of the orbit where this
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happened. If λˆ is chosen appropriately only a (small) finite number of Weyl
words remain in S∞i∗ and give contributions to the constant terms.
Due to the absence of the nice affine level structure, the situation for
hyperbolic Kac-Moody algebras is much harder to analyse. It is not possible
to use a formula similar to (4.12) to see that the sets ∆s(±1) only contain
a finite number of elements. Instead one can use the following procedure for
Eisenstein series with weight20 λ = 2sΛi∗ − ρ. The relevant inner product is
〈λ|α〉 = 2sni∗ − ht(α) . (4.18)
The height of a root grows much faster than the component along a given
root ni∗ . It is hence clear that for moderately small s roots of sufficient
height will have inner products 〈λ|α〉 < −1 and therefore will not belong to
∆s(±1). Therefore, computing the set of ‘dangerous’ roots ∆s(±1) is a finite
computational problem. More precisely, we can denote by ∆(ni∗) the set of
positive real roots α =
∑
i niαi with a given ni∗ . This set is finite as long as
the removal of the node i∗ from the Dynkin diagram leaves the diagram of a
finite-dimensional algebra. For E10 this means i∗ 6= 10. We will assume this
in the following. Then we can define
h(ni∗) := min {ht(α) : α ∈ ∆(ni∗)} . (4.19)
This is a monotonous function of ni∗ . Its rate of growth with ni∗ is roughly
equal to the height of the affine null root of the underlying affine algebra
divided by its Kac label. For moderately small s – like those of interest
to us – this is greater than the rate of growth of 2sni∗ . Therefore we can
construct ∆(ni∗) by increasing height and terminate the construction of roots
when 2sni∗ − h(ni∗) < −1 for some ni∗ .
21 From the resulting finite set of
roots we can select those α that belong to ∆s(±1).
The next step is to determine those Weyl words that contribute to the
constant terms. This is done in the same way as before: One constructs the
20Now, all the quantities refer to the hyperbolic algebra but we refrain from putting
additional decorations on the symbols to avoid cluttering the notation.
21To be on the safe side computationally, one can check the next few steps after this
inequality is satisfied for the first time.
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Weyl words from the orbit of Λi∗ and checks whether more elements from
∆s(−1) than from ∆s(+1) contribute to M(w, λ). For generic s this will of
course result in an infinite number of Weyl words. However, if s is chosen
appropriately, this leaves a finite number of Weyl words and hence a finite
number of summands in the constant term. These are the cases that we will
focus on in the following.
5 Constant terms of En(Z) Eisenstein series
In this section, we present generalities on the calculations of the constant
terms for the En(Z) Eisenstein series for n ≤ 11. In sections 5.1 to 5.3 we
discuss the three possible degeneration limits and give explicit expressions
for the respective maximal parabolic expansions. Minimal parabolic expan-
sions are discussed in section 5.6 and the explicit expressions are given in
appendix B.
5.1 Degeneration limits for D ≥ 3
As mentioned in the introduction, important consistency checks of the func-
tions ED(p,q)(Φ) appearing in the analytic part of the four graviton scattering
amplitude (1.1) inD space-time dimensions22 are obtained by considering dif-
ferent degeneration limits of ED(p,q) in different corners of moduli space. The
three limits are referred to as the decompactification, perturbative and the
semi-classical M-theory limit; and we restrict ourselves to taking the limit
for the constant terms. What ‘taking the limit’ means is to calculate the
constant term of an Eisenstein series with respect to a particular maximal
parabolic subgroup Pj◦. Formally, this corresponds to integrating out all the
components of the unipotent radical Nj◦ of Pj◦ as in (3.4) and (4.2). We will
use the following abbreviated notation for this integration∫
j◦
ED(p,q) ≡
∫
Nj◦/G(Z)∩Nj◦
ED(p,q)dn . (5.1)
22We do not discuss the issue of infrared divergences of these amplitudes in D ≤ 4 here,
nor their precise definition for D ≤ 3.
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For D ≥ 3, the parameter r of the GL(1) factor in the decomposi-
tion (3.3), acquires a different physical meaning in each of the three degen-
eration limits, and can be expressed in terms of fundamental string theory
quantities. In [27, 28, 29] general expressions for the three degeneration lim-
its of ED(0,0) and E
D
(1,0) were given for D ≥ 3, which we summarise for the
readers’ convenience.
Decompactification limit:
In this limit rd/ℓD+1 ≫ 1, which corresponds to making one of the circles
of the torus very large in units of the (D + 1)-dimensional Planck scale. In
terms of maximal parabolic subgroups this limit corresponds to singling out
the node d + 1 in figure 1, i.e., j◦ = d + 1, leading to Gd = Ed. One has
the standard relation between Planck scales ℓD−1D+1 = ℓ
D−2
D rd. The constant
terms of the coefficients ED(0,0) and E
D
(1,0) behave in the following way under
expansion with respect to the parabolic subgroup Pαd+1 [27, 28, 29]∫
d+1
ED(0,0) ≃
ℓ8−DD+1
ℓ8−DD
(
rd
ℓD+1
ED+1(0,0) +
(
rd
ℓD+1
)8−D)
(5.2)
and∫
d+1
ED(1,0) ≃
ℓ12−DD+1
ℓ12−DD
(
rd
ℓD+1
ED+1(1,0) +
(
rd
ℓD+1
)6−D
ED+1(0,0) +
(
rd
ℓD+1
)12−D)
,
(5.3)
where the ≃ symbol indicates that numerical factors in front of each term are
not shown explicitly. The first terms on the right hand sides of the equations
(5.2) and (5.3) are easily understood from decompactification from D to
D + 1 dimensions; the other terms are threshold effects [27]. Since one can
relate ℓD+1/ℓD to rd/ℓD+1, the expansion on the right hand side is in terms
of a single variable that parameterises the GL(1) in the Levi factor Md+1 =
GL(1) × Ed. In our conventions we have r = (rd/ℓD+1)
(D−1)/(D−2) = rd/ℓD.
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This yields the following decompactification rules∫
d+1
ED(0,0) ≃ r
6/(D−1)ED+1(0,0) + r
8−D ,∫
d+1
ED(1,0) ≃ r
10/(D−1)ED+1(1,0) + r
D(D−7)/(1−D)ED+1(0,0) + r
12−D . (5.4)
These have to be fulfilled by the automorphic forms for D ≥ 3. The coeffi-
cients of the last terms, that we call pure threshold terms, are known to be
proportional to ξ(8−D) and ξ(12−D) respectively [27, 28].
Perturbative limit:
This corresponds to the weak string coupling expansion in D dimensions
yD → 0. The D-dimensional string coupling yD is given by yD = ℓ
D−2
D /ℓ
D−2
s
and the string scale ℓs is kept fixed. Then one requires [27, 28, 29]∫
1
ED(0,0) ≃
ℓ8−Ds
ℓ8−DD
(
2ζ(3)
yD
+ E
SO(d,d)
d+1; d
2
−1
)
(5.5)
and ∫
1
ED(1,0) ≃
ℓ12−Ds
ℓ12−DD
(
ζ(5)
yD
+ E
SO(d,d)
d+1; d
2
+1
+ yDE
SO(d,d)
3;2
)
, (5.6)
respectively. Here, the first terms are fixed by string tree level calcula-
tions and the SO(d, d) Eisenstein series on the right-hand side are maximal
parabolic Eisenstein series as in (2.12) and our (non-standard) labelling con-
vention for the SO(d, d) series is induced from removing node 1 from the
Ed+1 Dynkin diagram 1. That is, the d nodes are labelled 2 through to
d + 1. Again one can recombine the pre-factors by using the definition of
the string coupling and then expand in terms of a single variable which is
associated to the GL(1) factor in the Levi decomposition. We choose here
r = (ℓs/ℓD)
2 = y
2/(2−D)
D . We note that the string coupling yD can be defined
alternatively in terms of the ten-dimensional string coupling gs and the string
compactification volume Vd via yD = g
2
sℓ
d
s/Vd.
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Semi-classical M-theory limit:
In this limit one takes the volume of the whole M-theory torus large. In
terms of the Ed+1 Dynkin diagram this corresponds to the maximal parabolic
associated with node 2. The relevant conditions on the Eisenstein series are
then [27, 28, 29]
∫
2
ED(0,0) ≃
Vd+1
ℓ311ℓ
8−D
D
(
4ζ(2) +
(
ℓd+111
Vd+1
) 3
d+1
E
SL(d+1)
1; 3
2
)
(5.7)
and ∫
2
ED(1,0) ≃
ℓ11Vd+1
ℓ12−DD
((
Vd+1
ℓd+111
) 1
d+1
E
SL(d+1)
1;− 1
2
+
(
ℓd+111
Vd+1
) 5
d+1
E
SL(d+1)
1; 5
2
+
(
ℓd+111
Vd+1
) 8
d+1
E
SL(d+1)
3;2
)
. (5.8)
The first term in (5.7) for the R4 term is determined by a one-loop compu-
tation in D = 11 supergravity [18], there is no similar term for ∂4R4 in (5.8)
since this term does not exist as a curvature correction term in D = 11.
The parameter r of the GL(1) in the Levi factor of the maximal parabolic
defined by node 2 of the Ed+1 Dynkin diagram is then given by either r =
(Vd+1/ℓ
d+1
D )
1/3 = (Vd+1/ℓ
d+1
11 )
3/(D−2), where ℓD−2D = ℓ
9
11/Vd+1, or equivalently
r2 = Vd+1/ℓ311ℓ
8−D
D . Here, Vd+1 denotes the volume of the M-theory torus (in
contrast to the string theory torus Vd).
5.2 Degeneration limits for D = 2
When D < 3 the limits above require additional care. This is due to the
absence of a natural Planck length in D = 2 space-time dimensions as nor-
mally defined through the two-derivative Einstein–Hilbert action; nor is it
possible to define a Kaluza–Klein reduction from D = 3 to D = 2 such that
one ends up in D = 2 Einstein frame since the gravitational action is con-
formally invariant. Higher derivative terms on the other hand are of course
accompanied by length scales.
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Decompactification limit:
In order to understand the decompactification limit from D = 3 to D = 2
one has to properly understand the relation between three-dimensional and
two-dimensional gravity theories. This has been well-studied for example
in the context of the Geroch group that describes the infinite symmetries of
D = 2 (super-)gravity (such as E9). The set-up was pioneered in [65, 6, 66, 3]
and reviewed for example in [67, 68].
The three-dimensional metric decomposes as (setting to zero the off-
diagonal pieces for simplicity)
ds23 = λ
−2ds22 + ρ
2
(
dx3
)2
. (5.9)
Here, λ−1 is the conformal factor of the two-dimensional metric and x3 is the
compactifying direction. It is not possible to choose λ such that the D = 2
theory is in Einstein frame. One necessarily obtains two new parameters just
like going from E8 to E9 enlarges the Cartan subalgebra by two generators.
23
The two parameters in (5.9) are given by
λ =
ℓ3
ℓ2
, ρ =
rd
ℓ3
, (5.10)
where rd is the size of the decompactifying circle and we will refer to ℓ2 as the
two-dimensional Planck scale. The two-derivative Einstein–Hilbert term in
D = 2 is not accompanied by the (arbitrary) length scale ℓ2, but the higher
derivative terms are. The decompactification limit now consists in sending
ρ→∞ and we choose to keep λ fixed.
Performing the usual analysis of higher derivative couplings we obtain for
the Eisenstein series the decompactification relations∫
d+1
E2(0,0) ≃ λ
6
(
ρE3(0,0) + ρ
6
)
,∫
d+1
E2(1,0) ≃ λ
10
(
ρE3(1,0) + ρ
4E3(0,0) + ρ
10
)
, (5.11)
23In the context of the Geroch group, λ is associated with the central extension and ρ
with the derivation [5, 66, 69]. The same is true here.
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where we have again suppressed numerical coefficients and augmented them
by threshold terms as in (5.2). The decompactifying node is d + 1 = 3
and unlike in other dimensions it is not possible to relate λ and ρ. The
precise numerical coefficients can be found in the detailed expansions of the
Eisenstein series below where we will also see that requirement (5.11) forces
us to modify the naive guess for the D = 2 Eisenstein series.
Perturbative limit:
The definition of the string coupling as above (5.5) fails in D = 2, instead one
should use the one at the end of that paragraph, i.e. y2 = g
2
sℓ
8
s/V8. Similar to
the decompactification limit there is no way of relating the two-dimensional
string coupling y2 to the two-dimensional Planck length ℓ2, both appear as
independent parameters. The perturbation limit on the automorphic form
in terms of the SO(d, d) invariant parameters y2 and ℓs/ℓ2 is then∫
1
E2(0,0) ≃
(
ℓs
ℓD
)6(
2ζ(3)
y2
+ E
SO(8,8)
9;3
)
,∫
1
E2(1,0) ≃
(
ℓs
ℓD
)10(
ζ(5)
y2
+ E
SO(8,8)
9;5 + y2E
SO(8,8)
3;2
)
. (5.12)
Semi-classical M-theory limit:
The relations (5.7) and (5.8) remain valid except that it is again impossible
to relate the two-dimensional Planck length ℓ2 to the other variables and
there are two independent SL(9,Z) invariant expansion parameters, namely
ℓ2/ℓ11 and the volume of the M-theory 9-torus V9/ℓ911:∫
2
E2(0,0) ≃
(
ℓ11
ℓ2
)6(
4ζ(2)
V9
ℓ911
+
(
V9
ℓ911
) 2
3
E
SL(9)
1; 3
2
)
(5.13)
and∫
2
E2(1,0) ≃
(
ℓ11
ℓ2
)10((V9
ℓ911
) 10
9
E
SL(9)
1;− 1
2
+
(
V9
ℓ911
) 4
9
E
SL(9)
1; 5
2
+
(
V9
ℓ911
) 1
9
E
SL(9)
3;2
)
.
(5.14)
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5.3 Degeneration limits for D = 1
Since the dimension of the Cartan subalgebra of E10 is equal to the number
of simple roots of the algebra most limits are easier to describe than in the
E9 case.
(Double) decompactification limit:
The first limit we study is the decompactification limit which is the only
problematic case since it involves two-dimensional gravity and the associated
problems of conformal invariance. Equivalently, the maximal parabolic is the
affine E9.
24 More precisely, it is again impossible to relate the ratio rd/ℓ2
to the ratio of Planck scales ℓ1/ℓ2 since the two-dimensional Planck scale is
ill-defined. But we note that the (pure) threshold terms in (5.2) and (5.3)
are well-defined here since ℓ2 drops out. We did not determine from first
principles the decompactification limit from D = 1 to D = 2 but instead
a direct decompactification of two directions from D = 1 to D = 3. The
general rule for this double decompactification (as implied for instance by
(5.2)) is ∫
d+1,d
ED(0,0) ≃ v
6
2E
D+2
(0,0) + v
D(7−D)
2 r
D−6 + r8−D , (5.15)
∫
d+1,d
ED(1,0) ≃ v
10
2 E
D+2
(1,0) + v
(D+1)(6−D)
2 r
D−4ED+2(0,0) + v
D(11−D)
2 r
D−10
+ v62r
6−DED+2(0,0) + v
D(7−D)
2 + r
12−D , (5.16)
where the expansion parameters are given in terms of the 2-torus volume
v2 =
(
vol(T 2)ℓ6−DD+2
ℓ8−DD
)1/6
=
(
vol(T 2)ℓ10−DD+2
ℓ12−DD
)1/10
(5.17)
and one of the circles with r = rd/ℓD as before. In the case D = 1, these
relations do not make explicit reference to the Planck length in two dimen-
24For the algebraic relation between E9 and E10 see also [70].
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sions and remain well-defined. We will use the relation (5.15) to check our
proposal for the E10(Z) Eisenstein series. Relating the E10(Z) series to E9(Z)
we will also derive a single decompactification rule for D = 1 that will turn
out to be subtly different from (5.3) in the twelve derivative case. A double
decompactification corresponds to a parabolic subgroup that is not maximal.
Perturbative limit:
In this limit, the maximal parabolic subgroup has as semi-simple part the
finite-dimensional D9 = SO(9, 9) T-duality group. The definitions of the
expansion parameters in the cases D > 3 continue to hold so that we imme-
diately deduce∫
1
E1(0,0) ≃
ℓ7s
ℓ71
(
2ζ(3)
y1
+ E
SO(9,9)
10; 7
2
)
≃ 2ζ(3)y61 + y
7
1E
SO(9,9)
10; 7
2
, (5.18)
and ∫
1
E1(1,0) ≃
ℓ11s
ℓ111
(
ζ(5)
y1
+ E
SO(9,9)
10; 11
2
+ y1E
SO(9,9)
3;2
)
≃ ζ(5)y101 + y
11
1 E
SO(9,9)
10; 11
2
+ y121 E
SO(9,9)
3;2 , (5.19)
where y1 = ℓs/ℓ1 was used. Our expansion parameter r below is related to
y1 via r = y
2
1.
Semi-classical M-theory limit:
The maximal parabolic has now semi-simple factor A9 = SL(10). The ex-
pressions (5.7) and (5.8) are still valid and become
∫
2
E1(0,0) ≃
V10
ℓ311ℓ
7
1
(
4ζ(2) +
(
ℓ1011
V10
) 3
10
E
SL(10)
1; 3
2
)
≃ 4ζ(2)
(
V10
ℓ101
)2/3
+
(
V10
ℓ101
)7/10
E
SL(10)
1; 3
2
(5.20)
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and∫
2
E1(1,0) ≃
ℓ11V10
ℓ111
((
V10
ℓ1011
) 1
10
E
SL(10)
1;− 1
2
+
(
ℓ1011
V10
) 5
10
E
SL(10)
1; 5
2
+
(
ℓ1011
V10
) 8
10
E
SL(10)
3;2
)
≃
(
V10
ℓ101
)11/10
E
SL(10)
1;− 1
2
+
(
V10
ℓ101
)7/6
E
SL(10)
1; 5
2
+
(
V10
ℓ101
)6/5
E
SL(10)
3;2 .
(5.21)
Our expansion parameter r below is related to the fundamental quantities
via r = (V10/ℓ101 )
1/3.
5.4 Eisenstein series in D < 3
We propose that the E9, E10 and E11 Eisenstein series that are relevant for
the R4 and ∂4R4 terms are given by
E2(0,0) = 2ζ(3)vE
E9
1;3/2 (i.e., λˆ = 3Λˆ1 + δˆ − ρˆ),
E2(1,0) = ζ(5)vE
E9
1;5/2 (i.e., λˆ = 5Λˆ1 + δˆ − ρˆ), (5.22)
for E9, by
E1(0,0) = 2ζ(3)E
E10
1;3/2 (i.e., λ = 3Λ1 − ρ),
E1(1,0) = ζ(5)E
E10
1;5/2 (i.e., λ = 5Λ1 − ρ), (5.23)
for E10 and by
E0(0,0) = 2ζ(3)E
E11
1;3/2 (i.e., λ = 3Λ1 − ρ),
E0(1,0) = ζ(5)E
E11
1;5/2 (i.e., λ = 5Λ1 − ρ), (5.24)
for E11. Except for the additional factor of v related to the shift of the weight
by δˆ these are straight-forward generalisations of the results of [27, 28, 29].
(It is tempting to think that the addition of δˆ means that the Eisenstein
series is associated with (a lattice in) the so-called basic representation at
level one [70].) In the following section we will subject the proposals for E9
and E10 to consistency checks by expanding the constant terms in different
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(maximal) parabolic subgroups and comparing to the degeneration limits
discussed above. Our checks will only concern the constant terms and so
are insensitive to possible cusp forms (which by definition have vanishing
constant terms). In the finite-dimensional case, there are good arguments to
show that no cusp forms compatible with string theory boundary conditions
exist [21, 29].
5.5 Maximal parabolic expansions
Let us now state the explicit expressions for the constant terms in the various
maximal parabolic expansions of maximal parabolic Eisenstein series invari-
ant under E9 and E10. The case of E11 is treated in appendix A. In the course
of this investigation, we also determine the precise numerical coefficients in
the various degeneration limits. The results of this section were obtained by
implementing the algorithms described in section 4 on a standard computer.
We use the shorthand (5.1) throughout.
When writing down the expressions below one finds that for some terms
it is important to consider which particular Weyl word is used to represent
an element of the double coset Wj◦\W/Wi∗ , appearing in the sum on the
r.h.s of (3.20) or (4.1). Although the sum (3.20) is clearly independent of
the choice of representative, some Weyl words used as coset representatives
can yield coefficients M(w, λ) that appear to be infinite. In this case, the
corresponding Eisenstein series goes to zero so that the product is finite.
This choice of having different possible coset representatives also manifests
itself in the functional relation (3.6). We have verified that our choice of
representative gives finite Eisenstein series contributions.
E9 Eisenstein series
All maximal parabolic expansions of the E9 Eisenstein series (5.22) will nec-
essarily have two expansion parameters, namely r coming from the choice of
the maximal parabolic and v that enters the definition (2.15). The additional
factor of v in (5.22) is crucial here for obtaining the right result in all cases.
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Decompactification limit:
∫
d+1
E2(0,0) = r
6vE3(0,0) +
4ζ(6)
3ζ(2)
r6v6 , (5.25)
∫
d+1
E2(1,0) = r
10vE3(1,0) +
2
15
ζ(2)r10v4E3(0,0) +
16ζ(10)
45ζ(2)
r10v10 . (5.26)
These agree perfectly with (5.11) when the expansion parameters are iden-
tified as r = λ and v = ρ. The final terms are consistent with the expected
behaviour [27, 28].
Perturbation limit:∫
1
E2(0,0) = 2ζ(3)vr
3 +
16
21
ζ(4)r3E
SO(8,8)
9;3 , (5.27)
∫
1
E2(1,0) = ζ(5)vr
5 +
64
297
ζ(8)r5E
SO(8,8)
9;5 +
7ζ(6)
3ζ(2)
r5v−1E
SO(8,8)
3;2 . (5.28)
These are consistent with (5.12) when the expansion parameters are identified
as r = (ℓs/ℓ2)
2 and v = 1/y2.
Semi-classical M-Theory limit:
∫
2
E2(0,0) = 4ζ(2)r
2v + 2ζ(3)r2v2/3E
SL(9)
1; 3
2
, (5.29)
∫
2
E2(1,0) = ζ(5)r
10/3v4/9E
SL(9)
1; 5
2
+
4
15
ζ(3)ζ(2)r10/3v1/9E
SL(9)
3;2
+
7ζ(6)
3ζ(2)
r10/3v10/9E
SL(9)
1;− 1
2
. (5.30)
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These are perfectly consistent with (5.13) when the expansion parameters
are identified as r = (ℓ11/ℓ2)
3 and v = V9/ℓ911.
E10 Eisenstein series
We now turn to the expansion of the E10 Eisenstein series (5.23) in the three
limits of section 5.3.
(Double) decompactification limit:
Mathematically, there is no difficulty with performing the expansion of the
E10 Eisenstein series in its E9 parabolic. We give the results thus obtained as
well as those of an expansion in its E8 parabolic, corresponding to a double
decompactification. The first E10 Eisenstein series (5.23) satisfies∫
10
E1(0,0) = v
−1E2(0,0) +
5ζ(7)
4ζ(2)
v−7 ,∫
10,9
E1(0,0) = a
6E3(0,0) +
4ζ(6)
3ζ(2)
a6v5 +
5ζ(7)
4ζ(2)
v−7 , (5.31)
where a is the second parameter that arises in the double expansion. We see
that this behaviour is consistent with (5.15) for D = 1 when the expansion
parameters are identified as a = v2 and v = 1/r. We also note that the
single decompactification is consistent with a naive application of (5.2) to
D = 1 when ignoring the pre-factor. Performing the same analysis for the
∂4R4 series in (5.23) one obtains∫
10
E1(1,0) = v
−1E2(1,0) +
ζ(5)
4ζ(2)
v−6E2(0,0) +
7ζ(11)
16ζ(2)
v−11 ,∫
10,9
E1(1,0) = a
10
(
E3(1,0) +
2ζ(2)
15
v3E3(0,0) +
16ζ(10)
45ζ(2)
v9
)
+ a6v−5
(
ζ(5)
4ζ(2)
E3(0,0) +
ζ(5)ζ(6)
3ζ(2)ζ(2)
v5
)
+
7ζ(11)
16ζ(2)
v−11 . (5.32)
This is again in agreement with (5.15) with the same identifications as above.
However, now there is a difference that is related to the single decompactifi-
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cation limit: The term involving the two-dimensional R4 contribution E2(0,0)
does not appear with the right power of v to be consistent with (5.3) without
the prefactor. More precisely, the v pre-factors from (5.3) should be v−1,
v−5 and v−11 rather than v−1, v−6 and v−11. This cannot be compensated
by the additional factor of v appearing in (5.22) since it affects both the
first two terms. It would be interesting to investigate whether this means
that this particular threshold contribution in D = 2 behaves differently from
higher dimensions. We also note that the final terms are consistent with the
expected behaviour [27, 28].
The double decompactification in the second lines of (5.31) and (5.32) is
naturally also consistent (mathematically) with applying the E9 decompact-
ification of (5.25) and (5.26) to the first lines.
Perturbation limit:
∫
1
E1(0,0) = 2ζ(3)r
3 +
5ζ(7)
4ζ(2)
r7/2E
SO(9,9)
10; 7
2
, (5.33)
∫
1
E1(1,0) = ζ(5)r
5 +
7ζ(11)
16ζ(2)
r11/2E
SO(9,9)
10; 11
2
+
7ζ(6)
3ζ(2)
r6E
SO(9,9)
3;2 . (5.34)
This is consistent with (5.18) for r = y21.
Semi-classical M-Theory limit:
∫
2
E1(0,0) = 4ζ(2)r
2 + 2ζ(3)r21/10E
SL(10)
1; 3
2
, (5.35)
∫
2
E1(1,0) =
7ζ(6)
3ζ(2)
r33/10E
SL(9)
1;− 1
2
+ ζ(5)r7/2E
SL(10)
1; 5
2
+
4
15
ζ(2)ζ(3)r18/5E
SL(10)
3;2 .
(5.36)
Looking at (5.20) we find perfect agreement for r = (V10/ℓ101 )
1/3.
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In summary, we have found that our proposals (5.22) and (5.23) for the
E9 and E10 Eisenstein series are consistent with the physical conditions that
we deduced above and the evaluation of the maximal parabolic expansions
also provided the precise numerical coefficients in the various relations. Be-
fore subjecting the functions to further checks we make some more general
remarks on the number of constant terms in the minimal parabolic expansion
the structure of the Eisenstein series.
5.6 Minimal parabolic expansion
Now consider the minimal parabolic expansion of maximal parabolic Eisen-
stein series. The explicit expressions for the minimal parabolic expansions of
EG
1; 3
2
and EG
1; 5
2
with G = E9, E10 and E11 can be found in appendix B. These
expressions are directly obtained by evaluating (4.1) (without v for E10 and
E11). We stress that these series develop logarithmic and (logarithm)
2 terms
from taking limits in the ξ-functions entering M(w, λ).
In a general expansion of EG1;s, it is instructive to count the number of
Weyl words in the sum on the r.h.s of (4.1), for which the corresponding
factors M(w, λ) are non-vanishing (but possibly infinite). We do this for a
range of values of the parameter s and for the En≥6 groups, i.e., in dimensions
0 ≤ D ≤ 5. The results are shown in Table 4 which shows the number
of contributing Weyl words as a function of s for the various En. This is
evaluated in the normalisation of the Eisenstein series EEn1;s that we have
been using throughout the paper. Let us explain some of the structure found
in this table. Our explanations make use of the En root system and are
specific to this series.
• For s = 0 there is only the identity Weyl word yielding a non-vanishing
M(w, λ) factor.
For s = 0, 〈λ|α〉 = −ht(α) < 0 (where α > 0) and therefore there
cannot be any c(+1) (infinite) factors appearing in M(w, λ). On the
other hand, the simple root αi∗ , for which 〈λ|αi∗〉 = −1, will be included
in the product for all w ∈ S(∞)i∗ , apart from the identity element id.
Hence all elements, except for id, of S(∞)i∗ will yield factors of M(w, λ)
s 0 1
2
1 3
2
2 5
2
3 7
2
4 9
2
5 11
2
6 13
2
E6 1 2 27 7 12 27 · · ·
E7 1 2 126 8 14 35 56 126 91 126 · · ·
E8 1 2 2160 9 16 44 72 408 534 1060 1460 1795 2160 · · ·
E9 1 2 ∞ 10 18 54 90 ∞ · · ·
E10 1 2 ∞ 11 20 65 110 ∞ · · ·
E11 1 2 ∞ 12 22 77 132 ∞ · · ·
Table 4: The table shows the number of Weyl words with non-vanishing co-
efficients M(w, λ) in an expansion of E
Ed+1
1;s in dimensions 1 ≤ D ≤ 5 and
for a range of values for the parameter s. The ellipsis signifies that the row
is continued with the last number explicitly written out (for D ≤ 2 this is
conjectural).
which vanish, due to presence of at least one c(−1) (zero) factor and
no c(+1) factor to cancel it. The value of M(id,−ρ) = 1 and in fact
the whole Eisenstein is a constant equal to 1.
• For s = 1/2 there are two Weyl words producing (potentially) non-
vanishing M(w, λ) factors.
It is easy to see that there does not exist a root α such that 〈λ|α〉 = 1
and therefore there will also not be c(+1) factors in any of theM(w, λ).
The first few Weyl words in S
(∞)
i∗
are {id, wi∗ , wkwi∗ , ...}, where wk is the
fundamental Weyl reflection corresponding to some node k connected
to the node of αi∗ in the Dynkin diagram. However, the word wkwi∗
turns the root αi∗ + αk into a negative root and the inner product of
this root with λ is equal to −1, hence producing a factor of c(−1) in
M(w, λ). Therefore the only contributing Weyl words for s = 1/2 are
the identity id and wi∗ , giving rise to two contributions to the constant
term. In fact, they are of opposite sign but same magnitude and also
the moduli dependence is the same such that the two terms cancel.
The Eisenstein series has completely vanishing constant term and in
fact is zero. This is due to our normalisation (2.7) and well-known for
SL(2,Z). Multiplying by the (string theory) normalising factor 2ζ(2s)
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will render this Eisenstein series finite with two constant terms, one
polynomial and one logarithmic.25
• For s = 1 the number of Weyl words with non-vanishing M(w, λ) is
given by the number of elements in the Weyl orbit Oi∗ .
We have the product 〈αi∗|λ〉 = 1 and αi∗ is mapped to a negative root
by all Weyl elements needed for the Weyl orbit Oi∗ . The simple root αi∗
therefore gives an infinite c(+1) contribution in the product ofM(w, λ).
The only roots that have an inner product with λ that is equal to −1
are the simple roots other than αi∗ . However these simple roots are
never mapped to a negative root due to the defining property of S(∞)i∗
and hence there are no zero c(−1) factors in M(w, λ). Therefore all
Weyl elements of the orbit Oi∗ contribute. The Eisenstein series is in
the (degenerate) principal representation.
• Some systematics can also be found in the columns of other values of
s. The number appearing in a particular row can be related to the
rank n of the corresponding En group. We make the following simple
observations:
- column s = 3/2 for En is given by n + 1. This is equivalent to
adding the numbers 1 and n which are the entries for En−1 for s =
0 and s = 3/2; this is a reflection of the decompactification rule
(5.2). [They correspond to the trivial and minimal representation
contributing to the 1/2 BPS curvature correction term.]
- column s = 2 is given by 2n.
- the numbers in the column with s = 5/2 for En are obtained by
adding the values 1, n and the s = 5/2 value for En−1. This
25We note that the normalisation of Eisenstein series is a subtle issue in general. For
example, for Dm, E6, E7 and E8 this was addressed in [56] where specific normalisations
were derived that were shown to have as residues at s = 3/2 the minimal representation
associated with these Eisenstein series. Changing the normalisation also has an effect on
the functional relation (3.6), see the end of this section 5.6. Since the numbers in table 4
are related to the normalisation (2.7) that we are using, they do not necessarily reflect the
simpler functional relation of [56]; taking the limit to these specific s-values can result in
several Weyl words coalescing to the same constant term.
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is a reflection of the decompactification rule (5.3). [They corre-
spond to the trivial, minimal and next-to-minimal representation
contributing to the 1/4 BPS curvature correction term.]
- column s = 3 is given by n(n+ 1).26 There are also sum rules for
the even values of s similar to those for s = 3/2 and s = 5/2.
We also observe that for example in the row of E7 the numbers are not
always increasing when the value of s is increased. For example, when going
from s = 3/2 to s = 4, the numbers decrease from 126 to 91.
For the finite-dimensional groups it is clear that when increasing the value
of s, one will eventually always reach a threshold value. For larger values
of s the number of Weyl words yielding non-vanishing M(w, λ) factors will
always be equal to the dimension of the Weyl orbit Oi∗ . The reason for this
is that for large enough values of s no positive root α exists which satisfies
〈α|λ〉 = −1. Hence all possible terms will be present in the sum over elements
of Si∗ . For the infinite-dimensional groups the situation regarding this issue is
less clear, since for these groups there are roots of arbitrary height available.
In a sporadic check for some values of s ≥ 7/2, the calculation on a computer
of the constant term did not terminate within a reasonably short period of
time (in contrast with the computations for s < 7/2). This can be taken
as an tentative indication that in these cases the number of Weyl words
contributing is actually infinite.27 This is the reason why we put ∞ for the
corresponding entries in Table 4.
Looking at Table 4 it is tempting to interpret it as a strong sign for the
special properties associated with the small values of s in the set
s ∈ {0, 1/2, 1, 3/2, 2, 5/2, 3} . (5.37)
More precisely, by requiring the constant term to only encode a finite number
of perturbative effects as required by supersymmetry, the range of possible
values that s can take, gets reduced from a previously infinite set to a finite
26We thank J. Dillies for pointing this out to us.
27Physically, this may be related to curvature correction terms unprotected by super-
symmetry.
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number of possible values. It would be desirable to make these statements
more precise and to prove them rigorously.
We finally also note that the series EEn1;s for n = 6, 7, 8 in the normalisation
(2.7) have the following simple poles and simple zeroes in s in the ‘critical
strips’ defined below:
• E6: zeroes at s =
1
2
, 2; poles at s = 9
2
, 6.
• E7: zeroes at s =
1
2
, 2, 3, 17
4
; poles at s = 9
2
, 6, 7, 17
2
.
• E8: zeroes at s =
1
2
, 2, 3, 7
2
, 17
4
, 23
4
; poles at s = 6, 13
2
, 7, 15
2
, 17
2
, 9, 10, 23
2
.
If the we change the normalisation of the E6 and E7 series according to
[56, 28] and suitably for E8, the zeroes disappear and the simple poles lie at
• ξ(2s)ξ(2s− 3)EE61;s : poles at s = 0,
3
2
, 9
2
, 6.
• ξ(2s)ξ(2s− 3)ξ(2s− 5)ξ(4s− 16)EE71;s : poles at s = 0,
3
2
, 5
2
, 4, 9
2
, 6, 7, 17
2
.
• ξ(2s)ξ(2s−3)ξ(2s−5)ξ(2s−6)ξ(2s−9)ξ(4s−16)ξ(4s−22)EE81;s : poles
at s = 0, 3
2
, 5
2
, 3, 4, 9
2
, 5, 11
2
, 6, 13
2
, 7, 15
2
, 17
2
, 9, 10, 23
2
.
For E7, this is consistent with the functional relation [56, 28] that relates
s↔ 17
2
− s. For E6 one has s↔ 6− s but one also has to change the weight
from node 1 to node 5 by going to the contragredient representation [56, 28].
We have verified these functional relations explicitly on the constant terms
in a number of examples from the list above. The list of poles is complete in
the intervals [0, 6] for E6 and [0, 17/2] for E7. The normalising factor for the
EE81;s series is such that the resulting completed Eisenstein series is symmetric
under s ↔ 23
2
− s.28 The list of poles for E8 is complete in the interval
[0, 23/2]. Note that the normalising factor has a double pole at s = 3 so that
the single zero in the unnormalised series is turned into a (simple) pole in
the completed Eisenstein series.
28For completeness, we also give the pole structure of another completed Eisenstein
series that was discussed in [56, 28]. This is the series associated with node 8 of the
E8 diagram. The normalising factor for E
E8
8;s is ξ(2s)ξ(2s − 5)ξ(2s − 9)ξ(4s − 28) and
the remaining simple poles lie at s = 0, 52 ,
9
2 , 7,
15
2 , 10, 12,
29
2 . The completed maximal
parabolic Eisenstein series associated with this node is invariant under s↔ 292 − s.
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In all cases, the residues of the completed Eisenstein series at s = 3
2
correspond to the minimal and at s = 5
2
to the next-to-minimal representa-
tion [56, 28, 37]. The value s = 0 gives the trivial representation. It would be
interesting to know if the residues for larger values of s are related to other
special (small) automorphic representations.
5.7 Laplace eigenvalues
We now perform another consistency check on the Eisenstein series (5.22)–
(5.24) that derives from their Laplace eigenvalues which were already men-
tioned in the introduction. Let us first state the form of these equations,
which can also be found in [27]. The (almost) homogeneous Laplace eigen-
value equations, satisfied by the first two coefficients are for D ≥ 3(
∆D −
3(11−D)(D − 8)
D − 2
)
ED(0,0) = 6πδD,8 , (5.38)(
∆D −
5(12−D)(D − 7)
D − 2
)
ED(1,0) = 40ζ(2)δD,7 . (5.39)
The inhomogeneous Laplace equation for the ED(0,1) coefficient takes the form(
∆D −
6(14−D)(D − 6)
D − 2
)
ED(0,1) = −
(
ED(0,0)
)2
+ 120ζ(3)δD,6 . (5.40)
Here the δi,j are discrete Kronecker deltas and ∆
D is the Laplace operator
defined on Md+1 where d = 10 − D. These were derived in [27] using the
decompactification limit of the Laplace operator from D to D+1 dimensions.
We see that for D = 2 all three equations appear to break down. This is
an artefact of the method of derivation that needs to be refined for D = 2
as we already saw in section 5.2 when studying the decompactification limit.
Performing the analysis more carefully29 using the metric (5.9) one arrives
29In the metric (5.9) the circle direction ρ does not have a quadratic kinetic term, it is
associated with a light-like direction. This changes the structure of the relation between
the Laplace operators ∆2 and ∆3 compared to in higher dimensions. More precisely, we
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at the following equations in D = 2 for R4, ∂4R4 and ∂6R4(
∆2 + 150
)
E2(0,0) = 0 ,(
∆2 + 210
)
E2(1,0) = 0 ,(
∆2 + 228
)
E2(0,1) = −
(
E2(0,0)
)2
. (5.41)
(We recall that our definition of the D = 2 Laplacian was explained in
section 2.3.) Below D = 2 the Laplace eigenvalues obey again (5.38)–(5.40).
These eigenvalues can also be obtained from the quadratic Casimir evalu-
ated for the weights −(λ+ρ) defining the Eisenstein series. Before going into
a discussion of the specific case ofD = 2 however, let us explain in some detail
the relation between the Laplace operator ∆D and the quadratic Casimir Ω
of the corresponding duality algebra in D dimensions. The following results
were obtained in very useful discussions with H. Nicolai.
The general definition of the quadratic Casimir is
ΩΛ = 〈Λ + 2ρ|Λ〉 , (5.42)
on a highest weight representation with highest weight Λ and ρ is the Weyl
vector of the algebra, see [53]. To see how this expression connects with the
eigenvalues given above, let us evaluate ΩΛ for various choices of Λ.
If we choose Λ = −2kΛ2, then the evaluated Casimir expression is
Ω−2kΛ2 =
2k(11−D)
D − 2
(2k + 3D − 26) , (5.43)
have that in the decompactification limit
∆2 → ∆3 − 30ρ∂ρ
in terms of the metric component ρ = rd/ℓ3 of (5.9), leading to the eigenvalues in (5.41).
Recall that we chose to keep λ fixed in the decompactification limit such that no derivatives
with respect to λ appear. The coefficient 30 is related to the volume of moduli space
including all dual potentials in D = 2 and is equal to 12 · 2 · h
∨, where h∨ is the dual
Coxeter number of E9 that also appears in the shift of the standard affine Weyl vector [53].
Incidentally, it agrees also with the linear term in the analysis of [27].
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where Λ2 is the fundamental weight associated with the exceptional node in
D dimensions. Specialising to k = 1 leaves us with
Ω−2Λ2 =
6(11−D)(D − 8)
D − 2
, (5.44)
which, when divided by 2, is the eigenvalue appearing in the equation (5.38).30
Using the weight −2Λ2 is Weyl equivalent to using −3Λ1, which upon evalu-
ation of the quadratic Casimir yields the same eigenvalue (see e.g. [71]). This
weight is also precisely the weight used to define the coefficient Eisenstein
series of R4.
Let us comment on the motivation for picking Λ = −2kΛ2 here. The
motivation for this particular choice comes from the BKL analysis carried
out in [63, 64]. In the BKL analysis, which was first proposed in [72] for
gravity in four dimensions and then extended to higher-dimensional and su-
persymmetric theories in [73, 74] one makes the BKL-like ansatz
ds210 = e
2αφds2D +
11−D∑
a=1
e−2β
a
θa ⊗ θa (5.45)
for a metric in 10 dimensions, with the triangular frame θa = N aj dx
j . The
βa appearing in the metric are also the variables, which parameterise the
Cartan subalgebra of the Ed+1 algebra.
Then in [63, 64], various curvature corrections were analysed and the
corresponding dominant BKL walls were calculated. For instance it was
found that the dominant wall corresponding to a correction of the formR1+3k
descending from D = 11 is given by kΛ2. The term in the BKL Lagrangian
then is of the form
LBKL ∼ e
−2kΛ2(βa) . (5.46)
Following the idea that there is a close connection between the BKL analysis
and the relevant curvature corrections in string theory, we arrive at the par-
ticular choice of Λ made above. The ‘BKL wall’ in the preceding equation
30In general one always has to compare the eigenvalues 12Ω = ∆
D.
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is like the dilaton pre-factors one obtains from a toroidal compactification
and hence is a term in the constant term of the duality invariant curvature
correction term. If one assumes Weyl invariance of the constant terms like
one has for (3.1) the quadratic Casimir can be evaluated on any piece of the
constant term. Therefore the calculation of the quadratic Casimir has to give
the same result as the Laplacian. A Weyl equivalent representative of −2Λ2
is −3Λ1, the weight more commonly used for the R4 curvature correction
term and the one that we have used throughout the preceding sections.
The eigenvalues of the coefficients of the next two higher orders in curva-
ture corrections can also be reproduced by evaluating the quadratic Casimir
for specific weights. For the ∂4R4 correction a weight that reproduces the
eigenvalue in (5.39) is −5Λ1, corresponding to the s = 5/2 case. We re-
mark that in the ∂6R4 case one can for example reproduce the ‘eigenvalue’
of the inhomogeneous Laplace equation (5.40) by using the BKL wall weight
d+4
2
Λd+1 for Ed+1 (hence λ = (d+4)Λd+1−ρ). However, this weight does not
have a Weyl equivalent representative that uses a dominant combination of
Λ1 and Λ2 and it is thus hard to imagine how it could arise from a type II
string calculation.31
Let us now consider the specific case of D = 2, i.e the case where Ω is
the quadratic Casimir of the full affine E9 algebra. When we evaluate the
quadratic Casimir for the weights derived from the values for λˆ given in (5.22)
one recovers the values in (5.41). Again, it is important to use the weight
that is shifted by δˆ otherwise one obtains the wrong value.
The quadratic Casimir values for E10 and E11 again agree with those of
(5.38)–(5.39). There are no subtleties in these cases as the rank of Ed+1
equals the number of circle directions.
6 Conclusion
In the present paper we have considered the perturbative sector of type II
superstring four-graviton scattering amplitudes in D dimensions that are ex-
pected to be invariant under the discrete Ed+1 duality groups of table 1 with
31Possible combinations of Λ1 and Λ2 for BKL walls in D 6= 2 are −
3
2Λ1 + 3Λ2 and
15
4 Λ1 −
1
2Λ2.
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d = 10 − D. We have extended existing results for the finite-dimensional
duality groups to the infinite-dimensional duality groups E9, E10 and E11.
This was done by defining Eisenstein series, which are the coefficients of the
few lowest orders in the scattering amplitude. It was found that for special
choices of the parameter s which appears in the definition of these Eisenstein
series, the part in the expansion of the Eisenstein series which corresponds to
the constant term, contains a finite number of terms. We considered the ex-
pansion of these Eisenstein series in terms of its minimal parabolic subgroup
and in terms of three different maximal parabolic subgroups corresponding
to the physical degeneration limits discussed in section 5. In all cases, we
found exact agreement with the assumption that the constant terms of the
respective Eisenstein series encode a finite number of perturbative string the-
ory corrections, namely the lowest few loop-orders of the scattering process.
In the course of demonstrating this agreement we also presented a careful
analysis of the limits in two-dimensions where many formula from higher
dimensions superficially appear to break down. As noted below (5.31), the
E10 series (5.23) for D = 1 is consistent with the double decompactification
limit (5.15) to D = 3 but predicts a single decompactification limit to D = 2
that differs in one of the threshold terms from the general pattern.
The values s = 0, s = 3/2 and s = 5/2 that appear are quite special
and are related to small automorphic representations being associated with
the Eisenstein series defined for these values [39, 28, 37, 56] in the case of
finite-dimensional duality groups. From the dramatic collapse of the constant
terms from a generic infinite number to a small finite number at these val-
ues it appears natural to propose that also here there are small automorphic
representations underlying these particular Eisenstein series also in the Kac–
Moody case. This is something that might be possible to check by a further
detailed analysis of the abelian and non-abelian Fourier coefficients, some-
thing that is beyond the scope of this paper. In a similar vein, it would be
most interesting to have a description of these series in terms of (constrained)
lattice sums that exhibit the BPS states that contribute.
We emphasise that irrespective of their actual occurrence in scattering
amplitudes in very low space-time dimensions, the Eisenstein series for Kac–
Moody groups considered in this paper provide an economical tool for sum-
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marizing the automorphic functions that are relevant for R4 and ∂4R4 cur-
vature correction terms in higher dimensions. These can be obtained by
expanding the constant terms in smaller parabolic subgroups than maximal
ones. One example considered in the main text was the double decompacti-
fication of the E10 series; a different example involving E11 giving rise to the
E7 series is considered in the appendix.
Finally, we note that automorphic forms for E10(Z) and for the Weyl
group of E10 have appeared in different conjectures concerning M-theory [75,
76] and quantum gravity [47, 48] and we hope that our investigations can
prove useful for these ideas. It would also be interesting to see how much can
be learned about curvature correction terms with more space-time deriva-
tives, starting from ∂6R6 where the automorphic function is not expected to
be a pure Eisenstein series since the Laplace equation is inhomogeneous [27,
28, 29].
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A E11 maximal parabolic expansions
In this appendix, we give for completeness the maximal parabolic expansions
of the E11 Eisenstein series (5.24) using the shorthand (5.1).
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Decompactification limit
The decompactification limits corresponding to the Levi factor GL(1)×E10
for the s = 3/2 and s = 5/2 series are∫
11
E0(0,0) = r
−6E1(0,0) +
12ζ(6)
5π
r8 ,∫
11
E0(1,0) = r
−10E1(1,0) +
2ζ(6)
3πζ(2)
E1(0,0) +
16ζ(12)
9πζ(2)
r12 . (A.1)
The powers of r and the structure of the resulting Eisenstein series are
in agreement with (5.4) applied naively to D = 0 when one replaces the
‘0-dimensional Planck length’ ℓ0 by the radius of the first direction and ℓ1
according to the standard Kaluza–Klein rules. The final terms are consistent
with the expected behaviour [27, 28].
Perturbative limit
∫
1
E0(0,0) = 2ζ(3)r
3 +
12ζ(6)
5π
r4E
SO(10,10)
11;4 ,∫
1
E0(1,0) = ζ(5)r
5 +
16ζ(12)
9πζ(2)
r6E
SO(10,10)
11;6 +
4ζ(4)
3
r7E
SO(10,10)
3;2 . (A.2)
The powers of r and the structure of the SO(10, 10) Eisenstein series are in
agreement with the naive application of (5.5).
Semi-classical M-theory limit
∫
2
E0(0,0) = 4ζ(2)r
2 + r24/11E
SL(11)
1;3/2 ,∫
2
E0(1,0) =
4ζ(4)
3
r36/11E
SL(11)
1;1/2 + ζ(5)r
40/11E
SL(11)
1;5/2 +
4ζ(2)
15
ζ(3)r42/11E
SO(10,10)
3;2 .
(A.3)
The powers of r and the structure of the SL(11) Eisenstein series are in
agreement with the naive application of (5.7) and (5.8).
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Four-dimensional limit
As a final application, we consider the Levi decomposition of E11 with Levi
factor SL(4)×GL(1)×E7 as appropriate for an interpretation inD = 4. This
corresponds to removing node 8 from the Dynkin diagram. Expanding the
constant terms of the Eisenstein series (5.24) under the associated maximal
parabolic one obtains32∫
8
E0(0,0) = r
3E4(0,0) +
3ζ(5)
π
r2E
SL(4)
9;−2 ,∫
8
E0(1,0) = r
5E4(1,0) +
ζ(3)
π
r9/2E
SL(4)
9;−1 E
4
(0,0) +
πζ(5)
15
r7/2E
SL(4)
10;−3/2
+
7ζ(9)
12π
r3E
SL(4)
9;−2 . (A.4)
Here, r = (vol(T 4)ℓ80/ℓ
4
4)
1/3
parameterises theGL(1) factor in the Levi part as
usual and the (maximal) Eisenstein series on the r.h.s. belong to SL(4)×E7
and we have factorized them. Note again, that our (non-standard) labelling
for En subgroups is obtained from diagram 1 by removing nodes. Here, this
means that SL(4) inherits the three nodes labelled 11, 10 and 9 while E7 has
nodes 1 up to 7. The leading terms are the pure E7 Eisenstein series as they
appear in D = 4 and we have used the relation (1.2).
The constant terms of the SL(4) Eisenstein series can now be analysed
in their minimal parabolic, leaving only dependence on four dilatonic scalars
(including r) and E7 Eisenstein series. Then one sees more clearly the ex-
pected feature that the E11 series knows about the relevant series in D = 4
but also about threshold contributions. As always with derivative corrections
the term with the highest number of derivatives (here ∂4R4) in D dimensions
induces the terms with up to that number of derivatives in higher space-time
dimensions. In this sense, going to higher rank En groups combines the in-
formation of derivative corrections of different orders in single objects. (This
was stressed to us by P. Vanhove.)
32While this work was being completed, the preprint [77] appeared that also studies
parameters related to ‘middle’ nodes of the En diagram (like our r here) and deduces the
first terms in our two expansions (A.4).
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B Minimal parabolic expansions
In this appendix, we give the minimal parabolic expansions of the E9, E10
and E11 maximal parabolic Eisenstein series with s = 3/2 and s = 5/2. Note
that in each case the Eisenstein series which we expand do not include the
additional normalisation factors of 2ζ(3) and ζ(5) shown in (5.22)–(5.24).
In the expressions below, γE is the Euler-Mascheroni constant and A denotes
the Glaisher-Kinkelin constant. We note that the ‘number’ of terms here
does not need to strictly agree with table 4 since taking the limits to s = 3/2
and s = 5/2 in the factors M(w, λ) can produce several terms out of a single
Weyl word w. The first terms in all expressions is that of the identity Weyl
word and corresponds to the string perturbation tree level term.
The variables ri in the expressions below are defined by parameterising
the Cartan subalgebra via a basis of simple roots. More precisely, we let the
function H of (2.9) be H(a) =
∑r
i=1 riαi, where r is the rank of the algebra
(excluding the derivation in the E9 case) and αi are the simple roots. With
this choice, the (minimal parabolic) constant term of the maximal parabolic
Eisenstein series with weight λ = 2sΛ1−ρ starts out with r2s1 . r1 is the string
coupling, the other ri are different combinations of the physical parameters.
E9 Eisenstein series
The constant terms of the maximal parabolic Eisenstein series EE91;3/2 in the
minimal parabolic read
r31 +
r36
r27
+
π3r47
45r38ζ(3)
+
2πγEr4
ζ(3)
−
2πr4 log(4πr5)
ζ(3)
+
4πr4 log(r4)
ζ(3)
−
2πr4 log(r3)
ζ(3)
+
2πr4 log(r2)
ζ(3)
+
π2r25
3r6
+
π2r23
3r1
+
π2r22
3
+
4π4r69
945v5ζ(3)
+
3r58ζ(5)
2πr49ζ(3)
(B.1)
The constant terms of the maximal parabolic Eisenstein series EE91;5/2 in
the minimal parabolic read
r51 +
πr54
15r45
+
πr58
15v3
−
4ζ(3) log(r7)r6r
3
1
ζ(5)
+
2ζ(3)2r34r
3
1
πr23r
2
2ζ(5)
+
4π7r87
70875r78ζ(5)
+
2π3r27r
2
5
9r8r6ζ(5)
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+
8π6r65
42525r56ζ(5)
+
2π4r43
135r31ζ(5)
+
2π3r27r
2
3
9r8r1ζ(5)
−
4π2 log(r7)r6r
2
3
3r1ζ(5)
+
2π3r25r
2
3
9r4r1ζ(5)
+
2π3r27r
2
2
9r8ζ(5)
+
2π3r25r
2
2
9r4ζ(5)
+
2π5r43r
4
2
2025r34ζ(5)
+
2π4r42
135r1ζ(5)
+
32π8r109
1403325v9ζ(5)
+
2π5r47r
4
9
2025r38v
3ζ(5)
+
2π4r25r
4
9
135r6v3ζ(5)
+
2π4r23r
4
9
135r1v3ζ(5)
+
2π4r22r
4
9
135v3ζ(5)
+
2πr36ζ(3)
3r8ζ(5)
+
2πr34ζ(3)
3r23ζ(5)
+
2πr27r
3
1ζ(3)
3r8ζ(5)
+
2πr25r
3
1ζ(3)
3r4ζ(5)
+
2π2r43ζ(3)
45r22ζ(5)
+
2πr34ζ(3)
3r1r22ζ(5)
+
2π2r31r
4
2ζ(3)
45r23ζ(5)
+
2π2r47ζ(3)
45r29ζ(5)
+
2πr38r
2
5ζ(3)
3r6r29ζ(5)
+
2πr38r
2
3ζ(3)
3r1r29ζ(5)
+
2πr38r
2
2ζ(3)
3r29ζ(5)
+
2π2r36r
4
9ζ(3)
45r27v
3ζ(5)
+
2π2r31r
4
9ζ(3)
45v3ζ(5)
+
2r38r
3
6ζ(3)
2
πr27r
2
9ζ(5)
+
2r38r
3
1ζ(3)
2
πr29ζ(5)
+
r76ζ(7)
6r67ζ(5)
+
7r98ζ(9)
12πr89ζ(5)
+
4π2r6r
2
3
3r1ζ(5)
(
γE + 2 log(r6)− log(4πr5
)
+
4r6r
3
1ζ(3)
ζ(5)
(
γE + 2 log(r6)− log(4πr5)
)
+
4π2r6r
2
2
3ζ(5)
(
γE − log(4πr7) + 2 log(r6)− log(r5)
)
+
4π3r4r
4
9
45v3ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
4π2r27r4
3r8ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
4π2r25
3ζ(5)
(
2γE − 24 log(A)− log(r7) + 2 log(r5)− log(r3)− log(r2)
)
+
4r38r4ζ(3)
r29ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
8πr6r4
ζ(5)
(
γ2E − 4γE log(2) + 4 log(2)
2 + log(π)2 + 2(−γE + log(4)) log(πr5)
+ log(r7)(−γE + log(4πr5)) + 2(γE − log(4πr7)) log(r4)
+ 2 log(r6)(γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2))
− (γE − log(4πr7))(log(r3) + log(r2)) + log(r5)(2 log(π) + log(r5)
− 2 log(r4) + log(r3) + log(r2))
)
(B.2)
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E10 Eisenstein series
The constant terms of the maximal parabolic Eisenstein series EE101;3/2 in the
minimal parabolic read
r31 +
r36
r27
+
4π4r69
945r510ζ(3)
+
π3r47
45r38ζ(3)
+
π2r25
3r6ζ(3)
+
2πγEr4
ζ(3)
+
π2r23
3r1ζ(3)
−
2πr4 log(4πr5)
ζ(3)
+
4πr4 log(r4)
ζ(3)
−
2πr4 log(r3)
ζ(3)
−
2πr4 log(r2)
ζ(3)
+
π2r22
3ζ(3)
+
3r58ζ(5)
2πr49ζ(3)
+
15r710ζ(7)
4π2ζ(3)
(B.3)
The constant terms of the maximal parabolic Eisenstein series EE101;5/2 in
the minimal parabolic read
r51 +
4
315
π2r69 +
πr58
15r310
+
πr510r
4
7
15r38
+
r510r
2
5
r6
+
πr54
15r45
+
r510r
2
3
r1
+ r510r
2
2 +
3r510r
3
6ζ(3)
π2r27
+
3r510r
3
1ζ(3)
π2
+
2π5r49r
4
7
2025r310r
3
8ζ(5)
+
4π7r87
70875r78ζ(5)
−
4ζ(3) log(r7)r6r
3
1
ζ(5)
+
2ζ(3)2r34r
3
1
πr23r
2
2ζ(5)
+
32π8r109
1403325r910ζ(5)
+
2π4r49r
2
5
135r310r6ζ(5)
+
2π3r27r
2
5
9r8r6ζ(5)
+
8π6r65
42525r56ζ(5)
+
2πr36ζ(3)
3r8ζ(5)
+
2π4r43
135r31ζ(5)
+
2π4r49r
2
3
135r310r1ζ(5)
+
2π3r27r
2
3
9r8r1ζ(5)
−
4π2 log(r7)r6r
2
3
3r1ζ(5)
+
2π3r25r
2
3
9r4r1ζ(5)
+
2π4r49r
2
2
135r310ζ(5)
+
2π2r49r
3
1ζ(3)
45r310ζ(5)
+
2πr27r
3
1ζ(3)
3r8ζ(5)
+
2π3r27r
2
2
9r8ζ(5)
+
r76ζ(7)
6r67ζ(5)
+
7r98ζ(9)
12πr89ζ(5)
+
21r1110ζ(11)
8π2ζ(5)
+
2π3r25r
2
2
9r4ζ(5)
+
2π5r43r
4
2
2025r34ζ(5)
+
2π4r42
135r1ζ(5)
+
2π2r47ζ(3)
45r29ζ(5)
+
2π2r49r
3
6ζ(3)
45r310r
2
7ζ(5)
+
2πr38r
2
5ζ(3)
3r29r6ζ(5)
+
2πr34ζ(3)
3r23ζ(5)
+
2πr38r
2
3ζ(3)
3r29r1ζ(5)
+
2πr25r
3
1ζ(3)
3r4ζ(5)
+
2π2r43ζ(3)
45r22ζ(5)
+
2πr34ζ(3)
3r1r22ζ(5)
+
2πr38r
2
2ζ(3)
3r29ζ(5)
+
2π2r31r
4
2ζ(3)
45r23ζ(5)
+
2r38r
3
6ζ(3)
2
πr29r
2
7ζ(5)
+
2r38r
3
1ζ(3)
2
πr29ζ(5)
+
9r510r
5
8ζ(5)
2π3r49
+
4r6r
3
1ζ(3)
ζ(5)
(
γE + 2 log(r6)− log(4πr5)
)
+
4π2r6r
2
3
3r1ζ(5)
(
γE + 2 log(r6)− log(4πr5)
)
+
4r38r4ζ(3)
r29ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
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+
4π2r6r
2
2
3ζ(5)
(
γE − log(4πr7) + 2 log(r6)− log(r5)
)
+
4π3r49r4
45r310ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
4π2r27r4
3r8ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
6r510r4
π
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
4π2r25
3ζ(5)
(
2γE − 24 log(A)− log(r7) + 2 log(r5)− log(r3)− log(r2)
)
+
8πr6r4
ζ(5)
(
γ2E − 4γE log(2) + 4 log(2)
2 + log(π)2 + 2(−γE + log(4)) log(πr5)
+ log(r7)(−γE + log(4πr5)) + 2(γE − log(4πr7)) log(r4)
+ 2 log(r6)(γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2))
− (γE − log(4πr7))(log(r3) + log(r2))
+ log(r5)(2 log(π) + log(r5)− 2 log(r4) + log(r3) + log(r2))
)
(B.4)
E11 Eisenstein series
The constant terms of the maximal parabolic Eisenstein series EE111;3/2 in the
minimal parabolic read
r31 +
r36
r27
+
2π5r811
1575ζ(3)
+
4π4r69
945ζ(3)r510
+
π3r47
45ζ(3)r38
+
π2r25
3ζ(3)r6
+
2γEπr4
ζ(3)
+
π2r23
3ζ(3)r1
+
π2r22
3ζ(3)
+
3r58ζ(5)
2πr49ζ(3)
+
15r710ζ(7)
4π2r611ζ(3)
−
6πr4 log(4πr5)
3ζ(3)
+
12πr4 log(r4)
3ζ(3)
−
6πr4 log(r3)
3ζ(3)
−
6πr4 log(r2)
3ζ(3)
(B.5)
The constant terms of the maximal parabolic Eisenstein series EE111;5/2 in
the minimal parabolic read
r51 +
4π2r69
315r411
+
πr58
15r310
+
4π2r611r
5
8
315r49
+
πr510r
4
7
15r411r
3
8
+
r510r
2
5
r411r6
+
πr54
15r45
+
r510r
2
3
r411r1
+
r510r
2
2
r411
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+
3r510r
3
6ζ(3)
π2r411r
2
7
+
3r510r
3
1ζ(3)
π2r411
−
4ζ(3) log(r7)r6r
3
1
ζ(5)
+
2ζ(3)2r34r
3
1
πζ(5)r23r
2
2
−
4π2 log(r7)r6r
2
3
3r1ζ(5)
+
22112π9r1211
1915538625ζ(5)
+
32π7r611r
6
9
893025r510ζ(5)
+
32π8r109
1403325r910ζ(5)
+
8π6r611r
4
7
42525r38ζ(5)
+
2π5r49r
4
7
2025r310r
3
8ζ(5)
+
4π7r87
70875r78ζ(5)
+
2πr27r
3
1ζ(3)
3r8ζ(5)
+
8π5r611r
2
5
2835r6ζ(5)
+
2π4r49r
2
5
135r310r6ζ(5)
+
2π3r27r
2
5
9r8r6ζ(5)
+
8π6r65
42525r56ζ(5)
+
2π4r43
135r31ζ(5)
+
8π5r611r
2
3
2835r1ζ(5)
+
2π4r49r
2
3
135r310r1ζ(5)
+
2π3r27r
2
3
9r8r1ζ(5)
+
2π3r25r
2
3
9r4r1ζ(5)
+
8π5r611r
2
2
2835ζ(5)
+
2π4r49r
2
2
135r310ζ(5)
+
2π3r27r
2
2
9r8ζ(5)
+
2π3r25r
2
2
9r4ζ(5)
+
2π5r43r
4
2
2025r34ζ(5)
+
2π4r42
135r1ζ(5)
+
2π2r47ζ(3)
45r29ζ(5)
+
2πr36ζ(3)
3r8ζ(5)
+
8π3r611r
3
6ζ(3)
945r27ζ(5)
+
2π2r49r
3
6ζ(3)
45r310r
2
7ζ(5)
+
2πr38r
2
5ζ(3)
3r29r6ζ(5)
+
2πr34ζ(3)
3r23ζ(5)
+
2πr38r
2
3ζ(3)
3r29r1ζ(5)
+
8π3r611r
3
1ζ(3)
945ζ(5)
+
2π2r49r
3
1ζ(3)
45r310ζ(5)
+
2πr25r
3
1ζ(3)
3r4ζ(5)
+
2π2r43ζ(3)
45r22ζ(5)
+
2πr34ζ(3)
3r1r
2
2ζ(5)
+
2πr38r
2
2ζ(3)
3r29ζ(5)
+
2π2r31r
4
2ζ(3)
45r23ζ(5)
+
2r38r
3
6ζ(3)
2
πr29r
2
7ζ(5)
+
2r38r
3
1ζ(3)
2
πr29ζ(5)
+
9r510r
5
8ζ(5)
2π3r411r
4
9
+
2πr710ζ(7)
63ζ(5)
+
r76ζ(7)
6r67ζ(5)
+
4r38r4ζ(3)
r29ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
7r98ζ(9)
12πr89ζ(5)
+
4π2r6r
2
2
3ζ(5)
(
γE − log(4πr7) + 2 log(r6)− log(r5)
)
+
(
4r6r
3
1ζ(3)
ζ(5)
+
4π2r6r
2
3
3r1ζ(5)
)(
γE + 2 log(r6)− log(4πr5)
)
+
4π2r25
3ζ(5)
(
2γE − 24 log(A)− log(r7) + 2 log(r5)− log(r3)− log(r2)
)
+
21r1110ζ(11)
8π2r1011ζ(5)
+
6r510r4
πr411
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
16π4r611r4
945ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
4π3r49r4
45r310ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
61
+
4π2r27r4
3r8ζ(5)
(
γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2)
)
+
8πr6r4
ζ(5)
(
log(r7)(−γE + log(4πr5)) + 4 log(2)
2 + 2(−γE + log(4)) log(πr5)
γ2E − 4γE log(2) + 2 log(r6)(γE − log(4πr5) + 2 log(r4)− log(r3)− log(r2))
+ 2(γE − log(4πr7)) log(r4)− (γE − log(4πr7))(log(r3) + log(r2))
+ log(π)2 + log(r5)(2 log(π) + log(r5)− 2 log(r4) + log(r3) + log(r2))
)
(B.6)
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