Abstract. We developed an efficient procedure to evaluate two auxiliary complete elliptic integrals of the second kind B(m) and D(m) by using their Taylor series expansions, the definition of Jacobi's nome, and Legendre's relation. The developed procedure is more precise than the existing ones in the sense that the maximum relative errors are 1-3 machine epsilons, and it runs drastically faster; around 5 times faster than Bulirsch's cel2 and 16 times faster than Carlson's R F and R D .
1. Introduction
Complete elliptic integrals of first and second kind.
The complete elliptic integrals of the first and the second kind K(m) and E(m) appear in various fields of mathematical physics and engineering [1, 6] . Consult with the references of our recent work [17] for practical examples in astrophysics and celestial mechanics such as the expression of gravitational potential and the acceleration vector caused by a uniform ring. The integrals are defined as They are the special value of the incomplete elliptic integrals of the first and the second kind, F (ϕ|m) and E(ϕ|m) as
where the incomplete integrals are defined as
Refer to the formulas 110.02, 110.03, 110.06, and 110.07 of [6] . We frequently cite the formulas of this handbook throughout the present article. Then we abbreviate the references to its formulas as BF110. 
They are linearly related with K(m) and E(m) as (1.8) K(m) = B(m) + D(m), E(m) = B(m) + m c D(m).
The special values are computed as These are derived from equations (1.5) and (1.8). Therefore we can restrict ourselves to the case 0 < m < 1. The auxiliary integrals are needed in computing the derivatives of K(m) and E(m) without cancellation as
These are derived from BF710.00 and BF710.02. Also, B(m) or D(m) is required in the evaluation of the corresponding incomplete integrals:
This is because their computations for arbitrary value of ϕ are transformed to those for the case 0 < ϕ < π/2 by the amplitude reduction formulas
These are derived from those of F (ϕ|m) and E(ϕ|m) given in BF113.02.
Auxiliary incomplete elliptic integrals.
The auxiliary incomplete elliptic integrals are required in computing the partial derivatives of F (ϕ|m) and E(ϕ|m) with respect to the parameter m without cancellation as
Refer to BF710.07 and BF710.09. The former derivative is related with the partial derivatives of Jacobian elliptic functions with respect to m as ∂sn (u|m) ∂m
Refer to BF710.50 through BF710.53. These derivatives are necessary in applying the method of variation of constant to the perturbed rotational motion of a rigid body [14, 15] . 
These are obtained by solving equation (1.8) 
with respect to B(m) and D(m).
Nevertheless, these expressions face a severe loss of information in numerical computation. This is true especially when m is small. Such a situation frequently occurs when we discuss the rotational motions of rigid bodies under weak torques. Good examples are those of solid planets, satellites, and asteroids in the solar system. The typical values of m is of the order of 10 −7 in these cases [13] . Figure 1 shows the parameter dependence of the logarithms of relative errors of B(m) computed by two methods: equation (1.20) using the given values of K(m) and E(m) and Bulirsch's cel2 [2] . Here the function cel2 is defined as
It can directly evaluate B(m) and D(m) as is the complementary modulus. The errors shown in the figure are measured as the differences from the quadruple precision computations prepared by qcel2. It is the quadruple precision extension of cel2. The accuracy of the quadruple precision computation is confirmed at the level of 10 −33 . This was done by random comparison with the extremely high precision computation in 40 digits by Mathematica [22] . We computed the values of K(m) and E(m) by Cody's Chebyshev approximate formulas of Hastings type [20, 10, 11, 12] in preparing the graph of the former method. We confirm that the manner of round-off error increase is independent on the procedure to compute K(m) and E(m). A similar result as shown in Figure  1 [7, 8] . The latter functions are defined as
, (1.25) and related with F (ϕ|m) and D(ϕ|m) as
Therefore, we can use them in computing B(m) and D(m) as
Numerical comparison with the higher precision computations revealed that both of these methods are almost always precise. Table 1 lists the averaged CPU time of these methods. We measured the CPU times as simple means of the results for 2 24 − 1 equally spaced grid points in the standard domain of the parameter 0 < m < 1 and scaled by that to compute the sine function in the double precision environment. All the computation codes were written in Fortran 77/90, compiled by the Intel Visual Fortran 8.0, and executed at a PC with Intel Core Duo processor under Windows XP. The table clearly shows that cel2 runs 2.9-3.5 times faster than the combination of R F and R D . This mainly owes to the difference in the speed of convergence of the main algorithm. Bulirsch's cel2 is based on the Landen transformation in combination with the arithmetic-geometric mean [2, 3, 4, 5] . It is of quadratic convergence. Namely the number of significant digits is doubled by each iteration. Meanwhile Carlson's functions rely on the duplication theorem [7, 8] . It is of linear convergence. Then the number of significant digits increases by a same amount in each application. Thus the higher the desired relative precision is, the faster cel2 becomes than R F and R D . This is observed from the ratios of their CPU times in the single and double precision environments. Therefore, cel2 is more preferable than the combination of R F and R C also in terms of the computational speed. Actually, cel2 runs around three times faster than the pair of R F and R C already in the single precision environment. Nevertheless, it is also true that even cel2 requires a significant amount of computational time, say 6-16 times more than that of the sine function. This is still a large computational labor as we consider the frequent needs to evaluate the integrals in practical applications.
Introduction of new method.
Recently we developed a new method to compute K(m) and/or E(m) in [17] . Hereafter, we cite it as Paper I. The key techniques used there are the utilization of Taylor series expansion and the combination of the defining relation of Jacobi's nome and Legendre's relation. This is a continuation of our trials to accelerate the procedures to compute the complete and incomplete elliptic integrals and the Jacobian elliptic functions [19, 16, 17, 18] . The new method is sufficiently precise and significantly faster than the existing procedures to compute K(m) and/or E(m) including Cody's method as well as Innes' classic formulation [21] . None of the procedures discussed in Paper I including ours is not suitable to compute B(m) and/or D(m) as we saw in Figure 1 . Then we 
The necessary minimum order of the polynomials J B and J D are listed in Table 2 for the single and double precision environment Tables 3  through 12 . We obtained them by Mathematica [22] with a command like
This gives the coefficients B j in Table 3 . 
by using the definition of Jacobi's nome and Legendre's relation. Then we compute B(m) and D(m) as 
The Maclaurin series expansion of q(m) is given as
Refer to BF901.00. Then we split the right-hand side of equation (2.5) into the sum of regular and logarithmically singular parts as
Both K 0 and K X are regular around m c = 0 as (2.9)
, and E (m c ).
It is expressed as
Refer to BF110.10. We obtain an expression of E(m) from this as
.
Substitute the expression of K(m) provided in equation (2.7) into this. Then we obtain a similar expression of E(m) in terms of X as (2.12)
where (2.13)
Again, both E 0 and E X are regular around m c = 0 as (2.14)
32 .
The expressions of the complete integrals using the logarithm when m ∼ 1 have been well known from early days. Refer to Article 78 of [9] , though the way of derivation is quite different. Later Hastings adopted them as a base to obtain the efficient approximations of K(m) and E(m) in the early days of modern computers [20] . He used Y ≡ − log m c as the singular variable as
Then he derived the Chebyshev polynomial approximation of K X , E X , and the new coefficients (2.16)
in the domain 0 ≤ m c < 1. This is in order to construct a uniformly approximating formulation in low precision purposes [1] . This pioneer work was extended by Cody to the case of higher precisions [10, 11, 12] . Let us go further. We obtain similar expressions of B * (m) and D * (m) from equations (2.2), (2.7), and (2.12) as 
128
,
Some low order coefficients of these approximate polynomials are listed in Tables  13 and 14 . They are directly obtained by using Mathematica [22] similar plot confirms that the maximum relative errors in the double precision environment are around 3 machine epsilons in the region 0.9 < m < 1. The comparison in computational speed is already given in Table 1 . The new method calculates two polynomials of the orders 5 to 10 and 11 to 20 in the single and double precision environment, respectively. When m > 0.9, it calls one logarithm and one division in addition. Thus the computational labor is much smaller than those of cel2, R F , or R D . This was easily seen in Table 1 .
Conclusion
By adopting the same approach when we developed a fast method to compute K(m) and/or E(m) in Paper I [17] , we created a new method to calculate the auxiliary complete elliptic integrals B(m) and D(m). The core technique is the combination of the Taylor series expansions of the integrals, the definition of Jacobi's nome, and Legendre's relation. The new method is significantly more precise than Bulirsch's cel2 and Carlson's R F and R D in the sense that the magnitude of relative errors is less than 1-3 machine epsilons. This is mainly due to the simplicity of the algorithm and the small number of arithmetic operations required. The new method needs the evaluation of one or two polynomials of the order 5-20 by Horner's method and a call of the logarithm function provided by a standard mathematical library when m > 0.9. Thanks to the effectiveness of the policy of divide-and-rule, the new procedure is drastically faster than the existing procedures. It runs 4.8 times faster than cel2 and 16.8 times faster than the pair of R F and R D in the double precision computation. These acceleration factors change as 5.6 and 16.4 in the single precision environment. The obtained procedure will be useful in developing an efficient method to compute the auxiliary incomplete elliptic integrals B(ϕ|m) and D(ϕ|m). Finally, we caution the readers that the new method is tailor-made and not scalable. All its parameters including the choice of subdomains, the orders of truncated polynomials, and the Taylor series coefficients have to be adapted for specific numeric processors with a higher precision as the extended precision expressed as real*10 in terms of Fortran or for higher precision environments as that of quadruple (real*16) precision. Here we presented the results only for the single (real*4) and the double (real*8) precision environments. Also, the new procedure assumes the availability of a mathematical library of the logarithmic function. Meanwhile Bulirsch's cel2 is scalable. One has only to prepare an approximation of π constant. Also, it requires only the square root function apart from standard arithmetics operations. The Fortran routine of the new procedure elbd is available from the author upon request.
