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We show that the predicted probability distributions for any N -parameter statistical model taking
the form of an exponential family can be explicitly and analytically embedded isometrically in a
N+N -dimensional Minkowski space. That is, the model predictions can be visualized as control pa-
rameters are varied, preserving the natural distance between probability distributions. All pairwise
distances between model instances are given by the symmetrized Kullback-Leibler divergence. We
give formulas for these intensive symmetrized Kullback Leibler (isKL) coordinate embeddings, and
illustrate the resulting visualizations with the Bernoulli (coin toss) problem, the ideal gas, n sided
die, the nonlinear least squares fit, and the Gaussian fit. We highlight how isKL can be used to de-
termine the minimum number of parameters needed to describe probabilistic data, and conclude by
visualizing the prediction space of the two-dimensional Ising model, where we examine the manifold
behavior near its critical point.
I. CONTEXT
Many features of multiparameter models are best un-
derstood by studying the manifold of model predic-
tions [1]. Within this paradigm, a model manifold is
constructed, representing the space of possible model
predictions. The manifold is embedded in a larger be-
havior space, representing the space of all possible ob-
servables and experimental measurements. Surprisingly,
model manifolds are usually observed to be well approxi-
mated by a relatively flat hyperribbons, defined as objects
whose successive cross sectionals are successively smaller
by a roughy constant factor [2, 3]. This has now been
found in numerous nonlinear least squares models [4],
and helps explain the parameter indeterminacy or ‘slop-
piness’ observed in systems biology [5], quantum Monte
Carlo [6] and critical phenomena [7]. The hyperribbon
geometry of the model manifold has inspired new algo-
rithms for nonlinear least-squares fits [2, 3, 8, 9] and for
the control of complex instrumentation such as particle
accelerators [10].
Many statistical models are not of least-squares form.
For example, the Ising model of magnetism and the
ΛCDM model of the cosmic microwave background pre-
dict the underlying statistics for experimental observa-
tion, or more generally a distribution of possible obser-
vations. Local analysis of parameter sensitivity shows
that the Ising model [7] and the ΛCDM model [11] are
sloppy, in the sense that they have a hierarchy of sensitiv-
ity eigenvalues spanning many decades. These local sen-
sitivities are quantitatively measured by the natural dis-
tance in the space of probability distributions, the Fisher
Information Metric (FIM) [12].
In reference [11] it was shown that the model mani-
fold of probability distributions can be visualized using
InPCA by embedding in a Minkowski space. For a model
whose parameters θ correspond to a probability distribu-
tion Pθ(x) over observable data x, InPCA allows visu-
alization of the model manifold with pairwise distances
between models with parameters θ and θ˜ given by the
Bhattacharyya divergence [13]
D2Bhat(Pθ˜
, P
θ˜
) = − log
(∑
x
√
P
θ˜
(x)P
θ˜
(x)
)
. (1)
For the Ising and ΛCDM models, x runs over spin con-
figurations and observed spatial CMB maps respectively.
The manifold visualized with InPCA reveals its hyper-
ribbon structure, thereby capturing most of the model
variation with only a few principal components. The key
trick in InPCA, where the limit of zero data is considered
to extract an intensive property, can be applied using a
more general class of pairwise distances given by the f
divergences [14] and in return yields a collection of inten-
sive distance measures, expressed as a linear combina-
tions of the Rényi divergences [15] ( details of which are
provided in Appendix A). All Rényi divergences locally
reproduce the FIM, so distances in behavior space reflect
how sensitive the model predictions are to shifts in the
model parameters.
Here we show, for a large class of important multi-
parameter models, that a different intensive embedding,
built on the symmetrized Kullback-Leibler divergence
[16]
D2sKL(Pθ˜
, P
θ˜
) =
∑
x
(P
θ˜
(x)−P
θ˜
(x)) log
(
Pθ(x)
P
θ˜
(x)
)
(2)
generates an explicit, analytically tractable embedding
in a Minkowski space of dimension equal to twice the
number of parameters. We call this the isKL em-
bedding (intensive symmetrized Kullback-Leibler, pro-
nounced ’icicle’), and provide the corresponding isKL co-
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2ordinates in Sec. III. Our result is obtained for models
which form the exponential families [17]:
Pθ(x) = h(x) exp
(∑
i
ηi(θ)Φi(x)−A(θ)
)
, (3)
where h(x) is the base measure, ηi(θ) is the ith natural
parameter, Φi(x) is the ith sufficient statistic, and A(θ)
is the log partition function. Many models in statistical
mechanics form exponential families, e.g., the Boltzmann
distribution defined on most Hamiltonians. Moreover,
while our method can be used to visualize the manifolds
of probabilistic models described by exponential families,
we explain in Sec. V how we can use this method to
determine the minimum number of parameters needed
to describe probabilistic data.
II. CURSE OF DIMENSIONALITY
Large data sets and multiparameter probabilistic mod-
els of large systems both suffer from the curse of di-
mensionality [18]: as the dimension of the system in-
creases, it becomes more difficult to establish meaning-
ful relationships between points as the distance measure
becomes saturated. This effect obscures meaningful fea-
tures within the data set and renders contrast in dis-
tances between different data points nonexistent [19].
Intensive embeddings like inPCA and isKL break the
curse of dimensionality for probabilistic models, allow-
ing for low-dimensional projections of model manifolds
in a suitable Minkowski space [11]. Big data applica-
tions have attempted to resolve this dimensionality issue
by embedding the manifold in a curved space [20–22] or
in an Euclidean space with an alternative distance mea-
sure [23–26], which can yield lower dimensional projec-
tions that capture dominant components of the variation
in the data set. For example, reference [26] makes use of
the extensive[27] and non-isometric [28] potential distance
in generating useful visualizations of large data sets for
biological data in Euclidean space. Our methods suggest
an alternative approach.
To prove the utility of embedding probability distribu-
tions in a Minkowski space, we consider discrete proba-
bility distributions,
∑
x P (x) = 1 for simplicity. We first
introduce three type of distances, namely (1) a geodesic
distance dG between two distributions, defined as the
shortest path through the space of all possible probabil-
ity distributions. Because probability distributions are
normalized and non-negative, they can be interpreted as
unit vectors y(x) =
√
P (x) in a high-dimensional space,
thus forming a high-dimensional sphere. Thus, the path
between two distributions would be the great-circle dis-
tance between them, (2) the shortest path-length dis-
tance through the model manifold, which we call the
manifold distance dM and (3) the pairwise straight-line
distance dS in the embedding space, with a metric which
here will be a particular divergence measure. These dis-
tances are illustrated in Fig. 1(c). First, note that the
path-length distance for dG and dM is computed by inte-
grating the Fisher Information Metric (FIM) along said
path:
Iα,β(θ) = −
〈
∂2 logP (x)
∂θα∂θβ
〉
x
(4)
giving
d(P,Q) =
∫ √√√√∑
x
1
P ∗λ (x)
(
dP ∗λ (x)
dλ
)2
dλ, (5)
where λ parametrizes the path between P (x) and Q(x).
Upon letting P ∗λ (x) = y
2
λ(x), Eq. (5) simplifies to
d(P,Q) =
∫
2
√√√√∑
x
(
dyλ(x)
dλ
)2
dλ, (6)
representing the familiar path length in Euclidean space.
The requirement
∑
x P
∗
λ (x) =
∑
x y
2
λ(x) = 1 restricts the
path to lie on a sphere, thus Eq. (5) yields the arc length
of a great circle connecting the two distributions [29],
dG(P,Q) = 2 arccos
∑
x
√
P (x)
√
Q(x). (7)
Alternatively, one could perform a variational calculation
on Eq. (5) to find the shortest path connecting P (x) and
Q(x) and its length. This has been worked out in [30]
and the path is given by
√
P ∗λ (x) =
sin
(
(1−λ)dG
2
)
sin
(
dG
2
) √P (x) + sin (λdG2 )
sin
(
dG
2
) √Q(x),
(8)
where λ ∈ [0, 1] and dG is given by Eq. (7).Thus the
geodesic path between two probability distributions P
and Q is a linear interpolation between
√
P and
√
Q,
renormalized to unit length.
When considering a more specific path through a
model manifold generated by a specific physical model
(e.g. the Ising model), Eq. (5) no longer reduces to such
a simple form. Instead, we obtain a more complicated ex-
pression, which represents a path through the manifold,
dM . However, since the manifold is confined to the sur-
face of the hypersphere, it is bounded from below by the
geodesic distance dG ≤ dM . To illustrate the difference
between dG and dM , consider the example illustrated in
Fig. 1: If P and Q are non-overlapping Gaussians of
mean µP and µQ, the geodesic path dM along the model
manifold of Gaussians of fixed width σ is given by sliding
the Gaussian from µP to µQ, while the shortest path in
the space of all probability distributions dG is given by
shrinking P and growing Q in place (see Fig. 1(a) and
(b)).
3FIG. 1. (a) The geodesic path (with path length dG) between two probability distributions P and Q is given by an interpolation:√
P ∗λ (x) =
sin
(
(1−λ)dG
2
)
sin
(
dG
2
) √P (x) + sin(λdG2 )
sin
(
dG
2
) √Q(x). This equals sin( (1−λ)pi
2
)√
P (x) + sin
(
λpi
2
)√
Q(x) in the limit when P and
Q are orthogonal. As 0 ≤ λ ≤ 1, the interpolation remains positive and normalized. The length of this path under the Fisher
Information Metric (FIM) equals the arc length of the great circle, which is dG(P,Q) = 2 arccos
∑
x
√
P (x)
√
Q(x). b) The
shortest path through the model manifold, with path length given by dM between two Gaussian distribution with fixed σ is
given by sliding the Gaussian µP to µQ, dM = σ−1|µP − µQ|. c) The global pairwise distance. dS , between distributions as
compared to dG and dM . The pairwise distance dS is determined by the Euclidean distance between points, and is represented
here as a straight line from P to Q. The octant of the sphere schematically represents the space of all possible probability
distributions (due to the normalized, non-negative nature of distributions, discussed further in Sec. II), and so the great circle
path dG is the arc length distance from P to Q. The manifold path length dM is the minimum distance between the two
distributions when one considers the path through the model manifold of a complex, nonlinear model. When dM  dG, the
path must curl around in multiple dimensions to fit inside the sphere; mutually orthogonal distributions (as in (b)) will form
a hyper-tetrahedron inside the model manifold. Note that (c) represents a 3D projection of a much higher dimensional space.
A key point is that for any embedding that takes
general families of probability distributions isometrically
into a Euclidean space, the straight line distance dS is
constrained by the diameter of the hypersphere contain-
ing the probability distributions (Eq. 7). To further il-
lustrate the differences between the three type of dis-
tances, we embedded simple Gaussians with a fixed vari-
ance on a hypersphere by using the Hellinger divergence
d2Hel =
∑
x(
√
P (x)·√Q(x))2 as the straight line distance
dS . Fig. 1(c) depicts the three-dimensional projection of
the Hellinger embedding. Here, the octant represents the
space of all possible probability distribution schemati-
cally. In our simple example, if µP and µQ are many
standard deviations apart, the path length distance dM
between them on the fixed-Gaussian model manifold has
length
dM =
∫ µQ
µP
dµ
σ
=
|µP − µQ|
σ
. (9)
When dM  dG, the path must curl around to fit inside
the sphere of radius 2. Thus, low-dimensional projec-
tion will at best show a crumpled tangle that usually
rapidly escapes into higher, undisplayed dimensions. In
other words, a useful low-dimensional projection should
be able to take any set of M probability distributions
and project them in a way that maintains their distin-
guishability. More generally, the low-dimensional projec-
tion should take M probability distributions with mu-
tual near zero overlap and keep them separated by at
least some minimum embedding-space distance ∆, pre-
sumably comparable to pi. The minimum embedding di-
mension for such a set of points is given by the densest
packing of spheres of diameter ∆ into a sphere of diam-
eter dG in D dimensions. For the Hellinger embedding
or whenever ∆ ∼ 1, one needs ∼M − 1 projection direc-
tions to accurately visualize M mutually distinguishable
predictions.
Note that in an Euclidean space, the global pairwise
distance dS is always smaller than geodesic path through
the hypersphere (great circle length) dG (bounded by pi,
Eq. (7)). The geodesic distance dG sets a lower bound
on the manifold path length, dM , since the manifold is
confined to the surface of the hypersphere. We shall il-
lustrate many times in the rest of this manuscript that
this bound no longer holds when one considers embed-
dings in Minkowski space. These Minkowski space em-
beddings can be constructed by defining a pairwise dis-
tance between probability distributions dS that violates
the triangle inequality which in turn breaks the curse of
dimensionality as noted in [11]. For example, Fig. 4
in reference [11] shows the InPCA model manifold for
the coin-flip problem (different from the isKL embed-
4ding in section VA). The straight-line distance between
the two end-points (all heads and all tails) in Minkowski
space goes to infinity, but the model manifold hugs a
light cone, and the embedding distances from either end-
point to a fair coin is finite. We have shown here how the
curse of dimensionality manifests in the Euclidean space
of probability distributions. To circumvent this problem,
we instead consider embeddings in a Minkowski space,
and develop our isKL method in the following section.
III. ISKL COORDINATES
In this section we derive the isKL coordinates for a
general exponential family, giving an explicit isometric
embedding for probability distributions in a Minkowski
space. Our embedding space is similar to Minkowski
space but not identical to it, in that it has N space-
like coordinates (positive metric elements) with N cor-
responding time-like coordinates (negative metric ele-
ments), forming an N + N dimensional space. We shall
generate two coordinates Si(θ) and Ti(θ) for each natu-
ral parameter η(θ), one space-like (with positive squared
distance) and one time-like (with negative squared dis-
tance), such that
D2sKL(Pθ˜
, P
θ˜
) =
∑
i
(Si(θ)− Si(θ˜))2
−
∑
i
(Ti(θ)− Ti(θ˜))2.
(10)
where P
θ˜
and P
θ˜
are two probability distributions pro-
duced by the model for parameters evaluated at θ and θ˜.
The squared term with a positive sign is thus a space-
like coordinate, and the term with a negative sign is
the corresponding time-like coordinate. Since the sym-
metrized Kullback-Leibler distance is nonnegative, no
pair of points can be time-like separated. The length
of the model manifold projection along the time-like co-
ordinates will typically be smaller than the length of its
projection along the space-like coordinates. However, the
time-like coordinates are both physical and important, as
we shall illustrate in particular using the 2D Ising model.
The symmetrized K-L divergence (D2sKL) from Eq. (2),
evaluated for the exponential families considered in this
manuscript (shown in Eq.(3)), reduces to:
D2sKL(Pθ˜
, P
θ˜
) =
∑
i
(
ηi(θ)− ηi(θ˜)
)(
〈Φi〉θ − 〈Φi〉θ˜
)
.
(11)
Now, notice that we can rearrange the terms in the above
equation, we obtain:(
ηi(θ)− ηi(θ˜)
)(
〈Φi〉θ − 〈Φi〉θ˜
)
= (1/4)
(
[ηi(θ) + 〈Φi〉θ]− [ηi(θ˜) + 〈Φi〉θ˜]
)2
− (1/4)
(
[ηi(θ)− 〈Φi〉θ]− [ηi(θ˜)− 〈Φi〉θ˜]
)2
= (Si(θ)− Si(θ˜))2 − (Ti(θ)− Ti(θ˜))2,
(12)
with the two Minkowski coordinates for the i-th statistic,
determined from model parameters from Eq. (3):
Si(θ) = (1/2)
(
ηi(θ) + 〈Φi〉θ
)
Ti(θ) = (1/2)
(
ηi(θ)− 〈Φi〉θ
) (13)
now summing to D2sKL(Pθ˜, Pθ˜). The terms quadratic
in the parameters and quadratic in the expectation val-
ues all cancel, and the cross terms give the contri-
bution of statistic (defined from model parameters in
Eq. (3)). From Eq. (13), the spacelike coordinate is in-
deed greater than the timelike coordinate for each pa-
rameter, (Si(θ)−Si(θ˜))2 ≥ (Ti(θ)−Ti(θ˜))2. This is our
main result.
IV. FAMILIES OF EMBEDDINGS:
ISOMETRIES OF MINKOWSKI SPACE
The coordinates produced from isKL represent projec-
tions. Just as any rotation or translation of an object
isometrically embedded in Euclidean space forms another
isometric embedding, so also there is a family of isKL em-
beddings formed by the isometries of Minkowski space.
Translating the coordinates can be used to center the
sampled points of the model manifold; certain Lorentz
boosts can be valuable in minimizing the total squared
length of the coordinates (and hence reducing the im-
portance of the time-like coordinates). The rotational
isometries within the space-like and time-like subspaces
can then be used to focus attention on the directions of
the model manifold that show the largest variations.
As a first step in considering the effects of these
isometries, let us consider other embeddings, similar to
Eq. (13), that also preserve pairwise distances. Clearly
one can add a constant C±i to each coordinate (trans-
lations in Minkowski space). One also notes that the
two terms ηi(θ) and 〈Φi〉θ being subtracted may have
different units. This can be fixed by rescaling these
two terms up and down by a scale factor λi with units√
[〈Φi〉θ]/[ηi(θ)]:
Si(θ) = (1/2)(λiηi(θ) + (1/λi)〈Φi〉θ + C+i )
Ti(θ) = (1/2)(λiηi(θ)− (1/λi)〈Φi〉θ + C−i ),
(14)
with different rescaling parameter λi and shifts C±i for
each pair of coordinates.
5We can view Eq. (14) as a composition of two trans-
formations – a translation and a rescaling. The trans-
lation is of course one of our isometries. The average
of Φi over parameters θ is written as 〈Φi〉θ = 〈Φi〉
in the subsequent discussion for brevity. Rescaling by
λi corresponds to a Lorentz boost T ′ = γ(T − vS),
S ′ = γ(S − vT ) of our time-like and space-like coordi-
nates, where γ = 1/
√
1− v2:
T ′ = (1/2)γ ((ηi(θ) + 〈Φi〉)− v(ηi(θ)− 〈Φi〉))
= (1/2) (γ(1− v)ηi(θ)− γ(1 + v)〈Φi〉)
= (1/2) (λiηi(θ)− (1/λi)〈Φi〉) ,
S ′ = (1/2)γ ((ηi(θ)− 〈Φi〉)− v(ηi(θ) + 〈Φi〉))
= (1/2) (γ(1− v)ηi(θ) + γ(1 + v)〈Φi〉)
= (1/2) (λiηi(θ) + (1/λi)〈Φi〉) .
(15)
A natural criterion for a good projection of the model
manifold would be one which minimizes the sum of
squares of the coordinates. In Euclidean space, this just
translates the manifold so that its center of mass sits at
the origin. Indeed, using C+i and C
−
i to shift our two
coordinates to their centers of mass corresponds nicely
to shifting the sampled parameters ηi(θ)→ ηi(θ)−ηi(θ)
and resulting means 〈Φi〉 − 〈Φi〉 to their respective cen-
ters of mass. Now, presuming for simplicity that the data
is centered, let us examine the sum of the squares of our
two coordinates Si and Ti,
(Si(θ))2 + (Ti(θ))2 = 1
2
(
λ2i η
2
i (θ) +
1
λ2i
〈Φi〉2
)
(16)
To get a good point of view in Minkowski space, we seek
to minimize the sum of squares of the coordinates by op-
timizing λi. This yields λ4i = 〈Φi〉2/η2i (θ). As the param-
eters are shifted with respect to their centers of mass, we
can recast λi = (Var(〈Φi〉)/Var(ηi))1/4, where the vari-
ance is averaged over the ensemble of parameters and
the mean 〈Φi〉 is taken at a fixed parameter θ. It turns
out our isKL embedding has a close connection to Prin-
cipal Component Analysis (PCA) and Multidimensional
Scaling (MDS) techniques. We refer interested readers
to Appendix B for an in-depth discussion.
V. EXAMPLES
To demonstrate how isKL embeddings optimize the to-
tal squared distance of coordinates to produce a good vi-
sualization, we consider several probabilistic models that
form exponential families: the Bernoulli (coin toss) prob-
lem VA, the ideal gas model VB, the n-sided die VC,
the nonlinear least square problem VD, Gaussian fits to
dataVE, and the two dimensional Ising model VF. We
will be using T±i (θ) to denote spacelike Si(θ) and time-
like Ti(θ) coordinates respectively for subsequent discus-
sion for brevity.
Before diving into the examples, it is worth highlight-
ing that the finite embedding dimension for exponential
families appears to be a unique feature of D2sKL. As
D2sKL is part of a family of intensive distance measures
known as the symmetrized Rényi divergence,
D2α(P,Q) =
1
α− 1
(∑
x
logP (x)αQ(x)1−α
+
∑
x
logQ(x)αP (x)1−α
) (17)
with α→ 1, we embed the coin toss manifold with other
symmetrized Rényi divergences by varying α to illustrate
this uniqueness. As shown in Fig. 2 (a), the embed-
ding is sloppy for all α (geometrically decreasing mani-
fold widths that span several decades) but only for α = 1
does it truncate after two dimensions. This exact trunca-
tion is true for all the probabilistic models considered in
this paper. This also serves to illustrate while the sym-
metrized Rényi divergences locally reproduce the FIM
that describes the local structure of a model manifold,
they have a varying degree of performance in utilizing
the number of dimensions to embed a model manifold iso-
metrically. Therefore, we can reduce the embedding di-
mension significantly by choosing an optimal divergence.
In principle, we could perform experiments or simulations
without knowing the number of parameters the exponen-
tial family distribution needs to describe the behaviour.
If the isKL embedding gives a cutoff after N +N dimen-
sions it suggests that a hidden N -parameter exponential
family describes the experiment.
A. Bernoulli Problem
The Bernoulli problem or coin tossing experiment is
one of the simplest probabilistic models. As a function
of the fairness parameter p, the result x ∈ {0, 1} of a
coin toss is distributed by P (x|p) = px(1 − p)1−x. This
probability distribution can be written in the form of an
exponential family with η(p) = log(p/(1− p)), Φ(x) = x,
h(x) = 1, and A(θ) = log(1 − eθ). The FIM for this
model is given by
(ds)2 =
(dp)2
p(1− p) (18)
Known embeddings: By defining p = sin2 θ, we have
ds = 2dθ. This produces a one dimensional embed-
ding onto a Hellinger quarter circle of radius 2 with
θ ∈ [0, pi/2]. Upon taking the limit of zero data, the
Hellinger distance transforms into the Bhattacharyya di-
vergence. It is known that with the Bhattacharyya di-
vergence, the coin toss manifold is embedded into a
Minkowski space [11]. This embedding is illustrated in
Fig 2(a) with α = 1/2. We worked out the analytical ex-
pression for each projection coordinate in Appendix C.
Our analytical calculation suggests that the embedding
is at least high dimensional. We would presume the in-
PCA embedding does not truncate and continue to have
6FIG. 2. (a) Squared principal length of intensive embedding with different symmetrized Rényi choices for
the coin toss manifold. α = 1/2 corresponds to Bhattacharyya divergence and α → 1 leads to the symmetrized Kullback-
Leibler divergence (sKL). Throughout the exponential family models considered in subsequent sections, sKL provides the
lowest embedding dimension while other Rényi choices gives an embedding into which the manifold projection widths decrease
geometrically over several decades. This implies the sloppiness of the embedding is influenced by the choice of divergence used.
(b) Model manifold for the Bernoulli (coin toss) Problem is visualized with our isKL embedding. The analytical
calculation matches well with the numerical result returned from Multidimensional Scaling (MDS).
smaller and smaller amount of variation out to an infinite
number of dimensions.
With isKL embedding, the coin toss manifold can be
isometrically embedded into (1+1) dimensions. As 〈Φ〉 =
p, its pairwise distance is given by
D2sKL(p, q) = (p− q) log
p(1− q)
q(1− p) . (19)
Here, we will illustrate the utility of Eq. (13) in obtaining
the analytical expression for each embedding coordinate.
With the Jeffrey’s prior as the sampling measure, the
centers of mass are η = 0 and 〈Φ〉 = 1/2 respectively.
Furthermore, Var(η) = pi2 and Var(〈Φ〉) = 1/8 we have
λ = (Var(〈Φ〉)/Var(η))1/4 = (23/4√pi)−1. With these,
the spacelike and timelike T±(p) projection coordinates
are determined to be
T±(p) =
1
2
(
λ(η − η)± 1
λ
(
Φ− 〈Φ〉))
=
1
27/4
√
pi
log
(
p
1− p
)
±
√
pi
21/4
(
p− 1
2
) (20)
Fig. 2(b) shows the coin toss manifold.
B. Ideal gas
The ideal gas is a model of non-interacting particles.
At pressure P and temperature β−1, the probability that
N particles will be found in a configuration with mo-
menta P, positions Q, and container volume V is
p(P,Q, V |P, β) = Z−1(P, β) exp (−βP2/2m− βPV ),
(21)
FIG. 3. Model manifold for the ideal gas - The flat
ideal gas manifold is embedded into a (2+2) dimensional
Minkowski space. The manifold is ’rolled’ twice in the four
dimensional space, giving it a torus appearance in Minkowski
space. a) The three dimensional projection of the ideal gas
manifold is colored based on the inverse temperature β and
the Carnot cycle is illustrated on the manifold. b) The man-
ifold projections are depicted in a descending order based
on the manifold widths along the spacelike/timelike compo-
nents. The spacelike directions are color-coded in black while
the timelike directions are color-coded in red. The analyti-
cal expression for each projection is given by Eq. (23). The
torus appearance in Minkowski space can be deduced from
the curves in (T+β , T
−
β ) and (T
+
p , T
−
p ) coordinate pairs, both
of which have the form of (T+k −C+k )2− (T−k −C−k )2 = r2 for
some constants C±k and r.
7where the partition function Z(P, β) =
(2pim/β)3N/2(βP )−(N+1) normalizes the distribu-
tion. This probability distribution is in the form of an
exponential family with (η1(θ), η2(θ)) = (β, βP ),
(Φ1(x),Φ2(x)) = (P2/2m,V ), h(x) = 1 and
A(θ) = log(Z(P, β)). Using the coordinates
(p, β), where p = βP , its FIM is (ds)2 =
(N + 1)(dp/p)2 + (3N/2)(dβ/β)2. The scalar cur-
vature of the resulting manifold is zero everywhere,
implying that it is a developable surface.
Known embedding: By defining a new pair of coordi-
nates (x, y) = (
√
1 +N log(p),
√
3N/2 log(β)) we have
a two dimensional Euclidean embedding. However, the
pairwise distance in this embedding is not given by D2sKL
and in fact it is not obtainable from any symmetrized
Rényi divergence [31].
IsKL isometrically embeds the ideal gas into (2+2)
dimensions. To determine the axis of projection ana-
lytically, note that the ideal gas law PV = N/β yields
the sufficient statistics 〈P2/2m〉 = N/β and 〈V 〉 = N/p.
Hence, the pairwise KL divergence between two distribu-
tions is
D2sKL(p1, p2, β1, β2)
= N(p1 − p2)
(
1
p1
− 1
p2
)
+N(β1 − β2)
(
1
β1
− 1
β2
)
.
(22)
Letting the centers of mass be 〈η〉 = 〈η〉 and 〈Φ〉 = 〈Φ〉,
the projection coordinates are given by
T±p (p) =
1
2
(
λp
(
p− 〈p〉)±Nλ−1p ( p−1 − 〈p−1〉))
T±β (β) =
1
2
(
λβ
(
β − 〈β〉)±Nλ−1β (β−1 − 〈β−1〉))
(23)
From Eq. 23, the coordinate pairs yield (T+k − C+k )2 −
(T−k − C−k )2 = r2, where k = {p, β}, r2 = N and C±k =
(1/2)
(− λk〈k〉 ±Nλ−1k 〈k−1〉) are constants that depend
on the sampling range. Therefore, the ideal gas manifold
is a four dimensional Minkowskian torus (topologically a
hyperboloid) with radii r1 = r2 =
√
N . Its projections
are illustrated in Fig. 3(b). Just as the 4D Euclidean
torus has zero curvature [32], so it does in Minkowski
space.
We can map our isKL embedding onto the known
embedding into R2 above. Roughly speaking, this
works because our torus is the Cartesian product of
two circles with zero Gaussian curvature. We are
thus able to provide a mapping to the Euclidean em-
bedding discussed by shifting the coordinates, T±k →
T±k − C±k and parameterizing the coordinate pairs as
(T+k , T
−
k ) = (
√
N cosh(φk),
√
N sinh(φk)), where φk =
FIG. 4. Model manifold for the three sided die is em-
bedded into (2+2) dimension with isKL embedding. a) The
three dimensional projection of the three sided die manifold
is colored according to the fairness parameter p1. Depicted
also is the coin toss submanifold in red. b) The manifold
projections are arranged based on the manifold widths. The
spacelike directions are color-coded in black while the timelike
directions are color-coded in red. The analytical expression
for each projection is given by Eq. (27). We have permu-
tation symmetry in (T+pi , T
−
pj ) coordinate pairs and reflection
symmetry along the p1 = p2 line (dotted line) in (T±pi , T
±
pj )
coordinate pairs.
(1/2) log(kλk/
√
N) and k ∈ {p, β}. This gives
(x, y) =
(√
1 +N
(
log
(√
N
λp
)
+ 2φp
)
,√
3N
2
(
log
(√
N
λβ
)
+ 2φβ
) (24)
where the ’circles’ have been unwound to straight lines
through the hyperbolic angle φk.
Fig. 3(a) shows the three dimensional projection of the
ideal gas manifold which is colored based on the inverse
temperature β. Discussion of the ideal gas is often accom-
panied by that of the thermodynamic cycles with which
it can be used to extract work from a heat bath. The
Carnot cycle, which is often considered to cost no en-
tropy, was recently shown [33] to have a sub-extensive
entropy cost proportional to the arc length of the cycle’s
path on the model manifold. This challenges Szilard’s
argument that information entropy and thermodynamic
entropy can be freely exchanged. The path of a Carnot
cycle is shown on the model manifold in Fig. 3(a).
C. The n-sided die
The n sided die is a model for a process with n out-
comes. It has a discrete probability distribution of n
states, with pi as the probability of the ith state. This
8distribution can be written as P (x|p) = ∏ni=1 p[x=i]i ,
where [x = i] is the Iverson bracket which evaluates to
1 if x = i, 0 otherwise and
∑n
i=1 pi = 1. The prob-
ability distribution can be written in the form of an
exponential family with ηi(θ) = log(pi/pn), Φi = [x],
h(x) = 1 and A(θ) = log(1 +
∑n−1
i=1 e
θi). Its FIM is
(ds)2 =
∑n
i=1(dpi)
2/pi.
Known embedding: Taking √pi as parameters instead
of pi gives an embedding onto a Hellinger n-sphere. This
implies that in the Hellinger embedding, the n sided die
manifold has both permutation and spherical symmetry.
Moreover, since this mapping is a universal cover of n-
sphere its scalar curvature must be positive [34]. For
example, the scalar curvature of a three sided die and a
four sided die are 1/2 and 2 respectively.
IsKL produces an embedding in (n−1)+(n−1) dimen-
sions. As 〈Φi〉 = pi, the pairwise KL divergence between
Pp and Pa is
D2sKL(p,a) =
n∑
i=1
(pi − ai) log
(
pi
ai
)
. (25)
By letting 〈ηi〉 = 〈ηi〉 and 〈Φi〉 = 〈Φi〉, the projection
coordinates are
T±k (p1, ..., pn−1)
=
1
2
(
λk
(
log
(
pk
pn
)
−
〈
log
(
pk
pn
)〉)
± 1
λk
(
pk − 〈p〉
))
(26)
where k = 1, ..., n−1 and pn = 1−
∑n−1
i=1 pi. As examples,
we consider three and four sided dice. IsKL gives (2+2)
and (3+3) dimensional embeddings in Minkowski space.
There are only two eigenvalues returned in both cases,
signalling the existence of symmetries in our embeddings.
With uniform sampling of the parameter space, for n = 3,
T
(k)
± (p1, p2) =
1
61/4
√
pi
log
(
pk
p3
)
± 61/4√pi
(
pk − 1
3
)
(27)
where k = 1, 2 and p3 = 1− p1 − p2. For n = 4,
T
(k)
± (p1, p2, p3)
=
1
51/4
√
3
4pi
log
(
pk
p4
)
± 51/4
√
4pi
3
(
pk − 1
4
) (28)
where k = 1, 2, 3 and p4 = 1− p1 − p2 − p3. Finally, the
projection coordinates for n = 2 (a coin toss) are
T
(2)
± (p) =
1√
2pi
log
(
p
1− p
)
±
√
2pi
(
p− 1
2
)
. (29)
As expected, comparing Eq. (29) with Eq. (20), the form
does not depend on the sampling choice while the con-
stant λp does. Fig. 4(b) shows the numerically calculated
manifold projections. The manifold is coloured based on
the fairness parameter p1. Unlike the Hellinger embed-
ding, the lack of spherical symmetry is manifest. We do
however see a permutation symmetry among pis and a
reflection symmetry along T±p1 = T
±
p2 in the (T
±
p1 , T
±
p2) co-
ordinate pairs. One can extract the sub-manifold of a
coin toss problem by restricting p2 = 0. This subman-
ifold is shown by the red line in Fig. 4(a). In general,
any discrete probability distribution is a subset of the n
sided die distribution, implying that other discrete ex-
ponential family distributions may have hidden low di-
mensional representation within the n sided die model
manifold.
D. Nonlinear least square models
Nonlinear least square models are ubiquitous in fitting
deterministic models to data with noise. These models
take the form of a nonlinear vector-valued function fi(θ)
predicting the value of experimental data points xi with
uncertainties σi. Their associated probability distribu-
tion is
P (x|θ) =
∏
i
1√
2piσ2i
exp
(
(fi(θ)− xi)2
2σ2i
)
. (30)
This probability distribution takes the form of an ex-
ponential family with ηi(θ) = fi(θ)/σi, Φ(xi) =
xi/σi, h(x) =
∑
i x
2
i /σ
2
i and A(θ) =
∑
i f
2
i (θ)/2σ
2
i −
log(2piσ2i )/2. Unlike the other models discussed, which
have the same number of natural parameters ηi(θ) and
model parameters θi, here the number of natural param-
eters is given by the number of data points being fit. The
FIM is given by J>βiJiα, where Jiα = ∂fi(θ)/∂θα is the
Jacobian.
Known embedding: Least-squares models with N data
points have a natural ‘prediction embedding’ into N -
dimensional Euclidean space with one coordinate per
data point xi given by the error-normalized model pre-
diction fi(θ)/σi. While the number of data points can be
much larger than the number of parameters, this embed-
ding remains valuable because the model predictions are
surprisingly often well approximated by low-dimensional,
flat model manifolds we call hyperribbons [2–4]. Hy-
perribbons have a hierarchy of manifold widths—like a
ribbon, their dimensions (length, width, thickness, . . . )
become geometrically smaller—yielding predictions that
depend mostly on the first few principal components.
Our least-squares model has N natural parameters, so
isKL will produce an embedding into an N + N dimen-
sional Minkowski space. Can we find one that makes
the time-like distances equal to zero, reproducing the N -
dimensional prediction embedding?
The symmetrized Kullback-Leibler divergence between
two models is indeed given by the Euclidean distance
between the two model predictions:
D2sKL(θ1,θ2) =
N∑
i=1
(fi(θ1)− fi(θ2))2
σ2i
. (31)
9FIG. 5. Model manifold for the muon lifetime, our
two-parameter least-squares model, evaluated at three time
points. The isKL embedding is confined to three Euclidean
dimensions, with the three time-like coordinates identically
zero. a) The manifold is colored with the muon lifetime θ.
The model manifold is bounded with four edges at θk = 0
and θk = ∞ and a tight fold along θ1 = θ2. Depicted also is
the experimental data point in red which is in close proximity
to the θ1 = θ2 boundary See [2, Fig. 1]. b) The manifold
projections of the muon lifetime model manifold are arranged
based on the manifold widths. The analytical expression for
each axis is given by Eq. 32.
This appears promising: the isKL distance is the same
as that of the prediction embedding above. Interestingly,
any Rényi divergence (such as the Bhattacharyya dis-
tance used by inPCA [11]) gives the same pairwise dis-
tance measure. Since 〈Φ(xi)〉 = fi(θ)/σ, the projection
coordinates are
T±i (θ) =
1
2σi
(
λ± 1
λ
)(
fi(θ)− 〈fi(θ)〉
)
(32)
By taking λ = 1 the time-like coordinates vanish and we
reproduce the N -dimensional prediction embedding.
Figure 5 shows this prediction embedding for the clas-
sical nonlinear least squares model of two exponential
decays, here in the context of a cosmic muon lifetime
experiment. Approximately half of muons generated by
cosmic ray collisions are negative muons which can be
captured by a proton of host nuclei. The effective neg-
ative muon lifetime 1/θ2 (including capture) is therefore
expected to be shorter than the decay-only lifetime of
positive muons 1/θ1. The model prediction for the num-
ber of muons surviving after some time N(t) is thus the
sum of two exponentials. Mathematically, we have
Nˆ(θ1, θ2, r, t) =
1
1 + r
(
re−θ1t + e−θ2t
)
(33)
where Nˆ(t) is the normalized number of muons and
r = Nµ+/Nµ− = 1.18± 0.12 is the ratio of incident posi-
tive muons to negative muons formed by the cosmic rays
[35]. Fig. 5 shows the muon lifetime model manifold via
FIG. 6. Viewing Heaven and Hell in Minkowski Space
— The Gaussian fit manifold is embedded into (2+2) dimen-
sion with isKL embedding. a) The three dimensional projec-
tion of the Gaussian fit manifold is decorated with Escher’s
art —Circle Limit IV which is also known as Heaven and Hell.
The submanifold of a least square model with a single Gaus-
sian distribution of fixed σ2 = 1 is depicted in green. b) The
manifold projections are depicted in a descending order based
on the manifold widths along the spacelike/timelike compo-
nents. The spacelike directions are color-coded in black while
the timelike directions are color-coded in red. The analytical
expression for each axis is given by Eq. (36). Reflection sym-
metry is illustrated with a dashed line along projections with
a µ/σ2 component.
the isKL embedding (identical to the prediction embed-
ding), with three sampled time points. The manifold is
colored based on the muon lifetime θ1. The projection
coordinates are Nˆ(ti)/σi. Since r ≈ 1, there is a tight
fold in the model manifold along θ1 = θ2. The experi-
mental data point is close to the manifold fold, implying
the negative muon capture event only leads to a slight
change in negative muon lifetime.
E. Gaussian fits to data
.
The Gaussian distribution is an exceptionally good
approximation for many physical problems and thus
serves as a good model to explore in the context
of manifold visualization. For example the distribu-
tion of women’s heights with mean height µ and vari-
ance in height σ2 in a country is fitted to a nor-
mal (Gaussian) distribution. The Gaussian distribu-
tion P (x|µ, σ) = (2piσ2)−1/2 exp(−(x − µ)2/2σ2) has
two parameters, the mean µ and the variance σ2. It
can be written in the form of an exponential family
with (η1(θ), η2(θ)) = (µ/σ2,−1/2σ2), (Φ1(x),Φ2(x)) =
(x, x2), h(x) = (2pi)−1/2 and A(θ1, θ2) = −θ21/4θ2 −
(1/2) log (−2θ2). Its FIM is given by (ds)2 = σ−2((dµ)2+
2(dσ)2).
Known embeddings: The Gaussian distribution FIM
has a close resemblance to the Poincare half plane met-
ric (ds)2 = y−2((dx)2 + (dy)2) both of which have a
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FIG. 7. Two dimensional Ising Model isKL embedding is used to illustrate the geometric structure of statistical models
with a phase transition. The Ising model manifold is embedded into (2+2) dimensions. a) The three dimensional projection
of the Ising model manifold is colored based on the external magnetic field h. For β > βc, there is an opening on the manifold
due to the spontaneous magnetization. The two arms illustrated correspond to magnetization M(β, h) = ±1 with β > βc are
lightlike. The values of Ising average energy E and magnetization M used were estimated from simulations with n = 128× 128
spins. The exact solution at zero field is depicted by the black line. b) The Ising model manifold projections are shown in a
descending order based on the manifold widths along the spacelike/timelike directions. The spacelike direction are color-coded
in black while the timelike directions are color-coded in red. The analytical expression for each axis of projection is given by
Eq. (40). Reflection symmetry is illustrated with a dotted line along projections with a external magnetic field h component.
constant negative scalar curvature: -1/2 and -2, respec-
tively. In differential geometry, it is known [36] that the
Poincaré half plane has an isometric canonical embedding
into (2+1) dimensional Minkowski space and takes the
form of an imaginary sphere with radius squared equal to
minus one. By rescaling, the corresponding embedding
for the Gaussian fit manifold is therefore an imaginary
sphere of radius squared equal to -2. Its spacelike com-
ponents are given by X+1 (µ, σ) = (µ
2 + 2σ2 + 2)/2
√
2σ2,
X+2 (µ, σ) = µ/σ and its timelike component is given by
X−3 (µ, σ) = (µ
2 + 2σ2 − 2)/(2√2σ2). The pairwise dis-
tance which generates such an embedding is therefore
D2(µ1, σ1, µ2, σ2) =
(µ1 − µ2)2 + 2(σ1 − σ2)2
2σ1σ2
(34)
However, there is no obvious way of writing Eq. (34) in
terms of P (x|µ, σ).
With the isKL embedding, the Gaussian distribution
can be isometrically embedded into (2+2) dimensions.
As 〈Φ1(x)〉 = µ and 〈Φ2(x)〉 = µ2 + σ2, the pairwise
distance is given by
D2sKL(µ1, µ2, σ
2
1 , σ
2
2) =
(
µ1
σ21
− µ2
σ22
)
(µ1 − µ2)
−1
2
(
1
σ21
− 1
σ22
)(
µ21 + σ
2
1 − µ22 − σ22
)
(35)
Letting 〈η〉 = 〈η〉 and 〈Φ〉 = 〈Φ〉, the coordinates are
given by
T±odd(µ, σ
2) =
1
2
(
λodd
(
µ
σ2
−
〈
µ
σ2
〉)
± 1
λodd
(
µ− 〈µ〉))
T±even(µ, σ
2) =
1
2
(
λeven
(
1
σ2
−
〈
1
σ2
〉)
± 1
λeven
(
µ2 + σ2 − 〈µ2 + σ2〉)). (36)
Upon closer inspection, the coordinate pairs can be
written as
(T+odd − C+odd)2 − (T−odd − C−odd)2
− (T+even − C+even)2 + (T−even − C−even)2 = 1
(37)
where C± are constants. This suggests the isKL em-
bedding is a 4 dimensional hyperboloid in Minkowski
space. To get a good pictorial sense of how the proba-
bility distributions are arranged, we embedded ’Heaven
and Hell’ (Escher’s Circle Limit IV 1960- depicting
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a Poincare disk) in Minkowski space via our isKL
embedding. Fig. 6(a) shows the three dimensional
projection of the manifold and in Fig. 6(b), the manifold
projections along the spacelike (black) and timelike
(red) axes are to scale and accurately capture the
manifold widths. The probabilistic manifold projection
along (µ/σ2,−1/2σ2), (µ/σ2,−1/2σ2), (−1/2σ2, µ/σ2)
and (−1/2σ2, µ/σ2) components exhibit a reflection
symmetry about µ = 0, manifesting the even parity
coordinates. Moreover, the bats become stretched as
σ2 → 0, along the projected edge of the Poincaré disk.
The submanifold of a least square model with a single
Gaussian distribution of fixed σ2 = 1 from Sec. II in
shown in green
F. 2D Ising model
Most statistical mechanics models form exponential
families, and of particular interest is the behavior of their
model manifolds near phase transitions. Here we show
how the two dimensional Ising model manifold is em-
bedded using our method. The Ising model is a model
of magnetism comprised of a lattice of n spins that can
take the values ±1, “pointing up” or “pointing down.” At
temperature β−1 and in an external magnetic field H,
the probability of observing a particular configuration
s = (s1, . . . , sn) of the spins is given by the Boltzmann
distribution
P (s|β, h) = exp (β
∑
〈ij〉 sisj + h
∑
i si)
Z(β, h)
(38)
where h = βH, 〈ij〉 denotes a sum over neighbour-
ing sites, and the partition function Z(β, h) normal-
izes the distribution. The Ising model is an exponen-
tial family with (η1(θ), η2(θ)) = (β, h), (Φ1(s),Φ2(s)) =
(
∑
〈ij〉 sisj ,
∑
i si), h(s) = 1, and A(θ) = − logZ. The
Fisher information metric is given by the mixed partial
derivatives gij = ∂i∂j logZ with i, j ∈ {β, h}.
Known embeddings: The Hellinger embedding of the
Ising model manifold is 2n dimensional. The curse of
dimensionality manifests through an increase of ‘wrap-
ping’ around the unit hypersphere as the number of spins
increases, rendering low dimensional projections increas-
ingly useless for visualization [4]. The ‘wrapping’ phe-
nomenon can be ameliorated by using the InPCA em-
bedding. Though InPCA still embeds the Ising model
manifold in a high dimensional Minkowski space, the
length scales of adjacent principal components are well-
separated.
IsKL embeds the Ising model manifold into (2+2) di-
mensions. Not only is the curse of dimensionality broken,
the Ising model manifold is embedded into finite dimen-
sional Minkowski space. The expectation values of the
sufficient statistics can be related directly to the Ising av-
erage energy E and magnetization M by (〈Φ1〉, 〈Φ2〉) =
(HM − E,M). The pairwise distance is then
D2sKL(β1, β2, h1, h2) = (β2 − β1)(M2h2/β2 − E2 −M1h1/β1 + E1) + (h2 − h1)(M2 −M1) (39)
The Ising model manifold is centered at the critical point
(β, h) = (βc, 0) with the projection coordinates being
T±β =
1
2
(
λβ(β − βc)± 1
λβ
(Mh/β − E + Ec)
)
T±h =
1
2
(
λhh± 1
λh
M
) (40)
where Ec is the average energy at the critical point. Fig. 7
shows the isKL embedding of the 2D Ising manifold with
E andM estimated from Monte Carlo simulations at n =
128×128 spins using a rejection-free variant of the Wolff
algorithm in an external field [37]. The exact solution for
the zero field is included in the embedding as well and
is illustrated with a black line [38, 39] For completeness
we also show all the manifold projections. The first and
third principal components are field like directions and
the 2nd and the 4th components are temperature like
directions. Reflection symmetry along H = 0 is depicted
with a dotted line. This observation is further highlighted
by having the Ising model manifold colored based on the
external magnetic field h.
At the critical point there is an opening that corre-
sponds to the growing spontaneous magnetization. This
resolves a serious-seeming problem with any embedding
based on the Fisher information metric. The FIM can
be written in terms of the free energy, and the free en-
ergies for the two zero-field branches ±M(T ) agree: the
two magnetizations are zero distance apart, even though
they manifestly are far apart in probability space. Any
Euclidean embedding will place them at the same point.
The embedding in Minkowski space resolves this: the
zero distributional distance manifests itself in a large,
physically sensible opening in the embedding, along a line
of light-like separation. This highlights the crucial role
of timelike coordinates in qualitatively differentiating un-
like systems that have the same free energy. This is not
the whole story of lightlike separations, however: the two
arms highlighted at large β in Fig. 7 are also light-like.
These have a more conventional interpretation: for suffi-
ciently high field the configuration with all spins in the
direction of the field becomes the most probable, and the
resulting distributions are difficult to distinguish. IsKL
spreads these points out as well.
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FIG. 8. The Cauchy distribution is considered to exemplify the rough equivalence of the isKL embedding with various
other Minkowski embeddings for visualizing non exponential family distributions. a) The three dimensional projection of the
Cauchy distribution manifold is shown on the left. To compare it with the Gaussian fits manifold, we have colored the Cauchy
manifold with Escher’s art - Circle Limit IV. Here, the bat shapes are well preserved as compared to Fig. 6. The first 5 manifold
projections are shown on the right in a descending order based on the manifold widths along the (m,n) principal components.
b) Squared principal length of intensive embedding with different symmetrized Rényi divergences for the Cauchy manifold.
Here, we observe a geometrically decreasing manifold widths that spans many decades for all αs.
The connection between phase transitions and differen-
tial geometry has been widely investigated [40–43]. Re-
searchers have argued that the scalar curvature R can
be viewed as a measurement of interactions and that the
divergence of the scalar curvature signals a phase tran-
sition. The leading singularity in the scalar curvature of
the 2D Ising model manifold as the critical point is ap-
proached can be computed from the metric above and the
asymptotic scaling form− logZ ' t2F(ht−15/8)+t2 log t2
for t = βc − β to be R ∼ −t−2/ log(t2). For small β − βc
R diverges. Near the critical point one might expect to
see a cusp as a result. Instead, there is an opening near
the critical point in our embedding, and the surrounding
manifold looks smooth. The identification of each point
along the opening with an opposing point suggests that
we may have disguised the cusp in our embedding by
‘cutting’ the manifold with lightlike displacements, the
way one might remove the point of a cone by cutting up
the side. The connection between the geometry of our
manifold and the singularity of its scalar curvature will
be further explored in future work.
VI. NON-EXPONENTIAL FAMILIES : CAUCHY
DISTRIBUTION
The success of the isKL embedding in obtaining an
analytical expression for each coordinate is special to ex-
ponential family distributions. As an example of a non-
exponential family, we consider the long tailed Cauchy
distribution,
P (x|x0, γ) = γ
pi(γ2 + (x− x0)2) . (41)
Interestingly, its FIM, (ds)2 = (2γ2)−1((dx0)2 + (dγ)2)
has a constant negative scalar curvature just as the Gaus-
sian fit in Sec. IV (b). In fact, there is a deeper con-
nection between the Gaussian and Cauchy distributions:
they both belong to the location scale family distribu-
tions f(x) = c−1f((x − δ)/c) where δ is the location
parameter, and c is the scale parameter. It is known
any location scale distribution has a constant negative
curvature [44]. That the Gaussian and Cauchy distribu-
tions share this property but are distinct indicates that
locally isometric is not enough to distinguish them. This
demands the use of a global distance as an additional
measure to characterize the model manifold. We embed
the Cauchy distribution manifold using the isKL embed-
ding with the distance measure [45], which gives
D2sKL(x1, γ1, x2, γ2) = 2 log
(
(γ1 + γ2)
2 + (x1 − x2)2
4γ1γ2
)
(42)
Interestingly, the isKL embedding returns an Euclidean
embedding for the Cauchy manifold (Fig. 8), to the num-
ber of components we have explored. To compare it with
the Gaussian fits manifold, we have colored the Cauchy
manifold with Escher’s art — Circle Limit IV as well.
Here, we observe well preserved bat shapes as compared
to Fig. 6. Strikingly, not only this is also true for any
symmetrized Rényi choices as shown in Fig. 8 (b), the
projections obtained from different symmetrized Rényi
choices appears to be virtually the same. Thus D2sKL
is not obviously better than other intensive Rényi diver-
gences for models not in exponential families.
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VII. SUMMARY
In this paper, we demonstrate that any N parameter
probabilistic model that takes the form of an exponential
family can be embedded isometrically into a low dimen-
sional (N + N) Minkowski space via the isKL embed-
ding technique. This is done by using the symmetrized
Kullback-Leibler divergence (sKL) as the pairwise dis-
tance between model predictions. This could potentially
be used to determine the number of parameters needed to
describe an experiment or a simulation should the under-
lying distribution belongs to the exponential family. To
illustrate how the isKL embedding technique can be used
to visualize the exponential family probabilistic manifold
in a simple and tractable way, we consider the Bernoulli
(coin toss) problem, the ideal gas, the n sided die, the
nonlinear least square models, Gaussian fits to data, and
the two dimensional Ising model. Additionally, we use
the non-exponential Cauchy distribution to illustrate the
importance of preserving both global and local structures
in embeddings.
Appendix A: Replica Zero Limit of f Divergence
To visualize the underlying geometry of probabilistic
model data, a distance measure in probability space is
needed. In this appendix, we will generalize the limit of
zero data procedure in obtaining an intensive distance
measure to a family of divergences, specifically from f
divergence to Rényi divergence. f divergence measures
the difference between two probability distribution P and
Q with a convex function f such that f(1) = 0 and takes
the form
Df (P,Q) =
∫
f
(
p(x)
q(x)
)
q(x)dµ(x) (A1)
By assuming f is analytic [46], we can Taylor expand it
about x = 1, f(x) =
∑∞
m=0
1
m!f
(m)(1)(x− 1)m. Thus, f
divergence takes the form
Df (P,Q) =
∫
f
(
p(x)
q(x)
)
q(x)dx
=
∞∑
m=0
∫
1
m!
f (m)(1)
(
p(x)
q(x)
− 1
)m
q(x)dx
=
∞∑
m=0
1
m!
f (m)(1)χm1,q(P,Q)
(A2)
where
χm1,q(P,Q) =
∫
(p(x)− q(x))m
qm−1(x)
dx (A3)
is the χk-divergence with parameter 1 . Expanding the
polynomial and simplifying,
χm1,q(P,Q) =
∫ m∑
k=0
(
m
k
)
(−1)m−kq1−k(x)pk(x)dx
=
m∑
k=0
(
m
k
)
(−1)m−k
∫
q1−k(x)pk(x)dx
(A4)
Suppose we increase the number of data sample by N
which amounts to having N -replicated system,
χm1,q(PN , QN ) =
m∑
k=0
(
m
k
)
(−1)m−k
(∫
. . .
∫
q1−k(x1, ..xN )pk(x1, ..., xN )dx1 . . . dxN
)
∣∣∣∣ Since p(x1, ..., xN ) = N∏
i=1
p(xi) and q(x1, ..., xN ) =
N∏
i=1
q(xi)
=
m∑
k=0
(
m
k
)
(−1)m−k
(∫
q1−k(x)pk(x)dx
)N
=
m∑
k=0
(
m
k
)
(−1)m−k
[(∫
q1−k(x)pk(x)dx
)N
− 1
]
+
m∑
k=0
(
m
k
)
(−1)m−k
∣∣∣∣ Note that (1− x)n = ∞∑
n=0
(
n
k
)
(−x)n, so
m∑
k=0
(
m
k
)
(−1)m−k = 0.
=
m∑
k=0
(
m
k
)
(−1)m−k
[(∫
q1−k(x)pk(x)dx
)N
− 1
]
(A5)
Upon closer inspection, each χm term contains parti- tion function like terms
( ∫
q1−kpkdx
)N that is known
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as Hellinger divergence of order k that increase geomet-
rically with N . Upon sending N continuously to zero, we
have
lim
N→0
χm1,q(PN , QN )
N
=
m∑
k=0
(
m
k
)
(−1)m−k log
(∫
q1−k(x)pk(x)dx
) (A6)
As Dα(P,Q) = 1α−1 log
( ∫
pαq1−αdx
)
is the Rényi diver-
gence,
lim
N→0
χm1,q(PN , QN )
N
=
m∑
k=0
(
m
k
)
(−1)m−k(k − 1)Dk(P,Q)
(A7)
Thus for any f divergences,
lim
N→0
Df (PN , QN )
N
=
∞∑
m=1
m∑
k=0
f (m)(1)
m!
(
m
k
)
(−1)m−k(k − 1)Dk(P,Q)
(A8)
Appendix B: Connections to Principal Component
Analysis (PCA) and Multidimensional Scaling
(MDS)
The interested reader will note a connection to both
Principal Component Analysis (PCA) [47] and Multi-
dimentional Scaling (MDS) [48]. Principal component
analysis uses the isometries of Euclidean space to opti-
mally display data in a space of many dimensions. PCA
translates the data to center it, then uses singular value
decomposition to rotate and diagonalize the ‘moment of
inertia’ tensor of the data set. The data remains many di-
mensional, but PCA allows one to examine the directions
for which the data varies the most. The principal compo-
nents are the orthogonal directions which best describe
the data set – minimizing the sum of squared distances
of the remaining data from an approximation restricted
to the subspace they span.
Multidimensional scaling generalizes these ideas to sit-
uations where the data vectors are not known, but some
measure of the pairwise distance is available. MDS gen-
erates an isometric embedding maintaining the pairwise
distances, usually in a vector space of dimension equal
to the number of data points. Again, this manifold
can rotate or translate for a given system depending on
the sampling used. Indeed, the eigensystem solved in
MDS often has negative eigenvalues [49–51] correspond-
ing to time-like coordinates, and changing the sampling
can also induce Lorentz boosts. MDS, using the sym-
metrized Kullback-Leibler divergence D2sKL as the pair-
wise distance, in fact produces an isKL embedding [52].
Our main result (Eq. (13)) implies that MDS applied
with D2sKL to high-dimensional data produced by an N -
parameter exponential family will embed its predictions
in a much smaller space, with only N space-like and N
time-like non-zero coordinates. Furthermore, the result-
ing manifold will be given by the explicit isKL embedding
of Eq. 13 up to isometries.
We can now establish a connection with the Multi-
dimensional Scaling (MDS) technique. Given n sam-
pled points from the parameter space, MDS generates
an embedding whose ith projection is given by
√
Λivi,
where Λi and vi are the eigenvalue and eigenvector
of the double mean centered pairwise distance matrix,
D2c = −(1/2)PD2P , where Pi,j = 1/n − δi,j and D2 is
the pairwise distance matrix. Writing out the matrix ex-
plicitly, we have (D2c )i,j = − 12
(
D2i,j +
1
n2
∑
k,k′ D
2
k,k′ −
1
n
∑
k(D
2
i,k +D
2
k,j)
)
. We will solve for the eigensolutions
in a more general setting by taking a continuous sampling
limit. This yields an integral eigenvalue problem,∫
D2c (θ, θ˜)v(θ)dµ(θ) = Λv(θ˜), (B1)
with
D2c (θ, θ˜) = −
1
2
(
D2(θ, θ˜)−
∫
D2(θ, ξ)dµ(ξ)−
∫
D2(ξ, θ˜)dµ(ξ) +
∫∫
D2(θ, θ˜)dµ(θ)dµ(θ˜)
)
(B2)
where dµ(θ) is the sampling measure, v is the eigenfun-
tion and Λ is the eigenvalue. One can recover MDS by
having a discrete measure µ(θ) =
∑
x cxδx(θ)dθ, where
δx(θ) is the Dirac measure. For D2sKL, the double mean
centered distance measure takes the form
D2c (θ, θ˜) =
1
2
∑
i
((
ηi(θ˜)− ηi
)(
〈Φi〉θ − 〈Φi〉
)
+ (ηi(θ)− ηi)
(
〈Φi〉θ˜ − 〈Φi〉
))
(B3)
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where
∫
ηi(θ)dµ(θ) = ηi and
∫ 〈Φi〉θdµ(θ) = 〈Φi〉. It turns out the coordinates Si and Ti discussed in Sec. IV
Si(θ) = 1
2
(
λi (ηi(θ)− ηi) + 1
λi
(
〈Φi〉θ − 〈Φi〉
))
Ti(θ) = 1
2
(
λi (ηi(θ)− ηi)− 1
λi
(
〈Φi〉θ − 〈Φi〉
)) (B4)
where λ2i =
√
Var(〈Φi〉)/Var(ηi) are indeed the solutions
to Eq. (B1), with the ith eigenvalue pairs being Λ±i =
1
2 (Cov(ηi, 〈Φi〉)±
√
Var(ηi)Var(〈Φi〉)). Here we will prove
it as follows
∫
Dc(θ.θ˜)
1
2
(
λi (ηi(θ)− ηi)±
1
λi
(
〈Φi〉θ − 〈Φi〉
))
dµ(θ)∣∣∣∣ Letting ∫ ηi(θ)〈Φi〉θdµ(θ) = 〈Φi〉ηi, ∫ η2i (θ)dµ(θ) = η2i and ∫ 〈Φi〉2θdµ(θ) = 〈Φ2i 〉
=
1
4
(
λi
(
ηi(θ˜)− ηi)
)(
〈Φi〉ηi − 〈Φi〉 · ηi
)
+ λi
(
〈Φi〉θ˜ − 〈Φi〉
)(
η2i − ηi2
))
± 1
4
(
1
λi
(
ηi(θ˜)− ηi)
)(
〈Φ2i 〉 − 〈Φi〉
2
)
+
1
λi
(
〈Φi〉θ˜ − 〈Φi〉
)(
〈Φi〉ηi − 〈Φi〉 · ηi
))
∣∣∣∣ Rewriting 〈Φi〉ηi − 〈Φi〉 · ηi = Cov(ηi, 〈Φi〉), η2i − ηi2 = Var(ηi) and 〈Φ2i 〉 − 〈Φi〉2 = Var(〈Φi〉)
=
1
4
(
Cov(ηi, 〈Φi〉)± 1
λ2i
Var(〈Φi〉)
)
λi
(
ηi(θ˜)− η
)
± 1
4
(
Cov(ηi, 〈Φi〉)± λ2iVar(ηi)
) 1
λi
(
〈Φi〉θ˜ − 〈Φi〉
)
∣∣∣∣ Since λ2i = √Var(〈Φi〉)/Var(ηi)
=
1
2
(
Cov(ηi, 〈Φi〉)±
√
Var(ηi)Var(〈Φi〉)
) 1
2
(
λi
(
ηi(θ˜)− ηi
)
± 1
λi
(
〈Φi〉θ˜ − 〈Φi〉
))
(B5)
As promised, Si(θ) and Ti(θ) are indeed the solutions to
Eq. (B1) with eigenvalues
Λ±i =
1
2
(
Cov(ηi, 〈Φi〉)±
√
Var(ηi)Var(〈Φi〉)
)
. (B6)
In general, when the eigenvalues are degenerate, the
axis of projections are free to rotate within the degen-
erate spacelike and timelike subspaces, depending on
dµ. Hence, the solution will be a linear combination
of the degenerate coordinates described in Eq. (B1), i.e.
S ′(θ) = ∑k αkSk(θ) and T ′(θ) = ∑k βkTk(θ) where∑
k α
2
k = 1 and
∑
k β
2
k = 1 and the index k runs over
coordinates that share the same eigenvalue. In all our
examples except the generalized die, symmetry keeps ro-
tations from mixing directions and the projection coor-
dinates can be calculated from Eq. (B1) regardless of
degeneracy.
Appendix C: Coin Toss and inPCA: The Bernoulli
Problem model manifold embedded with the
Bhattacharyya distance
In the Bernoulli problem, the inPCA embedding is
given by the following pairwise distance
d2(θ1, θ2) = log(cos(θ1 − θ2)) (C1)
To find the embedding, we need to solve the eigenvalue
problem discussed in Sec. B. As the double mean cen-
tering matrix P gives rotation and boost transformation
to the coordinatess, for simplicity we proceed our calcu-
lation for each projection with just our distance function
as an infinite matrix, acting on continuous variables φ
and θ: log cos(φ− θ). This implies the evaluation of the
following eigenvalue problem:∫ pi/2
0
log cos(φ− θ)vα(θ)dθ = λαvα(φ) (C2)
where vα(φ) are the eigenfunctions with the core-
sponding eigenvalues λα. We solve this numerically
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FIG. 9. A-F. Normalized projection of coin toss manifold onto the first 6 principal axes. The dashed line is the numerical
approximation of the analytical expressions given in Eq. B6 and Eq. B7 with N = 2000
by expanding the pairwise distance function in terms
of Chebyshev polynomials: d2(θ, φ) = − log(2) +∑∞
k=1
(−1)k+1
k cos(2k(θ−φ)) and assuming that the eigen-
function vα(θ) is odd with respect to θ = pi/4 and can be
expanded as Fourier series:
∑∞
k=1 bk sin(k(θ− pi4 )). Thus
we have
∞∑
k,m=1
(−1)k+1 bm
k
F (φ) = λα
∞∑
k=1
bk sin(k(θ − pi
4
)) (C3)
with F (φ) =
∫ pi/2
0
dθ cos(2k(θ−φ)) sin(m(θ− pi4 )), where
As F (φ) only produces terms containing sin(2k(φ − pi4 ))
and cos(2k(φ − pi4 )) for all values of m ∈ Z+, it is thus
natural to conjecture that the Fourier series expansion
must have its coefficient b2k+1 = 0. Hence,
vα(θ) =
∞∑
k=1
b2k sin(2k(θ − pi
4
)) (C4)
With this assumption, the eigenvalue equation simpli-
fies into matching the coefficient of each Fourier mode
sin(2k(φ− pi/4)):
∞∑
m=1
ξ(k,m)b2m = λαb2k (C5)
or more succinctly, ξ~b = λα~b where ~b =
(b2, b4, ..., b2N , ...). The matrix ξ(k,m) is computed
via F (φ) to be
ξ(k,m) =
{
(−1)k+1
k
pi
4 (m = k)
(−1)k+1
k
1
m2−k2 (k cos(
kpi
2 ) sin(
mpi
2 )−m cos(mpi2 ) sin(kpi2 )) (m 6= k)
(C6)
For even eigenfunctions vα(θ) =
∑∞
k=0 ck cos(k(θ −
pi/4)), the argument is almost identical, except we now
have an extra contribution from the constant c0 term
which needs to be handled separately. Going through
the same derivation, we again have the matrix eigenvalue
equation, i.e. η~c = λα~c, where ~c = (c0, c2, ..., c2N ) and
we have
η(k, n) =

−pi2 log(2) (n = k = 0)
− log(2) sin(npi2 ) (k = 0, n ≥ 1)
(−1)k+1
k2 sin(
kpi
2 ) (k ≥ 1, n = 0)
(−1)k+1
k
pi
4 (k = n ≥ 1)
(−1)k+1
k
1
n2−k2 (n cos(
kpi
2 ) sin(
npi
2 )− k cos(npi2 ) sin(kpi2 )) (n ≥ 1, k ≥ 1, n 6= k)
(C7)
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One could get numerical approximation for the analyt-
ical calculation above by taking η and ξ to be finite-
dimensional matrix N × N , where N  1 as shown in
Fig. 9 .
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