ABSTRACT Tracking-by-detection for visual object tracking is the most popular and successful framework at present. It treats the tracking problem as a classification task and learns information about the target from each tracking result online. Accurate model learning of the classifier requires numerous positive samples. However, it is difficult to obtain numerous positive training samples at the beginning of visual tracking. In this paper, we propose a novel comparative object similarity learning method to strengthen the training samples set. The core of our approach is that the comparative object similarity information between the candidate objects is taken into account when training classifiers. In addition, the classifier model is updated with the image information of the target to be predicted by further exploring the temporal context between successive image frames. According to the Bayesian inference theorem, the tracking results, which are estimated from the posterior probability distribution of target, are more accurate. We implement two versions of the proposed tracker with the representations from both conventional hand-crafted and deep convolution neural networksbased features to validate the effectiveness of the algorithm. The quantitative and qualitative experimental results demonstrate that the proposed method performs superiorly against several state-of-the-art algorithms on large-scale challenging benchmark datasets.
I. INTRODUCTION
Visual tracking is one of the most active research topics in recent years and has been applied in a wide range of applications such as surveillance, augmented reality, and humancomputer interaction, to name a few. The problem has been studied for several decades and the performance of visual trackers is being significantly improved in terms of accuracy, robustness and running speed. However, it is still a challenging task to construct a generic object tracker due to the complicated factors such as illumination variation, scale changes, partial occlusions, background clutters and so on.
To solve this tough problem, researchers devote themselves to improving the robustness of tracker in two ways. One way is to study a robust tracking algorithm which can be designed as either generative [1] - [4] or discriminative [5] - [18] based on their appearance models. A generative
The associate editor coordinating the review of this manuscript and approving it for publication was Tomasz Trzcinski. model based tracker seeks to learn an effective appearance model to represent the target and searches for image patches with the best matching scores as the tracked target. Discriminative model based trackers treat the visual tracking as a binary classification problem and try to find the optimal decision boundary between the target image patch and the background. The other way is to exploit effective target representation based on the rich features [19] - [25] from convolutional neural networks (CNNs) for robust visual tracking. These algorithms improve the performance of tracking arbitrary object significantly from different aspects.
A framework for visual tracking which has become the most popular and successful framework recently is trackingby-detection. It explicitly treats the visual tracking as a detection task and learns information about the tracking target from each tracking result. During tracking, a number of candidate image patches are extracted in a local region around the estimation from the previous frame. They are scored by a discriminative classifier maintained online and one of them with the maximum classification score is selected as the target. Then, the classifier is updated using a training set of positive or negative samples which are generated by some predefined rules. There are many classification algorithms used in this framework, such as online boosting [26] , support vector machine [12] , [27] , to name a few. Masnadi-Shirazi and Vasconcelos [28] shows that learning a robust classifier requires numerous positive samples. Different from object detection, it is difficult to extract a large number of positive and negative samples from an image frame given a bounding box covering the target only, and the issue is often not discussed in the literature. The distance of a sample from the estimated target location is most commonly used rule [26] to decide whether a sample should be labeled positive or negative. The one sampled from near the target is labeled positive, while the other far away from the target location is labeled negative.
Although this rule is used widely, there is not a clear criterion to select the distance. This uncertain way could cause many issues. Firstly, the objective for classifier is to obtain the optimal decision boundary to distinguish the target object from its surrounding background, but there are only a few positive training samples at the beginning of the tracking. Secondly, the image patches sampled from the region closer to the target should be more similar to the tracking object than the image patches sampled further away, but they are labeled the same. The uncertainty of the training samples would cause the model confusion and degrade the discriminative power of the classifier. Slight inaccuracies in detection would affect the classifier learning or vice versa. Ultimately, it would lead to target tracking failure.
FIGURE 1.
Tracking-by-detection framework based visual tracking, an illustration of how most tracking by detection trackers work. The image patch covered by the green rectangle boxes denotes the target object, and the image patches covered by the red and blue rectangle boxes stand for the negative and candidate samples, respectively.
So far the relative literatures on visual object tracking show that tracking-by-detection based trackers follow the framework as illustrated in Fig.1 . In image frame t, when obtaining the estimation of the target position, the classifier was updated using the observations from initial image frame to current frame (frame t), and then to estimate the target position in the next image frame (frame t + 1). In other words, when predicting the position of the tracking object in image frame t + 1, the observation information of image frame t + 1 is not taken into account. In light of Bayesian Inference Theorem, only the prior position estimation of the tracking target was obtained using this conventional classifier learning strategy. The classifier was training incorporating the image frame t + 1 observation information, the accuracy of the tracking results could be improved.
In this paper, we consider the problems mentioned above and propose a comparative object similarity learning based robust visual tracking (CSL). The main contributions of our work can be summarized as follows:
Firstly, we develop a comparative object similarity strategy to help training the classifier for visual object tracking with few positive training examples. It can increase the numbers of training samples and alleviate the uncertainty of them.
Secondly, we establish a model update strategy to incorporate observation information of the current frame in which the tracking object is to be detected. In light of Bayesian theorem, we obtain tracking object estimated from the posterior probability distribution of target position, which is more accurate than the tracking results estimated from prior probability distribution.
Thirdly, we implement experiments with both conventional features based version CSL and Deep CNNs based version DeepCSL. Extensive experiment results demonstrate that our tracker performs superiorly against several state-of-the-art trackers on large-scale benchmark datasets [3] , [4] .
II. RELATED WORK
Visual object tracking has been widely studied extensively with numerous applications over the past decades. In this section, we only elaborate a brief review closely related to this work: (i) Tracking-by-Detection and (ii) Bayesian Inference Theorem. For more comprehensive literature reviews, we refer the readers to [29] , [30] .
A. TRACKING-BY-DETECTION
Visual object tracking can be regard as a task of detecting the target in each image frame, where classifiers are trained and updated online to select the image patch with best scores as the target. In order to deal with the inherent sampling ambiguity of training set mentioned above, considerable efforts have been made and many tracking-by-detection based trackers have been proposed to improve the performance of the trackers. Avidan [27] proposed support vector tracker utilizing an off-line trained SVM in an optical flow. Babenko et al. [31] proposed multiple-instance learning (MIL) algorithm, which avoided the hard-labeling process and improved the classifier's robustness by computing the statistical distribution of the existing samples with back and forth. For the scenarios where the object leaves the field of view completely, Grabner et al. [26] proposed a semi-supervised learning algorithm. Going even further, Hare et al. [12] proposed a multi a structured output SVM based tracking algorithm named Struck, which explicitly learns a prediction function VOLUME 7, 2019 to directly estimate the object transformation between frames in the output space. Instead of learning one classifier only, Zhang et al. [32] proposed a multi-expert restoration scheme to address the model drift problem. The core idea of these trackers pays great attentions on how to adaptively update the classifiers to increase the robustness of the discriminative model. We solve the sample ambiguity problem by using an effective sample extraction approach, where the training samples set is composed of the binary samples and similarity sample pairs between image patches.
Since 2010, Bolme et al. [33] introduced the Correlation Filters (CF) into the visual tracking field and put forward Minimum Output Sum of Squared Error (MOSSE) filter. By degenerating all the necessary convolution computations in the time domain to elementary additions and multiplications in the frequency domain, MOSSE achieved a stateof-the-art performance on the tracking benchmark [3] with a speed reaching 600 frames per second (fps). CF based tracking algorithms have been popularized in the tracking community. Heriques et al. [13] proposed CSK tracker which exploited a dense sampling training patterns generated by the circular shifts of a given image patch. The CSK algorithm was built on illumination intensity features. Subsequently, it was improved by well-engineered features such as multi-channel features (HOG features) in the KCF [14] and more complex color features (color attributes) in CN [15] . CF based trackers were inherently confined to the problems of scale estimation of the target and learning a rigid template. Li and Zhu [16] figured out the fast scale estimation problem using a multiresolution extension of a kernelized correlation translation filter (SAMF). Contrary to [16] , Danelljan et al. [17] proposed a method that directly learned the appearance changes induced by scale variations. CSR-DCF [10] based on color histogram was proposed in which the channel and spatial reliability concepts were introduced. The HOG features is insensitive to motion blur and illumination changes while the CN features is great robust to deformation. Combining the advantages of HOG and CN features, Bertinetto et al. [34] proposed Staple, which performed favorably against stateof-the-art methods on multiple benchmarks while it runs at speed 90 fps.
How to design an effective target representation method is of great importance for object tracking. Significant advances of CNNs on semantic segmentation [35] and visual tracking problems have been witnessed in recent years [19] - [22] . The performance of trackers employing the rich hierarchical CNNs features instead of conventional handcrafted features can be boosted a lot. M. Danelljan et al. proposed DeepSRECF [24] which concatenated features from different layers of a pertained CNNs into correlation filter, and the CCOT [25] and ECOT [36] trackers which are constructed based on continuous convolution filters. L. Wang et al.proposed FCNT [37] which borrowed feature selection from regression network to introduce deep features in tracking. RASNET [38] incorporates diverse attention mechanisms embedded in an end-to-end Siamese network. In our work, we exploit to combine different convolution layers features to fuse spatial and semantic information.
The trackers mentioned above use established learning algorithms such as support vector machine (SVM), robust loss functions, semi-supervised learning, multiple-instance learning, correlation filters, and CNNs based target representation to improve the performance. They do not make full use of the relative information hidden in the adjacent training samples. Like other works in tracking-by-detection methods, our approach focuses on the appearance model and tries to improve the discriminative power of the classifier by allowing the similarity of the training samples.
B. BAYESIAN INFERENCE
Bayesian inference means starting with a global probability distribution for all relevant variables, then deriving the conditional distribution of the some variables given the observations and the values of certain variables. Recent studies [18] , [29] have shown that visual tracking can be considered as a kind of statistical inference problem, which calculate the current location of the object given noisy observations. Results are represented by the distribution of the target at the present time given all of the information received up to the present time.
Bayesian inference consists of two steps. The first step, the prior probability distribution of the target status at time t + 1 is calculated based on the posterior probability distribution of the target status p(x t |y 1:t ) at time t and the observations Y 1:t received up to time t.It was shown by Hidden Markov Model (HMM) [27] as follows
where the left term p(x t+1 |x t , Y 1:t ) denotes the prior probability distribution of the target at time t + 1. The second step, taking account into the current observation, the posterior probability distribution of the target status p(x t+1 |x t , Y 1:t+1 ) at time t + 1 is computed as
where p(y t+1 |x t+1 ) denotes how much coincide the proposed status of target and the observation at time t + 1, the higher of the coincidence, the greater of the value.
Comparing the Bayesian inference procedure above with the prediction process of the tracking object by trackingby-detection based visual tracking algorithms, we come to conclusion obviously that the estimation process of tracking object is equivalent to the first step of the Bayesian inference procedure only. That is to say, the results that we have obtained are predicted from the prior probability distribution of the object status. Bayesian Theorem shows that the results estimated from posterior probability distribution are more accurate than the results estimated from prior probability distribution.
Inspired by the Bayesian theorem, by fusing the image observation to be predicted target status into classifier update, we implement the second step of the Bayesian inference in visual object tracking. It is a significant improvement compared with the conventional tracking-by-detection based tracker.
III. COMPARATIVE OBJECT SIMILARITY LEARNING BASED ROBUST VISUAL TRACKING
In this paper, we aim to learn a robust discriminative classifier online using a few positive samples to efficiently distinguish the target from its local background. Different from the target classification and recognition, there is only one positive training sample at the beginning of visual object tracking, but we have to model a robust classifier on-the-fly. Although there are little positive training samples, there are many uncertain training samples which can easily be identified as ''more similar'' or ''less similar'' to the target. Discriminatively trained part based object models (DPM) [39] is popularly employed to recognize and detect object instances in image sets. We adapt DPM to learn a classifier online utilizing positive and uncertain training samples by imposing comparative object similarity constraints on them.
In this section, we first derive a model by imposing comparative object similarity constrains on uncertain training samples. Then, we study a sample strategy, which can incorporate the current image information when the classifier is updated. Lastly, we implement a classifier learning online based on stochastic gradient descent.
A. DERIVE A MODEL BASED ON COMPARATIVE OBJECT SIMILARITY
Typically, the basic flow of a tracking system is that the tracker sequentially maintains an estimation of the target position p t , which is a 2-D bounding box containing the target at frame t, where t = 1, · · · , T is the time. During tracking, it is assumed that the change in position of the target between successive image frames is within a local region around the position in the previous frame. Let (u t , v t ) denotes the center coordinate of p t , the search space around the center coordinate (u t , v t ) in frame t + 1 can be defined as
where r is a search radius. The candidate targets' position in frame t + 1 can be approximated by the composition
A classifier is applied to these candidate objects and rank them according toẑ = f (x p t •y ), where f : X × Y → R is the classification confidence function that is our objective to learn using all training samples. Mathematically, the change in position relative to the t frame is found according to
then the target position is updated as p t+1 = p t • y t+1 in time t + 1.
In essence, training a discriminative classifier f is to assign weights to the features in the target representation, which gives higher weights to the features with higher discriminative degree. Write the discriminant function F(x) as N i=1 w i x i , where x i is the feature representation of the image patch x and w i is the weight of the feature x i in classification.
A standard approach to learn F(x) from N binary labeled training samples along with ground-truth labels S = {(x n , y n )|n = 1, · · · , N , y n ∈ {+1, −1}} is by minimizing the empirical risk
where L(F(x n ), y n ) = max(0, 1 − y n F(x n )) is the standard hinge loss function that used to penalize the deviation between F(x n ) and y n . However, only considering minimizing the conditions of (4) could easily lead to over-fitting. One way to weaken this problem is to penalize the more complex structured risk function by adding a regularization term λ 2 ||W || 2 instead of minimizing the empirical risk only
where the constant λ > 0 controls the relative weight between the regularization term and the empirical risk. The term
H does indeed measure the complexity of F in a sensible way [40] . We call the output F of the learning algorithm a hypothesis, and the set of all possible hypotheses is called a Reproducing Kernel Hilbert Space (RKHS) [40] - [41] . It means that accurate learning of F(x) in this way needs numerous positive samples.
For online visual tracking, the designed trackers are expected to be able to track arbitrary objects, which are not known in advance. Therefore, it is impossible to incorporate any prior knowledge about the tracking target when designing this kind of tracker. In these scenarios, according to the conventional sampling algorithm, one positive sample and numerous uncertain negative samples are available at the beginning of tracking. How a robust tracker can be learned under this situation? It is natural and intuitive in the design of a classifier that a good model should be positive for positive samples, be negative for negative samples, and responded more strongly to similar samples than to dissimilar samples. Therefore, in this limited positive samples situation we can impose the similar-dissimilar constrains between samples when training or updating the classifier. Moreover, it is much more intuitive and accurate to identify which one of the two samples is closer to the tracking object than to specify which one is negative. It not only increases the number of training samples but also reduces the uncertainty of training samples.
The objective function satisfying the first two requirements can be easily expressed using hinge loss function as (5 
where the second term is the loss of comparative object similarity constrain, the first and the third term have the same meaning to equation (5).
FIGURE 2.
Sample Strategy (a) shows the conventional sampling method, the sample extracting from the current estimated position of the target is set to positive (green box), while the samples extracting from the region far from the target are set to negative (red box), (b) denotes spatial CS sample which consists of a positive sample (green box) and a dissimilar sample (blue box) extracting from the region between the positive and the negative, and (c) denotes temporal CS sample which consists of a positive sample in frame t and a dissimilar sample extracting from the next frame t + 1 at the location of the target in the current frame t . CS is short for comparative similarity.
B. SAMPLE STRATEGY TO COMBINE WITH CURRENT OBSERVATION INFORMATION
The training samples used by the proposed approach consist of two parts, the normal positive or negative samples set S and the similar-dissimilar pair samples set D. For the first part S, it is easy to acquire by conventional sampling methods as shown in Fig.2 (a) . For the second part D, each similardissimilar pair is made up of two samples as shown in Fig.2(b) and Fig.2(c) , which stand for the spatial comparative similarity and temporal comparative similarity, respectively. In this way, it can increase the number of training samples and alleviate the ambiguity of the samples. There are many strategies to generate the similar-dissimilar training sample pairs. For the sake of simplicity, one easier way we adopt is that let the object x t be the similar sample x b t and the dissimilar sample x d t be from the uncertain samples which extracted from the region between positive and negative samples.
It has been demonstrated by Bayesian theorem that the results estimated from the posterior probability distribution are more robust and accurate than estimated from the prior probability distribution. In visual object tracking, it is also intuitive that the better estimation in position is estimated from the posterior probability distribution of the target.
Following Bayesian Theorem, we train the classifier using all object information from the starting to current frame incorporating the next image to estimate the target in next image. It is implemented using spatial object comparative similarity when updating classifier at current frame online. The training sample of spatial comparative similarity consists of the target as the similar sample at the current frame and a dissimilar sample extracting from the next frame at the location of the target in the current frame. This strategy can further mine the object comparative similarity between successive video sequence image information. We also use the same hinge loss function for this training example pair to update the classifier, and impose the training classifier approaching to the ground-truth. It is obviously that if the tracking target is static, the loss is zero, otherwise, the loss is non-zero, with a margin.
C. LEARNING A CLASSIFIER ONLINE BASED ON STOCHASTIC GRADIENT DESCENT
Learning a classifier online is to adjust the weight of each feature in the tracking target model according to the change of the object and circumstance. It is desired that the learning algorithm should be produced a sequence of classifiers
, where the observation (video image frame) becomes available one frame by one frame. Here f 1 is trained using the first frame information and f i ( for i > 1 ) is the i-th classifier learning after seeing the i-th frame image (the conventional online learning is after seeing the (i-1)-th frame image ). In analogous to the usual adaptive signal processing framework [42] , the objective function (6) of the model is also appropriate for real-time learning problems. The regularization term is still useful in the online learning. As the target we are tracking changes over time and the observation comes in, regularization term can prevents the model from going too far in one direction. As long as a low loss is guaranteed, the model learning online can guard against over-fitting.
Stochastic Gradient Descent (SGD) [40] is an iterative method for optimizing a differentiable objective function, which performs gradient descent with respect to the instantaneous risk and takes a step in its negative direction.. It only uses a smaller random subset of training data points to approximately calculate the gradient instead of as a single group. Extensive empirical results such as those in [40] , [43] - [44] show that SGD is an efficient optimization method compared to batch-based algorithms from large-scale datasets.
In our implementation we use SGD to learn the optimal F from the objective function (6) . Since the samples involve many similar-dissimilar training sample pairs, we deduce the updating formula of the classifier. In iteration algorithm, each sample in training samples set is treated as a data point, and only one data point is selected randomly to calculate the gradient to approximate the true gradient. The algorithm is as follows.
At the i-th iteration, select a data point at random: 1. If a positive or negative sample x i is selected, the new objective function is
The sub-gradient is
where 
2. If a similar-dissimilar pair {x s i , x d i } is selected, the alternative objective function for this training sample is
Then the update becomes
The classifier F is updated iteratively and stopped when a predetermined T 's iterations or some certain stopping criterion is satisfied. Both (9) and (12) use a learning rate η i = 1 λi to update F, which has been shown to work well both in theory and practice [44] . Algorithm 1 shows the pseudocode of visual tracking based on comparative object similarity learning.
IV. EXPERIMENTAL RESULTS
In this section, we give experimental implementation details and perform extensive experiments to evaluate the efficiency and accuracy of our proposed approach.
We perform experiments to evaluate the efficiency on two recent popular benchmarks named OTB50 [3] with 51 challenging sequences and another OTB100 [4] with 100 challenging sequences. Both benchmarks pose challenging problems to object tracking including: scale variation (SV), occlusion (OCC), illumination variation (IV), motion blur (MB), deformation (DEF), fast motion (FM), out-of plane rotation (OPR), background clutters (BC), out-of-view (OV), in-plane rotation (IPR), and low resolution (LR).The experimental results are illustrated by both precision plot and success plot [45] . The precision plot shows the percentage of successfully tracked frames vs. the center error location For i = 1 to T do Select an example x t ∈ {S ∪ D} at random IF x t ∈ {S} SGD using (9) END IF x t ∈ {D} SGD using (12) END END OUTPUT: {W T } Step 4: Update object status
Step 5: Repeat step 2 to step 4.
(CEL) in pixels and the success plot draws the percentage of successfully tracked frames vs. the overlap success rate (VOR) threshold. Then, all the trackers are ranked by the areaunder-the-curve (AUC) which is the average of the success rates with correspond to the sampled threshold.
The proposed tracking algorithm can be compatible with different kinds of features to represent targets. We conduct experiments with both conventional features HOG and CN based version CSL and deep CNNs based version DeepCSL to evaluate the performance of our proposed approach. We compare CSL and DeepCSL with eleven other state-of-theart trackers on OTB50 and OTB100. For a fair comparison, we compare CSL and DeepCSL to state-of-the-art trackers in addition to the baselines that are part of each benchmark using the authors' own results.
A. EXPERIMENTAL SETUP
In the implementation, the regularization parameter is set experimentally to 10 −4 and the number of similar-dissimilar pairs is set to 30. Also, the maximum iteration T is set to 100 or the standard deviation of the overall cost in the past 6 iterations is lower than 10 −5 .The size of search window for translation estimation is set to 1.9 times of the target size. The patches used to form the similarity-dissimilarity pairs are sampled from the range 1 to 1.2 times of the target size. All parameters of our tracker are fixed throughout the experiments.
We used the conventional HOG and CN features for CSL. For the CNNs features of DeepCSL, we used the last three convolutional layers of imagenet-vgg-verydeep-19 to extract the features of the target and the weight of each layer is respectively set to 0.02, 0.5 and 1 similar to [37] . The proposed tracker is implemented in Maltab and C, and all the experiments are conducted on an Intel i5-4590@3.30 GHz laptop with 32GB memory. Our MATLAB prototype DeepCSL runs at 1.8 fps.
B. ANALYSES OF CSL
In order to estimate the contribution of each proposed component to the overall tracking performance and representation power of DeepCSL, we first test with different versions of CSL on OTB50. We denote CSL without incorporating the current image information of target to be predicted as CSLPrior. KCF is a classic adaptive tracking-by-detection framework, so that it can be a good representation of CSL with neither of these two improvements. The characteristics and tracking results are summarized in Table 1 .
As shown in Table 1 , DeepCSL demonstrates the best tracking results in terms of DP and AUC scores benefited by the hierarchical CNNs features. CSL performs second. Without incorporating the current image information of target to be predicted, CSL-Prior gets poor performance because of the strategy of estimated tracking results fromposterior probability distribution in CSL that can alleviate undesirable effects of bad model updates. Additionally, incorrect results are likely leading to unwanted updates, resulting in the fact that the tracking performance is lower than CSL. CSL-Prior significantly improves KCF by an average improvement of 11% and 20% in the DP and the average AUC scores, respectively. Both of them improve the tracking performance observably according to the experimental results.
C. QUANTITATIVE EVALUATION
Besides 29 trackers in the tracking benchmark datasets [3] , we evaluate the proposed algorithm with another eleven recently proposed state-of-the-art trackers, including ECO [36] , CSR-DCF [10] , CCOT [25] , SiamFC [23] , SINT [47] , DeepSRDCF [24] , DLSSVM [46] , FCNT [48] , ACFN [49] , DSST [17] and LMCF [37] . Note that SiamFC and SINT are latest trackers based on Siamese, ACFN and CSR-DCF employ attention mechanisms. Fig. 3 shows the precision plot and the success plot on OTB50 and OTB100. The numbers in the legend indicate distance precision (DP) at a threshold of 20 pixels for precision plot and the average AUC scores for success plot. On the results of OTB50, ECO tracker performs the best against the other trackers with DP of 93.0% and AUC score of 70.9%. The proposed CSL achieves DP of 84.1% and AUC score of 63.6%. The proposed DeepCSL achieves DP of 92.2% and AUC score of 65.8% slightly lower than ECO. Comparing with CSL based on conventional feature of HOG and CN, DP and AUC scores of DeepCSL based on the CNN feature significantly increased by an average improvement of 9.6% and 3.4% respectively. It demonstrates that the feature extractor based on deep learning indeed plays a more important role in a tracker. ACFN achieves DP of 86.0% and AUC scores of 60.7%. It adopts an attention mechanism to select a tracker at the same time, which makes it less efficient. Among the trackers using Siamese network, DeepCSL outperforms SINT with a relative improvement of 4.5% in DP. SiamFC is a seminal tracking framework, but the performance is still left behind by the recent state-of-the-art trackers. Not only DeepCSL, but also CSL performs better than SiamFC.
On the results of OTB100, the performance of almost all trackers decreases in varying degree. The only tracker, which the performance is almost unaffected is CCOT, the DP and AUC scores are almost the same to the results on OTB50. CCOT extends the detection process to the continuous space domain using interpolation method and obtains sub-pixel accuracy location. In the tracking-by-detection, the robustness of the classifier can be improved by extracting samples based on accurate target detection, and vice versa. Comparing with the LMCF, the DP of CSL based on conventional feature is lower at OTB50 and is higher at OTB100, it shows that CSL is more generic.
From the tracking results, we saw that the proposed methods perform better in location estimation than the scale estimation of the target, as the proposed approach can make full use of the contextual information between the similar and the dissimilar training samples, and can benefit from the updating procedure incorporating the current image frame information.
D. ATTRIBUTE-BASED EVALUATION
The datasets are annotated with 11 attributes to describe the different challenges which the trackers must face. By analyzing the performances of the trackers on these attributes, we can research the advantage and disadvantage of the trackers. We evaluate the proposed trackers with these trackers on various challenging attributes as shown in Fig. 4 . The results demonstrate that DeepCSL performs well on most attributes. Considering comprehensively, ECO performs best in all challenging scenarios. But in some scenarios such as illumination variation, deformation, low resolution and scale variation, DeepCSL performs better, which indicates that comparative learning similarity strategy has some inspiration for designing classifier online.
E. QUALITATIVE EVALUATION
We compare the proposed approach with other four stateof-the-art trackers (ECO, SiamFC, Staple, LMCF) on eight challenging video sequences and the tracking results are illustrated in Fig.5 . The ECO, which is significantly improved from convolution operator, generative model and conservative model update strategy based on the core DCF formulation, has good performance in handling the heavy deformation (basketball) and background clutter (singer2). Even in heavy challenging scenarios (Soccerand Ironman), the target was lost in some image frames, the ECO can relocated the target correctly after a period of time. The SiamFC approach, which was equipped with a novel fully-convolutional Siamese network trained end-to-end on the ILSVRC15 dataset for object detection, can provide a naturally rich source of features for online tracking. However, it does not exploit the successive context as our method and perform lower when the target undergo heavy challenging scenarios (Bolt, Singer2, and Matrix). The LMCF improves the kernelized structured output SVM learned online using large margin object tracking method and speeds up by the CF algorithm, which gives better performance. As lack of ability to handle rapid appearance change, the LMCF does not deal with well on the heavy challenging scenarios (MotorRolling, Ironman and Matrix).The Staple uses two complementary image patch representations, CF based contextual template and color statistics based histogram to character a model, which outperforms many more complex trackers in multiple benchmarks. The tracker performs slightly bad only when heavy occlusion (Jogging.2) and illumination variation (MotorRolling).The proposed DeepCSL performs well under the situation of heavy occlusion (Jogging.2) and illumination variation (MotorRolling and soccer). It performs better in terms of both the target localization precision and preventing model drift on these challenging scenes. Learning the context information hidden in the successive frame can improve the discriminative ability of the classifier. They demonstrate the effectiveness of the classifier learning algorithm using comparative object similarity strategy.
V. CONCLUSIONS
In this paper, we propose a novel comparative object similarity learning tracking method to improve the performance from two aspects. Firstly, the training samples set is strengthened by introducing comparative object similarity strategy. Not only the number of training samples is increased, but also the uncertain of the training samples is alleviated. Hence, the proposed tracker absorbs the strong discriminative ability from comparative object similarity learning. Secondly, we further explore the spatial-temporal information hidden in the successive image frames. Following Beyesian Inference theorem, we obtain the posterior estimation of the tracking object by incorporating the image information of the target to be predicted. Furthermore, we implement a conventional feature based CSL and a deep CNNs based DeepCSL to verify its outstanding performance. Sufficient experiments on OTB50 and OTB100 demonstrate that the proposed tracking algorithms perform well against most state-of-the-art tracker. It is worth to emphasize that the comparative object similarity learning strategy is effective in the tracking process.
