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We study quasiparticle dynamics in two-dimensional (2D) integrable Kitaev honeycomb model
both without and in the presence of an external periodic drive. We identify light-cones in wavefunc-
tion propagation as a signature of quantum caustics, i.e. bright structures formed during quantum
dynamics analogous to that of imperfect focusing in geometrical optics. We show that this dynamics
follows an angle in spatial direction and it is anisotropic with respect to model parameters. Using
coalescence of critical points, we provide an exact solution to the envelope of caustics, which corre-
sponds to the Lieb-Robinson bound in 2D. Further, considering the system to be periodically driven,
we point out that the caustics structure completely changes in presence of external time dependent
drive.
I. INTRODUCTION
Out of equilibrium dynamics of closed quantum many-
body systems have been a field of study for posing dif-
ferent long-standing problems in physics1. An important
feature of this dynamics is the existance of light-cone
like structures within Lieb-Robinson bound2 which is the
quantum speed limit of information propagation for such
systems. All the informations beyond that limit is ex-
ponentially suppressed and correlation functions signifi-
cantly grow in time only within that light-cone3,4. In a
recent work, it is shown that this light-cone holds key as-
pects of local dynamics followed by a quench5 which cre-
ates excitations propagation through the system with a
finite group velocity. This offers a promising potential to
investigate non-equilibrium dynamics6–13 with analytical
and numerical formalisms. In addition to being theoret-
ically appealing, these questions are strongly motivated
by the rapid experimental progress in realization of opti-
cal lattice systems using Bose-Hubbard14,15, spin16–22,
and quasi-one dimensional23,24 models with ultra-cold
atoms, molecules and trapped ions. The ability to ad-
dress individual sites25–28 by accurate control enables
unique state preparation and measurement of local ob-
servables. Moreover, long coherence times29 of continu-
ous atomic systems30 make them useful while studying
dynamics. Light-cone effects now have been observed in
all sorts of systems mentioned above17,22,26,31,32.
Recent years have witnessed substantial progress in
understanding the dynamics of periodically driven (Flo-
quet) systems. Such well controlled periodic drive opens
up new possibilities for quantum simulation using ultra-
cold atoms. Consider a system with Hamiltonian being a
periodic function of time H(t) = H(t+ T ) with a period
T > 0. The eignstates of such systems constantly change
with time, but the long time dynamics can be studied
from corresponding Floquet operator U(T )33, which is the
time evolution operator for one time period of driving.
Therefore, one can define an effective Hamiltonian from
U(T ) = exp[−iHeffT ]. The time evolution of the system
after any integer number of period may be completely de-
scribed by Heff , which can be tuned using suitable driv-
ing protocol via model parameters. This allows to realize
topological models using shaken optical lattice34,35, en-
gineering of artificial gauge fields36–40, new topological
materials41,42 and several other interesting phenomenon
involving periodic drive43–47.
In geometrical optics caustics are the locus of infinite
ray density where singularity arises due to the divergence
of light intensity. They are the example of catastrophes
where classical ray theory fails and one must appeal to
wave theory of light in order to have the full descrip-
tion. The phase singulariy in classical waves is how-
ever removed by quantization of field excitations leading
to quantum catastrophe48–50. Caustics may also appear
during the dynamics of quantum many-particle system
when singularity in Fock space is removed by the dis-
creteness in excitation number51. Several experiments
with cold atoms have observed caustics in trajectories of
atoms trapped in a linear magnectic field52, dynamics of
BEC in an optical lattice53, atomic cloud reflected from
an optical barrier in presence of gravity54. On theoreti-
cal side, caustics are predicted for expanding condensate
in an optical lattice55, dynamics of bosonic Josephson
junctions in two lattice sites51 involving experiments of
a.c. and d.c. Josephson effects56, self-trapping57, matter-
wave interference in double well58 with BEC. Although
it is not mentioned by the authors, cautics can be seen in
figures of the papers on collapse and spreading of a polari-
ton condensate using ultra-fast laser pulse59, quantum
walk of interacting bosons in an optical lattice60, den-
sity modulation in supersonic BEC against an obstacle61.
In a recent study, it is shown that catastrophe exists
in many-body wavefunctions following a quench in two-
mode Bose-Hubbard model62 and light-cone like struc-
tures formed during quasiparticle propagation can be
thought of as quantum caustics for Ising model in trans-
verse field63.
Motivated by this kind of works we make a move
from previous one-dimensional (1D) systems to a two-
dimensional (2D) integrable system. For that, we shall
mostly follow the techniques in Ref.64. Our primary in-
terest is to see similar kind of light-cone like structure
in 2D. We take spin-1/2 model of 2D honeycomb lattice
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2described by Kitaev Hamiltonian. The main results that
we obtain from our study are following. First, we develop
an analytical framework of studying single quasiparticle
dynamics for Kitaev model in terms of catastrophe func-
tion. Second, we numerically show that excitations travel
in a particular direction in lattice plane and gradually
decreases with respect to a model parameter. Thus that
follows a spatial anisotropy which we address by the am-
plitude variation of wavefunction on some defined angle
between the parameters. Third, we calculate the exact
analytic expressions for caustics trajectories which gives
the Leib-Robinson bound in 2D. Fourth, we periodcally
vary a parameter of the Hamiltonian with a time evo-
lution operator U and show that the caustics no longer
follow a light-cone.
The rest of the paper is planned as follows. In Sec. II
we discuss some of the properties of the Kitaev hon-
eycomb model, its energy dispersion and phases. In
Sec. II A we study the angle dependence on quasiparticle
dynamics. This is followed by Sec. II B where we demon-
strate the positions of quantum caustics in a light-cone
like structure bounded by Lieb-Robinson limit. Next, in
Sec. III we introduce periodic drive protocol and see its
effects on caustics. Finally, we summarize our results in
Sec. IV with some concluding remarks.
II. KITAEV HONEYCOMB MODEL
The Kitaev model is a fermionic spin model with spin-
1/2’s being placed on the sites of a honeycomb lattice
following a Hamiltonian65 of the form
H =
∑
j+l=even
(
J1σ
x
j,lσ
x
j+1,l + J2σ
y
j−1,lσ
y
j,l + J3σ
z
j,lσ
z
j,l+1
)
(1)
where j and l represent the column and row indices of
the lattice, σαm,n, α ∈ {x, y, z} are Pauli matrics at site
labeled by (m,n), and J1, J2 and J3 are coupling pa-
rameters. From now on, we assume that all couplings
are time indipendent and Ji ≥ 0. A schematic diagram
of the honeycomb lattice is in Fig. 1 showing the bonds
with J1, J2 and J3. To denote the unit cell of the lattice,
we label the two sites of a vertical bond with a and b.
These two positions have j + l equal to odd or even in-
tegers respectively. If there are N (assumed to be even)
number of lattice sites, the number of unit cells is N/2.
It is convenient to set the nearest neighbour distance to
be 1/
√
3, so that, each unit cell is labeled by a vector
n = iˆn1 +
(
1
2 jˆ +
√
3
2 iˆ
)
n2, where n1, n2 run over all in-
tegers and M1 =
1
2 iˆ +
√
3
2 jˆ and M2 =
1
2 iˆ −
√
3
2 jˆ are the
spanning vectors which join neighbouring unit cells in the
reciprocal lattice.
One of the main properties that makes Kitaev model
thoretically fascinating is that, one can map it onto a
non-interacting fermionic model using suitable Jordan-
Wigner transformation66–69. The Hamiltonian takes the
  
J 3
J 1
J 2
M⃗ 1
M⃗ 2
a
b
FIG. 1. (Color online) Kitaev honeycomb lattice with cou-
plings J1, J2 and J3. M1 and M2 are the spanning vectors
of the lattice, and a and b represent two inequivalent sites of
a unit cell.
form
HF = i
∑
n
(J1bnan−M1 + J2bnan+M2 + J3bnanDn)
(2)
where an and bn are Majorana fermions sitting at the top
and bottom sites, defined by Majorana operators
aˆj,l =
(
j−1∏
i=−∞
σzi,l
)
σyj,l for j + l = even
bˆj,l =
(
j−1∏
i=−∞
σzi,l
)
σxj,l for j + l = odd
(3)
These operators are Hermitian and satisfy anticom-
mutation relations {aˆm,n, aˆm′,n′} = {bˆm,n, bˆm′,n′} =
2δm,m′δn,n′ and {aˆm,n, bˆm′,n′} = 0. Also the operator
Dˆn takes the eignvalues ±1 independently for each n,
therefore 2N dimensional Hilbert space decomposes into
2N/2 sectors. The ground state of the model corresponds
to Dˆn = 1 on all the bonds irrespective of the sign of J3
due to special symmetry of the model. Also Dˆn being the
constant of motion, dynamics of the model never takes
the system outside Dˆn = 1. Throughout our calculation
we will be within that sector only.
The Fourier transform of the Majorana operators are
defined as
aˆn =
√
4
N
∑
k∈ 12BZ
(
aˆke
ik.n + aˆ†ke
−ik.n
)
bˆn =
√
4
N
∑
k∈ 12BZ
(
bˆke
ik.n + bˆ†ke
−ik.n
) (4)
3where the operators also follow the anticommutation re-
lations {aˆk, aˆ†k′} = {bˆk, bˆ†k′} = δkk′ . Here the summa-
tion goes over half Brillouin zone (BZ), for this model
a convenient choice is rhombus whose vertices lie at
(kx, ky) = (±2pi/
√
3, 0) and (0,±2pi/3).
For Dˆn = 1, the Hamiltonian in Eq. (2) can be written
in terms of Fourier modes
H =
∑
k∈ 12BZ
ψ†kHkψk where ψk =
(
ak
bk
)
Hk = 2 [J1 sin(k.M1)− J2 sin(k.M2)] τ1
+ 2 [J3 + J1 cos(k.M1) + J2 cos(k.M2)] τ2
(5)
where τα, α ∈ {1, 2, 3} are the Pauli matrices denot-
ing psudospin. We carry out a global rotation U =
exp[−ipi4 τ1] so that ψ → U†ψ′ and H ′k = UHkU†. Now
we write the Hamiltonian in the following form70,71
H =
∑
k∈ 12BZ
ψ′k
†
H ′kψ
′
k
H ′k = kτ3 + ∆kτ1
(6)
The energy spectrum hence consists of two bands with
energies
E±k =± 2[{J1 sin(k.M1)− J2 sin(k.M2)}2
+ {J3 + J1 cos(k.M1) + J2 cos(k.M2)}2]1/2
(7)
For |J1−J2| ≤ J3 ≤ J1 +J2 the energy bands touch each
other, Ek = 0 and the gap ∆k = E
+
k − E−k vanishes for
special values of k in that phase.
A. Dynamics of a single quasiparticle
It turns out that it is possible to write down the Kitaev
Hamiltonian in a similar language as that is used for 1D
Ising model. Although this choice is not strictly neces-
sary for the analysis but we will use it to make us familiar
with Ref.64. Let us define a set of complex fermions on
each link of the vertical bonds68
dn = (bn + ian) /2
d†n = (bn − ian) /2
(8)
We redefine the Hamiltonian in terms of these fermions
as H =
∑
k∈ 12BZ ψ¯
†
kH
′
kψ¯k with ψ¯k = ( dk, d
†
−k )
T . Then
diagonalizing this Hamiltonian in terms of Bogoliubov
quasiparticle defined as γk = ukdk + vkd
†
−k leads to
H =
∑
k∈ 12BZ Ek
(
γ˜†kγ˜k − 12
)
. Here γ˜
(†)
k is the annhi-
lation (creation) operators for Bogoliubov modes with
momentum k. The dynamics of a quasiparticle at a sin-
gle site is then given by
|ψ(t)〉 = e−iHˆt/~ γˆ†r=0|0〉 =
eiθ(t)√
N
∑
k
e−iEkt/~|k〉 (9)
where γˆ
(†)
r annhilates (creates) a quasiparticle at site
r, θ(t) denotes the unobservable global phase factor of
the Hamiltonian and Ek is the dispersion relation of the
model. One can consider a state in Eq. (9) projected onto
real space, ψ(r, t) ≡ 〈r|ψ(t)〉 to have the wavefunction
ψ(r, t) =
eiθ(t)
N
∑
k∈ 12BZ
eiS(k;r,t) (10)
where the functional S(k; r, t) = −(k.r + 2Ekt) and
θ(t) = t/2
∑
kEk. To determine the caustics we further
define
k1 = k.M1 =
√
3
2
kx +
3
2
ky
k2 = k.M2 =
√
3
2
kx − 3
2
ky
(11)
where k1, k2 are in units of the lattice constant a. Thus
one can write
k.r =
1√
3
(k1 + k2)x+
1
3
(k1 − k2)y
= k1x1 + k2x2,
(12)
where x1 =
x√
3
+ y3 and x2 =
x√
3
− y3 respectively.
In Sec. II we have labeled the unit cell with n, so it
is instructive to express all spatial coordinates (in our
case x1, x2) in terms of n1 and n2. We numerically
n
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FIG. 2. (Color online) Plots of |ψ(r, t)| as a function of r for
several representative values of J2/J for J1 = J and J3 =
5 at t = 3. The plot displays the change in wavefunction
amplitude as a function of J2/J1.
calculate the amplitude of the discrete wavefunction in
4Eq. (10) as a function of n1 and n2 for a fixed time, where
x =
√
3(n1 + n2/2) and y = 3n2/2 . A plot in Fig. 2
shows |ψ(r, t)| for several representive values of J2/J for
a fixed J1 = J and J3 = 5 at t = 3. We find that |ψ(r, t)|
takes a direction in the n1 − n2 plane as J2/J1 ratio is
increased. This clearly shows that the wavefunction is
highly anisotropic in this limit. The change in amplitude
can also be seen as we go from the limit J2  J1 to the
limit J2  J1.
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FIG. 3. (Color online) Plot of |ψ(r, t)| at points
(−10, 10), (−20, 20), (−30, 30) along −45◦ in the n1−n2 plane
as a function of φ = tan−1(J2/J1) keeping J2 = 1 fixed.
We do a more detail analysis of this spatial anisotropy
of wavefunction as a function of J2/J1. We define a pa-
rameter φ such that J1[2] = J cos φ[sin φ]. A variation
in φ thus changes the ratio J2/J1 from 0 to ∞ while
keeping J21 + J
2
2 = J
2 = 1 fixed. The plot of |ψ(r, t)|
at three points (n1, n2) = (−10, 10), (−20, 20), (−30, 30)
along the −45◦ line in the n1−n2 plane as a function of φ
shown in Fig. 3 depicts the nature of spatial anisotropy.
We see that as the ratio of J2/J1 is varied from 0 to ∞,
the amplitude of wavefunction becomes maximum when
J2  J1 (φ = pi/2). Further the amplitude decreases as
one goes far along that line, as expected from Fig. 2. This
allows us to conclude that spatial anisotropy of the wave-
function amplitude depends significantly on the ratio of
J2/J1.
B. Position of the caustics
Locating the caustics from its generating function (ac-
tion) would require minimizing the effective action S with
respect to all momentum values and finding the saddles
at a critical line. This can be done by satisfying the
following conditions simultaneously
∂S
∂k1
=
∂S
∂k2
= 0 and
∂2S
∂k21
∂2S
∂k22
−
(
∂2S
∂k1∂k2
)2
= 0
(13)
We define two parameters α = J1/J3 and β = J2/J3 such
that Eq. (13) together with S(k; r, t) = −(k1x1 + k2x2 +
2Ekt) yield three equations
x1 =
J3t
E′k
C1k, x2 =
J3t
E′k
C2k (14)
(
4E′k
2
D1k + C
2
1k
)(
4E′k
2
D2k + C
2
2k
)
=
[
C1kC2k + 4αβE
′
k
2
cos(k1 + k2)
]2
(15)
where
C1k = 2α sin k1 + 2αβ sin(k1 + k2)
C2k = 2β sin k2 + 2αβ sin(k1 + k2)
D1k = α cos k1 + αβ cos(k1 + k2)
D2k = β cos k2 + αβ cos(k1 + k2)
(16)
and
E′k =
[
(1 + α cos k1 + β cos k2)
2
+ (α sin k1 − β sin k2)2
]1/2
(17)
We numerically solve Eq. (14) and Eq. (15) and plot
(a)
(b)
FIG. 4. (Color online) Relation between x1, x2 and t rep-
resenting the caustics trajectories in (a) gapped (b) gapless
phase
the trajectories corresponding to the caustics in Fig. 4
for gapped and gapless phases of the model. We fur-
ther attempt to solve this analytically for those two lim-
iting cases. At J3  J1, J2 (ie. α, β  1) in the
gapped phase Eq. (14) has leading orders J1 sin k1 =
x1/2t and J2 sin k2 = x2/2t which have the solutions
k1 = sin
−1(x1/2J1t) and k2 = sin−1(x2/2J2t). One can
clearly see that k1 and k2 have no solution for x1 > 2J1t
and x2 > 2J2t. Thereby, from Eq. (15) one gets
16J1J2 cos k1 cos k2 = 0 (18)
which has a solution either k1 or k2 = pi/2 within the
half-BZ. Thus all solutions in this limit lie within the
5light-cones x1 = 2J1t and x2 = 2J2t with speed of light
being 2J1a/~ and 2J2a/~, where a is lattice spacing.
Now in the gapless phase at J3 = J1 = J2 Eq. (14)
again leads to
x1E
′′
k = 2J
2
1 t [sin k1 + sin(k1 + k2)]
x2E
′′
k = 2J
2
1 t [sin k2 + sin(k1 + k2)]
(19)
where
E′′k = J1 [3 + 2 cos k1 + 2 cos k2 + 2 cos(k1 + k2)]
1/2
(20)
A possible solution to the Eq. (19) could be k1 = k2 =
cos−1
√
1− x21
4t2J21
= k and x1 = x2. Now Eq. (15) is
satisfied for k = pi/2, giving x1/2J1t = x2/2J1t = ±1.
These again corresponds to the light-cones in a sense that
k is real if x1/2J1t and x2/2J1t ≤ 1. A plot of the wave-
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FIG. 5. (Color online) Plot of |ψ(r, t)| in Eq. (10) depict light-
cone like dynamics for J1 = J2 = 1, J3 = 3 and N = 100.
White lines show the envelope representing Lieb-Robinson
bound.
function amplitude with x1 = x2 in Fig. 5 clearly shows
the light-cone like dynamics of a Bogoliubov quasiparti-
cle in 2D honeycomb lattice having 100 sites. The two
white lines are overplotted using x1/2J1t = ±1 which
perfectly match the boundaries of light-cone.
III. FLOQUET EVOLUTION
In this section, we will study what happens when the
Hamiltonian varies periodically in time with a period T .
For numerical purposes72, let us first consider a protocol
where one of the parameters in Kitaev model is given δ-
function kicks periodically in time. Here we choose J3 in
Eq. (2) so that
J3(t) = Ja + Jb
∞∑
n=0
δ(t− nT ) (21)
where the time period T for one kick is related to the
drive frequency as T = 2pi/ω and n is an integer. We
define the Floquet operator Uk(T, 0) for each k at the
end of a single period using Eq. (5) as
Uk(T, 0) = exp (−2iJbτ3) exp (−2iT (kaτ3 + ∆kτ1))
ka = Ja + J1 cos k1 + J2 cos k2
∆k = J1 sin k1 − J2 sin k2
(22)
To proceed further, we note that Uk is a 2 × 2 matrix
which can be written as
Uk(T, 0) = exp (−2iJbτ3) exp (−i(τ.nk)Φka)
=
(
Ak −B∗k
Bk A
∗
k
)
Ak = exp (−2iJb) (cos Φka − in3k sin Φka)
Bk = −in1k exp (−2iJb) sin Φka
(23)
where nk =
(
∆k
Eka
, 0, kaEka
)
and Φka = 2EkaT . Thereby,
after n drive cycles, the wavefunction is given by
|ψk(t = nT )〉 = Unk |ψk(t = 0)〉
= exp [−inHkFT ]|ψk(t = 0)〉 (24)
where HkF is the Floquet Hamiltonian of the system for
each wave vector k44,45, so that HF =
∑
kHkF . To
construct HkF , we again use the unitary nature of Uk to
express HkF in terms of the Pauli matrices. This allows
us to write
HkF = σ.Λk = |kF |(σ.Λˆk)
Uk(T, 0) = exp [−iHFT ] = exp [−i|kF |(σ.Λˆk)T ]
(25)
where Λk = (Λ1k,Λ2k,Λ3k) and Λˆik = Λik/|kF |. The
quasienergies Λik are given by
Λ1k = n1k sin Φk cos 2Jb
Λ2k = n1k sin Φk sin 2Jb
Λ3k = cos Φk sin 2Jb + n3k sin Φk cos 2Jb
(26)
Here |kF | = arccos(Mk)/T is the Floquet spectrum with
Mk = cos(2Jb + Φk) + (1− n3k) sin 2Jb sin Φk (27)
We therefore write down the wavefunction in position ba-
sis as |r〉 = 1N
∑
k exp [−ik.r]|k〉 evolves after one period
into
ψ(r, t) =
1
N
∑
k
exp [−i(k.r + |kF |(σ.Λˆk)T )] (28)
Using Eq. (28) we compute |ψ(r, t)| with δ-kicked proto-
col and plot in Fig. 6 for two different frequency regimes
in gapless phase of the model. One can clearly see that
the light-cone like spreading of quasiparticle dynamics
does not happen in this non-equilibrium case, instead we
see some local spreading of wavefunction amplitude at
initial times, which decays with each period of driving.
This is the effects of stroboscopic observation73 for typ-
ical realizations of this process. The quasiparticle stays
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FIG. 6. (Color online) Plot of |ψ(r, t)| after δ-function kicks
over 30 period with (a) T = 0.31 (b) T = 12.57. The system
being considered has 100 sites and J1 = J2 = 1, Ja = 1 and
Jb = 0.5.
confined along x1 = 0 line after each period of observa-
tion. The amplitude stays strong for much larger time as
ω → 0, which suggests that one has to be in this limit in
order to observe the long time dynamics. Suitable control
on frequency hence necessary for prolonged measurement
of quantum information.
Next, we consider another drive protocol where J3(t)
is varied by squarewave pulse such a way that for a single
period of driving J3 changes as
J3(t) = Ja for 0 ≤ t ≤ T/2
= Jb for T/2 ≤ t ≤ T (29)
Here one can define the unitary evolution operator for
this drive as
Uk(T, 0) = exp
(
−iHkaT
2
)
exp
(
−iHkbT
2
)
(30)
where Hka(b) = ka(b)τ3 + ∆kτ1 with ka(b) and ∆k de-
fined similarly as in Eq. (22). Therefore we get the ex-
plicit expressions given by
Λ1k = n1ka sin Φka cos Φkb + n1kb sin Φkb cos Φka
Λ2k = sin Φka sin Φkb (n1kan3kb − n1kbn3ka)
Λ3k = n3ka sin Φka cos Φkb + n3kb sin Φkb cos Φka
Mk = cos Φka cos Φkb − nka.nkb sin Φka sin Φkb
(31)
We plot again |ψ(r, t)| in Fig. 7 considering square pulse
protocol and show similar results except the fact that,
in this case, the dynamics persists less time compared to
δ-kicked protocol for same drive parameters (n and T ).
Here we note that the above results for two independent
drive protocols also hold for gapped phase.
-20
-10
0
10
20
 0  0.5  1  1.5  2
p
o
si
ti
o
n
time
0
0.005
0.01
(a)
-20
-10
0
10
20
 0  20  40  60  80  100  120
p
o
si
ti
o
n
time
0
0.005
0.01
(b)
FIG. 7. (Color online) Plot of |ψ(r, t)| for square pulse pro-
tocol. All parameters have kept same as in Fig. 6.
IV. DISCUSSION
In this paper, we have showed the existance of light-
cone like dynamics of quasiparticle propagation as a
signeture of quantum caustics in 2D Kitaev honeycomb
model. We have found that this dynamics happens at
a specific direction in lattice plane and exhibits spatial
anisotropy depending on model parameters. This direc-
tional behaviour is a remarkable feature in a sense that
all the information travels at a specific angle at equilib-
rium. This has not been an issue for previous 1D systems,
thus plays a key role in experimental measurement of
quantum information in 2D. We have applied conditions
for stationary action to get exact analytic expressions to
the caustics envelops giving the maximum speed limit
for quantum information propagation in this system. We
have introcuced external time dependent drive protocols
by periodically varying one of the model parameters with
a specific time period controlled by drive frequency. For
two independent drive protocols, we have showed that
the caustics no longer follow the light-cone like structure
and lead to the localization of quasiparticle.
There have been proposals for realizing Kitaev model
using ultracold atoms and molecules trapped in optical
lattice systems74,75. If this can be done, one can trace
the propagation of quasiparticle through the 2D honey-
comb lattice. Using external laser pulses or electric field,
one can even experimentally localize a single quasipar-
ticle and get control over its motion by simply tuning
appropriate drive frequency.
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