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Abstract
We consider an individual-based SIR stochastic epidemic model in continuous space. The
evolution of the epidemic involves the rates of infection and cure of individuals. We assume that
individuals move randomly on the two-dimensional torus according to independent Brownian
motions. We define the empirical measures µS,N , µI,N and µR,N which describe the evolution
of the position of the susceptible, infected and removed individuals. We prove the convergence
in propbability, as N → ∞, of the sequence (µS,N , µI,N) towards (µS, µI) solution of a system
of parabolic PDEs. We show that the sequence (UN =
√
N(µS,N − µS), V N = √N(µI,N − µI))
converges in law, as N → ∞, towards a Gaussian distribution valued process, solution of a
system of linear PDEs with highly singular Gaussian driving processes. In the case where the
individuals do not move we also define and study the law of large numbers and central limit
theorem of the sequence (µS,N , µI,N).
Keywords: Measure-valued process; Stochastic Epidemic model; Law of large numbers; Cen-
tral limit theorem.
1 Introduction
Recent studies on homogeneous stochastic models of epidemics of Anderson and Britton [4],
and Britton and Pardoux [8] show that deterministic models of epidemics are the law of large
numbers limits (as the size of the population tends to∞) of stochastic models, while the central
limit theorem and moderate and large deviations (see [8] and [21]) give tools to accurately
describe the gap between stochastic and deterministic models. However, the homogeneity
hypothesis made in these models is not realistic since it means that when an infected individual
infects a susceptible individual, this latter is uniformly chosen in the population, while in
real life an infected individual infects a susceptible person who is geographically close to him.
Hence the interest of modelling epidemics for a population distributed in a continuous space
with or without displacement of the population. The case without displacement is important
for populations of plants. The corresponding deterministic models are beginning to be well
studied in the literature, see for example [3].
In this paper we study the law of large numbers and the central limit theorem of two
stochastic SIR epidemic models for a population distributed on the two dimentional torus. The
only difference between the two models is that in the first one the population is moving and
in the second it does not move. More precisely we consider a population of size N distributed
on the torus (T2 = R2/Z2) such that at any time each individual is either susceptible(S),
infectious(I) or recovered(R). Let S(t), I(t) and R(t) denote the number of individuals in the
different states at time t.
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During the epidemic an individual i moves on the torus according to the processes
{X it = Π(X˜ it), t ≥ 0}, where Π is the canonical projection from R2 to T2, X˜ it = X i +
√
2γBit,
with {X i, 1 ≤ i ≤ N} an independent and identically distributed family of random variables,
globally independent of {Bi, 1 ≤ i ≤ N}, which in turn is a family of independent standard
Brownian motions on the torus (γ is a positive constant in the first model and is zero in the
second). We assume at time t=0 (for γ ≥ 0), that the population consists of two classes S(0)
and I(0) described as follows.
Let A be an arbitrary Borel subset of T2 and 0 < p ≤ 1, each individual i is placed in T2
independently of the others at the position X i. If X i ∈ Ac then the individual i is susceptible
and if X i ∈ A, the individual i is infected with probability p and susceptible with probability
1− p. This situation is modelled by empirical measures
µS,N0 =
1
N
N∑
i=1
{1A(X i)(1− ξi) + 1Ac(X i)}δXi
µI,N0 =
1
N
N∑
i=1
1A(X
i)ξiδXi
µN0 = µ
S,N
0 + µ
I,N
0 =
1
N
N∑
i=1
δXi ,
where {ξi, 1 ≤ i ≤ N} is a mutually independent family of Ber(p) random variables, globally
independent of {X i, 1 ≤ i ≤ N}.
Let K be a function defined by
K : T2 × T2 → R+
(x, y) 7→ k(d2
T2
(x, y))
where k : R+ → R+ is a non-increasing function which is non zero only in a neighbourhood of
zero in such a way that by considering for any x, y ∈ T2, dT2(x, y) = inf
a∈Z2
{‖x− y− a‖}, one has
∀x ∈ T2, y ∈ support{K(x, .)} iff dT2(x, y) = ‖x− y‖. (1.1)
Let Eit be the state of the individual i at time t, E
i
t ∈ {S, I, R} and β a positive constant. In
the homogeneous model [8], the rate of infectious contacts can be thought of as a product of a
rate c′ at which each infectious individual has contacts with others, and the probability p′ that
such a contact results in an infection given that the other person is susceptible, which happens
with the probability St/N , where N is the total population size, because all the individuals
have the same probability to be in contact with an infectious. However, in our case the rate
Pj,i at which an infectious j has a contact with a susceptible i depends upon the distance that
separates them, so Pj,i is proportional to K(X
i
t , X
j
t ), thus
• Pj,i = βK(X
i
t ,X
j
t )∑N
l=1K(X
l
t,X
j
t )• An infectious individual j has an infectious contact with susceptible individuals at the
rate β
∑N
i=1K(X
i
t ,X
j
t )1{Eit=S}∑N
l=1K(X
l
t ,X
j
t )
.
Hence infectious individuals have infectious contacts with susceptible individuals at the rate
β
∑N
j=1
∑N
i=1K(X
i
t ,X
j
t )1{Ei
t
=S}
∑N
l=1K(X
l
t,X
j
t )
1{Ejt=I}.
The epidemic evolves according to the following rules:
• A susceptible i becomes infected at time t at the rate β1{Eit=S}
∑N
j=1
K(Xit ,X
j
t )∑N
l=1K(X
l
t,X
j
t )
1{Ejt=I}
• Each infected individual cures at rate α independently of the others, of the number of
infected and of the respective positions of the individuals.
The evolution of the numbers of susceptible, infected and removed individuals is described by
the following equations.
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S(t) = S(0)− Pinf
(
β
∫ t
0
N∑
j=1
∑N
i=1K(X
i
r, X
j
r )1{Eir=S}∑N
l=1K(X
l
r, X
j
r )
1{Ejr=I}dr
)
I(t) = I(0) + Pinf
(
β
∫ t
0
N∑
j=1
∑N
i=1K(X
i
r, X
j
r )1{Eir=S}∑N
l=1K(X
l
r, X
j
r )
1{Ejr=I}dr
)
− Pcu
(
α
∫ t
0
N∑
j=1
1{Ejr=I}dr
)
R(t) = R(0) + Pcu
(
α
∫ t
0
N∑
j=1
1{Ejr=I}dr
)
where Pinf and Pcu are two independent standard Poisson processes.
We now define the renormalized point processes, ∀t > 0,
µS,Nt =
1
N
N∑
i=1
1{Eit=S}δXit
µI,Nt =
1
N
N∑
i=1
1{Eit=I}δXit
µR,Nt =
1
N
N∑
i=1
1{Eit=R}δXit
µNt =
1
N
N∑
i=1
δXit = µ
S,N
t + µ
I,N
t + µ
R,N
t .
We first study the law of large numbers and the central limit theorem of the sequence
(µS,N0 , µ
I,N
0 , µ
N
0 )N≥1, then we study the law of large numbers and the central limit theorem of
the sequences (µN)N≥1 and (µS,N , µI,N)N≥1 when γ is a positive constant, and finally when γ
is zero.
The paper is organized as follows. In section 2 we recall some results that will be useful in
the sequel. In sections 3 and 4 we study the law of large numbers and the central limit theorem
of the sequence (µS,N0 , µ
I,N
0 , µ
N
0 )N≥1. In section 5, for γ > 0, we first establish the evolution
equations of the measure-valued process µS,N and µI,N then we show that µN converges in
probability as N → ∞ towards the processes {µt, t ≥ 0} where for each t ≥ 0, µt is the law
X1t and finally we prove that {(µS,Nt , µI,Nt ), t ≥ 0} converges in probability as N →∞ towards
(µS, µI) solution of a system of parabolic PDEs. In section 6 we study the convergence of the
sequences ZN =
√
N(µN − µ) and (UN = √N(µS,N − µ),V N = √N(µI,N − µI)). Finally in
section 7 we assume that the individuals do not move (γ = 0) then we study the law of large
numbers and the central limit theorem of the sequence {(µS,Nt , µI,Nt ), N ≥ 1, t ≥ 0}.
Notation:
– MF (T2) denotes the space of finite measures on T2.
– C(T2) denotes the space of continuous functions on T2.
– ∀µ ∈MF (T2) and ϕ ∈ C(T2), we denote the integral
∫
T2
ϕ(x)µ(dx) by (µ, ϕ).
– We define the Fortet distance on MF (T2) by ∀µ, ν ∈MF (T2)
dF (µ, ν) = sup
f∈C(T2)
‖f‖∞≤1,‖f‖L≤1
| (µ, f)− (ν, f) |,
where ‖ f ‖L= sup
x 6=y
(| f(x)− f(y) |)/dT2(x, y).
This distance induces the topology of weak convergence, in other words the sequence of
measures µn converges weakly towards µ if and only if lim
n→∞
dF (µn, µ) = 0
– In the following, the letter C will denote a (constant) positive real number which can
change from line to line.
– We equip MF (T2) with the topology of weak convergence.
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2 Preliminaries
Definition 2.1. Sobolev spaces (see [1])
1) Let m ∈ N, p ∈ R+ the Sobolev space Wm,p(T2) is defined by:
Wm,p(T2) = {ϕ ∈ Lp(T2) : Dηϕ ∈ Lp(T2), ∀η = (η1, η2) ∈ N2 such that |η|= η1 + η2 ≤ m}
where Dηϕ is the weak derivative of the function ϕ with respect to the multi-index η.
2) Let s = n+ σ with n ∈ N and σ ∈]0, 1[, the Sobolev space W s,p(T2) is defined as follows
W s,p(T2) = {ϕ ∈ Wm,p(T2)/ ∑
|η|=n
∫
T2×T2
|Dη(ϕ(x)−Dηϕ(x′)|2
(d
T2 (x,x
′))2(1+σ)
dxdx′ <∞}.
Notice that for p=2 and s ∈ R+, W s,2(T2) is denoted Hs(T2) and is a Hilbert space.
Proposition 2.2. (see [7])
Consider the following sets of functions.
A1 = {f 1n1,n2(x1, x2) = 2sin(πn1x1)cos(πn2x2), n1 > 0, n2 > 0 even}
A2 = {f 2n1,n2(x1, x2) = 2sin(πn1x1)sin(πn2x2), n1 > 0, n2 > 0 even}
A3 = {f 3n1,n2(x1, x2) = 2cos(πn1x1)cos(πn2x2), n1 > 0, n2 > 0 even}
A4 = {f 4n1,n2(x1, x2) = 2cos(πn1x1)sin(πn2x2), n1 > 0, n2 > 0 even}
A5 = {f 5n1,0(x1, x2) =
√
2cos(πn1x1), f
6
n1,0
(x1, x2) =
√
2sin(πn1x1), n1 > 0 even}
A6 = {f 70,n2(x1, x2) =
√
2cos(πn2x2), f
8
0,n2
(x1, x2) =
√
2sin(πn2x2), n2 > 0 even}.
For any γ > 0,
1) {f 0 = 1, (Ai, i ∈ {1, 2, 3, 4}), A5, A6} are eigenfunctions of the operator γ△ on T2, with
eigenvalues {λ0 = 0, −λn1,n2 = −γπ2(n21+n22), −λn1 = −γπ2n21, −λn2 = −γπ2n22} respectively,
they form an orthonormal basis of L2(T2).
2)
{
ρ0 = 1, {ρi,sn1,n2 =
f in1,n2
(1+γpi2(n21+n
2
2))
s
2
, i ∈ {1, 2, 3, 4}}, {ρi,sn1,0 =
f in1,0
(1+γpi2n21)
s
2
i ∈ {5, 6}},
{ρi,s0,n2 =
f i0,n2
(1+γpi2n22)
s
2
, i ∈ {7, 8}}
}
is an orthonormal basis of Hs(T2).
Proposition 2.3. Parseval identity (see the lemma 6.52 [1])
For any s > 0, ϕ ∈ Hs(T2), A ∈ H−s(T2)
‖A‖H−s= sup
ϕ 6=0,ϕ∈Hs
|(A,ϕ)|
‖ϕ‖Hs
‖A‖2
H−s
= |(A, ρ0)|2+ ∑
i∈{5,6}
n1>0,even
|(A, ρi,sn1,0)|2+
∑
i∈{7,8}
n2>0,even
|(A, ρi,s0,n2)|2+
∑
i∈{1,2,3,4}
n1>0,n2>0,even
|(A, ρi,sn1,n2)|2
=
∑
i,n1,n2
|(A, ρi,sn1,n2)|2
‖ϕ‖2Hs= (ϕ, f 0)2L2 +
∑
i∈{5,6}
n1>0,even
(1 + γπ2n21)
s(ϕ, f in1,0)
2
L2
+
∑
i∈{7,8}
n2>0,even
(1 + γπ2n22)
s(ϕ, f i0,n2)
2
L2
+
∑
i∈{1,2,3,4}
n1>0,n2>0,even
(1 + γπ2(n21 + n
2
2))
s(ϕ, f in1,n2)
2
L2
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s(ϕ, f in1,n2)
2
L2,
where (., .)L2 denote the scalar product in L
2(T2) and (.,.) is the duality product.
Proposition 2.4. Sobolev injection (see [25] page 22)
1) If s > k + 1 with k ∈ N then Hs(T2) ⊂ Ck(T2) and ∀ϕ ∈ Hs(T2), ∃ C(s) > 0 such that
‖Dηϕ‖∞≤ C(s)‖ϕ‖Hs, ∀|η|≤ k.
2) If s>1 then Hs(T2) is a Banach algebra, ie ∃C > 0; ∀u, v ∈ Hs(T2), uv ∈ Hs(T2) and
‖uv‖Hs≤ C‖u‖Hs‖v‖Hs.
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Proposition 2.5. Description of the Contraction Semigroup (see [7] and [15]). Let γ > 0,
1) The operator γ△ is selfadjoint, unbounded on L2(T2) and it is the infinitesimal generator of
a semigroup Υ(t) = eγt△, furthemore ∀ϕ ∈ L2(T2),
Υ(t)ϕ =
∑
i,n1,n2
exp(−λn1,n2t)(ϕ, f in1,n2)L2f in1,n2. (2.1)
2) ∀s < 0 (resp. s>0) Υ(t) and γ△ have extension (resp. restriction ) to Hs(T2) such that Υ(t)
is a contraction semigroup, stronly-continuous, and bounded on Hs(T2) with |Υ(t)|L(Hs(T2))≤ 1,
where L(Hs(T2)) is the space of linear continuous operator on Hs(T2).
Lemma 2.6. (see [15]) ∀s > 0, ∀ϕ ∈ Hs(T2), resp. ∀ϕ ∈ L∞(T2), from (2.1), we have
‖Υ(t)ϕ‖Hs≤ ‖ϕ‖Hs and ‖Υ(t)ϕ‖∞≤ ‖ϕ‖∞.
Lemma 2.7. (Lemma 2.5 of [9])
Suppose that (D, d) is a separable metric space and let (Pˆn)n denote a sequence of random
probability measures on (D,D) defined on a probability space (Ω,A,P). Then∫
D
f(x)dPˆn(x)
P−→
∫
D
f(x)dP (x),
for any f bounded and Lipschitz if and only if dF (Pˆn, P )
P−→ 0.
Let T > 0. Let F be a separable and reflexive Banach space included (with density and
continuous injection) in a Hilbert space H. We identify H with its dual. So F ⊂ H ⊂ F ′, where
F ′ is the dual of F . Let (A(t, .)){t∈]0,T [} be a family of linear operators from F to F ′, such that:
(1) θ −→ (A(t, u+ θv), w) is continuous from R to R, ∀u, v, w ∈ F
(2) ∃ δ > 0, ‖A(t, u)‖F ′≤ δ‖u‖F , ∀u ∈ F
(3) ∃ σ1 > 0, σ2 ∈ R, (A(t, u), u) + σ2‖u‖2H≥ σ1‖u‖2F , ∀u ∈ F
(4) ∀u ∈ F, t −→ A(t, u) est Lebesgue-mesurable with values in F ′,
where (., .) is a duality product between F ′ and F .
Proposition 2.8. (see Theorem 1.1 page 81 in [20])
Let (Ω,F0,P) be a probability space, let (A(t, .)){t∈]0,T [} be a family of operators from F to F ′
which satisfy (1), (2), (3) and (4). For u(0) ∈ L2(Ω,F0,P, H), f = f1 + f2 with
− f1 ∈ L2(Ω, L1(0, T,H)), non-anticipative,
− f2 ∈ L2(Ω×]0, T [, F ), non-anticipative,
and (Mt)0≤t≤T a continuous square-integrable martingale with values in H, the equation
du(t) + A(u(t))dt = f(t)dt+ dM(t), t ∈ [0, T ] with u(0) = u0,
admits a unique solution u ∈ L2(Ω×]0, T [, F ) ∩ L2(Ω, C([0, T ], H)).
3 Law of Large Numbers of Initial Measures
Recall that µS,N0 =
1
N
∑N
i=1{1A(X i)(1− ξi) + 1Ac(X i)}δXi, µI,N0 = 1N
∑N
i=1 1A(X
i)ξiδXi and
µN0 = µ
S,N
0 + µ
I,N
0 =
1
N
∑N
i=1 δXi where {X i, 1 ≤ i ≤ N} is an independent an identically
distributed family of random variables, globally independent of {ξi, 1 ≤ i ≤ N}, which in turn
is a mutually independent family of Ber(p).
The following is assumed to be hold throughout this paper.
Assumption (H0): The law ν of X1 is abosuletly continuous with respect to the Lebesgue
measure and its density g satisfies:
there exists δ1 > 0, δ2 > 0 such that δ1 ≤ g(x) ≤ δ2, ∀x ∈ T2.
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Theorem 3.1. The sequence (µS,N0 , µ
I,N
0 , µ
N
0 )N≥1 converges a.s towards (µ
S
0 , µ
I
0, µ0)
in (MF (T2))3, where µS0 (dx) = {(1 − p)1A(x) + 1Ac(x)}ν(dx), µI0(dx) = p1A(x)ν(dx) and
µ0(dx) = ν(dx).
Proof. All we need is to prove that for any ϕ, ψ, φ ∈ C(T2) the sequence(
(µS,N0 , ϕ), (µ
I,N
0 , ψ), (µ
N
0 , φ)
)
N≥1
converges a.s towards
(
(µS0 , ϕ), (µ
I
0, ψ), (µ0, φ)
)
.
Let ϕ, ψ, φ ∈ C(T2), we have
(µS,N0 , ϕ) =
1
N
∑N
i=1[1A(X
i)(1− ξi) + 1Ac(X i)]ϕ(X i)
(µI,N0 , ψ) =
1
N
∑N
i=1 1A(X
i)ξiψ(X
i)
(µN0 , φ) =
1
N
∑N
i=1 φ(X
i).
Furthemore, according to the law of large numbers
(µS,N0 , ϕ)
a.s−→ E((1A(X1)(1− ξ1) + 1Ac(X1))ϕ(X1)) =
∫
T2
{(1− p)1A(x) + 1Ac(x)}ϕ(x)ν(dx),
(µI,N0 , ψ)
a.s−→ E(1A(X1)ξ1ψ(X1)) = p
∫
A
ψ(x)ν(dx),
(µN0 , φ)
a.s−→ E(φ(X1)) =
∫
T2
φ(x)ν(dx).
Thus(
(µS,N0 , ϕ), (µ
I,N
0 , ψ), (µ
N
0 , φ)
)
a.s−→
(
(1− p) ∫
A
ϕ(x)ν(dx) +
∫
Ac
ϕ(x)ν(dx),
p
∫
A
ψ(x)ν(dx),
∫
T2
φ(x)ν(dx)
)
.
4 Central Limit Theorem of Initial Measures
We define UN0 =
√
N(µS,N0 − µS0 ) , V N0 =
√
N(µI,N0 − µI0)) and ZN0 =
√
N(µN0 − µ0).
In this section we study the convergence of the sequence (UN0 , V
N
0 , Z
N
0 ) in (H
−s(T2))3,
as N →∞, with s>1.
Proposition 4.1. For any s>1, there exists C1, C2, C3 > 0 such that
sup
N≥1
E(‖ZN0 ‖2H−s) < C1; sup
N≥1
E(‖UN0 ‖2H−s) < C2 and sup
N≥1
E(‖V N0 ‖2H−s) < C3.
Proof. We only prove that sup
N≥1
E(‖V N0 ‖2H−s) < C3. The other estimates follow by a similar
argument. Since 1A(Xj)ξjδXj are i.i.d with law µ
I
0, from assumption (H0) and Lemma 8.1 in
the Appendix below, we have
E(‖V N0 ‖2H−s) = E(
∑
i,n1,n2
(V N0 , ρ
i,s
n1,n2
)2)
= N
∑
i,n1,n2
E
((
(µI,N0 , ρ
i,s
n1,n2
)− (µI0, ρi,sn1,n2)
)2)
= 1
N
∑
i,n1,n2
E
[ N∑
j=1
[1A(Xj)ξjρ
i,s
n1,n2
(Xj)− (µI0, ρi,sn1,n2)]
]2
= 1
N
∑
i,n1,n2
N∑
j=1
E
([
1A(Xj)ξjρ
i,s
n1,n2
(Xj)− (µI0, ρi,sn1,n2)
]2)
≤ 1
N
∑
i,n1,n2
N∑
j=1
E
(
[1A(Xj)ξjρ
i,s
n1,n2
(Xj)]
2
)
≤ p
∫
A
∑
i,n1,n2
(ρi,sn1,n2)
2(x)g(x)dx ≤ pδ2C if s>1.
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Let us give now the main result of this section.
Theorem 4.2. For any s>1, the sequence (UN0 , V
N
0 , Z
N
0 )N≥1 converges in law in (H
−s(T2))3
towards (U0, V0, Z0) where ∀ϕ, ψ, φ ∈ Hs(T2), ((U0, ϕ), (V0, ψ), (Z0, φ)) is a Gaussian vector
which satisfies:
(U0, ϕ) = W1[ϕ
√
g{(1− p)1A+1Ac}]− (1− p)W1(√g)
∫
A
ϕ(x)g(x)dx−W1(√g)
∫
Ac
ϕ(x)g(x)dx
+W2(1Aϕ
√
(p− p2)g), (4.1)
(V0, ψ) = pW1(1Aψ
√
g)− pW1(√g)
∫
A
ψ(x)g(x)dx−W2(1Aψ
√
(p− p2)g), (4.2)
(Z0, φ) = W1(φ
√
g)−W1(√g)
(∫
T2
φ(x)g(x)dx
)
, (4.3)
where W1,W2 are mutually independent two dimentional white noises.
4.1 Proof of Theorem 4.2
We first prove the tightness of the sequence (UN0 , V
N
0 , Z
N
0 )N≥1, then identify the limit.
4.1.1 Tightness of (UN0 , V
N
0 , Z
N
0 )N≥1
Proposition 4.3. For any s>1, the sequences (UN0 )N≥1; (V
N
0 )N≥1 and (Z
N
0 )N≥1 are tight in
H−s.
Proof. The tightness of (UN0 )N≥1 in H
−s follows readily from the fact that
sup
N≥1
E(‖UN0 ‖2H−s) ≤ C1.
Indeed, since ∀ 1 < s′ < s, the embedding H−s′(T2) →֒ H−s(T2) is compact (see Theorem 1.69
page 47 of [5]) then BH−s′ = {µ ∈ H−s′; ‖µ‖H−s′≤ R} is a compact subset of H−s.
Thus P(UN0 /∈ BH−s′ ) = P(‖UN0 ‖H−s′> R)
≤ 1
R2
E(‖UN0 ‖2H−s′ ) ≤ C1R2 .
So by choosing R large enough we get the result.
The tightness of (V N0 )N≥1 and (Z
N
0 )N≥1 are obtained by similar arguments.
From Proposition 4.3 we deduce that the sequence (UN0 , V
N
0 , Z
N
0 )N≥1 is tight in (H
−s)3,
thus by Prokhorov’s theorem there exists a subsequence still denoted (UN0 , V
N
0 , Z
N
0 )N≥1 which
converges in law towards (U0, V0, Z0) in (H
−s)3.
4.1.2 Gaussian caracter and expressions of ((U0, ϕ),(V0, ψ), (Z0, φ)) using white noises
Let ϕ, ψ, φ ∈ Hs, let us first compute the values of Var((U0, ϕ)); Var((V0, ψ)); Var((Z0, φ));
Cov((U0, ϕ), (V0, ψ)); Cov((U0, ϕ), (Z0, φ)); and Cov((V0, ψ), (Z0, φ)).
− Computation of Var((U0, ϕ)). We have
(UN0 , ϕ) =
√
N [(µS,N0 , ϕ)− (µS0 , ϕ)]
=
√
N [ 1
N
N∑
i=1
{1A(X i)(1− ξi) + 1Ac(X1)}ϕ(X i)− (1− p)
∫
A
ϕ(x)dx− ∫
Ac
ϕ(x)dx],
and
Var[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1)]=
=Var[1A(X
1)(1− ξ1)ϕ(X1)]+Var(1Ac(X1)ϕ(X1))+2Cov[1A(X1)(1− ξ1)ϕ(X1), 1Ac(X1)ϕ(X1)]
=Var[1A(X
1)(1− ξ1)ϕ(X1)]+Var(1Ac(X1)ϕ(X1))−2E[1A(X1)(1− ξ1)ϕ(X1)]E(1Ac(X1)ϕ(X1))
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=(1− p)
∫
A
ϕ2(x)g(x)dx− (1− p)2
(∫
A
ϕ(x)g(x)dx
)2
+
∫
Ac
ϕ2(x)g(x)dx−
(∫
Ac
ϕ(x)g(x)dx
)2
− 2(1− p)
∫
A
ϕ(x)g(x)dx
∫
Ac
ϕ(x)g(x)dx
= αp.
So according to the central limit theorem
(UN0 , ϕ)
L−→ (U0, ϕ) where (U0, ϕ) N (0, αp). (4.4)
− Computation of Var((V0, ψ)). One has
(V N0 , ψ) =
√
N((µI,N0 , ψ)− (µI0, ψ)) and
Var[1A(X
1)ξ1ψ(X
1)] = p
∫
A
ψ2(x)g(x)dx− p2
(∫
A
ψ(x)g(x)dx
)2
= βp.
So according to the central limit theorem
(V N0 , ψ)
L−→ (V0, ψ) where (V0, ψ) N (0, βp). (4.5)
− Computation of Var((Z0, φ)). According to central limit theorem
(ZN0 , φ)
L−→ (Z0, φ) where (Z0, φ) N
(
0, σ2 =
∫
T2
φ2(x)g(x)dx−
(∫
T2
φ(x)g(x)dx
)2)
. (4.6)
− Computation of Cov((U0, ϕ), (V0, ψ)), Cov((U0, ϕ), (Z0, φ)) and Cov((V0, ψ), (Z0, φ)).
As Cov((U0, ϕ), (V0, ψ)) =
1
2
[Var((U0, ϕ) + (V0, ψ))-Var((U0, ϕ))-Var((V0, ψ))],
so we need to compute Var((U0, ϕ)+ (V0, ψ)), Var((U0, ϕ)+ (Z0, φ)) and Var((V0, ψ)+ (Z0, φ)).
We have
(UN0 , ϕ) + (V
N
0 , ψ) + (Z
N
0 , φ) =
√
N
{
1
N
N∑
i=1
[
{1A(X i)(1− ξi) + 1Ac(X i)}ϕ(X i) + 1A(X i)ξiψ(X i)
+φ(X i)
]
−(1−p) ∫
A
ϕ(x)g(x)dx−∫
Ac
ϕ(x)g(x)dx−p ∫
A
ψ(x)g(x)dx−∫
T2
φ(x)g(x)dx
}
,
and
Var[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1) + 1A(X1)ξ1ψ(X1) + φ(X1)]
= αp + βp + σ
2+2Cov[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1), 1A(X1)ξ1ψ(X1)]
+ 2Cov[{1A(X1)(1−ξ1)+1Ac(X1)}ϕ(X1), φ(X1)]+ 2Cov[1A(X1)ξ1ψ(X1), φ(X1)].
Furthemore since {1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1)1A(X1)ξ1ψ(X1))=0 a.s,
Cov[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1), 1A(X1)ξ1ψ(X1)]
= −E[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1)]E(1A(X1)ξ1ψ(X1))
= −p(1− p)
∫
A
ϕ(x)g(x)dx
∫
A
ψ(x)g(x)dx− p
∫
Ac
ϕ(x)g(x)dx
∫
A
ψ(x)g(x)dx
= γp.
On the other hand:
Cov[{1A(X1)(1− ξ1) + 1Ac(X1)}ϕ(X1), φ(X1)]
= (1− p)
∫
A
ϕ(x)φ(x)g(x)dx+ (p− 1)
∫
A
ϕ(x)g(x)dx
∫
T2
φ(x)g(x)dx
+
∫
Ac
ϕ(x)φ(x)g(x)dx−
∫
Ac
ϕ(x)g(x)dx
∫
T2
φ(x)g(x)dx
= ηp,
and
Cov[1A(X
1)ξ1ψ(X
1), φ(X1)]= p
∫
A
ψ(x)φ(x)g(x)dx− p
∫
A
ψ(x)g(x)dx
∫
T2
φ(x)g(x)dx = λp.
Thus according to the central limit theorem
(UN0 , ϕ) + (V
N
0 , ψ) + (Z
N
0 , φ) N (0, αp + βp + σ2 + 2(γp + λp + ηp)). (4.7)
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Taking φ ≡ 0; ψ ≡ 0 and ϕ ≡ 0 respectively in (4.7), we obtain
Var((U0, ϕ) + (V0, ψ)) = αp + βp + 2γp,
Var((U0, ϕ) + (Z0, φ)) =αp + σ
2 + 2ηp,
Var((V0, ψ) + (Z0, φ)) =βp + σ
2 + 2λp.
So we deduce that
Cov((U0, ϕ), (V0, ψ))=γp; Cov((U0, ϕ), (Z0, φ)) = ηp and Cov((V0, ψ), (Z0, φ)) = λp. (4.8)
Hence from (4.4), (4.5), (4.6), (4.7) and (4.8), we conclude that for any ϕ,ψ, φ ∈ Hs,
((U0, ϕ), (V0, ψ), (Z0, φ)) is a Gaussian vector with the same law as the vector given by (4.1),
(4.2) and (4.3).
4.1.3 Conclusion
The sequence (UN0 , V
N
0 , Z
N
0 )N≥1 being tight so by Prokhorov’s theorem there exists a subse-
quence still denoted (UN0 , V
N
0 , Z
N
0 )N≥1 which converge in law in (H
−s(T2))3 towards (U0, V0, Z0).
On the other hand ∀ϕ, ψ, φ ∈ Hs ((U0, ϕ), (V0, ψ), (Z0, φ)) N
(0, 0, 0),
αp γp ηpγp βp λp
ηp λp σ
2
 ,
hence we conclude that the whole sequence (UN0 , V
N
0 , Z
N
0 )N≥1 converge in law in (H
−s)3 towards
(U0, V0, Z0).
5 Law of Large Numbers
The aim of this section is to study the convergence of (µS,N , µI,N) under Assumption (H1)
below, and the convergence of µN as N →∞.
To this end we are going to:
• Write the system of evolution equations of (µS,N , µI,N).
• Study the convergence of {µNt , t ≥ 0} in C(R+,MF (T2)).
• Study the tightness of (µS,N , µI,N)N≥1 in Skorokhod’s space (D(R+,MF (T2)))2.
• Show that all limit points µS and µI of (µS,N)N≥1 and (µI,N)N≥1 are absolutely continuous
with respect to the Lebesgue measure with density fS and fI bounded by δ2 (δ2 is defined
in section 3).
• Show that the system of PDEs verified by the pair (fS, fI) admits a unique solution in
Λ = {(f1, f2)/0 ≤ fi ≤ δ2, i ∈ {1, 2}}.
The following is assumed to hold throughout section 5.
Assumption (H1): k is Lipschitz, with the Lipschitz constant Ck.
5.1 System of evolution equations of {(µS,Nt , µI,Nt ), t ≥ 0}
5.1.1 Evolution equation of {µS,Nt , t ≥ 0}
Let {M i, 1 ≤ i ≤ N} be a family of mutualy independant standard (i.e with mean measure
the Lebesgue measure ) Poisson Random Measures (in short PRMs) on R2+ which are globally
independent of {X it , 0 ≤ t, 1 ≤ i ≤ N}. We note by {M i, 1 ≤ i ≤ N} the family of compensated
PRMs. We recall that Π is the canonical projection from R2 to T2, X˜ it = X
i +
√
2γBit and
X it = Π(X˜
i
t). Now Let ϕ ∈ C2(T2), if we let ϕ˜ = ϕ ◦Π, according to the Itô formula, we have
ϕ˜(X˜ it) = ϕ˜(X
i) +
√
2γ
∫ t
0
▽ϕ˜(X˜ ir)dBir + γ
∫ t
0
△ϕ˜(X˜ ir)dr,
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hence ϕ(X it) = ϕ(X
i) +
√
2γ
∫ t
0
▽ϕ(X ir)dBir + γ
∫ t
0
△ϕ(X ir)dr.
Thus {1{Eit=S}ϕ(X it), t ≥ 0} is a jump process satisfying
1{Eit=S}ϕ(X
i
t) = 1{Ei0=S}ϕ(X
i) +
√
2γ
∫ t
0
1{Eir=S}▽ ϕ(X ir)dBir + γ
∫ t
0
1{Eir=S}△ ϕ(X ir)dr
−
∫ t
0
∫ ∞
0
1
{u≤β∑Nj=1 K(X
i
r,X
j
r)
N∑
l=1
K(Xlr,X
j
r )
1
{E
j
r=I}
}
1{Ei
r−
=S}ϕ(X
i
r)M
i(du, dr).
Taking the sum over i and multiplying by 1
N
we obtain
1
N
N∑
i=1
1{Eit=S}ϕ(X
i
t) =
1
N
N∑
i=1
1{Ei0=S}ϕ(X
i) +
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=S}▽ ϕ(X ir)dBir
+
γ
N
N∑
i=1
∫ t
0
1{Eir=S}△ ϕ(X ir)dr
− 1
N
N∑
i=1
∫ t
0
∫ ∞
0
1
{u≤β∑Nj=1 K(X
i
r,X
j
r)
N∑
l=1
K(Xlr,X
j
r)
1
{E
j
r=I}
}
1{Ei
r−
=S}ϕ(X
i
r)M
i
(du, dr)
− 1
N
N∑
i=1
∫ t
0
β
N
N∑
j=1
K(X ir, X
j
r )
1
N
N∑
l=1
K(X lr, X
j
r )
1{Ejr=I}1{Eir=S}ϕ(X
i
r)dr.
So
(µS,Nt , ϕ) = (µ
S,N
0 , ϕ) + γ
∫ t
0
(µS,Nr ,△ϕ)dr − β
∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
dr +MN,ϕt , (5.1)
where(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr ,K)
)
)
=
∫
T2
ϕ(x)
∫
T2
K(x, y)∫
T2
K(y, z)µNr (dz)
µI,Nr (dy)µ
S,N
r (dx)
and
MN,ϕt = −
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i
r)1{u≤β
N∑
j=1
K(Xir,X
j
r)
N∑
l=1
K(Xlr,X
j
r))
1
{E
j
r=I}
}
M
i
(dr, du)
+
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=S}▽ ϕ(X ir)dBir.
5.1.2 Evolution equation of {µI,Nt , t ≥ 0}
Let {Qi, 1 ≤ i ≤ N} be a family of mutually independent standard Poisson Random Measures
(abreviated below as PRMs) on R2+ which are globally independent of {X it , 0 ≤ t, 1 ≤ i ≤ N}
and {M i, 1 ≤ i ≤ N}. We note by {Qi, 1 ≤ i ≤ N} the family of compensated PRMs.
Let ϕ ∈ C2(T2), {1{Eit=I}ϕ(X it), t ≥ 0} is a jump process satisfying
1{Eit=I}ϕ(X
i
t) = 1{Ei0=I}ϕ(X
i) +
√
2γ
∫ t
0
1{Eir=I}▽ ϕ(X ir)dBir + γ
∫ t
0
1{Eir=I} △ ϕ(X ir)dr
+
∫ t
0
∫ ∞
0
1
{u≤β∑Nj=1 K(X
i
r,X
j
r)
∑N
l=1
K(Xlr,X
j
r)
1
{E
j
r=I}
1{Ei
r−
=S}ϕ(X
i
r)M
i(du, dr)
−
∫ t
0
∫ α
0
1{Ei
r−
=I}ϕ(X
i
r)Q
i(du, dr).
Summing over i and multiplying by 1
N
we obtain
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1
N
∑N
i=1 1{Eit=I}ϕ(X
i
t) =
1
N
N∑
i=1
1{Ei0=I}ϕ(X
i) +
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=I}▽ ϕ(X ir)dBir
+
γ
N
N∑
i=1
∫ t
0
1{Eir=I}△ ϕ(X ir)dr
+
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1
{u≤β∑Nj=1 K(X
i
r,X
j
r)
∑N
l=1
K(Xlr,X
j
r )
1
{E
j
r=I}
1{Ei
r−
=S}ϕ(X
i
r)M
i
(du, dr)
+
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1
{u≤β∑Nj=1 K(X
i
r,X
j
r)
∑N
l=1
K(Xlr,X
j
r )
1
{E
j
r=I}
1{Eir=S}ϕ(X
i
r)drdu
− 1
N
N∑
i=1
∫ t
0
∫ α
0
1{Ei
r−
=I}ϕ(X
i
r)Q
i
(du, dr)− α
N
N∑
i=1
∫ t
0
1{Eir=I}ϕ(X
i
r)dr.
So
(µI,Nt ϕ) = (µ
I,N
0 , ϕ) + γ
∫ t
0
(µI,Nr ,△ϕ)dr + β
∫ t
0
(µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
))dr − α
∫ t
0
(µI,Nr , ϕ)dr
+LN,ϕt , (5.2)
where
LN,ϕt =
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i
r)1{u≤β∑Nj=1 K(X
i
r,X
j
r)
N∑
l=1
K(Xlr,X
j
r)
1
{E
j
r=I}
}
M
i
(dr, du))
+
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=I}▽ ϕ(X ir)dBir −
1
N
N∑
i=1
∫ t
0
∫ α
0
1{Ei
r−
=I}ϕ(X
i
r)Q
i
(dr, du).
5.2 Convergence of {µNt , t ≥ 0}N≥1 in C(R+,MF (T2))
Recall that we equipMF (T2) with the topology of weak convergence and the space of continuous
functions from R+ to MF (T2), denoted C(R+,MF (T2)) with the uniform topology.
It follows from the Itô formula that the processes {µNt , t ≥ 0} satisfies
(µNt , ϕ) = (µ
N
0 , ϕ) + γ
∫ t
0
(µNr ,△ϕ)dr +HN,ϕt , with HN,ϕt =
√
2γ
N
N∑
i=1
∫ t
0
▽ϕ(X ir)dBir.
Proposition 5.1. The sequence {µNt , t ≥ 0, N ≥ 1} converges in probability
in C(R+,MF (T2)) towards {µt, t ≥ 0}, where for each t ≥ 0, µt is the law of X1t
and for any ϕ ∈ C2(T2), t ≥ 0, (µt, ϕ) = (µ0, ϕ) + γ
∫ t
0
(µr,△ϕ)dr.
Proof. We refer to Theorem 2.2 and Remark page 58 of Roelly [24]. Let Π be a dense subset
of C(T2). In order to prove that (µN)N≥1 converges in probability in C(R+,MF (T2)) towards
{µt, t ≥ 0} it is enough to prove that:
1- ∀ϕ ∈ Π, {(µNt , ϕ), t ≥ 0}N≥1 is tight in C(R+,R+)
2- For any m ≥ 1, any (t1, t2........, tm) ∈ Rm+ , and any (ϕ1, ϕ2, ........., ϕm) ∈ (Π)n the sequence(
(µNt1 , ϕ1), ..., (µ
N
tm
, ϕm)
)
converges in probability in Rm towards ((µt1 , ϕ1), ...., (µtm , ϕm))
Proof of 1. We choose Π = C2(T2). Let ϕ ∈ C2(T2), due to Proposition 37 of Pardoux [22],
Corollary page 179 of Billingsleg [6] a sufficient condition for the sequence (µN , ϕ)N≥1 to be
tight in C(R+,R+) is that both
• (µN0 , ϕ) is tight in R,
• ∀T > 0, sup
0≤t≤T
(| (µNt ,△ϕ) | + 1N (µNt , (▽ϕ)2)) is tight in R.
Since for all N ≥ 0, t ≥ 0, µNt is a probability measure, these two points follow readily from
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the fact that ϕ, △ϕ and (▽ϕ)2 are bounded on T2.
Proof of 2. According to the law of large numbers, ∀t ≥ 0, (µNt , ϕ) a.s−→ E(ϕ(X1t ))
so
(
(µNt1 , ϕ1), .., (µ
N
tm
, ϕm)
) a.s−→ (E(ϕ1(X1t )), ...,E(ϕm(X1t ))) = ((µt1, ϕ1), .., (µtm, ϕm)) .
Finally the fact that (µt, t ≥ 0) solves the PDE appearing in the statement follows readily from
the Itô formula.
Lemma 5.2. For any t ≥ 0, the measure µt is absolutely continuous with respect to the Lebesgue
measure and its density f(t, .) verifies δ1 ≤ f(t, x) ≤ δ2, ∀x ∈ T2, where δ1 and δ2 are defined
in section 3.
Proof. Given that µt = µ0 + γ
∫ t
0
△µrdr, µt = Υ(t)µ0.
Thus as from (2.1) in Proposition 2.5, for any measurable subset of T2, with zero Lebesgue
measure Υ(t)1A ≡ 0, the absolute continuity of µt with respect to the Lebesgue measure
follows from the fact that µt = Υ(t)µ0. Furthemore we notice that the law µt of X
1
t is absolute
continuous with respect to the Lebesgue measure, this being true whether the law µ0 of X
1 has
or not this property.
− Let us now show that ∀x ∈ T2, δ1 ≤ f(t, x) ≤ δ2.
We first recall that g is the density of the law µ0 of X
1.
Let Pt be the heat kernel on the two dimentional torus. As the solution of the heat equation
with the initial condition φ, is the function defined on T2 by Υ(t)φ(x) =
∫
T2
Pt(x, y)φ(y)dy,
Υ(t) is non decreasing in the sence that ∀ϕ, ψ ∈ L2(T2) such that ϕ ≤ ψ, Υ(t)ϕ ≤ Υ(t)ψ.
So since for any C ∈ R, Υ(t)C = C (which follows from (2.1)) and f(t, .) = Υ(t)g, the result
follows from the facts that δ1 ≤ g ≤ δ2 and Υ(t) is non decreasing.
5.3 Tighness and Convergence of (µS,N , µI,N)N≥1 in (D(R+,MF (T2)))2
Recall that we equipMF (T2) with the topology of weak convergence and the Skorokhod space
of ca`dla`g functions from R+ toMF (T2), denoted D(R+,MF (T2)) with the Skorokhod topology.
We first note that: 
(µS,Nt , 1T2) =
1
N
N∑
i=1
1{Eit=S} ≤ 1,
(µI,Nt , 1T2) =
1
N
N∑
i=1
1{Eit=I} ≤ 1,
and therefore, ∀ϕ ∈ C(T2) { |(µS,Nt , ϕ)|≤ ‖ϕ‖∞,
|(µI,Nt , ϕ)|≤ ‖ϕ‖∞.
Lemma 5.3. Let H1 = {(µ, ν, ρ) ∈ (M(T2))3/(ν, 1T2) ≤ 1; (µ, ϕ) ≤ (ρ, ϕ), ∀ϕ ∈ C(T2;R+)}
For all (µ, ν, ρ) ∈ H1, ϕ ∈ C(T2), we have∣∣∣ (µ, ϕ(ν, K
(ρ,K)
)) ∣∣∣ ≤ ‖ϕ‖∞.
Proof.
∣∣∣ (µ, ϕ(ν, K
(ρ,K)
)) ∣∣∣ = ∣∣∣ ∫
T2
ϕ(x)
∫
T2
K(x, y)∫
T2
K(x′, y)ρ(dx′)
ν(dy)µ(dx)
∣∣∣
≤ ‖ϕ‖∞
∣∣∣ ∫
T2
∫
T2
K(x, y)µ(dx)∫
T2
K(x′, y)ρ(dx′)
ν(dy)
∣∣∣
≤ ‖ϕ‖∞,
where we have exploited the symetry of K: K(x, y) = K(y, x) for the first inequality and the
facts that
∫
T2
K(x, y)µ(dx)∫
T2
K(x′, y)ρ(dx′)
≤ 1 and (ν, 1T2) ≤ 1 for the last inequality.
5 LAW OF LARGE NUMBERS 13
We can now establish the wished tightness.
Proposition 5.4. Both sequences (µS,N)N≥1 and (µI,N)N≥1 are tight in D(R+,MF (T2)).
Proof. - Let us prove that (µS,N)N≥1 is tight in D(R+,MF (T2)).
As already stated in the proof of Proposition 5.1, it suffices to prove that
∀ϕ ∈ C2(T2), ((µS,Nt , ϕ), t ≥ 0)N≥1 is tight in D(R+,R).
Let ϕ ∈ C2(T2), we have
(µS,Nt , ϕ) = (µ
S,N
0 , ϕ) + γ
∫ t
0
(µS,Nr ,△ϕ)dr − β
∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
dr +MN,ϕt
= (µS,N0 , ϕ) +
∫ t
0
γ(µS,Nr ,△ϕ)− β
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
dr +MN,ϕt .
We notice that {(µS,Nt , ϕ), t ≥ 0} is a semi-martingale since MN,ϕ is a square integrable mar-
tingale. Indeed, MN,ϕ is a local martingale as the sum of local martingales, and from Lemma
5.3 we deduce that
< MN,ϕ >t =
β
N
∫ t
0
(
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr , K)
)
)
dr +
2γ
N
∫ t
0
(µS,Nr , (▽ϕ)2)dr
≤ β‖ϕ
2‖∞t
N
+
2γt
N
‖(▽ϕ)2‖∞.
Hence E(|MN,ϕt |2) = E(< MN,ϕ >t) <∞.
Consequently
(µS,Nt , ϕ) = (µ
S,N
0 , ϕ) +
∫ t
0
ωN,ϕr dr +M
N,ϕ
t with < M
N,ϕ >t=
∫ t
0
̟N,ϕr dr,
and
ωN,ϕr = γ(µ
S,N
r ,△ϕ)− β
(
µS,Nr , ϕ(µ
I,N
r
K
(µNr ,K)
)
)
,
̟N,ϕr =
β
N
(
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr ,K)
)
)
+ 1
N
(µS,Nr , (▽ϕ)2).
Furthemore ωN,ϕ and ̟N,ϕ are progressively measurable since they are adapted and right con-
tinuous, so according to Proposition 37 of [22] a sufficient condition for ((µS,Nt , ϕ))N≥1 to be
tight in D(R+,R) is that both:
• {(µS,N0 , ϕ), N ≥ 1} is tight in R,
• ∀T ≥ 0, sup
0≤t≤T
(| ωN,ϕt | +̟N,ϕt ) is tight in R.
These follow readily from the facts that:
− |(µS,N0 , ϕ)|≤ ‖ϕ‖∞.
− From Lemma 5.3, | ωN,ϕt |≤ γ‖ △ ϕ‖∞ + β‖ϕ‖∞ and ̟N,ϕt ≤ β‖ϕ
2‖∞
N
+ 1
N
‖(▽ϕ)2‖∞.
The same arguments yields the tightness of {µI,Nt , t ≥ 0, N ≥ 1} in D(R+,MF (T2)).
Proposition 5.5. All limit points (µS, µI) of the sequence (µS,N , µI,N)N≥1 are elements of
(C(R+,MF (T2)))2.
Proof. Let us prove that {µSt , t ≥ 0} is continuous. It is enough to prove that ∀ϕ ∈ C(T2), the
processes {(µSt , ϕ), t ≥ 0} is continuous. However according to Proposition 3.26 page 315 in
[12], a sufficient condition for {(µSt , ϕ), t ≥ 0} to be continuous is that:
∀T > 0, ∀ε > 0 lim
N→∞
P( sup
0≤t≤T
|(µS,Nt , ϕ)− (µS,Nt− , ϕ)|> ε) = 0
Let T>0, ε > 0, since the infection of two individuals can not occur at the same time, we have:
|(µS,Nt , ϕ)− (µS,Nt− , ϕ)|≤ 1N
N∑
i=1
|ϕ(X it)||1{Eit=S} − 1{Eit−=S}|
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≤ ‖ϕ‖∞
N
N∑
i=1
|1{Eit=S} − 1{Eit−=S}|≤
‖ϕ‖∞
N
.
So for any ε > 0, lim
N→∞
P( sup
0≤t≤T
|(µS,Nt , ϕ)− (µS,Nt− , ϕ)|> ε) = 0.
By a similar argument we obtain the continuity of {µIt , t ≥ 0}.
Let us now state the main result of this section.
Theorem 5.6. The sequence (µS,N , µI,N)N≥1 converges in probability in (D(R+,MF (T2)))2 to
(µS, µI) ∈ (C(R+,MF (T2)))2 where ∀ϕ ∈ C2(T2), {((µSt , ϕ), (µIt , ϕ)), t ≥ 0} satisfies
(µSt , ϕ) = (µ
S
0 , ϕ) + γ
∫ t
0
(µSr ,△ϕ)dr − β
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µr, K)
)
)
dr (5.3)
(µIt , ϕ) = (µ
I
0, ϕ) + γ
∫ t
0
(µIr ,△ϕ)dr + β
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µr, K)
)
)
dr − α
∫ t
0
(µIr , ϕ)dr (5.4)
5.3.1 Proof of Theorem 5.6
By Proposition 5.4, both sequence (µS,N)N≥1 and (µI,N)N≥1 are tight in D(R+,MF (T2)), so the
sequence (µS,N , µI,N)N≥1 is tight in (D(R+,MF (T2)))2. Thus according to Prokhorov’s theorem
there exists a subsequence of (µS,N , µI,N)N≥1 still denoted (µS,N , µI,N)N≥1 which converges in
law towards (µS, µI). Hence to complete the proof of Theorm 5.6 it remains to:
− Find the system of PDEs satisfied by {(µSt , µIt ), t ≥ 0}.
− Show that ∀t ≥ 0, the measure µSt and µIt are absolutely continuous with respect to
the Lebesgue measure with densities fS(t) and fI(t) bounded by δ2.
− Show that the system verifies by (fS(t), fI(t)) admits a unique solution on the set
Λ = {(f1, f2)/0 ≤ fi ≤ δ2, i ∈ {1, 2}}.
We first prove the following Lemmas, which will be useful to establish the system of PDEs
satisfied by {(µSt , µIt ), t ≥ 0}.
Lemma 5.7. Under the assumption (H1), the function K is Lipschitz on T2 × T2, with the
Lipschitz constant 2
√
2Ck.
Proof. Let x, x′, y, y′ ∈ T2, one has
| K(x, y)−K(x′, y′) |=| k(d2
T2
(x, y))− k(d2
T2
(x′, y′)) |
≤ Ck|dT2(x, y)− dT2(x′, y′)|(dT2(x, y) + dT2(x′, y′)).
Furthemore |dT2(x, y)− dT2(x′, y′)|≤ dT2(x, x′) + dT2(y, y′).
Indeed, |dT2(x, y)− dT2(x′, y′)|= dT2(x, y)− dT2(x′, y′) or dT2(x′, y′)− dT2(x, y) and
dT2(x, y)− dT2(x′, y′) ≤ dT2(x, x′) + dT2(x′, y)− dT2(x′, y′) ≤ dT2(x, x′) + dT2(y, y′).
Thus since
√
2 is the maximal distance between two points in T2, we conclude from the above
results that
For any x, x′, y, y′ ∈ T2, | K(x, y)−K(x′, y′) |≤ 2
√
2Ck(dT2(x, x
′) + dT2(y, y
′)). (5.5)
Lemma 5.8. For all µ, ν ∈M(T2), we have
sup
y
∣∣∣∣∫
T2
K(x′, y)(µ(dx′)− ν(dx′))
∣∣∣∣ ≤ (‖k‖∞+2√2Ck)dF (µ, ν).
Proof. Since from (5.5), for any y ∈ T2, the function K(., y) is Lipschitz uniformly in y with
the Lipschitz constant 2
√
2Ck , we have∣∣∣∣∫
T2
K(x′, y)(µ− ν)(dz)
∣∣∣∣ = (‖k‖∞+2√2Ck) ∣∣∣∣∫
T2
K(x′, y)
(‖K(., y)‖∞+2
√
2Ck)
(µ− ν)(dx′)
∣∣∣∣
≤ (‖k‖∞+2
√
2Ck)dF (µ, ν).
Hence the result.
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Lemma 5.9. The following map is continuous.
G : (MF (T2), dF )× (MF (T2), dF )→ (MF (T2 × T2), dF )
(µ, ν) 7−→ µ⊗ ν
where ∀φ ∈ C(T2 × T2), (µ⊗ ν, φ) =
∫
T2×T2
φ(x, y)ν(dy)µ(dx)
Proof. Let (µ, ν), (µ1, ν1) ∈ (MF (T2))2; φ a Lipschitz function on T2 × T2, such that
‖φ‖∞≤ 1 and ‖φ‖L≤ 1. We have∣∣∣ ∫
T2×T2
φ(x, y)(µ⊗ ν − µ1 ⊗ ν1)(dx, dy)
∣∣∣ ≤
≤
∫
T2
∣∣∣ ∫
T2
φ(x, y)(µ− µ1)(dx)
∣∣∣ν(dy) + ∫
T2
∣∣∣ ∫
T2
φ(x, y)(ν − ν1)(dy)
∣∣∣µ1(dx)
≤ ν(T2)sup
y
∣∣∣ ∫
T2
φ(x, y)(µ− µ1)(dx)
∣∣∣ + µ1(T2)sup
x
∣∣∣ ∫
T2
φ(x, y)(ν − ν1)(dy)
∣∣∣
≤ C (dF (µ, µ1) + dF (ν, ν1)),
since sup
y
‖φ(., y)‖L∨sup
x
‖φ(x, .)‖L≤ ‖φ‖L≤ 1.
We can now establish the system of equations satisfied by (µS, µI).
Proposition 5.10. The processes (µS, µI) satisfies the equations (5.3) and (5.4)
Proof. We prove this Proposition by taking the limit in the equations (5.1) and (5.2).
1- Let us prove that∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
dr
L−→
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µr, K)
)
)
dr.
One has(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
=
(
µI,Nr ,
(µS,Nr , ϕK)
(µNr , K)
)
= −
(
µI,Nr ,
(µS,Nr , ϕK)
(µNr , K)(µr, K)
(µNr − µr, K)
)
+
(
µI,Nr ,
(µS,Nr , ϕK)
(µr, K)
)
.
Moreover:
1-1. Since from Lemma 5.2, f(t, .) is lower bounded by a positive constant and ∀y ∈ T2,∫
T2
K(x, y)dx is a positive constant independent of y,
∃ C > 0 such that ∀y ∈ T2,
∫
T2
K(x, y)f(t, x)dx ≥ C.
On the other hand, since from Proposition 5.1 for any ϕ ∈ C(T2), (µNr , ϕ) P−→ (µr, ϕ),
dF (µ
N
r , µr)
P−→ 0 (see Lemma 2.7). Thus as dF (µNr , µr) ≤ 2, so from Lemmas 5.3 and 5.8 from
the Lebesgue dominated convergence theorem, we have
E
(∣∣∣∣∫ t
0
(
µI,Nr ,
(µS,Nr , ϕK)
(µNr , K)(µr, K)
(µNr − µr, K)
)
dr
∣∣∣∣)
≤ 1
C
E
(∫ t
0
∫
T2
∣∣∣∣
∫
T2
ϕ(x)K(x, y)µS,Nr (dx)∫
T2
K(x′, y)µNr (dx′)
∣∣∣∣ ∣∣∣∣∫
T2
K(x′, y)(µNr − µr)(dx′)
∣∣∣∣µI,Nr (dy)dr)
≤ C‖ϕ‖∞(‖k‖∞+2
√
2Ck)
∫ t
0
E(dF (µ
N
r , µr))dr
N→∞−−−→ 0
1-2. We have
(
µI,Nr ,
(µS,Nr , ϕK)
(µr, K)
)
=
∫
T2×T2
ϕ(x)K(x, y)∫
T2
K(x′, y)µr(dx′)
µI,Nr (dy)µ
S,N
r (dx).
Moreover since
∫
T2
K(x′, y)µr(dx′) is lower bounded by a positive constant independent of
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y ∈ T2 and from Lemma 5.7, the map y ∈ T2 7→
∫
T2
K(x′, y)µr(dx
′) is continuous, from Lemma
5.7 again, the map (x, y) ∈ T2×T2 7→ ϕ(x)K(x, y)∫
T2
K(x′, y)µr(dx′)
is continuous and bounded on T2×T2.
Thus from Lemma 5.9, we deduce that∫
T2×T2
ϕ(x)K(x, y)∫
T2
K(x′, y)µr(dx′)
µI,Nr (dy)µ
S,N
r (dx)
L−→
∫
T2×T2
ϕ(x)K(x, y)∫
T2
K(x′, y)µr(dx′)
µIr(dy)µ
S
r (dx).
2- Since △ϕ and ϕ are continuous and bounded,∫ t
0
(µS,Nr ,△ϕ)dr L−→
∫ t
0
(µSr ,△ϕ)dr and
∫ t
0
(µI,Nr , ϕ)dr
L−→
∫ t
0
(µIr, ϕ)dr.
3 - Let us prove that, MN,ϕt
P−→ 0 and LN,ϕt P−→ 0.
From Lemma 5.3, we have
E(|MN,ϕt |2)= E(< MN,ϕ >t)
= β
N
∫ t
0
E
((
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr , K)
)
))
dr +
1
N
∫ t
0
E( (µS,Nr , (▽ϕ)2))dr
≤ t β
N
‖ϕ2‖∞+ tN ‖(▽ϕ)2‖∞
N→∞−−−→ 0.
MN,ϕt converges to 0 in L
2, so also in probability. A similar argument yields the fact that LN,ϕt
converges in probability to 0.
Thus from the results 1-, 2-, 3-, and from the convergence of the initial measures obtained in
Theorem 3.1 we conclude that (µS, µI) satisfies the equations (5.3) and (5.4).
Proposition 5.11. ∀t ≥ 0, the measures µSt and µIt are absolutely continuous with respect to
the Lebesgue measure and their densities fS(t, .) and fI(t, .) are bounded by δ2.
Proof. For any t ≥ 0, we have µR,Nt = 1N
∑N
i=1 1{Eit=R}δXit = µ
N
t − µS,Nt − µI,Nt .
Furthemore:
- µS,Nt + µ
I,N
t weakly converges towards µ
S
t + µ
I
t since (µ
S,N
t , µ
I,N
t ) weakly converges towards
(µSt , µ
I
t ) and the map (µ, ν) ∈ (MF (T2), dF )2 7→ µ+ ν is continuous,
- µNt converges in probability towards the measure µt which is deterministic (µt = Υ(t)ν),
thus µR,Nt = µ
N
t − µS,Nt − µI,Nt weakly converges towards µt − µSt − µIt .
Hence as the measures µSt , µ
I
t and µt−µSt −µIt are non negative (since µS,Nt , µI,Nt and µR,Nt are
non negative), we can conclude that
- µSt and µ
I
t are absolutely continuous with respect to the Lebesgue measure since µt has
this property;
- their densities satisfy fS(t, .) + fI(t, .) ≤ f(t, .) ≤ δ2.
Proposition 5.12. The pair of densities (fS(t, .), fI(t, .)) of the pair of measures (µ
S
t , µ
I
t ) sat-
isfies
fS(t) = Υ(t)fS(0)− β
∫ t
0
Υ(t− r)
[
fS(r)
∫
T2
K(., y)∫
T2
K(x′, y)f(r, x′)dx′
fI(r, y)dy
]
dr, (5.6)
fI(t) = Υ(t)fI(0) + β
∫ t
0
Υ(t− r)
[
fS(r)
∫
T2
K(., y)∫
T2
K(x′, y)f(r, x′)dx′
fI(r, y)dy
]
dr
−α
∫ t
0
Υ(t− r)fI(r)dr. (5.7)
Moreover the system formed by the equations (5.6) and (5.7) admits a unique solution on the
set Λ = {(f1, f2)/0 ≤ fi ≤ δ2, i ∈ {1, 2}}.
6 CENTRAL LIMIT THEOREM 17
Proof. Recall that ∀y ∈ T2, (µr, K(., y)) =
∫
T2
K(x′, y)f(r, x′)dx′ ≥ C. From the equations
(5.3) and (5.4), it is easy to deduce that (fS(t, .), fI(t, .)) satisfies the equations (5.6) and (5.7).
Let (f 1S(t), f
1
I (t)), (f
2
S(t), f
2
I (t)) ∈ Λ be two solutions of the system formed by equations (5.6)
and (5.7) with the same initial value. Noticing that for any ϕ ∈ L2(T2), ‖Υ(t)ϕ‖∞≤ ‖ϕ‖∞ (see
Lemma 2.6) and
∥∥∥ ∫
T2
K(·, y)ϕ(y)dy
∥∥∥
∞
≤ C‖ϕ‖∞, we have
‖f 2S(t)− f 1S(t)‖∞ ≤ β
∫ t
0
wwwΥ(t− r)[(f 2S(r)− f 1S(r)) ∫
T2
K(., y)∫
T2
K(x′, y)f(r, x′)dx′
f 1I (r, y)dy
]www
∞
dr
+ β
∫ t
0
wwwΥ(t− r)[f 2S(t) ∫
T2
K(., y)∫
T2
K(x′, y)f(r, x′)dx′
(
f 2I (r, y)− f 1I (r, y)
)
dy
]www
∞
dr
≤ β
C
∫ t
0
‖f 2S(r)− f 1S(r)‖∞
www∫
T2
K(., y)f 1I (r, y)dy
www
∞
dr
+
β
C
∫ t
0
‖f 2S(r)‖∞
www∫
T2
K(., y)
(
f 2I (r, y)− f 1I (r, y)
)
dy
www
∞
dr
≤ βCδ2
∫ t
0
{
‖f 2S(r)−f 1S(r)‖∞+‖f 2I (r)−f 1I (r)‖∞
}
dr. (5.8)
Furthemore as f 2I (t)− f 1I (t) = −
(
f 2S(t)− f 1S(t)
)− α ∫ t
0
Υ(t− r)(f 2I (r)− f 1I (r))dr,
then ‖f 2I (t)−f 1I (t)‖∞ ≤ ‖f 2S(t)−f 1S(t)‖∞+α
∫ t
0
‖f 2I (r)−f 1I (r)‖∞dr. (5.9)
Hence summing (5.8) and (5.9) and applying Gronwall’s lemma, we obtain f 1s (t) = f
2
s (t) and
f 1I (t) = f
2
I (t).
We can now finish the proof of Theorem 5.6.
Since (µS,N , µI,N)N≥1 is tight in (D(R+,MF (T2)))2, and all converging subsequences of the se-
quence (µS,N , µI,N)N≥1 weakly converge to the same limit (µS, µI), the sequence (µS,N , µI,N)N≥1
weakly converge in (D(R+,MF (T2)))2 towards (µS, µI); furthemore (µS, µI) is deterministic,
so we have convergence in probability.
6 Central Limit Theorem
In this section we will study the convergence of (UN =
√
N(µS,N − µS), V N = √N(µI,N − µI))
under the assuption (H2) below and the convergence of ZN =
√
N(µN − µ) as N →∞.
Note that the trajectories of these processes belong to (D(R+, E(T2)))2 and C(R+, E(T2)) re-
spectively, where E(T2) is the space of signed measures on the torus, which can be seen as the
dual of C(T2). However, since the limit processes may be less regular than their approximations
we will first:
• Establish the equations verified by the process ZN and by the pair (UN , V N).
• Fix the space in which the convergence results will be established.
Then we will study the convergence of the above sequences.
The following is assumed to hold throughout section 6.
Assumption (H2): k ∈ C3(R+).
Remark 6.1. Let x ∈ T2, if we let A(x) = support{K(x, .)}, from (1.1) and under (H2), we
have
− ∀η ∈ N2, |η|≤ 2 the map y ∈ A(x) 7→ DηK(x, .) is Lipschitz and bounded with the Lipschitz
constant independent of x.
− ∀η ∈ N2, |η|≤ 3 the map y ∈ A(x) 7→ DηK(x, .) is continuous and bounded by C max
0≤|η|≤3
‖k(|η|)‖∞.
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Indeep, this two points follow from the facts that:
− If C1 = {2k′(‖x− y‖2), 4k′′(‖x− y‖2), 8k(3)(‖x− y‖2)} and
C2 = {(x1 − y1)n(x2 − y2)m, (n,m) ∈ {0, 1, 2, 3}2}, ∀|η|≤ 3, DηK(x, y) = Dηk(‖x− y‖2) is
written as the sum of the products of elements of C1 and C2;
− ∀|η|≤ 2, |k(|η|)| is locally Lipschitz in R+ and ∀|η|≤ 3, |k(|η|)| is bounded in R+;
− √2 is the maximal distance between two points of the torus.
Lemma 6.2. Under the assumption (H2), we have sup
x
‖K(x, .)‖H3 <∞.
Proof. From (1.1), if we let ∀x ∈ T2, A(x)=support{K(x, .)}, we will have
‖K(x, ·)‖H3=
∑
|η|≤3
∫
A(x)
|Dηk(‖y − x‖2)|2dy
≤ C,
where the first inequality follows from Remark 6.1.
6.1 Evolution equations of ZN and of the pair (UN , V N)
6.1.1 Evolution equation of ZN =
√
N(µN − µ)
Let ϕ ∈ C2(T2), we have
(µNt , ϕ) = (µ
N
0 , ϕ) + γ
∫ t
0
(µNr ,△ϕ)dr +HN,ϕt , where HN,ϕt =
√
2γ
N
N∑
i=1
∫ t
0
∇ϕ(X ir)dX ir,
(µt, ϕ) = (µ0, ϕ) + γ
∫ t
0
(µr,△ϕ)dr,
hence (ZNt , ϕ) = (Z
N
0 , ϕ) + γ
∫ t
0
(ZNr ,△ϕ)dr + H˜t
N,ϕ
, where H˜t
N,ϕ
=
√
NHN,ϕt . (6.1)
6.1.2 System of evolution equations of the pair (UN , V N)
Let ϕ ∈ C2(T2), we have
(µS,Nt , ϕ) = (µ
S,N
0 , ϕ) + γ
∫ t
0
(µS,Nr ,△ϕ)dr− β
∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr , K)
)
)
dr +MN,ϕt ,
(µSt , ϕ) = (µ
S
0 , ϕ) + γ
∫ t
0
(µSr ,△ϕ)dr − β
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µr, K)
)
)
dr.
Note first that
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µNr ,K)
)
)
=
∫
T2
ϕ(x)
∫
T2
K(x, y)∫
T2
K(x′, y)µN(dx′)
µI,Nr (dy)µ
S,N
r (dx)
=
∫
T2
∫
T2
ϕ(x)K(x, y)µS,Nr (dx)∫
T2
K(x′, y)µN(dx′)
µI,Nr (dy)
=
(
µI,Nr ,
(µS,Nr , ϕK)
(µNr , K)
)
.
Thus
(UNt , ϕ) = (U
N
0 , ϕ) + γ
∫ t
0
(UNr ,△ϕ)dr − β
∫ t
0
(√
NµI,Nr ,
(µS,Nr , ϕK)
(µNr , K)
)
dr
+ β
∫ t
0
(√
NµIr ,
(µSr , ϕK)
(µr, K)
)
dr +
√
NMN,ϕt
= (UN0 , ϕ) + γ
∫ t
0
(UNr ,△ϕ)dr + β
∫ t
0
(
µI,Nr ,
(µS,Nr , ϕK)
(µNr , K)(µr, K)
(ZNr , K)
)
dr
− β
∫ t
0
(
µI,Nr ,
(UNr , ϕK)
(µr, K)
)
dr − β
∫ t
0
(
V Nr ,
(µSr , ϕK)
(µr, K)
)
dr +
√
NMN,ϕt .
6 CENTRAL LIMIT THEOREM 19
Hence if we let M˜N,ϕt =
√
NMN,ϕt , one has
(UNt , ϕ) = (U
N
0 , ϕ) + γ
∫ t
0
(UNr ,△ϕ)dr + β
∫ t
0
(
ZNr , G
S,I,N
r ϕ
)
dr − β
∫ t
0
(
UNr , G
I,N
r ϕ
)
dr
−β
∫ t
0
(
V Nr , G
S
r ϕ
)
dr + M˜N,ϕt , (6.2)
and also
(V Nt , ϕ) = (V
N
0 , ϕ) + γ
∫ t
0
(V Nr ,△ϕ)dr − β
∫ t
0
(
ZNr , G
S,I,N
r ϕ
)
dr + β
∫ t
0
(
UNr , G
I,N
r ϕ
)
dr
+β
∫ t
0
(
V Nr , G
S
rϕ
)
dr − α
∫ t
0
(V Nr , ϕ)dr + L˜
N,ϕ
t , (6.3)
where ∀x, y, x′ ∈ T2,
GS,I,Nr ϕ(x
′) =
(
µI,Nr , K(x
′, .)
(µS,Nr , ϕK)
(µNr , K)(µr, K)
)
=
∫
T2
K(x′, y)
∫
T2
ϕ(x)K(x, y)µS,Nr (dx)∫
T2
K(y′, y)µNr (dy′)
∫
T2
K(y′, y)µr(dy′)
µI,Nr (dy),
GI,Nr ϕ(x) = ϕ(x)
(
µI,Nr ,
K(x, .)
(µr, K)
)
= ϕ(x)
∫
T2
K(x, y)∫
T2
K(y′, y)µr(dy′)
µI,Nr (dy),
GSr ϕ(y) =
(µSr , ϕK(., y))
(µr, K(., y))
=
∫
T2
ϕ(x)K(x, y)µSr (dx)∫
T2
K(y′, y)µr(dy′)
.
6.2 The space of convergence of the sequences ZN and (UN , V N)
We first recall that for any s > 0, the family (ρi,sn1,n2)i,n1,n2 (as defined in Proposition 2.2) is an
orthonormal basis of Hs(T2).
Proposition 6.3. Every limit point W 1 of the seguence (M˜N )N≥1 satisfies
∀t ≥ 0, E(‖W 1t ‖2H−s) <∞ iff s > 2.
Proof. We have
M˜N,ϕt = −
1√
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i
r)1{u≤ β
N
∑N
j=1
K(Xir,X
j
r)
(µNr ,K(.,X
i
r))
1
{E
j
r=I}
}
M
i
(dr, du)
+
√
2γS
N
N∑
i=1
∫ t
0
1{Eir=S}▽ ϕ(X ir)dBir.
< M˜N,ϕ >t= β
∫ t
0
(
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr , K)
)
)
dr + 2γ
∫ t
0
(µS,Nr , (▽ϕ)2)dr,
and it follows from Theorem 5.6 that
< M˜N,ϕ >t
P−→
∫ t
0
{
β
(
µSr , ϕ
2(µIr ,
K
(µr, K)
)
)
+ 2γ(µSr , (▽ϕ)2)
}
dr,
furthemore
∫ t
0
{
β
(
µSr , ϕ
2(µIr,
K
(µr, K)
)
)
+ 2γ(µSr , (▽ϕ)2)
}
dr being the quadratic variation of
a Gaussian martingale of the form (W 1, ϕ), our aim is to find the smallest value of s for which
E(‖W 1t ‖2H−s) <∞. We have
E(‖W 1t ‖2H−s) = E(
∑
i,n1,n2
|(W 1t , ρi,sn1,n2)|2) =
∑
i,n1,n2
E(< (W 1, ρi,sn1,n2) >t).
However as
∫
T2
∫
T2
K(x, y)µSr (dx)∫
T2
K(x′, y)µr(dx′)
µIr(dy) ≤ 1, then from Lemma 8.1 in the Appendix below,
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iff s>2, we will have∑
i,n1,n2
< W 1, ρin1,n2 >t=
∑
i,n1,n2
∫ t
0
β
(
µSr , (ρ
i,s
n1,n2
)2(µIr,
K
(µr, K)
)
)
+ 2γ(µSr , (▽ρi,sn1,n2)2)dr
≤
∫ t
0
{
β
∫
T2
∫
T2
∑
i,n1,n2
(ρi,sn1,n2)
2(x)
K(x, y)∫
T2
K(y, x′)µr(dx′)
µIr(dy)µ
S
r (dx)
+ 2γ
∫
T2
∑
i,n1,n2
(▽ρi,sn1,n2(x))2µSr (dx)
}
dr
≤ βC
∫ t
0
∫
T2
∫
T2
K(x, y)µSr (dx)∫
T2
K(y, x′)µr(dx′)
µIr(dy)dr + 2γC
∫ t
0
∫
T2
µSr (dx)dr
≤ Ct(β + 2γ).
The result follows.
By Doob’s inequality and by calculations similar to those done above we obtain the following
result.
Corollary 6.4. ∀T > 0, s > 2, ∃ C1(T ) > 0, C2(T ) > 0, C3(T ) > 0 such that:
sup
N≥1
E( sup
0≤t≤T
‖H˜Nt ‖2H−s) ≤ C1(T ),
sup
N≥1
E( sup
0≤t≤T
‖M˜Nt ‖2H−s) ≤ C2(T ),
sup
N≥1
E( sup
0≤t≤T
‖L˜Nt ‖2H−s) ≤ C3(T ).
In the rest of this section we arbitrarily choose 2< s <3, and we prove that the
sequences (ZN)N≥1 and (UN , V N)N≥1 converge in law in C(R+, H−s) and in (D(R+, H−s))2
respectively, where we have equipped C(R+, H
−s) with the uniform topology and D(R+, H−s)
with the Skorokhod topology.
6.3 Tighness and Convergence of (ZN)N≥1
Recall that the sequence (ZN)N≥1 satisfies (6.1). We first give an estimate for the norm of the
fluctuations process ZN which is not uniform in N .
Lemma 6.5. For all N ≥ 1, ZN ∈ C(R+, H−s).
Proof. Since s>2, Hs(T2) →֒ C(T2) (see Proposition 2.4). Thus
|(ZNt , ϕ)|=
√
N | 1
N
N∑
i=1
ϕ(X it)− (µt, ϕ)|
≤ √N( 1
N
(
N∑
i=1
|ϕ(X it)|+‖ϕ‖∞)
≤ 2√N‖ϕ‖∞
≤ 2C√N‖ϕ‖Hs.
This inequality combined with ‖ZNt ‖H−s= sup
ϕ 6=0,ϕ∈Hs
|(ZNt ,ϕ)|
‖ϕ‖Hs , yields E(sup
t≥0
‖ZNt ‖2H−s) ≤ 4CN.
The main result of this subsection is the next Theorem.
Theorem 6.6. The sequence {ZN , N ≥ 1} converges in law in C(R+, H−s) towards
{Zt, t ≥ 0} ∈ C(R+, H−s), where ∀t ≥ 0,
Zt = Z0 + γ
∫ t
0
△Zrdr + H˜t and ∀ϕ ∈ Hs, (H˜, ϕ) is a centered Gaussian martingale whose
predictable quadratic variation is given by < (H˜, ϕ) >t= 2γ
∫ t
0
(
µr, (▽ϕ)2
)
dr.
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Before we prove this Theorem we first state a condition of Aldous-Rebolledo type for the
tightness of a sequence of H-valued ca`dla`g processes, where H is a Hilbert space (see definition
2.2.1, Corollary page 16, and the particular case 2.1.5 of [13]).
Proposition 6.7. Let H be a separable Hilbert space, (ϑn)n a sequence of H-valued ca`dla`g
processes, their laws (P˜ n) form a tight sequence in D(R+, H) if
(T1) for each t in a dense subset T of R+, the sequence (ϑ
n
t )n is tight in H
(T2) ∀T > 0, ∀ε1, ε2 > 0, ∃δ > 0, n0 ≥ 1 such that for any stopping times τn ≤ T
sup
n≥n0
θ≤δ
P(‖ϑn(τn+θ) − ϑnτn‖H> ε1) ≤ ε2.
Note that if (ϑn)n is a sequence of H-valued continuous processes, then a way to show that
(ϑn)n is tight is to prove that (T1) and (T2) are satisfied.
Let us now prove the following results which are useful for the proof of Theorem 6.6.
Proposition 6.8. The sequence H˜N converges in law in C(R+, H−s) towards H˜ where ∀ϕ ∈ Hs,
(H˜, ϕ) is a centered, continuous, Gaussian martingale having the same law as
(H˜t, ϕ) =
∫ t
0
∫
T2
∂ϕ
∂x1
(x)
√
2γfS(r, x)W2(dr, dx) +
∫ t
0
∫
T2
∂ϕ
∂x2
(x)
√
2γfS(r, x)W3(dr, dx)
+
∫ t
0
∫
T2
∂ϕ
∂x1
(x)
√
2γfI(r, x)W4(dr, dx) +
∫ t
0
∫
T2
∂ϕ
∂x2
(x)
√
2γfI(r, x)W5(dr, dx)
+
∫ t
0
∫
T2
∂ϕ
∂x1
(x)
√
2γ(f(r, x)− fS(r, x)− fI(r, x))W7(dr, dx)
+
∫ t
0
∫
T2
∂ϕ
∂x2
(x)
√
2γ(f(r, x)− fS(r, x)− fI(r, x))W8(dr, dx), (6.4)
where W1,W2,W3,W4,W5,W6,W7,W8 are independent spatio-temporal white noises.
Proof. We first establish the tightness of the sequence H˜N , then show that all converging
subsequences have the same limit which we shall identify. However, Theorem 2.15 of [19]
restricted the tightness criterion of right-continuous martingales (Theorem 2.3.2 of [13]) to that
of continuous martingales, thus to avoid repetition we obtain the tightness of H˜N by adapting
the proof of Proposition 6.15 below. So by Prokhorov’s theorem there exists a subsequence of
H˜N still denoted H˜N which converge in law toward H˜. By adapting the proof of Lemma 6.17
below, we show that ∀ϕ ∈ Hs, the processes (H˜, ϕ) is a centered, continuous martingale. On
the other hand ∀ϕ ∈ Hs,
< H˜N,ϕ >t= 2γ
∫ t
0
(µNr , (▽ϕ)2)dr P−→ 2γ
∫ t
0
(µr, (▽ϕ)2)dr =< (H˜, ϕ) >t,
thus the quadractic variation < (H˜, ϕ) >t being deterministic, (H˜, ϕ) is a centered, continuous,
Gaussian martingale.
− Expression of (H˜, ϕ) using the white noises.
We have H˜t
N,ϕ
=
√
2γ
N
N∑
i=1
∫ t
0
▽ϕ(X ir)dX ir
=
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=S}▽ ϕ(X ir)dX ir +
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=I}▽ ϕ(X ir)dX ir
+
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=R} ▽ ϕ(X ir)dX ir.
Furthemore
< M˜N,φ, H˜N,ϕ >t= 2γ
∫ t
0
(µS,Nr , (▽ϕ)(▽φ))dr P−→ 2γ
∫ t
0
(µSr , (▽ϕ)(▽φ))dr,
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< L˜N,ψ, H˜N,ϕ >t= 2γ
∫ t
0
(µI,Nr , (▽ϕ)(▽φ))dr P−→ 2γ
∫ t
0
(µIr , (▽ψ)(▽φ))dr,
< H˜N,ϕ >t= 2γ
∫ t
0
(µNr , (▽φ)2)dr P−→ 2γ
∫ t
0
(µr, (▽φ)2)dr.
Thus since f(r, .)− fS(r, .)− fI(r, .) ≥ 0, for any t ≥ 0, (H˜t, ϕ) satisfies (6.4).
Proposition 6.9. There exists C > 0, such that for any stopping times τ <∞ a.s and θ > 0,
E
(∥∥∥∫ τ+θ
τ
Υ(τ + θ − r)dH˜Nr
∥∥∥2
H−s
)
≤ Cθ.
Proof. We first recall that (f in1,n2)i,n1,n2 (as defined is Proposition 2.2) is a family of eigenfonc-
tions of the operator γ△ associated to the family of eigenvalues (−λn1,n2)n1,n2.
From (2.1) in Proposition 2.5 we see that ▽Υ(t)f in1,n2 = e−tλn1,n2 ▽ f in1,n2, so by noticing that
for any ϕ ∈ Hs+1 ⊂ C2(T2),∫ τ+θ
τ
(Υ(τ + θ − r)ϕ, dH˜Nr ) =
√
2γ
N
N∑
i=1
∫ τ+θ
τ
▽Υ(τ + θ − r)ϕ(X ir)dBir,
one has
E
(∥∥∥∫ τ+θ
τ
Υ(τ + θ − r)dH˜Nr
∥∥∥2
H−s
)
=
=
∑
i,n1,n2
E
((∫ τ+θ
τ
Υ(τ + θ − r)ρi,sn1,n2, dH˜Nr
)2)
=
∑
i,n1,n2
2γ
N
N∑
j=1
E
((∫ θ
0
▽Υ(θ − r)ρi,sn1,n2(Xjr+τ )dBjr+τ
)2)
= 2γ
∑
i,n1,n2
E
(∫ θ
0
(µNr+τ , (1 + γπ
2(n21 + n
2
2))
−s(▽Υ(θ − r)f in1,n2)2)dr
)
= 2γ
∑
i,n1,n2
E
(∫ θ
0
(µNr+τ , (1 + γπ
2(n21 + n
2
2))
−se−2(θ−r)λn1,n2 (▽f in1,n2)2)dr
)
≤ 2γE
(∫ θ
0
∫
T2
∑
i,n1,n2
(▽ρi,sn1,n2(x))2µNr+τ(dx)dr
)
≤ 2γCE
(∫ θ
0
∫
T2
µNr+τ (dx)dr
)
≤ 2γCθ,
where the second inequality follows from Lemma 8.1 below and the last one follows from the
fact that
∫
T2
µNr+τ(dx) ≤ 1.
Proposition 6.10. For all T>0,
sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s) <∞.
Proof. Recall that the semigroup Υ(t) generated by γ△ satisfies |Υ(t)|L(H−s)≤ 1, where |.|L(H−s)
denotes the operator norm on H−s.
From equation (6.1), we have ZNt = Υ(t)Z
N
0 +
∫ t
0
Υ(t− r)dH˜Nr .
Thus sup
0≤t≤T
E(‖ZNt ‖2H−s) ≤ 2E(‖ZN0 ‖2H−s) + 2 sup
0≤t≤T
E
(www∫ t
0
Υ(t− r)dH˜Nr
www2
H−s
)
.
Furthemore from Proposition 6.9 we deduce that sup
0≤t≤T
E
(www∫ t
0
Υ(t− r)dH˜Nr
www2
H−s
)
≤ CT .
Combined with Proposition 4.1 in section 4, this show that sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s) <∞.
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6.3.1 Proof of Theorem 6.6
We first prove that ZN is tight in C(R+, H
−s) then we show that all converging subsequences
have the same limit.
Proposition 6.11. The sequence ZN is tight in C(R+, H
−s).
Proof. We prove that ZN satisfies the conditions of Proposition 6.7 with H=H−s.
− Proof of (T1). It suffices to show that
∀t ≥ 0, ∀ε > 0 there exists a compact subset K of H−s such that P(ZNt /∈ K) < ε.
It follows from Proposition 6.10 that for each 2<s’<s, there exists C such that,
sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s′ ) ≤ C.
Thus since ∀ 2 < s′ < s the embedding H−s′(T2) →֒ H−s(T2) is compact (see theorem 1.69
page 47 of [5]), BH−s′ = {µ ∈ H−s′; ‖µ‖H−s′≤ R} is a compact subset of H−s. But
P(ZNt /∈ BH−s′ ) = P(‖ZNt ‖H−s′> R) ≤ 1R2 E(‖ZNt ‖2H−s′ ) ≤ CR2 .
So by choosing R large enough we get the result.
- Proof of (T2). Let T>0, ε1, ε2 >0, (τ
N)N a family of stopping times such that τ
N ≤ T .
By noticing that ∀ 0 ≤ u ≤ t, ZNt = Υ(t− u)ZNu +
∫ t
u
Υ(t− r)dH˜Nr , we have
ZN
τN+θ − ZNτN = (Υ(θ)− Id)ZNτN +
∫ τN+θ
τN
Υ(τN + θ − r)dH˜Nr .
We want to find δ > 0 and N0 ≥ 1 such that
sup
N≥N0
sup
δ≥θ
P(‖(Υ(θ)− Id)ZNτN‖H−s≥ ε1) ≤ ε2, (6.5)
sup
N≥N0
sup
δ≥θ
P
(∥∥∥∥∥
∫ τN+θ
τN
Υ(τN + θ − r)dH˜Nr
∥∥∥∥∥
H−s
≥ ε1
)
≤ ε2. (6.6)
Proof of (6.5). Recall that (λn1,n2)n1,n2 denotes the family of eigenvalues of the operator −γ△.
Let m1, m2 ∈ N∗, such that32supN≥1 sup0≤t≤TE(‖ZNt ‖2H−s+σ)
ε21ε2

1
σ
< λm1,m2 , for some 0 < σ < s−2. (6.7)
Note that we can choose m1 and m2 such that (6.7) is satisfied since
sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s+σ) < ∞ for 0 < σ < s − 2 (see Proposition 6.10) and (λm1,m2)m1,m2 is a
non-decreasing sequence which converges to +∞ as m1 −→ ∞ or m2 −→ ∞ (see Proposition
2.2).
Let Fm1,m2 denotes the sub-space of H
s generated by
{ρ0, (ρi,sκ1,0, i ∈ {5, 6}), (ρi,s0,κ2, i ∈ {7, 8}), (ρi,sκ1,κ2, i ∈ [| 1, 4 |]), κ1, κ2 even and κ1 ≤ m1, κ2 ≤ m2}.
Let ZNt|Fm1,m2 be the orthogonal projection of Z
N
t on the dual space of Fm1,m2 .
We have P(‖(Υ(θ)− Id)ZNτN‖H−s≥ ε1) ≤ P(‖(Υ(θ)− Id)ZNτN |Fm1,m2‖H−s≥
ε1
2
)
+ P(‖(Υ(θ)− Id)(ZNτN − ZNτN |Fm1,m2 )‖H−s≥
ε1
2
).
Let us bound each of the two terms of the above right hand side.
− P(‖(Υ(θ)− Id)ZNτN |Fm1,m2‖H−s≥
ε1
2
) ≤ 4
ε21
sup
0≤t≤T
E(‖(Υ(θ)− Id)ZNt|Fm1,m2‖
2
H−s
).
Furthemore from (2.1) in Proposition 2.5 Υ(t)f iκ1,κ2 = e
−λκ1,κ2 tf iκ1,κ2, thus
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‖(Υ(θ)− Id)ZNt|Fm1,m2‖
2
H−s
=
m1,m2∑
i,κ1,κ2
(1 + γπ2(κ1 + κ2))
−s((Υ(θ)− Id)ZNt , f iκ1,κ2)2
=
m1,m2∑
i,κ1,κ2
(1 + γπ2(κ1 + κ2))
−s(ZNt , (Υ(θ)− Id)f iκ1,κ2)2
=
m1,m2∑
i,κ1,κ2
(e−θλκ1,κ2 − 1)2(1 + γπ2(κ1 + κ2))−s(ZNt , f iκ1,κ2)2
≤ (e−δλm1,m2 − 1)2‖ZNt ‖2H−s,
hence P(‖(Υ(θ)− Id)ZNτN |Fm1,m2‖H−s≥
ε1
2
) ≤ 4(e
−δλm1,m2 − 1)2
ε21
sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s). (6.8)
− Since ‖Υ(t)ZNt ‖H−s≤ ‖ZNt ‖H−s ,
P(‖(Υ(θ)− Id)(ZNτN − ZNτN |Fm1,m2 )‖H−s≥
ε1
2
) ≤ P(‖(ZN
τN
− ZN
τN |Fm1,m2 )‖H−s≥
ε1
4
)
≤ 16
ε21
sup
0≤t≤T
E(‖(ZNt − ZNt|Fm1,m2 )‖
2
H−s
).
On the other hand since (λκ1,κ2)κ1,κ2 is a non-decreasing sequence, for any 0 < σ < s − 2, one
has
‖ZNt − ZNt|Fm1,m2‖
2
H−s= ‖(Id − γ△)
−σ
2 (Id − γ△)σ2 (ZNt − ZNt|Fm1,m2 )‖
2
H−s
=
∑
i,κ1,κ2
λ−sκ1,κ2((Id − γ△)
−σ
2 (Id − γ△)σ2 (ZNt − ZNt|Fm1,m2 ), f
i
κ1,κ2
)2
=
∑
i,κ1,κ2
λ−sκ1,κ2(Z
N
t − ZNt|Fm1,m2 , (Id − γ△)
σ
2 (Id − γ△)−σ2 f iκ1,κ2)2
=
∑
i,κ1,κ2
λ−s+σκ1,κ2 λ
−σ
κ1,κ2
(ZNt − ZNt|Fm1,m2 , f
i
κ1,κ2
)2
≤ λ−σm1,m2
∞∑
i,κ1=m1+1,κ2=m2+1
λ−s+σκ1,κ2 (Z
N
t , f
i
κ1,κ2
)2
≤ λ−σm1,m2‖ZNt ‖2H−s+σ .
Thus
P(‖(Υ(θ)− Id)(ZNτN − ZNτN |Fm1,m2 )‖H−s≥
ε1
2
) ≤ 16λ
−σ
m1,m2
ε21
sup
N≥1
sup
0≤t≤T
E(‖ZNt ‖2H−s+σ). (6.9)
So from (6.7), (6.8) and (6.9) we deduce (6.5).
Proof of (6.6). From Proposition 6.9, we have
P
(∥∥∥∫ τN+θ
τN
Υ(τN + θ − r)dH˜Nr
∥∥∥
H−s
≥ ε1
)
≤ 1
ε21
E
(∥∥∥∫ τN+θ
τN
Υ(τN + θ − r)dH˜Nr
∥∥∥2
H−s
)
≤ C
ε21
δ.
(6.6) follows. (T1), (T2) are proved, hence (ZN)N is tight in C(R+, H
−s).
We end the proof of Theorem 6.6 by showing the next Proposition.
Proposition 6.12. Every limit point Z of ZN is solution of
Zt = Υ(t)Z0 +
∫ t
0
Υ(t− r)dH˜r.
Proof. We have ZNt = Υ(t)Z
N
0 +
∫ t
0
Υ(t− r)dH˜Nr . Furthemore
- according to Proposition 6.8
∫ t
0
Υ(t− r)dH˜Nr L−→
∫ t
0
Υ(t− r)dH˜r;
- according to Theorem 4.2 Υ(t)ZN0
L−→ Υ(t)Z0.
Hence the result.
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6.4 Convergence of (UN , V N)N≥1
We recall that (UN , V N) satisfies the equations (6.2) and (6.3).
The following Lemma is proved by the same argument as used in the proof of Lemma 6.5.
Lemma 6.13. For all N ≥ 1, the processes UN and V N belong to D(R+, H−s).
We now state the main result of this section.
Theorem 6.14. Under (H2), the sequence of processes (UN , V N )N≥1 converges in law in
(D(R+, H
−s))2 to the pair of processes (U, V ) which belongs to (C(R+, H−s))2 and satisfies
Ut = U0 + γ
∫ t
0
△Urdr + β
∫ t
0
(GS,Ir )
∗Zrdr − β
∫ t
0
(GIr)
∗Urdr − β
∫ t
0
(GSr )
∗Vrdr +W
1
t , (6.10)
Vt = V0+γ
∫ t
0
△Vrdr−β
∫ t
0
(GS,Ir )
∗Zrdr+β
∫ t
0
(GIr)
∗Urdr+
∫ t
0
(β(GSr )
∗−αId)Vrdr+W 2t , (6.11)
where ∀ϕ, ψ ∈ Hs, ((W 1, ϕ), (W 2, ψ)) is a centered continuous Gaussian martingale verifying
< (W 1, ϕ) >t= β
∫ t
0
(
µSr , ϕ
2(µIr,
K
(µr, K)
)
)
dr + 2γ
∫ t
0
(µSr , (▽ϕ)2)dr,
< (W 2, ψ) >t= β
∫ t
0
(
µSr , ψ
2(µIr ,
K
(µr, K)
)
)
dr+2γ
∫ t
0
(µIr, (▽ψ)2)dr+α
∫ t
0
(µIr, ψ
2)dr,
< (W 1, ϕ), (W 2, ψ) >t= −β
∫ t
0
(
µSr , ϕψ(µ
I
r ,
K
(µr, K)
)
)
dr.
The proof of this Theorem is the aim of this subsection, however let us first prove the
following preliminary results.
Proposition 6.15. Both sequences (M˜N )N≥1 and (L˜N )N≥1 are tight in D(R+, H−s).
Proof. − Tightness of (M˜N)N≥1.
We prove that (M˜N )N≥1 satisfies the conditions (T1) and (T2) of the Proposition 6.7.
− Based on Corollary 6.4, we deduce (T1) by the same argument as used in the proof of (T1)
in Theorem 6.6.
− Proof of (T2). First note that < M˜N,ϕ >t=
∫ t
0
ANr (ϕ)dr, where
ANr (ϕ) = β
(
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr ,K)
)
)
+ 2γ(µS,Nr , (▽ϕ)2).
According to Theorem 2.3.2 in [13] it is enough to prove that
∀T > 0 ∀ε1, ε2 > 0 ∃δ > 0, N0 ≥ 1 such that for any stopping times τN ≤ T,
sup
N≥N0
sup
θ≤δ
P(|< M˜N >(τN+θ) − < M˜N >τN |> ε1) < ε2,
where < M˜ > is the increasing, continuous process such that, ‖M˜t‖2H−s− < M˜ >t is a martin-
gale. It is the trace of≪ M˜ ≫ which is the continuous increasing operator valued process such
that {M˜t ⊗ M˜t− ≪ M˜ ≫t, t ≥ 0} is a martingale.
Let T > 0, ε1, ε2 > 0, from Lemma 8.1 below, we have
|< M˜N >(τN+θ) − < M˜N >τN |= |
∑
i,n1,n2
{< M˜N,ρi,sn1,n2 >(τN+θ) − < M˜N,ρ
i,s
n1,n2 >τN}|
=
∣∣∣∑i,n1,n2 ∫ (τN+θ)
τN
ANr (ρ
i,s
n1,n2
)dr
∣∣∣
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=
∣∣∣∑i,n1,n2 ∫ θ
0
AN(τN+r)(ρ
i,s
n1,n2
)dr
∣∣∣
≤ C
∫ θ
0
{∫
T2
∫
T2
K(x, y)µS,N
τN+r
(dx)∫
T2
K(x′, y)µN
τN+r
(dx′)
µI,N
τN+r
(dy) +
∫
T2
µS,N
τN+r
(dx)
}
dr
≤ δC.
Hence it follows from the Markov inequality that
P(|< M˜N >(τN+θ) − < M˜N >τN |> ε1) ≤
E(|< M˜N >(τN+θ) − < M˜N >τN |)
ε1
≤ Cδ
ε1
.
(T2) follows.
(T1) and (T2) proved, we conclude that (M˜N )N≥1 is tight in D(R+, H−s). The same argument
yields the tightness of (L˜N)N≥1 in D(R+, H−s).
Proposition 6.16. Every limit point (W 1,W 2) of the sequence (M˜N , L˜N )N≥1 is an element of
C(R+, H
−s)× C(R+, H−s).
Proof. We prove that the processes W 1 and W 2 are continuous.
Since Proposition 3.26 page 315 in [12] concerning the continuity of the limit in law of Rn-valued
ca`dla`g processes can be adapded to ca`dla`g processes that take values in an arbitrary Hilbert
space, to prove that W 1 is continuous, it is enough to show that
∀T > 0 ∀ε > 0 lim
N−→∞
P( sup
0≤t≤T
‖M˜Nt − M˜Nt−‖H−s> ε) = 0.
Let T > 0, ϕ ∈ Hs+1, since the jump of MN,ϕ and (µS,N , ϕ) happen at the same time, we have
| M˜N,ϕt − M˜N,ϕt− |≤ C‖ϕ‖Hs√N .
Thus P( sup
0≤t≤T
‖M˜Nt − M˜Nt−‖H−s> ε) ≤ 1εE( sup
0≤t≤T
‖M˜Nt − M˜Nt−‖H−s) ≤ Cε√N ,
so lim
N−→∞
P( sup
0≤t≤T
‖M˜Nt − M˜Nt−‖H−s> ε) = 0.
The same argument yields the fact that W 2 is continuous.
Lemma 6.17. Every limit point (W 1,W 2) of the sequence (M˜N , L˜N)N≥1 is such that for any
ϕ, ψ ∈ Hs+1, ((W 1, ϕ), (W 2, ψ)) is a martingale.
Proof. − Martingale property of (W 1, ϕ)
A sufficient condition for (W 1, ϕ) to be a martingale, is that, for all k ∈ N∗, Φk ∈ Cb(Rk),
ϕ1, ϕ2, ....ϕk ∈ Hs, and 0 ≤ s0 < s1 < s2 < s3 < ..... < sk ≤ s < t,
E(φ((W 1, ϕ))) = 0,
where φ((W 1, ϕ)) = Φk((W
1
s1
, ϕ1), (W
1
s2
, ϕ2), ............, (W
1
sk
, ϕk))((W
1
t , ϕ)− (W 1s , ϕ)).
However given that M˜N,ϕ is a martingale, E(φ(M˜N,ϕ)) = 0, moreover φ is continuous thus,
φ(M˜N,ϕ)
L−→ φ((W 1, ϕ)), as N →∞.
On the other hand φ(M˜N,ϕ) is uniformly integrable since E[(φ(M˜N,ϕ)2] ≤ C,
hence E(φ((W 1, ϕ)))= lim
N→∞
E[φ(M˜N,ϕ)]=0.
So we conclude that (W 1, ϕ) is a martingale. A similar argument shows that (W 2, ψ) is a
martingale.
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Proposition 6.18. The sequence (M˜N , L˜N)N≥1 converges in law in (D(R+, H−s))2 towards
the processes (W 1,W 2) ∈ C(R+, H−s)×C(R+, H−s) where ∀ϕ, ψ ∈ Hs, ((W 1, ϕ), (W 2, ψ)) is a
centered Gaussian martingale having the same law as:
(W 1t , ϕ) = −
∫ t
0
∫
T2
√
βfS(r, x)
∫
T2
K(x, y)∫
T2
K(x′, y)f(r, x′)dx′
fI(r, y)dyϕ(x)W1(dr, dx)
+
∫ t
0
∫
T2
∂ϕ
∂x1
(x)
√
2γfS(r, x)W2(dr, dx) +
∫ t
0
∫
T2
∂ϕ
∂x2
(x)
√
2γfS(r, x)W3(dr, dx),
(6.12)
(W 2t , ψ) =
∫ t
0
∫
T2
√
βfS(r, x)
∫
T2
K(x, y)∫
T2
K(x′, y)f(r, x′)dx′
fI(r, y)dyψ(x)W1(dr, dx)
+
∫ t
0
∫
T2
∂ψ
∂x1
(x)
√
2γfI(r, x)W4(dr, dx) +
∫ t
0
∫
T2
∂ψ
∂x2
(x)
√
2γfI(r, x)W5(dr, dx)
+
∫ t
0
∫
T2
ψ(x)
√
αfI(r, x)W6(dr, dx), (6.13)
where W1,W2,W3,W4,W5,W6 are independent spatio-temporal white noises defined in Propo-
sition 6.8.
Proof. From Proposition 6.15 (M˜N , L˜N )N≥1 is tight in D(R+, H−s)×D(R+, H−s),
hence according to Prokhorov’s theorem there exists a subsequence still denoted (M˜N , L˜N)N≥1
which converges in law in (D(R+, H
−s))2 towards (W 1,W 2). By Proposition 6.16 and Lemma
6.17, ∀ϕ, ψ ∈ Hs, ((W 1, ϕ), (W 2, ψ)) is a continuous martingale, thus we end the proof of propo-
sition 6.18 by showing that the centered, continuous martingale ((W 1, ϕ), (W 2, ψ)) is Gaussian
and satisfies (6.12) and (6.13).
We have
M˜t
N,ϕ
= − 1√
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i
r)1{u≤ β
N
∑N
j=1
K(Xir,X
j
r)
µNr (K(.,X
j
r))
1
{E
j
r=I}
}
M
i
(dr, du)
+
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=S}▽ ϕ(X ir)dBir
=−M1,N,ϕt +M2,N,ϕt ,
L˜t
N,ϕ
=
1√
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i
r)1{u≤ β
N
∑N
j=1
K(Xir,X
j
r)
µNr (K(.,X
j
r ))
1
{E
j
r=I}
}
M
i
(dr, du)) +
+
√
2γ
N
N∑
i=1
∫ t
0
1{Eir=I}▽ ϕ(X ir)dBir −
1√
N
N∑
i=1
∫ t
0
∫ α
0
1{Ei
r−
=I}ϕ(X
i
r)Q
i
(dr, du)
=M1,N,ϕt +M
3,N,ϕ
t +M
4,N,ϕ
t .
Consider for ϕ, ψ ∈ Hs+1(T2) the following sequence of martingales
M˜t
N,ϕ
+ L˜t
N,ψ
= −M1,N,ϕt +M2,N,ϕt +M1,N,ψt +M3,N,ψt +M4,N,ψt .
The martingales M1,N,ϕt ,M
2,N,ϕ
t ,M
3,N,ψ
t ,M
4,N,ψ
t being two by two orthogonal,
< M˜N,ϕ+L˜N,ψ >t=< M
1,N,ϕ >t + < M
2,N,ϕ >t + < M
1,N,ψ >t + < M
3,N,ψ >t + < M
4,N,ψ >t
− 2 < M1,N,ϕ,M1,N,ψ >t .
In addition we have the following convergences in probability
< M1,N,ϕ >t
P−→ β
∫ t
0
(
µSr , ϕ
2(µIr ,
K
(µr, K)
)
)
dr, < M2,N,ϕ >t
P−→ 2γ
∫ t
0
(µSr , (▽ϕ)2)dr
< M3,N,ψ >t
P−→ 2γ
∫ t
0
(µIr , (▽ψ)2)dr, < M4,N,ψ >t P−→ α
∫ t
0
(µIr , ψ
2)dr.
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On the other hand:
- M˜N,ϕ + L˜N,ψ
L−→ (W 1, ϕ) + (W 2, ψ) along a subsequence since
(M˜N,ϕ, L˜N,ψ)
L−→ ((W 1, ϕ), (W 2, ψ)).
- (W 1, ϕ) + (W 2, ψ) is a continuous martingale since (W 1, ϕ) and (W 2, ψ) have this property.
Thus (W 1, ϕ) + (W 2, ψ) is a time changed Brownian motion.
The quadratic variation
< (W 1, ϕ) + (W 2, ψ) >t
=
∫ t
0
β
[(
µSr , ϕ
2(µIr,
K
(µr, K)
)
)
+
(
µSr , ψ
2(µIr,
K
(µr, K)
)
)
− 2
(
µSr , ϕψ(µ
I
r,
K
(µr, K)
)
)]
dr
+
∫ t
0
{2γ(µSr , (▽ϕ)2) + 2γ(µIr, (▽ψ)2) + α(µIr, ψ2)}dr
of (W 1, ϕ)+(W 2, ψ) being deterministic then we conclude that (W 1, ϕ)+(W 2, ψ) is a Gaussian
martingale having the same law as
(W 1t , ϕ) + (W
2
t , ψ) =
−
∫ t
0
∫
T2
√
βfS(r, x)
∫
T2
K(x, y)∫
T2
K(x′, y)f(r, x′)dx′
fI(r, y)dy(ϕ(x)− ψ(x))W1(dr, dx)
+
∫ t
0
∫
T2
∂ϕ
∂x1
(x)
√
2γfS(r, x)W2(dr, dx) +
∫ t
0
∫
T2
∂ϕ
∂x2
(x)
√
2γfS(r, x)W3(dr, dx)
+
∫ t
0
∫
T2
∂ψ
∂x1
(x)
√
2γfI(r, x)W4(dr, dx) +
∫ t
0
∫
T2
∂ψ
∂x2
(x)
√
2γfI(r, x)W5(dr, dx)
+
∫ t
0
∫
T2
ψ(x)
√
αfI(r, x)W6(dr, dx),
whereW1,W2,W3,W4,W5,W6 are independent spatio-temporal white noises defined in Propo-
sition 6.8.
So taking ψ ≡ 0, ϕ ≡ 0 respectively in the above equation we see that (W 1, ϕ) and (W 2, ψ)
satisfy (6.12) and (6.13).
6.4.1 Proof of Theorem 6.14
We first prove that UN and V N are tight in D(R+, H
−s) then we show that all converging
subsequences of (UN , V N )N≥1 have the same limit which we shall identify. Let us recall the
following embeddings which follow from Proposition 2.4, Lemma 2.6 above, and from Theorem
1.69 page 47 of [5].
− If s′ > 1 then Hs′(T2) ⊂ C(T2) and for all ϕ ∈ Hs′, Υ(t)ϕ ∈ Hs′ and ‖Υ(t)ϕ‖Hs′≤ ‖ϕ‖Hs′
furthemore if φ, ψ ∈ Hs′ there exists C > 0 such that ‖φψ‖Hs′≤ C‖φ‖Hs′‖ψ‖Hs′ .
− If s′ > 2 then , Hs′+1(T2) ⊂ C2(T2).
− ∀s1, s2 ∈ R such that s1 > s2 the embedding Hs1(T2) →֒ Hs2(T2) is compact.
Proposition 6.19. There exists a constant C > 0 such that for any s>0, ϕ ∈ Hs, we have
‖GS,I,Nr ϕ‖Hs≤ C‖ϕ‖Hssup
y
‖K(., y)‖Hs, (6.14)
‖GI,Nr ϕ‖Hs≤ C‖ϕ‖Hssup
y
‖K(., y)‖Hs, (6.15)
‖GSrϕ‖Hs≤ C‖ϕ‖Hssup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www2
Hs
. (6.16)
Proof. Proof of (6.14). We first recall that
∫
T2
K(x, y)f(t, x)dx is lower bounded by a positive
constant C independently of y ∈ T2 and
∣∣∣∫T2 K(x, y)ϕ(x)µS,Nr (dx)∫
T2
K(u, y)µNr (du)
∣∣∣ ≤ ‖ϕ‖∞.
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Now we have
‖GS,I,Nr ϕ‖2Hs=
∥∥∥(µI,Nr , K (µS,Nr , Kϕ)(µNr , K)(µr, K)
)∥∥∥2
Hs
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
∫
T2
K(z, y)
∫
T2
K(x, y)ϕ(x)µS,Nr (dx)∫
T2
K(u, y)µNr (du)
∫
T2
K(u, y)µr(du)
× f in1,n2(z)µI,Nr (dy)dz
)2
≤ ∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
∫
T2
( ∫
T2
K(x, y)ϕ(x)µS,Nr (dx)∫
T2
K(u, y)µNr (du)
∫
T2
K(u, y)µr(du)
)2
µI,Nr (dy)
×
∫
T2
(∫
T2
K(z, y)f in1,n2(z)dz
)2
µI,Nr (dy)
≤ C‖ϕ‖2∞
∫
T2
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
K(z, y)f in1,n2(z)dz
)2
µI,Nr (dy)
≤ C‖ϕ‖2Hssup
y
‖K(., y)‖2Hs.
Proof of (6.15).
‖GI,Nr ϕ‖Hs=
∥∥∥ϕ(µI,Nr , K(µr, K)
)∥∥∥
Hs
≤ C‖ϕ‖Hs
∥∥∥(µI,Nr , K(µr, K)
)∥∥∥
Hs
and
‖(µI,Nr , K)‖2Hs=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s((µI,Nr ,
K
(µr, K)
), f in1,n2)
2
L2
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
∫
T2
K(x, y)∫
T2
K(u, y)µr(du)
f in1,n2(x)µ
I,N
r (dy)dx
)2
≤ ∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
∫
T2
1( ∫
T2
K(u, y)µr(du)
)2µI,Nr (dy)
×
∫
T2
(∫
T2
K(x, y)f in1,n2(x)dx
)2
µI,Nr (dy)
≤ C
∫
T2
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
K(x, y)f in1,n2(x)dx
)2
µI,Nr (dy)
≤ Csup
y
‖K(., y)‖2Hs.
Proof of (6.16). Since
∫
T2
ϕ2(x)µSr (dx) ≤
∫
T2
ϕ2(x)dx, we have
‖GSr ϕ‖Hs=
∥∥∥(µSr , Kϕ)
(µr, K)
∥∥∥2
Hs
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
((µSr , Kϕ)
(µr, K)
, f in1,n2
)2
L2
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
∫
T2
K(x, y)ϕ(x)µSr (dx)∫
T2
K(x′, y)µr(dx′)
f in1,n2(y)dy
)2
≤ ∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
∫
T2
ϕ2(x)µSr (dx)
×
∫
T2
(∫
T2
K(x, y)∫
T2
K(x′, y)µr(dx′)
f in1,n2(y))dy
)2
µSr (dx)
≤ C‖ϕ‖2
L2
∫
T2
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
s
(∫
T2
K(x, y)∫
T2
K(x′, y)µr(dx′)
f in1,n2(y)dy
)2
µSr (dx)
≤ C‖ϕ‖2Hssup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www2
Hs
.
We have the following immediate consequence of Proposition 6.19.
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Corollary 6.20. There exists a constant C > 0 such that for any s > 0, ∀ V ∈ H−s, we have
‖(GS,I,Nr )∗V‖H−s≤ Csup
y
‖K(., y)‖Hs‖V‖H−s ,
‖(GI,Nr )∗V‖H−s≤ Csup
y
‖K(., y)‖Hs‖V‖H−s,
‖(GSr )∗V‖H−s≤ Csup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www
Hs
‖V‖H−s .
Let us prove the following results which will be useful to prove the tightness of (UN )N≥1
and (V N)N≥1 in D(R+, H−s).
Lemma 6.21. The pair of processes (UN , V N) satisfies ∀ 0 ≤ u < t,
UNt = Υ(t− u)UNu + β
∫ t
u
Υ(t− r)(GS,I,Nr )∗ZNr dr − β
∫ t
u
Υ(t− r)(GI,Nr )∗UNr dr
−β
∫ t
u
Υ(t− r)(GSr )∗V Nr dr +
∫ t
u
Υ(t− r)dM˜Nr , (6.17)
V Nt = Υ(t− u)V Nu − β
∫ t
u
Υ(t− r)(GS,I,Nr )∗ZNr dr + β
∫ t
u
Υ(t− r)(GI,Nr )∗UNr dr
+
∫ t
u
Υ(t− r)[β(GI,Nr )∗ − α]V Nr dr +
∫ t
u
Υ(t− r)dL˜Nr . (6.18)
Proof. Let us consider a function φ belonging to C1,2(R+ × T2). By the Itô formula applied to
φ(t, X it) and using a similar computation as in subsections 5.1 and 6.1, we obtain for 0 ≤ u < t,
(UNt , φt) = (U
N
u , φu) + γ
∫ t
u
(UNr ,△φr)dr +
∫ t
u
(UNr ,
∂φr
∂r
)dr
+ β
∫ t
u
(
ZNr ,
(
µI,Nr , K
(µS,Nr , φrK)
(µNr , K)(µr, K)
))
dr − β
∫ t
u
(
UNr , φr
(
µI,Nr ,
K
(µr, K)
))
dr
− β
∫ t
u
(
V Nr ,
(µSr , φrK)
(µr, K)
)
dr +
∫ t
u
(φr, dM˜
N
r ).
Let ϕ ∈ Hs+1 and 0 ≤ u < t, consider for r ∈ [u, t] the mapping ψr(x) = Υ(t− r)ϕ(x).
We have that ψ·(·) ∈ C1,2([u, t]× T2). Indeed:
- For any r ∈ [u, t], ψr(·) ∈ Hs+1(T2) ⊂ C2(T2).
- ∀x ∈ T2, the map r ∈ [u, t] 7→ ψ′r(x) = −γ △ (Υ(t − r)ϕ(x)) is continuous since Υ(t)
is a strongly continuous semi-group and −γ △ (Υ(t − r)ϕ(x)) = Υ(t − r)(−γ △ ϕ(x)), (see
Proposition 2.5). Thus replacing φ by ψ in the above equation we obtain,
(UNt , ϕ) = (U
N
u ,Υ(t− u)ϕ) + β
∫ t
u
(
ZNr ,
(
µI,Nr , K
(µS,Nr ,Υ(t− r)ϕK)
(µNr , K)(µr, K)
))
dr
− β
∫ t
u
(
UNr ,Υ(t− r)ϕ
(
µI,Nr ,
K
(µr, K)
))
dr − β
∫ t
u
(
V Nr ,
(µSr ,Υ(t− r)ϕK)
(µr, K)
)
dr
+
∫ t
u
(Υ(t− r)ϕ, dM˜Nr ).
We obtain (6.18) by similar argument.
Proposition 6.22. There exists C > 0 such that for any stopping times τ <∞ a.s and θ > 0,
E
(∥∥∥∫ τ+θ
τ
Υ(τ + θ − r)dM˜Nr
∥∥∥2
H−s
)
≤ Cθ, (6.19)
E
(∥∥∥∫ τ+θ
τ
Υ(τ + θ − r)dL˜Nr
∥∥∥2
H−s
)
≤ Cθ. (6.20)
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Proof. Proof of (6.19). Let us recall that ANr (ϕ) = β
(
µS,Nr , ϕ
2(µI,Nr ,
K
(µNr ,K)
)
)
+2γ(µS,Nr , (▽ϕ)2)
and
∫ τN+θ
τN
(Υ(τN + θ − r)ϕ, dM˜Nr ) =
√
2γ
N
N∑
i=1
∫ τN+θ
τN
1{Eir=S}▽Υ(τN + θ − r)ϕ(X ir)dBir
−
√
1
N
N∑
i=1
∫ τN+θ
τN
∫ ∞
0
1{Ei
r−
=S}Υ(τ
N+θ−r)ϕ(X ir)1{u≤β N∑
j=1
K(Xir,X
j
r)
N∑
l=1
K(Xlr,X
j
r ))
1
{E
j
r=I}
}
M
i
(dr, du).
Now from Lemma 8.1 below, we have
E
(∥∥∥∥∫ τ+θ
τ
Υ(τ + θ − r)dM˜Nr
∥∥∥∥2
H−s
)
≤
∑
i,n1,n2
E
((∫ τ+θ
τ
Υ(τ + θ − r)ρi,sn1,n2, dM˜Nr
)2)
=
∑
i,n1,n2
E
(∫ θ
0
ANr+τ (Υ(θ − r)ρi,sn1,n2)dr
)
=
∑
i,n1,n2
E
(∫ θ
0
ANr+τ (e
−(θ−r)λn1,n2ρi,sn1,n2)dr
)
≤ E
(∫ θ
0
ANr+τ (
∑
i,n1,n2
ρi,sn1,n2)dr
)
≤ θC.
A similar argument yields (6.20).
Proposition 6.23. For all T > 0,
sup
N≥1
sup
0≤t≤T
E(‖UNt ‖2H−s) <∞,
sup
N≥1
sup
0≤t≤T
E(‖V Nt ‖2H−s) <∞. .
Proof. Choosing u = 0 in equation (6.17) and (6.18), we get the estimates
‖UNt ‖2H−s≤ 5‖Υ(t)UN0 ‖2H−s+5β2t
∫ t
0
‖Υ(t− r)(GS,I,Nr )∗ZNr ‖2H−sdr
+ 5β2t
∫ t
0
‖Υ(t− r)(GI,Nr )∗UNr ‖2H−sdr + 5β2t
∫ t
0
‖Υ(t− r)(GSr )∗V Nr ‖2H−sdr
+ 5
∥∥∥ ∫ t
0
Υ(t− r)dM˜Nr
∥∥∥2
H−s
,
‖V Nt ‖2H−s≤ 6‖Υ(t)V N0 ‖2H−s+6β2t
∫ t
0
‖Υ(t− r)(GS,I,Nr )∗ZNr ‖2H−sdr
+ 6β2t
∫ t
0
‖Υ(t− r)(GI,Nr )∗UNr ‖2H−sdr + 6tβ2
∫ t
0
‖Υ(t− r)GSr V Nr ‖2H−sdr
+ 6tα2
∫ t
0
‖V Nr ‖2H−sdr + 6
∥∥∥ ∫ t
0
Υ(t− r)dL˜Nr
∥∥∥2
H−s
.
From Corollary 6.20, we have
‖UNt ‖2H−s≤ 5‖UN0 ‖2H−s+5tβ2Csup
x
‖K(x, .)‖2Hs
∫ t
0
‖UNr ‖H−sdr
+ 5Ctβ2sup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www2
Hs
∫ t
0
‖V Nr ‖2H−sdr+ 5tβ2Csup
x
‖K(x, .)‖2Hs
∫ t
0
‖ZNr ‖2H−sdr
+
∥∥∥ ∫ t0 Υ(t− r)dM˜Nr ∥∥∥2
H−s
,
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‖V Nt ‖2H−s≤ 6‖V N0 ‖2H−s+6tβ2Csup
x
‖K(x, .)‖2Hs
∫ t
0
‖UNr ‖H−sdr
+ 6t
(
β2Csup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www2
Hs
+ α2
)∫ t
0
‖V Nr ‖2H−sdr
+ 6tβ2Csup
x
‖K(x, .)‖2Hs
∫ t
0
‖ZNr ‖2H−sdr +
∥∥∥ ∫ t
0
Υ(t− r)dL˜Nr
∥∥∥2
H−s
.
Thus from Lemmas 8.2 in the Appendix below, 6.2 and Proposition 6.22, we have
sup
0≤t≤T
E(‖UNt ‖2H−s) ≤ 5E(‖UN0 ‖2H−s) + 5Tβ2C
∫ T
0
{
sup
0≤r≤t
E(‖UNr ‖2H−s) + sup
0≤r≤t
E(‖V Nr ‖2H−s)
}
dt
+5T 2β2C sup
0≤t≤T
E(‖ZNt ‖H−s)+CT, (6.21)
sup
0≤t≤T
E(‖V Nt ‖2H−s) ≤ 6E(‖V N0 ‖2H−s)+6T (β2C+α2)
∫ T
0
{
sup
0≤r≤t
E(‖UNr ‖2H−s)+ sup
0≤r≤t
E(‖V Nr ‖2H−s)
}
dt
+6T 2β2C sup
0≤t≤T
E(‖ZNt ‖2H−s)+CT. (6.22)
Hence summing (6.21) and (6.22) and applying Gronwall’s lemma we deduce the result from
Proposition 4.1 in section 4 and Proposition 6.10.
Now we can establish the tightness of the sequences (UN )N and (V
N)N .
Proposition 6.24. Both sequences of processes UN and V N are tight in D(R+, H
−s).
Proof. We only establish the tighness of UN by showing that the conditions of the Proposition
6.7 are satisfied.
− (T1) is obtained by using the Proposition 6.23 and applying an argument similar to that of
the proof of (T1) in Theorem 6.6.
− Proof of (T2). Let T>0, ε1, ε2 >0, (τN)N a family of stopping times with τN ≤ T .
From equation (6.17), we have
UNτN+θ − UNτN = (Υ(θ)− Id)UNτN + β
∫ τN+θ
τN
Υ(τN + θ − r)(GS,I,Nr )∗ZNr dr
− β
∫ τN+θ
τN
Υ(τN + θ − r)(GI,Nr )∗UNr dr − β
∫ τN+θ
τN
Υ(τN + θ − r)(GSr )∗V Nr dr
+
∫ τN+θ
τN
Υ(τN + θ − r)dM˜Nr
= (Υ(θ)− Id)UNτN + β
∫ τN+θ
τN
Υ(τN + θ − r)JS,I,Nr (ZN , UN , V N)dr
+
∫ τN+θ
τN
Υ(τN + θ − r)dM˜Nr ,
where JS,I,Nr (Z
N , UN , V N) = (GS,I,Nr )
∗ZNr − (GI,Nr )∗UNr − (GSr )∗V Nr .
We find δ > 0 and N0 ≥ 1 such that
sup
N≥N0
sup
δ≥θ
P
(∥∥(Υ(θ)− Id)UNτN∥∥H−s ≥ ε1) ≤ ε2, (6.23)
sup
N≥N0
sup
δ≥θ
P
(∥∥∥∥∥β
∫ τN+θ
τN
Υ(τN + θ − r)JS,I,Nr (ZN , UN , V N)dr
∥∥∥∥∥
H−s
≥ ε1
)
≤ ε2, (6.24)
sup
N≥N0
sup
δ≥θ
P
(∥∥∥∥∥
∫ τN+θ
τN
Υ(τN + θ − r)dM˜Nr
∥∥∥∥∥
H−s
≥ ε1
)
≤ ε2. (6.25)
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− (6.23) is proved by similar reasoning to that of the proof of (6.5) in Proposition 6.11.
− Proof of (6.24). Let l ∈ R+\[0, 1], we find δ > 0 such that τN + δ ≤ lT and such that (6.24)
is satisfied. Since ∀ϕ ∈ Hs, ‖Υ(τN + θ − r)ϕ‖Hs≤ ‖ϕ‖Hs, from Corollary 6.20, Lemmas 8.2
below, 6.2 and Propositions 6.10 and 6.23, we have
P
(∥∥∥∥∥β
∫ τN+θ
τN
Υ(τN + θ − r)JS,I,Nr (ZN , UN , V N)dr
∥∥∥∥∥
H−s
≥ ε1
)
≤ β
2
ε21
E
∥∥∥∥∥
∫ τN+θ
τN
Υ(τN + θ − r)JS,I,Nr (ZN , UN , V N)dr
∥∥∥∥∥
2
H−s

≤ β
2θ
ε21
E
(∫ τN+θ
τN
‖Υ(τN + θ − r)JS,I,Nr (ZN , UN , V N)‖2H−sdr
)
≤ β
2θC
ε21
sup
y
‖K(., y)‖HsE
(∫ τN+θ
τN
{‖ZNr ‖2H−s+‖UNr ‖2H−s}dr
)
+
β2θC
ε21
sup
x
www K(x, .)∫
T2
K(x′, .)µr(dx′)
www
Hs
E
(∫ τN+θ
τN
‖V Nr ‖2H−sdr
)
≤ β
2δ2C
ε21
sup
N≥1
sup
0≤t≤lT
E({‖ZNt ‖2H−s+‖UNt ‖2H−s+‖V Nt ‖2H−s})
≤ β
2δ2C
ε21
.
So (6.24) is proved.
− Proof of (6.25). From result (6.19) in Proposition 6.22 we have,
P
(∥∥∥∥∥
∫ τN+θ
τN
Υ(τN + θ − r)dM˜Nr
∥∥∥∥∥
H−s
≥ ε1
)
≤ 1
ε21
E
∥∥∥∥∥
∫ τN+θ
τN
Υ(τN + θ − r)dM˜Nr
∥∥∥∥∥
2
H−s

≤ 1
ε21
δC,
hence (6.25) is proved.
To show that all converging subsequences of (UN , V N)N≥1 have the same limit we will need
the next two Lemmas.
Lemma 6.25. For any t ≥ 0, ϕ ∈ H3(T2), as N −→ ∞,∫ t
0
E
(
‖[GI,Nr −GIr ]Υ(t− r)ϕ‖2Hs
) 1
2
dt −→ 0.
Proof. Since s > 3, H3 →֒ Hs, thus∫ t
0
E
(
‖[GI,Nr −GIr]Υ(t− r)ϕ‖2Hs
) 1
2
dt ≤ C
∫ t
0
E
(
‖[GI,Nr −GIr ]Υ(t− r)ϕ‖2H3
) 1
2
dt.
Furtemore as H3 is a Banach algebra (see Proposition 2.4) and ‖Υ(t)ϕ‖H3≤ C‖ϕ‖H3,
‖[GI,Nr −GIr ]Υ(t− r)ϕ‖H3=
∥∥∥Υ(t− r)ϕ(µI,Nr − µIr, K(µr, K)
)∥∥∥
H3
≤ C‖ϕ‖H3
∥∥∥(µI,Nr − µIr , K(µr, K)
)∥∥∥
H3
.
If we let support{K(x, ·)} = A(x), we will have
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∥∥∥(µI,Nr − µIr , K(µr, K)
)∥∥∥2
H3
=
∑
|η|≤3
∫
T2
∣∣∣ ∫
A(x)
DηK(x, y)∫
T2
K(x′, y)µr(dx′)
(µI,Nr − µIr)(dy)
∣∣∣2dx,
furthemore from Remark 6.1 the map y ∈ A(x) 7→ DηK(x, y) is continuous and bounded by
C max
0≤|η|≤3
‖k(|η|)‖∞. Thus as the map y ∈ T2 7→
∫
T2
K(x′, y)µr(dx′) is also continuous and lower
bounded by a positive constant, the map y ∈ A(x) 7→ D
ηK(x, y)∫
T2
K(x′, y)µr(dx′)
is continuous and
bounded by C max
0≤|η|≤3
‖k(|η|)‖∞. So we deduce from Theorem 5.6 that∣∣∣ ∫
A(x)
DηK(x, y)∫
T2
K(x′, y)µr(dx′)
(µI,Nr − µIr)(dy)
∣∣∣2 P−→ 0.
According to Lebesgue’s dominated convergence theorem, E
(∥∥∥(µI,Nr −µIr , K(µr, K)
)∥∥∥2
H3
)
−→ 0,
as N −→ ∞. Hence∫ t
0
E
(
‖[GI,Nr −GIr ]Υ(t− r)ϕ‖2H3
) 1
2
dt
≤ C‖ϕ‖H3
∫ t
0
E
(∥∥∥(µI,Nr − µIr, K(µr, K)
)∥∥∥2
H3
) 1
2
dr
−→ 0, as N −→∞.
Hence the result.
Lemma 6.26. For any t ≥ 0, ϕ ∈ Hs(T2), as N −→∞,∫ t
0
E
(
‖[GS,I,Nr −GS,Ir ]Υ(t− r)ϕ‖2Hs
) 1
2
dt −→ 0.
Proof. We have
GS,I,Nr (Υ(t− r)ϕ)(x)−GS,Ir (Υ(t− r)ϕ)(x)
=
(
µI,Nr , K(x, .)
(µS,Nr , KΥ(t− r)ϕ)
(µNr , K)(µr, K)
)
−
(
µIr, K(x, .)
(µSr , KΥ(t− r)ϕ)
(µr, K)(µr, K)
)
=
(
µI,Nr − µIr , K(x, .)
(µSr , KΥ(t− r)ϕ)
(µr, K)2
)
+
(
µI,Nr , K(x, .)
(µS,Nr − µSr , KΥ(t− r)ϕ)
(µr, K)2
)
−
(
µI,Nr , K(x, .)
(µS,Nr , KΥ(t− r)ϕ)
(µNr , K)(µr, K)
2
(µNr − µr, K)
)
.
Furthemore:
a) Since :
−
∣∣∣∫T2 K(x′, y)Υ(t− r)ϕ(x′)µSr (dx′)∫
T2
K(x′′, y)µr(dx′′)
∣∣∣ ≤ ‖ϕ‖∞
− The map y ∈ T2 7→
∫
T2
K(x′, y)µr(dx′) is continuous and lower bounded by a positive
constant.
− Under (H2), The map y ∈ T2 7→
∫
T2
K(x′, y)Υ(t− r)ϕ(x′)µSr (dx′) is continuous
− From Remark 6.1, for any x ∈ T2, |η|≤ 3, the map y ∈ A(x) 7→ DηK(x, y) is continuous
and bounded by C max
0≤|η|≤3
‖k(|η|)‖∞,
the map y ∈ A(x) 7→ DηK(x, y)×
∫
T2
K(x′, y)Υ(t− r)ϕ(x′)µSr (dx′)( ∫
T2
K(x′′, y)µr(dx′′)
)2 is continous and bounded
by C‖ϕ‖∞ max
0≤|η|≤3
‖k(|η|)‖∞, hence
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∣∣∣ ∫
A(x)
DηK(x, y)×
∫
T2
K(x′, y)Υ(t− r)ϕ(x′)µSr (dx′)( ∫
T2
K(x′′, y)µr(dx′′)
)2 (µI,Nr − µIr)(dy)∣∣∣2 P−→ 0.
Furthemore, according to Lebesgue’s dominated convergence theorem, we have∫ t
0
E
(∥∥∥(µI,Nr − µIr , K (µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
Hs
) 1
2
dr
≤ C
∫ t
0
E
(∥∥∥(µI,Nr − µIr, K (µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
H3
) 1
2
dr
≤ C
∫ t
0
{∑
|η|≤3
∫
T2
E
(∣∣∣ ∫
A(x)
DηK(x, y)×
×
∫
T2
K(x′, y)Υ(t− r)ϕ(x′)µSr (dx′)( ∫
T2
K(x′′, y)µr(dx′′)
)2 (µI,Nr − µIr)(dy)∣∣∣2)dx} 12dr
−→ 0, as N −→∞.
b) Let us prove that lim
N−→∞
∫ t
0
E
(∥∥∥(µI,Nr , K (µS,Nr − µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
Hs
) 1
2
dt = 0.
Under (H2):
− ∀y ∈ T2, the map x ∈ T2 7→ K(x, y)Υ(t− r)ϕ(x) is Lipschitz and bounded and its ‖·‖∞
and ‖·‖L norms are bounded by C‖k‖∞‖ϕ‖∞ and C(‖k‖∞+‖ϕ‖∞) respectively.
− For any x ∈ T2, |η|≤ 3, the map y ∈ A(x) 7→ DηK(x, y) is continuous and bounded by
C max
0≤|η|≤3
‖k(|η|)‖∞.
− ∀y ∈ T2, 1
(µr, K(., y))
is bounded by a positive contant independent of y.
Thus∥∥∥(µI,Nr , K (µS,Nr − µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
Hs
≤ C
∥∥∥(µI,Nr , K (µS,Nr − µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
H3
= C
∑
|η|≤3
∫
T2
∣∣∣ ∫
A(x)
DηK(x, y)×
∫
T2
K(x′, y)Υ(t− r)ϕ(x′)(µS,Nr − µSr )(dx′)( ∫
T2
K(x′′, y)µr(dx′′)
)2 µI,Nr (dy)∣∣∣2dx
≤ C
∑
|η|≤3
∫
T2
∫
A(x)
∣∣∣DηK(x, y)× ∫
T2
K(x′, y)Υ(t− r)ϕ(x′)(µS,Nr − µSr )(dx′)
∣∣∣2µI,Nr (dy)dx
≤ C(‖k‖∞, ‖ϕ‖∞, max
0≤|η|≤3
‖k(|η|)‖∞)d2F (µS,Nr , µSr ).
Hence since d2F (µ
S,N
r , µ
S
r )
P−→ 0, and d2F (µS,Nr , µSr ) ≤ 4, according to Lebesgue’s dominated
convergence theorem, we have∫ t
0
E
(∥∥∥(µI,Nr , K (µS,Nr − µSr , KΥ(t− r)ϕ)(µr, K)2
)∥∥∥2
Hs
) 1
2
dt
≤ C(‖ϕ‖∞, max
0≤|η|≤3
‖k(|η|)‖∞)
∫ t
0
E(d2F (µ
S,N
r , µ
S
r ))
1
2dr
−→ 0, as N −→∞.
c) Finaly we show that lim
N−→∞
∫ t
0
E
(∥∥∥(µI,Nr , K (µS,Nr , KΥ(t− r)ϕ)(µNr , K)(µr, K)2 (µNr − µr, K)
)∥∥∥2
Hs
) 1
2
dt = 0.
Since for all x ∈ T2, K(x, .) is Lipschitz and bounded by ‖k‖∞ and For any x ∈ T2, |η|≤ 3, the
map y ∈ A(x) 7→ DηK(x, y) is bounded by C max
0≤|η|≤3
‖k(|η|)‖∞, we have
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∥∥∥(µI,Nr , K (µS,Nr , KΥ(t− r)ϕ)(µNr , K)(µr, K)2 (µNr − µr, K)
)∥∥∥2
Hs
≤ C
∥∥∥(µI,Nr , K (µS,Nr , KΥ(t− r)ϕ)(µNr , K)(µr, K)2 (µNr − µr, K)
)∥∥∥2
H3
≤ C
∑
|η|≤3
∫
T2
(∫
A(x)
|DηK(x, y)| ×
∣∣∣∣∣∣∣
∫
T2
Υ(t− r)ϕ(x′)K(x′, y)µS,Nr (dx′)∫
T2
K(u, y)µNr (du)
(∫
T2
K(u, y)µr(du)
)2
∣∣∣∣∣∣∣
×
∣∣∣∣∫
T2
K(u, y)(µNr − µr)(du)
∣∣∣∣µI,Nr (dy))2dx
≤ C‖ϕ‖2∞
∑
|η|≤3
∫
T2
(∫
A(x)
|DηK(x, y)|×
∣∣∣∣∫
T2
K(u, y)(µNr − µr)(du)
∣∣∣∣µI,Nr (dy))2dx
≤ C(‖k‖∞, ‖ϕ‖∞, max
0≤|η|≤3
‖k(|η|)‖∞)d2F (µNr , µr).
Thus ∫ t
0
E
(∥∥∥(µI,Nr , K (µS,Nr , KΥ(t− r)ϕ)(µNr , K)(µr, K)2 (µNr − µr, K)
)∥∥∥2
Hs−1
) 1
2
dt
≤ C(‖k‖∞, ‖ϕ‖∞, max
0≤|η|≤3
‖k(|η|)‖∞)
∫ t
0
E(d2F (µ
N
r , µr))
1
2dr
−→ 0, as N −→ ∞.
The next Proposition establish the evolution equations of all limit points (U, V ) of the
sequence (UN , V N).
Proposition 6.27. Any limit point (U, V ) of the sequence (UN , V N) satisfies
Ut = Υ(t)U0 + β
∫ t
0
Υ(t− r)(GS,Ir )∗Zrdr − β
∫ t
0
Υ(t− r)(GIr)∗Urdr − β
∫ t
0
Υ(t− r)(GSr )∗Vrdr
+
∫ t
0
Υ(t−r)W 1r , (6.26)
Vt = Υ(t)V0 − β
∫ t
0
Υ(t− r)(GS,Ir )∗Zrdr + β
∫ t
0
Υ(t− r)(GIr)∗Urdr + β
∫ t
0
Υ(t− r)(GSr )∗Vrdr
−α
∫ t
0
Υ(t− r)Vrdr+
∫ t
0
Υ(t− r)dW 2r . (6.27)
Proof. We prove this Proposition by taking the weak limit in the equations (6.17) and (6.18).
Note first that from Propositions 6.11 and 6.24 there exists a subsequence along which the
sequences (UN , V N)N , and (Z
N)N converge in law towards (U, V ) and Z respectively.
1- We first prove that
∫ t
0
(UNr , G
I,N
r Υ(t− r)ϕ)dr L−→
∫ t
0
(Ur, G
I
rΥ(t− r)ϕ)dr.
We have
∫ t
0
(
UNr , G
I,N
r Υ(t− r)ϕ
)
dr =
∫ t
0
(
UNr , G
I
rΥ(t− r)ϕ
)
dr
+
∫ t
0
(
UNr , [G
I,N
r −GIr ]Υ(t− r)ϕ
)
dr.
− Since GIrΥ(t− r)ϕ ∈ Hs,∫ t
0
(
UNr , G
I
rΥ(t− r)ϕ
)
dr
L−→
∫ t
0
(
Ur, G
I
rΥ(t− r)ϕ
)
dr.
− From Lemma 6.25 and Proposition 6.23
∫ t
0
(
UNr , [G
I,N
r −GIr]Υ(t− r)ϕ
)
dr −→ 0 in L1(P).
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Indeed, E
(∣∣∣ ∫ t
0
(
UNr , [G
I,N
r −GIr ]Υ(t− r)ϕ
)
dr
∣∣∣) ≤
≤ sup
N≥1
sup
0≤r≤t
E(‖UNr ‖2H−s)
1
2
∫ t
0
E(‖[GI,Nr −GIr ]Υ(t− r)ϕ‖2Hs)
1
2dr.
2- Since V N converges in law in D(R+, H
−s) towards V,∫ t
0
(Υ(t− r)(GSr )∗V Nr , ϕ)dr L−→
∫ t
0
(Υ(t− r)(GSr )∗Vr, ϕ)dr.
3- The convergence
∫ t
0
(ZNr , G
S,I,N
r Υ(t − r)ϕ)dr L−→
∫ t
0
(Zr, G
S,I
r Υ(t − r)ϕ)dr follows from the
same argument as the one in 1-, using this time Lemma 6.26 and Proposition 6.10.
4- Since for any ϕ ∈ Hs+1, Υ(t)ϕ ∈ Hs+1, from Theorem 4.2 and Proposition 6.18, we have
(UN0 ,Υ(t)ϕ)
L−→ (U0,Υ(t)ϕ) and
∫ t
0
(Υ(t− r)ϕ, dM˜Nr ) L−→
∫ t
0
(Υ(t− r)ϕ, dW 1r ).
From Proposition 6.16 we deduce that all limit points (U, V ) of (UN , V N)N≥1 are ele-
ments of (C(R+, H
−s))2, thus since it is so easy to see that equations (6.26) and (6.27) are
the same as equations (6.10) and (6.11) repectively, we end the proof of Theorem 6.14 by
showing that the system formed by the equations (6.26) and (6.27) admits a unique solution
(U, V ) ∈ (C(R+, H−s))2.
Proposition 6.28. Suppose that (U1, V 1) and (U2, V 2) both belong to (C(R+, H
−s))2 and are
solutions to equations (6.26) and (6.27) with (U10 , V
1
0 ) = (U
2
0 , V
2
0 ) then (U
1, V 1) = (U2, V 2)
Proof. We have
U1t − U2t = −β
∫ t
0
Υ(t− r)(GIr)∗(U1r − U2r )dr − β
∫ t
0
Υ(t− r)(GSr )∗(V 1r − V 2r )dr,
thus
‖U1t −U2t ‖H−s≤ β
∫ t
0
‖Υ(t−r)(GIr)∗(U1r −U2r )‖H−sdr+β
∫ t
0
‖Υ(t−r)(GSr )∗(V 1r −V 2r )‖H−sdr.
Moreover from Corollary 6.20, we deduce that
‖U1t − U2t ‖H−s≤ βCsup
y
‖K(., y)‖Hs
∫ t
0
‖U1r − U2r ‖H−sdr +
βCsup
x
∥∥∥ K(x, .)∫
T2
K(x′, .)µr(dx′)
∥∥∥
Hs
∫ t
0
‖V 1r − V 2r ‖H−sdr,
hence using Lemmas 8.2 below and 6.2, we obtain
‖U1t −U2t ‖H−s≤ βC
∫ t
0
{
‖U1r−U2r ‖H−s+‖V 1r −V 2r ‖H−s
}
dr. (6.28)
On the other hand
V 1t − V 2t = −(U1t − U2t )− α
∫ t
0
Υ(t− r)(V 1r − V 2r )dr,
hence
‖V 1t − V 2t ‖H−s≤ ‖U1t −U2t ‖H−s+α
∫ t
0
‖V 1r − V 2r ‖H−sdr. (6.29)
Summing (6.28) and (6.29) and applying Gronwall’s lemma we obtain (U1, V 1) = (U2, V 2).
The next two Lemmas will be useful to show an additional result about the regularity of
the pair of Processes (U, V ).
Lemma 6.29. For any x ∈ T2, let us set KIt (x) =
(
µIt ,
K(x, .)
(µt, K)
)
. For any t, t0 ∈ R+, there
exists C > 0 such that
‖KIt (.)−KIt0(.)‖H2≤ C
(
dF (µt, µt0) + dF (µ
I
t , µ
I
t0
)
)
.
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Proof. Let t, t0 ∈ R+, we have
KIt (x)−KIt0(x) =
(
µIt − µIt0 ,
K(x, .)
(µt, K)
)
+
(
µIt ,
K(x, .)
(
µt − µt0 , K)
(µt, K)(µt0 , K)
)
.
Furthemore:
1- Since the map y ∈ A(x) 7→
∫
T2
K(x′, y)µr(dx′) is Lipschitz (with the Lipschitz constant
2
√
2Ckδ2 (see Lemma 5.7)) and lower bounded by a positive constant and from Remark 6.1,
∀|η|≤ 2 the map
y ∈ A(x) 7→ DηK(x, y) is Lipschitz (with the Lipschitz constant independent of x) and bounded
by C max
0≤|η|≤2
‖k(|η|)‖∞, the map y ∈ A(x) 7→ D
ηK(x, y)∫
T2
K(x′, y)µr(dx′)
is Lipschitz (with the constant
Lipschitz independent of x) and bounded by Cmax
|η|≤2
‖k(|η|)‖∞.
Hence
∥∥∥(µIt − µIt0, K(x, .)(µt, K)
)∥∥∥2
H2
=
∑
|η|≤2
∫
T2
∣∣∣ ∫
A(x)
DηK(x, y)∫
T2
K(x′, y)µt(dx′)
(µIt − µIt0)(dy)
∣∣∣2dx
≤ CdF (µIt , µIt0).
2- Since K(x, .) is Lipschitz (with the Lipschit constant 2
√
2Ck (see Lemma 5.7)) and bounded
by ‖k‖∞ and the map y ∈ A(x) 7→
∫
T2
K(x′, y)µr(dx′) is lower bounded and ∀|η|≤ 2 the map
y ∈ A(x) 7→ DηK(x, y) is bounded,∥∥∥(µIt , K(x, .)(µt − µt0 , K)(µt, K)(µt0 , K)
)∥∥∥2
H2
=
∑
|η|≤2
∫
T2
∣∣∣ ∫
A(x)
DηK(x, y)
(
µt − µt0, K(., y))∫
T2
K(x′, y)µt(dx′)
∫
T2
K(x′, y)µt0(dx′)
µIt0(dy)
∣∣∣2dx,
≤ C
∑
|η|≤2
∫
T2
∫
A(x)
∣∣∣ DηK(x, y)(µt − µt0 , K(., y))∫
T2
K(x′, y)µt(dx′)
∫
T2
K(x′, y)µt0(dx′)
∣∣∣2µIt0(dy)dx,
≤ Cd2F (µt, µt0).
So the result follows from 1- and 2-.
Lemma 6.30. Let ϕ ∈ H2(T2), for any x ∈ T2, let us set KSt (x, ϕ) =
(µSt , ϕK(x, .))
(µt, K(x, .))
.
For any t, t0 ∈ R+,
‖KSt (., ϕ)−KSt0(., ϕ)‖H2≤ C(‖ϕ‖H2)
(
dF (µt, µt0) + dF (µ
S
t , µ
S
t0
)
)
.
Proof. Let t, t0 ∈ R+, we have
KSt (x, ϕ)−KSt0(x, ϕ) =
(µSt − µSt0 , ϕK(x, .))
(µt0 , K(x, .))
+
(µSt , ϕK(x, .))
(µt, K(x, .))(µt0, K(x, .))
(µt − µt0 , K(x, .)).
Furthemore:
1- Since from Remark 6.1, ∀|η|≤ 2, the map y ∈ A(x) 7→ ϕ(y)DηK(x, y) is Lipschitz ( with the
Lipschitz constant independent of x) and bounded by C‖ϕ‖∞ max
0≤|η|≤2
‖k(|η|)‖∞ and H2 is Banach
algebra and an easy adaptation of the proof of Lemma 8.2 below yields that
∥∥∥ 1
(µt0 , K)
∥∥∥
H2
< C,∥∥∥(µSt − µSt0 , ϕK)
(µt0 , K)
∥∥∥2
H2
≤ C
∥∥∥ 1
(µt0 , K)
∥∥∥2
H2
∥∥∥(µSt − µSt0 , ϕK)∥∥∥2
H2
= C
∑
|η|≤2
∫
T2
∣∣∣ ∫
A(x)
ϕ(y)DηK(x, y)(µSt − µSt0)(dy)
∣∣∣2dx
≤ C(‖ϕ‖∞)d2F (µSt , µSt0).
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2- Using an argument similar to the proof of (6.14) in proposition 6.19 and an easy adap-
tation of Lemma 8.2 below, we have∥∥∥ (µSt , ϕK)
(µt, K)(µt0 , K)
∥∥∥
H2
≤ C‖ϕ‖H2sup
x
∥∥∥ K(x, .)∫
T2
K(., x′′)µt(dx′′)
∫
T2K(.,x′)
µt0(dx
′)
∥∥∥
H2
≤ C.
Now since from Remark 6.1, ∀|η|≤ 2, the map y ∈ A(x) 7→ DηK(x, y) is Lipschitz (with the
Lipschitz constant independent of x) and bounded by C max
0≤|η|≤2
‖k(|η|)‖∞ and H2 is Banach alge-
bra, one has∥∥∥ (µSt , ϕK)
(µt, K)(µt0 , K)
(µt − µt0, K)
∥∥∥2
H2
≤ C
∥∥∥ (µSt , ϕK)
(µt, K)(µt0, K)
∥∥∥2
H2
∥∥∥(µt − µt0 , K)∥∥∥2
H2
= C(‖ϕ‖H2)
∑
|η|≤2
∫
T2
∣∣∣ ∫
A(x)
DηK(x, y)(µt − µt0)(dy)
∣∣∣2dx
≤ C(‖ϕ‖H2)d2F (µt, µt0).
So the result follows from 1- and 2-.
Now we state an additional result about the regularity of the pair of processes (U, V ).
Proposition 6.31. The pair of processes (U, V ) belongs to L2loc(R+, (H
1−s)2).
Proof. Let us set
Ust = (Id − γ△)
−s
2 Ut, V
s
t = (Id − γ△)
−s
2 Vt, Z
s
t = (Id − γ△)
−s
2 Zt,
W 1,st = (Id − γ△)
−s
2 W 1t , W
2,s
t = (Id − γ△)
−s
2 W 2t .
Given that Ut ∈ H−s, Ust ∈ L2(T2). The same conclusion remains true for V st , Zst , W 1,st and
W 2,st . Now by noticing that △(Id − γ△)
−s
2 = (Id − γ△)−s2 △, we deduce from the evolution
equations (6.10) and (6.11) of (U, V ) given in Theorem 6.14 that
Ust = U
s
0 + γ
∫ t
0
△Usr dr + β
∫ t
0
(Id −△)−s2 (GS,It )∗(Id − γ△)
s
2Zsrdr
−β
∫ t
0
(Id−γ△)−s2 (GIr)∗(Id−γ△)
s
2Usr dr−β
∫ t
0
(Id−γ△)−s2 (GSr )∗(Id−γ△)
s
2V sr dr+W
1,s
t ,
V st = V
s
0 + γ
∫ t
0
△V sr dr − β
∫ t
0
(Id − γ△)−s2 (GS,Ir )∗(Id − γ△)
s
2Zsrdr
+ β
∫ t
0
(Id − γ△)−s2 (GIr)∗(Id − γ△)
s
2Usr dr + β
∫ t
0
(Id − γ△)−s2 (GSr )∗(Id − γ△)
s
2V sr dr
− α
∫ t
0
V sr dr +W
2,s
t .
Moreover the above system can be rewritten as one equation as follows
(dUst , dV
s
t )
′ + A(t, (Ust , V
s
t ))dt = J(t)dt+ (dW
1,s
t , dW
2,s
t )
′,
where
A(t, (Ust , V
s
t ))=(
−γ △+β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2 β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2
−β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2 −γ △−β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2 + α
)(
Ust
V st
)
J(t) = ((Id − γ△)−s2 (GS,It )∗(Id − γ△)
s
2Zst , −(Id − γ△)
−s
2 (GS,It )
∗(Id − γ△) s2Zst )′
and (u, v)′ denotes the transpose of the pair (u, v).
On the other hand given that the dual spaces of (L2(T2))2 and (H1)2 are isomorphic to
(L2(T2))′ × (L2(T2))′ and H−1 × H−1 respectively, by identifying L2(T2) to its dual space
(L2(T2))′, we have (H1)2 ⊂ (L2(T2))2 ⊂ (H−1)2.
Let us now prove that the family of operators A(t, .) satisfies the assuptions given in Proposition
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2.8 in section 2, with H = (L2(T2))2, F = (H1)2 and F ′ = (H−1)2.
We first Recall that the family of eigenfunctions (f i,sn1,n2)i,n1,n2 (as defined in Proposition 2.2)
associate to the family of eigenvalues (λn1,n2)n1,n2 of the operator −γ△ is an orthonormal basis
of L2(T2).
Now we start by showing that ∀(U ,V) ∈ H1 ×H1, A(t, (U ,V)) ∈ H−1 ×H−1. We have
A(t, (U ,V)) =(
−γ △U + β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U + β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V
−β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U − γ △ V − β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V + αV
)
.
Moreover:
(i). ‖(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U‖H−1≤ C‖(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U‖L2
= C‖(GIt )∗(Id − γ△)
s
2U‖H−s
≤ C‖(Id − γ△) s2U‖H−s
= C‖U‖L2 ,
where the second inequality follows from Corollary 6.20.
(ii). Similarly form Corollary 6.20, we have
‖β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V‖H−1≤ C‖(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V‖L2
= C‖(GSt )∗(Id − γ△)
s
2V‖H−s
≤ C‖(Id − γ△) s2V‖H−s
= C‖V‖L2 .
(iii). ‖−γ △U‖2
H−1
=
∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))
−1(−γ △U , f in1,n2)2L2
=
∑
i 6=0,n1,n2
γπ2(n21 + n
2
2)(1 + γπ
2(n21 + n
2
2))
−1(U , f in1,n2)2L2
≤ ∑
i,n1,n2
(1 + γπ2(n21 + n
2
2))(U , f in1,n2)2L2 = ‖U‖2H1 .
So from (i), (ii), (iii) we conclude that A(t, (U ,V)) ∈ H−1 ×H−1.
Let us now prove that the four assuptions in Proposition 2.8 are satisfied. In the rest of this
proof we will note by < ., . > the duality product between H−1 ×H−1 and H1 ×H1.
(1). Given that A(t, .) is linear, to prove the first point, it is enough to show that ∀(U ,V),
(U1,V1) ∈ H1 ×H1 the map θ 7→< A(t, θ(U ,V)), (U1,V1) > is continuous on R, which in turn
is so easy.
(2). The fact that there exists δ > 0 such that ‖A(t, (U ,V))‖H−1×H−1≤ δ‖(U ,V)‖H1×H1 follows
from (i), (ii), and (iii).
(3). Let us prove that there exists σ1 > 0, σ2 ∈ R, such that
< A(t, (U ,V)), (U , V) > +σ2‖(U ,V)‖2L2×L2≥ σ1‖(U ,V)‖2H1×H1 .
We have < A(t, (U ,V)), (U ,V) >
=< −γ △U + β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U + β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V, U >
+ < −β(Id−γ△)−s2 (GIt )∗(Id−γ△)
s
2U−γ△V−β(Id−γ△)−s2 (GSt )∗(Id−γ△)
s
2V+αV, V > .
Furthemore:
(3.1). < −γ △U , U >= γ < ▽U , ▽U >= γ‖▽U‖2
L2
.
(3.2). From (i) and (ii), we note that
β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U + β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V ∈ L2(T2),
thus as H1 ⊂ L2(T2), from (i) and (ii) and from Young’s inequality we have
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|< β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U + β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V, U > |
≤ ‖β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U‖L2‖U‖L2+‖β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V‖L2‖U‖L2
≤ Cβ(‖U‖2
L2
+‖V‖L2‖U‖L2) ≤ C1β(‖U‖2L2+‖V‖2L2).
Hence
< β(Id − γ△)−s2 (GIt )∗(Id − γ△)
s
2U + β(Id − γ△)−s2 (GSt )∗(Id − γ△)
s
2V, U >
+ < −β(Id− γ△)−s2 (GIt )∗(Id− γ△)
s
2U − β(Id− γ△)−s2 (GSt )∗(Id− γ△)
s
2V, V > belongs in the
interval
[− C2β(‖U‖2L2+‖V‖2L2), C2β(‖U‖2L2+‖V‖2L2)].
(3.3). < V,V >= ‖V‖2
L2
.
So from (3.1), (3.2) and (3.3) we see that it is enough to choose σ2 = C2β + γ and σ1 = γ.
(4). We finish by showing that for any (U ,V) ∈ H1×H1 the map t 7→ A(t, (U ,V)) is Lebesgue
measurable from ]0, T [ to H−1 × H−1. However since H−1 is a separable Hilbert space then
according to the Pettis theorem (see Theorem 1.1 page 2 in [20]) it is enough to prove that
∀(U1,V1) ∈ H1×H1, the map t 7→< A(t, (U ,V)), (U1,V1) > is Lebesgue measurable from ]0, T [
to R.
Let us prove that the map t 7→< A(t, (U ,V)), (U1,V1) > is continuous from ]0, T [ to R.
Let t, t0 ∈]0, T [, by noticing that ∀x ∈ T2, GItϕ(x) = ϕ(x)
(
µIt ,
K(x, .)
(µt, K)
)
= ϕ(x)KIt (x) and Hs−1
is a Banach algebra, from Lemma 6.29, we have
|< (Id − γ△)−s2
(
(GIt )
∗ − (GIt0)∗
)
(Id − γ△) s2U , U1 > |
= |< (Id − γ△) s2U ,
(
GIt −GIt0
)
(Id − γ△)−s2 U1 > |
≤ ‖(Id − γ△) s2U‖H1−s‖
(
GIt −GIt0
)
(Id − γ△)−s2 U1‖Hs−1
≤ ‖(Id − γ△) s2U‖H1−s‖(Id − γ△)−s2 U1
(KIt (.)−KIt0(.))‖Hs−1
≤ C‖U‖H1‖(Id − γ△)−s2 U1‖Hs−1‖KIt (.)−KIt0(.)‖Hs−1
≤ C‖U‖H1‖U1‖H−1‖KIt (.)−KIt0(.)‖H2
≤ C‖U‖H1‖U1‖H1
(
dF (µ
I
t , µ
I
t0
) + dF (µ
I
t , µ
I
t0
)
)
.
Similarly by noticing that ∀U1 ∈ H1, (Id − γ△)−s2 U1 ∈ H1+s ⊂ H2 and
GSt (Id − γ△)
−s
2 U1(x) =
(
µSt , (Id − γ△)
−s
2 U1K(x, .)
)
(µt, K)
, from Lemma 6.30, we have
|< (Id − γ△)−s2
(
(GSt )
∗ − (GSt0)∗
)
(Id − γ△) s2V, U1 > |
= |< (Id − γ△) s2V,
(
GSt −GSt0
)
(Id − γ△)−s2 U1 > |
≤ ‖(Id − γ△) s2V‖H1−s‖
(
GSt −GSt0
)
(Id − γ△)−s2 U1‖Hs−1
≤ ‖V‖H1‖‖KSt (., (Id − γ△)
−s
2 U1)−KSt0(., (Id − γ△)
−s
2 U1)‖H2
≤ C(‖V‖H1 , ‖U1‖H1)(dF (µSt , µSt0) + dF (µt, µt0)).
So
|< A(t, (U ,V)), (U1,V1) > − < A(tt0 , (U ,V)), (U1,V1) > |
≤ C(‖V‖H1 , ‖U1‖H1 , ‖U‖H1, ‖V1‖H1)(dF (µSt , µSt0) + dF (µIt , µIt0) + dF (µt, µt0)),
thus the result follows from the fact that µS, µI and µ belongs to C
(
R+, (MF (T2), dF )
)
.
Now in addition to the fact that the family of operators A(t, .) satisfies the four assumptions
given in Proposition 2.8 in section 2, with H = (L2(T2))2, F = (H1)2 and F ′ = (H−1)2, we
note that:
− J(t) = ((Id − γ△)−s2 (GS,It )∗(Id − γ△)
s
2Zst , −(Id − γ△)
−s
2 (GS,It )
∗(Id − γ△) s2Zst )′
belongs to L2loc(R+, (L
2(T2))2). Indeed,
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‖(Id − γ△)−s2 (GS,Ir )∗(Id − γ△)
s
2Zsr‖L2= ‖(GS,It )∗Zt‖H−s≤ C‖Zt‖H−s and Z ∈ C(R+, H−s).
− (Us0 , V s0 ) ∈ (L2(T2))2.
Thus we deduce from Proposition 2.8 that for (A(t, .)){t∈]0,T [} being the above family of opera-
tors, the stochastic differential equation
(dU(t), dV(t))′ + A(t, (U(t),V(t))dt = J(t)dt+ (dW 1,st , dW 2,st )′,
(U(0),V(0)) = (Us0 , V s0 ), (6.28)
admits a unique solution (U ,V) ∈ L2loc
(
R+, (H
1(T2))2
) ∩ C(R+, (L2(T2))2) a.s.
On the other hand, it has been shwon in Proposition 6.28, that the pair (Us, V s) is the unique
solution of the equation (6.28) in C(R+, (L
2(T2))2)(since equation (6.28) is equivalent to the
system formed by equations (6.10) and (6.11), which in turn is the same as the system formed
by equations (6.26) and (6.27)). Thus we conclude that the pair of processes
(Us, V s) = (U ,V) which belongs to L2loc
(
R+, (H
1(T2))2
) ∩ C(R+, (L2(T2))2), consequently the
pair of processes (U, V ) belongs to L2loc
(
R+, (H
1−s)2
)
.
Remark 6.32. Given that dZNt = γ△ZNt dt+dH˜Nt (see equation (6.1)), by proceeding as in the
proof of Proposition 6.31, it is easy to see that ∀N ∈ N∗, ZN ∈ L2loc(R+, H1−s). Furthemore by
Using the Itô formula establish in [20 page 62] we can see that the sequence (ZN)N is bounded
in L2loc(R+, H
1−s) (although we do not establish this result in this paper). Consequently since in
a Hilbert space the bounded sets are relatively compact for the weak topology, the convergence
in law of (ZN)N in L
2
loc(R+, H
1−s) equipped with its weak topology can be easily deduced.
The convergence in law of the sequence (UN , V N)N in (L
2
loc(R+, H
1−s))2 where
L2loc(R+, H
1−s) is equipped with its weak topology follows also by the fact it is bounded in
(L2loc(R+, H
1−s))2, which in turn is not difficult to prove by using the Proposition 6.31. However
we do not establish that result in this paper.
7 Law of Large Numbers, Central Limit Theorem of the
sequence (µS,N , µI,N)N≥1 : the case γ = 0
In this section we consider the second model presented in the Introduction ie when the diffusion
coefficient γ = 0. More precisely we consider a compartmental SIR stochastic epidemic model
for a population distributed on the two dimentional torus such that:
• The position of an individual i is independent of time and is represented by X i defined as
in the Introduction.
• A susceptible i become infected at time t at the rate β1{Eit=S}
∑N
j=1
K(Xi,Xj)
∑N
l=1K(X
l,Xj)
1{Ejt=I},
where α, β, Eit and the function K are defined as in the Introduction.
The temporal evolution of S(·), I(·) and R(·) are defined as in the Introduction.
The assumptions made at time t = 0, are presented in the Introduction, in other words, the
sequence of empirical measures (µS,N0 , µ
I,N
0 , µ
N
0 )N is defined as in the Introduction.
Thus the renormalized processes µS,N , µI,N , µR,N and µN are defined as follows. ∀t > 0,
µS,Nt =
1
N
N∑
i=1
1{Eit=S}δXi
µI,Nt =
1
N
N∑
i=1
1{Eit=I}δXi
µR,Nt =
1
N
N∑
i=1
1{Eit=R}δXi
µN = µS,Nt + µ
I,N
t + µ
R,N
t =
1
N
N∑
i=1
δXi .
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We first recall that Assumption (H0) in section 3 remains true. Now since we have already
shown in section 3 and section 4 respectively that (µS,N0 , µ
I,N
0 , µ
N)
a.s−→ (µS0 , µI0, µ) and that(
UN0 =
√
N(µS,N0 − µS0 ), V N0 =
√
N(µI,N0 − µI0), ZN =
√
N(µN − µ)) converges in law in (H−s)3
(for any s>1) towards the Gaussian vector (U0, V0, Z), then the aim in this section is to study the
law of large numbers and the central limit theorem of the sequence {(µS,Nt , µI,Nt ), t ≥ 0, N ≥ 1}.
7.1 Law of Large Numbers
The following is assumed to hold throughout subsection 7.1.
Assumption (H3): k is Lipschitz.
7.1.1 System of evolution equations of the pair (µS,N , µI,N)
For ϕ ∈ C(T2), since γ = 0, the evolution equations of µS,N and µI,N simplify as follows.
(µS,Nt , ϕ) = (µ
S,N
0 , ϕ)− β
∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µN , K)
)
)
dr +M
′N,ϕ
t ,
(µI,Nt , ϕ) = (µ
I,N
0 , ϕ) +
∫ t
0
(
µS,Nr , ϕ(µ
I,N
r ,
K
(µN , K)
)
)
dr − α
∫ t
0
(µI,Nr , ϕ)dr + L
′N,ϕ
t ,
where
M
′N,ϕ
t = −
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i)1{u≤ β
N
∑N
j=1
K(Xi,Xj)
N∑
l=1
K(Xl,Xj)
1
{E
j
r=I}
}M
i
(dr, du),
L
′N,ϕ
t =
1
N
N∑
i=1
∫ t
0
∫ ∞
0
1{Ei
r−
=S}ϕ(X
i)1{u≤ β
N
∑N
j=1
K(Xi,Xj)
N∑
l=1
K(Xl,Xj)
1
{E
j
r=I}
}M
i
(dr, du))
− 1
N
N∑
i=1
∫ t
0
∫ α
0
1{Ei
r−
=I}ϕ(X
i)Q
i
(dr, du).
Let us state the main result of this subsection.
Theorem 7.1. The sequence (µS,N , µI,N)N≥1 converges in probability in (D(R+,M(T2)))2 to-
wards (µS, µI) ∈ (C(R+,M(T2)))2 where {(µSt , µIt ), t ≥ 0} satisfies, ∀ϕ ∈ C(T2),
(µSt , ϕ) = (µ
S
0 , ϕ)−β
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µ,K)
)
)
dr, (7.1)
(µIt , ϕ) = (µ
I
0, ϕ)+β
∫ t
0
(
µSr , ϕ(µ
I
r,
K
(µ,K)
)
)
dr−α
∫ t
0
(µIr, ϕ)dr. (7.2)
Proof. We obtain the tightness of the sequence (µS,N , µI,N)N≥1 by an adaptation of the proof of
Proposition 5.4, thus by Prokhorov’s theorem we deduce the existence of a subsequence which
converges in law towards {(µSt , µIt ), t ≥ 0}. Furthemore, adapting the proof of Theorem 5.6
we prove that {(µSt , µIt ), t ≥ 0} is continuous and verifies the system formed by the equations
(7.1) and (7.2), and ∀t ≥ 0, µSt and µIt are absolutely continuous with respect to the Lebesgue
measue with densities fS(t, .) and fS(t, .) bounded by δ2(δ2 is defined in section 3).
On the other hand (fS(t, .), fI(t, .)) satisfies the following system.
fS(t) = fS(0)− β
∫ t
0
fS(r)
∫
T2
K(., y)∫
T2
K(x′, y)g(x′)dx′
fI(r, y)dydr,
fI(t) = fI(0) + β
∫ t
0
fS(r)
∫
T2
K(., y)∫
T2
K(x′, y)g(x′)dx′
fI(r, y)dydr− α
∫ t
0
fI(r)dr,
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where g is the density of µ. Moreover it is easy to prove that the above system admits a unique
solution in the set Λ = {(f1, f2)/0 ≤ fi ≤ δ2, i ∈ {1, 2}}. Thus we conclude that the sequence
(µS,N , µI,N)N≥1 weakly converges in (D(R+,M(T2)))2 towards (µS, µI). However as the initial
measures µS0 and µ
I
0 are deterministic (see Theorem 3.1 in section 3), the measures µ
S
t and µ
I
t
also have this property, consequently we have the convergence in probability.
7.2 Central Limit Theorem
The aim here is to study the convergence of the sequence (UN =
√
N(µS,N − µS), V N =√
N(µI,N − µI)), as N →∞ in D(R+, H−s)×D(R+, H−s) with s>1 (the choice of such a ’s’ is
justified as in subsection 6.2). To this end we make the following assumptions.
Assuptions (H4): k ∈ C2(R+).
Following the same argument as that used in the proof of lemma 6.2, we note that:
Remark 7.2. Under the assumption (H4), sup
x
‖K(x, .)‖Hs <∞
7.2.1 Equations verified by the pair (UN , V N)
Let ϕ ∈ C(T2), by a similar reasoning as in subsection 6.1, we see that
(UNt , ϕ) = (U
N
0 , ϕ) + β
∫ t
0
(ZN , GS,I,Nr ϕ)dr− β
∫ t
0
(UNr , G
I,N
r ϕ)dr− β
∫ t
0
(V Nr , G
S
rϕ)dr+ M˜
′N,ϕ
t ,
(7.3)
(V Nt , ϕ) = (V
N
0 , ϕ)− β
∫ t
0
(ZN , GS,I,Nr ϕ)dr + β
∫ t
0
(UNr , G
I,N
r ϕ)dr + β
∫ t
0
(V Nr , G
S
rϕ)dr
−α
∫ t
0
(V Nr , ϕ)dr + L˜
′N,ϕ
t , (7.4)
where
- M˜
′N,ϕ
t =
√
NM
′N,ϕ
t and L˜
′N,ϕ
t =
√
NL
′N,ϕ
t ,
- ∀x, y, x′ ∈ T2,
GS,I,Nr ϕ(x
′) =
(
µI,Nr , K(x
′, .)
(µS,Nr , ϕK)
(µN , K)(µ,K)
)
=
∫
T2
K(x′, y)
∫
T2
ϕ(x)K(x, y)µS,Nr (dx)∫
T2
K(y′, y)µN(dy′)
∫
T2
K(y′, y)µ(dy′)
µI,Nr (dy),
GI,Nr ϕ(x) = ϕ(x)
(
µI,Nr ,
K(x, .)
(µ,K)
)
= ϕ(x)
∫
T2
K(x, y)∫
T2
K(y′, y)µ(dy′)
µI,Nr (dy),
GSr ϕ(y) =
(µSr , ϕK(., y))
(µ,K(., y))
=
∫
T2
ϕ(x)K(x, y)µSr (dx)∫
T2
K(y′, y)µ(dy′)
.
In the rest of this section we arbitrarily choose 1 < s < 2, and we equipped D(R+, H
−s)
with the Skorhokod topology.
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Theorem 7.3. Under (H4), the sequence (UN , V N)N≥1 converges in law in (D(R+, H−s))2 to
the pair of process (U, V ) which belongs to (C(R+, H
−s))2 and satisfies:
Ut = U0+β
∫ t
0
(GS,Ir )
∗Zdr−β
∫ t
0
(GIr)
∗Urdr−β
∫ t
0
(GSr )
∗Vrdr+W
′1
t , (7.5)
Vt = V0−β
∫ t
0
(GS,Ir )
∗Zdr+β
∫ t
0
(GIr)
∗Urdr+β
∫ t
0
(GSr )
∗Vrdr−α
∫ t
0
Vrdr+W
′2
t , (7.6)
where ∀ϕ, ψ ∈ Hs, ((W ′1, ϕ), (W ′2, ψ)) is a centered Gaussian martingale verifying
< (W
′1, ϕ) >t= β
∫ t
0
(
µSr , ϕ
2(µIr ,
K
(µ,K)
)
)
dr,
< (W
′2, ψ) >t= β
∫ t
0
(
µSr , ψ
2(µIr ,
K
(µ,K)
)
)
dr + α
∫ t
0
(µIr , ψ
2)dr,
< (W
′1, ϕ), (W
′2, ψ) >t= −β
∫ t
0
(
µSr , ϕψ(µ
I
r,
K
(µ,K)
)
)
dr.
The proof of the next Proposition, which will be useful for the proof of Theorem 7.3 is an
easy adaptation of the proof of Proposition 6.18.
Proposition 7.4. The sequence {(M˜ ′Nt , L˜′Nt ), t ≥ 0}N≥1 converges in law in (D(R+, H−s))2
towards the process (W
′1,W
′2) ∈ (C(R+, H−s))2 and ∀ϕ, ψ ∈ Hs, ((W ′1, ϕ), (W ′2, ψ)) is a cen-
tered Gaussian martingale of the form
(W
′1
t , ϕ) = −
∫ t
0
∫
T2
√
βfS(r, x)
∫
T2
K(x, y)∫
T2
K(x′, y)g(x′)dx′
fI(r, y)dyϕ(x)W1(dr, dx)
(W
′2
t , ψ) =
∫ t
0
∫
T2
√
βfS(r, x)
∫
T2
K(x, y)∫
T2
K(x′, y)g(x′)dx′
fI(r, y)dyψ(x)W1(dr, dx)
−
∫ t
0
∫
T2
ψ(x)
√
αfI(r, x)W2(dr, dx),
where g is the density of µ and W1,W2 are independent spatio-temporal white noises.
7.2.2 Proof of Theorem 7.3
We establish the tightness of the sequence (UN , V N) first, then we show that all converging
subsequences of (UN , V N)N≥1 have the same limit which we shall identify.
The next proposition is useful to prove the tightness of the sequence (UN , V N)N≥1.
Proposition 7.5. ∀ T > 0,
sup
N≥1
E( sup
0≤t≤T
‖UNt ‖2H−s) <∞,
sup
N≥1
E( sup
0≤t≤T
‖V Nt ‖2H−s) <∞.
Proof. From equations (7.3) and (7.4), we have
‖UNt ‖2H−s≤ 5‖UN0 ‖2H−s+5β2t
∫ t
0
‖(GS,I,Nr )∗ZN‖2H−sdr + 5β2t
∫ t
0
‖(GI,Nr )∗UNr ‖2H−sdr
+5β2t
∫ t
0
‖(GSr )∗V Nr ‖2H−sdr + 5‖M˜
′N,ϕ
t ‖2H−s,
‖V Nt ‖2H−s≤ 6‖V N0 ‖2H−s+6β2t
∫ t
0
‖(GS,I,Nr )∗ZN‖2H−sdr + 6β2t
∫ t
0
‖(GI,Nr )∗UNr ‖2H−sdr
+ 6β2t
∫ t
0
‖(GSr )∗V Nr ‖2H−sdr + 6α2t
∫ t
0
‖V Nr ‖2H−sdr + 6‖L˜
′N,ϕ
t ‖2H−s.
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So since Proposition 6.19 and Corollary 6.20 remain true for µt = µ, we have
‖UNt ‖2H−s≤ 5‖UN0 ‖2H−s+5β2t2Csup
y
‖K(., y)‖2Hs‖ZN‖2H−s+5β2tCsup
y
‖K(., y)‖2Hs
∫ t
0
‖UNr ‖2H−sdr
+ 5β2tCsup
x
www K(x, .)∫
T2
K(x′, .)µ(dx′)
www2
Hs
∫ t
0
‖V Nr ‖2H−sdr + 5‖M˜
′N,ϕ
t ‖2H−s ,
‖V Nt ‖2H−s≤ 6‖V N0 ‖2H−s+6β2t2Csup
y
‖K(., y)‖2Hs‖ZN‖2H−s+6β2tCsup
y
‖K(., y)‖2Hs
∫ t
0
‖UNr ‖2H−sdr
+ 6t
(
Cβ2sup
x
www K(x, .)∫
T2
K(x′, .)µ(dx′)
www2
Hs
+ α2
)∫ t
0
‖V Nr ‖2H−sdr + 6‖L˜
′N,ϕ
t ‖2H−s.
Thus from Remark 7.2 and Lemma 8.2 below, one has
E( sup
0≤l≤t
‖UNl ‖2H−s) ≤ 5sup
N≥1
E(‖UN0 ‖H−s) + 5tβ2C
∫ t
0
{
E( sup
0≤u≤r
‖UNu ‖2H−s) + E( sup
0≤u≤r
‖V Nu ‖2H−s)
}
dr
+ 5t2β2Csup
N≥1
E(‖ZN‖H−s) + sup
N≥1
E( sup
0≤r≤t
‖M˜ ′Nr ‖H−s), (7.7)
E( sup
0≤l≤t
‖V Nl ‖2H−s) ≤ 6sup
N≥1
E(‖V N0 ‖2H−s)
+ 6t(β2C + α2)
∫ t
0
{
E( sup
0≤u≤r
‖UNu ‖2H−s) + E( sup
0≤u≤r
‖V Nu ‖2H−s)
}
dr
+ 6t2β2Csup
N≥1
E(‖ZN‖2H−s) + sup
N≥1
E( sup
0≤r≤t
‖L˜′Nr ‖H−s). (7.8)
Hence summing (7.7) and (7.8) and applying Gronwall’s lemma we obtain the result from
Corollary 6.4 and Proposition 4.1 in section 4.
Now we prove the tightness of the sequence (UN , V N)N≥1 in (D(R+, H−s))2.
Proposition 7.6. Both sequences (UN )N≥1 and (V N)N≥1 are tight in D(R+, H−s).
Proof. We only establish the tightness of (UN )N≥1 by showing that the conditions (T1) and
(T2) of Proposition 6.7 are satisfied.
The condition (T1) is obtained by using the Proposition 7.5 and applying an argument similar
to that of the proof of (T1) in Theorem 6.6.
- Proof of (T2). we have
UNt = U
N
0 + β
∫ t
0
(GS,I,Nr )
∗ZNdr − β
∫ t
0
(GI,Nr )
∗UNr dr − β
∫ t
0
(GSr )
∗V Nr dr + M˜
′N,ϕ
t
= UN0 + β
∫ t
0
ΓNr dr + M˜
′N,ϕ
t with Γ
N
r = (G
S,I,N
r )
∗ZN − (GI,Nr )∗UNr − (GSr )∗V Nr .
We want to prove that
∀T > 0, ∀ε1, ε2 > 0, ∃δ > 0, N0 ≥ 1 such that for any family of stopping times (τN)N with
τN ≤ T,
sup
N≥N0
δ≥θ
P
(∥∥∥∫ τN+θ
τN
ΓNr dr
∥∥∥
H−s
> ε1
)
< ε2, (7.9)
sup
N≥N0
δ≥θ
P
(∥∥∥M˜ ′N(τN+θ) − M˜ ′NτN∥∥∥
H−s
> ε1
)
< ε2. (7.10)
−(7.10) is proved by using an argument similar to that of the proof of (T2) in Proposition 6.15
− Proof of (7.9). Let T > 0, l ∈ R+\[0, 1], ε1, ε2 > 0, we find δ > 0, N0 ≥ 1 such that δ+τN ≤ lT
and
sup
N≥N0
δ≥θ
P
(∥∥∥∫ τN+θ
τN
ΓNr dr
∥∥∥
H−s
> ε1
)
< ε2.
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We have
∥∥∥ ∫ τN+θ
τN
ΓNr dr
∥∥∥
H−s
≤
∫ (τN+θ)
τN
‖ΓNr ‖H−sdr ≤ θ sup
0≤r≤lT
‖ΓNr ‖H−s.
Thus (7.9) will follows from sup
N≥1
E( sup
0≤r≤lT
‖ΓNr ‖H−s) < C in view of the last inegality, which in
turn follows readilly form Lemma 8.2 below, Remark 7.2 and Propositions 4.1 and 7.5, combined
with the fact that Corollary 6.20 remains true for µt = µ. So (T2) is established.
An easy adaptation of the proof of Lemmas 6.25 and 6.26 yields respectively the next two
Lemmas.
Lemma 7.7. For any t ≥ 0, ϕ ∈ H2(T2), as N −→ ∞,∫ t
0
E
(
‖(GI,Nr −GIr)ϕ‖2Hs
) 1
2
dt −→ 0.
Lemma 7.8. For any t ≥ 0, ϕ ∈ Hs(T2), as N −→∞,∫ t
0
E
(
‖(GS,I,Nr −GS,Ir )ϕ‖2Hs
) 1
2
dt −→ 0.
From Proposition 7.6, we deduce that the sequence (UN , V N)N is tight in (D(R+, H
−s))2, so
there exists a subsequence still denoted (UN , V N)N , which converges in law in (D(R+, H
−s))2
towards (U, V ). Moreover from Proposition 7.4, we deduce that (U, V ) ∈ (C(R+, H−s))2, thus
we end the proof of Theorem 7.3 as follows.
Proposition 7.9. The pair (U, V ) is the unique solution in (C(R+, H
−s))2 of the system formed
by equations (7.5) and (7.6).
Proof. By adapting the proof of Proposition 6.27 we obtain the following results∫ t
0
(UNr , G
I,N
r ϕ)dr
L−→
∫ t
0
(Ur, G
I
rϕ)dr,∫ t
0
(ZNr , G
S,I,N
r ϕ)dr
L−→
∫ t
0
(Zr, G
S,I
r ϕ)dr.
Therefore, with the convergence of the other terms of equations (7.3) and (7.4), we see that the
pair (U, V ) satisfies the equations (7.5) and (7.6). By adapting the proof of Proposition 6.28
we also see that the system formed by equations (7.5) and (7.6) admits a unique solution in
(C(R+, H
−s))2.
8 Appendix
We first recall that for any s > 0, the family (ρi,sn1,n2)i,n1,n2 (as defined in Proposition 2.2) is an
orthonormal basis of Hs(T2).
In this appendix we prove the next two Lemmas.
Lemma 8.1. ∀x ∈ T2, we have,∑
i,n1,n2
(ρi,sn1,n2(x))
2 <∞ iff s>1,∑
i,n1,n2
(▽ρi,sn1,n2(x))2 <∞ iff s>2.
Proof. As for any x ∈ T2, i ∈ [|1, 8|], 0 ≤ (f in1,n2(x))2 ≤ 4,∑
i,n1,n2
(ρi,sn1,n2(x))
2 =
∑
i,n1,n2
(f in1,n2)
2(x)
(1 + γπ2(n21 + n
2
2))
s
and,
∑
i,n1,n2
(▽ρi,sn1,n2(x))2 = π2
4∑
i=1
∑
n1>0,n2>0,even
n21 + n
2
2
(1 + γπ2(n21 + n
2
2))
s
(f in1,n2)
2(x)
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+
∑
n1>0,even
pi2n21[(f
6
n1,0
)2(x)+(f5n1,0
)2(x)]
(1+γpi2n21)
s +
∑
n2>0,even
pi2n22[(f
8
n1,0
)2(x)+(f7n1,0
)2(x)]
(1+γpi2n22)
s
So∑
i,n1,n2
{(ρi,sn1,n2(x))2 ≤ 1+ 16
∑
n1>0,n2>0,even
1
(1 + γπ2(n21 + n
2
2))
s
+ 8
2∑
i=1
∑
ni>0,even
1
(1 + γπ2n2i )
s
and,
∑
i,n1,n2
(▽ρi,sn1,n2(x))2 ≤ 16π2
∑
n1>0,n2>0,even
n21 + n
2
2
(1 + γπ2(n21 + n
2
2))
s
+ 8π2
2∑
i=1
∑
ni>0,even
n2i
(1 + γπ2n2i )
s
Hence we see that:
−
∑
i,n1,n2
(ρi,sn1,n2(x))
2 <∞ provided the series ∑
n1>0,n2>0
1
(1+γpi2(n21+n
2
2))
s ;
∑
n1>0
1
(1+γpi2n21)
s
and
∑
n2>0
1
(1+γpi2n22)
s converge.
−
∑
i,n1,n2
(▽ρi,sn1,n2(x))2 <∞ provided the series
∑
n1>0,n2>0
n21+n
2
2
(1+γpi2(n21+n
2
2))
s ;
∑
n1>0
n21
(1+γpi2n21)
s
and
∑
n2>0
n22
(1+γpi2n22)
s converge.
- Convergence of the series
1) Convergence of
∑
n1>0,n2>0
n21+n
2
2
(1+γpi2(n21+n
2
2))
s
It is so easy to see that
∑
n1≥1,n2≥1
n21+n
2
2
(1+γpi2(n21+n
2
2))
s and
∫ +∞
1
∫ +∞
1
x2 + y2
(1 + γπ2(x2 + y2))s
dxdy are of
the same type (either convergent or divergent), and the latter is of the same type as∫ +∞
1
r3
(1 + γπ2r2)s
dr ≤ 1
γsπ2s
∫ +∞
1
r3−2sdr and
∫ +∞
1
r3−2sdr <∞ iff s>2.
Thus
∑
n1≥1,n2≥1
n21+n
2
2
(1+γpi2(n21+n
2
2))
s converges iff s>2.
2) By the same argument as previously
∑
n1>0,n2>0
1
(1+γpi2(n21+n
2
2))
s converges for s>1.
3) By the comparison criterion the series
∑
n1>0
1
(1+γpi2n21)
s and
∑
n2>0
1
(1+γpi2n22)
s converge for s >
1
2
.
4) By the comparison criterion the series
∑
n1>0
n21
(1+γpi2n21)
s and
∑
n2>0
n22
(1+γpi2n22)
s converge for s >
3
2
Lemma 8.2. Under the assumption (H2), for any t ≥ 0, we have
sup
x
www K(x, .)∫
T2
K(x′, .)µt(dx′)
www2
H3
<∞
Proof. We refer to Proposition 2.4 above. H3(T2) ⊂ C1(T2).
If we let support{K(x, ·)} = A(x), we will havewww K(x, .)∫
T2
K(x′, .)µt(dx′)
www2
H3
=
∑
|η|≤3
∫
A(x)
∣∣∣Dη K(x, y)∫
A(y)
K(x′, y)µt(dx′)
∣∣∣2dy.
Now letting wt(x, y) =
K(x, y)∫
A(y)
K(x′, y)µt(dx′)
,
since from Lemma 6.2, for any x ∈ T2, K(x, .) ∈ H3 ⊂ C1(T2), one has
∂wt
∂y1
(x, y) =
∂K
∂y1
(x, y)∫
T2
K(u, y)µt(du)
−
K(x, y)
∫
A(y)
∂K
∂y1
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))2
.
∂2wt
∂y2y1
(x, y) =
∂2K
∂y2y1
(x, y)∫
A(y)
K(u, y)µt(du)
−
∂K
∂y1
(x, y)
∫
A(y)
∂K
∂y2
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))2
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−
∂K
∂y2
(x, y)
∫
A(y)
∂K
∂y1
(u, y)µt(du) +K(x, y)
∫
A(y)
∂2K
∂y2y1
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))2
+ 2
K(x, y)
∫
A(y)
∂K
∂y1
(u, y)µt(du)
∫
A(y)
∂K
∂y2
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))3
.
∂3wt
∂y1y2y1
(x, y) =
∂3K
∂y1y2y1
(x, y)∫
A(y)
K(u, y)µt(du)
− 2
∂2K
∂y2y1
(x, y)
∫
A(y)
∂K
∂y1
(u, y)µt(du)
(
∫
T2
K(u, y)µt(du))2
−
∂2K
∂y1y1
(x, y)
∫
A(y)
∂K
∂y2
(u, y)µt(du) + 2
∂K(x,y)
∂y1
∫
A(y)
∂2K
∂y1y2
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))2
+ 4
∂K
∂y1
(x, y)
∫
A(y)
∂K
∂y2
(u, y)µt(du)
∫
A(y)
∂K
∂y1
(z, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))3
−
∂K
∂y2
(x, y)
∫
A(y)
∂2K
∂y2y1
(u, y)µt(du) +K(x, y)
∫
A(y)
∂3K
∂y1y2y1
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))2
+2
∫
A(y)
∂K
∂y1
(u, y)µt(du)
[
∂K
∂y2
(x, y)
∫
T2
∂K
∂y1
(u, y)µt(du) + 2K(x, y)
∫
A(y)
∂2K
∂y2y1
(u, y)µt(du)
]
(
∫
A(y)
K(u, y)µt(du))3
+ 2
K(x, y)
∫
A(y)
∂2K
∂y1y1
(u, y)µt(du)
∫
A(y)
∂K
∂y2
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))3
+ 6
K(x, y)
(∫
A(y)
∂K
∂y1
(u, y)µt(du)
)2 ∫
A(y)
∂K
∂y2
(u, y)µt(du)
(
∫
A(y)
K(u, y)µt(du))4
.
On the other hand if we let C1 = {2k′(‖x− y‖2), 4k′′(‖x− y‖2), 8k(3)(‖x− y‖2)} and
C2 = {(x1 − y1)n(x2 − y2)m, (n,m) ∈ {0, 1, 2, 3}2}, ∀|η|≤ 3, DηK(x, y) = Dηk(‖x − y‖2) is
written as the sum of the products of elements of C1 and C2. Thus as from assumption (H2),
∀|η|≤ 3, |k(|η|)| is bounded in R+, ∀|η|≤ 3, x ∈ T2, DηK(x, y) is bounded by a constant inde-
pendent of x. Now since ∀y ∈ T2, ∫
T2
K(u, y)µNt (du) =
∫
T2
K(u, y)f(t, u)(du) is lower bounded
by a constant independent of y and f(t, .) ≤ δ2 then we deduce from the above calculations
that
∑
|η|≤3
∫
A(x)
∣∣∣Dη K(x, y)∫
A(y)
K(x′, y)µr(dx′)
∣∣∣2dy is bounded by a constant independent of x. Hence
the result.
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