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Abstract
Ultrafine particles (particles with a diameter less than 100 nm), such as those generated by traffic, are
known to have impacts on climate, visibility and human health. The estimation of the health impacts
of these particles requires modelling of human exposure, including estimation of spatial and temporal
trends in particle number concentration (PNC).
The health effects of ultrafine particles on school children in a range of micro-environments is not well
understood. Modelling the spatial and temporal variation in PNC and estimating children’s exposure is
an important part of characterising this epidemiological relationship.
This thesis directly addresses this gap in knowledge as part of a three year multidisciplinary project that
measures various gaseous and particulate aerosol indicators, such as PNC, as well as the health of primary
school students.
Modelling the spatial and temporal variation in PNC requires the collection of time series of PNC at
multiple locations. The exposure to particles can thus be estimated by examining how long a person
spends at each location of interest and at what time of the day, week or year.
Deterministic modelling of PNC requires the development and validation of a physical process model,
such as a computational fluid dynamics model with a vector field describing the wind and the role of
temperature and other covariates explicitly modelled with a known process. Such models are difficult to
validate, even with a dense network of monitoring equipment and detailed knowledge of the surrounding
natural and built environments. Modelling spatial variation at a range of a few hundred metres around
multiple primary schools as well as at a city-scale range of tens of kilometres can introduce challenges in
the modelling that easily overcome by estimating the relationships with statistical models based on the
available data.
This thesis therefore concentrates on the applied statistical modelling challenge of proposing methods
appropriate for analysing the spatio-temporal variation of PNC across multiple sites.
Spatial, temporal and spatio-temporal statistical models are a class of regression models which seek
to explain the behaviour of some measured quantity in terms of patterns in space and/or time. En-
vironmental monitoring at multiple sites provides rich data sets which may be analysed using spatio-
temporal techniques and these regression models may also include further explanatory variables (such as
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meteorology and traffic) for deeper analysis of the sources of variation.
Not all spatio-temporal data sets consist of contemporaneous measurements at all sites and the cost of
measurement equipment and personnel necessitates a trade-off between measuring at multiple sites and
measuring for a long time. The split panel design comprises sequential monitoring at a number of sites,
augmented with continuous monitoring at one or more reference sites. The estimation of temporal trends
common to all locations as well as individual trends at each site in a split panel design is desirable from
the point of view of wanting to ensure that both large scale and small scale spatio-temporal variation is
accounted for when estimating PNC.
Statistical modelling in air quality has previously been dominated by regression models that do not
account for spatial or temporal autocorrelation and/or model the effects of covariates with linear terms
or a polynomial of a somewhat arbitrarily chosen degree.
In this thesis alternatives to previous approaches are proposed and examined, in the form of semi- and
non-parametric regression techniques. The main advantage of these techniques is that the functional form
of the non-linearity is not specified a priori; instead, assumptions about the smoothness are made. By
fitting these semi-parametric models in a Bayesian framework, uncertainty about how smooth the fitted
functions should be can be incorporated as a set of prior beliefs rather than by penalising, restricting or
otherwise modifying the likelihood.
Splines are an example of the class of functions called “scatterplot smoothers” which can be used in non-
parametric regression. Smoothing splines are functions which are able to model the effect of a covariate
on a response variable without assuming the functional form of the relationship or even that the effect
of the covariate remains the same across the domain of the covariate. For this reason, smoothing splines
have found application in Generalised Additive Models (GAMs), an extension to the Generalised Linear
Model.
This thesis has developed modelling techniques for quantifying spatial and temporal trends in ultrafine
particle number concentration data collected either as longitudinal time series or according to a split panel
design. The methods developed allow flexible modelling of non-linear effects of covariates with the GAM,
including regression based on low rank thin plate smoothers, thin plate regression splines, B-splines,
P-splines and penalised random walks. In particular, penalised splines and random walk penalties were
used to model the non-linear effects of meteorology and temporal trends.
An important consideration when seeking to predict future PNC from a temporal/spatio-temporal fore-
casting model is that the residuals may display some degree of autocorrelation. Rather than fitting
the mean predictor with an assumption of independent and identically distributed residuals and then
performing post hoc analysis of the residual autocorrelation, including the autocorrelation in the modelling
will ensure that the estimates of the model parameters have taken the autocorrelation into account, leading
to more realistic forecasting and better estimates of the uncertainty in these parameters.
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A Bayesian semi-parametric regression and forecasting model was developed by combining the GAM
approach with a Bayesian autoregressive error structure. The model was applied to ultrafine air quality
data to model temporal trends and the effects of meteorology on particle number concentration in Helsinki,
Finland. Penalised splines were used to model the daily, weekly and annual temporal trends and the effects
of local meteorology and traffic. An autoregressive error structure at lags of 1, 24 and 168 hours was
specified in order to account for the residual temporal variation that results from subtracting the smooth
temporal trends from the data.
A spatio-temporal model was developed which ensures identifiability of the spatial variation in a Bayesian
semi-parametric regression model for PNC in Brisbane, Australia collected according to a split panel
design. The temporal trends are explicitly zero-centred so the spatial component of the model contains
all information about the mean at each site in the split panel design. The spatio-temporal model
provides estimates of the smooth daily-weekly variation in the response at all sites in the study area by
fitting a hierarchical penalised random walk model and constructing linear combinations of the posterior
estimates.
The methods developed were applied to data collected as part of two projects. The first was long
term monitoring of ultrafine particle number concentration at the University of Helsinki, Finland, with
the SMEAR-III measurement station. The second was a measurement campaign by the International
Laboratory for Air Quality and Health (ILAQH) entitled “Ultrafine Particle Emissions from Traffic and
Child Health” (UPTECH).
The models presented in this thesis are developed for longitudinal data collected at one site and data
collected according to a split panel design. The modelling approach is therefore applicable to other
longitudinal and panel designs where regular, smooth temporal trends are to be estimated.
The computational challenges encountered during this thesis are attributable to the large data sets,
with the long time series measured in Helsinki and Brisbane consisting of tens of thousands of rows of
data spanning multiple years. This required the use of modern computational statistical techniques
and extending them to apply the particular formulation of the regression models developed in the
thesis.
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CHAPTER 1. INTRODUCTION 2
1.1 Thesis aims
The overall aim of this thesis was to model ultrafine particle number concentration (PNC) spatially,
temporally and spatio-temporally. The thesis’s two parallel avenues of investigation are: the development
of regression models for the estimation of smooth trends in space and time; and the application of these
models to time series of PNC collected according to either a longitudinal study or a split panel design.
The data used in this thesis were obtained from a continuous monitoring project in Helsinki, Finland,
and the UPTECH (Ultrafine Particles from Transport Emissions and Child Health) project in Brisbane,
Australia, respectively.
The health effects of ultrafine particles (reviewed in Section 2.1) has motivated the International Labo-
ratory for Air Quality and Health (ILAQH) to undertake the UPTECH project to investigate the health
effects of ultrafine particles on school children in South-East Queensland, Australia. The objectives of
the UPTECH project are
1. To establish whether there are any quantifiable health effects from exposure to ultrafine (UF)
particles that result from vehicle emissions, which are independent of the effects of other pollutants
and are also independent of the effects related to other particle metrics (specifically PM2.5 or PM10,
the mass concentration (in µgm−3) of particulate matter with diameter less than 2.5 µm or 10µm,
respectively).
2. To identify which long-term respiratory health indicators are sensitive to exposure to the particles.
3. To characterise the shape of the exposure-response relationship.
4. To determine which particle characteristics (number concentration, surface area, composition) have
the strongest association with health effects.
5. To establish whether there are concentration levels of UF particles below which no health effects
are observed.
With regards to the first and third objectives above, the epidemiological aim of the UPTECH study is
to study the relationship between ultrafine PNC and the following health attributes1:
1. respiratory symptoms,
2. lung function,
3. airway inflammation,
4. systemic inflammation, and
5. endothelial function.
1From the UPTECH Study design http://www.ilaqh.qut.edu.au/Misc/UPTECH%20Study%20Design%2029%20July%
202011.pdf
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The candidate was supported in the completion of this thesis with an Australian Postgraduate Association
(Industry) scholarship associated with the UPTECH project, supported by Australian Research Council
Linkage Grant LP0990134. The candidate is affiliated with ILAQH and is a member of the School of
Chemistry, Physics and Mechanical Engineering in the Science and Engineering Faculty at the Queensland
University of Technology.
The contribution of this thesis to the UPTECH project is a collection of statistical models for the spatio-
temporal variation in PNC such that a spatio-temporal estimate of air quality which will be used to
calculate the exposure of school children to traffic-generated airborne ultrafine particles, linking them to
the health attributes listed above.
The statistical methodology research objectives of the thesis are:
M1 Develop a framework for modelling UF PNC collected according to a panel design
M2 Develop models for joint estimates of daily, weekly and annual trends
M3 Improve estimates of parameters and fitted values in non-parametric modelling of time series data
by accounting for the autocorrelation in the residuals
M4 Illustrate the use of the Generalised Additive Model and show that it provides for more flexible
modelling than the Generalised Linear Model
M5 Develop the use of Bayesian methods in modelling trends in longitudinal time series with covariates
The applied statistical research objectives are:
A1 Estimate daily, weekly and yearly trends in PNC
A2 Forecast PNC from a model which accounts for long-term trends and current observations
A3 Determine the spatial variation in PNC across the Brisbane Metropolitan Area
These objectives are met in the thesis by developing spline-based semi-parametric models for temporal
trends in univariate time series data (objectivesM2 andM4) and applying them to long-term monitoring
data from Helsinki in Chapter 4. The spline models are then reformulated in a Bayesian framework
(objective M5, Chapter 3) and a semi-parametric forecasting model developed for the Helsinki data
which models smooth temporal trends and includes an autoregressive error structure (objective: M2,
M3, A1 and A2). The smoothing penalties from the spline models are then applied as smoothing priors
for random walk models which are used to estimate a joint daily-weekly trend (objectives M2) for split
panel design data from the UPTECH project (objectives M1, M2 and M5). The model is specified to
include a continuous spatial random effect in order to estimate the spatial variation in PNC (objectives
A3). In this way, the spatial and temporal trends are made separable and identifiable and the resulting
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spatio-temporal model is fit to long term monitoring data and short measurement campaigns at primary
schools (objectives A1 and A3).
1.2 Outputs
The PhD project, including this thesis, have yielded the following academic journal outputs with the
candidate as primary author:
1.2.1 Published
S. Clifford, S. Low Choy, T. Hussein, K. Mengersen, and L. Morawska. Using the generalised additive
model to model the particle number count of ultrafine particles. Atmospheric Environment, 45(32):
5934–5945, 2011a. ISSN 1352-2310. A paper published in a refereed, international journal which models
the temporal trends in ultrafine particle number concentration along with the effects of meteorological
covariates at a continuous monitoring site in Helsinki, Finland .
1.2.2 Submitted
S. Clifford, B. Mølgaard, J. Corander, K. Hämeri, S. Low Choy, K. Mengersen, and T. Hussein. Bayesian
semi-parametric forecasting of particle number concentration: penalised splines and autoregressive errors.
Computational Statistics and Data Analysis, accepted. URL http://arxiv.org/abs/1207.0558. A
paper submitted to a refereed, international journal (Computational Statistics and Data Analysis) which
outlines a Bayesian semi-parametric forecasting model of temporal trends, covariate effects and the
autocorrelation in the residuals in ultrafine PNC in Helsinki.
S. Clifford, S. Low Choy, M. Mazaheri, F. Salimi, K. Mengersen, and L. Morawska. A Bayesian spatio-
temporal model of panel design data: particle number concentration in Brisbane, Australia. Environmental
Modeling and Software, submitted. URL http://arxiv.org/abs/1206.3833 A paper to be submitted
to a refereed, international journal (Environmental Modelling and Software) describing a spatio-temporal
model for data collected according to a panel design, applied to data from the UPTECH project.
1.2.3 Book chapters
S. Clifford and S. Low Choy. Case Studies in Bayesian Statistical Modelling and Analysis, chapter 12,
“Bayesian Splines”, pages 197–220. Wiley Series in Probability and Statistics. Wiley, 2012. A book
chapter giving a review of, and tutorial in, Bayesian spline regression.
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1.2.4 Conference outputs
In addition to these, the following first authorship conference outputs have been created as part of the
PhD project:
• S. Clifford, S. Low Choy, K. Mengersen, and L. Morawska. Semi-parametric modelling of ultrafine
particle number concentration. Poster – 8th Workshop on Bayesian Non-parametrics, June 2011b.
An unrefereed poster describing spatio-temporal modelling for the UPTECH project. Presented at
an international conference in Veracruz, Mexico.
• S. Clifford, S. Low Choy, K. Mengersen, and L. Morawska. Semi-parametric modelling of ultrafine
particle number concentration. Poster – International Society for Bayesian Analysis World Meeting,
July 2012a. An unrefereed poster with preliminary results of the spatio-temporal modelling for the
UPTECH project. Presented at an international conference in Kyoto, Japan.
• S. Clifford, M. Mazaheri, S. Low Choy, K. Mengersen, and L. Morawska. Analysing the health
impacts of air quality on children according to a nonparametric clustering. Healthy Buildings,
2012b. A refereed conference paper describing the use of a Dirichlet process in a Generalised Linear
Mixed Model for non-parametric clustering in a regression model. Presented at an international
conference in Brisbane, Australia.
1.2.5 Co-authored submitted articles
The following academic journal outputs have also been co-authored:
• S. Stevanovic, B. Miljevic, P. Madl, S. Clifford, and Z. Ristovski. Characterisation of a commercially
available thermodenuder and diffusion drier for ultrafine particles losses. Journal of Aerosol Science,
submitted. A paper submitted to a refereed, international journal which models particle losses in
a thermodenuder and diffusion dryer as a function of particle diameter with low rank thin plate
smoothers.
• B. Mølgaard, W. Birmili, S. Clifford, A. Massling, K. Eleftheriadis, M. Norman, S. Vratolis, B. Wehner,
J. Corander, K. Hämeri, and T. Hussein. Evaluation of a statistical forecast model for size-
fractionated urban particle number concentrations using data from five European cities. Journal
of Aerosol Science, accepted. A paper submitted to a refereed, international journal which applies
the model developed in Clifford et al. (accepted) to multiple cities in Europe.
• F. Salimi, M. Mazaheri, S. Clifford, L. Crilley, R. Laiman, and L. Morawska. Spatial variation
of particle number concentration in school microscale environments and its impact on exposure
assessment. Environmental Science and Technology, 47 (10):5251–5258, 2013. A paper submitted
to a refereed, international journal which investigates the impact of wind speed and traffic density
on spatial variability within primary schools in the UPTECH project.
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1.3 Thesis outline
The thesis is structured such that chapters 1 – 3 are an introduction to the thesis and provide general
background information on semi-parametric spatio-temporal modelling of PNC. Each of chapters 4 – 6
and section 2.5.1 present work which has been published, or submitted for publication, in a refereed,
international journal.
Section 1.5 is a transcript of a plenary presentation at Healthy Buildings 2012, an official international
conference of the International Society for Indoor Air Quality and Climate. It describes the candidate’s
attitude towards the role of statistics in science and was well received by the conference participants, a
community of academics, consultants, practitioners and postgraduate students, working in such diverse
fields such as low-energy design, occupant comfort, microbiology, air quality and public health.
Chapter 2 reviews some of the key ideas in Bayesian semiparametric regression and air quality. While
each subsequent chapter will include the particular methods used, this review lays the foundations for
the statistical analyses. Section 2.5.1 describes three approaches for modelling spatial variation: a two
dimensional random walk on a lattice; a Matérn covariance on a lattice; and a Matérn covariance on
an irregular triangular finite element mesh. The methods are illustrated by modelling log chlorophyll
concentrations in a section of the Great Barrier Reef, Queensland, taken on a single day. A large
proportion of the data is missing due to cloud cover, which turns the problem from one of purely spatial
smoothing to one of spatial prediction. Model fitting is performed with the Integrated Nested Laplace
Approximation (INLA) with the R-INLA package.
Objectives: M1, M5, A3.
Chapter 3 provides a substantive overview of Bayesian spline regression and is published as a book
chapter (Clifford and Low Choy 2012). It illustrates the construction of Bayesian splines, using the B-
spline, P-spline and low rank, thin-plate smoothers, and discusses their implementation as basis functions
for Generalised Additive Models using the Metropolis-Hastings sampler with an adaptive random walk
procedure. The chapter is written as an informative tutorial on the use of these techniques rather than
an in depth analysis of their theoretical properties.
Objectives: M4, M5.
Chapter 4 outlines the use of the Generalised Additive Model (GAM) with splines for temporal trends
and the effect of local meteorology. The GAM has not been widely adopted for modelling aerosol data
but provides for very flexible fitting as the parametric form of the effect of covariates doesn’t need to
be specified up front. This chapter combines ideas from approaches currently used in aerosol science
(multiple linear regression on covariates, time series models, distributed lag models) in the GAM and
model comparison is made between different specifications of the GAM and their equivalent Generalised
Linear Models.
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Objectives: M2, M4.
Chapter 5 represents a contribution to semiparametric regression by extending the work of Chib (1993)
to include penalised B-splines (Eilers and Marx 1996, Lang and Brezger 2004). Packages like R-INLA,
mgcv and BayesX do not deal with autocorrelated residuals, assuming the errors are independent and
identically distributed. As GAMs are extensions to GLMs (Hastie and Tibshirani 1990) it is natural to
extend the methodology to convert the GLM with autoregressive errors to a GAM with an autoregressive
error structure.
By combining the GAM approach of Clifford et al. (2011a), the Bayesian autoregressive error model of
Mølgaard et al. (2012) and the Bayesian spline modelling of Chapter 3, this chapter develops a Bayesian
semi-parametric regression model with an autoregressive error structure. Penalised splines are used to
model the daily, weekly and annual temporal trends and the effects of local meteorology and traffic. An
autoregressive error structure at lags of 1, 24 and 168 hours is specified in order to account for the residual
temporal variation that results from subtracting the smooth temporal trends from the data.
The chapter, and associated paper, also considers bivariate B-splines as tensor products of univariate
splines, as outlined by Eilers and Marx (2003), Marx and Eilers (2005). The smoothing of univariate
and multivariate B-splines is done by incorporating the smoothness penalty of Eilers and Marx (1996)
in a Bayesian prior (Lang and Brezger 2004). It is shown how these semi-parametric smoothers are
incorporated into Chib’s methodology. The multivariate smoothers require a Metropolis step as the
marginal densities for the smoothing parameters associated with a bivariate spline (one in each direction)
do not have a closed form to enable direct sampling from their full conditional distributions. While
R-INLA provides a 2D random walk latent model (rw2d), the single precision parameter of the Gaussian
Markov Random Field (equivalent in formulation to a univariate P-spline prior) does not reflect that
there may be a different amount of smoothing required in each direction. Penalties for periodic bases
and their tensor products are also discussed.
The methodology is applied to a simulated data set and then further developed as a forecasting model
for UF PNC in Helsinki, Finland. The application to the air quality data includes comparing four
specifications of the forecasting model, varying the way the temporal trends are defined and the role of
wind speed in the effect of other meteorological covariates.
Objectives: M2, M3, M4, M5, A1, A2 .
Chapter 6 develops a spatio-temporal model for the PNC in Brisbane, Australia, as recorded in the
UPTECH project. The chapter, and associated paper (Clifford et al. submitted), uses data from the first
ten schools of the UPTECH project and continuous monitoring data from three long-term monitoring
sites to estimate smooth temporal trends and a continuous, structured, spatial random effect.
The temporal trends are fit with random walk models in such a way that the trend common to all sites and
the trend specific to each site are modelled. These temporal trends are fit with a GMRF in R-INLA using
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the generic0 latent model class with a custom Toeplitz Block Circulant precision (TBC) matrix. This
TBC precision matrix structure will be shared across all sites but the site-level trends will be assumed
to be independent.
Objectives: M1, M2, M4, M5, A1, A3.
Chapter 7 revises the main findings of the thesis, presents alternative modelling approaches and suggests
future work arising from the modelling presented in this thesis.
1.4 Role of this thesis
The thesis fills the following gaps in knowledge.
1.4.1 Semi-parametric modelling of air quality time series
Modelling of trends in ultrafine PNC and the effect of meteorology have tended to assume parametric
relationships (e.g. linear, polynomial or some other specified functional form). This thesis develops a
modelling approach where daily trends are accounted for with cyclic, non-parametric functions. This
goes beyond the simple descriptive approach of reporting hourly averages and allows more meaningful
inferences to be drawn.
In Chapter 4, outdoor, airborne ultrafine particle number concentration (PNC) in Helsinki, Finland,
is modelled with a Generalised Additive Model. Temporal trends in PNC are examined, as are the
relationships between PNC and rainfall, wind speed and direction, humidity, temperature and solar
insolation. The fitted GAMs are compared to Generalised Linear Models and model choice is via the
Akaike Information Criterion (AIC).
It is shown that the Generalised Additive Model provides a better fit than the equivalent Generalised
Linear Model when fitting models with the same covariates with equivalent degrees of freedom. Results
are presented that show that modelling both temporal trends and the effect of meteorology (e.g. rainfall,
wind speed and direction, humidity, temperature and solar insolation) yields a better fitting model, under
the AIC, than either temporal trends or meteorological conditions by themselves.
The model developed is applicable to any longitudinal monitoring-type measurement campaign where
long time series are recorded. Use of this technique may be inappropriate for very short measurement
campaigns. Attempting to fit a representative daily trend to one or two days’ measurements may lead
to a high degree of uncertainty; inclusion of a yearly trend requires having at least a year’s worth of
data with few gaps, particularly large gaps. In such a situation, the temporal trends may end up being
penalised to zero and the model reverts to one largely influenced by meteorology.
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1.4.2 Semi-parametric forecasting of air quality
Observational time series of air quality data is highly autocorrelated at a one hour time resolution. In
order to provide realistic forecasts a number of hours ahead of the current time, this autocorrelation
must be taken into account. This thesis develops a forecasting model where the autocorrelation in the
errors is modelled explicitly and jointly with a semi-parametric regression model for fitting temporal
trends.
Chapter 5 develops a model where temporal trends and the effects of meteorology are fit with Bayesian
penalised splines. The predictive performance of the model is measured by sequentially forecasting 20
day blocks of data from the data measured prior to that block. The sequential predictions are based on
estimates of the smoothly varying temporal trends, the observed meteorology at that time and previous
forecasts and their credible intervals.
1.4.3 Spatio-temporal modelling of PNC in Brisbane, Australia
Previous analyses of spatial and temporal variation in air quality in Brisbane (Morawska et al. 2002b,
Holmes et al. 2005, Morawska et al. 2007, Mejía et al. 2008) have tended to report summary statistics
rather than perform any modelling. This thesis provides an estimate of the spatio-temporal variation in
PNC in Brisbane via a hierarchical Bayesian semi-parametric regression model.
Chapter 6 develops a spatio-temporal model for split panel design data measured during short campaigns
at multiple sites. The model estimates the spatial variation in the split panel design data with a stochastic
PDE defined over a finite element mesh which discretises the study area. This approach uses a Matérn-
class covariance function for a Gaussian process spatial model to quantify the smooth spatial variation.
The GMRF approximation to the Gaussian process simplifies the calculation by introducing structured
sparsity to the coprecision matrix for the spatial random effect.
Temporal trends are modelled by creating penalised random walks with custom precision matrices which
combine a term for the effect of the day of the week with a term for hour of the day. The resulting
daily-weekly trend model is applied at two levels – a term common to all sites, representing the average
daily-weekly trend across the study area, and a term specific to each site, representing the remaining
daily-weekly trend at that site that is not explained by the all sites term. The daily-weekly trend at each
site is then reconstructed by computing, during the model fitting, a linear combination of the trends at
each site and all sites.
The model is then applied to PNC in the Brisbane Metropolitan Area, estimating the mean level and
temporal trends at ten state primary schools and three long-term monitoring stations. The method
developed in this thesis will in future be applied to PNC measurements from 25 state primary schools
and three long term monitoring sites and meteorological measurements at those schools and government-
owned weather stations.
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1.5 Quantitative questions, quality answers
The following section is a transcript of a presentation, by the candidate, to the plenary session on the
final day of Healthy Buildings 2012. The talk, “Quantitative questions, quality answers”, was one of
three talks, all of which were delivered by PhD students, in the “Standing on the shoulders of giants”
session. The aim of the session was for students to discuss what they saw as the future of the broad topic
of indoor air quality and healthy buildings. The presentation transcribed below outlines the candidate’s
attitude towards the role that statistics plays in the development of science.
Transcript
If I, as a student, am to further the field of indoor air and built environmental health it will be by standing
on the shoulders of giants. The scientists, engineers and others who have gone before me in this field
have developed a rich body of ideas and questions that have gone unanswered as a result of there being
other work that they must do. But as one moves up the academic ladder, writing grant applications
and supervising postgraduate students the chance to investigate some of these questions in depth arises.
A team of PhD students with a diverse skill set can be assembled to assist the other academics in the
team and to help drive the research output of the group. This has happened with my group’s UPTECH
project, which is the topic of a session later today.
According to Graham Farquhar of the Australian National University, Canberra, one of Australia’s most
cited academics, the key to producing high quality science is to start with a really good hypothesis driven
question that no one has answered and answer it. That seems fairly straight forward? In the case of
UPTECH, the unanswered question is “What is the effect of exposure to airborne nano and ultrafine
particles emitted from motor vehicles on the health of children in schools?”. Data collected in this project
include two weeks of indoor and out aerosol and meteorology measurements at each of 25 primary schools.
Indoor microbiology measurements are taken in one or two classrooms at each school and health diagnostic
tests are performed on the students in these classes, accompanied by a take home survey which includes
questions about family health history, demographics and housing characteristics. This project generates
a huge amount of data that has the potential to reveal some very interesting relationships. But to do
so requires statistics beyond ANOVA and linear regression. The same can really be said of any modern
scientific project.
Don’t get me wrong, ANOVA is a great tool for exploratory data analysis (Gelman 2005) and testing
whether a term in a regression model is zero or not. But to stop the analysis at descriptive statistics
and testing for equal means across groups is to cheat yourself out of the opportunity to examine why
these differences arise and really get to know what your data is telling you. ANOVA can be replaced
with a Generalised Linear Model with factor terms. Any measured covariates can then be included in
this GLM rather than just calculating the correlation between the covariate and the response. If the
effect is suspected to be non-linear there are a range of regression models which are commonly used in
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the statistical and computer sciences but have not found their way into the natural sciences and I will
talk about these soon. The development of new statistical techniques and the ubiquity of computers in
the workplace means that there is really no excuse for using statistical techniques that were developed
for agricultural field trials are limited in their ability to explain variation in a data set.
Expecting senior academics and industry practitioners to maintain statistical education throughout their
careers is a bit of a tall ask in some cases. There’s so much work to be done keeping up with the science
that the statistics often falls by the wayside. In my mind, the role of the supervisor is to present a
problem and then direct the creativity and curiosity of the student. The role of the student is to answer
the research question in a paper which weaves together the experience of the supervisor with high quality
research and statistical modelling appropriate to the data and hypothesis.
And there’s much more to data analysis than doing ANOVA. If you suspect that there might be
homogenous groups within a set of observations, why not try a clustering algorithm like k-means (Lloyd.
1982) or a finite mixture model? (Wraith et al. 2011) Don’t know how many groups there are? Try an
infinite mixture model (Kulis and Jordan 2012). Think that certain covariates might have a different
effect within those groups? A Dirichlet Process Mixture of GLMs is an option (Hannah et al. 2011).
The Indian Buffet Process will help you identify common patterns across a bunch of correlated covariates
and reduce the dimension of your data (Griffiths and Ghahramani 2005). If you suspect the effect of
humidity on particle number concentration is non-linear but aren’t sure about what it’s going to look like
you could try a spline model (Clifford et al. 2011a, accepted). For a smooth spatial relationship across a
network of monitors you can use a Gaussian predictive process with a Matern class covariance function
Banerjee et al. (2008) or go all out and use a Gaussian process with non-parametric covariance (Fox and
Dunson 2011). Want to combine the effect sizes from some previous studies of the same thing to estimate
an overall effect? Use Bayesian meta-analysis rather than a weighted average (Blangiardo et al. 2011).
These are all common approaches in the statistical community and I have seen them applied to scientific
problems, many related to air quality or health.
These techniques are much newer than ANOVA and their development in statistics and computer science
means that professional scientists may not ever be exposed to them. So it’s up to students to be aware
of new techniques which are applicable to their research.
But is it too much to expect that all students are well versed in such a range of statistical techniques?
Probably. Especially when you consider that a lot of these things aren’t taught in undergraduate science
degrees. Science graduates are the obvious choice when recruiting science PhD students or industry
practitioners. But science and engineering is strengthened by solid statistics. And the statistics are solid
when a group’s capacity for statistics is solid, whether by employing one directly, choosing candidates with
a strong statistical education, building links with a statistics research group at a university or providing
for the ongoing statistical training of early career researchers and/or students. Our science must not just
demonstrate that something is happening but attempt to understand why that effect occurs. We must
quantify it and how and why it varies. Highly influential work, such as the work presented by our keynote
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speakers, arises when appropriate statistics raises high quality experimental science to where it belongs.
The reader has before them a clear picture of what is happening and why.
I see my role in my group, and through it, my role in our broad field, as fostering statistical creativity and
curiosity. I am there to help provide tools which the people around me can use to solve these unanswered
problems. Encouraging people to step outside the “ANOVA and linear regression in Excel” frame of
mind has motivated them to ask questions about how best to fit some data which shows a non-linear
effect, how to write code to process output from our instruments that will calculate summary statistics
and generate plots, how to look at trends in time series data, and so on. In return, I’ve been given the
opportunity to work on some really interesting air quality problems with some people who really know
their science. So I pick up some more knowledge about aerosols and health, they get exposed to new
ways of analysing data, and we get to present our interesting results to the world with robust and novel
analysis.
Chapter 2
Literature review and background
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Synopsis
The purpose of this chapter is to introduce the reader to the topic of ultrafine particles, its importance as
a field of study and how particle number concentration (PNC) can be modelled in a Bayesian statistical
framework. Key terms and foundational concepts necessary for understanding the remainder of the thesis
are provided through a review of ultrafine particles, Bayesian inference, semi-parametric regression and
spatio-temporal modelling. Each substantive chapter in the thesis has been prepared as a self-contained
journal paper (with the exception of Chapter 3, a book chapter) and all chapters share common elements
regarding the modelling of PNC.
Section 2.1 contains a review of ultrafine particles and their interest as a field of study. Particular
attention is paid to current methods of modelling their spatial and temporal variation.
A review of key concepts in Bayesian statistical inference is provided in section 2.3, particularly methods
used for obtaining parameter estimates in regression models.
Section 2.6 gives an overview of semi-parametric regression and the generalised additive model (GAM).
The additive model, a regression method used for estimating non-linear covariate effects on a response,
is the tool with which all inference in the following chapters is performed.
Chapter 3, a self-contained, published, book chapter, contains an additional review of spline regression
and the GAM. This chapter extends the literature review on splines found in Section 2.6.2.
Section 2.5.1, a contribution to a paper in preparation for publication, extends the literature review
on spatial statistics found in Section 2.5, giving a review of three approaches to spatial modelling
implemented in R-INLA with the Gaussian Markov Random Field (GMRF) and Integrated Nested
Laplace Approximation (INLA) outlined in Section 2.3.2. The thesis as submitted to examiners contained
merely that section of the paper which was written by the candidate. This section has been updated to
describe the source of the data and therefore context of this spatial modelling.
2.1 Ultrafine particles
The focus of this thesis is the development and application of spatio-temporal statistical models for
modelling the temporal and spatial trends in PNC in Helsinki, Finland and Brisbane, Australia. PNC
in both of these locations is continuously monitored (Järvi et al. 2009) and is influenced by meteorology,
geography and traffic and exhibits both spatial and temporal trends (Hussein et al. 2006, Mejía et al.
2007, 2008, Clifford et al. 2011a, Mølgaard et al. 2012).
The presence of airborne ultrafine particles (diameter less than 100nm) is reported as a number concen-
tration, i.e. the number of ultrafine particles per volume of air, expressed in count per cubic centimetre.
The majority of airborne particles in outdoor, ambient air in Brisbane and Helsinki are found in the
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ultrafine range. The source of most ultrafine particles in the ambient urban air is traffic, (Morawska
et al. 1998, Hussein et al. 2004) and traffic patterns are responsible for the diurnal variation in PNC
(Morawska et al. 2002a, Järvi et al. 2009).
In addition to spatio-temporal variation in the concentration of primary particles (directly emitted from
sources) and the direct effects of meteorology and traffic, ultrafine PNC is also affected by post-emissions
processes such as coagulation and deposition (Ketzel and Berkowicz 2004) and new particle formation
(nucleation) events (Aalto et al. 2001, Kulmala et al. 2004, Hussein et al. 2008, Cheung et al. 2011,
2012).
Ultrafine particles are a known contributor to adverse health in humans (Anderson 2009). In particular,
these particles are among the causes of cardiovascular disease, asthma, pulmonary diseases and stroke
(Health Effects Institute 2010). Much effort has been made to quantify the health effects of ultrafine
particles on adults and the elderly (Peters et al. 1997, Wichmann and Peters 2000, de Hartog et al. 2003,
Simpson et al. 2003, e.g.) both in terms of the acute effects and the accumulated effects. An expert
elicitation was undertaken by Knol et al. (2009) to assess the likelihood of particular pathways to various
health effects resulting from inhalation of ultrafine particles.
While studies of ultrafine PNC exposure at school environments have been published (Singh et al. 2006,
Roosbroeck et al. 2006, Diapouli et al. 2008) and exposure estimates calculated, studies of the health
impact of air pollution on children has tended to focus on particle matter and gaseous pollutants (e.g.
Roemer et al. 1998, 2000, Gehring et al. 2010, Graveland et al. 2011). Very few studies of the health
impact of ultrafine particles on children have been undertaken (e.g. Pekkanen et al. 1997, Timonen et al.
2002, Roosbroeck et al. 2006) and those that have been published have focussed on asthma.
2.2 Modelling of PNC
Spatial modelling of ultrafine PNC at both the city scale and small-area scale (within the school) is
integral to estimating the exposure of school children to ultrafine particles in and around the schooling
environment. Current modelling techniques for spatial and spatio-temporal models of air quality include
Geographical Information System (GIS) methods (Mavroulidou et al. 2004, Heinrich et al. 2005, Leyk et al.
2009), land use regression (Rosenlund et al. 2008, Hoek et al. 2008, 2011), dispersion modelling (Mishra
et al. 2012). Some studies link multiple approaches, such as a GIS with dispersion modelling (Cyrys
et al. 2005, Maantay et al. 2009), a regression model with penalised splines for the spatial component and
GIS-derived spatio-temporally varying meteorological covariates (Yanosky et al. 2008), or a comparison
of land use regression, GIS analysis and dispersion modelling (Cowie et al. 2008).
The focus of many of these studies has been on air pollutants such as particulate matter (PM10, PM2.5)
and gaseous pollutants such as NO, NO2, NOx, CO and CO2. Few studies have been conducted into the
spatio-temporal variation of ultrafine particle number concentration on the scale of a city.
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Previous analyses of spatial and temporal variation in PNC in Brisbane (Morawska et al. 2002b, Holmes
et al. 2005, Morawska et al. 2007, Mejía et al. 2008) have tended to report summary statistics of hourly
averages and mean levels at each site. These previous studies have only recorded PNC at a small number
of sites and do not examine any spatial relationships.
A principal components analysis of approximately three years of particle number size distribution mea-
surements at seven stationary sites and along four mobile measurement transects in Leipzig, Germany,
was performed (Costabile et al. 2009). The PCA treated the size distribution at each site as a mixture
of principal components and then analysed how the factor loadings of those components evolved over
time. Components modelled at each city included two accumulation modes, representing condensation
(90-250nm) and droplets (300-800nm), an urban and a rural Aitken mode and three nucleation modes.
The urban Aitken mode (30-90nm) was found to be more persistent than the rural one and represents
the interaction of all primary and secondary particles. The nucleation modes corresponded to emissions
from traffic (4-20nm) and nucleation in urban (3-15nm) and rural (4-20) areas. Within the nucleation
mode range, the spatio-temporal autocorrelation was found to be stronger at higher particle diameters,
i.e. those particles generated from traffic.
PNC and ambient noise were measured at about 50 sites over four days in a neighbourhood of Essen,
Germany to determine the nature of the spatio-temporal correlation between PNC and ambient noise
(Weber 2009). The source of both noise and particles was the high volumes of traffic in the study area
and these were highly correlated except for instances of high turbulent mixing and a change in wind
direction. PNC is more susceptible to changes in wind condition than ambient noise is but are both
affected similarly by traffic volume and exhibit similar spatio-temporal variation.
Mishra et al. (2012) studied spatio-temporal variation in PNC at four locations in a 1 km2 area of
Antwerp, Belgium. The study found that at such a fine scale there is a great deal of similarity in
the diurnal variation at each site and that the local meteorology and variation in traffic density was
responsible for site-specific variability. The site-specific variability in PNC, due to spatial variability in
local meteorological and traffic conditions, affects the estimation of exposure to particles at the small-area
level (Wilson et al. 2005). The use of continuous monitoring stations as a proxy for measurements at
a finer spatial resolution (measurement at multiple sites) may result in poor estimates of exposure and
misclassification of health effects.
Lee and Shaddick (2010) present a Bayesian spatio-temporal model which aims to jointly estimate the
spatio-temporal air quality surface and its health impact on daily mortality, quantified through relative
risk. The temporal component of the model is modelled with an autoregressive term and the spatial
component with a Gaussian process with Matérn class covariance. Their simulation study shows that
spatial modelling based on only a few sites (e.g. five) introduces significant bias in the estimates of the
health effects and that pollutants with localised sources exhibit much spatial variation with short spatial
ranges. In the instance where only a few monitoring sites are available, simple averaging over space may
result in less biased estimates.
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One of the factors in studying long-term monitoring of ultrafine PNC across many sites is the expense and
availability of equipment and labour. Dispersion models, and other mathematical models which aim to
model the physical system, often use long-term monitoring data from a reference site to approximate the
large scale variation in PNC but perform quite poorly in terms of small-area variation (Mejía et al. 2011).
Simultaneous monitoring at the sites of interest is quite expensive, time consuming and labour-intensive.
Land Use Regressions treat the land use (e.g. commercial, industrial, residential, transport, open land)
as a covariate in a regression model and perform inference on an interpolated grid (Hoek et al. 2008,
Cowie et al. 2008, Rose et al. 2010, Hoek et al. 2011). These models attempt to calculate, or otherwise
estimate, emissions factors for each type of land use with some form of GIS modelling to estimate the
spatial variation in the pollutant of interest but do not necessarily account for spatial correlation. This
is a weakness of land use regression models; while they are essentially hierarchical models (or at least
mixed effects models in terms of individual land uses) they do not borrow strength to characterise the
spatial structure of the data in the way that, say a spatial dynamic factor model (Lopes et al. 2008) or
Gaussian process model (Banerjee et al. 2003) would.
Traffic-generated ultrafine particles were found to exhibit a high degree of temporal autocorrelation and
moderate spatial autocorrelation (Costabile et al. 2009) and particles in this range account for most of
the outdoor airborne particles in Brisbane. Proximity to roads and traffic results in elevated PNC levels
above background and variation in PNC, including daily and weekly trends, is driven by changes in
traffic density and local meteorology (Morawska et al. 2002a). Spatial modelling with a small number
of reference sites may result in biased estimates of spatial variation. Measurement campaigns should
therefore be long enough at each site to estimate any regular, short-term trends (e.g. daily and weekly)
but short enough to allow a large number of sites to be observed (subject to constraints such as the cost
of the equipment).
The use of a split panel design (Dobbie and Henderson 2008) for data collection allows the short-term and
small-area variation at individual sites to be modelled accurately. The continuous monitoring data from
reference sites can be used to estimate the long-term temporal variation, in turn aiding the identifiabilty
of the spatial variation. The split panel design is discussed in greater detail in Chapter 6, where a spatio-
temporal model for data collected according to a split panel design is introduced and fit to data collected
as part of the UPTECH.
2.3 Bayesian inference
The use of Bayesian statistics in this thesis is prompted by a desire to quantify uncertainty in both
the smoothness of penalised splines and random walks (outlined in Sections 2.6.2, 3.1.3 and 6.2.4) and
the non-parametric estimation of a continuous spatial random effect within a unified Gaussian Markov
Random Field framework.
Rather than fixing the choice of smoothing parameters or varying them and choosing via cross-validation
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(Wahba 1983) or Akaike Information Criterion (Akaike 1974) (as in Wood (2011)), the smoothing penalty
is formulated as a Bayesian prior (discussed below) on the coefficients of the spline or random walk and
a hyperprior defined for the smoothing parameter. In a similar vein, the Bayesian approach allows the
incorporation of uncertainty in the parameter estimates of the spatial random effect rather than choosing
fixed values of the parameters of the kriging variogram (discussed in Section 2.5). This section introduces
the Bayesian concepts which are key to the Bayesian regression modelling in Chapters 3, 5 and 6.
The Bayesian approach to statistical inference involves combining the likelihood, y ∼ p (y|θ) with a set
of prior beliefs about the parameters model, θ, represented by a distribution, p (θ), to obtain a set of
posterior beliefs of the parameters conditioned on the data, p (θ|y). With Bayes’ rule of conditional
probability, we may express the posterior as
p (θ|y) ∝ p (y|θ) p (θ) .
The posterior is expressed in terms of a proportionality rather than equality because the normalising
term in Bayes’ rule, p (y), is difficult to compute but relies only on the data and is therefore a constant
with respect to θ.
The Bayesian paradigm can be considered a way of quantifying one’s beliefs about model parameters
prior to collecting data and then allowing the observed data to modify those beliefs in order to arrive
at new, a posteriori, beliefs. Where the frequentist approach asks the question “What evidence does
my model provide for my data given my parameter estimates?”, the Bayesian approach asks “What is
a credible set of values for my model parameters given my data?”. Priors may represent information
elicited from experts (DuMouchel and Harris 1983), an assumption of ignorance of the parameter values
(Jeffreys 1946) or some belief about the relationship between the parameters (such as the smoothness
penalty of Lang and Brezger (2004)).
A simple example of a Bayesian regression model (Gelman et al. 2004, chap. 14) is the linear model with
k regression coefficients β = {β1, β2, . . . , βk} for k covariates x1, . . . ,xk, and an error structure which
assumes the errors, εi, are independent and identically distributed Gaussian random variables
yi =β0 + β1xi1 + β2xi2 + . . .+ βkxik + εi
εi
i.i.d.∼ N (0, σ2)(
y
∣∣β, σ2) ∼MVN (y; Xβ, σ2I)
for n observations, X ∈ Rn×k the design matrix containing the values of each of the covariates for each
observation, and covariance matrix σ2I (for identity matrix I ∈ Rn×n). To fully specify the Bayesian
regression model we must include a prior distribution over the unknown parameters we wish to estimate,
β and σ2. An uninformative prior, that is a prior that does not strongly favour one set of values over
another, for β is the flat prior, p (β) ∝ 1. This prior assigns equal weight to all values of β and is
improper as it does not describe a valid distribution. Similarly, an improper prior can be obtained for
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σ2 by taking the flat prior p (log σ) ∝ 1. When transformed to a prior on the variance, σ2, this prior
becomes p
(
σ2
) ∝ σ−2. Despite the fact that these priors are both improper, they may still yield proper
posteriors (i.e. valid distributions) when carefully applied, such as in the case of one or two explanatory
variables (Berger and Strawderman 1996).
The joint posterior of all parameters is obtained by multiplying the likelihood by the prior,
p
(
β, σ2
∣∣y) ∝ p (y∣∣β, σ2) p (β) p (σ2)
∝ 1
σ3
exp
(
− 12σ2 (y −Xβ)
T (y −Xβ)
)
and the conditional posterior densities for each parameter are obtained by integrating out the other model
parameters. In the case of the linear regression presented above the posteriors are
(
β
∣∣σ2,y) ∼N ((XTX)−1 XTy, σ2 (XTX)−1)(
σ2
∣∣β,y) ∼IG (n− k2 , 12 (y −Xβ)T (y −Xβ)
)
.
These posterior distributions are proper for n > k and rank (X) = k. The a posteriori beliefs about the
model parameters are not flat and are based on the information about the covariates, X, and the response,
y. In general, posterior parameter estimates are a compromise between the data and the prior.
In the above example, only flat priors were used. Many other choices of prior may be made and details of
these can be found in Gelman et al. (2004). A particularly important class of priors is conjugate priors.
A conjugate prior has the property that it has the same distribution as its posterior. For example, a Beta
prior for a Binomial model likelihood has a Beta posterior.
2.3.1 MCMC techniques
Inference on the parameters in a Bayesian regression is typically performed with some form of Monte Carlo
integration to approximate the posterior distribution of said parameters. In such schemes, the conditional
posteriors of each parameter are calculated, where the conditioning is on the values of the remaining
parameters and the data. Markov chain Monte Carlo techniques such as Gibbs sampling (Geman and
Geman 1984) and Metropolis-Hastings (Metropolis et al. 1953, Hastings 1970) construct a continuous-
space Markov chain whose stationary distribution is the posterior density. Parameter estimation is
performed by repeatedly sampling from the Markov chains until convergence.
Gibbs sampling of the posterior densities can be performed in the case of closed form representation
of the full conditional distributions of parameters. The Gibbs sampler iteratively updates parameter
estimates by sampling directly from the posterior for each parameter, conditioned on the current values
of the other parameters. When closed forms are not available (e.g. some non-conjugate priors) the
Metropolis or Metropolis-Hastings algorithms may be used. The Metropolis algorithm, which generalises
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Gibbs sampling, samples from the posterior for each parameter by proposing a random walk based
on the current estimate of that parameter and accepting it probabilistically based on the ratio of the
joint posterior densities at the current and proposed values. The Metropolis-Hastings (MH) algorithm
generalises the Metropolis algorithm by allowing for asymmetric proposal distributions for the random
walk. In the case of MH, the ratio of posteriors from the Metropolis algorithm is multiplied by the ratio
of the proposal distributions evaluated for the jump from the proposed to the current value and the jump
from the current to the proposed value. These three methods produce a Markov chain whose stationary
distribution is the posterior density of interest. Posterior summaries of the samples in the Markov chain
can be used to characterise the posterior density.
In chapter 3 a Metropolis algorithm with an adaptive random walk (Atchadé and Rosenthal 2005) is
described and used to estimate model parameters. In chapter 5 a Gibbs sampler with Metropolis sampling
for some parameters is used.
2.3.2 Integrated nested Laplace approximation
Apart from exact inference, which often relies on conjugacy of priors and having a small amount of data,
there exist methods for Bayesian inference which do not involve sampling the posterior distribution with
a Monte Carlo scheme.
The integrated, nested Laplace approximation (Rue et al. 2009) is an approximate inference technique
which simplifies calculation of the posterior by replacing all probability distributions with their Laplace
approximation. The Laplace approximation is calculated by replacing the log of a distribution’s integrand
with a second order Taylor series. In this sense, the log-likelihood of the parameter can be estimated with
the Taylor series such that the mean of the Laplace approximation is found by calculating the stationary
point of the Taylor series and the variance is the negative of the inverse of the second derivative, calculated
at that stationary point.
Rue and Held (2005), Fong et al. (2007), Rue et al. (2009) and Lindgren et al. (2011) describe a Bayesian
semi-parametric regression method which makes use of Gaussian Markov Random Fields to perform
approximate inference on Gaussian processes. The method involves calculating Laplace approximations
for all parameters (or transforms thereof) in the model (Skene and Wakefield 1990) including priors,
calculating the posterior GMRF and using a Newton-Raphson solver to estimate the posterior means
with the mode and the posterior precisions with the Hessian matrix of the joint posterior density. This
method is implemented in the GMRFlib library (Rue and Follestad 2007) and the R-INLA R package
(Rue and Martino 2010). The method is used for spatio-temporal inference in chapter 6.
The Laplace approximation is a method for simplifying calculation involving integrals, such as computing
marginal probability densities (Rue et al. 2009). A Laplace approximation of an integral replaces the
integrand with a Gaussian density whose mean is the mode of the original integrand and whose precision
is the negative of the second derivative of the integrand, evaluated at the mode. The extension to
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multivariate integrals is achieved by calculating the multivariate mode and replacing the precision-
coprecision matrix with the negative of the Hessian matrix of the multivariate integrand. In this way,
a complicated multivariate density, such as a Bayesian posterior density, can be approximated with a
multivariate Gaussian.
A Gaussian Markov Random Field (GMRF) is a class of multivariate Gaussian density for variables
θ ∈ Rn×1,
pi(θ) = |Q|
1/2
(2pi)n/2 exp
(
−12 (θ − µ)
T Q (θ − µ)
)
(2.1)
having mean µ ∈ Rn×1 and where the precision matrix, Q ∈ Rn×n, has the Markovian property that
any zero element implies conditional independence of the relevant vertices in the associated graph (Rue
and Held 2005). The GMRF, being a multivariate Gaussian density, is a conjugate prior for the mean
vector of a GMRF. Laplace approximations of distributions (or distributions of transformed parameters,
e.g. using the log of a precision parameter) allow the construction of a GMRF that represents all the
parameters in a regression model.
Rather than sampling from a posterior GMRF and calculating summary statistics (Rue 2001), the use
of INLA admits the use of multivariate Newton solvers to find the parameter values that maximise
the posterior density. The calculation of the negative of the Hessian matrix at these values provides
the precision matrix of the posterior GMRF. The individual variables can then be marginalised (quite
quickly, due to the Gaussian nature of the GMRF) and inverse-transformed (e.g. the log of a precision
parameter having a distribution which can be approximated better by a Gaussian approximation than
the untransformed Gamma random variable) to obtain parameter estimates which can be of quite high
accuracy (Rue et al. 2009).
The above method, using a Newton solver on a GMRF formed by integrated, nested Laplace approxi-
mations, is the approach taken in the R-INLA package (Rue and Martino 2010) and is an alternative to
common MCMC techniques. As such, it does not suffer from autocorrelated posterior samples, burn in
and other Markov chain convergence issues.
While the (R-)INLA framework is very general in its ability to fit a wide range of latent Gaussian models,
the use of the GMRF makes INLA inappropriate in the cases where the posterior is multimodal (e.g.
mixture models) or is otherwise not well approximated by a Gaussian distribution (or a transformation
thereof).
2.4 Time series modelling
Traditional time series approaches (e.g. Box and Jenkins 1994) are able to account for error structures
other than independent and identically distributed errors through the specification of the Moving Average
component of an Autoregressive Integrated Moving Average (ARIMA) model (Venables and Ripley 2002).
Seasonality can be modelled in the ARIMA framework by including a term of the form (1− Ls), where
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L is the lag operator and s is the length of the period in terms of the frequency of the time series. The
inclusion of this term accounts for seasonality by effectively removing the seasonal trend at lag s. Seasonal
decomposition with loess (locally weighted regression) (Cleveland, Cleveland, McRae, and Terpenning
1990, Cleveland, Grosse, and Shyu 1993) can perform interpolation and smooth estimation of seasonal
trends with local polynomial regression. A common use of these seasonal decomposition models is to
seasonally adjust a time series in order to examine the residual trends (Findley, Monsell, Bell, Otto, and
Chen 1998), rather than examining the temporal trends themselves. Forecasting from these seasonally
decomposed local regression models is possible, with ARIMA modelling providing the forecasts of the
departures from the seasonal patterns.
Harvey and Koopman (1993) describe a spline based model which models periodic trends by allowing the
spline coefficients to evolve according to a random walk. This model admits the use of covariates but the
error terms are assumed independent and identically distributed. Splines have been used as the basis for
modelling temporal trends in epidemiology (MacNab and Dean 2001, Torabi and Rosychuk 2011).
One of the most flexible and easily implemented bases for the Generalised Additive Model is the penalised
B-spline (Eilers and Marx 1996). Despite the development of the GLM with autocorrelated errors (Chib
1993) and the simplicity of the B-spline there does not appear to be an attempt made to incorporate both
of these modelling approaches. A Bayesian nonparametric regression model with autocorrelated errors
was proposed and implemented by Smith, Wong, and Kohn (1998) which uses cubic regression splines
rather than penalised splines. Penalised B-splines are attractive because when a large number of spline
basis functions are used, any excessive wiggliness is penalised and a smoother fit obtained.
2.5 Spatial modelling
Spatial analysis is a branch of statistics interested in understanding the spatial dependence in some
quantity measured at a number of different spatial locations, x ∈ D ⊂ Rd for some domain D contained
in a d-dimensional space. The foundation of most spatial statistical techniques is kriging (Matheron
1960). Kriging is essentially an interpolation and regression technique for a single realisation of the
random (Gaussian) field, computed via a Best Linear (Unbiased) Estimator. The use of classical kriging
methods requires the calculation and choice of functional form of the semi-variogram, a function used
to define the weights in the kriging equation (Cressie 1993). The choice of the functional form of the
variogram can have a great deal of influence on the resulting smooth estimate, even when using a general
Matérn class covariance function (Cressie and Huang 1999)
Cov (xi,xj) =
1
τ2ν−1Γ(ν) (κ ‖xi − xj‖)
ν
Kν (κ ‖xi − xj‖) (2.2)
which models the covariance between two spatial locations, xi,xj , where the function Kν is a modified
Bessel function of the second kind of order ν. The Matérn covariance function is able to model a range of
spatial relationships between points, such as the exponential covariance function (ν = 0.5) and squared
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exponential (Gaussian) covariance function (limν→∞), where ν is the order of the covariance function,
controlling the differentiability of paths along the fitted spatial surface. That is, the surface becomes
smoother (less spiky around observations) as ν increases and becomes less lumpy as the range of the
spatial process increases (a measure of the distance at which a pair of points influence each other in the
regression).
Most kriging methods rely on estimation of the variogram from the observed data and then interpolating
based on the variogram (Cressie 1993). Bayesian kriging (Pilz and Spöck 2008) has come a long way since
the early Bayesian kriging methods, which set the parameters of the variogram or covariance function
as known and focussed on the estimation of the mean surface (Omre 1987, Omre and Halvorsen 1989).
Common modern Bayesian kriging techniques account for uncertainty in the parameters of the Matérn
covariance function: the range, proportional to 1/κ, and the marginal precision, τ . This more Bayesian
approach can be traced back to the work of Kitanidis (1986) and Handcock and Stein (1993) which moved
Bayesian kriging away from a least squares regression setting for some fixed vector of weights to a more
general random field setting such as the Gaussian process described by O’Hagan (1978).
The Gaussian process, and other methods based on it (Banerjee et al. 2003, 2008, Fox and Dunson
2011), is a stochastic process which can be thought of as “generating” Gaussian distributions from a base
Completely Random Measure (Kingman 1967) defined in terms of a Gaussian distribution. Gaussian
process models attempt to characterise the spatial relationships through the use of the Gaussian process
as a prior and infer the random field. When the Gaussian process prior is combined with the data
in a Gaussian likelihood, a Gaussian posterior is obtained. Under these circumstances, estimates from
Gaussian process models and kriging models are equivalent. The Gaussian process with Matérn class
covariance function (either for fixed or variable ν) forms the basis of most modern spatial regression. These
approaches attempt to infer the underlying random field which generates the point estimates which have
been observed, rather than attempting to estimate a surface based on the observed data.
The extension of Gaussian process models to regression models that are not predicated on spatial inference
or Gaussian likelihoods has made them very attractive in terms of flexible and extensible modelling of
data in the machine learning community (Rasmussen and Williams 2006).
Knot-based methods such as the Gaussian predictive process (Banerjee et al. 2008) and spatial spline
regression (Wood and Horwood 1995, Crainiceanu et al. 2007b) convert the statistical problem from one
of estimating the covariance between all pairs of points to one of estimating the mean surface with a
mean function whose coefficients have some covariance (such as the two dimensional P-spline described
in Chapter 5).
Neighbourhood-based spatial techniques such as the conditional autoregressive (CAR) model (Besag 1974,
1975) and the two-dimensional random walk on a lattice (Rue and Held 2005) perform spatial smoothing
by modelling the value at some point (or within some polygon) as a weighted average of its neighbours.
The neighbourhoods are defined by some adjacency matrix which may, in turn, be based on whether or
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not the polygons defining some level of aggregation (Schrödle et al. 2011, e.g. administrative districts)
share a common boundary or some sort of distance metric or nearest neighbour criterion.
Non-Bayesian variogram-based spatial statistical methods are implemented in R packages such as geoR
(Ribeiro and Diggle 2009) and geoRglm (Christensen and Ribeiro 2009). The R package spBayes
implements Bayesian variogram-based methods as well as the Gaussian predictive process (Finley et al.
2012). The R package mgcv (Wood 2011) implements the non-Bayesian Markov Random Field CAR
model. Bayesian CAR models can be found in many software packages, e.g. BayesX (Belitz et al. 2009),
R-INLA (Rue and Martino 2010) and the GeoBUGS add-on for WinBUGS Lunn et al. (2000).
Much deeper reviews of the history of, and current developments in, spatial statistical modelling can be
found in Cressie (1993), Gelfand et al. (2010), Cressie and Wikle (2011).
2.5.1 Bayesian spatial modelling in R-INLA
The use of GMRFs in spatial statistics goes back at least as far as Besag (1974) where the smooth spatial
effect of a set of observations on a lattice were modelled by smoothing each value as a weighted average of
its neighbours. The CAR prior involves the construction of a precision matrix where only adjacent
observations are conditionally dependent. GMRFs can be used to approximate Gaussian processes
(Lindgren et al. 2011). Spatial models based on the Gaussian process (Banerjee et al. 2008) may be
adapted to use GMRFs. Taking advantage of the sparsity of the precision matrix of the GMRF allows
for faster computation.
Below, three spatial statistical models which are all implemented in R-INLA are outlined. The models
are then applied to chlorophyll concentrations in a region of the Great Barrier Reef (Queensland,
Australia) and a comparison of their spatial range and predictive properties is made. Chlorophyll occurs
naturally in the ocean but can damage the health of marine ecosystems such as the Great Barrier Reef.
Chlorophyll levels can be estimated from satellite imagery by analysing the reflectance of the ocean
surface in the infrared and nearinfrared ranges. The data was obtained from MODIS-AQUQ data using
the Adaptive Regional MODIS Algorithm for GBR and Australian Coastal waters (Blondeau-Patissier
et al. 2009).
2.5.2 Two dimensional random walk
The two dimensional (2D) random walk on an evenly spaced lattice can be traced back to at least Besag
(1974). The modelled value of a node in the lattice is treated as a weighted average of the neighbouring
nodes. This smoothness prior is a GMRF where the Markovian nature is explicit due to the neighbourhood
structure of the random walk and is an extension to the smoothing prior of Lang and Brezger (2004).
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The full conditionals for a node away from the boundary are
E(xi | x−i) = 120
(
8
◦ ◦ ◦ ◦ ◦◦ ◦ • ◦ ◦◦ • ◦ • ◦◦ ◦ • ◦ ◦◦ ◦ ◦ ◦ ◦
− 2
◦ ◦ ◦ ◦ ◦◦ • ◦ • ◦◦ ◦ ◦ ◦ ◦◦ • ◦ • ◦◦ ◦ ◦ ◦ ◦
− 1
◦ ◦ • ◦ ◦◦ ◦ ◦ ◦ ◦• ◦ ◦ ◦ •◦ ◦ ◦ ◦ ◦◦ ◦ • ◦ ◦
)
, (2.3)
Precision(xi | x−i, τ) = Var−1(xi | x−i, τ) = 20τ. (2.4)
where the filled and unfilled circles represent the contributions of the neighbouring nodes around the
central node, xi, e.g. the first term represents eight times the sum of the four nearest neighbours (Rue
and Held 2005).
The smoothing prior of Lang and Brezger (2004) is the Bayesian analogue of the B-spline smoothness
penalty (Eilers and Marx 1996). In the sense that the random walk models of R-INLA use the difference
penalty approach without the B-spline basis functions, the 2D random walk model is the spline-free
adaptation of the geospline approach to Bayesian spatial inference (Ruppert et al. 2003). This 2D
random walk model is equivalent to a CAR model defined on a grid and is described here as it is one
of the simplest uses of a GMRF in spatial analysis. It is implemented in R-INLA as the model class
rw2d.
2.5.3 Matérn covariance in two dimensions
The classical Matérn covariance function (2.2) (Matérn 1960) provides a flexible covariance function for
fitting spatial variation which is stationary and isotropic. The parameters of the covariance function
are ν, the order of the Bessel function Kν (·), which controls the differentiability of paths along the
surface and κ, which controls the range of the spatial variation (defined as
√
8/κ) and τ , the marginal
precision.
This model can be thought of as an extension to the 2D random walk model above. Instead of looking
only at the nearest neighbours with a fixed finite difference relationship, the Matérn covariance model’s
range parameter, κ, can effectively control how large the neighbourhood of interest is. A small range
(corresponding to large κ) will result in a posterior surface which is “lumpy” as the observations approach
independence. In contrast, a large range allows any individual observation location to have quite a large
influence far away from that point, resulting in a posterior surface which is smooth.
When the parameter ν is 0.5, the Matérn covariance is equivalent to the exponential covariance. As
ν → ∞, the covariance function converges to the squared exponential covariance. R-INLA currently
allows the choice of ν = {1, 2, 3} which is fixed at the time of model specification.
The GMRF is defined here in terms of a coprecision matrix Q, rather than covariance matrix, Σ. This
requires that Q be constructed with Markov properties such that Q−1 is a close approximation of a
covariance matrix, Σ, which describes a Matérn covariance function. Further detail is given in Lindgren
et al. (2011) and Rue and Held (2005).
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This model is implemented in R-INLA as the class matern2d.
2.5.4 Stochastic Partial Differential Equation
Lindgren et al. (2011) provide a model class for continuous spatial inference in R-INLA, extending the
CAR model (Besag 1975). The domain of interest is discretised with an unstructured, irregular, triangular
mesh (Figure 2.1b). The Matérn covariance (2.2) is the solution to a stochastic partial differential equation
(SPDE) which describes a random field over a domain of interest. The Finite Element Method is used
to convert the discretised mesh to a regression basis whose prior covariance is governed by the Matérn
covariance solution to the SPDE. Once the weights of the basis functions have been calculated through
the INLA computations, the value of the continuous spatial random effect can be evaluated with linear
interpolation within each triangular mesh element. The same can be done for the posterior precision at
each node and then within each element. This interpolation can be projected onto a rectangular lattice
for visualisation.
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Figure 2.1: Locations of observed values of log chlorophyll and Delaunay triangulation mesh for a
stochastic PDE spatial random effect
The SPDE approach to spatial modelling on an unstructured mesh is implemented in R-INLA with the
spde model class and helper functions for setting up the mesh and SPDE.
2.5.5 Results
For the modelled values at the observation locations, all three models predict similar levels of chlorophyll
(Figure 2.2) at the observed locations. Similarly, the standard deviations of the predictions are comparable
(Figure 2.3). Density plots of these standard deviations (Figure 2.2d) show that the 2D random walk
model has the highest degree of concentration about the posterior mean.
Considering the full spatial random effect, including the predictions at the (for whatever reason) unob-
served locations (Figure 2.4) it can be seen that the estimates from the 2D random walk and the SPDE
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Figure 2.2: Posterior means of predicted values at observed locations
models are smoother than the estimate from the Matérn covariance model on a regular, rectangular mesh
(both models were specified with ν = 1). The range for the models on the regular, rectangular and
irregular, triangular meshes are, respectively, 7.54 (7.16, 7.95) and 11.77 (10.82, 13.23), indicating that
the spatial relationship is more far-reaching in the SPDE-based model than in the grid-based Matérn
covariance model.
Despite the Matérn covariance model on the rectangular mesh having smaller standard deviations for
the observed locations (Figure 2.3d), the SPDE-based model has the smallest standard deviations for the
unobserved locations (Figure 2.5). These smaller standard deviations are a result of incorporating more
spatial information through the larger range. The 2D random walk model, which has a very short range
due to its fixed neighbourhood, has the largest standard deviations at the unobserved locations.
2.5.6 Discussion
The Matérn covariance model was defined on a rectangular lattice which implies a co-ordinate system,
whereas the SPDE-bsaed model was defined on an unstructured triangular mesh (Figure 2.1b) which
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Figure 2.3: Posterior standard deviation of spatial random effect
introduces a neighbourhood structure between points on opposite sides of a cluster of unobserved loca-
tions. The 2D random walk, Matérn on a grid and SPDE-based models provided quantitatively similar
estimates of the smooth, spatial random effect and an analysis of the lumpiness of the posterior mean and
the magnitude of the standard deviations indicated that the SPDE-based model’s larger range allowed the
borrowing of information from a greater area, decreasing the posterior standard deviation at unobserved
locations while still retaining a mean effect that captures local spatial variation.
2.6 Semi-parametric regression
The term semi-parametric regression covers a broad range of regression techniques which combine para-
metric methods, such as generalised linear models, and non-parametric techniques. Non-parametric
regression refers to a class of methods where the predictor does not take a functional form which is
specified a priori but is instead derived from the data, such as Gaussian processes (O’Hagan 1978),
smoothing splines (Wahba 1990) and locally weighted regression (Cleveland et al. 1993). Non-parametric
methods have found use recently in Bayesian inference as they provide a way to quantify the uncertainty
about the structure of the model (Müller and Quintana 2004, Gershman and Blei 2011).
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Figure 2.4: Posterior means of predicted values of log chlorophyll
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Figure 2.5: Posterior standard deviations of spatial random effect at both observed and unobserved
locations
It is important to note that the term “non-parametric” does not refer to models which have no parameters
but to models in which a particular assumption of a parametric form is not made.
2.6.1 Generalised Additive Model
The Generalised Additive Model (GAM) extends the flexibility of the Generalised Linear Model (GLM)
by replacing the terms in the linear predictor with scatterplot smoothers, a name given to a broad class
of techniques which approximate a smooth trend in the effect of a covariate on the response (Hastie and
Tibshirani 1990). By using non-parametric scatterplot smoothers, the GAM is able to flexibly model
a wide range of non-linear effects without specifying a particular functional form for the non-linear
relationships (Hastie 1993). The GAM is studied in further detail in Chapter 3.
2.6.2 Splines
The use of splines for non- and semi-parametric modelling smooth curves and surfaces (Silverman 1985),
time series (Wahba 1990) and non-linear covariate effects (Lin and Zhang 1999) is well established
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(Ruppert, Wand, and Carroll 2009). Splines have simple to construct bases (de Boor 1978) and can
be extended to include smoothness penalties, periodic bases, and interactions (Eilers and Marx 2010).
The flexibility of splines has led to their adoption as bases for GAMs (Lin and Zhang 1999, Lang and
Brezger 2004, Wood 2006).
Harvey and Koopman (1993) describe a spline based model which flexibly models periodic trends by
allowing the spline coefficients to evolve according to a random walk. This model admits the use of
covariates but the error terms are assumed independent and identically distributed.
One of the most flexible and easily implemented bases for the Generalised Additive Model is the penalised
Bezier (or B-) spline (Eilers and Marx 1996). Despite the development of the GLM with autocorrelated
errors (Chib 1993) and the simplicity of the B-spline there does not appear to be an attempt made
to incorporate both of these modelling approaches. A Bayesian nonparametric regression model with
autocorrelated errors was proposed and implemented by Smith, Wong, and Kohn (1998) which uses cubic
regression splines rather than penalised splines. Penalised B-splines (P-splines) are attractive because
when a large number of spline basis functions are used, any excessive wiggliness is penalised and a
smoother fit obtained.
Frequentist inference
B-splines have long been used as a way to represent curved lines and surfaces subject to particular
conditions at control points known as “knots” (de Boor 1978). Eilers and Marx (1996) developed a
way to penalise small variations in the B-spline in order to arrive at a smoother estimate. This penalty
is based on the idea of minimising changes in the derivative of the complete spline by representing the
change in derivative as a discrete difference operator applied to the coefficients of the spline. If the normal
equations for a least squares linear regression are
XTXβ = XTy
with X the spline design matrix, β the coefficients of the regression and y the response values, then the
penalty is applied by forming the modified normal equations
(
XTX + λDTD
)
β = XTy
where D is the discretised difference operator and λ is a parameter governing the amount of smoothing
applied. The limiting cases are the unpenalised estimate for λ = 0 and a constant (the smoothest function
of all) for λ→∞. The single univariate model may be extended to include multiple univariate smooths
and multivariate smooths (Eilers and Marx 2003, Marx and Eilers 2005). The smoothing parameter, λ,
has historically been chosen by Generalised Cross-Validation (GCV) (Wahba 1983) but the computational
effort required to calculate this for large data sets and/or complex models has led to the use of penalised
likelihood methods and the Akaike Information Criterion (Akaike 1974) for estimating these parameters
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(Wood 2000).
Wood (2008) provides a method for penalised iteratively reweighted least squares (P-IRLS) approximation
of the smoothing parameters. This method, implemented in the R package mgcv (Wood 2011), is more
efficient than the use of penalised likelihood methods and has better convergence properties.
Bayesian inference
Where the frequentist P-IRLS approach uses iterative methods to optimise the choice of the smoothing
parameter(s), the Bayesian paradigm provides for the use of a prior distribution over the smoothing
parameter in order to quantify our uncertainty about its value. The Bayesian, then, is able to incorporate
the smoothing penalty as a belief about the relationship between the spline coefficients rather than as
a constraint in the model likelihood. The distribution of the smoothing parameters, and thus their
95% credible set, are estimated by sampling from the posterior rather than optimising a cross-validation
criterion or information criterion by iterating over the entire parameter space and selecting the particular
set of values which optimise the criterion.
Lang and Brezger (2004) provide a form of the smoothing prior which is equivalent to the frequentist
formulation of Eilers and Marx (1996)
p (β|λ) ∝ λn−k exp
(
−λ2
(
βTDTDβ
))
where n is the size of β and k is the order of the difference penalty. The use of splines in a Bayesian
regression framework, including the smoothing penalty prior, is examined in further details in chapter
3.
Chapter 3
Bayesian splines
32
Chapter 4
Using the Generalised Additive Model to model the
Particle Number Count of ultrafine particles
58
CHAPTER 4. USING THE GENERALISED ADDITIVE MODEL TO MODEL THE PARTICLE
NUMBER COUNT OF ULTRAFINE PARTICLES 59
Statement of Authorship for Chapter 4
This chapter has been written as a journal article. The authors listed below have certified that:
1. they meet the criteria for authorship in that they have participated in the conception, execution,
or interpretation, of at least that part of the publication in their field of expertise;
2. they take public responsibility for their part of the publication, except for the responsible author
who accepts overall responsibility for the publication;
3. there are no other authors of the publication according to these criteria;
4. potential conflicts of interest have been disclosed to granting bodies, the editor or publisher of
journals or other publications, and the head of the responsible academic unit; and
5. they agree to the use of the publication in the student’s thesis and its publication on the Australasian
Digital Thesis database consistent with any limitations set by publisher requirements.
In the case of this chapter, the reference for the associated publication is: S. Clifford, S. Low Choy,
T. Hussein, K. Mengersen, and L. Morawska. Using the generalised additive model to model the particle
number count of ultrafine particles. Atmospheric Environment, 45(32):5934–5945, 2011a. ISSN 1352-
2310
Contributor Statement of contribution
Sam Clifford Model development, coding and implementation of model, interpretation of
results, writing manuscript, editing manuscript in line with co-author and
reviewer comments
Signature and Date:
Sama Low Choy Supervise research, model development, provide comments on manuscript
Tareq Hussein Provide data, provide comments on manuscript, interpretation of results,
provide description of data collection
Kerrie Mengersen Supervise research, provide comments on manuscript
Lidia Morawska Supervise research, interpretation of results, comments on manuscript
Principal Supervisor Confirmation – I have sighted email or other correspondence for all Co-authors
confirming their certifying authorship.
Name: Signature: Date:
CHAPTER 4. USING THE GENERALISED ADDITIVE MODEL TO MODEL THE PARTICLE
NUMBER COUNT OF ULTRAFINE PARTICLES 60
Abstract
In this paper, we compare the Generalised Linear Model (GLM) and Generalised Additive Model (GAM)
for modelling the particle number concentration (PNC) of outdoor, airborne ultrafine particles in Helsinki,
Finland. We examine temporal trends in PNC and examine the relationship between PNC and rainfall,
wind speed and direction, humidity, temperature and solar insolation. Model choice is via the Akaike
Information Criterion (AIC).
We have shown that the Generalised Additive Model provides a better fit than the equivalent Generalised
Linear Model (EGLM) when fitting models with the same covariates with equivalent degrees of freedom
(AIC and BIC for the GAM are 10266.52 and 10793.04, AIC and BIC for the EGLM are 10297.19
and 10885.97, both have an R2 value of 0.836). We also present results that show that modelling
both temporal trends and the effect of rainfall, wind speed and direction, humidity, temperature and
solar insolation yields a better fitting model, according to the AIC, than either temporal trends or
meteorological conditions by themselves.
The model is applicable to any longitudinal monitoring-type measurement campaign where long time
series are recorded. Use of this technique may be inappropriate for very short measurement campaigns.
Attempting to fit a representative daily trend to one or two days’ measurements may lead to a high
degree of uncertainty; inclusion of a yearly trend requires having at least a year’s worth of data with few
gaps, particularly large gaps. In such a situation, the temporal trends may end up being penalised to
zero and the model reverts to one largely influenced by meteorology.
4.1 Introduction
The effects of meteorology on the particle number concentration (PNC) of ultrafine particles (UFP),
typically defined as particles having a diameter of less than 100nm (Morawska et al. 1998), may be non-
linear. As such any attempt to model PNC must acknowledge this potential non-linearity, ideally without
making any a priori assumptions about the functional form of these non-linear effects (e.g. quadratic
polynomial, sinusoidal functions, exponential or logarithmic). Temporal trends may also be present due
to the changing of the seasons, daily and weekly traffic patterns and these should be accounted for when
modelling PNC which has been measured during a monitoring campaign.
To the respiratory epidemiologist, ultrafine particle number concentration, as a measure of air quality,
may be but one of many covariates in a statistical model dealing with accumulated effects of exposure.
For example, ultrafine particles can cause damage to pulmonary cells and may enter the bloodstream
where they can cause cardio-vascular damage (de Hartog et al. 2003) or be transported to other organs
such as the brain, causing stroke (Hong et al. 2002).
Ultrafine PNC is itself a response variable dependent on covariates such as atmospheric conditions, local
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meteorology and other spatial and temporal factors. An understanding of these effects is intended to be
used as a basis for spatio-temporal modelling of the health effects of particle exposure. Modelling air
quality with the Generalised Additive Model allows closer examination of spatio-temporal trends and the
nonlinear relationships between particles and meteorological conditions (e.g. Gryparis et al. 2007).
Current regression methods for estimating trends in PNC and particle mass concentration (PM) are
usually based on either time series modelling (Mejía et al. 2007), Geographical Information Systems (GIS)
(Mavroulidou et al. 2004, Maantay et al. 2009), linear models (Hussein et al. 2006) or a combination of
these (Rosenlund et al. 2008).
A major drawback of linear regression modelling (and indeed parametric regression in general) is that
assumptions are, or must be, made a priori about the functional form of the relationship between the
response variable and covariates. This is also true of standard auto-regressive (AR) time series models
where the current observation is treated as a linear combination of previous observations.
Linear models may be extended by fitting higher order terms of covariates but doing this may lead to
non-physical results, such as where a higher order polynomial term may have a large influence at the
extremes of the covariate domain. In such a case, the linear regression may lead to spurious inferences
about the effect of an observation whose value of that covariate lies close to, or beyond, the current
endpoints of the domain of the data.
GAMs are an extension to the Generalised Linear Model (GLM) which replace parametric regression
terms with non-parametric functions such as scatterplot smoothers (Hastie and Tibshirani 1990). The
aim of non-parametric regression is to approximate the contribution of covariates to the response variable
without making any assumptions about the underlying processes or trends, which may be highly complex.
As the non-parametric terms are entirely a function of the data, they are incredibly flexible in their ability
to model in a manner which may be substantially different from a GLM fitted to the same data (Hastie
1993). We will show the GAM in more detail in Section 4.2.4.
Generalised Additive Models have recently been used to examine the relationship between concentrations
of air pollutants (Cyrys et al. 2005) and the health effects of air pollution (Sheppard et al. 1999, Wichmann
et al. 2000, Wichmann and Peters 2000, de Hartog et al. 2003, Anderson 2009, Hong et al. 2002). In this
paper we are especially interested in ultrafine particles.
The main objective of this paper was to test various modelling approaches in order to successfully predict
particle number concentration of ultrafine particles in Helsinki, Finland. We have illustrated this by
fitting various models in the GLM and GAM frameworks to describe the temporal trends in PNC and
the influence of local meteorological conditions.
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4.2 Methodology
4.2.1 Data
The aerosol data, size-fractionated particle number count, was obtained from the measured particle
number size distribution at the SMEAR-III urban monitoring station located at the Kumplan campus of
the University of Helsinki (60◦12′ N, 24◦57′ E). The station is situated in an urban area which contains
a vegetation area (allotment garden) to the South of about 200m by 250m. More information about
SMEAR-III can be found in Hussein et al. (2004) and Järvi et al. (2009).
The particle number size distribution has been measured with a twin Differential Mobility Particle
Sizer (DMPS) (Aalto et al. 2001). Particles in the range 3-50 nm are measured by a TSI Model 3025
Condensation Particle Counter (CPC) after the particles have been classed according to size by a Hauke-
type Differential Mobility Analyzer (DMA); particles in the range 10-950 nm are measured by a TSI
Model 3010 CPC with a similar DMA setup (Järvi et al. 2009). The DMPS situated at the station has
been recording PNC continuously since 2001 and was officially launched in 2004; here we analyse data
from the years 2004-2006.
The measured particle number size distributions were converted into 36 size bins and were binned into the
following ranges: <10 nm, 10-25 nm, 25-100 nm, 100-320 nm, 320-1000 nm. The number concentration
of ultrafine particles was calculated by integrating the histogram of particle size over the diameter range
10-100 nm. In order to obtain consistent aerosol data, particles below 10 nm were omitted because the
lower of the measured particle diameter varied between 3 and 8 nm.
The aerosol data was subject to quality assurance, laboratory checking, and correction according to a
procedure that ensures the data validity to be processed for the analysis stage. Airflows in the DMPS
were regularly checked and the DMPS was cleaned and maintained regularly. We omitted from the aerosol
data the time periods when possible malfunctions were reported in the DMPS. Time periods when the
aerosol data was suspected to be incorrect have been excluded.
A complete set of pre-processed meteorological data was provided by the Finnish Meteorological Institute
(FMI), computed with the “MPP-FMI” meteorological preprocessing model (Karppinen et al. 2000) for
the location of central Helsinki. This data is representative for the whole urban area and contains relevant
derived meteorological parameters (Karppinen et al. 2000).
All aerosol data were observed at a frequency of five to ten minutes and summarised as hourly aver-
ages.
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Table 4.1: Measured variables and their ranges in the 2004-2006 data from Helsinki, Finland.
Variable Units Range
PNC #/cm3 (350, 145500)
Wind speed m/s (1, 15)
Wind directiona ◦ (0, 360)
Temperature ◦C (-25, 31)
Relative Humidity % (15, 100)
Rainfall mm/hr (0, 44.3)
Solar insolation W/m2 (0,788.5)
a Recorded as flow in x-y plane rather than meteorological heading. Wind with a Northerly heading is
recorded as 270◦.
4.2.2 Traffic and local environment
In the urban environment of Helsinki, Finland, traffic is the main source of ultrafine particles (Hussein
et al. 2008, Järvi et al. 2009).
Within a 250m radius of the SMEAR-III station the land use is approximately 14% buildings, 40% asphalt
(roads and car parks) and 46% vegetation. The traffic volume of minor roads surrounding SMEAR-III
are quite low, with the major source of particles being a main arterial road with an average daily volume
of 50 000 vehicles which runs approximately North-South about 150m East of the station (Järvi et al.
2009). According to Hussein et al. (2004) the high correlation between traffic counts and PNC in Helsinki
indicates that it is traffic emissions which are responsible for the temporal trends in PNC.
Figure 4.1 shows scatterplots of each of the covariates (meteorological and time-based) against ultrafine
particle number concentration.
4.2.3 Contributors to Particle Number Concentration
Traffic counts (and thus ultrafine PNC) tend to vary throughout the day as well as throughout the week
and we expect to see evidence of these daily and weekly trends in the data (Morawska et al. 2002a). We
also expect to see yearly trends in PNC (Kim et al. 2002).
Examining the autocorrelation plot of log PNC in Figure 4.2a we see evidence of the daily and weekly
cycles but not their form. The data are summarised as hourly averages (after being recorded at resolutions
of ten minutes) and the pattern which repeats every 24 lags shows the existence of a daily cycle. Similarly,
the cycle which repeats every 168 (24× 7) lags shows the existence of a weekly pattern.
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Figure 4.1: Scatterplots of ultrafine PNC and covariates in Table 4.1. (a) Day of the year (b) day of
the week (c) hour of the day (d) temperature (e) relative humidity (f) wind direction (g) wind direction
sector (h) wind speed (i) rainfall in last hour (j) solar insolation (k) PNC an hour ago (l) PNC 24 hours
ago.
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Figures 4.2b and 4.2c show the observed values of PNC plotted against the values of PNC recorded an
hour ago and 24 hours ago. The linear relationship and correlations in Figure 4.2a indicates that these
lagged values may be able to explain some of the variation in PNC.
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(a) Autocorrelation function (ACF) of
logPNC, sampled hourly.
(b) Observed values 1 hour apart. (c) Observed values 24 hours apart
Figure 4.2: The observed values of PNC plotted against the values of PNC recorded 1 and 24 hours
ago, respectively. The correlation of these two plots is given in Figure 4.2a. The diagonal line in each
graph has a slope of 1 and an intercept of 0.
Ultrafine particle number concentration is altered chiefly by wet and dry deposition processes which
include gravitational settling, diffusion and impaction, and aerosol dynamic processes such as nucleation,
condensation, evaporation and coagulation (Seinfeld and Pandis 1998).
Condensation, evaporation, coagulation and dilution are the dominant particle mechanisms in altering
aerosol size distribution in the “road to ambient” phase of the lifetime of traffic-based ultrafine particles
which have a lifetime of the order of minutes (Zhang and Wexler 2004).
Particle coagulation and deposition also play a role, particularly when measurement occurs downwind
of a particle source, that is, when the wind is blowing particles from the main road, as coagulation of
particles smaller than 10nm into particles larger than 10nm occurs at such a rate that after a few tens
of metres, many of these smaller particles are no longer present as they have coagulated (Zhang et al.
2004, Pohjola et al. 2007). As well as wind speed, we should also examine the effect of wind direction,
as ultrafine particle sources are not distributed homogeneously across urban environments (Mejía et al.
2008).
Ultrafine PNC decreases with wind speed, as wind speed affects the dilution and dispersion associated with
atmospheric mixing (Morawska et al. 2008, Hussein et al. 2007). Rainfall is known to wash out particles
from the atmosphere (Morawska et al. 2004). It has been seen that in Scandinavian environments, lower
temperatures are associated with increases in ultrafine PNC and that this effect becomes more marked
as particle diameter decreases (Hussein et al. 2004, 2005, Olivares et al. 2007). In Helsinki, 80-90% of
ultra-fine particles are smaller than 63nm (Virtanen et al. 2006) so we expect to see a marked decrease
in ultrafine PNC as temperature increases.
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4.2.4 Generalised Additive Models
Generalised Additive Models are an extension to Generalised Linear Models where the linear terms are
replaced by smooth functions. The form of a GLM is given as
µ = g(E(Yi|X)) = β0 +
n∑
j=1
βjxij . (4.1)
Here E is the expectation operator (such that E(x) = x¯), Y is the observed, dependent response variable
and X are the observed, independent covariates. The link function, g, relates the data to the linear
predictor, µ. The constant β0 is the mean response.
We obtain the GAM from the GLM by replacing the linear functions in (4.1) with non-parametric, smooth
functions, f(xi). An such example of a spline which may be used in the GAM is the low rank thin plate
spline
f(x) = β0 + β1x+
K∑
k=1
uk |x− κk|3
where the κk are the knots of the spline (Ruppert et al. 2003). Another example is the penalised B-spline
whose basis is defined by an iterative procedure (de Boor 1978).
The initial state of a B-spline basis (a zero-order B-spline) is to set the jth spline basis as 1 between the
two knots tj and tj+1
bj,0(t) =
1 if tj ≤ t < tj+10 otherwise
and then use the iterative procedure
bj,n(t) =
t− tj
tj+n − tj bj,n−1(t) +
tj+n+1 − t
tj+n+1 − tj+1 bj+1,n−1(t)
to convert an n− 1 order B-spline basis into an order n B-spline basis. Every iteration of this algorithm
will eliminate one B-spline basis element. An n order B-spline defined over m−2 knots will have m−n−2
basis functions.
We can add a smoothness penalty to the B-spline, to ensure that the resulting smooth function does not
oscillate in response to local variation (Eilers and Marx 1996). Such a penalty is based on the second
derivative of the function and the resulting smooth function is known as a P-spline.
No matter which spline we choose to use it is possible to express the spline as a linear combination of the
spline basis elements and to express this, in turn, as a design matrix so that the spline can be represented
as a linear predictor. That is, each smooth function can be written as
fj(xi) =
q∑
j=1
βijbij(xi) (4.2)
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where the bij are the basis functions for the jth spline basis evaluated at the ith observation of the
covariate, x, and the βij are the coefficients which we wish to obtain.
The coefficients in (4.2) are estimated by using an iteratively re-weighted least squares (IRLS) algorithm
(Wood 2006) which minimises the quantity
n∑
i=1
{yi − f(x)}2 + λ
∫
f ′′(x)2 dx (4.3)
for the smooth spline function f of the covariate x. Minimising this quantity represents a trade-off
between minimising the residual sum of squares (fitting the data well) and maximising the smoothness
of the fitted spline, measured by calculating the total change in the second derivative (concavity) of the
spline.
Changes in the second derivative indicate “wiggliness” in the spline and excess wiggliness is undesirable
as it indicates over-fitting. The IRLS procedure, then, adjusts the smoothing parameter, λ, and the
smoothing spline, f(x), in order to balance the fit with the smoothness to ensure that the additive term
provided by the spline provides a good fit which is not too “wiggly”.
The benefit of this spline-based approach is that the GAM terms for each predictor will approximate
the global behaviour of the covariate terms but still allow for variations in regions of the parameter
space where the local behaviour may be markedly different from the global behaviour. Both global and
local behaviour may be non-linear and the flexibility of the GAM allows us to capture this non-linear
behaviour without having to explicitly declare the form of the non-linear function. Following from this,
cyclic trends can be fit without having to specify sinusoidal terms (perhaps including a phase shift) as in
seasonal decomposition using Fourier analysis (Heiler and Feng 2000, e.g.).
The Akaike Information Criterion (Akaike 1974) is a measure of goodness of fit for choosing the best out
of a number of fitted models. This is calculated as
AIC = −2 log(MLE) + 2k (4.4)
where k is the number of independent parameters in the model, n is the number of observations, and
MLE is the maximum likelihood estimate of the GAM (Hastie and Tibshirani 1990). The model with
the smallest AIC is the one that most efficiently fits the data. That is, given a choice between models,
the best model will be the one that minimises the number of parameters required while maximising the
likelihood (in effect, reducing the deviance).
An information criterion which more heavily penalises the number of parameters in the model (thus
making it more likely to select simpler models than the AIC) is Schwarz’s Bayesian Criteron or BIC
(Schwarz 1978). This is similar to the AIC but is calculated as
BIC = −2 log(MLE) + k logn. (4.5)
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GAMs are implemented in R with the packages mgcv (Wood 2006, 2011) (and also gam, a reimplementa-
tion in R of the S-PLUS package of the same name (Hastie 1993, 2013)). The mgcv package uses splines
to create smooth functions, minimising both the model deviance and the bias by using generalised cross-
validation (GCV) techniques (Wood 2008). The algorithms in mgcv create a spline which approximates
the data without using so many knots (control points defining the boundaries of domains for fitting
splines) that the function over-fits the data.
We will obtain Bayesian credible intervals for our fitted smooth functions which express the uncertainty
in the fitted smooth functions (Wahba 1983).
4.2.5 Fitting the models
Hussein et al. (2006) suggest that the most important predictors for modelling ultra-fine PNC are wind
speed, wspd, and temperature, temp, and partition the measurement site into thirty-six equal sectors of
10◦ corresponding to wind direction and fit a linear regression with quadratic terms to the logarithm of
measured PNC in each sector. The model is thus
E(Yj) = β0j + a1jwspdj + a2jwspd2j + b1jtempj + b2jtemp2j (4.6)
for Yj the log of PNC in wind sector j.
The proposed form of the GAM, fitting log PNC to the covariates in Table 4.2 is thus
E(Yi) = β0 + f1(hrsi) + factor(weekdayi) + f3(daynoi) + f4(laguf1i) + f5(laguf24i)+
f6(tempi) + f7(raini) + f8(humi) + f9(wspdi) + f10(wdrni) + f11(solari) (4.7)
where each of the fj are smooth functions to be fit as either thin plate regression splines (Wood 2003) or
cyclic penalised B-splines (Eilers and Marx 1996), with the exception of the day of the week, which is to
be treated as a factor term (and thus can be used for grouping).
The incorporation of previous values of log PNC is an attempt to incorporate some features of time
series modelling (Box and Jenkins 1994) without having to adopt the fully specified Generalised Additive
Distributive Lag Model (Zanobetti et al. 2000). We use cyclic B-splines for the temporal terms because
there is evidence in the data of a repeating daily/weekly cycle. We will also fit a model, GAMlar, which
treats the autoregressive terms (i.e. the lagged observations) as linear terms. We will also fit an equivalent
GLM version, EGLMlar.
Since there may be interaction between wind speed and wind direction, a multivariate smooth function
is fitted to both of these covariates as a tensor product of cyclic, cubic regression splines for wind
direction and thin plate regression splines for wind speed. This model is denoted as te-GAM, the tensor
GAM.
CHAPTER 4. USING THE GENERALISED ADDITIVE MODEL TO MODEL THE PARTICLE
NUMBER COUNT OF ULTRAFINE PARTICLES 69
Table 4.2: Predictor covariates and their bases for Generalised Additive Model in (4.7).
Variable Covariate Basis
hrs Hour of day cpa
weekday Day of week factor
dayno Day of the year cp
laguf1 log PNC lag 1 tpb
laguf24 log PNC lag 24 tp
temp Temperature tp
rain Rain in last hour tp
hum Relative humidity tp
wspd Wind speed tp
wdrn Wind direction cp
solar Solar insolation tp
a Cyclic, Penalised B-spline
b Thin plate regression spline
The fitted GAM is also compared to an equivalent GLM (EGLM). The degree of the polynomial for each
term is determined by rounding up the equivalent degrees of freedom from each smoothing spline. The
model thus becomes
E(Yi) = β0 + p1(hrsi, 11) + factor(weekdayi) + p3(daynoi, 4) + p4(laguf1i, 7) + p5(laguf24i, 6)+
p6(tempi, 5) + p7(raini, 1) + p8(humi, 1) + p9(wspdi, 7) + p10(wdrni, 11) + p11(solari, 7) (4.8)
where pj(x,M) is a polynomial in x of degree M , pj(x,M) =
∑M
m=1 amx
m. Two degrees of freedom
have been added to the polynomials for the terms represented in the GAM by cyclic splines in order to
compensate for the smoothness conditions imposed on the first and second derivatives at the endpoints of
the domain. That is, we fit a tenth degree polynomial for wind direction and a fourth degree polynomial
for day of the year. The fitted functions of this model are given in Figure 4.4.
We will also simplify the equivalent GLM, EGLM, as a linear Linear Model, LLM, where all the
meteorological covariates (except wind direction) are fit using linear terms.
We will also fit, for the sake of comparison, a GAM containing only the meteorological terms, met-GAM,
and a GAM containing only the temporal terms (both seasonal decomposition and auto-regression), AR-
GAM, in order to examine what the resulting fitted model would be like without one or the other block
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of covariates.
We will fit (4.6) as a linear model with the mgcv package in order to allow the calculation of the AIC
and adjusted R2 value in a manner consistent with the GAMs. The model will be fit as a factor for wind
direction sector with a quadratic polynomial with interaction for each of temperature and wind speed
(but there will be no interaction term between wind speed and temperature). This model will be denoted
LM2004.
We will also remove the restriction on the number of basis elements in (4.6) and allow GCV to choose the
most appropriate number of spline basis elements for a model incorporating wind speed and temperature
by sector. We shall refer to this model as GAM2004, which takes the form
E(Yj) = β0j + f1j(wspdj) + f2j(tempj). (4.9)
Each smooth function in this model will be fit as a tensor product of the continuous covariate and the
factor wind sector. This tensor product of a factor with a spline is equivalent to a Generalised Additive
Mixed Model with the wind sector being the grouping structure for the random effects and the spline
being the random effects.
4.3 Results
The AIC and R2 value for the fitted models are given in Table 4.3.
Fitting the GAM in (4.7) to the data we obtain the covariate functions shown in Figure 4.3. Because
splines by themselves are not easily interpreted by examining co-efficients of their basis functions we
present graphical representations of the fitted models rather than a table of coefficients. The fitted
polynomials from (4.8) are visually identical to the smooth functions from (4.7) with the exception of the
function of the log-PNC lagged at 24 hours.
In mgcv, the first level in a factor term is set as equivalent to the intercept and as such has a mean of
zero and no confidence interval. (e.g. Figure 4.3).
The fitted covariate functions for the linear model in (4.6) are given in Figure 4.5. The functions
are displayed as bivariate smooths as they are the tensor product of the continous covariate (either
temperature or wind speed) and the factor wind sector. The temperature effect in each wind sector can
be determined by taking a section through the bivariate smooth at the y value corresponding to the wind
sector (and similarly for the wind speed effect).
Diagnostic plots of the model in (4.7) are shown in Figure 4.6a and Figure 4.6c. The correlation between
the two series is approximately 0.913. The same diagnostic plots for the linear model in (4.6) are shown
in Figure 4.6b and Figure 4.6d. We see that this model does not capture as much of the variation as
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Figure 4.3: Generalised Additive Model in (4.7) fit to the 2004-2006 Helsinki data. The region
between the dashed lines represents the 95% CI.
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Figure 4.4: Generalised Linear Model with degrees of freedom equal to the Generalised Additive
Model in (4.7).
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Table 4.3: AIC, BIC, degrees of freedom and coefficient of determination
(
R2
)
values for
various models fit to the 2004-2006 Helsinki data. The models are arranged in increasing order
of AIC.
Model AIC BIC df R2
GAM 10266.52 10793.04 24 0.836
EGLM 10297.19 10885.97 71 0.836
GAMlar 10342.24 10784.19 22 0.835
EGLMlar 10372.56 10871.38 60 0.835
LLM 10642.99 10978.27 40 0.833
TEGAM 10697.81 11217.53 23 0.833
ARGAM 12449.6 12673.07 13 0.821
METGAM 44434.7 44823.47 12 0.382
GAM2004 48717.08 49331.18 44 0.271
LM2004 49147.75 49515.73 45 0.258
the model in (4.7). That is, the data is more dispersed than the linear model is able to capture. The
correlation for the observed and fitted values here is only about 0.528.
Figure 4.6 shows that the GAM models far more variation than the linear model from Hussein et al.
(2004) (as seen in Table 4.3). Similar results can be derived for the other fitted models but here we only
show the best fit and worst fit. To determine the importance of each spline function in (4.7) we can
examine the range of each fitted smooth function. Analysis of Variance (ANOVA) was performed on each
of the smooth terms in the fitted model and each term was found to be statistically significant at a p
value of 0.05 (the largest p value was that of rain, with a p value of 0.022). None of the terms in the
GAM in (4.7) were penalised to zero. The ranges of the fitted functions from (4.7) are given in Table
4.4.
From Table 4.4 we see that the covariate with the highest range is the previous hour’s observation. The
large effect range of this term is expected given the autocorrelation function in Figure 4.2a.
The first and last subplots in Figure 4.3 show the daily and weekly cycles, with Sunday being day 1. The
daily peak occurs at about 7:00am with another small peak around 12:00pm, which decays slowly, for the
GAM and around 2:00pm for the EGLM. Weekends are observed to have lower average concentrations
than weekdays (Morawska et al. 2002a). These temporal peaks are likely due to traffic patterns (Pohjola
et al. 2004, Hussein et al. 2006, 2008, Järvi et al. 2009). The second subplot shows a trend over the year,
with a form like a sine wave with a period of one year with a maximum in Summer (after accounting for
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Figure 4.5: Contour plots of the effect on log PNC of 4.5a temperature (in degrees Celsius) and 4.5b
wind speed (in metres per second) from the model fit in (4.6). The contour plots show the tensor product
of the continuous covariate with wind sector and are only defined within the region in the covariate’s
space that contains data. 4.5c Factor effect of wind sector for the model fit in (4.6), showing the deviance
of that sector’s mean log PNC from the overall model mean log PNC.
the effect of solar insolation, temperature and all other covariates).
The third and fourth subplots in Figure 4.3 represent the contribution of previous recorded values of air
pollution. We see that there is a strong, roughly linear increase in the effect of the previous measurement
with a very tight 95% CI. Similarly, there is a marked (but not as strong) contribution to log PNC from
the measurement 24 hours ago.
The effect of the 24 hour lagged log PNC is quite non-linear and is roughly the same in both (4.7) and
(4.8). When the log concentration is very high (e.g. more than 11), the effect decreases and has a wider
CI. An explanation for this is that such high concentrations do not persist for an entire day and that the
temporal correlation of these measurements (24 hours apart) has been accounted for by the daily trend.
The 24 hour lagged log PNC is included in the model to take into account variation from the yearly trend
similar to the way the one hour lagged log PNC takes into account the remaining temporal correlation
after fitting the daily trend.
We see, in the fifth subplot, that temperature has a monotonically decreasing effect on particle number
concentration, consistent with increased particle formation is increased at lower temperatures in this
temperature range and for these conditions, due to the presence of inversion layers and atmospheric
stability (Kerminen et al. 2007). Replacing a quadratic (or higher order) polynomial with a spline allows
us to treat the effect of temperature as having a varying slope in different temperature ranges without
having to specify where the transition temperatures might be or including a high order polynomial which
is easily influenced by values at the extremes of the temperature range (where there may be very few
observations).
The sixth, seventh and ninth subplots show the effect of covariates associated with wet and dry deposition
processes such as condensation, washout via rainfall and dispersion associated with atmospheric mixing
(Morawska et al. 2008). We see that higher humidity, rainfall and wind speed result in a decrease of
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(a) GAM in (4.7). ρ ≈ 0.914. (b) Linear model in (4.6). ρ ≈ 0.509.
(c) GAM in (4.7).
(d) Linear model in (4.6).
Figure 4.6: 4.6a and 4.6b: quantile-quantile plots of the observed and fitted values. 4.6c and
4.6d: time series plots of observed values (black) and fitted values (grey).
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Table 4.4: Size of the range of fitted functions from the Generalised Additive Model, GAM
(4.7), and the associated p values from ANOVA. The covariates are sorted in order of decreasing
range.
Variable Range ANOVA
laguf1 4.665 <2× 10−16
temp 0.557 <2× 10−16
hrs 0.485 <2× 10−16
wspd 0.320 <2× 10−16
hum 0.234 <2× 10−16
solar 0.214 <2× 10−16
wdrn 0.196 <2× 10−16
laguf24 0.191 <2× 10−16
dayno 0.181 <2× 10−16
rain 0.113 0.022
weekday 0.109 <2× 10−16
particle number concentration.
From the results in Figure 4.5 we see that the fitted wind speed terms in (4.6) can vary substantially from
one wind sector to another. Fitting the wind speed and wind direction terms in (4.7) with a joint basis
formed from a tensor product of their bases increased the AIC while not significantly changing R2. In
the case of this data set, we can separate the two terms without a decrease in accuracy of the Generalised
Additive Model. This, however, may not always be the case and it is sensible to fit a multivariate smooth
to covariates which may have some physical relationship.
The resulting smooth functions and means from fitting (4.6) in the GAM framework are shown in
Figure 4.5. We see that the effect of temperature decreases monotonically with the exception of wind
sectors labelled between 1 and about 7 (an x-y plane heading of between 0◦ and 80◦, or a compass
heading between 90◦ and 10◦) which correspond to a mix of the “urban” and “vegetation” areas around
the SMEAR-III station (Järvi et al. 2009).
The effect of wind speed is monotonically decreasing except for wind sectors 1-7. Within these headings,
near the monitoring station, is a major highway and other urban activity. This implies that for tempera-
tures above freezing and wind speeds higher than 9 ms−1 the an increase of temperature and wind speed
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results in an increase in PNC. This is possibly due to the dynamics of particle formation associated with
traffic (Pohjola et al. 2004, Hussein et al. 2008).
Figure 4.3 shows that the peaks in the wind direction term occur at about 90◦ and 210◦ in the x-y plane
(0◦ and 240◦ compass headings). This corresponds to the urban area and a rail yard (Open Street Map
Foundation 2010). The factor term for wind speed in Figure 4.5c does shows two peaks (wind sectors 7
and 27) but these do not correspond to the peaks identified in Figure 4.3 from fitting (4.7).
For the wind speed effect term in Figure 4.3 we see that the effect seems to asymptote as wind speed
increases. With a quadratic polynomial we would not be able to model the asymptote and we would
enforce a potentially physically inappropriate relationship between wind speed and PNC. There is no
physical reason that PNC would reach some global minimum (or maximum) within the current measured
range of wind speeds and continue to increase (or decrease) unbounded as wind speed increases beyond
the current maximum recorded wind speed.
There is little reason to suspect that temperature has a different effect depending on the wind heading
as in Hussein et al. (2006). After accounting for the effect of wind direction and temporal trends (there
are strong daily and yearly cycles for temperature) we see that particle formation is highest at colder
temperatures. This is likely related to the depth and stability of the thermal boundary layer in the
airshed of the measurement station. A warm air parcel will rise and carry ultrafine particles with it
whereas a cold airshed (or a warm air parcel trapped by an inversion layer) will trap particles (Hussein
et al. 2006).
When fitting the wind and temperature model as an unrestricted GAM (4.9) instead of as a linear model
(4.6) there was only a small improvement in the AIC and R2 values. That only a small increase was
achieved signifies that there may not be enough covariates in the model rather than just a lack of basis
elements.
4.4 Discussion
We set out to show that the Generalised Additive Model (based on smoothing splines) provides a more
accurate and flexible regression than the linear model in modelling the relationship between ultrafine
particle number concentration, local meteorology and temporal trends.
From the values in Table 4.3 we conclude that the GAM in (4.7) is the model which best balances model
accuracy and complexity according to the AIC. This GAM provides a better fit than the equivalent
linear model in (4.8) and all other models examined in this paper, particularly the linear model in (4.6)
proposed by Hussein et al. (2006).
By contrast, the BIC (4.5), which penalises the number of parameters more heavily than the AIC (4.4)
does, points to the GAM with linear autoregressive terms as being the most appropriate model to choose.
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This is due to there being more than 25000 observations. The GAM (4.7) under the AIC and GAMlar
under the BIC both perform better than their respective equivalent linear model formulations. As
such, we conclude that if model simplicity is very important, the GAM with linear terms explaining
the contribution of lagged PNC at 1 hour and 24 hours is the most appropriate model to choose.
The number of basis elements, position of spline knots and amount of smoothing of the GAM was chosen
automatically by GCV. Model choice via the AIC avoids both overfitting of the model, by penalising the
number of parameters, and underfitting, by reducing the deviance of the model. The adaptive selection
of basis provided by the mgcv package in R makes the task of fitting a GAM much easier than specifying
the number of basis elements in advance.
Without fitting (4.7) using an automatic choice of basis, we could not have known the order of the
polynomial to fit each term in (4.8). As such, we would have likely chosen a poor basis for modelling
the temporal trends and the effect of wind direction, leading us to misidentify the potential sources of
particles and times of their peak number concentrations. Indeed, the fit in (4.8) is only as good as it is,
according to the results in Table 4.3 because fitting (4.7) indicated the order of the polynomials required
to fit the equivalent linear model. Even with the basis of EGLM chosen according to the degrees of
freedom in the GAM the AIC and BIC indicate that the GAM should be chosen over EGLM.
We have shown that the modelling approach proposed by Hussein et al. (2006), when fitted to the 2004-
2006 Helsinki data in the GAM framework, produces a much larger AIC than that of the GAM and
equivalent linear model and fits the data very poorly in comparison. The R2 value of this simple linear
model is about a third that of the GAM and EGLM (0.274 as opposed to 0.831 and 0.833), indicating a
much poorer fit.
Even when the restriction on the number of basis elements was relaxed in (4.9), there was not a significant
improvement in goodness of fit, indicating that temperature and wind speed and direction are not the
only important covariates in modelling PNC. Incorporating temporal trends and other meteorological
data significantly improved the explanatory power of the model. Allowing GCV to penalise a term to
zero (and remove it from the model) ensuring that we do not include variables which make no statistically
significant contribution. Further to this, an automatic choice of the number of knots to use allows us to
determine the most appropriate basis size for each covariate.
The potential for misidentification of particle sources is reduced by using a flexible, data-driven method
which emulates the complex physical processes rather than trying to model them directly. While the
models in (4.7) and (4.8) give the same results for the wind direction term, it is only through GCV that
we were able to identify the most appropriate number of basis elements to use and thus identify the wind
sectors which correspond to peaks in particle concentration. The linear model in (4.6) did not identify the
wind sector containing the rail yard as being a direction associated with a peak in concentration.
In cases with multiple sites of measurement, wind speed and wind direction will be coupled and may vary
according to site, possibly necessitating the fitting of a multivariate smooth. The mgcv package is able
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to do this in quite a straightforward way by allowing the user to write a formula in terms of unspecified
smooth terms rather than requiring a choice of the order of the polynomials to be used.
Using GAMs to model PNC is more computationally intensive than fitting a simple linear model. Solving
with P-IRLS in mgcv requires a Choleski factorisation which, for either many data points or a complex
model, can be very memory intensive. The function bam has been included in mgcv to fit a GAM with
many data points using a QR factorisation for representative subsamples of the data but this routine is
not as numerically stable as gam (Wood 2011). Computational time can be reduced further with bam
by using a sparse basis (e.g. with local support) such as B-splines instead of a dense basis with global
support such as thin plate splines.
The smoothing splines that are used may not be familiar to most scientists doing data analysis and the
interpretability of coefficients from a GLM is lost when moving to a smoothing spline. For example,
centring and scaling the covariates such that the coefficients of the linear functions correspond to an
effect size is not available when using GAMs and here we have had to examine the p-values which do not
given an effect size, instead answering the question “does this term play a statistically significant role in
the model?”
4.5 Conclusion
Here we have seen that the Generalised Additive Model is able to model the non-linear effects of a number
of covariates (meteorological and temporal trends) on ultrafine particle number concentration. We have
fit a model such that it is complex enough that it explains approximately 83% of the variation but is still
conservative in its use of parameters so that the model is not overfitted.
We have seen that the most significant of the studied covariates are those associated with temporal trends,
likely corresponding to transport patterns in the urban area surrounding the measurement site (Hussein
et al. 2008, Järvi et al. 2009). We have seen that fitting a GAM based on temporal trends and including
meteorological data improves the goodness of fit of the model over a model with only temporal trends
or only meteorology. We have also seen that the effects of the meteorological covariates are consistent
with what we would expect without having to define the expected functional form of those effects. This
is very important within the larger context of analysis of the epidemiological impact of traffic emissions
where we may not know a priori what the form of the effect of many covariates may be.
Because of the data driven approach of non-parametric regression, and the ability to penalise a term
out of the model, the modelling and analysis proposed here is applicable to any air quality data set
with all recorded variables included in the model. The non-parametric form of the model means that
any non-linear relationships will be modelled flexibly without having to specify the non-linear functional
form. The resulting fitted model will be chosen using the AIC and therefore will be the model which best
captures the variation while ensuring that statistically insignificant terms are removed and the number
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of parameters is kept as low as possible.
We have shown that using a non-parametric (or semi-parametric) GAM based on smoothing splines can
provide a better fit (according to model choice via coefficient of variation, AIC and BIC) than linear
models (based on polynomials). Wherever a GLM would be used to model non-linear effects, the GAM
may be an appropriate replacement as it is a generalised non-parametric model which models non-linear
effects in an efficient manner and can penalise a spline to be equivalent to a linear term. The GAM
methodology presented here is applicable to any data set, but is particularly appropriate when modelling
long-term monitoring data.
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Addendum
It is recognised that the incorporation of previous values of PNC through the lagged values is a poor way
of incorporating the autocorrelation inherent in the time series. In Chapter 5 the short-term temporal
variation is modelled with autoregressive errors rather than attempting to include a non-linear (or linear,
in the case of two of the models in this chapter) term for the effect of the observation one hour and 24
hours ago.
Chapter 5
Bayesian Generalised Additive Models with
autoregressive errors
81
CHAPTER 5. BAYESIAN GENERALISED ADDITIVE MODELS WITH AUTOREGRESSIVE
ERRORS 82
Statement of Authorship for Chapter 5
This chapter has been written as a journal article. The authors listed below have certified that:
1. they meet the criteria for authorship in that they have participated in the conception, execution,
or interpretation, of at least that part of the publication in their field of expertise;
2. they take public responsibility for their part of the publication, except for the responsible author
who accepts overall responsibility for the publication;
3. there are no other authors of the publication according to these criteria;
4. potential conflicts of interest have been disclosed to granting bodies, the editor or publisher of
journals or other publications, and the head of the responsible academic unit; and
5. they agree to the use of the publication in the student’s thesis and its publication on the Australasian
Digital Thesis database consistent with any limitations set by publisher requirements.
In the case of this chapter, the reference for the associated publication is: S. Clifford, B. Mølgaard,
J. Corander, K. Hämeri, S. Low Choy, K. Mengersen, and T. Hussein. Bayesian semi-parametric
forecasting of particle number concentration: penalised splines and autoregressive errors. Computational
Statistics and Data Analysis, accepted. URL http://arxiv.org/abs/1207.0558.
Contributor Statement of contribution
Sam Clifford Model development, coding and implementation of model, interpretation of
results, writing manuscript, editing manuscript in line with co-author and
reviewer comments
Signature and Date:
Bjarke Mølgaard Model development, coding and implementation of model, interpretation of
results, writing manuscript, editing manuscript in line with co-author and
reviewer comments
Sama Low Choy Supervise research, model development, provide comments on manuscript
Jukka Corander Supervise research, model development, provide comments on manuscript
Kaarle Hämeri Supervise research, model development, coding
Kerrie Mengersen Supervise research, model development, provide comments on manuscript
Tareq Hussein Supervise research, provide data, provide comments on manuscript,
interpretation of results, provide description of data collection
Principal Supervisor Confirmation – I have sighted email or other correspondence for all Co-authors
confirming their certifying authorship.
Name: Signature: Date:
CHAPTER 5. BAYESIAN GENERALISED ADDITIVE MODELS WITH AUTOREGRESSIVE
ERRORS 83
Abstract
Observational time series data often exhibit both cyclic temporal trends and autocorrelation and may
also depend on covariates. As such, there is a need for flexible regression models that are able to capture
these trends and model any residual autocorrelation simultaneously. Modelling the autocorrelation in
the residuals leads to more realistic forecasts than an assumption of independence. In this paper we
propose a method which combines spline-based semi-parametric regression modelling with the modelling
of auto-regressive errors.
The method is applied to a simulated data set in order to show its efficacy and to ultrafine particle
number concentration in Helsinki, Finland, to show its use in real world problems.
5.1 Methodology
Bayesian regression modelling can be conceptualised as starting with a set of assumptions about model
parameters (prior belief) and using collected data to update those assumptions (to obtain the posterior
belief). Mathematically, the prior beliefs about the parameters, θ, such as their mean and variance,
are represented as a distribution, p (θ). The regression model and data are represented by a distribution
where the likelihood of the data (X) is conditioned on the parameters, p (X | θ). The posterior is obtained,
through Bayes’ rule by multiplying the prior and the likelihood, p (θ | X), and represents a probability
distribution for the parameters, conditioned on the observed data 1.
Chib (1993) specifies a Bayesian linear model in which the responses have either a Gaussian or t likelihood
and the residuals are assumed to be autocorrelated rather than independent and identically distributed.
In this section, an additive model with autocorrelated errors is developed by using splines to estimate non-
linear covariate effects (Hastie and Tibshirani 1990). The benefits of spline regression over polynomial
regression have been discussed by Ruppert et al. (2003) and Crainiceanu et al. (2005).
Current software packages for Bayesian semi- and non-parametric Bayesian regression, such as R-INLA
(Rue and Martino 2010), mgcv2 (Wood 2011) and BayesX (Belitz et al. 2009), do not deal with autocor-
related residuals.
The methodology is implemented in MATLAB. The regression model is fit to the data which is observed
and whose lagged data has also been observed. That is, we omit any data where any of yi or its lagged
values are missing (represented in MATLAB as NaN, “not a number”).
1For a more thorough review of Bayesian statistics, see Gelman et al. (2004)
2while not strictly Bayesian, mgcv gives Bayesian summaries
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5.1.1 Generalised Additive Models
Generalised Additive Models (GAMs) can be treated as equivalent to semiparametric regression with the
Generalised Linear Mixed Model (GLMM) where the nonparametric smoothers, such as splines, are the
random effects (Ruppert, Wand, and Carroll 2003, Fong, Rue, and Wakefield 2007). Alternatively, the
basis matrix for the parametric part of the model can be augmented with the basis matrices for said
smoothers, providing for the conception of the GAM as replacing the linear terms in the GLM with
additive smoothers (Hastie and Tibshirani 1990).
For a GLM,
g (Y ) = Xβ + ε, (5.1)
replace the parametric terms for the M covariates, xm∗, in the linear predictor, µ = Xβ, with univariate
smoothers fm(xm∗). The model can then be expressed as
g (Y ) = Xβ + ε
g (E (Y )) = µ
µi = β0 + f1 (xi1) + f2 (x2i) + . . .+ fM (xMi)
for g(·) a link function, as in the GLM. The design matrix of the GLM, X, now represents the spline
design matrix. It has as many rows as there are observations and
∑M
m=1 dm columns, where dm is the
number of basis splines used in the construction of fm(·).
5.1.2 Penalised splines
B-splines
The B-spline basis is built according to a recursive algorithm (de Boor 1977, Eilers and Marx 1996). A
group of step functions, each of which is non-zero between two adjacent knots, tj−1 and tj , are operated
on to build a group of continuous linear functions which are non-zero between three adjacent knots such
that the basis functions overlap. This process is repeated until the desired basis order is obtained.
The order k B-spline for covariate x is defined as
Bj,k(x)
tj+k − tj =
x− tj
tj+k−1 − tj
Bj,k−1(x)
tj+k−1 − tj +
tj+k − x
tj+k − tj
Bj+1,k−1(x)
tj+k − tj+1 (5.2)
on a grid of knots t with Bj,0(x) = 1 between knots tj−1 and tj . That is, the zero-order B-spline basis
is constant between successive knots and higher order bases are created according to the recurrence
relation.
A cubic B-spline basis function consists of three quadratic polynomials which are piecewise continuous and
smooth in the intervals between four neighbouring knots and the basis outside these knots is identically
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zero. Each B-spline basis function has compact support (i.e. are non-zero only on an open interval) and
so allow the flexible modelling of non-linear effects by responding to local changes in the relationship
between the corresponding covariate and the response.
The basis splines are calculated once for each non-linear function to be approximated and so the choice
of the order of spline doesn’t affect the complexity or speed of the calculations in the MCMC simulation,
although the number of knots chosen will do so. The choice of a particular order of spline basis can
therefore be made according to the desired continuity, smoothness and differentiability properties of the
fitted smooth. A B-spline basis function will have non-zero derivatives up to and including the order of
the basis spline, e.g. a first order spline will be once differentiable.
The MATLAB code for calculating the B-spline basis with K knots and a basis polynomial degree of bdeg
for some covariate x is shown in Table 5.1.
ndx = K-bdeg; % the number of divisions to make
xl = min(x); % what’s the minimum covariate value?
xr = max(x); % what’s the maximum covariate value?
% as outlined in Eilers and Marx (1996)
dx = (xr - xl) / ndx;
t = xl + dx * (-bdeg:ndx+bdeg);
T = (0 * x + 1) * t;
X = x * (0 * t + 1);
P = (X - T) / dx;
B = (T <= X) & (X < (T + dx));
r = [2:length(t) 1];
% apply the recursion an appropriate number of times
for k = 1:bdeg
B = (P .* B + (k + 1 - P) .* B(:, r)) / k;
end
B(:,(ndx+bdeg+1):end) = []; % get rid of the garbage that’s left at the end
% do we need a cyclic spline?
if cyclic
for i = 1:(bdeg)
B(:,i) = B(:,i) + B(:,end-bdeg+i);
end
B(:,end-bdeg+1:end) = []; % get rid of what’s been copied across
end
Table 5.1: MATLAB code for generating a B-spline basis matrix
Figure 5.1 shows ten first order B-splines, ten second order B-splines and a linear combination of the
same to approximate the function y = sin
(
2pix2
)
. The first order splines are piecewise continuous and
that the second order splines are piecewise smooth. Each individual basis function is coloured a different
shade of grey; the colouring scheme is consistent across each of the four figures. The approximation is
shown as a thick grey line and the true function is shown as a thick, black, dashed line.
Figure 5.2 shows a 2D tensor basis of B-splines.
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Figure 5.1: Example B-splines. Top row: ten first order B-splines, ten second order B-splines. Bottom
row: Use of B-splines to approximate y = sin
(
2pix2
)
where the true function is a dashed black line and
the approximation is a solid grey line.
A cyclic B-spline basis can be defined by adding the basis splines with non-zero value at the edge of
the univariate covariate space such that the basis is piecewise continuous at the boundary and any order
preserving permutation of the knots on the periodic covariate space results in a valid B-spline basis.
Penalisation
A smoothing penalty can be imposed to ensure that the fitted B-splines are not too “wiggly”. Eilers
and Marx (1996) introduce the penalised B-spline, or “P-spline”, in a frequentist context, modifying
the normal equations to include a penalty matrix based on discrete differences between the spline
coefficients.
Let D = D(k) be a discretised operator equivalent to the kth derivative of the identity matrix with
dimension equal to the number of coefficients in the B-spline basis of interest. This matrix will be
rank deficient, with the deficiency in rank being equal to the order of the derivative. Applying the
differential operator to a vector β ∈ Rd, where d is the number of basis elements in a univariate spline
whose coefficients are β, yields a vector with a value of the discretised value of that differential operator
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evaluated at β, and has a dimension equal to the number of rows of the differential operator, i.e. for
β ∈ Rd,D ∈ R(d−k)×d, so that Dβ ∈ R(d−k)×1.
As Dβ is the application of the discretised differential operator, 1TDβ =
∑d−k
i=1 Di,∗β, is the sum of the
discretised derivatives. The continuous analogy is
∫
f (k)(x) dx. Then
(
βTDT
)
(Dβ) =
∫ [
f (k)
]2
dx
and is the discretised sum of the squares of the derivatives (Wood 2003). The quantity to be minimised
in the penalised B-spline, then, is the sum of the square of the derivative (Eilers and Marx 1996).
Lang and Brezger (2004) reformulate this penalty matrix as a zero mean conjugate multivariate normal
prior on the B-spline coefficients, β ∈ Rd×1,
(β | λ) ∝ λ(d−k)/2 exp
(
−λ2β
TKβ
)
(5.3)
λ ∼ Γ(1, b) (5.4)
where λ is the smoothing parameter which penalises the “wiggliness” of the resulting spline and K ∈ Rd×d
is the matrix form of the discretised wiggliness penalty as in Eilers and Marx (1996). The parameter
for the scale of the prior on λ, b, is chosen such that the prior has a small variance and is concentrated
around λ = 0. The prior for β is improper, but a non-diffuse prior on λ ensures that the posterior for
β is proper. The rank deficiency of the penalty matrix is overcome by adding a small amount to the
diagonal of K of no more than about 0.001 (the diagonal values of K are at least 2, the first order penalty
case).
There are other ways to penalise the B-spline coefficients than the P-spline approach of Eilers and Marx
(2003). These include the approach of O’Sullivan (1988) and its Bayesian analogue, developed by Wand
and Ormerod (2008).
Interaction terms
Harvey and Koopman (1993) describe a spline based model which is able to flexibly model periodic trends
by allowing the spline coefficients to evolve according to a random walk. This model is applied to a joint
model of daily and hourly trends and treats the coefficients of the daily trend spline as evolving according
to a random walk model from day to day. While this is an obvious choice for modelling an interaction
between a factor and a continuous covariate, it does not make sense for two continuous covariates.
A tensor product of the bases for two univariate B-spline matrices can be constructed in order to fit an
interaction term of those covariates (Eilers and Marx 2003, Marx and Eilers 2005). Penalisation of the
coefficients for this tensor basis is achieved by forming the Kronecker tensor product, denoted ⊗, of the
identity matrix with size equal to the number of basis elements and the univariate penalty matrix for
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each univariate spline. This leads to a formulation of the smoothing penalty prior in terms of two penalty
matrices, one along each axis of the covariate space corresponding to each of the two covariates. The
prior takes the form
(β | λ1, λ2) ∝ exp
(
−λ12 β
TP1β − λ22 β
TP2β
)
λ1, λ2 ∼ Γ(1, b)
P1 = K1 ⊗ Id2
P2 = Id1 ⊗K2
(5.5)
for d1, d2 the number of basis elements for covariates 1 and 2 respectively. The matrices P1 and P2 are
square matrices of dimension d1 × d2, the first of which is block diagonal, with each block composed of
tridiagonal matrices, corresponding to the penalties on the first covariate’s basis (indexed sequentially).
The second, P2, has a banded structure, corresponding to the penalties on the second covariate’s basis
(where the indexing is sequential, d1 at a time). An example of a 2D tensor product of B-splines is shown
in Figure 5.2 in the appendix.
The above tensor product formulation with a penalty for each univariate basis reflects the possibility that
a different amount of smoothing may apply in each direction, i.e. that smoothing is not isotropic. While
R-INLA provides a rw2d GMRF latent model for two-dimensional smooth terms, the single precision
parameter of the GMRF (equivalent in formulation to a univariate P-spline prior) does not reflect that
there may be a different amount of smoothing required in each direction. This multiple penalty is
addressed in BayesX, along with an interaction between the smoothing terms (Belitz et al. 2009).
The random walk time evolving spline of Harvey and Koopman (1993) can be recovered by using a first
order random walk P-spline penalty matrix as the precision matrix for a factor term.
5.1.3 Parametric terms
In this section, the term “parametric” denotes regression basis functions with a parametric form specified
a priori. These parametric terms, such as linear terms, polynomials and sinusoidal functions, will be
modelled as fixed effects with Gaussian priors (multivariate where appropriate), according to the method
outlined by Chib (1993).
In section 5.1.2 the periodic B-spline basis was briefly discussed. Another choice of basis for semi-
parametric modelling of periodic functions is the Fourier series basis, consisting of sin
(
cpix
L
)
, cos
(
cpix
L
)
,
c = 1 . . . C. The full Fourier series basis also includes an intercept term which should be omitted from
the regression model to ensure identifiability of the overall mean. In the case of the splines section
5.1.6 discusses how identifiability is enforced by centring the splines; the sin and cos terms are already
centred.
The sinusoidal functions may be treated as any other parametric (e.g. linear) term in the regression
equation. It is appropriate to assume that the Fourier coefficients are uncorrelated since by definition the
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Fourier basis is orthogonal. An appropriate prior, therefore, is a weakly informative multivariate normal
with zero mean and a covariance matrix whose structure is diagonal.
Heiler and Feng (2000) provide an example of using the Fourier series basis to approximate temporal
trends. As with all variable selection problems, the question is how many terms must be included? A
difficulty of using Fourier series is that using too few terms constrains the “wiggliness” of the resulting
approximated function whereas using terms with too high frequency may lead to spurious oscillations
unless the prior shrinks the coefficients of higher frequency oscillations to zero as in Lenk (1999). Instead
of this approach, the use of periodic B-splines with a smoothing penalty is adopted. Here it is merely
pointed out that the Fourier basis may be used, as was done by Mølgaard et al. (2012).
5.1.4 Factor terms
Factor terms may arise as random effects in a GAMM, e.g. a site-specific mean in multi-site data, and
may be treated by coding all levels of the factors to an integer, as in R-INLA. For a factor basis matrix
with sequential integers indexing the factors, F ∈ Rn×J , for covariate x ∈ Rn, the element Fi,j = 1 if
xi = j (j ∈ 1, 2, . . . , J).
For the coprecision of the factor term, QF , it is simple to assume that the factors are independent and
identically distributed, so that QF = λF I for precision parameter λF . If there is some known structure in
the factors or if a factor is being used to describe a zero order spline (constant between knots with knots
spaced between factor indices) then a smoothing penalty prior may be used, as for a P-spline.
The factor terms are centred around zero with the same identifiability constraint as in 5.1.6.
5.1.5 Autocorrelated residuals
Many time series are highly autocorrelated. Any temporal variation not explained by a periodic spline
basis (e.g. hour of day, day of year) in the proposed model can treated by modelling the time series of
errors, εi, with an autoregression model,
φ(L)εi = ui (5.6)
ui ∼ N
(
0, σ2
)
.
where L is the lag operator and φ(L) is a p-degree polynomial in the lag operator
φ(L)xi = xi + φ1xi−1 + φ2xi−2 + . . .+ φpxi−p
describing the autocorrelation structure of the residuals in 5.1 (Box and Jenkins 1994).
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Chib (1993) suggests the use of a multivariate normal prior for the coefficients of the above polynomial.
A censoring condition, that the absolute sum of the coefficients is strictly less than one, is applied in
order to ensure that the error process is stationary. The prior is
φ ∝ MVN (φ0,Φ−10 ) : ∣∣1Tφ∣∣ < 1.
where the prior mean, φ0, and precision, Φ0 ∈ Rp×p, are set such that the prior for the autoregression
parameters is weakly informative. The prior for the variance of the autoregressive errors is a conjugate
inverse Gamma,
σ2 ∼ IG
(
v0
2 ,
δ0
2
)
.
By using an autoregressive error structure, forecasting from the model will give a more realistic repre-
sentation of the relationship between successive observations/forecasts. If the residuals are independent,
this will manifest as the zero vector being contained within the multivariate credible set of φ.
By sampling the residuals in the MCMC scheme and using these for forecasting, a distribution for each
forecast is readily obtainable. This will be especially important when making a forecast which is dependent
on a previously forecast observation. Ignoring the uncertainty in the distribution of the forecast value ŷt+1
would produce an estimate of ŷt+2 which assumed that yˆt+1 was observed rather than forecast.
5.1.6 Estimation via MCMC
The form of the GAM with log link, Gaussian likelihood and autocorrelated residuals is
log yi =µi + εi
µi = X∗,iβ
φ(L)εi =ui
ui ∼N
(
0, σ2
)
(5.7)
where Xi,∗ is row i of matrix X, the matrix which contains the basis for each of the M splines which are
constructed according to the recursive definition in (5.2).
A model for a Gaussian hierarchical linear model with autoregressive errors is given by Mølgaard et al.
(2012), following the formulation of Chib (1993). The priors for σ2, β and φ, in this formulation are
given by Chib as (
β
∣∣ σ2) ∼MVN (β0, σ2A−10 )
σ2 ∼IG
(
v0
2 ,
δ0
2
)
φ ∝MVN (φ0,Φ−10 ) : ∣∣1Tφ∣∣ < 1.
(5.8)
The terms φ0 and β0 are the respective mean values for the weakly informative priors for φ and β, taken
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to be 0 in each case. The prior precision matrix for the autoregressive error model, Φ0, is set as 10−6Ip
so that the prior is weakly informative. The values for v0 and δ0 are taken to be k and 0, respectively so
that the prior for the variance is diffuse (but improper) (Chib 1993). The prior precision matrix for β,
A0 is discussed below.
Chib sets the prior precision of β, A0, as a scalar multiple of an identity matrix such that the prior is
weakly informative. Here, however, the use of smoothing priors on the spline coefficients means that A0
is informative in the sense that we are making assumptions about the smoothness of the resulting splines.
The prior precision matrix is constructed as a block diagonal with each block containing a smoothness
penalty precision matrix, λjKj , for spline term j of the M splines that define the GAM of interest
(5.9). The λ are therefore hyperparameters for the prior on β and the prior precision matrix must be
recalculated at each step of the sampler.
β | λ, σ2 ∼MVN

β0, σ
2

λ1K1 0 · · · 0
0 λ2K2 · · · 0
...
... . . .
...
0 0 · · · λMKM


(5.9)
The prior precision for any parametric terms can be included in A0 by including their prior precision as
a series of individual elements on the diagonal (in the case that they are independent), a block consisting
of a diagonal matrix (for sets of independent, identically distributed parameters) or a block (similar
to the penalty matrices) structured as a valid precision matrix that represents some known correlation
structure.
To account for the autoregressive nature of the residuals, the autoregression structure needs to be
incorporated in the basis matrix, X, and the response vector, y. The matrix X∗, and the vector y∗
represent the basis matrix and response vector after accounting for the autoregression and are formed by
applying the general lag polynomial 1−φ(L) to X and y respectively, reducing the number of rows by p,
the number of lags included in the autoregressive residual term. That is,
X∗ = X1...n−p,∗ − φ1X2...n−p+1,∗ − φ2X3...n−p+2,∗ . . .− φpXp+1...n,∗ (5.10)
and similarly for y∗. In this way, the regression is performed on the new basis matrix and response vector
such that the errors in this reformulated regression are assumed to be white noise (see (4.3) in Chib
(1993))
y∗ = X∗β + u
ui ∼ N
(
0, σ2
)
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A matrix E ∈ R(n−p)×p is defined so that it contains, as its columns, the residuals, ε, at each of the p
lags, such that the ith row is [εi−1, . . . , εi−p],
E =
[
ε
∣∣ Lε ∣∣ L2ε ∣∣ · · · ∣∣ Lpε] . (5.11)
This matrix is used to calculate the norm of the residuals after accounting for the autoregressive structure.
In 5.13, ‖·‖2 represents the Euclidean 2-norm.
Rather than first fitting the linear predictor with the assumption of independent, identically distributed
errors and then fitting an autoregressive model for the residuals so that φ is conditioned on β but not
vice versa, this comprehensive model allows simultaneous estimates of β and φ.
The directed acyclic graph of the model is given in Figure 5.3. Sampling is performed by successively
sampling from the marginals of β(t) from 5.12 (then correcting β(t) according to 5.15 and 5.16), φ(t) from
5.14, σ2(t) from 5.13 and sample λ(t) from 5.18 and 5.19 with a Metropolis-Hastings step.
The full conditional distributions for the linear predictor terms, β, autoregressive coefficients, φ, and
model variance, σ2 are given in Table 5.2. The difference between the formulation of Chib (1993) and
the one given here is the structure of X and A0.
(
β
∣∣ y, σ2,φ) ∼MVN (Λβ (A0β0 + X∗Ty∗) , σ2Λβ) (5.12)(
σ2
∣∣ y,β,φ) ∼Γ−1(n− p+ v0 + k2 , δ0 + Qβ + ‖y∗ −X∗β‖
2
2
2
)
(5.13)(
φ
∣∣ y,β, σ2) ∼MVN (Λφ (Φ0φ0 + σ−2ETε) ,Λφ) (5.14)
where
Λβ =
(
A0 + X∗TX∗
)−1
Qβ =
(
β − β0
)T A0 (β − β0)
Λφ =
(
Φ0 + σ−2ETE
)−1
.
Table 5.2: Conditional posterior densities for GAM with AR residuals
Identifiability of spline coefficients
A d-dimensional spline basis B will have full rank and therefore the matrix [1|B] ∈ Rn×(d+1) is rank
deficient. In order to enforce identifiability the B-spline parameters are centred at each step of the Gibbs
sampler such that the sum of the marginal effect of that spline is zero (Wood 2003) and centering constant
is transferred to the intercept term in the model, β0.
At step t in the Gibbs sampler, for each block of the covariate matrix X ∈ RN×d corresponding to a
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B-spline, indexed within X by ind we set
β
(t)
ind ←β(t)ind − δβ1
β
(t)
0 ←β(t)0 + δβ .
(5.15)
where the centring constant, δβ , is calculated as that which satisfies
0 =
N∑
i=1
(
Xi,indβ(t)ind −Xi,ind1δβ
)
δβ =
∑
X∗,indβ(t)ind
N∑
i=1
∑
j∈ind
Xi,j
. (5.16)
Lack of support
It is possible that B-spline knots will be placed in a region of the covariate space where there are no
observed values, especially when dealing with interaction terms. For a basis spline defined in a region of
no support (i.e. there are no observations in the relevant region of the covariate space) the posterior of
the corresponding coefficient is undefined. In these cases, a sample will be taken from the prior. Due to
the informative nature of the penalty prior, the posterior variance of this parameter will be much smaller
than if the spline was unpenalised. The corresponding marginal effect of the entire spline will have a
wider credible interval in the region of this spline’s support.
An alternative is to use a spline basis with global support for the covariate responsible for the lack of
support, such as the semi-parametric low rank thin plate spline described by Ruppert et al. (2003) and
Crainiceanu et al. (2005) as
f(xi) =
J∑
j=1
βjx
j
i +
K∑
k=1
γk |xi − κk|m
where J is the order of the parametric fixed effect polynomial, m = 2J − 1 is the order of the random
effects polynomial splines (Schoenberg 1964, Wahba 1978) and the κk are knots placed at the k/(K + 1)
quantiles of x. A suitable prior for (β1, . . . , βJ , γ1, . . . γK) is a weakly informative multivariate normal
with an identity precision matrix.
Sampling spline penalties
In order to sample the P-spline penalty correctly we need to extend the Gibbs sampler to also sample
the λ, which are hyperparameters for the prior distribution for β. The penalty matrices K and P,
suggested by Lang and Brezger (2004), however, have a determinant of zero and thus the posterior of λ
is undefined. We avoid this by adding a small value to the diagonals of these matrices e.g. the penalty
becomes λ
(
K + 10−5I
)
. The small amount added to the diagonal ensures that the eigenvalues of the
penalty matrix are strictly positive (rather than non-negative) and the penalty matrix is thus symmetric
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positive definite and invertible.
For the one-dimensional splines it is rather simple to find the conditional distribution of the λ hyperpa-
rameters when K ∈ Rd×d has non-zero determinant. The conditional distribution is derived as
p (λ | β) ∝ p (β | λ) p(λ) (5.17)
=MVN
(
β
∣∣∣ 0, (λK)−1)Γ (λ | 1, b)
=
√
det (λK)
(2pi)d
exp
(
−λ2β
TKβ
)
be−bλ
∝ λd/2 exp
(
−λ
(
b+ 12β
TKβ
))
∝ Γ
(
λ
∣∣∣∣ d2 + 1, b+ 12βTKβ
)
. (5.18)
That is, the Gamma prior, (5.4), is updated by the data in such a way that some smoothing is enforced
by the dimension of the spline but the scale parameter, which controls the amount of smoothing (or how
likely the smoothing is), is shifted according to the second difference of the parameters. It is still possible
to have zero smoothing, but the posterior density is small, so that a lack of smoothing must be justified
by the data.
For two dimensional splines the sampling of λ would be as simple as the univariate case if the smoothing
was set a priori to be the same for each covariate in the tensor product. It is more valid, though, to
assume that this is not the case and that there may be more smoothness in one direction than the other,
implying two different λ parameters. The conditional distribution of these parameters, assuming that
the same hyperpriors for the Gamma prior are used for each spline, is
p (λ1, λ2 | β) ∝
√
det (λ1P1 + λ2P2) (λ1λ2)a−1 × e− 12β
T (λ1P1+λ2P2)βe−b(λ1+λ2). (5.19)
Because the conditional distributions of λ1 and λ2 are not easy to obtain, we sample them with a
Metropolis-Hastings step (Hastings 1970) inside the Gibbs sampler.
The full conditionals for the MCMC scheme are listed in Section 5.5.
Credible intervals
Credible intervals of parameter estimates can be calculated quickly from the MCMC samples. For any
parametric terms, 95% credible intervals will be reported. For the coefficients of splines, the credible
interval for the entire marginal effect is of interest and so individual credible intervals for each parameter
are not so directly interpretable for the spline terms.
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5.1.7 Forecasting
The model forecasts in a sequential manner, conditioning each forecast on the observed values and
forecast values preceding it according to the autoregressive structure. The uncertainty in forecast values
will accumulate, as discussed in Section 5.1.5.
In Section 5.2.2, to take advantage of the growing set of training data the model is refitted every 20th day.
For each day, forecasts are produced one time hour at a time for the coming forty-eight hours, midnight
to midnight, using the most recent fit of the training data and the residuals, ε, for the past week. These
residuals are assumed to be available until noon. The forecast values for each observation made 24 and
48 hours in advance will be stored.
The modelled value of each forecast is obtained by calculating µ̂ = Xβ̂ for the values to be forecast, based
on the observed covariates (in practice, these may be known and the forecasting treated as imputation,
they may be forecasts themselves from a model for the covariates or be generated from a prior); calculating
the residuals, ε̂, for the week before the forecasting is to start; and constructing autocorrelated forecasting
errors from the estimates of φ. These are all constructed from MCMC output, so distributions of these
parameters are all available. The forecasts, ŷi, are calculated from the MCMC iterations so that
ŷ
(t)
i = µ̂
(t)
i + ε̂
(t)
i .
Because both µ̂i and ε̂i are normally distributed, ŷi is also normally distributed. The posterior density
of the forecast values, then, is the empirical density of the samples and is asymptotically normal as the
number of samples increases.
For further information, see Sections 2.1.3 to 2.1.5 of Mølgaard et al. (2012).
5.1.8 Posterior checks
Convergence of the MCMC chains can be checked by examining the trace of the Markov chains and that
the posterior kernel density estimate is unimodal and that its shape is appropriate to the distribution
from which it was drawn.
As the posterior for a fitted smooth is a multivariate normal it is important to remember that even
though the 95% CI for a B-spline coefficient (which is marginally normally distributed) may contain zero,
it is the joint effect that we are interested in. Indeed, because the spline is centred around zero, it is
not unexpected that zero would be contained in the credible interval of some coefficients. It is more
informative to look at whether zero is contained within the credible interval for the entire smooth and
therefore the spline can be said to be identically zero.
Plots of the posteriors of the marginal effects are a very informative way of both visualising splines and
checking that the output of the model is consistent with the physical system that the statistical model is
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attempting to represent.
For plotting, we calculate a new basis with evenly spaced covariate values between the extreme values of
each covariate in the data. This gives a basis with the same knots as the basis used for fitting the model
but with a set of covariates that will give a visually more pleasing plot. The mean and 95% credible
regions for these posteriors are calculated by using the output from the Gibbs sampler. Bivariate splines
will be plotted as surface and/or contour plots.
For a Generalised Linear Mixed Model (GLMM),
y = g−1
(
X˜β˜ + Z˜γ˜
)
+ ε,
the fitted values are given by
ŷ =X˜β̂ + Z˜γ̂
=X
(
XTX + Λ
)−1 XTy
where X =
[
X˜
∣∣∣ Z˜] ∈ Rn×(l+k) (for l parametric terms and k non-parametric basis functions) and
Λ =
0l×l 0l×k
0k×l σ2 (cov(γ))−1
 (5.20)
is the posterior precision of β from 5.12 (Ruppert et al. 2003).
The total effective number of degrees of freedom of the model is given by the trace of the hat matrix
H =
(
XTX + Λ
)−1 XTX (5.21)
and for each non-parametric term, the trace of the block matrix of the hat matrix corresponding to the
appropriate coefficients gives the effective number of degrees of freedom for that non-parametric term
(Fong et al. 2007). Because a GAM can be expressed in the form of a GLMM (Fong et al. 2007) the
above properties hold for GAMs.
Rather than estimate the mean effective degrees of freedom post hoc with the posterior means of the
parameters we can use the samples from the MCMC chains as they are drawn to construct H. In this
way, we obtain the distribution of the number of parameters for each term by examining the density
estimate of the trace of the blocks of H.
The Deviance Information Criterion (DIC) is a Bayesian analogue of the Akaike Information Criterion and
penalises the deviance, a measure of the goodness of fit of a model, by the effective number of parameters
in the model (Spiegelhalter et al. 2002). The effective number of parameters can be compared to the
effective degrees of freedom (described above). The effective number of parameters is based on the
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deviance and so the DIC does not require the integrating out of random effects parameters like Schwarz’s
Bayesian Criterion (Schwarz 1978).
While calculation of the credible interval for φ will provide information about the degree of autocorre-
lation of the residuals, the autocorrelation function of both ε and u can be used to check how much
autocorrelation remains. The posterior covariance matrix from the chains of ε and u can also be used to
characterise the remaining autocorrelation of the residuals.
The probability integral transform (PIT) will be used to assess the quality of the model fit. The PIT is a
measure of the cumulative density of the forecast values from their predictive distribution (Dawid 1984,
Diebold, Gunther, and Tay 1998). This predictive CDF, denoted Fi, is to be compared to an unknown
“true” CDF Gi through the observed values that the true physical process generates, yi, and the forecast
values, ŷi. The ideal forecasting model is achieved when Fi = Gi. A necessary condition for choosing a
forecasting model is that the distribution of Fi(ŷi) is uniform, corresponding to ideal forecasts.
The PIT for each forecast value is calculated during the forecasting step as
Fi(ŷi) = ecdf (ŷi; µ̂i + ε̂i)
where ecdf is the empirical cumulative density function of the posterior samples of µ̂i + ε̂i from the
forecasting routine. The PIT is visualised by plotting the histogram and autocorrelation of Fi(ŷi).
If the PIT is uniformly distributed, then the values of the probability density function corresponding
to the PIT’s cumulative density function should be a normal distribution with mean 0 and standard
deviation 1. The autocorrelation of the PIT should not be significant beyond the number of steps used
in forecasting.
Many competing models may have a uniform PIT so the uniformity is not a sufficient condition for
choosing one model over another (Hamill 2001). To remedy this, Gneiting et al. (2007) recommend max-
imising the sharpness of the predictive distribution, i.e. choosing forecasts which are highly concentrated
about the observed values. The variance of the forecast values will be estimated by characterising their
uncertainty with the width of the 95% credible interval of the simulated forecasts (which are distributed
normally). The 95% credible interval corresponds to 1.96 standard deviations of the estimate, so dividing
the interval half width by 1.96 and taking the square will give an estimate of Var (ŷ).
5.2 Case studies
To demonstrate the performance of the methodology in terms of its ability to fit smooth covariate
effects and autocorrelated residuals we provide two case studies. The first is a simulation study with
a univariate cyclic smooth and a bivariate interaction term. The second case study involves modelling
and forecasting ultrafine particle number concentration in Helsinki, Finland, a real world data set that
exhibits a significant amount of autocorrelation.
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5.2.1 Simulation
As a first case study, to illustrate the method, we provide an example with simulated data using a
Gaussian likelihood, as in Chib (1993). Data is simulated as described in 5.22. Two covariates, x and y,
are each drawn from a uniform distribution and a non-linear interaction term constructed that requires
that a 2D spline be fit. A sinusoidal function to simulate a temporal trend (at evenly spaced intervals)
is added, as is some autocorrelated noise.
x,y ∼U (0, 1)
t = 1, 2, . . . , 24
µi = sin (pixi)
(
1− xiy2i
)
+
sin
( 2piti
24
)
2
(1 + 0.4L) εi ∼N (0, 0.1)
(5.22)
The model for this simulation thus contains: a univariate spline for t with a basis of six second order cyclic
B-splines with a second order penalty prior; a bivariate spline for fitting x and y together, consisting of
the tensor product of two second order non-cyclic B-splines bases with six basis splines each and a second
order penalty prior for each direction; an intercept term with a weakly informative prior; and an AR(1)
model for the residuals.
5.2.2 Particle Number Concentration in Helsinki
Ultrafine particles are of interest in a range of areas, including physics (Hinds 1999), urban planning
(Moschandreas 1998) and epidemiology (de Hartog et al. 2003, Krewski et al. 2009, Health Effects Institute
2010). In the urban environment it has been established that a significant portion of the ultrafine particles
come from vehicles (Morawska et al. 2008, Virtanen et al. 2006, Pohjola et al. 2007, Hussein et al. 2007)
and that the particle number concentration (PNC) varies non-linearly and irregularly over the day, week
and with meteorology (Mejía et al. 2007, Morawska et al. 2002a, Hussein et al. 2006, Ketzel et al. 2004,
Pérez et al. 2010, Wu et al. 2008, Wehner and Wiedensohler 2003).
Continuously measured time series of ultrafine PNC exhibit temporal trends, dependence on meteorology
and autocorrelation (Wehner and Wiedensohler 2003, Pérez et al. 2010, Wu et al. 2008, Hussein et al. 2004,
2006, Järvi et al. 2009). As such, the desire for flexible models which take these features into account
without specifying the functional form of the relationship has motivated the use of the Generalised
Additive Model with splines as basis functions and Generalised Linear Models with Fourier series basis
functions.
In this case study we use hourly averaged size fractionated PNC, recorded at the SMEAR-III station
at the Kumpula campus of the University of Helsinki using a twin DMPS system (Järvi et al. 2009).
Meteorological data was recorded at the university campus on the rooftop of the Physicum building. For
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further information on the data collection, see sections 2.2-2.4 of Mølgaard et al. (2012).
Four different specifications of the model are fitted and model choice is made with the DIC. The reduction
in autocorrelation is analysed and estimates of the fitted splines are provided.
The autocorrelation function of the ultrafine PNC in Helsinki is shown in Figure 5.4. This autocorrelation
motivates the use of splines to estimate temporal trends and a model for the residuals which can capture
any remaining variation.
Parameter(s) Basis type Basis size(s) Periodic Covariance structure
Hour of the day B-spline 6 Y 2nd order penalty
Day of the week Factor 7 N Identity
Day of the year B-spline 6 Y 2nd order penalty
Wind direction B-spline 8 Y 2nd order penalty
Wind speed Thin plate 6 N Identity
Temperature B-spline 8 N 2nd order penalty
Traffic B-spline 8 N 2nd order penalty
Relative humidity B-spline 8 N 2nd order penalty
Solar radiation B-spline 8 N 2nd order penalty
Table 5.3: List of covariates and their univariate bases used in fitting a semi-parametric regression and
forecasting model to the Helsinki data.
Table 5.3 describes the basis functions used in fitting the regression model. The thin plate spline used for
wind speed includes a linear fixed effect and the random effects are five first order polynomials, |xi−κk|.
A tensor product of the wind speed and wind directions is used, with a basis size of 48. An attempt
was made to use P-splines for the wind speed term but the presence of splines with no support at the
extremes of the covariate space is undesirable.
Four models are fit and the “best” model is chosen with the DIC, calculated at the final stage of the
model fitting. The first model is the one described by Table 5.3 and the joint wind speed and wind
direction term described above. The second model replaces the univariate splines for temperature, traffic
and relative humidity with a tensor product of each of those covariates with wind direction. The third
model retains the univariate splines as well as the tensor products. The fourth model is the second model
with the daily trend replaced with a tensor product of the daily trend and annual trend in order to
recognise that the daily trend may change over the year.
The annual trend was excluded from the first three models as solar radiation and temperature exhibit
very strong annual trends (FMI 2011). Its inclusion in the fourth model is for the purposes of the tensor
product with the daily trend. We will provide a plot of the fitted tensor as well as the marginal annual
trend and marginal daily trend. These marginal trends are obtained by averaging over a prediction basis
defined on a mesh consisting of one copy of each unique combination of time of day and day of the
year.
For the autocorrelated residuals, lags at values of 1 hour, 24 hours and 168 hours are used. These lags
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represent, respectively, an attempt to capture the leftover hour to hour variation from fitting the daily
trend, the leftover daily variation from fitting the daily trend and the leftover weekly variation after
fitting the day of the week factor term.
The models will be fit to the first three years of the four years of data and predictions, including the
autocorrelated residuals, will be made for the following year with the measured covariate values.
5.3 Results and Discussion
5.3.1 Simulation
MCMC estimation was conducted by drawing 5000 MCMC samples from the posterior; 500 initial samples
are discarded as burn in.
We see (Figure 5.5) that the periodic term is estimated accurately by the model, as is the non-linear
interaction. We note that the credible intervals for the periodic term are quite similar in width across
the entire covariate domain. This is due to the periodicity of the basis, uniform spacing of the covariate
values and that each unique covariate value occurs the same number of times.
The fitted two dimensional spline captures the curvature and asymmetry of the simulation function
(Figure 5.5).
Traces and densities of the posterior samples drawn from the posteriors of all parameters have converged
and are unimodal and normally distributed except for the standard deviation parameter whose square is
inverse Gamma (Figure 5.6).
Figure 5.7 gives trace and density plots for the smoothing parameters, which are Gamma distributed.
We see that λx and λy have different, though not overly so, credible intervals. Had the 2D covariate
been more oscillatory it is likely that we would end up with markedly distinct smoothing parameters
(see Eilers and Marx 2003, sec. 6). The priors for these smoothing parameters have a maximum at zero.
The maximum in each of these posteriors now occurs at a non-zero value. While the parameters are still
(approximately) Gamma distributed, they are no longer Γ(1, ·).
The first parameter is the intercept term, β0, parameters 2 to the 37 are the coefficients of the two
dimensional spline, parameters 38 to 43 are the coefficients of the periodic spline. Parameter 44 is φ, the
autoregressive parameter from the AR(1) model for the residuals and the final parameter is the standard
deviation of the independent identically distributed errors, whose square is inverse gamma. All other
parameters are marginally normally distributed.
The contours of the fitted 2D spline show that the simulated 2D covariate effect has been accurately
reconstructed (Figure 5.8). The estimate for β0 has been added to the 2D spline to allow for a more
direct comparison of the values of the contours, as the fitted spline is centred about zero but the 2D
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covariate effect is not. Note that both the simulated temporal trend and its corresponding univariate
spline are centred about zero and the AR errors also have a zero mean. The credible intervals for the two
dimensional spline are quite wide in regions where there are not many observations and at the edges of
the covariate space. The mean surface of the 2D smooth has no local maxima or minima, the presence
of which would indicate excessive wiggliness.
Figure 5.9 shows that the residuals in u have smaller autocovariance than the sampled values of ε. The
diagonal bands correspond to 24 lags, indicating that the variation 24 observations apart may be modelled
by expanding the model for the AR residuals to contain lags 1 and 24. Even so, the lag 24 bands and
the background are lighter for u than for ε suggesting that modelling the autoregressive nature of the
residuals has reduced the correlation of the posterior samples of the residuals.
The effective degrees of freedom of the intercept are concentrated around 1 with very little variance; it
would be troubling were this not the case (Table 5.4). The 2D spline has between 21 and 27 effective
degrees of freedom; the basis for this term has 36 elements, so each basis element requires, on average,
fewer degrees freedom than would be required by the corresponding polynomial basis. Similarly, the size
of the basis for the temporal trend is six basis elements (and would have been eight had we not insisted on
periodicity of the basis) and the effective degrees of freedom of this term is slightly less than five.
Term 2.5% 50% 97.5% Mean SD
Intercept 1.00 1.00 1.00 1.00 0.00
2D 23.34 25.61 27.45 25.57 1.03
Temporal 4.95 4.98 4.99 4.98 0.01
Total 29.32 31.59 33.43 31.55 1.03
Table 5.4: Effective degrees of freedom summary statistics for model fit to simulated data.
5.3.2 Particle Number Concentration in Helsinki
All but the first year is forecast both one day and two days in advance. The forecast values are stored
throughout the iterative forecasting such that all bar the first year of the data is forecast conditioned on
the preceding data.
Of the four models fitted, the model with the joint annual-daily trend had the lowest DIC (Table 5.5).
The triangle shape of the Probability Integral Transform (PIT) is very similar for each of the models and
indicates biasedness in the samples towards slight underprediction (Figure 5.10a). The estimates of the
variance of the modelled values (Figure 5.10b) indicates that while the models provide estimates with
similar variances, the joint annual-daily temporal trend with tensor product meteorology provides more
concentrated forecasts. This model also has the lowest DIC out of the four models fitted. Therefore, this
model represents the most efficient fit in terms of goodness of fit versus model complexity and has the
most concentrated forecast values out of a group of models which perform similarly under the PIT. All
subsequent analysis in this section is performed on this model.
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Model DIC pD edf rank(X)
Univariate meteorology 13023 96.809 86.7699 94
Tensor meteorology 12404 215.022 203.169 262
Combination of univariate and tensor 12406 218.360 205.405 286
Tensor meteorology with annual-daily
trend
12055 244.166 230.318 292
Table 5.5: Summaries of fitting the models with differing treatments of meteorological covariates with
respect to wind direction and temporal trends. DIC, effective number of parameters, mean effective
degrees of freedom, and number of columns in the design matrix, X.
Figure 5.11 shows the posterior density estimates and 95% credible intervals for the mean, standard
deviation, (a) and (b), and the mean and 2.5% and 97.5% quantiles for the fitted smooth functions of
temporal trends and non-linear covariate effects (c) – (i).
The daily trend in PNC varies over the year (see (c)) with most days having a peak around 10am. This
trend peaks during the summer period (days 140–250) with a daily peak around 11pm and a plateau
from approximately 6am to midday. The daily trend in PNC in winter has a trough at 3am and a peak
around midday (when most of the day’s light occurs). Spring and autumn daily trends contain two peaks,
one in the late evening around 9pm and one in the morning aroung 9-10am. The overall shape of these
temporal trends is consistent with previously reported temporal trends (Mølgaard et al. 2012).
The weekly trend (d) shows a decreased partial effect on weekends (days 1 and 7) and after accounting for
these temporal trends, much of the remaining temporal variation is explained with the Lag 1 autoregres-
sive error although there is still some amount of autocorrelation at Lags 24 and 168, which is captured
by the model.
The joint effect of wind speed and wind direction (e) is roughly linearly decreasing and almost independent
of wind direction for winds weaker than 4m/s. When the wind is blowing above 5 m/s there is an
observable non-linear interaction of wind speed and wind direction such that at 11 m/s a wind of angle
approximately 170 degrees (3 radians) corresponds to an increase in log PNC and at 30 degrees (0.5
radians) the contribution to log PNC is negative. That is, a strong wind can either remove particles from
the microenvironment or transport them from a nearby source.
Marginalising this joint trend over the year provides an estimate of the mean daily trend in PNC and vice
versa for marginalising over the day to obtain the mean annual trend (Figure 5.12. The mean daily trend
in PNC exhibits two peaks, one at 10am and one at 10pm. The mean annual trend shows a maximum
in summer, when the days are long.
Marginalising the posterior for the joint daily and annual trend (Figure 5.11), the mean daily trend in
PNC exhibits two peaks, one at 10am and one at 10pm. The mean annual trend shows a maximum in
summer, when the days are long (Figure 5.12).
The autocovariance of the posterior samples of the residuals for observations 1000 to 1200 are shown in
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Figure 5.13. The raw residuals, ε, exhibit a noticeable amount of autocorrelation around observation
1050, indicating that while the semi-parametric regression model for the covariates has fitted a smooth
annual and daily trend, not all the temporal variability has been explained. This residual variability is
captured with by explicitly modelling the autocorrelation in the residuals and we see that the posterior
covariance of these residuals decreases significantly when examining u, the residuals with explicitly
modelled autocorrelation.
The effect of high humidity (f) above 90%, is to reduce the total number of particles in the air because of
precipitation. The effect in the middle range is fairly flat with some local peaks. The effect of temperature
(g) is generally decreasing and shows some dependence on wind direction but there are no local peaks or
troughs. The effect of traffic density (h) increases steadily up to about 3500 vehicles per hour with some
dependence on wind direction. The increase is not as marked at a wind direction of about 230 degrees
(4 radians), with a peak occurring around 140 degrees (2.5 radians).
Much of the effect of solar radiation 5.11i is accounted for by the joint daily and annual trend. The
estimates of the effect of temperature, wind speed and direction, solar radiation and humidity (as a
proxy for rainfall) and weekly trend show very good agreement with those previously reported (Clifford
et al. 2011a). In both the results presented here and by Clifford et al. (2011a) the effects of temperature,
humidity and wind speed are generally decreasing. Exceptions include strong wind speeds at certain
headings and the positive effect of increased humidity until 90% as described above.
The estimates of φ (Figure 5.14) do not contain zero in their credible intervals. We see a high amount of
positive autocorrelation at Lag 1 and a small, but strictly positive, amount at Lags 24 and 168.
By specifying the regression model to include autoregressive residuals rather than autoregressive PNC,
the mean daily trend (Figure 5.12) has peaks which occur at 10am and 10pm rather than at 8am and
midday. The temporal variation in the model presented in this section can be expressed as
log yi = f (houri,day of the yeari) + . . .+ (1− φ1 − φ24 − φ168)−1 εi
while the temporal variation in the model of Clifford et al. (2011a) corresponds to
log yi = f1 (houri) + f2 (day of the yeari) + f3 (log yi−1) + f4 (log yi−24) + . . .+ εi.
These two specifications are quite different as one contains a joint model of daily and annual trends and
models the residuals autoregressively while the other models the residuals as autoregressive. As such,
they provide quite different estimates of the daily trend. The weekly trend is the same across both
models, with a maximum on Wednesday and minium values on the weekend.
To illustrate the modelling of the autoregressive nature of the residuals a contiguous subset of the
modelled values and residuals was randomly selected, corresponding to observations 1000 to 1200. This
is approximately eight days of measurements. Analysis of the autocovariance of the posterior samples of
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the residuals can be found in the appendix.
The effective degrees of freedom for the intercept, each spline term and the model overall are given in Table
5.6. Note that the intercept has exactly one degree of freedom and that each spline has approximately
one less effective degree of freedom than the number of basis splines; this is due to the constraint that
each spline is centred around zero. The effective number of parameters for this model according to the
DIC is 243.443. The effective number of degrees of freedom for the linear predictor is 230.643 (Table 5.6).
These two estimates of model complexity agree quite well given the degrees of freedom given up by the
constraint on each spline.
Term 2.5% 50% 97.5% Mean SD
Intercept, β0 1.00 1.00 1.00 1.00 0.00
Wind speed and direction 46.54 47.01 47.41 47.00 0.22
Solar radiation 6.93 6.97 6.99 6.97 0.01
Annual and daily trend 31.39 32.42 33.51 32.42 0.55
Weekly trend 6.00 6.00 6.00 6.00 0.00
Temperature and wind direction 38.14 40.55 43.28 40.59 1.37
Traffic and wind direction 48.30 50.12 51.99 50.15 0.96
Relative humidity and wind direction 44.22 46.44 48.92 46.52 1.18
Total for entire model 227.18 230.66 233.91 230.64 1.68
Table 5.6: Effective degrees of freedom summary statistics
As described in Section 5.1.7, estimates of forecast values are obtained by modelling the observed values,
modelling the future value based on measured meteorological measurements (in reality, weather forecasts
are available instead of observed values) and adding the autocorrelated noise based on the estimates of φ.
The modelled values (for both the observed and future values) are conditioned on φ and so any inference
performed on the forecasting must be done on Xβ + ε rather than the linear predictor Xβ.
5.4 Conclusion
This paper presents a regression method which combines semi-parametric regression, in the form of
penalised splines, and a GLM with autoregressive residuals.
It was shown in the simulation case study of section 5.3.1 that the method described is capable of
approximating the underlying smooth functions used to generate the data as well as the autoregressive
noise which was added. The resulting smooth reproduced the underlying 2D function without the
oscillations which characterise the use of B-splines with many basis functions and a small amount (e.g.
none) of smoothing (Eilers and Marx 2010).
In section 5.3.2 the modelling methodology was applied to some real data from Helsinki to infer the
temporal trends and the effects of various meteorological and physical phenomenon on ultrafine PNC.
The resulting fits were consistent with previous studies of ultrafine PNC in Helsinki (Clifford et al. 2011a,
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Mølgaard et al. 2012) but provided fitted smooth functions which do not exhibit the oscillations typical
of the use of a Fourier series basis.
Despite the models here having a basis size of more than 200 and a number of smoothing parameters and
AR parameters, convergence is fast due to the use of the Gibbs sampler and the sum to zero constraint
which ensures identifiability. The first 200 samples were discarded for each block of model fitting and the
2000 samples used for posterior inference came from stable chains, yielding normal posterior densities
(e.g. Figure 5.11a).
By converting the univariate spline bases of the local meteorological covariates (traffic count, temperature,
wind speed and relative humidity) to a tensor basis of wind direction and the those covariates the DIC
was reduced from 13023 to 12404, indicating that the effect of these covariates is dependent on wind
direction. This analysis was absent from Clifford et al. (2011a) and the move to a penalised B-spline
basis improved the flexibility of the model over that described by Mølgaard et al. (2012). Fitting a model
with the univariate bases and tensor bases for the covariates did not provide a qualitatively different fit
and merely inflated the DIC.
The concurrent modelling of the residuals showed a high level of autocorrelation in the residuals at lag
1. The value of the autocorrelation parameters at lags 24 and 168 is small but non-zero and these
lags correspond to modelling the variation in the residuals which is left after modelling the daily and
weekly trends. Modelling this autocorrelation reduced the magnitude of the posterior covariance of the
residuals.
Modelling with penalised splines captured the smooth temporal trends and the autoregressive model
for the residuals explained the residual non-smooth variation. By combining these in the same model,
rather than doing it in two steps, the MCMC sampler can trade the smooth trend and rough residuals
off against each other; the posterior density for β contains X∗ = (1− φ(L)) X and the posterior for φ
contains E = (y −Xβ) (1, L, L2, . . . , Lp). Fitting this model in a two-step process (i.e. modelling the
autocorrelation in the residuals post hoc) would not allow this trade-off.
With respect to the methodology outlined in Section 5.1, the number of knots for each spline is fixed rather
than allowing the number of knots in the splines to vary and using a reversible jump MCMC method
(Biller 1998). The advice of Eilers and Marx (2010) is to use a large number of knots, perhaps more
than is “necessary”, and to allow the smoothing penalty to control how wiggly the resulting smooth fit
is. Ruppert et al. (2003) and Wand (2003) suggest choosing the number of knots for a univariate spline
as min(n/4, 35) (for n the number of unique values the covariate takes) to ensure that the non-linear
features are captured. The equivalent degrees of freedom for the spline will generally be substantially
lower than the number of basis splines used. As such, pD will typically not increase as more knots are
used, because the DIC (and pD) are calculated from the deviance (which stabilises as the basis size is
increased).
Modelling with tensor products of splines allows the investigation of the interaction of two covariates
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which may have non-linear effects and non-linear interactions without specifying a particular functional
form, which may often be no better than a subjective guess.
Adding random effects to a GLM converts it to a Generalised Linear Mixed Model. By analogy, random
effects can be added to a GAM to form a Generalised Additive Mixed Model (GAMM) (Lin and Zhang
1999). A mixed effect spline can be formed by taking the tensor product of a univariate (or higher
dimension) spline with an identity matrix representing the different groups for the mixed effect. As the
basis vectors stay the same across mixed effect groups, there is no need to include multiple copies of the
basis. It is desirable to come up with a way to pass an argument to the model setup which allows the
reuse of basis functions, similar to the by= argument in the R package mgcv Wood (2011). This would
be a computational improvement over forming the tensor product of a spline and factor term.
The method presented here provides flexible fitting of covariates which may have non-linear effects.
The focus has been on temporal trends using cyclic B-spline basis functions with smoothing penalties
to ensure there are no spurious oscillations. The anticipated autocorrelation of the residuals has been
explicitly modelled to account for much of the temporal variation that remains after removing smooth
trends.
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5.5 Full conditional distributions of parameters of interest
Full conditionals for Gibbs sampling the regression coefficients, model variance and autoregression pa-
rameters are
(
β
∣∣ y, σ2,φ,λ) ∼MVN (Λβ (A0β0 + X∗Ty∗) , σ2Λβ)(
σ2
∣∣ y,β,φ,λ) ∼Γ−1(n− p+ v0 + k2 , δ0 + Qβ + ‖y∗ −X∗β‖
2
2
2
)
(
φ
∣∣ y,β, σ2,λ) ∼MVN (Λφ (Φ0φ0 + σ−2ETε) ,Λφ)
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where
Λβ =
(
A0 + X∗TX∗
)−1
Qβ =
(
β − β0
)T A0 (β − β0)
Λφ =
(
Φ0 + σ−2ETE
)−1
A−10 =

λ1K1 0 · · · 0
0 λ2K2 · · · 0
...
... . . .
...
0 0 · · · λMKM

E =
[
ε
∣∣ Lε ∣∣ L2ε ∣∣ · · · ∣∣ Lpε]
X∗ = (1− φ(L)) X
y∗ = (1− φ(L))y
The full conditional for each of the smoothing parameters for the univariate smooths are, with a prior of
Γ (1, b), are
p
(
λ
∣∣ y,β,φ, σ2) ∝ Γ(λ ∣∣∣∣ d2 + 1, b+ 12βTKβ
)
and for bivariate smooths built from univariate smooths with parameters λ1 and λ2 a Metropolis sample
is generated for the density
p
(
λ1, λ2
∣∣ y,β, σ2,φ) ∝√det (λ1P1 + λ2P2) (λ1λ2)a−1 × e− 12βT (λ1P1+λ2P2)βe−b(λ1+λ2)
where the β are the coefficients for the relevant spline. The relevant block in A−10 for the bivariate spline
is λ1P1 + λ2P2 where the P matrices are the Kronecker products from (5.5).
5.6 Addendum
The chapter presented here differs slightly from the paper submitted (and accepted, subject to revision)
to Computational Statistics and Data Analysis. Section 5.5 has been added at the request of one of the
examiners so that the entire MCMC sampling scheme is described in one place. The MATLAB code for
calculating the B-spline basis functions is now included in Section 5.1.2 to aid the understanding of (5.2).
Some rewriting of Section 5.1.1 has occurred to express the Generalised Additive Model in a more familiar
way. Equation 5.9 has been added to demonstrate the block diagonal nature of the prior precision matrix
for the spline coefficients.
CHAPTER 5. BAYESIAN GENERALISED ADDITIVE MODELS WITH AUTOREGRESSIVE
ERRORS 108
0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2
0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2
0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2
0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2
0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2 0
0.5
1
0
0.5
1
0
0.5
1
x1
x2
Figure 5.2: Tensor product of two B-splines. x1 is modelled with four second order B-splines, x2 with
five second order B-splines; the tensor product thus has 20 basis elements. Shading is according to the
value of the joint basis. Each image represents a 2D basis spline in the joint basis as a matrix, the spline
basis matrix will consist of these matrices reshaped as column vectors.
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Figure 5.3: Directed acyclic graph of the model in 5.7 with priors 5.8, 5.3, 5.4 and 5.5.
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Figure 5.4: Autocorrelation function of ultrafine PNC in Helsinki for the data described in Section
5.2.2. Local maxima occurring at lags which are multiples of 24 correspond to a daily trend relationship,
multiples of 168 to a weekly relationship. The maximum lag here corresponds to four weeks. The dashed
lines represent the 5% significance level.
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Figure 5.5: Marginal effects of splines (solid), 95% credible interval (dashed) and the true values from
the simulated data (dots).
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Figure 5.7: Trace and density plots for MCMC samples of smoothing parameters for simulated data.
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Figure 5.8: Comparison of contours of the simulated 2D covariate from 5.22 and the fitted 2D spline.
Observed locations of x and y are plotted as points. The 2.5% quantile is represented with long grey
dashes, the 97.5% quantile is represented with short grey dashes.
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Figure 5.11: Density plots of β0, σ, temporal trends and meteorological covariate effects. 95% credible
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Abstract
In environmental monitoring, the ability to obtain high quality data across space and time is often limited
by the cost of purchasing, deploying and maintaining a large collection of equipment and the employment
of personnel to perform these tasks. An ideal design for a monitoring campaign would be dense enough
in time to capture short-range variation at each site, long enough in time to examine trends at each site
and all sites, and dense enough in space to allow modelling of the relationship between the means at each
of the sites.
This paper outlines a methodology for semi-parametric spatio-temporal modelling of data which is
dense in time but sparse in space, obtained from a split panel design. The data are hourly averaged
particle number concentration (PNC) and were collected, as part of the International Laboratory for
Air Quality and Health’s Ultrafine Particles from Traffic Emissions and Children’s Health (UPTECH)
project, according to a split panel design. Two weeks of continuous measurements were taken at each of
a number of government primary schools in the Brisbane Metropolitan Area. The monitoring equipment
was taken to each school sequentially. The school data are augmented by data from long term monitoring
stations at three locations in Brisbane, Australia.
Fitting the model results in quantification of the spatial and temporal variability at a subset of the
UPTECH schools and the long-term monitoring sites. The temporal variation is modelled hierarchically
with a penalised random walk term common to all sites and a similar term accounting for the remaining
temporal trend at each site. The modelling of temporal trends requires an acknowledgement that the
observations are correlated rather than independent. Parameter estimates and their uncertainty are
computed in a computationally efficient approximate Bayesian inference environment, R-INLA. The
model developed here will later be applied to the full UPTECH data set.
The temporal model explains the daily and weekly trends at each of the sites. Peaks in PNC at each of
the sites are attributed to morning and afternoon peak hour traffic and midday new particle formation
events. The spatial model accounts for both the large scale spatial variation around a city-wide mean as
well as the spatial variation within each of the UPTECH schools.
6.1 Introduction
The collection of environmental monitoring data for spatial, temporal and spatio-temporal analysis
requires that measurements be taken at multiple sites according to some form of panel design. The
number of sites and length of the measurement campaign at each site will be limited by such factors as
cost of equipment and availability of trained staff to deploy, operate and maintain the equipment. The
competing goals of quantifying spatial variation with short measurement campaigns at many sites and
temporal variation with long campaigns at few sites can be achieved with the split panel design (Dobbie
and Henderson 2008). The split panel design comprises a small number of locations where measurements
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are continuous and many locations where measurements are obtained for a short time before moving on
to the next site.
The data were collected as part of the “Ultrafine Particles from Traffic Emissions and Children’s Health”
(UPTECH) project1. The UPTECH project’s main hypothesis is that variation in respiratory, inflam-
mation and endothelial (pertaining to the cell wall of the lymphatic and blood vessels) health outcomes
in school children (aged 8-11 years) is associated with variation in exposure to ultrafine particles after
accounting for the effect of various demographic factors, health history and other air pollutants.
The school environment has been found to be a major contributor to exposure to air pollutants such
as nitrous oxides, sulphur dioxide, ozone and PM10 (Mejía et al. 2011). By number, a majority of the
particles in outdoor, ambient air in Brisbane are in the ultrafine size range (diameter less than 100nm)
and are generated by traffic (Morawska et al. 1998). While it is known that exposure to traffic-generated
air pollution has negative health effects Health Effects Institute (2010) there has been no major study
into the health effects of ultrafine particles on school children at school. The exposure of school children
to ultrafine particles from traffic can thus be quantified by measuring PNC at schools and long term
monitoring stations in the Brisbane Metropolitan Area, estimating PNC as a function of space and time
and integrating this spatio-temporal function along the paths in space-time along which school children
travel.
The aim of this paper is to develop a hierarchical regression model for flexibly fitting particle number
concentration (PNC) measured according to a split panel design. The modelling goals are to describe
the regional temporal trends common to all sites, the site-specific temporal trends and the mean level of
PNC in primary schools in the Brisbane Metropolitan Area. The developed model will be used in future
work to quantify school childrens’ exposure to ultrafine particles.
The model was developed and fit in R-INLA (Rue and Martino 2010), an R package for approximate
Bayesian inference. The R-INLA package uses the Integrated, Nested Laplace Approximation (INLA) to
represent the terms in a latent Gaussian model (a general class of models which includes the Generalised
Linear Model, Generalised Additive Model, Generalised Linear Mixed Model, and Generalised Additive
Mixed Model and their extensions) as a Gaussian Markov Random Field (GMRF) (Rue et al. 2009). The
R-INLA approach allows for fast computation of complex models as it incorporates a Newton solver to
find the maximum of the posterior density rather than sampling as in MCMC methods.
The model developed in this paper develops custom prior precision matrices to enforce smoothness in the
estimates of the cyclic daily-weekly trend with a smoothness penalty matrix rather than in the likelihood.
The smoothness penalty approach minimises the difference between observations an hour apart and those
a day apart without requiring the specification of a non-parametric spline basis or parametric Fourier
series basis. This modelling approach allows the borrowing of strength across the small number of
observations at each of the short-term monitoring locations in the split panel design by focussing on the
relationship between observations rather than basis elements.
1http://www.ilaqh.qut.edu.au/Misc/UPTECH%20Home.htm
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The spatial variation is modelled with a spatial random effect based on a stochastic partial differential
equation (SPDE) representation of the GMRF approximation to a Gaussian process (Lindgren et al.
2011). The SPDE approach involves discretising the study domain with an unstructured triangular mesh
with a finite element basis. The solution to the SPDE is a GMRF with a Matérn class covariance
function.
The resulting model is a complex, sparse GMRF which includes terms for the hierarchical temporal trends
and a sparse spatial random effect.
To achieve the aim of this paper, the following questions will be addressed. In terms of the spatial
modeling:
1. is the background level the same across all sites?
2. is there a difference in background level for each location within each site?
Regarding quantification of the daily and weekly trends at each school and long-term monitoring station
in the split panel design:
3. do the trends differ from site to site?
4. can we avoid enforcing a particular form of the trends but still obtain smooth estimates that sensibly
describe the temporal variation?
In terms of the modelling approach, a spatio-temporal model for split panel design data fit in an
approximate inference package:
5. what is gained by modelling the trends at each site hierarchically?
6. how can we ensure convergence in such a complex model?
6.2 Material and methods
6.2.1 Data
The UPTECH study involves the short-term measurement of PNC at each of 25 of primary schools in the
Brisbane Metropolitan Area and three long-term monitoring stations. To perform the spatio-temporal
modelling in this paper, data from the first ten schools are used (Figure 6.1), which gives an adequate
number of sites to illustrate the set up and use of the model prior to the completion of the validation and
collation of all data from the project. Measurement of PNC in the UPTECH project was subject to a
split panel design, where the two week measurement campaigns at each school were augmented by long
term monitoring (Table 6.1).
The long-term monitoring stations within Brisbane are situated at: Woolloongabba, an inner suburban
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Figure 6.1: Schools 1 to 10 and long term air quality monitoring stations.
area near a number of main roads; Rocklea, a semi-rural environment near an industrial park; and
Brisbane CBD, close to the Brisbane River and an expressway. The Brisbane CBD station is maintained
by the International Laboratory for Air Quality and Health (ILAQH) at QUT; the stations at Rock-
lea and Woolloongabba are maintained by the Queensland Department of Environment and Resource
Management (DERM).
An ideal split panel design has measurements being taken at the long term monitoring stations throughout
the entire project length and no breaks between the monitoring at the short term sites. Due to the timing
of school holidays and the cessation of PNC recording at Rocklea and Woolloongabba by DERM, the
actual duration of measurements differs from this ideal design. The monitoring at QUT continued for
the duration of the UPTECH campaign.
PNC was recorded at each site with Condensation Particle Counters (CPCs), devices which saturate a
sample of air with a vapour (commonly water or butanol) and then count the number of droplets with
a light scattering technique (Cheng 1993). CPC models used for measurement were the TSI 3781 and
3787. The model 3781 can detect particles in the range 6 to 3000 nm; the 3787 can detect particles from
5 nm to 3000 nm. Three CPCs were deployed at each school in order to characterise school-scale spatial
variation. The CPCs at the schools were labelled “A”, “B” and “C” based on their position. As often
as possible, CPC “A” was located such that it was immediately downwind of the largest road near the
school in order to capture the highest PNC that was likely present at the school. CPC “C” was located
far away from “A” in the downwind direction to capture the background levels at the school, away from
the largest road. CPC “B” was located in the middle of the school but not necessarily colinear with
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Site Prevailing winds Features Start End
1 E to NE Arterial road 15/11/10 28/11/10
2 E Arterial road 18/10/10 31/10/10
3 NE to E River 1/11/10 14/11/10
4 All but W to NW Industrial and airport 28/2/11 13/3/11
5 SW to SE Arterial road 21/3/11 3/4/11
6 S to W Semi-rural, arterial road 16/5/11 29/5/11
7 S to W Elevated freeway 30/5/11 12/6/11
8 SW to W Industrial 14/6/11 24/6/11
9 SW to W Open spaces and train line 11/7/11 24/7/11
10 S to SW Train lines and arterial road 25/7/11 7/8/11
11 S to SE Arterial road 1/1/09 31/8/10
12 S to W, NE Industrial 1/1/09 31/8/10
13 SW, E CBD, freeway 1/1/09 31/12/09
20/9/10 16/8/11
Table 6.1: Description of each measurement site. Sites 1 to 10 are the first ten schools in the UPTECH
project. The remaining sites are Woolloongabba – 11, Rocklea – 12, Queensland University of Technology
– 13.
the other two CPCs. The “downwind” direction was determined by examining prevailing winds at the
nearest Bureau of Meteorology weather station, averaging the wind speed and direction information for
the planned month of measurement at that school, going back to 2000.
Schools in the UPTECH study were labelled sequentially based on the date of the measurement at that
school (with the exception of the first three schools, which were measured in the order 2, 3, 1). The
first ten schools, therefore, are labelled here 1 to 10 and the monitoring stations are labelled as follows:
Woolloongabba (11), Rocklea (12) and QUT (13). The measurements of PNC from the split panel design
feature 20 months of continuous monitoring at both Woolloongabba and Rocklea. The measurements
at QUT are one calendar year of continuous monitoring and 11 months beginning shortly after the
cessation of monitoring of PNC at Woolloongabba and Rocklea. The second round of monitoring at
QUT was concurrent with the school-based measurements at schools 1 to 10 and continued throughout
the UPTECH project.
The application of this research is the modelling of the spatio-temporal distribution of ultrafine particles
and, ultimately, the estimation of the exposure of school children to these particles. The majority of
outdoor airborne particles in Brisbane are ultrafine particles, typically defined as having a diameter less
than 100 nm, generated by traffic (Morawska et al. 1998). Ultrafine particles are known to have negative
human health effects (Anderson 2009, Health Effects Institute 2010) and the exposure of children to these
particles is a recent topic of interest (Mejía et al. 2011). The cost of monitoring ultrafine particles at
multiple locations motivates the use of a split panel design and the development of a spatio-temporal
model for data collected from such a design allows the estimation of exposure to ultrafine particles.
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6.2.2 Modelling approach
The regression model fit to the data, outlined below, is a Bayesian semi-parametric additive model with
a Normal likelihood for the log of particle number concentration. Temporal trends common to all sites
and specific to each site will be fit. Spatial variation in log PNC will be modelled with spatial random
effect for the mean at each measurement location. These model components will be represented as latent
Gaussian models using Gaussian Markov Random Fields. The hierarchical nature of the model, imposed
by the panel design, arises through the fitting of an all-sites mean, temporal trends common to all sites
and specific to each site and a spatially varying random mean.
Temporal trends in time series data may be modelled with non-parametric scatterplot smoothers such as
splines (Harvey and Koopman 1993), local polynomial regression (Cleveland et al. 1993) or random walk
smoothers (Schrödle et al. 2011). The scatterplot smoothers are able to adapt to local changes in covariate
behaviour and thus model non-linear effects without relying on a particular parametric formulation of
the basis (Hastie and Tibshirani 1990).
The periodicity in these data can be modelled with, among others, splines with periodic basis functions
(Harvey and Koopman 1993) or with a random walk model with a Toeplitz circulant penalty matrix
(Rue and Held 2005). Traditional time series models, such as models based on the approach of Box
and Jenkins (1994), aim to quantify the relationship between observations rather than estimate smooth
temporal trends. These models express the temporal relationship as a linear combination of previous
observations rather than as a smooth trend. Seasonal decomposition by loess (Cleveland et al. 1990)
characterises seasonality in the data with local polynomial regression at a coarse time scale and estimates
a cyclic trend with a smaller span local polynomial regression but the smoothness is only controlled by
the range of the local polynomial.
The temporal trends in the regression will be fit via random walk models penalised with a roughness
penalty (Lang and Brezger 2004, Rue and Held 2005, Rue et al. 2009). This approach allows for smooth,
non-parametric function estimation where the smoothness is controlled through a prior which minimises
the difference between neighbouring values in the random walk model. These are discussed further in
Section 6.2.4.
The Gaussian process is a popular method for Bayesian non-parametric spatial (Banerjee et al. 2008),
temporal (Brahim-Belhouari and Vesin 2001) and spatio-temporal smoothing (Cressie and Huang 1999,
Fox and Dunson 2011). Computation of Gaussian processes, particularly on large data sets, is often
cumbersome and, in MCMC simulation, requires long burn-in periods to achieve convergence due to
the order of the algorithms for operating on dense precision matrices (n3). Computation time can
be significantly reduced by using a Gaussian Markov Random Field approximation to the Gaussian
process (Lindgren et al. 2011). The introduction of a Markovian structure in the Gaussian prior greatly
increases the sparsity of the precision matrix, permitting the use of numerical techniques for sparse matrix
algebra.
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6.2.3 Gaussian Markov Random Fields
Gaussian Markov Random Fields (GMRFs) are a special class of multivariate Normal distributions where
two nodes (in the graph representing the neighbourhood structure) not connected by an edge have
a coprecision (where the coprecision matrix, Q, is the inverse of the covariance matrix, Σ) which is
identically zero and are thus conditionally independent (Rue and Held 2005). GMRFs provide a means of
fitting latent Gaussian models, a flexible class of models for statistical inference. An example of GMRFs
in statistical inference is the Conditional Autoregressive (CAR) model (Besag 1974) whose neighbourhood
matrix is defined by some spatial criterion such as common boundaries of regions, a distance threshold
or the nearest few neighbours.
The likelihood for the GMRF with n vertices θ having mean µ ∈ Rn×1 and precision matrix Q ∈ Rn×n
is
pi(θ) = |Q|
1/2
(2pi)n/2 exp
(
−12 (θ − µ)
T Q (θ − µ)
)
. (6.1)
As the GMRF is a special case of the Normal distribution, the GMRF is a conjugate prior for GMRFs
and the more general Multivariate Normal distribution (also known as a Gaussian Random Field or
GRF). The formulation of the regression model as a GMRF rather than a more general GRF with dense
precision matrices for each latent model term allows fast computation with the Laplace approximation
method (see section 6.3.3).
6.2.4 Random walk penalties
The B-spline smoothness penalty of Eilers and Marx (1996) can be formulated as a random walk penalty
prior (Lang and Brezger 2004). The prior is a multivariate Normal,
pi (θ|τ) ∝ τ (n−k)/2 exp
(
−τ2θ
TKθ
)
≡MVN (0n,Q = τK) (6.2)
where τ has a non-diffuse prior, e.g. τ ∼ Γ(1, 0.0005), to ensure that the improper posterior (due to
the rank deficiency of Q) is proper (Hobert and Casella 1996), n is the number of basis elements and
the penalty matrix, K, corresponds to a discretised differential operator of order k whose value at the
coefficients is to be minimised. Lang and Brezger applied the smoothing penalty to the coefficients of a
B-spline basis but the difference penalty prior can be used as a random walk prior on the values of the
covariates themselves (see Rue and Held 2005, Chapter 3).
For τ = 0 in Equation 6.2 we have the case where no smoothing has occurred, so the random walk
is equivalent in its formulation to an assumption of independence of neighbouring covariate values. As
τ increases, the non-parametric function estimate becomes smoother with the limiting case that the
marginal posterior approaches a constant as τ → ∞. To make the prior proper, a small value (e.g.
0.00001) is added to the diagonal elements of K in order to ensure that it is invertible without significantly
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affecting the other properties of Q.
It is possible to define periodic versions of the random walk model where the minimum and maximum
covariate values are considered neighbours; these cyclic random walks are explored in the next section.
First and second order penalty matrices and their cyclic counterparts are shown in Figure 6.2.
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Figure 6.2: Penalty matrices, K, for random walk models on equally spaced values on a line. (a) rw1,
(b) rw2, (c) rw1c, (d) rw2c.
6.3 Model
It has been shown that PNC in Brisbane exhibits daily and weekly trends (Morawska et al. 2002a, Mejía
et al. 2007) and accounting for these trends will form the basis of the temporal aspect of the model. PNC
in Brisbane is also spatially variable (Mejía et al. 2008) and any model which features measurement at
multiple locations should account for possible spatial variation.
This section describes the development and fitting of the spatial and temporal components of the
model
log yij =β0 + β1j + fj
(
hourij ,day of weekij
)
+ fyear (day of yeari) + εij (6.3)
εij ∼N
(
0, σ2
)
(6.4)
where fj(·, ·) represents the temporal trends at site j and may be additive functions of the hour of the
day and day of the week or some joint, non-separable function to be estimated. In a similar manner,
fyear (day of year)i is an annual trend which is to be estimated via non-parametric techniques. The annual
trend is required to deal with the confounding of the spatial and temporal variation due to the split panel
design. Here β0 is the overall mean across all sites, with an uninformative normal prior, and β1j is the
mean at site j, modelled with the spatial random effect described in Section 6.3.2.
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6.3.1 Temporal trends
To fit temporal trends, the hour of the day, day of the week and day of the year are derived from the
time stamps of the PNC measurements. Each of these temporal covariates have a periodic nature which
must be accounted for in the GMRF’s graph and precision matrix.
As there are only seven days of the week there are not enough degrees of freedom to adequately model
the weekly trend with a spline, cyclic polynomial or sum of sinusoidal functions. Each day of the week is
modelled as a vertex in a GMRF and the weekly trend smoothed by choosing a random walk prior.
To calculate the daily trend, each hour of the day is treated as a vertex in a GMRF prior. The precision
matrix for the GMRF is constructed as a Toeplitz circulant difference penalty matrix to account for the
periodicity. First and second order random walk precision matrices for such a term can be found in
Figures 6.2c and 6.2d.
The daily trend may vary with weekday based on local traffic patterns. As such, it is appropriate to
construct a covariate which represents the hour of the week, being equal to 24 (dayofweek − 1)+hrs where
hrs is the hour of the day, from 1 to 24 and dayofweek is a numerical coding of the day of the week (with
Sunday corresponding to 1).
An appropriate precision matrix for this joint daily and weekly trend is the Kronecker product of the
hour of the day difference penalty matrix and the day of the week penalty matrix (Figure 6.3) (Marx and
Eilers 2005). A second order penalty for hour of the day will yield smooth estimates of the daily trend
and a first order penalty for day of the week assumes that while there is day to day to day variation the
mean level on a Thursday is only related to the concentration on the previous Tuesday through the mean
on the Wednesday.
The above precision matrix will be used to model the joint daily and weekly trend at each site as well as
a term for all sites, representing the average daily and weekly trend across all of the Metropolitan School
District. The hour of the week at each site is treated separately in INLA by replicating the hour of the
week as a new column in the data frame for each site. This allows the fitting of two latent models for
the same covariate. For the replicated hour of the week covariate for each site, the entries in rows not
corresponding to that site are set to “NA”. This ensures that only observations from that site contribute
to the hour of the week term for that site. All of these hour of the week terms are subject to a sum to
zero constraint.
By calculating a daily-weekly trend common to all sites, the site-specific daily-weekly trend represents
the deviation from the common trend at that site. The daily-weekly trend at each site can be recovered
by computing a linear combination of the posterior estimates of the all-sites daily-weekly trend and the
site-specific daily-weekly trend. The linear combination is not simply the post hoc sum of the posteriors,
as the all-sites and site-specific trends may not be conditionally independent.
The weekly trend at each site can be recovered by forming a linear combination of the 168 elements of the
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Figure 6.3: Precision matrix for joint model of daily and weekly trends, a Kronecker product of rw2c
precision matrices for each of hour of the day and day of the week.
daily-weekly trend at each site, itself a linear combination, such that the average for each day (Sunday,
1, to Saturday, 7) is the weighted sum of the 24 values corresponding to the hours of the week falling
on that day in both the all-sites and site-specific daily-weekly trend. Details of the calculation of linear
combinations can be found in Appendix 6.A.2.
A random walk model (or ar1 autoregressive term) could be used to fit the annual trend for all sites,
fyear (dayofyear) , but with 366 unique values of day of the year it would result in a non-smooth estimate
of the short-term evolution of the daily mean rather than a smoothed annual trend. Instead, the fairly
general “z” latent model class is used with a custom basis matrix of a cyclic Bezier spline (B-spline) basis
(Figure 6.4) (de Boor 1978). The vectors of the basis matrix are then explicitly centred about zero by
subtracting the mean of the basis function defined over the values (1, 365) from each vector. This ensures
that there is no identifiability problem with the full rank of the B-spline basis.
The basis matrix chosen here is constructed with cubic B-splines from a recursive algorithm (see Eilers
and Marx 1996, appendix) defined over a grid of ten knots, yielding seven cubic B-spline basis vectors.
The coefficients of the cyclic B-spline basis matrix are constrained to sum to zero and assigned a weakly
informative Gaussian prior. The precision parameter for that prior is assigned a Gamma prior
(θZ | τZ) ∼MVN (0, τZI)
τZ ∼Γ (1, 0.00005) .
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Figure 6.4: Seven zero mean periodic cubic B-spline basis functions for estimating a smooth function
of day of the year
6.3.2 Spatial random effect
The spatial variation in the data may be modelled by assuming that each measurement site has its own
mean level. The mean at each site may be related to the means at other sites; in particular, the means
of nearby sites may be highly correlated. To model this spatial variation, a structured spatial random
effect is specified which takes into account the different mean at each site and the relationship between
sites through the use of a stochastic partial differential equation.
Lindgren et al. (2011) provide a latent model for fitting a continuous spatial random effect in R-INLA.
This approach discretises a domain with an unstructured triangular mesh and generates a finite element
basis from this mesh. The locations of the vertices in the mesh are labelled and a Matérn class covariance
function
Cov (θi,θj) =
1
τ2ν−1Γ(ν) (κ ‖θi − θj‖)
ν
Kν (κ ‖θi − θj‖) (6.5)
is used to model the covariance between the values at these vertices. The hyperparameters of the Matérn
covariance function are the range parameter,
√
8/κ, and precision parameter, τ . The order of the Bessel
function of the second kind, ν, controls the differentiability of the resulting posterior surface of the spatial
random effect.
The particular Matérn covariance function is the solution to a stochastic partial differential equation
(SPDE) which characterises the spatial relationship and is defined over the domain of the measurement
locations and mesh locations. The hyperparameters of the Matérn covariance function are computed as
part of the posterior GMRF.
The stochastic PDE approach with GMRFs here represents an approximation to a Gaussian process (GP)
with a Matérn covariance function. The GP approach considers the covariance between all pairs of points
and results in a very dense precision matrix. The SPDE/GMRF approach significantly increases the
sparsity of the precision matrix, admitting the use of computational methods for sparse matrices.
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Fitting this latent model returns values at the mesh locations. Linear interpolation within each mesh
triangle is performed in order to project the spatial random effect on to a lattice for visualisation.
6.3.3 Formulation for R-INLA
The regression model is a semi-parametric regression involving the use of random walk models and other
terms which are represented as GMRFs. In this subsection, the representation of each latent Gaussian
model term in the regression equation (6.4) is described and the relevant code provided.
The data frame containing the data to be fit is named aq.all. The following variables are included in
the data frame:
• CPC – PNC as recorded by Condensation Particle Counter
• dayno – day of the year (1 to 365)
• hrofday – hour of the day (1 to 24)
• hrofweek – hour of the week (1, Sunday, to 7, Saturday)
• lat – latitude of observation location
• long – longitude of observation location
• idx – spatial random effect index, defined by inla.mesh.create()
Code for specific tasks can be found in the appendix.
Computation
The R library R-INLA (Rue and Martino 2010) uses GMRFs to perform approximate inference on the
more general Gaussian Random Fields, where the Markov assumption simplifies calculation (Rue et al.
2009, Lindgren et al. 2011). The integrated, nested Laplace approximation (Skene and Wakefield 1990)
is calculated with a Newton solver where the mean is approximated by the mode (θ∗ such that pi(θ∗) is
a local maximum) and the precision is approximated with the Hessian at the mode (Q ≈ −H|θ∗ , where
H is the Hessian matrix) of the posterior density.
To ensure the convergence of the Newton method solver, a successive series of starting values is obtained by
using the Gaussian approximation and Empirical Bayes approach to the INLA computation, starting with
an assumption of near-independence in the GMRF and gradually reintroduce the Markovian property.
This is done by passing the following arguments to inla()
control.inla = list(diagonal=1e04,
strategy="gaussian", int.strategy="eb")
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control.mode = list(result=starting.value, restart = TRUE)
The diagonal value is then sequentially reduced by an order of magnitude or two each time, taking
the previous solution as starting.value. This sequential reduction gradually reintroduces the Markov
assumption, using the previous parameter estimates as a starting point for the Newton solver. Once the
starting values have been computed with a low diagonal amount (e.g. 1e-5) the solution for inference
is computed with Laplace, rather than Gaussian, approximations with
r1 <- inla(...,
control.mode=list(result=starting.value, restart=TRUE),
control.compute=list(dic=T,mlik=T) )
where ... here represent the usual data= and formula= options and any additional arguments.
For each observation, R-INLA calculates the mean, median, standard deviation, 95% credible interval and
Kullback-Leibler divergence (KLD) for all parameters and fitted values corresponding to an observation.
These values may be used in posterior predictive checks to ensure that the resulting model describes the
data in a sensible manner.
Temporal trends
The annual trend is defined with a cyclic, cubic B-spline basis of ten knots, centred about zero. This
basis matrix is used within the general latent model class, z, which requires the passing of a basis matrix
Z.
The joint daily-weekly trend is defined by deriving the new hour of the week variable as in Section 6.3.1.
A latent Gaussian model of the class generic0 is set up, with a precision matrix, Q.hrofweek, which is
the Kronecker product of the precision matrices for the hour of the day trend (Figure 6.2d, 24× 24) and
day of the week trend (as in Figure 6.2c but of size 7× 7).
To model the joint daily-weekly trend at each site, the hour of the week variable is replicated for as many
schools and long-term monitoring sites there are. For each row in aq.all, the values of the replicated
hour of the week is set to NA for all replicated columns other than the one corresponding to the site at
which that observation was measured. In this way, for each observation, there will be a non-NA value of
hrofweek, corresponding to the daily-weekly trend for all sites, and hrofweek.i for i the location index,
corresponding to the daily-weekly trend at school/station i.
Spatial random effect
The triangular mesh over which the spatial random effect is fit is created by calling inla.mesh.create
and passing the longitude and latitude of the observation locations. To ensure that the mesh is not too
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coarse in the regions with no observations, a maximum edge length of 0.1 degree is set. Once the mesh is
defined, the indices for the mesh nodes at the observation locations are added to the data frame.
Function call
The precision matrix from the previous section for the joint daily-weekly trend is reused in the latent
model specification for the joint daily-weekly trend at each site.
model.hrofweek <- CPC ~
f(hrofweek, model="generic0",
Cmatrix=Q.hrofweek, constr=T, diagonal=1e-3) +
f(hrofweek.1, model="generic0",
Cmatrix=Q.hrofweek, constr=T, diagonal=1e-3) +
f(hrofweek.2, model="generic0",
Cmatrix=Q.hrofweek, constr=T, diagonal=1e-3) + ...
f(hrofweek.13, model="generic0",
Cmatrix=Q.hrofweek,constr=T,diagonal=1e-3) +
f(idx,model=uptech.spde) +
f(dayno,model="z",Z=dayno.Z,constr=T,diagonal=1e-3)
6.4 Results and discussion
Computation was performed on four nodes of QUT’s Lyra supercomputer, an SGI Altix XE cluster. The
run time for all computation, including the successive obtaining of starting estimates, was one hour.
The regression terms, represented by GMRFs, are all centred around zero to ensure identifiability. The
constant term, β0, representing the mean (and median) of the log PNC across the domain of the study, is
8.796 and has a 95% credible interval of (8.671, 8.921). Inverting the log transformation yields a median
of 6608 particles per cubic centimetre and a 95% credible interval of (5831, 7488).
The median, rather than mean, and 95% CI for the transformed constant are reported because PNC is
approximately log-normally distributed (Figure 6.5).
6.4.1 Spatial random effect
The spatial random effect (Figure 6.7a) at the measurement locations (Figure 6.6) indicates that there is a
significant amount of spatial variation in the mean level of PNC in the Brisbane Metropolitan Area.
School 1 (indices 1 to 3) is located in a Bayside suburb where the removal of particles by sea breezes is
a major contributor to the PNC levels.
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Figure 6.5: Whisker plot of log PNC at each of the 13 measurement sites. Sites 1 to 10 are the ten
schools, shown in order of CPC A, B and C within each school. Thin horizontal lines represent the mean;
thick vertical lines represent the 95% confidence interval of the median; thin vertical lines join the first
and third quartiles to the most extreme observation which is no further than 1.5 inter-quartile ranges
from the median, as in a boxplot.
Schools 2 to 10 typically have a spatial random effect which does not contain zero in its 95% CI, the
exception being school 5. Additionally, the spatial effect is such that the first within-school location of
each group (corresponding to placement nearest the nearest major road) of three is higher than the other
two. The placement at school 4, 7 and 9 has the third CPC nearest the major road, explaining why their
estimates generally increase with spatial index.
The standard deviation of the spatial random effect (Figure 6.7b) is smallest at the observation sites
(Figure 6.8a), particularly at the long term monitoring stations, and is highest a few hundredths of a
degree about the observation location. The range of the fitted SPDE (the distance at which spatial
correlation is approximately 0.1) is approximately 0.005 degrees (550 m), which covers the school scale
spatial variation but not the distance between any two schools or monitoring sites (the minimum value
of such a distance is 0.017 degrees, or 1.9 km).
Because the analysis only makes use of data from ten of the 25 UPTECH schools, quite a sparse set of
observation locations, the range of the spatial random effect mostly covers the within-school variation
rather than the inter-site spatial variation (Figure 6.7a).
For the ten schools and three long term monitoring stations, the short-range (school scale) spatial
relationship will be better quantified than the long range spatial variation (between schools). At the
end of the UPTECH study there will be data from 25 schools and the three long term monitoring
stations, allowing for better characterisation of spatial trends.
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Figure 6.6: Domain of interest for the spatio-temporal model of ultrafine PNC. A triangular mesh is
defined within a boundary which contains within it all of the observation locations.
6.4.2 Temporal trends
After accounting for the mean weekly trend across all sites (Figure 6.9, first subplot), the remaining
weekly trends at each site differ substantially. The mean daily trend displays peaks during the morning,
around midday and a smaller peak in the afternoon. These peaks correspond, respectively, to the morning
commute (6-9am), daytime new particle formation events from photochemical reactions (Cheung et al.
2011, 2012) and the afternoon commute (3-6pm). The remaining subplots in Figure 6.9 show the daily-
weekly trend at schools 1 to 10, Woolloongabba (11), Rocklea (12) and QUT (13).
Urban traffic is the source of approximately 80% of the number of primary particles in Brisbane. The
deviation at any site from the all-site trend, especially in the morning and afternoon, are likely due to
differences in traffic patterns. Schools 1 and 3 have a morning and evening peak which is more pronounced
than the mean daily-weekly trend.
The peak occurring around midday coincides with maximum insolation, a suspected precursor for new
particle formation, or “nucleation” events (Cheung et al. 2012). Nucleation events are typified by a large
burst of particles with a diameter smaller than about 25nm, the so-called “nucleation mode” (Dal Maso
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Figure 6.7: Summary statistics of the spatial random effect projected on to a lattice inside the boundary
of the SPDE mesh.
et al. 2007). The particles in this mode then coagulate, leading to an increase in the count median
diameter of the size distribution of particles.
The midday peak is higher than the all-sites value at schools 2, 3 and 4 and QUT (13) and is lower at 7,
8, 9 and 10. Solar radiation levels vary seasonally, and while the annual trend shows that PNC is highest
in Winter (Figure 6.11), when schools 7 to 10 were measured, the annual trend does not explicitly model
the effect of sunlight. Mejía and Morawska (2009) found that a majority of particle formation events in
Brisbane occur in Summer and Winter, predominantly during daytime hours. While it is suspected that
solar radiation plays a role in new particle formation, the frequency of new particle formation events at
the Port of Brisbane, an industrial site near the Brisbane Airport in the city’s North-East, was found
to not be dependent on differences in solar radiation between summer and winter. The prevailing winds
during school hours in October to November at Brisbane Airport are East to North-East. Schools 2, 3 and
4 are all therefore downwind of the Brisbane Airport and Port of Brisbane (and have similar prevailing
wind patterns). At the QUT site, Cheung et al. (2012) found that peaks in PNC were associated with
high solar radiation levels and a North-Easterly wind blowing from the airport and port. The midday
peak at QUT is thus suggestive of transport associated with new particle formation.
School 7 exhibits an evening peak hour level which is quite high compared to the mean daily-weekly
trend. This is also noticeable at QUT (13) and Woolloongabba (11). The daily-weekly trend at school
7 is very similar to the trend at Woolloongabba, with the exception of the evening peak. These three
measurement locations are located fairly close together in the South-East Motorway corridor. The SE
Motorway is the major road from Brisbane’s CBD to the South-East. The mean level of school 7’s spatial
random effect mean (Figure 6.8b) is highest among measurement locations, indicating that the air quality
around this school in the evenings (particularly Friday and Saturday) is among the poorest in the study
area.
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Figure 6.8: Summary statistics of posterior marginals of the spatial random effect. (a) Posterior
standard deviation. (b) Posterior mean and CI at each of the school locations and long term monitoring
stations.
The PNC at school 10 does not vary much in the daily-weekly trend. The variation that is present
includes a morning peak around 7-8am and a trough around 6pm. The school is located in the South-
Western suburbs of Brisbane and its surroundings include the Brisbane river, a train line, a creek and
open green space. The roads surrounding the school are not heavily trafficked in the evening and the
nearest motorway is 2km to the South.
Compared to the average mean daily trend, Rocklea (12) has a lower morning peak around 7am. The
Rocklea site is located in an open field near a semi-rural industrial site with a motorway to the East and
South-East and a major suburban road to the North. Prevailing winds at Rocklea in the morning hours
(midnight to 10am) are from South to South-West. That the wind is blowing from the monitoring station
towards the motorway and road may explain this reduced PNC level. Conversely, in the afternoon and
evening (noon to 8pm), corresponding to the times of high PNC at Rocklea, the wind is blowing from
the North-East to South-East direction, from the motorway to the monitoring station.
The average for each day of the week is recovered by computing a linear combination of the daily-weekly
trend for the 24 observations corresponding to each day (Figure 6.10). The average weekly trend (first
subplot) shows that the concentrations in Brisbane tend to be lower on the weekend (days 1 and 7) than
on weekdays, with a slightly lower level on Wednesdays. These patterns were examined by Morawska
et al. (2002a) in a longitudinal study of the daily and weekly trends in PNC and its relationship with
traffic volume at the QUT site. The day of the week trend at each site is calculated by adding a linear
combination of the daily-weekly trend common to all sites to the daily-weekly trend at each site.
The mean weekly trend across the study area features lower concentrations on the weekend (days 1 and
7). The weekly trend at the long term monitoring stations, sites 11 to 13, contains zero within the 95%
credible interval. The mean weekly trend therefore is representative of the long-term monitoring sites’
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weekly trend. Sites 1 to 10 (the schools) all have at least one day which does not contain zero in its 95%
credible interval, indicating differences in traffic patterns at each school.
For the daily-weekly trend at each school, there are at most six hourly-averaged observations for each
hour of the week (two for each of the three CPCs). As a result, the estimates of the weekly trend for
each school are almost a daily average for each of the measurement days. Rather than treating them as
independent and identically distributed with a factor term (the iid model in R-INLA), the use of the
custom prior precision matrix and linear combination functionality of R-INLA allows the modelling to
incorporate information from the entire observation period at each school in the estimate of the weekly
trend.
The annual trend (Figure 6.11) has a very tight credible interval. The long term monitoring stations
contribute a lot of information about the annual trend, as all of 2009 was measured by the long term
monitoring stations, January 1 to August 31 2010 by the stations at Rocklea and Woolloongabba and
September 20 2010 to 16 August 2011 (and beyond) by QUT. In addition to this, the 10 schools in the
study so far cover nearly 12 months (although there are gaps). This is equivalent to approximately six
years of continuous monitoring at one site. Two peaks are present, in winter and spring.
The range of the effect of the annual trend (0.3) is not as large as that of the daily-weekly trends (0.8).
In Brisbane’s cool season (May-October), the prevailing long-range winds are from the interior of the
continent and transport dry air a low speed. These slow, dry winds prevent the removal of atmospheric
pollutants by precipitation (Mejía et al. 2007). Mejía et al. (2007) conclude that there is no annual trend
in Brisbane but it can be seen from the modelling presented here that the annual trend exists but it is
not the biggest source of variation in PNC in Brisbane.
A zero-centred cyclic, cubic B-spline was used to model the smooth annual trend. There are other
options available for modelling this trend, e.g. by defining a different basis with the “z” latent Gaussian
model class, by using one of R-INLA’s pre-compiled model classes (such as a random walk model or
autoregressive term or order 1) or by discarding the R-INLA approach altogether. Penalised B-splines
(Lang and Brezger 2004) have been used to model annual trends in ultrafine PNC (Clifford et al. accepted)
and while R-INLA allows the definition of custom univariate priors (with the expression prior) it is not
immediately obvious how to extend this to the multivariate case with a custom basis matrix as in the
“z” model class.
6.4.3 Discussion
The model of joint daily and weekly trends is more general than a model where they are modelled
independently. We see that the daily-weekly trends vary across sites (aim 3), implying that to model
only the mean temporal trend across the spatial domain would have resulted in ignoring a large amount of
information about temporal trends at each site and probably yielded wider credible intervals to represent
this.
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A spatial random effect for prediction between sites can be calculated with a Gaussian process (Banerjee
et al. 2008) instead of the GMRF approximation. This approach uses a Gibbs sampler to perform Bayesian
updating of parameter estimates. The slow convergence of MCMC methods in high dimensional data
sets, not just for Gaussian process models but for spline models as well (Crainiceanu et al. 2005), make
the Laplace approximation with a Newton solver more appealing. Computation of the dense Gaussian
process model with R-INLA would result in not being able to take advantage of methods for approximate
inference on sparse matrices. While some simplifications to the spatial model can be made, such as
covariance tapering (Kaufman 2008), these models may not be sparse enough without using quite a short
tapering distance. Recent developments with INLA suggest the ability to combine the Gaussian process
approach with INLA (Eidsvik et al. 2012).
A limitation of INLA at the moment is the inability to model a particular autocorrelation structure in
the errors. Clifford et al. (accepted) fit a model for ultrafine PNC at one location with a Generalised
Additive Model featuring penalised splines and autocorrelated errors, showing that there is a high degree
of autocorrelation in PNC even after accounting for the smooth daily trend, weekly and annual trends.
INLA does not currently support this degree of structure in the errors, requiring any analysis of the
autocorrelation of the errors to be performed post hoc in a second stage of modelling.
6.5 Conclusion
This paper presented a Bayesian semi-parametric spatio-temporal statistical model for data from a split
panel design. The model was applied to measurements of particle number concentration in Brisbane,
Australia, measured as part of the UPTECH project.
Rather than attempt to directly model the physical system of vehicle exhaust, new particle formation,
wind fields and secondary particle reactions, the model estimated the smooth daily-weekly and annual
trends and a spatial random effect. The daily-weekly trends were fit with latent Gaussian models with
a custom smoothing penalty matrix which combined cyclic smoothing for the hour of the day and day
of the week. The trends were modelled simultaneously at all sites and at each individual site to obtain
a regional daily-weekly trend and site-specific daily-weekly trends. The continuous spatial random effect
was fit by discretising a SPDE over the Brisbane Metropolitan Area.
The uncertainty in the estimates of the spatial and temporal trends was quantified through the 95%
credible interval on parameter estimates, fitted, smooth, semi-parametric functions and their linear
combinations. The fitted model explains the spatial and temporal variability inherent in the split panel
design rather than fitting an independent model at each site or pooling all data together to fit only the
“all sites” terms (aims 4, 5).
The all-sites trend exhibited peaks corresponding to the morning and afternoon peak traffic periods as
well as a peak during the middle of the day, corresponding to maximum solar radiation and potential
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new particle formation events. The site-specific trends were seen to be different at each site (aims 3,
5), with similarities in the midday peak at sites located downwind of the Brisbane Airport and Port of
Brisbane according to the prevailing winds at midday, where new particle formation events are suspected
to dominate changes in particle number concentration.
In section 6.3.2 the SPDE approach to spatial modelling was applied to model the spatial variation
(aim 1). While this model term captured the local variation at the school level (aim 2) and provided an
indication of the mean level for each observation site (schools and long term monitoring stations) the small
range of the Matérn covariance function did not provide much in the way of interpolation between sites.
It is hoped that the incorporation of data from the remaining UPTECH schools will reduce the amount
of spatial uncertainty near the schools by providing a more dense set of observation locations.
The inclusion of more schools near the Port of Brisbane and Brisbane Airport will help identify whether
new particle formation is the cause of the midday peaks at schools 2, 3 and 4 and QUT. Schools to be
included which are near the long-term monitoring stations will help quantify the spatial autocorrelation
in observed PNC and estimates of the spatial random effect at these schools will likely have the thinnest
credible intervals.
Including meteorological covariates will also account for some of the remaining variability in the data
and may affect the range of the SPDE spatial random effect. Inclusion of traffic data, recorded on the
largest road adjacent to the schools, will also be used as an explanatory variable.
The use of R-INLA to fit the model, represented as a GMRF, made the approximate inference both fast
and accurate. The R-INLA package provides a number of useful model classes “out of the box” but
the ability to define custom precision matrices, through the z and generic0 model classes and matrix
operations such as kronecker() and toeplitz(), made it possible to model the quite complex temporal
relationship between observations (aim 4).
Successively better starting estimates for the full model were obtained in each case by starting with a
Gaussian approximation to the GMRF which weakly approximates the Markovian nature of the GMRF
and then gradually strengthens the Markovian assumption with each successive run of the model. This
was repeated until the estimate was close enough to the full model that the starting values ensured the
convergence of the Laplace approximation (aim 6).
The use of R-INLA for the modelling outlined in this paper was motivated by the need for fast inference
on the spatial and hierarchical temporal trends in the panel design data without making assumptions
about the parametric fom of such trends. The SPDE approach to spatial modelling is arguably more
elegant than Kriging, the CAR model or the use of geosplines, where the number of unique spatial
locations is a limiting factor in the number of elements in the tensor basis. The implementation of
custom latent Gaussian models for the complex modelling of temporal trends was straightforward. The
R-INLA code, based on GMRFlib (Rue and Follestad 2007), is heavily optimised and is able to make use of
supercomputer resources (whether a dedicated supercomputer or a multi-core desktop). The combination
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of these attributes make R-INLA a very powerful engine for modelling spatio-temporal trends in data
from a split panel design.
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6.A Code for implementing in INLA
6.A.1 Annual trend
The R code for generating the B-spline basis is given below and is based on the MATLAB code by Eilers
and Marx (1996).
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bspline <- function(x,K,bdeg,cyclic,xl=min(x),xr=max(x)){
# x - a covariate vector
# K - the number of knots
# bdeg - the degree of the polynomials in the spline
# cyclic - whether to make the basis periodic
# xl, xr - minimum and maximum values in the covariate space
x <- as.matrix(x,ncol=1) # reshape to be a column
ndx <- K - bdeg # how many knots will be left at the end?
# as outlined in Eilers and Marx (1996)
dx <- (xr - xl) / ndx # step size
t <- xl + dx * (-bdeg:(ndx+bdeg)) # place knots
# form spline basis of order 0
T <- (0 * x + 1) %*% t
X <- x %*% (0 * t + 1)
P = (X - T) / dx
B = (T <= X) & (X < (T + dx))
r = c(2:length(t), 1) # reordering of indices
# recursive updating of basis, increasing degree each step
for (k in 1:bdeg){
B = (P * B + (k + 1 - P) * B[ ,r]) / k;
}
# only return the first K columns
B <- B[,1:(ndx+bdeg)]
# convert to periodic basis
if (cyclic == 1){
for (i in 1:bdeg){
B[ ,i] = B[ ,i] + B[ ,K-bdeg+i]
}
# get rid of the bits that are being reused
B <- B[ , 1:(K-bdeg)]
}
return(B)
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}
The annual trend basis matrix is then
dayno.Z <- bspline(aq.all$dayno,K=10,bdeg=3,cyclic=1) -
mean(bspline(1:365,K=10,bdeg=3,cyclic=1)[,2])
6.A.2 Daily-weekly trend
Toeplitz circulant matrices which are analogous to the rw1 and rw2 prior precision matrices can be
calculated with
make.Crw1 <- function(n){
Q <-toeplitz(c(2,-1,rep(0,n-3),-1))
}
make.Crw2 <- function(n){
Q <- toeplitz(c(6,-4,1,rep(0,n-5),1,-4))
}
To generate the prior precision matrix for the hour of the week trend, calculate the Kronecker product
of a second order periodic random walk for the 24 hours of the day with a first order periodic random
walk for the 7 days of the week.
hrsbit <- make.Crw2(24)
weekbit <- make.Crw1(7)
Q.hrofweek <- kronecker(weekbit,hrsbit)
The posterior weekly trend is calculated by creating a linear combination of the posterior estimates of
the daily-weekly trend, 24 at a time each with a weight of 1/24.
For example, the linear combination for the weekly trend common to all sites is defined as
lc1.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,0*24),rep(1/24,24),rep(NA,168-1*24)))
lc2.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,1*24),rep(1/24,24),rep(NA,168-2*24)))
lc3.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,2*24),rep(1/24,24),rep(NA,168-3*24)))
lc4.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,3*24),rep(1/24,24),rep(NA,168-4*24)))
lc5.hrofweek = inla.make.lincomb(
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hrofweek = c(rep(NA,4*24),rep(1/24,24),rep(NA,168-5*24)))
lc6.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,5*24),rep(1/24,24),rep(NA,168-6*24)))
lc7.hrofweek = inla.make.lincomb(
hrofweek = c(rep(NA,6*24),rep(1/24,24),rep(NA,168-7*24)))
In a similar way, the daily-weekly trend at a given site can be recovered by constructing a linear
combination of the daily-weekly trend common to all sites and the daily-weekly trend term specific
to that site. For example, for site 12 (Rocklea),
for (hrofweek in 1:168){
index <- NA*(1:168)
index[hrofweek] <- 1
assign(paste("lc.",hrofweek,".hrofweek.12",sep=""),
inla.make.lincomb(hrofweek = index,
hrofweek.12 = index))
}
Further details of the calculation of linear combinations can be found at the R-INLA FAQ2.
6.A.3 Spatial random effect
uptech.mesh <- inla.mesh.create(loc=aq.all[,c("long","lat")],
refine=list(max.edge=0.1))
uptech.spde <- inla.spde.create(uptech.mesh, model="matern")
aq.all$idx <- uptech.mesh$idx$loc
The function inla.spde.create creates the latent Gaussian model for the stochastic PDE whose solution
is the Matérn class covariance function (with default order ν = 2).
2http://www.r-inla.org/faq
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Figure 6.9: Temporal trend corresponding to hour of the week across all sites and at each site. The
95% CI is shaded and the breaks in the mean marginal effect and its 95% CI group the fragments into
each day of the week (1 to 24 are Sunday).
CHAPTER 6. A BAYESIAN SPATIO-TEMPORAL MODEL OF PANEL DESIGN DATA:
PARTICLE NUMBER CONCENTRATION IN BRISBANE, AUSTRALIA 143
all
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
1
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
2
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
3
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
4
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
5
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
6
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
7
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
8
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
9
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
10
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
11
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
12
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
13
Day of week
M
ar
gi
na
l e
ffe
ct
−
0.
6
0.
2
1 2 3 4 5 6 7
Figure 6.10: Temporal trend corresponding to day of the week across all sites and at each site. Derived
as a linear combination of marginal effect of hours of the day. The 95% CI is shaded.
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Figure 6.11: The marginal smooth, annual trend in PNC as a sum of cubic B-splines. The 95% CI is
shaded.
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7.1 General discussion
The thesis presented some of the key concepts in Bayesian semi-parametric spatio-temporal regression
and used these ideas to construct models for temporal and spatio-temporal modelling of ultrafine particle
number concentration (PNC). These regression models were instrumental in modelling the temporal
trends at the daily, weekly and annual scale in ultrafine PNC in Brisbane, Australia and Helsinki, Finland,
and the spatial variation in the Brisbane Metropolitan Area.
The significant findings of the thesis and their relation to the objectives of the thesis are presented in
Section 7.2. Alternative modelling approaches, which were considered but ultimately rejected, and some
shortfalls of the R-INLA approach are discussed in Section 7.3. Future research options which build on
the work presented in this thesis are suggested in Section 7.4
Figure 7.1 shows the relationship between the papers and book chapters that comprise this thesis, whether
currently published, submitted, in preparation and/or suggested future research, divided according to the
following themes.
Bayesian splines
This theme covers the development and application of non-parametric regression models using Bayesian
splines, rather than the development of a physical process model (such as computational fluid dynamics).
The modelling in Chapter 3 lays the foundation for further Bayesian spline modelling of time series in
Chapter 5. The Bayesian spline models developed provided smooth, non-linear estimation of the effects
of meteorology and the daily, weekly and annual trends in Helsinki, Finland.
Spatial
This theme comprises research which contains spatial but no temporal information. Spatial modelling
in R-INLA was introduced in Section 2.5.1. Three spatial modelling approaches – the 2D random walk,
Gaussian process with Matérn covariance on a rectangular lattice, and stochastic partial differential
equation on a triangular lattice – were described and used to model the log chlorophyll concentration
in a region of the Great Barrier Reef. The SPDE approach provided smooth interpolation which was
qualitatively similar to the other fitted models and had the smallest prediction errors at the unobserved
locations.
Temporal
This research theme comprised models of the temporal trends at single locations. Chapter 4 introduced
the use of the Generalised Additive Model (GAM) with thin plate regression splines and cyclic, cubic
regression splines to model the temporal trends in and effect of meteorology on ultrafine PNC in Helsinki.
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The spline models were further developed as a Bayesian semi-parametric regression model with autore-
gressive errors in order to develop a forecasting model for ultrafine PNC in Helsinki (Chapter 5) with
more accurate posterior prediction intervals.
Spatio-temporal
This research theme combines the SPDE spatial model of Section 2.5.1 with the temporal trend modelling
of Chapter 5 to develop a spatio-temporal model for data from a split panel design. The model provides a
way to model the spatial and temporal variation in data which is sparse in space, with the SPDE spatial
model, and dense in time, with the custom penalised random walks, such as the data from the UPTECH
project.
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Figure 7.1: Flow chart of papers arising from thesis. Thesis outputs are shown in bold. Suggested
future papers are shown in italics with a dashed border. Objectives met by each chapter are shown.
7.2 Principal significance of findings
The aims of the thesis were to fill the following gaps
• Semi-parametric modelling of air quality time series
• Semi-parametric forecasting of air quality
• Spatio-temporal modelling of PNC in Brisbane, Australia
CHAPTER 7. GENERAL DISCUSSION 148
by meeting the objectives identified in Chapter 1:
M1 Develop a framework for modelling UF PNC collected according to a panel design
M2 Develop models for joint estimates of daily, weekly and annual trends
M3 Improve estimates of parameters and fitted values in non-parametric modelling of time series data
by accounting for the autocorrelation in the residuals
M4 Illustrate the use of the Generalised Additive Model and show that it provides for more flexible
modelling than the Generalised Linear Model
M5 Develop the use of Bayesian methods in modelling trends in longitudinal time series with covariates
A1 Estimate daily, weekly and yearly trends in PNC
A2 Forecast PNC from a model which accounts for long-term trends and current observations
A3 Determine the spatial variation in PNC across the Brisbane Metropolitan Area
7.2.1 Semi-parametric modelling of air quality time series
The GAM was introduced in Chapter 3 as a way of estimating the smooth, non-linear effects of covariates
in models with likelihoods for continuous, count, binary and proportion responses. Bayesian B- and P-
splines and the low rank thin plate smoother were reviewed (Section 2.6.2, Chapter 3) and their use
illustrated as the basis functions for GAMs. Example problems with readily available data were fit with
an adaptive random walk Metropolis-Hastings algorithm.
Chapter 4 used the GAM with thin plate regression splines and cyclic P-splines to model daily, weekly
and annual trends in, and the effect of meteorology on, ultrafine PNC in Helsinki, Finland (objectives
M2, A1). A number of models were fit, including a Generalised Linear Model which was equivalent
to the best performing GAM specification (which included non-linear effects for lagged values of PNC).
The GAM with non-linear effects of lagged PNC was shown to provide the best model fit under the
AIC and BIC (Objective M4). The daily trend has a peak corresponding to the morning peak commute
time and the weekly trend was at its lowest levels on the weekends, indicating that traffic patterns are
the primary drivers of temporal variation in PNC. In addition to these temporal trends, the non-linear
effects of lagged values indicated a strong relationship between observations one hour apart and a slightly
weaker, but still noticeable, relationship between observations 24 hours apart.
Daily, weekly and annual trends in PNC were modelled in Brisbane and Helsinki (Chapters 6 and 5,
objective M2) with Bayesian regression models that made use of non-parametric scatterplot smoothers
to estimate non-linear covariate effects (Objective M5). A weak, but noticeable, annual trend was found
in Brisbane by combining data from three long-term monitoring stations. The identification of this annual
trend and the zero-centring of the daily-weekly trend at each site ensured that the estimates of the spatial
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random effect were not confounded with temporal variation (objective A3). The spatio-temporal model
accounted for the split panel design by fitting a spatial random effect as well as temporal trends that
were common to all sites and unique to each site (objective M1).
Modelling of PNC in Helsinki revealed that rather than separating the daily and annual trends (as in
Chapter 4) the daily trend changes substantially over the year and they should be modelled jointly.
The daily trend changes from having a single peak in the middle of the day to having a morning and
evening peak and a prolonged plateau. This seasonal variation is due to Helsinki’s extreme latitude (60◦
N).
7.2.2 Semi-parametric forecasting of air quality
The Bayesian splines presented in Chapter 3 were used as the basis for a semi-parametric regression and
forecasting model in Chapter 5. This paper extended previous work (Chapters 3 and 4 and Mølgaard et al.
(2012)) by incorporating multivariate penalised splines and an autoregressive error structure (objectives
M2, M3, M5, A1, A2). Penalties for multivariate bases were constructed and identifiability of the
model was ensured by re-centering the splines during posterior sampling. Gibbs and Metropolis samplers
for the spline coefficients, smoothing parameters and parameters for the autoregressive errors were
obtained.
Four variants of the model were specified to fit and forecast hourly averaged particle number concentration
in Helsinki, Finland. The treatment of the annual and daily trends and the effect of meteorology by wind
direction were varied across the models and their predictive power was compared with the Deviance
Information Criterion and Probability Integral Transform. The specification of an autoregressive error
treatment is a more appropriate way of dealing with the residual temporal information after accounting
for the smooth daily trend than the inclusion of lagged values of PNC in the model likelihood in Chapter
3. The use of an autoregressive error term accounted for the autocorrelation in the residuals such that
not only were the resulting residuals less autocorrelated but they have a smaller variance. The forecasts
from the optimal model in Chapter 5 realistically modelled the autocorrelation in the residuals, providing
forecasts that take into account the short-term variation in PNC as well as the two-dimensional smooth
function that represents the evolution of the daily trend over the year. The work presented in Chapter
5 has been used as the basis for a follow-up paper investigating the differences in PNC variation in five
major European cities (Mølgaard et al. accepted), demonstrating its use as a forecasting model. It is
hoped that further research using this modelling approach will incorporate spatial smoothing and the
ability to define splines to be used as random effects so as to allow the fitting of multiple effects of the
same covariate measured at different locations.
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7.2.3 Spatio-temporal modelling of PNC in Brisbane, Australia
Chapter 6 developed a spatio-temporal model for the panel design data from the UPTECH project
(objectives M1, M5). The stochastic PDE model introduced in Chapter 2.5.1 was found to provide the
smallest prediction standard deviations at unobserved locations and was used to model the structured
spatial random effect at each of the first ten schools in the UPTECH project (objective A3). Temporal
trends were modelled with penalised random walks in a hierarchical manner such that the trends common
to all sites and the trend specific to each site were recovered (objectives M2, A1). The temporal trends
at each site were computed from a linear combination of the relevant nodes in the GMRF. The daily-
weekly trend at each site differed, indicating that local sources are responsible for the temporal variation.
Such local sources include traffic patterns in the streets surrounding the schools and monitoring locations
and new particle formation (nucleation) events at the Port of Brisbane and Brisbane airport. The new
particle formation events were evident through the midday peak observed at schools 2, 3 and 4 and at the
QUT long term monitoring station, all of which are West to South-West of the port and airport. In the
regions of the domain where no measurements were observed, the spatial random effect contained zero in
its posterior credible interval. The spatial random effect is zero centred indicating that unless there are
measurements to state otherwise the best estimate of the mean level at that site is the city-wide mean,
an average of all the measurement stations.
The modelling in Chapter 6 does not include all 25 schools that comprise the UPTECH project’s
measurement locations, nor the effects of meteorology as in Chapter 4 and 5. This is due to the availability
of data at the time of the development of the chapter. The modelling in the chapter was intended to
show the modelling approach for temporal and spatial trends in the UPTECH data. The methodology
outlined in this chapter will be used to model the spatio-temporal trends and meteorological effects
in data comprising the fully geocoded aerosol measurement at all 25 schools, the meteorological data
collected at the school and nearest Queensland Department of Environment and Resource Management
or Australian Bureau of Meteorology weather station and traffic count data as measured on the largest
road adjacent to the school. Having developed the methodology for fitting spatio-temporal models for
the UPTECH project, the model developed in Chapter 6 will be applied to the stationary, school-based
PNC observations as well as gaseous pollutants (oxides of nitrogen, carbon and sulphur), particulate
matter mass concentration metrics (specifically PM2.5 and PM10) and personal sampling measurements
of PNC.
7.3 Alternative approaches
The approaches to spatial modelling in Chapter 2.5.1 are but three of many. Recent advances in R-INLA
(Martins et al. 2012, Cameletti et al. in press, Blangiardo et al. 2012) indicate that the separable spatio-
temporal model outlined in Chapter 6 can be fit with a slightly different specification that removes the
need to duplicate the hour of the week variable. These alternative specifications, within R-INLA, will be
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investigated in fitting spatio-temporal models to the full UPTECH data set.
The choice was made to use INLA, specifically R-INLA, for the spatio-temporal modelling in this chapter
because the stochastic PDE model appeared to provide the best approach for point-based measurements
which could not be aggregated to school districts (as many schools were not included in the study)
and were not dense enough in space to allow for interpolation on a regular grid. Additionally, personal
correspondence with the authors of R-INLA (specifically Dr Daniel Simpson) indicated the development
of an approach for fitting non-separable spatio-temporal models. Given the simplicity of specifying a
model in R-INLA, the move from a separable to a non-separable spatio-temporal model requires very
little additional work. This particular modelling approach is described by Blangiardo et al. (2012),
Cameletti et al. (in press) and is being investigated by the candidate in research that commenced during
the candidature but does not form part of the thesis and is still in preparation for publication.
The MCMC approach in Chapter 5 comprised a large computational burden and required many hours of
runtime on a supercomputer due to the need to update and invert the precision matrix at every sample
(due to the structure of the covariance matrix in (5.9)). The use of complex smoothing models (such
as splines) are known to cause WinBUGS to take a long time to converge as the MCMC sampler must
explore the posterior density of a high-dimensional space (Crainiceanu et al. 2007a). The combination of
a high dimensional model, with complex spatio-temporal correlation included in the covariance structure,
and tens of thousands of observations (even after averaging data collected every five minutes to an
hourly time series), makes MCMC inference for such a combination of model and data unattractive.
Rue et al. (2009) and Held et al. (2010) compare estimates obtained via MCMC to the INLA approach
in the context of spatial modelling with a conditional autogressive (CAR) prior for a Gaussian Markov
Random Field. The authors conclude that the cross-validatory checks provided by INLA are close to
‘exact’ importance sampling estimates based on MCMC and that the Laplace approximation (instead of
the Gaussian approximation) in INLA is able to obtain estimates which are very highly comparable to
those obtained by posterior sampling from MCMC. That INLA takes far less time to achieve parameter
estimates which can be just as good as MCMC estimates (seconds versus minutes to hours on the same
machine) indicates that the human effort should be invested in constructing the model in INLA rather
than developing an MCMC scheme that will be computationally intensive and susceptible to long time
to convergence and the need for a large number of samples for high quality inference.
Eidsvik et al. (2012) provide a method, implemented in MATLAB, for fitting spatial models with the
integrated, nested Laplace approximation. The method is based on the Gaussian predictive process
model (Banerjee et al. 2008) which uses a knot-based approximation of the Gaussian process to reduce
the dimension of the problem from one of order n3 to one of order nn∗2, where n is the size of the data
and n∗  n is the number of knots. The sparsity of the spatial data in the split panel design presented
in Chapter 6 makes the Gaussian predictive process less attractive as a means of fitting data from such
a design as the issue is not a dense set of spatial observations but the need to model a continuous spatial
random effect between sparse clusters of locations.
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Other than the INLA approach, whether implemented in R or MATLAB, there are many other ways to
perform spatio-temporal modelling. Kang et al. (2010) extend Bayesian kriging to include an Empirical
Bayes filtering approach based on Kalman filters. Spatial dynamic factor models, a class of state space
models, have been used to reduce the dimensionality of the spatio-temporal model by using latent factors
to represent spatially similar regions (Ippoliti et al. 2012). The temporal component of the model can be
incorporated either separably or non-separably (Lopes et al. 2008) and the resulting state-space models
estimated by MCMC techniques such as forward filtering-backward sampling Gibbs sampling (Carter and
Kohn 1994), Reversible Jump MCMC (Lopes et al. 2008), or Krylov subspace methods for fast sampling
from GMRFs (Strickland et al. 2011b). As is the case with the Gaussian predictive process, the state
space model for latent factors for spatially similar regions is inappropriate due to the sparsity of the
spatial locations.
Reversible Jump methods were considered during the development of Chapter 3 but were excluded on the
grounds that they may overcomplicate the chapter. They were excluded in the development of Chapter 5
as their inclusion would have necessitated further recalculation of a large basis matrix which incorporates
more than a trivial number of covariates. Dropping one knot from a basis involving evenly spaced knots
(such as the simple B-spline basis) would have required recalculating the whole basis matrix, rather than
just computing lagged values. This would add to the computational cost of an already somewhat costly
procedure. The advice of and Ruppert et al. (2003) Eilers and Marx (2010) is to use a large number so
that a regression includes at least as many are as needed and a roughness penalty to avoid overfitting.
According to Ruppert et al. (2009) the question of the number and placement of knots has not been
investigated in any great depth and is still a somewhat open question.
The use of state space models was considered for Chapter 6 through the use of pyMCMC (Strickland et al.
2011a), a Python module for Bayesian computation of statistical models. At the time of development of
the chapter, pyMCMC did not look attractive enough a solution and the choice was made to use R-INLA.
Development of pyMCMC continues and it is worth considering in future as a platform for fast estimation
of Bayesian statistical models.
A major drawback of R-INLA is that it does not allow specification of an error model, such as the
autoregressive error model of Chib (1993) as implemented in Clifford et al. (accepted). The ability to
specify an error model beyond independent, identically distributed Gaussian errors is desirable as it allows
for a richer class of models to be fit. This may not be such a problem with the custom random walk
models defined in Chapter 6; while the difference penalty is based on smoothing with P-splines, there
is no rank reduction as the models do not specify knots, per se. While some smoothing will occur, the
smoothness is not implicit in the basis as it is in spline models.
In Chapter 5 an autoregressive error term was specified and marginalised to obtain posteriors via Gibbs
sampling. In WinBUGS (Lunn et al. 2000) and JAGS (Plummer 2012), the specification of autoregressive
error terms is even more straightforward. By appropriate indexing in WinBUGS/JAGS, the extension of
an autoregressive error model at one site to a model at multiple sites is simple to implement. R-INLA
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includes a latent model for an autoregressive term of order 1. If a more general autoregressive model
were available and could model the autocorrelation in the error term, it would likely be possible to use
the grouping feature in development for R-INLA (Martins et al. 2012) to define an autoregressive term
grouped by a CAR (or some other spatial) model.
The use of WinBUGS/JAGS was not feasible due to the complexity of the models fit in this thesis other
than those in Chapter 3. The time required for implementing the complex models, testing that they work
properly and assessing the convergence of the MCMC sampler would have made the time required to
fit the models prohibitively large. The latent Gaussian model and GMRF framework of R-INLA makes
it a much more attractive platform for complex hierarchical modelling than WinBUGS/JAGS as it is
incredibly fast and computationally efficient.
7.4 Future work
The thesis has developed temporal and spatio-temporal models for modelling trends in ultrafine PNC.
This section recommends future research that follows directly from the work presented in this the-
sis.
The model developed in Chapter 6 was applied to only the first ten schools from the UPTECH project
as a result of the availability of validated data. It is natural to apply this spatio-temporal model to
incorporate data from all 25 schools in the UPTECH study. The effects of meteorology should be
included as they were in Chapter 4; weather data is available from the school-based measurements as
well as from weather stations maintained by the Queensland Department of Environment and Resource
Management and the Australian Bureau of Meteorology. Increasing the number of schools from 10 to
25 results in approximately five times as many pairs of spatial locations (the three sites at each school
plus the three long term monitoring stations), leading to a much better characterisation of the spatial
relationships in the UPTECH project.
The International Laboratory for Air Quality and Health has been collecting air quality data in the
Brisbane Metropolitan Area since its foundation in 1995 as the Environmental Aerosol Laboratory. Since
1995, the use of lead additives in petrol has been phased out in Australia (1 January 2002), new motorways
have been built and the urban fringe has continued to grow. A spatio-temporal model of the ILAQH
data, based on the modelling presented in Chapter 6, would identify long term trends in air quality
and any changes in the spatial variation arising from changes in the road network, land use patterns
and changes in the vehicle fleet and fuel types. The temporal resolution would have to be decreased as
it is not feasible to fit hourly averaged data for 17 years and data may not be available at an hourly
averaging resolution at all sites. Modelling the daily of PNC would provide for inference on changing
traffic patterns from weekday to weekend. The development of non-separable spatio-temporal models in
R-INLA (Martins et al. 2012, Blangiardo et al. 2012, Cameletti et al. in press) provides many promising
avenues for extending the models presented in this thesis. At the time of its development, Chapter 6
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represented close to the edge of the capabilities of R-INLA in terms of documented models that were
appropriate to the type of spatio-temporal data in the chapter.
In addition to ultrafine PNC there are other measures of particulate matter such as PM10 and PM2.5
(the mass of particles lower than 10 and 2.5 microns, respectively) and numerous gaseous pollutants
such as oxides of carbon, nitrogen and sulphur. Applying the spatial models developed in this thesis
to these other air quality indicators, measured by ILAQH, will help characterise the air quality across
Brisbane over the day, week, year and spatially. Modelling a number of pollutants at the same time,
with the same spatial model specification, may yield more computationally efficient models as well as
explain the relationship between the various pollutants. Multivariate spatial statistical methods such
as the Multivariate CAR model (Mardia 1988, Carlin and Banerjee 2003, Gelfand and Vounatsou 2003)
have been extended to perform fully non-parametric covariance regression modelling (Fox and Dunson
2011) which allow the flexible estimation of the relationship between longitudinal time series at multiple
spatial locations where the nature of the relationship may change in an unknown manner.
The Bayesian semi-parametric regression model with autoregressive errors developed in Chapter 5 does
not include spatial modelling at this point. The Gaussian process, its low-dimension approximation,
the Gaussian predictive process (Banerjee et al. 2008), and the CAR model (unrestricted to a lattice
as in Besag (1975)) are possible spatial extensions to create separable spatio-temporal models. While
the author recommends the use of the stochastic PDE approach to spatial modelling implemented in
R-INLA, the inclusion of spatial modelling in the framework developed in Chapter 5 appears to be the
simplest way to separably model spatially and temporally autocorrelated errors.
Whatever the final form of the spatio-temporal modelling approach started in this thesis, the motivation
for the development of the models was the ability to estimate a spatio-temporal map of PNC in the
Brisbane Metropolitan Area. In order to achieve the aim of the UPTECH project, the quantification of
the relationship between exposure to transport emissions and child health, the path of the school children
through the estimated spatio-temporal PNC function must be integrated to approximate the exposure of
children to particles and the inhaled dose of said particles (Klepeis 2006). This results in an integration of
exposure over a time scale on which long-term respiratory and cardiac health effects are both meaningful
and measurable.
Aerosol science, unlike quantum mechanics, radiation physics and fluid mechanics, does not appear to
be a major driver of the development of new statistical models. As such, aerosol science lags other fields
in its adoption of modern statistical techniques. The numerous non-linear effects of time, traffic and
meteorology are more ably described by semi- and non-parametric statistical methods because unlike a
physical process model the exact form of the non-linearity does not need to be specified up front. Mod-
elling dispersion on multiple spatial scales and accounting for particle sources and interactions would be
an incredibly difficult undertaking, and verifying model predictions would require such massive amounts
of data as to make validation infeasible. The application of the semi- and non-parametric modelling
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approaches developed in this thesis to particle number concentration helps open the door for non-
parametric statistical techniques in the study of air quality, allowing aerosol scientists to take advantage
of modern statistical techniques that allow for more flexible modelling and richer inference.
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