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Abstract
In this paper we study a novel model of opinion dynamics in social networks, which
has two main features. First, agents asynchronously interact in pairs, and these pairs are
chosen according to a random process. We refer to this communication model as “gos-
siping”. Second, agents are not completely open-minded, but instead take into account
their initial opinions, which may be thought of as their “prejudices”. In the literature,
such agents are often called “stubborn”. We show that the opinions of the agents fail
to converge, but persistently undergo ergodic oscillations, which asymptotically concen-
trate around a mean distribution of opinions. This mean value is exactly the limit of
the synchronous dynamics of the expected opinions.
1 Introduction
The study of opinion dynamics has recently started to attract the attention of the control
community. This interest is in large part motivated with the bulk of knowledge which has been
developed about methods to approximate and stabilize consensus, synchronization, and other
coherent states. However, in contrast with many engineering systems, social systems do not
typically exhibit a consensus of opinions, but rather a persistence of disagreement, possibly
with the formation of opinion parties. It is then essential to understand which features of
social systems prevent the formation of consensus. To the authors’ understanding, scholars
have focused on two key reasons: opinion-dependent limitations in the network connectivity
and obstinacy of the agents.
The first line of research has seen a growth of models involving “bounded confidence”
between the agents: if the opinions of two agents are too far apart, they do not influence
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each other. These models typically result into a clusterization of opinions: the agents split
into non-communicating groups, and each group reaches an internal consensus. Influen-
tial models have been defined in Deffuant et al. (2000); Hegselmann and Krause (2002), and
their understanding has been recently deepened by the control community, which has studied
evolutions both in discrete time Blondel et al. (2009); Canuto et al. (2012) and in continu-
ous time Blondel et al. (2010); Ceragioli and Frasca (2012), possibly including heterogenous
agents Mirtabatabaei and Bullo (2012) and randomized updates Zhang and Hong (2012);
Zhang et al. (2012).
Although interesting and motivated, these “bounded confidence” models do not seem to
be sufficient to explain the persistence of disagreement in real societies, in spite of persistent
contacts and interactions between agents. Instead, a persistent disagreement is more likely
a consequence of the agents being unable, or unwilling, to change their opinions, no matter
what the other agents’ opinions are. This observation has been made by social scientists, as
in the models introduced in Friedkin and Johnsen (1999); Friedkin (2011), and more recently
by physicists Mobilia et al. (2007). Since this idea has spread to applied mathematics and
systems theory, several models have already been studied in detail, using techniques from
stochastic processes Como and Fagnani (2011); Acemoglu et al. (2013); Yildiz et al. (2011)
and from game theory Chasparis and Shamma (2010); Ghaderi and Srikant (2013).
Following the latter line of research, in this paper we define a gossip dynamics such that
at each time step a randomly chosen agent updates its opinion to a convex combination of its
own opinion, the opinion of one of its neighbors, and its own initial opinion or “prejudice”.
We show that, although the resulting dynamics persistently oscillates, its average is a stable
opinion profile, which is not a consensus. This means that the expected beliefs of an agent
will not in general achieve, even asymptotically, an agreement with the other agents in the
society. Furthermore, we show that the oscillations of opinions are ergodic in nature, so that
the averages along sample paths are equivalent to the ensemble averages.
Our work has been deeply influenced from reading the papers Friedkin and Johnsen (1999)
and Acemoglu et al. (2013), which also include agents with prejudices. Compared to the
former paper, our contribution is a new model of communication between agents and, thus,
of opinion evolution: a more precise discussion is given below in Section 3.1. Compared to the
latter paper, which also proves an ergodic theorem, we allow the agents to have a continuum
of degrees of obstinacy, rather than a dichotomy stubborn/non-stubborn. The qualitative
picture, however, shows strong similarities.
Finally, we point out that we have recently performed a similar analysis of ergodicity
for a randomized algorithm, which solves the so-called localization problem for a network of
sensors Ravazzi et al. (2013a), Ravazzi et al. (2013b). We are confident that these techniques
may foster the understanding of other randomized algorithms and dynamics Tempo et al.
(2012), including for instance distributed PageRank computation Ishii and Tempo (2010).
Paper organization
Sections 2 and 3 are devoted to present the two models of opinion dynamics which we are
interested in: the classical Friedkin and Johnsen’s model and our new gossip algorithm,
respectively. For both dynamics, we state a convergence result. Section 4 is then devoted to
provide a proof of these statements. A few comments are given in the concluding section.
2
Notation
Real and nonnegative integer numbers are denoted by R and Z≥0, respectively. We use |S| to
denote the cardinality of set S, and ‖ ·‖2 to denote the Euclidean norm. Provided G = (V , E)
is a directed graph with node set V and edge set E , we define for each node i ∈ V the set of
neighbors Ni = {j ∈ V : (i, j) ∈ E} and the degree di = |Ni|. We assume that (i, i) ∈ E for
all i ∈ V , so that di ≥ 1 for every i ∈ V . Such an edge is said to be a self-loop. We refer
the reader to Bullo et al. (2009) for a broader introduction to graph theory and for related
definitions.
2 Social influence and prejudices
We consider two models of opinion dynamics: one is the well-known Friedkin and Johnsen’s
model, which we describe below, while the other is a related randomized model which we
describe in the next section.
We consider a set of agents V , whose potential interactions are encoded by a directed
graph G = (V , E), which we refer to as the social network. Each agent i ∈ V is endowed
with a state xi(k), which evolves in discrete time, and represents its belief or opinion. We
denote the vector of beliefs as x(k) ∈ RV . An edge (i, j) ∈ E means that agent j may directly
influence the belief of agent i. To avoid trivialities, we assume that |V| > 1.
2.1 Friedkin and Johnsen’s model
Here we recall Friedkin and Johnsen’s model and we give a convergence result based on the
topology of the underlying social network.
Let W ∈ RV×V be a nonnegative matrix which defines the strength of the interactions
(Wij = 0 if (i, j) 6∈ E) and Λ be a diagonal matrix describing how sensitive each agent is to
the opinions of the others, based on interpersonal influeneces. We assume that W is row-
stochastic, i.e., W1 = 1, where 1 denotes the vector of ones, and we set Λ = I − diag(W ),
where diag(W ) collects the self-weights given by the agents. The dynamics of opinions x(k)
proposed in Friedkin and Johnsen (1999) is
x(k + 1) = ΛWx(k) + (I − Λ)u, (1)
with x(0) = u and u ∈ RV . The vector u, which corresponds to the individuals’ preconceived
opinions, also appears as an input at every time step. The presence of this input is the
main feature of this model, and marks its difference with, for instance, the mentioned models
which are based on bounded confidence. As a consequence of (1), the opinion profile at time
k ∈ Z≥0 is equal to
x(k) =
(
(ΛW )k +
k−1∑
s=0
(ΛW )s(I − Λ)
)
u.
The limit behavior of the opinions is described in the following result.
Proposition 1 (Convergence). Assume that from any node ℓ ∈ V there exists a path from ℓ
to a node m such that Wmm > 0. Then, the opinions converge and
x′ := lim
k→+∞
x(k) = (I − ΛW )−1(I − Λ)u.
3
Proof. Due to the assumption, Λ is a substochastic matrix, that is, a matrix with positive
entries which sum to less than or equal to one along each row. Then, ΛW is substochastic
also, and Schur stable by Lemma 5 (proved in Section 4). Thus, the dynamics in (1) with
the constant input term (I − Λ)u is convergent to x′.
The assumption of the proposition implies that each agent is influenced by at least one
stubborn agent. As shown in the proof, this is sufficient to guarantee the stability of the
opinion dynamics. In practice, we expect that in a social network most agents will have some
level of obstinacy, thus a positive Wii.
Let V := (I−ΛW )−1(I−Λ), which is referred to as the total effects matrix in Friedkin and Johnsen
(1999). Since W is stochastic, we observe that under the assumption of Proposition 1 also
V is stochastic: this means that the limit opinion of each agent is a convex combination of
the preconceived opinions of the group. However, we note that x′ is not a “consensus”, but
a more general opinion profile such that x′i =
∑
j Viju. Note that instead a consensus is
reached if W has zero diagonal (i.e., Λ = I) and the graph is aperiodic and has a globally
reachable node; see for instance Bullo et al. (2009).
2.2 Example from Friedkin and Johnsen (1999)
Here, we briefly describe an example from Friedkin and Johnsen (1999) to illustrate how the
opinion dynamics arise in the context of social networks.
We consider a group of N agents and study how opinions are formed through interactions.
The model is an abstraction of experiments conducted and reported in the reference. The
general flow of the experiments is as follows:
1. The agents are presented with an issue (related to sports, surgery, school, etc.) on
which opinions can range, say, from 1 to 100.
2. Each agent forms an initial opinion on the issue.
3. The agents can communicate over phone with other agents (predetermined by the
experiment organizer) individually to discuss the issue.
4. After several rounds of discussion, they settle on final opinions that may or may not
be in agreement.
5. They are also asked to provide estimates of the relative interpersonal influences of other
group members on their final opinions.
As a simple example, we describe a case with four agents. Let the initial and final opinion
vectors be
x(0) = [25 25 75 85]⊤,
x′ = [60 60 75 75]⊤.
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The matrix W which determines the influence network for this group is given by1
W =


.220 .120 .360 .300
.147 .215 .344 .294
0 0 1 0
.090 .178 .446 .286

 ,
where the entries represent the distribution of relative interpersonal influences on the issue.
Note that agent 3 in this example is “totally stubborn”, meaning that it does not change its
opinion at all during the evolution. This matrix is obtained from the experiment data x(0),
x′, and the estimate of the relative interpersonal influences.
We take Λ = I − diag(W ) = diag(.780, .785, 0, .714); the entries represent the agents’
susceptibilities to interpersonal influence. The off-diagonal entries of W are the weights of
the influence by the others. For example, W12 = .12 shows that the direct relative influence
of agent 2 on agent 1 is .120. The matrix V is
V =


.280 .045 .551 .124
.047 .278 .549 .126
0 0 1 0
.030 .048 .532 .390

 .
This matrix indicates the influence of each agent on every other agent in the final opinions
through the flow of direct and indirect interactions. For example, V23 = .549 shows that
almost 55% of the final opinion of agent 2 is determined by agent 3.
The evolution of the opinions is illustrated by the simulations in Figure 1, which respec-
tively plot the state x(k) and the corresponding limit point x′ (marked by blue circles).
3 Gossip opinion dynamics
We propose here a class of randomized opinion dynamics, which translates the idea of Friedkin
and Johnsen’s model into a “gossip” communication model.
The agents’ beliefs evolve according to the following stochastic update process. Each
agent i ∈ V starts with an initial belief xi(0) = ui ∈ R. At each time k ∈ Z≥0 a directed
link is randomly sampled from a uniform distribution over E . If the edge (i, j) is selected at
time k, agent i meets agent j and updates its belief to a convex combination of its previous
belief, the belief of j, and its initial belief. Namely,
xi(k + 1) = hi
(
(1 − γij)xi(k) + γijxj(k)
)
+ (1− hi)ui
xℓ(k + 1) = xℓ(k) ∀ℓ ∈ V \ {i}, (2)
where the weighting coefficients hi and γij satisfy the following assumption.
Assumption 1. Let the diagonal matrix H be defined by Hii = hi and the matrix Γ defined
by Γij = γij . We assume that (i) hi ∈ [0, 1] for all i ∈ V ; (ii) Γ is row-stochastic, i.e., for all
i and j in V it holds γij ≥ 0,
∑
ℓ γiℓ = 1; and (iii) γij = 0 if j is not a neighbor of i.
1 Note that the matrix W slightly differs from that on page six of Friedkin and Johnsen (1999) because
the rows of the latter do not sum exactly to one, due to rounding errors.
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Figure 1: Evolution of the opinion dynamics (1) in the example of Section 2.2. The opinions
x converge to the limit x′ (marked by blue circles).
As a consequence of this assumption, we observe that at all times the opinions of the
agents are convex combinations of their initial prejudices. Note that if an edge of the form
(i, i) is sampled at time k, then
xi(k + 1) = hixi(k) + (1− hi)ui,
that is, the opinion of agent i moves back closer to its preconceived opinion. Also note
that if hi = 0, then agent i is totally stubborn, whereas if hi = 1, then agent i is totally
open-minded: we may say that 1− hi is proportional to the obstinacy of the agent.
Our analysis -detailed in the next section- requires to study first the average dynamics of
the gossip model.
Lemma 2 (Expected dynamics). Under Assumption 1, the dynamics (2) is such that
E[x(k + 1)] =
(
I −
1
|E|
(
D(I −H) +H(I − Γ)
))
E[x(k)] +
1
|E|
D(I −H)u, (3)
where D is the degree matrix of G, a diagonal matrix whose diagonal entry is equal to the
degree di = |Ni|.
Based on this preliminary result, we make the following statement about the convergence
properties of the gossip opinion dynamics. In order to prove it, we also make an assumption
involving the topology of the network as follows. This assumption corresponds to that in
Proposition 1 on the diagonal entries of W .
Assumption 2. From each node ℓ in V , there exists a path in G from ℓ to a node m such
that hm 6= 1.
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Note that if G is strongly connected, then Assumption 2 is satisfied.
Theorem 3 (Ergodicity and limit behavior). Under Assumptions 1 and 2, it holds that
1. the expected dynamics (3) converges and
x⋆ := lim
k→∞
E[x(k)]
= (D(I −H) +H(I − Γ))−1D(I −H)u;
2. the dynamics (2) is mean-square-ergodic, that is,
lim
k→+∞
E[‖x¯(k)− x⋆‖22] = 0, (4)
where
x¯(k) =
1
k + 1
k∑
ℓ=0
x(ℓ).
We note here that the assumption of having H different from the identity matrix is
not restrictive. Indeed, if instead H = I and G has a globally reachable node, then the
dynamics reduces to a standard asymmetric gossip consensus algorithm, studied for instance
in Fagnani and Zampieri (2008a,b). We also notice that our results assume the edges to be
chosen for the update according to a uniform distribution. This choice is made for simplicity,
but our analysis can easily be extended to consider more general or different distributions.
In our result, we prove ergodicity in the sense that the time-averages (also known as
Cesa`ro averages or Polyak averages in some contexts) converge to the limit of the expected
dynamics in mean square sense. We could also have given the corresponding statement of
almost-sure convergence: its proof would closely follow the arguments in Acemoglu et al.
(2013). In this work, we prefer to focus on mean square convergence because we are able
to give a detailed proof by a direct argument. The ergodicity of the opinion dynamics is
illustrated by the simulations in Figure 2, which respectively plot the state x(k) and the
corresponding time-averages.
3.1 Relating gossip and synchronous dynamics
We now discuss the interpretation of our convergence theorem in the context of opinion dy-
namics. The original proposal by Friedkin and Johnsen abstracts from a precise analysis of
the communication process among the agents, and postulates synchronous rounds of inter-
action. In fact, the lack of a more precise model for inter-agent interactions is acknowledged
in Friedkin and Johnsen (1999) by saying that “it is obvious that interpersonal influences do
not occur in the simultaneous way that is assumed”.
The proposed gossip dynamics tries to introduce a more reasonable model of the com-
munication process among the agents. Indeed, as mentioned in the example in the previous
section, in the experiments conducted in Friedkin and Johnsen (1999), the agents were al-
lowed to discuss pairwise.
In what follows, we investigate the relationship between the two dynamics more carefully.
From a purely mathematical point of view, we observe the following fact.
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Figure 2: Typical sample-path behavior of the beliefs in a social network topology with
n = 13. The belief process x (top plot) oscillates persistently in a bounded interval. As
the belief process is ergodic, the time averages (bottom plot) converge, when time goes to
infinity, to x⋆ (marked by blue circles).
Proposition 4. If H and Γ are chosen as
hi =
{
(di − (1− λii))/di if di 6= 1
0 otherwise
(5)
γij =


di(1−hi)+hi−(1−λiiwii)
hi
if i = j, di 6= 1
λiiwij
hi
if i 6= j, di 6= 1
1 if i = j, di = 1
0 if i 6= j, di = 1
(6)
then Γ and H satisfy Assumption 1 and the expected dynamics (3) can be written as
E[x(k + 1)] =
(
I −
1
|E|
)E[x(k)] +
1
|E|
(
ΛWE[x(k)] + (I − Λ)u
)
. (7)
Furthermore, x⋆ = x′.
Proof. First, we notice trivially that hi ∈ [0, 1], and since if di = 1 then γij ∈ {0, 1} with∑
j γij = 1. If i ∈ V is such that di > 1, then γi,j ≥ 0 and
γii ≥ 0 ⇐⇒ di(1 − hi) + hi − (1− λiiwii) ≥ 0,
from which we observe
di(1− hi) + hi − (1 − λiiwii) ≥ di(1 − hi) + hi − 1
≥ min{di − 1, 0} = 0.
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We deduce that all the entries of Γ are nonnegative. Let us compute now
∑
j∈V
γij =
1
hi
(
λii
∑
j 6=i
wij + di(1− hi) + hi − 1 + λiiwii
)
=
1
hi
[λii(1− wii) + di(1− hi) + hi − 1 + λiiwii]
=
1
hi
[λii + 1− λii + hi − 1] = 1.
We conclude that Γ is row-stochastic and has all entries in the interval [0,1]. The thesis is
then obtained by noticing that the expressions in (5) and (6) imply
D(I −H) = I − Λ
and
D(I −H) +H(I − Γ) = I − ΛW.
In words, we may say that, under the assumption that Γ and H are chosen as in Proposi-
tion 4, then the expected dynamics (7) is a “lazy” (slowed down) version of the Friedkin and
Johnsen’s dynamics associated to the matrix W . Hence, Theorem 3 shows that the average
dynamics E[x(k)] converges to the limit opinions of the original model (1). This relation-
ship between the two dynamics provides an additional justification and a new perspective
on the model originally proposed by Friedkin and Johnsen. Furthermore, we observe that
Proposition 1 can be immediately deduced as a corollary of Theorem 3.
The form of (5) and (6) may seem complicated at first sight. However, this is not sur-
prising if we think of other examples of randomized dynamics over networks. For instance,
in problems of consensus Fagnani and Zampieri (2008b), localization Ravazzi et al. (2013a),
and PageRank computation Ishii and Tempo (2010), the definition of the update matrices of
the randomized dynamics is not trivial and must be done carefully in order to reconstruct,
on average, the desired synchronous dynamics.
3.2 Example (continued)
In this subsection, we continue with the example of four agents. Let the weight matrices Γ
and H in the update equation (2) be chosen according to (5) and (6). Then we have
H = diag(.945, 0.946, .000, .928),
Γ =


.356 .099 .297 .248
.122 .349 .285 .244
0 0 1.0000 0
.069 .137 .343 .451

 ,
D = diag(4, 4, 1, 4).
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Suppose that at time k, as a result of gossiping, the edge between agents 1 and 2 is chosen.
In this case, the dynamics (2) can be written in the matrix form as follows:
x(k + 1) =


h1(1− γ12) h1γ12 0 0
0 1 0 0
0 0 1 0
0 0 0 1

x(k) +


1− h1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

u
=


.851 .094 0 0
0 1 0 0
0 0 1 0
0 0 0 1

x(k) +


.055 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

u.
For other edge choices, similar expressions can be obtained. We can see in simulations
(Figure 3) that the states oscillate, but the time averages converge, as predicted by our
results.
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Figure 3: Evolution of the opinions in the example of Section 3.2. The belief process x (top
plot) oscillates persistently in a bounded interval. As the belief process is ergodic, the time
averages (bottom plot) converge, when time goes to infinity, to the limit of Friedkin and
Johnsens’ dynamics (marked by blue circles).
4 Analysis of the gossip model
This section is devoted to prove Lemma 2 and Theorem 3. Their proof requires a few steps: (i)
we rewrite (2) as a random affine iterate; (ii) we compute relevant moments of the matrices
involved in the affine iterate; (iii) we verify that the mean dynamics (3) is stable and we
compute its limit; (iv) we prove ergodicity by verifying (4) through a direct argument.
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4.1 Random affine iterates
The dynamics (2) can be formally rewritten in vector form
x(k + 1) =(I − eie
⊤
i (I −H))
(
I + γij(eie
⊤
j − eie
⊤
i )
)
x(k)
+ eie
⊤
i (I −H)u,
provided the edge (i, j) is chosen at time k. If we define the matrices
A(i,j) =(I − eie
⊤
i (I −H))
(
I + γij(eie
⊤
j − eie
⊤
i )
)
B(i,j) =eie
⊤
i (I −H),
then the dynamics is
x(k + 1) = A(k)x(k) +B(k)u
where P[A(k) = A(i,j)] = 1|E| and P[B(k) = B
(i,j)] = 1|E| , for all k ∈ Z≥0.
4.2 Expected affine iterates
The expected dynamics of (2) is
E[x(k + 1)] = E[A(k)]E[x(k)] + E[B(k)]u,
and the two average matrices can be explicitly computed as follows, provided Assumption 1
holds.
E[A(k)] =
1
|E|
∑
(i,j)∈E
A(i,j)
=
1
|E|
∑
i∈V
∑
j∈Ni
[
I − eie
⊤
i (I −H) + γij
(
eie
⊤
j − eie
⊤
i
)
− (I −H)γijeie
⊤
i
(
eie
⊤
j − eie
⊤
i
) ]
=
1
|E|
∑
i∈V
∑
j∈Ni
[
I − eie
⊤
i (I −H) + γij
(
eie
⊤
j − eie
⊤
i
)
− (I −A)Γij
(
eie
⊤
j − eie
⊤
i
) ]
=
1
|E|
∑
i∈V
∑
j∈Ni
[
I − eie
⊤
i (I −H) +Hγij
(
eie
⊤
j − eie
⊤
i
)]
= I −
1
|E|
[D(I −H)−HΓ +H ] .
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Similarly,
E[B(k)] =
1
|E|
∑
(i,j)∈E
B(i,j)
=
1
|E|
∑
i∈V
∑
j∈Ni
eie
⊤
i (I −H)u
=
1
|E|
∑
i∈V
|Ni|eie
⊤
i (I −H)u
=
1
|E|
D(I −H)u.
4.3 Stability of expected iterates
Before showing the stability of the expected dynamics, which is studied in the Proposition 6,
we present a technical lemma. Although the result is already known, we prefer to include a
short proof for completeness. In order to state the lemma, we need some terminology. The
graph associated to a given square matrix M ∈ RV×V is the graph with node set V and an
edge (i, j) if and only if Mij > 0. We recall that a matrix is said to be substochastic if it is
nonnegative and the entries on each of its rows sum up to no more than one. Moreover, every
node corresponding to a row which sums to less than one is said to be a deficiency node.
Lemma 5. Consider a substochastic matrix M ∈ RV×V . If in the graph associated to M
there is a path from every node to a deficiency node, then M is Schur stable.
Proof. First note that Mk is substochastic for all k. More precisely, if we let Vk to be the set
of deficiency nodes ofMk, then Vk ⊆ Vk+1 for every positive integer k. Moreover, there exists
k⋆ such that Vk⋆ = V , that is all nodes for Mk
⋆
are deficiency nodes. We can then define
ν = maxi
∑
j M
k⋆
ij < 1. Given any k ∈ N, we can write k = nk
⋆ + r with k ∈ {0, . . . , k⋆ − 1}
and integer n, and notice that Mk1 ≤ Mnk
⋆
1 ≤ νn1 (provided inequalities are understood
componentwise). The last inequality implies that Mk converges to 0 as k → +∞.
Proposition 6. Under Assumptions 1 and 2, the matrix
A¯ = I −
1
|E|
(
D(I −H) +H(I − Γ)
)
is Schur stable (i.e., it has all eigenvalues in the open unit disk).
Proof. Note that A¯ij =
1
|E|hiγij if i 6= j, and A¯ii = 1 −
1
|E|
(
di(1 − hi) + hi(1 − γii)
)
. From
these formulas, we observe that all entries of A¯ are nonnegative. Next, we compute
∑
j∈V
A¯ij =1−
1
|E|
di(1 − hi) +
1
|E|
hi(1− γii) +
1
|E|
hi
∑
j 6=i
γij
=1−
1
|E|
di(1 − hi).
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Note that di > 0 by the presence of self-loops: consequently
∑
j A¯ij < 1 if hi < 1. Hence,
under Assumption 2, we have that A¯ is a substochastic matrix corresponding to a graph with
a path from any node ℓ to a node m whose row sums up to less than one. By Lemma 5 such
a matrix is Schur stable.
As a consequence of this result, we deduce that the matrix D(I − H) + H(I − Γ) is
invertible, and then
x⋆ = lim
k→+∞
E[x(k)]
=(I − E[A(k)])−1E[B(k)]u
=(D(I −H) +H(I − Γ))−1D(I −H)u.
We have by now completed the proof of the first claim of Theorem 3.
4.4 Ergodicity
We are now ready to complete the proof of Theorem 3, by showing the ergodicity property.
Our argument follows the same lines of the convergence results of Ishii and Tempo (2010) and
Ravazzi et al. (2013a). Preliminarily, we observe that by the definition of (2), the opinions
x(k) are bounded, as they satisfy
min
ℓ∈V
uℓ ≤ xi(k) ≤ max
ℓ∈V
uℓ (8)
for all i ∈ V and k ≥ 0. In particular, all moments of x(k) are uniformly bounded. Let now
e(k) := x(k) − x⋆ be the error from the limit average, and observe that
x¯(k)− x⋆ =
1
k + 1
k∑
ℓ=0
(x(ℓ)− x⋆) =
1
k + 1
k∑
ℓ=0
e(ℓ).
We thus have
E‖x¯(k)− x⋆‖2 = E
∥∥∥∥∥ 1(k + 1)
k∑
ℓ=0
e(ℓ)
∥∥∥∥∥
2
=
1
(k + 1)2
k∑
ℓ=0
E
[
e(ℓ)⊤e(ℓ)
]
+ 2
k∑
ℓ=0
k−ℓ∑
ℓ=r
E
[
e(ℓ)⊤e(ℓ+ r)
]
.
In view of (8), there exists η ∈ R such that
1
(k + 1)
k∑
ℓ=0
E
[
‖e(ℓ)‖2
]
≤ η ∀k.
Next, we note that
E
[
e(ℓ)⊤e(ℓ+ r)
]
= E
[
E
[
e(ℓ)⊤e(ℓ+ r)|x(ℓ)
]]
= E
[
e(ℓ)⊤E [e(ℓ+ r)|x(ℓ)]
]
(9)
= E
[
e(ℓ)⊤ (E [x(ℓ+ r)|x(ℓ)] − x⋆)
]
.
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By repeated conditioning on x(ℓ), x(ℓ + 1), . . . , x(ℓ + r − 1), we obtain
E
[
x(ℓ+r)|x(ℓ)
]
= E [A(k)]
r
x(ℓ) +
r−1∑
s=0
E[A(k)]sE[B]u,
and by recalling that x⋆ is a fixed point for the expected dynamics we get
x⋆ = E [A(k)]
r
x⋆ +
r−1∑
s=0
E[A(k)]sE[B(k)]u. (10)
From equations (9) and (10) we obtain
E
[
e(ℓ)⊤e(ℓ+ r)
]
= E
[
e(ℓ)⊤E [A(k)]r e(ℓ)
]
≤ ηρr,
where, by Lemma 6, ρ < 1. Finally, we have
E
[
‖x¯(k)− x⋆‖2
]
≤
η
(k + 1)2
(
k + 1 + 2
k−1∑
ℓ=0
k−ℓ∑
r=0
ρr
)
≤
η
(k + 1)
(
1 +
2
1− ρ
)
,
from which we obtain the thesis.
5 Conclusion and open problems
In this paper, we have defined a new model of opinion dynamics, within the framework of
randomized gossip dynamics. We have shown that, for suitable choices of the update parame-
ters, the well-known Friedkin and Johnsen’s dynamics is equivalent to the average behavior of
the dynamics. Significantly, the average has a very practical meaning, as the gossip dynamics
is ergodic, so that local averages (computed along time) match the expectation.
We note that recent related works on opinion dynamics with stubborn agents Acemoglu et al.
(2013); Ghaderi and Srikant (2013) have given intuitive characterizations of the (average)
limit opinion profile, in terms of harmonic functions or potentials. We leave similar studies
on our model as a topic of future research.
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