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Abstract
We develop a model of the behaviour of a dynamically optimizing economic agent
who makes consumption-saving and spatial relocation decisions. We formulate an ex-
istence result for the model, derive the necessary conditions for optimality and study
the behaviour of the economic agent, focusing on the case of a wage distribution with
a single maximum.
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1 Introduction
The emergence of the literature on “new economic geography” in the 1990s has rekindled
the interest in the spatial aspects of economics. The new generation of models makes heavy
use of the standard economics toolkit and analyzes a number of issues from a dynamic
perspective or from the perspective of optimizing agents. Interestingly, however, spatial
models adopting the perspective of dynamically optimizing consumers remain in relative
minority, despite the fact that they are standard fare in mainstream economic research.
The models in [1], [2] and [3] are notable exceptions in this respect.
The present work develops a model that studies the behaviour of a dynamically opti-
mizing economic agent who makes two types of interrelated choices: consumption-saving
decisions and spatial relocation (migration) decisions. Unlike the constructs in [1], [2] and
[3], the consumer in our model has a finite lifetime and a bequest incentive at the end of
his life. This departure from classical Ramsey-type models enables richer global dynamics
by allowing agents to inherit their ancestors’ savings in a setup akin to that of overlapping
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generations models. It also offers the additional option of introducing heterogeneous agents
whose economy-wide behaviour can be obtained through an explicit aggregation rule.
A second important difference with the above papers is that our consumer saves in
nominal assets. This partly depends on our choice to center the model around the be-
haviour of (potentially different) individuals as opposed to that of a representative agent.
More importantly, however, the nominal savings feature reflects our belief that pecuniary
considerations play an important role in the choice of where to work and how much to
consume.
Formally, we cast the model in the form of a continuous-time optimal control problem
with a finite planning horizon. The assumptions of the model, while fairly standard in
economics, create several mathematical challenges in the present setup. First, they preclude
the direct application of the existence theorems for optimal control problems known to the
authors. This requires an alternative approach to proving the existence of solutions of the
model. In particular, unlike traditional existence proofs in the spirit of Theorem 4, §4.2 in
[8], we prove an existence result that dispenses with convexity assumptions on the set of
generalized speeds for the optimal control problem. Also, the functional forms employed
in the model do not allow one to directly apply Pontryagin’s maximum principle, since the
transversality condition for one of the state variables is not defined at the point 0. To be
able to use the maximum principle, we prove that for an optimal control-trajectory pair
the terminal value of the particular state variable is strictly positive. Finally, economic
considerations point to the fact that only a subset of the possible values for the other
state variable in the model are of real interest. One way to take care of that issue is to
constrain the values of this state variable to lie in a certain set – the interval [0, 1] in
our case – for each point in time. However, instead of using an explicit state constraint,
which would complicate the use of the maximum principle, we introduce an additional
correcting mechanism by suitably defining the wage distribution function w(x) outside the
interval [0, 1]. We claim this mechanism does not influence the other characteristics of the
model, while being sufficient to ensure that the optimal state variable never leaves the set
in question, and we prove that indeed this is the case.
The rest of the paper is organized as follows. Section 2 introduces the model and the
assumptions we make. Section 3 proves the existence of a solution to the model under the
above assumptions. Section 4 applies Pontryagin’s maximum principle to obtain necessary
conditions for optimality. Section 5 describes some convenient transformations of the sys-
tem of necessary conditions and comments on the existence of solutions to this system. The
analysis in section 6 characterizes the asymptotic behaviour of terminal assets for different
sets of model parameters. This establishes facts that are useful for the study of relocation
choices in section 7. The results in this section are also of independent economic interest
as they shed light on the impact of intra- and intertemporal preferences on the saving de-
cisions of an individual with a sufficiently long planning horizon. Finally, section 7 tackles
the question of relocation behaviour in the basic case of a wage distribution having a single
maximum (single-peaked wage distribution). The results obtained for this case are intu-
itive, if unsurprising: in most cases a consumer with a sufficiently long lifespan relocates
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toward the wage maximum. While the single-peak case offers easily predictable results, we
consider it useful as a testing ground for the model before applying it to more interesting
situations. Indeed, preliminary results by the authors on the case of a double-peaked wage
distribution suggest that a host of complex situations, including multiple solutions and
bifurcations, can arise.
Acknowledgements. We would like to thank Tsvetomir Tsachev and Vladimir Veliov
for useful discussions and pointers to the literature. The responsibility for any errors is
solely ours.
2 The model
We employ a continuous-time model that deals with the case of a consumer who, given
an initial location in space x0 and asset level a0, supplies inelastically a unit of labour in
exchange for a location-dependent wage w(x(t)), and chooses consumption c(t) and spatial
location x(t) over time. The consumer has a finite lifetime T at the end of which a bequest
in the form of assets is left. This bequest provides utility to the consumer. More precisely,
for ρ, r, η, ξ and p – positive constants, and θ ∈ (0, 1), we look at the optimal control
problem
(2.1) max
c(t),z(t)∈∆
J(c(t), z(t)) :=
T∫
0
e−ρt
(
c(t)1−θ
1− θ
− ηz2(t)
)
dt+ e−ρT
a(T )1−θ
1− θ
subject to
(2.2) a˙(t) = ra(t) + w(x(t))− pc(t)− ξz2(t),
(2.3) x˙(t) = z(t),
a(0) = a0 ≥ 0,
x(0) = x0 ∈ [0, 1],
where a(t), x(t) are the state variables, assumed to be absolutely continuous, and c(t), z(t)
are the control variables. The set of admissible controls ∆ consists of all pairs of functions
(c(t), z(t)) which are measurable in [0, T ] and satisfy the conditions
(2.4) 0 ≤ c(t) ≤ C,
(2.5) |z(t)| ≤ Z,
(2.6) a(T ) ≥ 0.
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The constants C and Z are such that
(2.7) Cθ > max
(
1, µ
1
θ
)(a0 + T maxx |w(x)|
p1−e
−rT
r
)
,
(2.8) Z >
T maxx |w
′(x)|erT
2ξ
,
where µ := maxt,t0∈[0,T ] e
(r−ρ)(t−t0) > 0.
Remark. The bounds we impose on the admissible controls through equations (2.4)
and (2.5) are convenient from a technical viewpoint when proving the existence theorem
in section 3. Conditions (2.7) and (2.8) ensure that these constraints are never binding.
However, considerations of general nature – both economic and physical – make such
constraints appealing.
In the above model ρ > 0 is a time discount parameter and θ ∈ (0, 1) is the utility
function parameter. The control c(t) represents physical units of consumption and the
control z(t) governs the speed of relocation in space. We assume that relocation in space
brings about two type of consequences. First, relocation causes subjective disutility asso-
ciated with the fact that there is habit formation with respect to the place one occupies.
Second, changing one’s location is associated with monetary relocation costs that have to
be paid out of one’s income or stock of assets. As a baseline case we choose to capture
these phenomena by means of the speed of movement in space x˙(t) or, equivalently, z(t),
transformed through a quadratic function. The manner in which spatial relocation affects
the consumer’s utility and wealth can vary widely, however, therefore other functional
forms are certainly admissible. The parameters η, ξ ≥ 0 multiplying this function measure
the subjective disutility from changing one’s location in space and the relocation costs in
monetary terms, respectively. The parameters p > 0 and r > 0 stand for the price of a
unit of consumption and the interest rate, respectively.
The nonnegativity condition is imposed on terminal assets a(T ) both to have a well-
defined objective functional and to capture the intuitive observation that, with a known
lifetime, a debtor is unlikely to be allowed to leave behind outstanding liabilities to cred-
itors. The condition a(T ) ≥ 0 also sheds light on the nonnegativity restriction for a0,
since in an environment where no debts are allowed at the end of one’s lifetime, no debtor
position can be inherited at birth.
For the purposes of our analysis we look at the basic case where economic space is
represented by the real line. We are interested in only a subset of it, the interval [0, 1]. This
is modelled by taking the initial location x0 ∈ [0, 1] and requiring the location-dependent
wage, which is positive in (0, 1), to be negative outside [0, 1] and to satisfy additional
assumptions. Namely, we have w(x) > 0, x ∈ (0, 1) and w(x) < 0, x 6∈ [0, 1], as well as
w′(x) > 0, x ∈ (−∞, 0] and w′(x) < 0, x ∈ [1,∞). Later in the paper we formally verify
the intuitive claim that an optimal trajectory for x(t) will never leave the interval [0, 1]
under the above conditions. We also assume that w(x) ∈ C2(R1) and w(x) is bounded, i.e.
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maxx∈R |w(x)| < +∞. We impose additional requirements on w(x) to derive some of the
results in section 7.
3 Existence of solutions
Next we investigate the issue of existence of a solution to the model. The proof requires
two intermediate results, shown as lemmas below.
Lemma 3.1 Let the functions xi, i = 1, 2, . . . , and x¯ be defined on [0, T ] and take values
in the interval [a, b]. Let xi tend uniformly to x¯ as i → ∞ (denoted by xi ⇒ x¯) and
w ∈ C0[a, b]. Then, in [0, T ], as m→∞ we have
i) 1
m
∑m
i=1 xi ⇒ x¯,
ii) w(xm)⇒ w(x¯),
iii) w( 1
m
∑m
i=1 xi)⇒ w(x¯).
Proof. The proof directly replicates the standard proofs of counterpart results on
numerical sequences. 
Lemma 3.2 (The Banach-Saks Theorem) Let {vn}
∞
n=1 be a sequence of elements in a
Hilbert space H which are bounded in norm: ‖vn‖ ≤ K = const, ∀n ∈ N. Then, there
exist a subsequence {vnk}
∞
k=1 and an element v ∈ H such that∥∥∥∥vn1 + · · ·+ vnss − v
∥∥∥∥→ 0 as s→∞.
Proof. See, for example, [5, pp.78-81]. 
Theorem 3.3 Under the assumptions stated in section 2, there exists a solution (c(t), z(t)) ∈
∆ of problem (2.1)-(2.3).
Proof. We start by noting that the set of admissible controls ∆ is nonempty. To see this,
choose controls c(t) ≡ c0 = const and z(t) ≡ 0. Then, any c0 ∈ (0, w(x0)/p] will ensure
that a(T ) ≥ 0.
Next, observe that (c(t), z(t)) ∈ ∆ implies c(t), z(t) ∈ L∞[0, T ] and
(3.1) 0 ≤ a(T ) ≤ const = erT (a0 + T max
x∈R
|w(x)|).
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(We note that (2.6) implies the following bounds,
p‖c(t)‖L1[0,T ], ξ‖z(t)‖
2
L2[0,T ]
≤ erT
(
a0 + T max
x
|w(x)|
)
,
which do not depend on the constants C and Z.)
Through an application of Ho¨lder’s inequality one verifies that
∫ T
0
c(t)1−θe−ρtdt ≤
const(T )‖c(t)‖1−θL1 .
Thus, for (c(t), z(t)) ∈ ∆, the objective functional (2.1) is bounded. Consequently,
J0 := sup(c(t),z(t))∈∆ J(c(t), z(t)) <∞. Then we can choose a sequence of controls {(ck(t), zk(t))} ⊂
∆ such that J(ck(t), zk(t))→ J0.
Let ak(t) and xk(t) be the state variables corresponding to the controls (ck(t), zk(t)).
It is easy to verify that the functions ak(t) and xk(t) form a uniformly bounded and
equicontinuous set. Then, by the Arzela`-Ascoli theorem (see, e.g., [8], Ch.4), there exists
a subsequence (aks(t), xks(t))⇒ (a¯(t), x¯(t)).
Then, if cks(t) and zks(t) are the controls corresponding to (aks(t), xks(t)), by Lemma
3.2 we can in turn choose subsequences cksq (t) and zksq (t) whose arithmetic means tend in
L2[0, T ] norm to some elements in L2[0, T ], denoted c¯(t) and z¯(t), respectively. However,
we do not claim that a¯(t) and x¯(t) correspond to c¯(t) and z¯(t). For brevity we introduce
the notation cq(t) := cksq (t), zq(t) := zksq (t) etc., as well as c˜m(t) :=
1
m
∑m
q=1 cq(t) and
z˜m(t) :=
1
m
∑m
q=1 zq(t).
Then, we have established that: (1) (aq(t), xq(t)) ⇒ (a¯(t), x¯(t)) as q → ∞ and (2)
c˜m(t) −→
L2
c¯(t), z˜m(t) −→
L2
z¯(t) as m→∞.
Recall that aq(t) and xq(t) correspond to cq(t) and zq(t) as solutions to the respective
differential equations (2.2) and (2.3).
So far, it is not clear whether c˜m(t) and z˜m(t) are admissible. It is immediately seen that
they satisfy (2.4) and (2.5) but the corresponding a(T ) may fail to satisfy (2.6). However,
we can show that the controls c¯(t) and z¯(t) are admissible.
To prove the last claim, note first that according to [7, Ch.7, §2.5, Prop.4] we can
choose a subsequence of {c˜m(t), z˜m(t)} that converges a.e. to (c¯(t), z¯(t)) and, after passing
to the limit, we obtain that c¯(t) and z¯(t) satisfy (2.4) and (2.5).
It remains to show that a¯(T ) = erT
[
a0 +
∫ T
0
[w(x¯(t))− pc¯(t)− ξz¯2(t)]e−rtdt
]
≥ 0,
where x¯(t) = x0 +
∫ t
0
z¯(τ)dτ .
Consider
(3.2) a˜m(T ) = e
rT

a0 +
T∫
0
[w(x˜m(t))− pc˜m(t)− ξz˜
2
m(t)]e
−rtdt

 ,
6
with x˜m(t) = x0 +
∫ t
0
z˜m(τ)dτ =
1
m
∑m
q=1
(
x0 +
∫ t
0
zq(τ)dτ
)
= 1
m
∑m
q=1 xq(t). Adding and
subtracting 1
m
∑m
q=1w(xq(t)), and applying Jensen’s inequality to the term z˜
2
m(t), we obtain
a˜m(T ) ≥e
rT
T∫
0
[
w(x˜m(t))−
1
m
m∑
q=1
w(xq(t))
]
e−rtdt+
1
m
m∑
q=1
erT

a0 +
T∫
0
[w(xq(t))− pcq(t)− ξz
2
q (t)]e
−rtdt

 ≥
erT
T∫
0
[
w(x˜m(t))−
1
m
m∑
q=1
w(xq(t))
]
e−rtdt
(3.3)
By Lemma 3.1 both integrands inside the square brackets in the last line of (3.3) tend
uniformly to w(x¯(t)), so that the integral tends to zero. Thus, if limm→∞ a˜m(T ) exists, we
have limm→∞ a˜m(T ) ≥ 0.
We proceed to check that limmj→∞ a˜mj (T ) = a¯(T ) for a suitable subsequence a˜mj (T ).
We know that 1
m
∑m
q=1 xq(t) = x0+
∫ t
0
1
m
∑m
q=1 zq(τ)dτ . Since
1
m
∑m
q=1 xq(t)⇒ x¯(t) and, ad-
ditionally, it is easy to verify by applying Ho¨lder’s inequality that
∫ t
0
z˜m(τ)dτ →
∫ t
0
z¯(τ)dτ
when z˜m(t) −→
L2
z¯(t), we obtain x¯(t) = x0 +
∫ t
0
z¯(τ)dτ = x¯(t).
As c˜m(t) −→
L2
c¯(t) and z˜m(t) −→
L2
z¯(t), there exist a subsequences c˜mj (t) and z˜mj (t)
such that c˜mj (t) −−→
a.e.
c¯(t) and z˜mj (t) −−→
a.e.
z¯(t). To simplify notation, we refer to the
new subsequences as c˜j(t) and z˜j(t). Since the function z
2 is bounded on [−Z,Z], by
Lebesgue’s dominated convergence theorem
∫ T
0
ξz˜2j (t)e
−rtdt→
∫ T
0
ξz¯2(t)e−rtdt. It can also
be verified that
∫ T
0
c˜j(t)e
−rtdt→
∫ T
0
c¯(t)e−rtdt. Lastly, we know that
∫ T
0
w(x˜j(t))e
−rtdt→∫ T
0
w(x¯(t))e−rtdt as w(x˜j(t))⇒ w(x¯(t)). Consequently, the limit of (3.2) asmj →∞ exists
and is equal to a¯(T ), so that a¯(T ) ≥ 0. This shows that c¯(t) and z¯(t) are admissible.
By an application of Lebesgue’s dominated convergence theorem to the respective terms
in (2.1), we get limj→∞ J(c˜j(t), z˜j(t)) = J(c¯(t), z¯(t)).
Define ρmj (T ) := e
rT
∫ T
0
[
w(x˜mj (t))−
1
mj
∑mj
q=1w(xq(t))
]
e−rtdt. Obviously, ˜˜amj (T ) =
a˜mj (T )−ρmj (T ) also tends to a¯(T ) and ˜˜amj (T ) ≥
1
mj
∑mj
q=1 aq(T ), where aq(T ) corresponds
to (cq(t), zq(t)). Then, indexing by j instead of mj to simplify notation, we get
J0 ≥ J(c¯(t), z¯(t)) = lim
j→∞


T∫
0
[
c˜j(t)
1−θ
1− θ
− ηz˜2j (t)
]
e−ρtdt+ e−ρT
˜˜a1−θj (T )
1− θ

 ≥
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lim
j→∞

1j
j∑
i=1

 T∫
0
[
c1−θi (t)
1− θ
− ηz2i (t)
]
e−ρtdt + e−ρT
a1−θi (T )
1− θ



 =
lim
j→∞
{
1
j
j∑
i=1
J(ci(t), zi(t))
}
= J0,
where the inequality is a consequence of the fact that the functions σ 7→ σ1−θ and z 7→ (−z2)
are concave and we can apply Jensen’s inequality. This shows that the admissible pair
(c¯(t), z¯(t)) is optimal, as required. 
4 Necessary conditions for optimality
In this section we turn to the derivation of a set of necessary conditions for optimality on
the basis of Pontryagin’s maximum principle. To apply the maximum principle, however,
we need to ensure that the terminal utility from assets e−ρTa(T )1−θ/(1−θ) is well-behaved
at least for the optimal value of terminal assets. To this end, we prove the following
Theorem 4.1 For the optimal controls (c(t), z(t)) the terminal value of assets a(T ) is
strictly positive for any T > 0.
Proof. Let us assume that there is a time T0 > 0 for which a(T0) = 0.
Step 1. We first verify that it is impossible to have c(t) ≡ 0. Assuming that c(t) ≡ 0,
together with a(T0) = 0, yields the objective functional
J(0, z(t)) = −η
T0∫
0
z2(t)e−ρtdt ≤ 0.
If one of the following two conditions is valid:
1. a0 > 0 and x0 ∈ [0, 1];
2. a0 = 0 and x0 ∈ (0, 1),
then we can choose the admissible pair z¯(t) ≡ 0 (so that x(t) ≡ x0) and c¯(t) ≡ c0 =
const > 0, where c0 is such that
a0 +
T0∫
0
[w(x0)− pc0]e
−rtdt = 0.
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The last condition is equivalent to
a0 + T0w(x0)
e−rT0 − 1
−r
= pc0
e−rT0 − 1
−r
and therefore c0 > 0. Then
J(c¯(t), z¯(t)) =
T0∫
0
c1−θ0
1− θ
e−ρtdt > 0,
contradicting the optimality of (c(t), z(t)).
The case a0 = 0 and x0 = 0 or 1 is pathological in the sense that the consumer has
neither current income (w(0)=w(1)=0), nor initial wealth. Economically, it is implausible
to expect that such a consumer will manage to obtain a loan. From a purely formal point
of view, however, the consumer could get a loan and finance his relocation even in this
case. Moreover, he will be able to attain positive consumption levels.
To illustrate the above claim, suppose that x0 = 0, a0 = 0 and the consumer spends
all the income left after paying the relocation costs. Fix ε0 > 0 in such a way that
w′(x) ≥ w′(0)/2 > 0 for x ∈ [0, ε0]. Let the relocation strategy be given by the control
z¯(t) = ε sin pi
T
t, ε > 0. Then consumption is given by c¯(t) = w(x¯(t))− ξz¯2(t), where x¯(t) is
x¯(t) = ε
t∫
0
sin
(pi
T
τ
)
dτ =
εT
pi
(
1− cos
pit
T
)
=
2εT
pi
sin2
pit
2T
.
Then, x¯(T ) = 2Tε
pi
< ε0 for ε sufficiently small. Notice that
w(x¯(t)) = w(x¯(t))− w(0) = w′(x∗(t))x¯(t) ≥
w′(0)
2
x¯(t),
for some x∗(t) ∈ (0, x¯(t)). Consequently, we obtain
w(x¯(t))− ξz¯2(t) ≥ ε
[
w′(0)
2
2T
pi
sin2
pit
2T
− εξ sin2
pit
T
]
= ε sin2
pit
2T
[
Tw′(0)
pi
− 4εξ cos2
pit
2T
]
.
Consumption will be positive if
g(t) :=
Tw′(0)
pi
− 4εξ cos2
pit
2T
> 0 for t ∈ [0, T ].
For ε small g(0) = Tw′(0)/pi − 4ξε > 0. Also,
g′(t) = 4εξ
pi
2T
2 cos
pit
2T
sin
pit
2T
= 2εξ
pi
T
sin
pit
T
≥ 0 for t ∈ [0, T ].
Thus, g(t) ≥ g(0) > 0, as required.
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Remark. It is easy to see that in the above example we can take z¯(t) to be any smooth
function that is positive on (0, T ), zero for t = 0, T and ˙¯z(0) > 0.
Step 2. Since c(t) 6≡ 0, there exists a set A ⊂ [0, T ], measA > 0, such that
essinf
t∈A
c(t) > ε1 > 0.
Let us take the control pair (c¯(t), z¯(t)) with c¯(t) := c(t)−εχA(t) and z¯(t) := z(t), where
χA(t) is the indicator function of the set A and ε ∈ (0, ε1). These controls are admissible
if we have terminal assets a¯(T0) > 0, ∀ε ∈ (0, ε1). To verify the last claim, we take
a¯(T0) = e
rT0

a0 +
T0∫
0
[w(x(s))− p(c(s)− εχA(s))− ξz
2(s)]e−rsds

 = erT0 ∫
A
pεe−rsds = εC1,
where C1 := pe
rT0
∫
A
e−rsds > 0.
An application of Taylor’s formula yields
c¯(t)1−θ
1− θ
=
c(t)1−θ
1− θ
+ (−εχA(t))c(t)
−θ + (−εχA(t))
2−θ
2
c∗(t)−θ−1,
where c∗(t) = α(t)c¯(t)+ (1−α(t))c(t), α(t) ∈ (0, 1) or c∗(t) = c(t)− εχA(t)α(t). Note also
that for t ∈ A we have 0 < c(t)− ε1 · 1 ≤ c
∗(t) ≤ c(t), so that (c(t)− ε1)
−θ−1 ≥ c∗(t)−θ−1 ≥
c(t)−θ−1.
Let us compare
J(c(t), z(t)) =
T0∫
0
c(t)1−θ
1− θ
e−ρtdt− η
T0∫
0
z2(t)e−ρtdt
and
J(c¯(t), z¯(t)) =
T0∫
0
c¯(t)1−θ
1− θ
e−ρtdt− η
T0∫
0
z2(t)e−ρtdt+
a¯(T0)
1−θ
1− θ
e−ρT0
=J(c(t), z(t)) +

−ε ∫
A
c(t)−θe−ρtdt−
θε2
2
∫
A
(c(t)− εα(t))−1−θe−ρtdt

+
+
(εC1)
1−θ
1− θ
e−ρT0 .
We will show that J(c¯(t), z¯(t)) > J(c(t), z(t)) for ε ∈ (0, ε1) sufficiently small. This will
be true if we are able to establish that
(εC1)
1−θ
1− θ
e−ρT0 > ε
∫
A
c(t)−θe−ρtdt+
ε2θ
2
∫
A
(c(t)− ε1)
−1−θe−ρtdt,
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where the last integral provides an upper bound on
∫
A
(c(t) − εα(t))−1−θe−ρtdt. Denoting
the respective positive constants in the above inequality by B1, B2 and B3, we obtain
ε1−θB1 > εB2 + ε
2B3
or
B1 > ε
θB2 + ε
1+θB3,
which is obviously true for ε ∈ (0, ε1) sufficiently small. This contradicts the optimality of
(c(t), z(t)). Thus, a(T0) = 0 cannot be true and hence a(T0) > 0. 
On the basis of Theorem 4.1 an optimal solution c¯(t), z¯(t) to problem (2.1)-(2.3) (possi-
bly non-unique) also solves the following problem, where the controls (c(t), z(t)) ∈ ∆1 ⊂ ∆:
max
c(t),z(t)∈∆1
J(c(t), z(t))
a˙(t) = ra(t) + w(x(t))− pc(t)− ξz2(t)
x˙(t) = z(t)
a(0) = a0 ≥ 0,
x(0) = x0 ∈ [0, 1],
a(T ) ≥ δ > 0,
with δ being an appropriate constant, strictly smaller than the optimal value of terminal
assets.
To avoid burdensome notation, from now on we do not append additional symbols to
the state, costate and control variables in the model when referring to their optimal values.
However, we use alternative symbols to denote alternative sets of variables to be compared
with the optimal ones.
Taking into account that we do not impose any state constraints on the problem,
Theorem 5.2.1 in [4] provides the set of necessary conditions. To derive the latter, we
define the Hamiltonian for the problem
H := H(t, a, x, ϕ, ψ, p1, p2) =
p1(ra+ w(x)− pϕ− ξψ
2) + p2ψ + λ0e
−ρt
(
ϕ1−θ
1− θ
− ηψ2
)
,
(4.1)
where λ0 ∈ {0, 1}. Then
1) The costate variables pi(t), i = 1, 2, satisfy a.e. on (0, T )
(4.2) p˙1(t) = −rp1(t),
(4.3) p˙2(t) = −p1(t)w
′(x(t)).
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2) The function ϕ, ψ 7→ H(t, a(t), x(t), ϕ, ψ, p1(t), p2(t)) attains its maximum with re-
spect to ϕ, ψ at the point (c(t), z(t)) for almost all t ∈ [0, T ], where ϕ, ψ satisfy the
constraints on the function values arising from ∆1, i.e. ϕ ∈ [0, C] and |ψ| ≤ Z:
H(t) := H(t, a(t), x(t), c(t), z(t), p1(t), p2(t)) =
max
ϕ,ψ
H(t, a(t), x(t), ϕ, ψ, p1(t), p2(t)).
(4.4)
3a) Since a(t) and x(t) are fixed at t = 0, the values of pi(0) are arbitrary, i.e.
(4.5) p1(0) = λ1, λ1 ∈ R,
(4.6) p2(0) = λ2, λ2 ∈ R.
3b) Since the terminal values (a(T ), x(T )) of the state variables are at an interior point
of the target set
{(a, x) ∈ R2|a ≥ δ > 0, x ∈ R1},
the corresponding normal cone is trivial and the transversality condition at the right end-
point T has the form
(4.7) p1(T ) = λ0e
−ρTa(T )−θ,
(4.8) p2(T ) = 0,
(cf. condition 4) in Theorem 5.2.1 and the functional form for f(x(b)) in §5.2 in [4]).
4) The variables p1(t), p2(t), λ0 are not simultaneously equal to zero.
Below we specify the form of the necessary conditions in greater detail.
According to (4.2) and (4.5) we have
(4.9) p1(t) = λ1e
−rt.
Proposition 4.2 If there exists t0 ∈ [0, T ] such that c(t0) ∈ (0, C), then c(t) > 0 for
almost all t ∈ [0, T ].
Proof. If there exists t0 with the above properties, then (4.4) implies
∂
∂ϕ
H(t0, a(t0), x(t0), ϕ, z(t0), p1(t0), p2(t0))
∣∣
ϕ=c(t0) = 0,
i.e.
(4.10) − pλ1e
−rt0 + λ0e
−ρt0c(t0)
−θ = 0.
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If we assume that λ0 = 0, then λ1 = 0 and, because of (4.9), one obtains p1(t) ≡ 0.
This implies that p2(t) ≡ const = λ2. Now (4.8) shows that λ2 = 0, which constitutes a
contradiction with condition 4) from the cited theorem in [4]. Therefore, λ0 = 1.
Assume that there exists t1 ∈ [0, T ] for which c(t1) = 0. Then, for all sufficiently small
ϕ > 0 we have
H(t1, a(t1), x(t1), ϕ, z(t1), p1(t1), p2(t1))−H(t1, a(t1), x(t1), 0, z(t1), p1(t1), p2(t1))
ϕ− 0
≤ 0,
i.e.
−p1(t1)p+ λ0e
−ρt1
ϕ−θ
1− θ
≤ 0.
Since λ0 > 0, for ϕ → 0+ the last inequality leads to a contradiction. This proves the
proposition. 
Corollary 4.3 If there exists t1 ∈ [0, T ] for which c(t1) = 0, then λ0 = 0 and c(t) = 0 for
almost all t ∈ [0, T ].
Proof. The conclusion on λ0 can be obtained in the same manner as in the proof of
Proposition 4.2 by passing to the limit as ϕ → 0+. If we assume the existence of a point
t0 ∈ [0, T ] for which c(t0) > 0, we can proceed as in the proof of the proposition and get
p1(t) ≡ p2(t) ≡ 0 and λ0 = 0, which is impossible. 
Proposition 4.4 The optimal consumption cannot be identically zero.
Proof. Assume that the controls c(t) ≡ 0 and z(t) are optimal. Then
J(0, z(t)) = −
T∫
0
ηz2(t)e−ρtdt+ e−ρT
a(T )1−θ
1− θ
.
Take the controls c˜(t) = ε and z˜(t) = z(t), where ε > 0 is sufficiently small. These controls
are admissible, as the respective value of terminal assets is
a˜(T ) = erT

a0 +
T∫
0
[w(x(t))− pε− ξz2(t)]e−rtdt

 = a(T )− εC1,
where C1 := e
rTp
∫ T
0
e−rtdt > 0. It is evident that for ε sufficiently small we have a˜(T ) > δ,
since a(T ) > δ. It remains to check that for ε close to zero we have
J(ε, z(t)) =
T∫
0
ε1−θ
1− θ
e−ρtdt− η
T∫
0
z2(t)e−ρtdt+ e−ρT
(a(T )− εC1)
1−θ
1− θ
>
J(0, z(t)) = −
T∫
0
ηz2(t)e−ρtdt+ e−ρT
a(T )1−θ
1− θ
,
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which is equivalent to
ε1−θC2 >
e−ρT
1− θ
[
a(T )1−θ − (a(T )− εC1)
1−θ
]
, C2 := const > 0.
The last expression is obviously true for all ε sufficiently small. 
Remark. So far it is clear that the optimal consumption cannot be identically zero and
that if there exists t0 such that c(t0) ∈ (0, C), then λ0 = 1. It remains to check whether
we can have c(t) = C for some t.
We first establish the following result.
Proposition 4.5 It is impossible for the optimal c(t) to satisfy
(4.11) c(t) ≥ C0 > 0,
where
(4.12) C0 >
a0 + T maxx |w(x)|
p1−e
−rT
r
.
Proof. Notice that if condition (4.11) is true, then the inequality a(T ) ≥ δ is violated.
Indeed, if (4.11) holds, then
a(T ) =erT

a0 +
T∫
0
[
w(x(t))− pc(t)− ξz2(t)
]
e−rtdt

 ≤
erT

a0 +
T∫
0
[
max
x
|w(x)| − pC0
]
e−rtdt

 ,
which is negative when (4.12) holds. 
Proposition 4.6 The number λ1 is strictly positive.
Proof. We know that for the optimal c(t) it is impossible to have c(t) ≥ C0 or c(t) ≡ 0.
Consequently, there exists t0 ∈ [0, T ] for which c(t0) ∈ (0, C0). Then
∂
∂ϕ
H(t0, a(t0), x(t0), ϕ, z(t0), p1(t0), p2(t0))
∣∣
ϕ=c(t0) = 0,
and hence (4.10) holds. This in turn implies that λ0 = 1, as well as
pλ1e
−rt0 = e−ρt0c(t0)
−θ.
Therefore, we have λ1 > 0 and
(4.13) λ1 =
e(r−ρ)t0c(t0)
−θ
p
.

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Proposition 4.7 There does not exist t ∈ [0, T ] for which c(t) = C.
Proof. Assuming the contrary, by the maximum principle we obtain
H(t, a(t), x(t), ϕ, z(t), p1(t), p2(t))−H(t, a(t), x(t), C, z(t), p1(t), p2(t))
ϕ− C
≥ 0
for ϕ ∈ (0, C) and so for ϕ→ C − 0 we get
−pλ1e
−rt + e−ρtC−θ ≥ 0,
which implies
Cθ ≤
e(r−ρ)t
λ1p
=
e(r−ρ)tc(t0)
θ
e(r−ρ)t0
< e(r−ρ)(t−t0)Cθ0 ≤ µC
θ
0 ,
where µ := maxt,t0∈[0,T ] e
(r−ρ)(t−t0) > 0. In other words,
C ≤ µ
1
θC0,
which is impossible. 
The results obtained so far allow us to to find an expression for the optimal consumption
c(t).
Corollary 4.8 For each t ∈ [0, T ] we have c(t) ∈ (0, C). The optimal consumption rule
has the form
(4.14) c(t) =
[
1
pλ1
] 1
θ
e
r−ρ
θ
t =
1
p
1
θ
e
ρ−r
θ
(T−t)a(T ).
Before deriving an expression for the optimal relocation control z(t), we note that (4.3)
and (4.8) imply
(4.15) p2(t) = λ1
T∫
t
w′(x(τ))e−rτdτ = e(r−ρ)Ta(T )−θ
T∫
t
w′(x(τ))e−rτdτ.
Proposition 4.9 For each t ∈ [0, T ] we have the strict inequality
|z(t)| < Z.
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Proof. Assume, for example, that z(t1) = Z for some t1 ∈ [0, T ]. Then, after passing to
the limit in the respective difference quotient, we obtain
−p1(t1)ξ2Z + p2(t1)− 2ηZe
−ρt1 ≥ 0,
so that
p2(t1) ≥ 2(ξλ1e
−rt1 + ηe−ρt1)Z.
Similarly, the assumption that z(t2) = −Z for some t2 ∈ [0, T ] leads to
−p2(t2) ≥ 2(ξλ1e
−rt2 + ηe−ρt2)Z.
In both cases we have (i = 1 or 2)
Z ≤
±p2(ti)
2(ξλ1e−rti + ηe−ρti)
≤
|p2(ti)|
2(ξλ1e−rti + ηe−ρti)
≤
λ1
∣∣∣∫ Tti w′(x(τ))e−rτdτ
∣∣∣
2(ξλ1e−rti + ηe−ρti)
≤
maxx |w
′(x)| |T − ti|
2(ξe−rti + η
λ1
e−ρti)
<
T maxx |w
′(x)|
2ξe−rti
≤
T maxx |w
′(x)|
2ξ
erT ,
which is impossible by the definition of Z. 
Corollary 4.10 For t ∈ [0, T ] we have for the optimal relocation speed z(t) ∈ (−Z,Z) and
then
(4.16) z(t) =
p2(t)
2(ξλ1e−rt + ηe−ρt)
.
5 Existence of a solution of the system of necessary
conditions
In order to facilitate the study of the differential equations arising from the set of
necessary conditions in section 4, it would prove convenient to rewrite the differential
system. Theorem 3.3 guarantees the existence of a solution to the problem (2.1)-(2.3)
which in turn ensures the existence for each T > 0 of a solution to the following problem:
(5.1)
∣∣∣∣∣∣∣∣
x˙(t) = y(t)
F (t)
,
y˙(t) = −w′(x(t))λ1e
−rt,
x(0) = x0,
y(T ) = 0,
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where y(t) := p2(t) and F (t) := 2(ξλ1e
−rt + ηe−ρt). It follows that there exists a solution
to the problem
(5.2)
∣∣∣∣∣∣
d
dt
(F (t)x˙(t)) + w′(x(t))λ1e
−rt = 0,
x(0) = x0,
x˙(T ) = 0.
The latter fact can also be established without recourse to Theorem 3.3. Following the
procedure described in §73 of [9], we construct the respective Green function and transform
(5.2) in the form
(5.3) x(t) =
T∫
0
K(t, τ)λ1e
−rτw′(x(τ))dτ,
where
K(t, τ) =
{ ∫ τ
0
1
F (s)
ds, τ ∈ [0, t]∫ t
0
1
F (s)
ds, τ ∈ [t, T ]
Since the function w′(x) is bounded and continuous by assumption, a solution to (5.3)
exists. This is a consequence of Leray-Schauder index theory (see §2.4 in [10]). Also, the
solution to (5.2) may not be unique, as can be seen from simple examples of eigenfunction
problems that possess nontrivial solutions.
A solution to (5.1) or (5.2) can be viewed as a particular member of the family of
solutions (x(t, α), y(t, α)) to the Cauchy problem
(5.4)
∣∣∣∣∣∣∣∣
x˙(t) = y(t)
F (t)
,
y˙(t) = −w′(x(t))λ1e
−rt,
x(0) = x0,
y(0) = α,
where α has been chosen appropriately, so that
(5.5) y(T, α) = 0.
The existence of a unique solution to (5.4) on the interval [0, T ] for initial data (x0, α) and
each T > 0 is ensured by Corollary 3.1, chapter 2, in [6].
Since (5.5) is equivalent to x˙(T, α) = 0, we can integrate the differential equation in
(5.2) over [0, T ] to arrive at an equivalent form of (5.5):
(5.6) α = λ1
T∫
0
w′(x(τ, α))e−rτdτ.
It is straightforward to verify the following
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Proposition 5.1 The function x(t) ≡ x0 is a solution to (5.2) if and only if the point x0
is a critical point for w(x), i.e. w′(x0) = 0.
The analysis of the solutions of the system of necessary conditions, which is carried out
in section 7, provides the dynamics of the behaviour of the economic agent, implied by
this model, in the baseline case when the wage distribution has a single maximum point
on the interval [0, 1]. Prior to that, the next section studies the properties of the function
T 7→ a(T ) as T →∞.
6 Dynamics of terminal assets a(T ) for different time
horizons
In this section we study the dependence of optimal terminal assets a(T ) on the length
of the time horizon T . Although terminal assets is the natural object of study due to the
fact that it is easily interpretable in economic terms, the discussion may equally well be
framed in terms of the behaviour of λ1, viewed as a function of the time horizon T and
denoted λ1(T ). This approach is feasible by virtue of the relationship
(6.1) λ1(T ) = e
(r−ρ)Ta(T )−θ.
Below we derive upper and lower bounds on λ1(T ), which will be needed in the analysis of
section 7. We assume for simplicity that x0 ∈ (0, 1), i.e. w(x0) > 0, as well as that a0 > 0.
Also, in this section we denote by C different constants that do not depend on T . Since
we do not use the bound on the control c(t) from (2.4) in this section, no confusion can
arise from this convention.
6.1 An upper bound on λ1(T )
The pair (c(t) ≡ c0 = const, z(t) ≡ 0) is admissible for c0 appropriately chosen. Then
x(t) ≡ x0 and we set c0 :=
w(x0)
p
. In this case terminal assets are
a˜(T ) = erT

a0 +
T∫
0
[w(x(t))− pc(t)− ξz2(t)]e−rTdt

 = a0erT .
Consequently,
J(c0, 0) = c1(1− e
−ρT ) + c2e
[r(1−θ)−ρ]T ,
where c1 and c2 are constants that depend on c0 and a0.
On the other hand, for the optimal controls (c(t), z(t)) we have
J(c(t), z(t)) =
T∫
0
[
a(T )
1
p1/θ
e
ρ−r
θ
(T−t)
]1−θ
e−ρt
1− θ
dt− η
T∫
0
z2(t)e−ρtdt+
a(T )1−θ
1− θ
e−ρT ,
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which takes different forms depending on whether ρ− r(1− θ) is different from zero.
Since J(c(t), z(t)) ≥ J(c0, 0), for ρ− r(1− θ) 6= 0 we obtain
a(T )1−θ
1− θ
e−ρT
[
1 +
1
p
1−θ
θ
e
ρ−r(1−θ)
θ
T − 1
ρ−r(1−θ)
θ
]
≥ c1 + c2e
−(ρ−r(1−θ))T − c1e
−ρT .
Thus,
(6.2) a(T ) ≥


c˜1e
ρT + c˜2e
r(1−θ)T − c˜1
1 + 1
p
1−θ
θ
e
ρ−r(1−θ)
θ
T
−1
ρ−r(1−θ)
θ


1
1−θ
,
where c˜1 = (1− θ)c1, c˜2 = (1− θ)c2. Using the last expression together with (6.1), we can
derive upper bounds on λ1(T ).
Proposition 6.1 Under the assumptions of this section, we have (∀T > 0):
(6.3) λ1(T ) ≤


C, if ρ− r(1− θ) > 0,
Ce−(ρ−r(1−θ))T , if ρ− r(1− θ) < 0,
C(1 + T )
θ
1−θ , if ρ− r(1− θ) = 0.
and, accordingly,
(6.4) a(T ) ≥


Ce
r−ρ
θ
T , if ρ− r(1− θ) > 0,
CerT , if ρ− r(1− θ) < 0,
C e
ρ
1−θ
T
(1+T )
1
1−θ
, if ρ− r(1− θ) = 0.
6.2 A lower bound on λ1(T )
We first look at a particular case of the main problem, for which
(6.5) w(x) ≡ W = const.
Then p˙2 ≡ 0 which, together with the transversality condition p2(T ) = 0, yields p2(t) ≡ 0,
i.e. z(t) ≡ 0 and x(t) ≡ x0.
The optimal consumption rule is c(t) = 1
p1/θ
a¯(T )e
ρ−r
θ
(T−t), where a¯(T ) is the optimal
terminal value of assets for the problem with condition (6.5). We will calculate a¯(T ) from
a¯(T ) = erT

a0 +
T∫
0
(
W − p
θ−1
θ a¯(T )e
ρ−r
θ
(T−t)
)
e−rtdt

 .
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Thus, we find
(6.6) a¯(T ) ≤


Ce
r−ρ
θ
T , if ρ− r(1− θ) > 0,
CerT , if ρ− r(1− θ) < 0,
C e
rT
1+T
, if ρ− r(1− θ) = 0.
Proposition 6.2 Let w(x) ≤ W, ∀x, and let a(T ) and a¯(T ) be the optimal terminal
asset values for the problems with wage distributions w(x) and W , respectively (all other
parameters of the two problems being identical). Then
a(T ) ≤ a¯(T ).
Proof. Since according to (4.14) optimal consumption for the two problems has the form
a(T )Ψ(t) and a¯(T )Ψ(t) with one and the same function Ψ(t), we obtain
[a¯(T )− a(T )]

1 + erT
T∫
0
pΨ(t)e−rtdt

 = erT
T∫
0
[W − w(x(t))]e−rtdt + erT ξ
T∫
0
z2(t)e−rtdt,
where x(t) and z(t) refer to the variables in the problem with wage distribution w(x). This
completes the proof. 
From Proposition 6.2 and equations (6.1) and (6.6), we obtain
Proposition 6.3 Under the assumptions of this section, we have (∀T > 0):
(6.7) a(T ) ≤


Ce
r−ρ
θ
T , if ρ− r(1− θ) > 0,
CerT , if ρ− r(1− θ) < 0,
C e
rT
1+T
, if ρ− r(1− θ) = 0.
and, accordingly,
(6.8) λ1(T ) ≥


C, if ρ− r(1− θ) > 0,
Ce−(ρ−r(1−θ))T , if ρ− r(1− θ) < 0,
C(1 + T )θ, if ρ− r(1− θ) = 0.
Remark. The bounds derived above can be refined in some cases. For instance, the
first inequality in (6.7) implies very different behaviour of a(T ) depending on whether
ρ ∈ (r(1− θ), r), ρ = r or ρ > r.
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7 Optimal relocation strategies for single-peaked wage
distributions
This section studies the optimal relocation behaviour of the consumer, as described by
x(t), in the important case of single-peaked wage distributions on the interval [0, 1]. We
demonstrate first the validity of the following general claim (under the conditions stated
at the end of section 2):
Proposition 7.1 The optimal trajectory x(t) remains in the interval [0, 1], regardless of
the particular form of the wage distribution w(x) in [0, 1].
Proof. Notice that since x˙(t) = p2(t)/F (t), with F (t) defined as in section 5, in view of
(4.15) we can write
x˙(t) =
λ1
F (t)
T∫
t
w′(x(τ))e−rτdτ = G(t)
T∫
t
w′(x(τ))e−rτdτ,
where G(t) := λ1/F (t).
Assume first that at time t1 the point x(t) leaves the interval [0, 1] to the left (i.e. leaves
the interval at x = 0) and remains to the left of zero until t = T , so that x(t) < 0 for
t ∈ (t1, T ]. Then, for t ∈ [t1, T ], w
′(x(t)) > 0 and consequently x˙(t) > 0. This would
imply that for some t∗ ∈ (t1, T ), x(T ) − x(t1) = (T − t1)x˙(t∗) > 0, or x(T ) > x(t1) = 0,
which contradicts the assumption that x(t) < 0 for t ∈ (t1, T ]. Thus, x(t) cannot leave the
interval [0, 1] to the left and remain outside it until the end of the planning horizon T . A
similar argument shows that it is impossible for x(t) to leave the interval [0, 1] to the right
and stay there.
Let us now assume that x(t) leaves the interval [0, 1] to the left of zero at time t1 and
returns back at time t2 > t1. Again, for t ∈ (t1, t2) we have x(t) < 0 and w
′(x(t)) > 0,
which means that
∫ t2
t1
w′(x(t))e−rtdt > 0. Since x(t) leaves the interval [0, 1] to the left at
t1, it must be that x˙(t1) ≤ 0. By the same logic, at time t2 we should have x˙(t2) ≥ 0.
Then one obtains
x˙(t1) =G(t1)
T∫
t1
w′(x(t))e−rtdt = G(t1)
t2∫
t1
w′(x(t))e−rtdt+
G(t1)
G(t2)
G(t2)
T∫
t2
w′(x(t))e−rtdt
=G(t1)
t2∫
t1
w′(x(t))e−rtdt+
G(t1)
G(t2)
x˙(t2) > 0,
which contradicts the condition x˙(t1) ≤ 0. Hence it is impossible for x(t) to temporarily
leave the interval [0, 1] to the left. Naturally, this argument can be applied with obvious
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modifications to the hypothesis that x(t) temporarily goes to the right of x = 1. Sum-
marizing the above conclusions, we see that the optimal x(t) remains in the interval [0, 1].

We turn next to the main object of study for this section: the case when the wage
function has a single peak on the interval [0, 1]. The example of the quadratic function
w(x) = x(1− x) in a neighbourhood of the interval [0, 1] may facilitate visualization.
Assume that in this case the initial location x0 lies to the left of the wage peak, i.e.
if x1 := argmaxx∈[0,1]w(x), then 0 ≤ x0 < x1. For the remainder of this section we
will assume that w′(x) > 0, x ∈ [0, x1] and w
′(x) < 0, x ∈ [x1, 1]. In this case, for T
sufficiently small, x(T ) will remain in a small neighbourhood of x0. However, this means
that w′(x(t)) > 0 for any t ∈ [0, T ] and therefore p˙2(t) < 0, which implies p2(t) > 0 since
p2(T ) = 0. As p2(t) > 0, we obtain x˙(t) > 0. In words, for sufficiently small planning
horizons the consumer unambiguously relocates toward the wage maximum.
If x(T ) ∈ (x0, x1), we have, using the notation in section 5, y˙(t) = −w
′(x(t))p1(t) < 0.
Since y(T ) = 0, it follows that y(t) > 0, t ∈ [0, T ). Then x˙(t) = y(t)
F (t)
> 0, so that x(t) is
monotonically increasing.
We note that there does not exist a solution to the system of necessary conditions for
which x(T ) = x1. For such a solution we would have y(T ) = 0 and one could compare
this solution of the stationary solution x˜(t) ≡ x1, y˜(t) ≡ 0. Then, the uniqueness of the
solution to a Cauchy problem (for identical data at t = T ) shows that the two solutions
coincide. This, however, is impossible, since for t = 0 the values of the two solutions are
different (x(0) = x0 6= x˜(0) = x1).
We would like to check whether it is possible for the terminal location x(T ) to lie to
the right of the wage peak for x0 < x1. To this end, assume that x(T ) > x1 and let t1
be the time when point x1 is reached last, i.e. x(t1) = x1 and for t ∈ (t1, T ) we have
x(t) > x1. (In other words, t1 = sup{t ∈ [0, T ]|x(t) = x1}.) Then, by the mean value
theorem, 0 < x(T ) − x(t1) = (T − t1)
y(t∗)
F (t∗)
for some t∗ ∈ (t1, T ). However, since y˙(t) > 0,
t ∈ (t1, T ), and y(T ) = 0 imply y(t∗) < 0, we obtain
y(t∗)
F (t∗)
< 0, which is a contradiction.
Thus, x(T ) cannot lie to the right of x1.
The systematic study of the relocation behaviour of the economic agent in this case
can be reduced to the analysis of the way in which the solutions to the Cauchy problem
(5.4) behave for different values of the parameter α. Those solutions that satisfy (5.5)
are also solutions to the system of necessary conditions (5.1), i.e. extremals. Through
this approach we can also obtain information on the number of solution to the problem at
hand. Of course, if only one extremal exists, then it is the solution we seek.
We remind the reader that the number λ1 = λ1(T ) is fixed, insofar as T is fixed.
Case I: α ≤ 0. It is obvious that for small t we have y(t) < 0 since y˙(t) < 0. For such
t we have
x(t) = x0 +
t∫
0
y(τ)
F (τ)
dτ < x0,
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i.e. the agent shifts toward x = 0. It means that y˙(t) remains negative, so that y(t) =
α+
∫ t
0
y˙(τ)dτ also remains negative and x(t) keeps moving to the left. Thus, it is impossible
for (5.5) to become true, i.e. there are no extremals among the solutions of (5.4) for α ≤ 0.
Case II: α > 0. In this case we have y(t) > 0 in a neighbourhood of t = 0 and so x(t)
moves to the right in the direction of the point x1. However, y˙(t) = −w
′(x(t))p1(t) < 0,
so that y(t) decreases. If it turns out that y(T ) = 0 and x(T ) < x1, then the respective
solution is an extremal. The existence of such an extremal is guaranteed by Theorem 3.3.
The latter claim can be established through an alternative approach, which allows us to
ascertain the number of extremals.
We introduce the notation M(α) for the right-hand side of (5.6). Since x(t) < x1 for
t ∈ [0, T ], we get
M(α) ≤ λ1max
x
|w′(x)|
1− e−rT
r
=:M0,
i.e. in view of (5.6) the relevant values of α lie in the interval (0,M0).
It is easy to see that the function
g(α) := α−M(α)
is continuous on the interval [0,M0 + 1] and satisfies the inequalities
g(0) < 0 < g(M0 + 1).
Consequently, there exists α > 0 for which g(α) = 0, i.e. which satisfies (5.6).
Proposition 7.2 For the case of a single-peaked wage distribution w(x) with w′′(x) ≤ 0
in [0, 1], there exists a unique extremal for the system (5.1).
Proof. Assume that at least two different extremals exist. They solve the system (5.4)
for different positive values α1 6= α2, for which αi −M(αi) = 0, i = 1, 2. Then
(7.1) (α2 − α1)
(
1−
d
dα
M(α∗)
)
= 0, α∗ = κα1 + (1− κ)α2, κ ∈ (0, 1).
The derivative
d
dα

λ1
T∫
0
w′(x(t, α))e−rtdt


∣∣∣∣∣∣
α=α∗
has the form
λ1
T∫
0
w′′(x(t, α∗))
∂x(t, α∗)
∂α
e−rtdt,
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with xα(t, α) :=
∂x(t,α)
∂α
and yα(t, α) :=
∂y(t,α)
∂α
satisfying the equations of variation [6, Ch.V,
Theorem 3.1]: ∣∣∣∣∣∣∣∣
x˙α(t, α) =
yα(t,α)
F (t)
,
y˙α(t, α) = −w
′′(x(t, α))xα(t, α)λ1e
−rt,
xα(0, α) = 0,
yα(0, α) = 1.
Consequently, xα(t, α
∗) solves the linear equation
d
dt
(F (t)x˙α(t, α
∗)) + w′′(x(t, α∗))λ1e
−rtxα(t, α
∗) = 0
for initial data xα(0, α
∗) = 0 and x˙α(0, α
∗) = 1. Multiplying by xα(t, α
∗) and integrating
over (0, t), we obtain
F (t)x˙α(t, α
∗)xα(t, α
∗) =
t∫
0
F (τ)x˙2α(τ, α
∗)dτ +
T∫
0
(−w′′(x(τ, α∗)))λ1e
−rτx2α(τ, α
∗)dτ ≥ 0.
Taking into account that F (t)x˙α(t, α
∗)xα(t, α
∗) = d
dt
(x2α(t, α
∗))F (t)/2, we establish that
the function x2α(t, α
∗) is increasing. In view of the initial conditions, in a small interval
(0, ε) we have xα(t, α
∗) > 0. This inequality holds for all t ∈ (0, T ), for otherwise there
would exist t¯ ∈ (ε, T ) for which xα(t¯, α
∗) = 0. The latter would lead to the contradiction
0 < x2α(ε/2, α
∗) ≤ x2α(t¯, α
∗) = 0. Taking into account that w′′(x) ≤ 0, we obtain from (7.1)
that α1 = α2, i.e. the two extremals coincide. 
We augment the above results by investigating the dependence of the final location
X(T ) := x(T ;T, x0) of the agent on the length of the time horizon T . Since X(T ) < x1,
∀T > 0, we have l := supT>0X(T ) ≤ x1.
Proposition 7.3 Under the assumptions of Proposition 7.2, we have the following classi-
fication. If ρ ≥ r or ρ ∈ (0, r(1− θ)], then l = x1. If ρ ∈ (r(1− θ), r), it is possible to have
l < x1 for appropriate values of the parameters of the problem.
Proof. Assume that l < x1. For ρ ≥ r, we have e
(r−ρ)t ≤ 1 and so
X(T ) = x0 +
T∫
0
∫ T
τ
λ1(T )w
′(x(s))e−rsds
2(ξλ1(T )e−rτ + ηe−ρτ )
dτ ≥ x0 +
λ1(T )w
′(l)
2(ξλ1(T ) + η)
T∫
0
erτ

 T∫
τ
e−rsds

 dτ,
where the integral evaluates to 1
r
[
T − 1
r
+ e
−rT
r
]
.
According to the results from section 6, the expression λ1(T )
2(ξλ1(T )+η)
does not tend to zero
as T →∞, so limT→∞X(T ) =∞, which contradicts the fact that X(T ) is bounded.
For ρ < r, we study three cases according to the behaviour of λ1(T ):
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i) ρ ∈ (r(1− θ), r). In this case limT→∞ λ1(T ) = const,
ii) ρ ∈ (0, r(1− θ)). In this case limT→∞ λ1(T ) =∞.
iii) ρ = r(1− θ). In this case C1(1 + T )
θ ≤ λ1(T ).
For case i) we have
X(T ) ≤ x0 +
λ1(T )w
′(x0)
2η
T∫
0
eρτ

 T∫
τ
e−rsds

 dτ ≤ x0 + λ1(T )w′(x0)
2ρ(r − ρ)η
,
after taking into account that the integral evaluates to 1
r
[
1
r−ρ
− r
(r−ρ)ρ
e−(r−ρ)T + e
−rT
ρ
]
. It
is clear that, for instance, for large values of η this upper bound on X(T ) can be strictly
smaller than x1.
In case ii), defining A := r(1− θ)− ρ > 0, we have from section 6
C1e
AT ≤ λ1(T ) ≤ C2e
AT with Ci > 0, i = 1, 2.
Consequently, assuming that l < x1, we have
(7.2) X(T ) ≥ x0 +
C1w
′(l)
2r
T∫
0
eAT
e−rτ − e−rT
ζeAT e−rτ + ηe−ρτ
dτ,
where ζ := ξC2 > 0. Denote the integral in (7.2) by I. We have
I =
T∫
0
1− erτe−rT
ζ + η e
(A+rθ)τ
eAT
dτ ≥
A
A+rθ
T∫
0
1− erτe−rT
ζ + η e
(A+rθ)τ
eAT
dτ.
Since e−AT e(A+rθ)τ ≤ 1 for τ ∈ [0, AT/(A+ rθ)], we have from the last expression
I ≥
A
A+rθ
T∫
0
1− erτe−rT
ζ + η
dτ =
A
(A+ rθ)(ζ + η)
T −
e−rT
ζ + η
·
e
A
A+rθ
rT − 1
r
.
The last expression tends to infinity as T → ∞, implying that X(T ) is unbounded. This
contradiction shows that l = x1.
In case iii) the condition from section 6 is equivalent to
1
λ1(T )
≤
1
C1(1 + T )θ
.
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Assume that l < x1. Then
X(T ) ≥x0 +
w′(l)λ1(T )
2r
T∫
0
1− e−rT erτ
ξλ1(T ) + ηerθτ
dτ ≥ x0 +
w′(l)
2r
T∫
0
1− e−rT erτ
ξ + ηe
rθτ
C1(1+T )θ
dτ =
x0 +
w′(l)
2rη
C1(1 + T )
θ
T∫
0
1− e−rT erτ
ξ C1(1+T )
θ
η
+ erθτ
dτ.
Set B = B(T ) := ξ C1(1+T )
θ
η
and introduce the change of variables µ = erθτ in the last
expression to obtain
X(T ) ≥ x0 + const(1 + T )
θ
erθT∫
1
1− e−rTµ
1
θ
rθµ(µ+B)
dτ.
This requires us to study the behaviour of two expressions.
First, we have
(1 + T )θ
erθT∫
1
dµ
µ(µ+B)
= (1 + T )θ
1
B
[
ln
(
1
1 + const(1+T )
θ
erθT
)
+ ln
(
1 + const(1 + T )θ
)]
.
When T → ∞, the first logarithm tends to zero and the second one tends to infinity, i.e.
the whole expression tends to infinity.
Second, note that
0 ≤ (1 + T )θe−rT
erθT∫
1
µ
1
θ
µ(µ+B)
dµ ≤
(1 + T )θ
erT
erθT∫
1
µ
1
θ
µ2
dµ =
θ
1− θ
[
(1 + T )θ
erθT
−
(1 + T )θ
erT
]
.
The last expression tends to zero as T →∞.
Combining the above results, we obtain X(T ) → ∞, which contradicts the fact that
X(T ) is bounded. Thus, in this case l = x1. 
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