The role that sensorineural hearing loss plays in the speech-recognition difficulties of the hearing-impaired elderly is examined. One approach to this issue was to make between-group comparisons of performance for three groups of subjects: (a) young normal-hearing adults; (b) elderly hearing-impaired adults; and (c) young normal-hearing adults with simulated sensorineural hearing loss equivalent to that of the elderly subjects produced by a spectrally shaped masking noise. Another approach to this issue employed correlational analyses to examine the relation between audibility and speech recognition within the group of elderly hearing-impaired subjects. An additional approach was pursued in which an acoustical index incorporating adjustments for threshold elevation was used to examine the role audibility played in the speech-recognition performance of the hearing-impaired elderly. A wide range of listening conditions was sampled in this experiment. The conclusion was that the primary determiner of speech-recognition performance in the elderly hearing-impaired subjects was their threshold elevation.
. With the prevalence of hearing loss at 25-40% for individuals over 65 years of age (Herbst, 1983; NCHS, 1977 NCHS, , 1986 , deficits in speech understanding associated with hearing loss represent the major component of elderly persons' communication disability. The research described here seeks to gain a better understanding of the hearing-related speech-recognition deficits experienced by this rapidly growing segment of society.
Evaluation of the speech understanding problems of the elderly is difficult because speech recognition in normal-hearing young adults is itself a complex process. Most contemporary models of the speech-recognition process, however, include a common core of underlying mechanisms (Klatt, 1988; Pisoni, 1978; Pisoni & Luce, 1987) . Mechanisms common to most models of the speech-recognition process include, for example (a) a peripheral encoding process that produces an internal representation of the acoustic stimulus; (b) brief storage of the encoded input in a modality-specific sensory memory; (c) transfer of some portion of the information in sensory memory to primary (short-term) memory; and (d) access to secondary (long-term) memory (which contains knowledge of phonology, syntax, semantics, etc.) from primary memory. Disruption of any one of the mechanisms involved in the speech-recognition process could potentially result in a deficit in speech recognition.
Because the peripheral portion of the auditory system, especially the cochlea and auditory nerve, are known to deteriorate with age, examination of age differences in the peripheral encoding process is a logical place to begin an investigation of the factors underlying the speechrecognition problems experienced by the elderly. The most obvious and well-documented peripheral deficit in the elderly is the presence of a high-frequency sensorineural hearing loss (eg., Bunch, 1929 Bunch, , 1931 Corso, 1959; Spoor, 1967) . Although understanding the speechrecognition deficits of young listeners with sensorineural hearing loss is itself a challenging task, significant inroads have been made in this area in recent years. For many young hearing-impaired listeners, variations of the Articulation Index (AI) originally described by French and Steinberg (1947) and Fletcher and Galt (1950) have proven to provide an accurate prediction of speechrecognition performance (Aniansson, 1974; Dirks, Bell, Rossman, & Kincaid, 1986; Dubno, Dirks, & Schaefer, 1989; Dugal, Braida, & Durlach, 1980; Humes, Dirks, Bell, Ahlstrom, & Kincaid, 1986; Kamm, Dirks, & Bell, 1985; Macrae & Brigden, 1973; Pavlovic, 1984; Pavlovic, Studebaker, & Sherbecoe, 1986) . The success of this index as a predictor of speech-recognition performance for most of the young hearing-impaired population confirms the primary importance of speechspectrum audibility in explaining the speech-recognition deficits of this group. That is, various hypothesized additional forms of distortion, such as excessive upward spread of masking, broader critical bandwidths, and so forth, are not incorporated into the AI, and yet it provides a good estimate of the speech-recognition performance of the young hearing-impaired.
The AI approach can only be considered successful, however, for nonreverberant speech. Actually, the AI itself does not provide a good prediction of the recognition of reverberant speech, even in normal listeners (Humes et al., 1986) . Rather, an alternative index based on a combination of the AI and a related index, the Speech Transmission Index (STI) (Houtgast & Steeneken, 1985; Steeneken & Houtgast, 1980) , has been developed for application to the recognition of both temporally distorted and nondistorted speech by the young hearingimpaired. This index, referred to as the modified STI, or mSTI (Humes, Boney, & Loven, 1987; Humes et al., 1986) , has seen limited application to the recognition of reverberant speech by young hearing-impaired listeners. Application of the mSTI to the recognition of reverberant speech by elderly hearing-impaired listeners needs further evaluation. It may, however, offer an objective acoustically-based prediction of how the listener should perform for a given set of acoustic conditions and amount of hearing loss. In that case, greater-than-expected speechrecognition difficulties in the young and elderly hearing impaired could be expressed in quantitative terms. This would greatly facilitate research on aspects of hearing loss for speech that cannot be explained by the audiogram.
Recent studies have demonstrated that the speech understanding deficits of the young hearing-impaired can also be simulated with reasonable accuracy by introducing a spectrally shaped masking noise into the same ear receiving the speech (Fabry & Van Tasell, 1986; Humes, Dirks, Bell, & Kincaid, 1987; Zurek & Delhorne, 1987) . The noise provides an effective simulation of both the loss of audibility and the reduced dynamic range associated with sensorineural hearing loss. None of these studies, which all used young hearing-impaired listeners, incorporated temporally degraded speech. It is possible that the spectral distortion associated with the hearing loss will interact with the temporal distortion of the speech signal to produce a combined deficit greater than that expected from the simple sum of the two distortion processes Lacroix, Harris, & Randolph, 1979) . The elderly are known to have particular difficulty understanding temporally degraded speech, such as reverberant speech (Bergman, 1980; Duquesnoy & Plomp, 1980; Helfer & Wilber, 1990; Nabelek & Robinson, 1982) . It is not clear whether the performance of elderly hearing-impaired listeners with reverberant speech can be simulated by the introduction of a spectrally shaped noise into the ear of a normal listener or whether the performance of these subjects can be predicted accurately by acoustical indices, such as the mSTI. These issues were investigated in this project.
METHOD

Subjects
A total of 36 subjects participated in this study. Twentythree of these subjects were normal-hearing young adults ranging in age from 19-34 years and having normal hearing [pure-tone air-conduction threshold < 15 dB HL (ANSI, 1969) from 250-8000 Hz] and normal immittance measurements (normal tympanograms and acoustic reflexes present in response to contralateral presentation of a 100-dB HL 1000-Hz tone) bilaterally. Ten of the 23 normal subjects served as noise-masked normal listeners; a spectrally shaped masking noise was introduced into the left ear to simulate the sensorineural hearing loss of the elderly hearing-impaired subjects.
Thirteen subjects comprised the elderly hearing-impaired group. These subjects ranged in age from 65 to 75 years, with a mean age of 71.2 years. All subjects had bilaterally symmetrical (interaural threshold differences < 20 dB at all frequencies, typically < 15 dB) sloping high-frequency sensorineural hearing loss with normal immittance measurements (as defined above). The means and standard deviations for the air-conduction thresholds from each ear for the subjects in this group are shown in Figure 1 . At the high frequencies, the right ear of the impaired listeners was on the average 7 dB more sensitive than the left ear. All of the elderly hearing-impaired subjects had hearing loss attributed to presbycusis and all subjects in every group were native speakers of English.
Materials/Apparatus
The materials used in the speech-recognition testing consisted of the full 11-subtest version of the City University of New York (CUNY) Nonsense Syllable Test (NST) (Resnick, Dubno, Hoffnung, & Levitt, 1975) . The NST was chosen for use in this experiment for several reasons. First, it is a reliable test using a closed-set response format (Dubno & Dirks, 1982; . Second, high frequencies (1000-4000 Hz) are the most important frequency region contributing to the understanding of these nonsense syllables (Humes et al., 1986; Kamm et al., 1985) , and this is the frequency region in which audibility was reduced in the elderly hearing-impaired subjects of this study. Third, previous studies of the relations between the modified Speech Transmission Index (mSTI), an acoustical index to be used in this study, and speech recognition performance have used the NST as the measure of speech recognition (Humes et al., 1986; .
We were interested in sampling the speech recognition performance of the hearing-impaired elderly for a wide range of acoustic conditions. The NST was re-recorded in quiet and noise and in both an anechoic and a reverberant environment. The materials were re-recorded through the left and right ears of the Knowles Electronics Manikin for Auditory Research (KEMAR) (Burkhard & Sachs, 1975) with an equalization network (Killion, 1979) used to eliminate KEMAR's ear canal response during the rerecording process. In addition, two noise locations were used: 0°and 90°azimuth (900 to the right of KEMAR's midline). This represented a total of six re-recording conditions: all combinations of three signal-and-noise conditions (no noise, noise at 0°, noise at 90°) and two reverberation conditions (no reverberation, reverberation). A total of six experimental tapes were generated, with a different randomization of the NST used for each condition.
The experimental tapes were generated as follows. A portable Marantz cassette tape deck was used to play the commercially produced recordings (Cosmos Distributing Co.) of the NST materials. One channel of the tape deck contained the nonsense syllables and the other channel contained the cafeteria noise used as competition with the NST. The outputs of each channel of the tape deck were routed to separate channels of an amplifier (Crown, D-75) and delivered to separate matched loudspeakers (Radio Shack, Minimus-7). Both loudspeakers were positioned inside a large (14' x 10' x 8') anechoic chamber, 56 inches from an omnidirectional microphone positioned at the center of the room. The speech loudspeaker was always positioned at 0°azimuth and at a height corresponding to KEMAR's eye level. The omnidirectional microphone was positioned in the unobstructed sound field at a point corresponding to the center of KEMAR's head. The noise loudspeaker transduced the recorded cafeteria noise and was positioned immediately adjacent to the speech loudspeaker (nominally 0°, but really 3-40 azimuth, slightly right of KEMAR's midline) or at 90°azimuth. The level of the calibration tone was adjusted to produce a level of 75 dB SPL for the speech channel and 70 dB SPL for the noise channel when measured in the unobstructed sound field with the omnidirectional microphone. The calibration-tone voltages at the loudspeaker terminals required for this acoustic output were noted. KEMAR was then positioned at the location of the omnidirectional microphone. Recordings were made through the left and right ears of KEMAR using occluded ear simulators (ANSI, 1989) terminated by ER-11, 2-inch microphones. The microphone outputs were then equalized (Killion, 1979) prior to recording to eliminate the ear canal response of KEMAR. The left ear and right ear outputs were routed to separate channels of an additional portable Marantz tape deck for re-recording of the KEMAR-processed materials. The record levels were adjusted so as to produce a peak VU-meter deflection of -2 dB, for both channels, for the word "mark" of the carrier phrase, "You will mark... please" when transduced by the speech loudspeaker. Three experimental tapes were constructed in this fashion, one for each noise condition (quiet, noise at 0°azimuth, noise at 90°a zimuth). At the beginning of each tape, the 400-Hz calibration tone was recorded through KEMAR from the speech loudspeaker located at 00 azimuth.
Once the recordings were completed in the anechoic chamber, the tape decks, amplifier, cables, microphones, and KEMAR were removed and set up in an identical manner in an adjacent reverberant chamber. The average reverberation time of this specially constructed chamber was 3.1 s with the measured octave-band reverberation times provided in Table 1 . The reverberation times were defined as the time required for the rectangularly-gated test signal to decay 60 dB after offset. The volume of the reverberation room was equivalent to that of the anechoic chamber.
After the equipment was set up as in the anechoic chamber, the calibration tones were delivered to the speech and noise loudspeakers, and the drive voltage at the loudspeaker terminals was adjusted to match that noted for the anechoic recordings. The word "mark" from the carrier phrase used in the NST was again used to balance the record levels for the two channels at -2 dB on the VU meters. Three additional experimental tapes were generated in the reverberant chamber, each duplicating a condition from the anechoic chamber.
The six experimental tapes were played back through a two-channel cassette tape deck (Sansui, D-W9). The output of this tape deck was routed to a two-channel amplifier (McIntosh, C24) and delivered to a network of 13 pairs of matched TDH-39 earphones mounted in MX-41/AR cushions. Playback levels were specified as the level of the 400-Hz calibration tone, recorded through KEMAR on the experimental tapes made in the anechoic chamber, generated in an NBS-9A 6-cc coupler. Output could be routed to the right ear, left ear, or both ears for all subjects.
The spectrally shaped masking noise used to simulate the sensorineural hearing loss of the elderly hearingimpaired listeners was generated as follows. The output of a random-noise generator (GenRad, 1390-B) was shaped by a V3-octave-band equalizer (Industrial Research Products, TEQ DG-4023), amplified (Crown, D-75) and sent to one input of a custom-made mixer. The output of a second random-noise generator (Grason Stadler 901B) was routed through a high-pass filter (Kemo, VBF-25MD), having a cut-off frequency of 3.7 kHz and a rejection rate of 135 dB/octave, amplified (Crown, D-75) and sent to another input of the custom-made mixer. The output of the mixer was then sent to the input of a digital audio tape recorder (Panasonic, SV-3500). On playback, the output of this tape deck was routed through the same amplifier used for the speech testing. Before recording the spectrally shaped noise on the digital tape, the octave band levels required to produce masked thresholds equivalent to the quiet thresholds of the elderly hearingimpaired subjects were calculated using the critical ratio. Acoustically measured octave-band levels were then adjusted to achieve these target values by manipulating the controls of the ¼V-octave equalizer and the amplifiers. Masked pure-tone thresholds were measured in three normal-hearing young adults using the same clinical procedures with which the quiet thresholds were obtained from the elderly hearing-impaired listeners. The mean masked thresholds obtained in the presence of the spectrally shaped noise are shown as the filled squares in Figure 1 . The masked thresholds are in general agreement with the mean quiet thresholds of the elderly hearing-impaired listeners. The individual thresholds of the three noise-masked normal listeners never differed by more than 5 dB at any frequency. The spectrally shaped noise was then recorded and mixed, during speechrecognition testing, with the speech signal in the left ear for those subjects with simulated hearing loss.
Procedures
By presenting the six experimental recordings to both ears, only the right ear, or only the left ear of each subject, a total of 18 test conditions was created. The full 11-subtest (102-item) NST was presented to each subject for each of the 18 conditions, with the order of presentation randomized across conditions. Speech materials were presented at an overall SPL of 75 dB. Multiple-choice answer forms were provided, with a separate subtest represented on each page of the form. Subjects were instructed to mark the nonsense syllable heard on each trial and were encouraged to guess if necessary. All testing was completed in a large acoustically treated sound room having noise levels less than those required for threshold measurements with headphones (ANSI, 1977) . Approximately 6-7 hours were required for the subjects to complete the testing in this experiment. All subjects were paid for their participation. Figure 2 contains the mean percent-correct scores for each of the 18 listening conditions and all three subject groups. Vertical bars represent the scores from the young normal-hearing (unfilled bars) and elderly hearing-impaired subjects (filled bars). The filled diamonds represent the mean values for the young normal-hearing listeners with simulated hearing loss. Note that there are scores for only six conditions for the noise-masked normal listeners because the hearing loss was simulated for only the left ear. The means and standard deviations for the data in Figure 2 are provided in numerical form in Table  2 .
RESULTS AND DISCUSSION
Separate mixed-design analyses of variance (ANOVAs) were performed on the data in each panel of Figure 2 obtained from the young normal-hearing listeners and the elderly hearing-impaired listeners. The details of these analyses are summarized in Table 3 . Not surprisingly, a significant (p < .01) effect of subject group was observed in each of the three analyses. The elderly hearing-impaired subjects had greater difficulty understanding speech than the young normal-hearing subjects. Note in Figure 2 , however, that the performance of the young noise-masked subjects was the same as the elderly hearing-impaired subjects across a wide range of conditions. This was confirmed by a separate set of three mixed- design ANOVAs for the two groups with simulated and actual hearing loss for left-ear listening only. These analyses are summarized in Table 4 . In all three analyses, the effect of subject group was not significant (p > .05), the effect of reverberation was significant (p < .01), and the group-by-reverberation interaction was not significant (p > .05). These results suggest that the primary factor underlying the speech recognition difficulties on the elderly hearing-impaired is the presence of a sensorineural hearing loss producing a loss of sensitivity and loudness recruitment for high-frequency stimuli. The use of spectrally shaped masking noise mimics both of these aspects of sensorineural hearing loss and results in comparable speech recognition performance. The effect of simulated hearing loss was only examined in this study for the left ear. This resulted from two considerations. First, the hearing losses of the hearingimpaired subjects were bilaterally symmetrical, so that little difference in performance was anticipated between the right and left ears for all but the noise-at-90 0 condi- tion. Note that the scores of the noise-masked normal listeners (filled diamonds) also provide a reasonable approximation of the right-ear performance of the elderly hearing-impaired subjects. Second, it was unclear how to simulate a binaurally symmetrical hearing loss. Changing the interaural correlation of the noise can cause the perceptual image of the noise to change from a compact centered intracranial image to a diffuse intracranial image to two separate intracranial images, one at the right and one at the left (Durlach & Colburn, 1978) . We were uncertain which binaural condition would provide the most faithful simulation of a bilaterally symmetrical hearing loss. Inspection of the data in Figure 2 suggests that there may be differences in the binaural advantages experienced by the young normal-hearing subjects and the elderly hearing-impaired listeners. Note, for instance, that for the young normal-hearing subjects, a difference between the performance of the right and left ears exists for all of the noise conditions, whereas this is never the case for the elderly listeners. Because the noise was always positioned to the right of midline (either 3-4°or 90°) while the speech loudspeaker remained fixed at 00 azimuth, the left ear received a more favorable signal-tonoise ratio (this was confirmed by direct acoustical measurements made with KEMAR at the time experimental tapes were made). The head effectively shadows the high-frequency portions of the noise spectrum, resulting in less noise at the left ear than at the right ear. The speech signal, on the other hand, originating at 00 azimuth, is essentially the same at the two ears. Thus, given the acoustic conditions under which the experimental tapes were produced, one would expect better performance for the left ear than the right ear when testing in noise. This was clearly observed in the normal young adults (middle and bottom panels of Figure 2 ). The elderly hearing-impaired subjects, however, showed little interaural difference in speech-recognition performance. The presence of a high-frequency sensorineural hearing loss in these listeners rendered the high-frequency portions of the speech and noise signals inaudible, thereby negating the improvement in high-frequency signal-to-noise ratio afforded the normal listeners by the head shadow. These explanations of the interaural performance differences for the normal and impaired subjects are consistent with the recent data of Plomp (1988, 1989) . It should be noted, moreover, that the "binaural" advantage observed in this study for both groups of subjects is most often a reflection of the use of the ear with the better signal-to-noise ratio and not true binaural processing of the signals. That is, the score for binaural listening is generally equivalent to the best monaural score obtained in the same acoustic conditions. Binaural release from masking and other forms of binaural processing that could potentially improve performance have their greatest effect at lower frequencies. The use of nonsense syllables in this study, for which the high frequencies contribute more to intelligibility, may have reduced the contributions of true binaural processing to the observed binaural speech-recognition performance in this study.
Examination of the speech-recognition scores of individual hearing-impaired listeners reveals very large differences in performance among the subjects in this group. Note in Table 2 , for instance, that the standard deviations of the mean data plotted in Figure 2 for the elderly hearing-impaired subjects are typically 15-20%. Much of the individual variability that appears in the speechrecognition performance of the hearing-impaired elderly is associated with individual differences in audibility. Table 5 contains Pearson r correlation coefficients between speech recognition performance and average hearing loss for each of the 18 listening conditions. The measure of average hearing loss used was the pure-tone average for frequencies of 1000, 2000, and 4000 Hz. Slightly, but consistently, lower correlations were observed when the pure-tone average for 500, 1000, and 2000 Hz was used. All correlation coefficients in Table 5 are strong, negative, and statistically significant (p < .01). In general, these correlations indicate that about 80% of the variance in the speech-recognition data of the hearing-impaired elderly can be accounted for by variations in average hearing loss.
Is the role of hearing loss in speech-recognition performance effectively captured by acoustical indices such as the mSTI? To answer this question, octave-band speech and noise levels were measured acoustically with KE-MAR in the anechoic chamber at the time the experimental tapes were generated; reverberation times were measured with the omnidirectional microphone in the reverberation chamber (see Table 1 ). A noise spectrally shaped to have a long-term rms octave-band spectrum TABLE 5. Pearson r correlations between average measures of hearing loss (PTA') and speechrecognition score for the 13 elderly hearing-impaired listeners. All correlations are statistically significant, p < .01. Kamm et al., 1985) . Octave-band mSTI values ed to measure the rms speech levels. The cafeteria were calculated for the 246 mean scores obtained from sed in the speech-recognition testing was used to groups of normal-hearing subjects in these studies, with e the rms noise levels. From these acoustical 5-10 subjects per group. Next, the mSTI continuum was ements, an octave-band mSTI was calculated as divided into bins, .05 in width, from 0.0 to 1.0, and the ed by Humes et al. (1986) . For the hearing-imgrand means and standard deviations for the set of mean listeners and the noise-masked normal listeners, NST scores in each bin were calculated. The solid line ld values were converted to equivalent octaverepresents the best fit to the grand mean values, and the oise levels using the critical ratio. These noise dashed lines represent the best fits to values two standard were then added to the acoustically measured deviations above and below the grand means. The best levels using linear power summation. The resulting fitting polynomial functions each account for over 98% of )lots of speech-recognition score (in proportion the variance in the mean data and can be considered ) by mSTI appear in the top and bottom panels of representative of the expected transfer function between 3 for the normal-hearing and hearing-impaired NST score and octave-band mSTI for groups of normal rs. The solid and dashed lines in both panels listeners. nt best-fitting third-order polynomials fit to a comNote that the mean data from the normal listeners in l of mean results from several studies that used the this study (top panel) fall within the expected range of NST to measure speech-recognition performance performance for a given mSTI value. This is true for both anechoic (unfilled symbols) and reverberant (filled symbols) conditions. The speech-recognition scores for binaural listening (labeled "both" ears in Figure 3) were simply plotted at the better-ear mSTI value, which was always the left ear for the normal-hearing subjects.
Acoustic condition
The lower panel of Figure 3 shows an identical scatterplot for the elderly hearing-impaired listeners. The mean results from the listeners with simulated loss in the left ear are also plotted in this panel and appear as the diamonds (unfilled and filled). It is clear that the elderly hearing-impaired listeners perform more poorly than expected for several of the anechoic conditions. Had data not been obtained from the noise-masked normal listeners with simulated hearing loss or the correlational anal- audibility, as captured by the mSTI, was not the primary factor determining the speech-recognition performance of the hearing-impaired elderly. That is, the mSTI, an index incorporating adjustments for threshold elevation, ------overestimates the performance of the elderly hearing-
impaired subjects in many conditions. However, the facts that the young listeners with simulated loss performed like the elderly hearing-impaired listeners (Figure 2 ) and ,' /'that both groups of subjects performed more poorly than predicted by the mSTI (Figure 3) than ½V-octave bands, may contribute partially to this problem (Humes et al., 1986) . The manner in which the 3. Mean scores from Figure 2 plotted as a function of acoustically mes et al., 1986) . The manner in w hich the ve-band modified Speech Transmission Index ( mSTI).
acoustically measured noise is combined with the hypove-band modified Speech Transmission Index (mSTI). symbols represent anechoic conditions and filled symthetical noise representing quiet threshold may be anresent reverberant conditions. Circles = right ear; trianother more significant factor (Humes, in press ). For the eft ear; squares = both ears (binaural). Top panel shows present calculations, recall that a linear power-summan normal listeners and bottom panel contains data from tion rule was used to combine the acoustical and hypoerly hearing-impaired subjects. The filled and unfilled th a a or Is added to the bottom panel represent the scores from thetical noise levels. Whereas this may be appropriate for no listeners with simulated hearing loss.
combinations of acoustical noise levels, a nonlinear com- -a ------------------o bination rule appears more appropriate for combining masked threshold levels (Humes & Jesteadt, 1989) . When applying acoustical indices such as the mSTI to the speech recognition performance of the hearing-impaired, one is required to combine acoustical measurements of background noise with the behavioral measurements of pure-tone hearing thresholds of the listeners. At least two options are available. One approach is to convert the hearing threshold to an equivalent noise level (octaveband level in this study) and then to add it to the acoustically measured background noise levels using linear power summation, as would be done with any two acoustically measured noise levels. This is the traditional approach to this problem, and the one used to calculate the mSTI values shown in Figure 3 . A second approach would be to convert the octave-band levels of the background noise to corresponding masked threshold levels using the critical ratio and then combine the two sets of thresholds: the masked thresholds in the background noise and the quiet thresholds of the hearing-impaired.
Recall that the quiet thresholds can actually be represented as a second set of masked thresholds (Humes, Espinosa-Varas, & Watson, 1988; . Thus, in this approach, the task becomes one of combining two sets of masked thresholds. Humes and Jesteadt (1989) have described a nonlinear model that can be used to perform this task, and its application to acoustical indices such as the AI and the mSTI has been described recently by Humes (in press). Perhaps the breakdown of the mSTI as a predictor of the speech-recognition performance of the hearing-impaired lies in a complex interaction between the spectral distortion associated with a high-frequency hearing loss, either real or simulated, and the temporal distortion associated with reverberation, in a manner consistent with the suggestions of and . Note, however, that the mSTI provides an excellent description of the performance of the normal listeners in reverberant and nonreverberant conditions (Figure 3, top panel) . It is the performance of the hearing-impaired listeners in the anechoic conditions that poses a problem for the mSTI. The failure of the mSTI in this study, therefore, cannot be attributed to some unknown complex interaction between temporal and spectral distortion because the index overestimates performance for conditions that did not involve temporal distortion.
Regardless of the difficulties with the mSTI as a predictor of the performance of the elderly hearing-impaired, it remains the case that the mean speech-recognition difficulties of the hearing-impaired elderly were accurately simulated by the introduction of a spectrally shaped masking noise into the ear of young normalhearing subjects. This spectrally shaped noise produces masked thresholds that mimic the audiometric contour of the hearing-impaired elderly; it also produces loudness recruitment. This general finding is consistent with a large number of recent studies on the psychoacoustic and speech-recognition performance of young hearing-impaired listeners, reviewed in the introduction of this paper, that suggest that an appropriately noise-masked normal ear provides a good simulation of the performance of hearing-impaired listeners.
There are some qualifications to this conclusion that should be noted. First, all of the hearing-impaired elderly subjects in this study were between 65 and 75 years old. Whereas the average performance of this particular age group may be mimicked by an appropriately shaped masking noise, this is not necessarily true for every individual in this age group or for individuals over age 75. Although the mean speech recognition performance of the hearing-impaired elderly was closely approximately by the mean performance of the noise-masked normal listeners, much more variability was observed in the older group (see standard deviations in Table 2 ). This is due, in large part, to the approach to simulation pursued in this study. Specifically, the mean audiogram of the hearing-impaired elderly subjects was simulated in each of the noise-masked normal listeners, which resulted in much less variability than if the individual audiograms of each of the hearing-impaired elderly subjects had been simulated in each of the noise-masked normal listeners. In either of these approaches to simulation, the mean audiogram of the listeners with simulated loss should be the same, but the variability associated with the groupmatching approach used in this study would be much less than that associated with the individual-matching approach. It would be interesting to see whether both the mean speech-recognition performance and the variability of performance observed in the elderly hearing-impaired subjects could be simulated using the individual-matching approach.
It may also not be possible to generalize the findings of the present study beyond the recognition of nonsense syllables. Nonsense-syllable recognition represents a measure of speech recognition that would appear to be heavily dependent on acoustical information and peripheral processing of that information. The recognition of nonsense syllables, for example, requires no use of semantic or syntactic information. Other measures of speech recognition, such as the recognition of meaningful words, sentences, or continuous discourse, are likely to place greater demands on central or cognitive resources than nonsense syllables. Speech recognition performance for these other materials, therefore, may not be as well accounted for by the loss of audibility and accompanying loudness recruitment.
