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1. Introduction
Let us consider the system of ﬁrst-order partial differential equations (PDEs)
∂ψ
∂ y
− σ ∂ψ
∂x
= Q (x, y)ψ, −∞ < x, y < +∞, (1.1)
where
σ =
(
In1 0
0 −In2
)
, Q =
(
0 q12
q21 0
)
.
Here Ini denotes the identity matrix of the order ni and qij denotes the ni × n j matrix function with measurable complex-
valued entries belonging to the class O [(1+ |x|)−1−ε(1+ |y|)−1−ε], ε > 0. We call the function Q the potential.
When n1 = n2 = 1, the ISP for the system (1.1) was satisfactorily studied in [1] by utilizing a linear integral equation of
Gelfand–Levitan–Marchenko (GLM) type. Moreover, the ISP for two-component Dirac system with characteristic coordinates
was investigated in [2].
It is known that every linear scattering problem determines a class of nonlinear evolution equations for which the
inverse scattering method is suitable for integrating these equations. The procedure to determine the nonlinear evolution
equations associated with a linear scattering problem is described in [3,4]. Following the scheme in [4], some new integrable
nonlinear evolution equations in 2+1 dimensions related to nonstationary Dirac-type system can be found. Namely, the Lax
equation associated with the system (1.1) is written as [ ∂
∂ y − σ ∂∂x − Q , ∂∂t − τ ∂∂x − P ] = 0, where the matrix τ is real and
diagonal: τ = diag(b1, . . . ,bn), b1 > · · · > bn and the matrix P satisﬁes the relation [σ , P ] = [τ , Q ]. Here the symbol [A, B]
denotes the commutator of A and B , i.e. [A, B] = AB − B A. Therefore, the ISP for the nonstationary Dirac-type systems on
the plane can be applied to integration of the Cauchy problem for the nonlinear evolution equations associated with the
system (1.1).
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for the nonstationary Dirac-type system on the half-plane {(x, y): x 0, −∞ < y < +∞}. That is, the scattering problem
for the nonstationary Dirac-type system on the half-plane is reduced to the scattering problem for the Dirac-type system on
the plane by the change of variables x → y, y → x in the system considered on the half-plane with an additional condition
that coeﬃcients are equal to zero for x < 0. Therefore, the effective solution of the ISP for the nonstationary Dirac-type
system on the whole plane is interesting in view of the ISP on the half-plane. The relationship between ISPs for the Dirac-
type system on the whole plane and for the half-plane was considered in [5].
The nonstationary Dirac-type systems are of interest in themselves. These systems describe the propagation of waves in
a nonstationary media. Hence, the coeﬃcients of the relevant PDE vary not only in space, but also in time (the traditional
underlying model for wave propagation, in general, is the wave equation with coeﬃcients not depending on time). There
are many papers dealing with the ISP but the references on the solution of the ISP for a nonstationary medium are not so
many. Model problems, where time-dependent coeﬃcients occur, can be found in [6,7].
Let us mention that the ISP for the ﬁrst-order strictly hyperbolic systems has been studied in [8,9], in which the system
∂u/∂ y − σ∂u/∂x = c(x, y)u was considered on the whole plane, where σ = diag{ξ1, . . . , ξn} with distinct real ξi , and c(x, y)
is an n × n off-diagonal matrix with measurable complex-valued entries.
Notice that if the potential is independent on y, then by taking ψ(x, y) = ψ(x)exp(iλy), we can convert Eq. (1.1) into
the stationary Dirac-type system given by σ ddxψ(x) + Q (x)ψ(x) = iλψ(x). The ISP for this system on the line were studied
in [10] (for n1 = n2 = 1), [11,12] (for n1 = n2) and [13,14] (for arbitrary integer n1 and n2). Also, the nonstationary approach
to the ISP for the stationary Dirac-type system was considered in [15]. The Dirac-type system is called as ZS (Zakharov–
Shabat), AKNS (Ablowitz–Kaup–Newell–Segur), Hamiltonian or canonical system in the literature. The interested reader can
be referred to [12,13,16], and the references therein, for more information on the stationary Dirac-type system.
The paper is organized as follows. In Section 2 we consider scattering problems for the system (1.1) in the whole plane.
We also prove the uniqueness of the solutions of this problem and construct a matrix scattering operator corresponding to
the scattering problem. In Section 3 we prove that the nonstationary Dirac-type system has the Volterra type transformation
operators at x → ±∞ and y → ±∞. In Section 4 we give factorization properties of the matrix scattering operator by using
the transformation operators. Furthermore, we prove that the potential is uniquely determined from the scattering operator
for the system (1.1). In Section 5 we introduce the scattering data (the minimal informations) for the ISP on the plane.
Finally, Appendix A contains some necessary facts on abstract Volterra type equations and on factorization of second kind
Fredholm integral operators.
In present paper the M.G. Krein’s factorization of the scattering operator plays a signiﬁcant role in solving the ISP. By
using such type of factorizations, the ISP is reduced to the matrix integral equations which are known the GLM type integral
equations. A detailed information about M.G. Krein’s theory on factorization of the Fredholm operators of the second kind
can be found in [17,18].
1.1. Notations
Throughout this article the following notations will be used:
 We partition n × n matrices A as follows:
A =
[
A11 A12
A21 A22
]
where Aij (i, j = 1,2) are ni × n j matrices and n1 + n2 = n.
 x denotes the n × n diagonal matrix shift operator, such that for an n-dimensional vector-function h(t)
xh(y) =
[
h1(y + x)
h2(y − x)
]
where h1(y) is the vector-function consisting from the ﬁrst n1 component of vector h(y), h2(y) is the vector-function
consisting from the next n2 component of the vector h(y).
 We denote
A±(x)h(x, y) = ∓
∓∞∫
y
A±(x, y, τ )h(x, τ )dτ ,
A±(y)h(x, y) = ∓
∓∞∫
x
A±(x, y, τ )h(τ , y)dτ .
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If Q (x, y) = 0, then we will call the system (1.1) a nonperturbed system. It is easy to verify that the locally integrable
vector-function ψ(x, t) satisﬁes the nonperturbed system (1.1) in a generalized sense, if and only if it is given by
ψ(x, y) = xh(y),
where h is an arbitrary locally integrable n-dimensional vector-function.
Assume that the Euclidean norm of the matrix potential of the system (1.1) satisﬁes the inequality∥∥Q (x, y)∥∥ C(1+ |x|)−1−ε(1+ |y|)−1−ε, with C, ε > 0. (2.1)
For the solution of the perturbed system (1.1), we will understand the vector-function ψ(x, y) ∈ L∞(R2,Cn) satisfying
the system of integral equation obtained by integrating the system (1.1) along the characteristics y ± x = const. We will call
such solutions as bounded one.
Theorem 1. Suppose that the coeﬃcients of system (1.1) satisfy condition (2.1). Then the following statements are true:
(a) for an arbitrary vector-function a−(y) ∈ L∞(R,Cn) there exists a unique solution ψ(x, y) ∈ L∞(R2,Cn) of the system (1.1),
which satisﬁes the relation
ess sup
x
∣∣ψ(x, y) − xa−(y)∣∣n → 0 as y → −∞ (2.2)
(the symbol | · |n denotes the norm in Cn);
(b) for an arbitrary solution ψ(x, y) ∈ L∞(R2,Cn) of the system (1.1), there exists a unique vector-function a+(y) ∈ L∞(R,Cn)
satisfying the relation
ess sup
x
∣∣ψ(x, y) − xa+(y)∣∣n → 0 as y → +∞. (2.3)
Proof. The problem (1.1), (2.2) is equivalent to the following integral equation in L∞(R2,Cn):
ψ(x, y) = xa−(y) +
y∫
−∞
y−τ [Q ψ](x, τ )dτ , (2.4−)
where the shift operator y−τ is applied to the variable x.
Let us show that integral equation (2.4−) has a unique solution in L∞(R2,Cn) if the coeﬃcients satisfy the condi-
tion (2.1).
Now, let us rewrite equation (2.4−) in the operator form:
ψ(x, y) = h(x, y) + (Aψ)(x, y), (2.5)
where
h(x, y) = xa−(y), (Aψ)(x, y) =
y∫
−∞
y−τ [Q ψ](x, τ )dτ . (2.6)
Let us apply Theorem P1 (see Appendix A) to Eq. (2.5). The integral operator A translates L∞(R,Cn) to L∞(R,Cn), since
its kernel is square summable. Let us show that the operator A is triangular in the direction β = (0,1) with the integrable
majorant α(τ ) = c
(1+|τ |)1+ε . Indeed, in our case, semi-norms of ψ is given by
‖ψ‖T = ess sup
−∞<yT−∞<x<+∞
∣∣ψ(x, y)∣∣n, T ∈ (−∞,+∞).
Let us denote the norm in Cn as |z|n =∑ni=1|zi | for z = (z1, . . . , zn) ∈ Cn .
Using inequality (2.1), we obtain from expressions (2.6) that
∣∣(Aψ)(x, y)∣∣n 
y∫
−∞
n1C
(1+ |x+ y − τ |)1+ε(1+ |τ |)1+ε
∣∣ψ1(x+ y − τ , τ )∣∣n1 dτ
+
y∫
n2C
(1+ |x− y + τ |)1+ε(1+ |τ |)1+ε
∣∣ψ2(x− y + τ , τ )∣∣n2 dτ−∞
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ψ1(x, y)
ψ2(x, y)
]
= ψ(x, y).
Hence, for x ∈ R, y  T , we have
∣∣(Aψ)(x, y)∣∣n 
y∫
−∞
nC
(1+ |τ |)1+ε ess sup−∞<τ¯τ
−∞<x¯<+∞
∣∣ψ(x¯, τ¯ )∣∣n dτ

T∫
−∞
nC
(1+ |τ |)1+ε ‖ψ‖τ dτ 
T∫
−∞
c
(1+ |τ |)1+ε ‖ψ‖τ dτ , c = nC . (2.7)
It follows from (2.7) that
‖Aψ‖T 
T∫
−∞
α(τ )‖ψ‖τ dτ ,
where
α(τ ) = c
(1+ |τ |)1+ε .
Evidently, α(τ ) ∈ L1(R). Therefore, by Theorem P1, there exists a unique solution of Eq. (2.5) in the space L∞(R2,Cn).
Then integral equation (2.4−) has a unique bounded solution. So, there exists a unique bounded solution of the scattering
problem (1.1), (2.2).
The second statement of the theorem is reduced to direct checking of the fact that if ψ(x, y) is a bounded solution of
the system (1.1) then the vector-function
ϕ(x, y) = ψ(x, y) +
+∞∫
y
y−τ [Q ψ](x, τ )dτ
belongs to L∞(R2,Cn), and it is the solution of nonperturbed system. Therefore, there exists a vector-function a+(y) ∈
L∞(R,Cn) such that ϕ(x, y) = xa+(y), i.e.
ψ(x, y) = xa+(y) −
+∞∫
y
y−τ [Q ψ](x, τ )dτ . (2.4+)
Relation (2.3) follows from (2.4+) by virtue of conditions (2.1). The inequality ess sup−∞x,y+∞ |ψ(x, y)|n  M < +∞
is true, since ψ(x, y) ∈ L∞(R2,Cn). We obtain from (2.4+) that
∣∣ψ(x, y) − xa+(y)∣∣n 
+∞∫
y
cˆ
(1+ |τ |)1+ε dτ , cˆ = nC · M.
Thus,
lim
y→+∞
(
ess sup
−∞x+∞
∣∣ψ(x, y) − xa+(y)∣∣n)= 0. 
The vector-function a−(y) ∈ L∞(R,Cn) deﬁnes the proﬁle of the incident waves. The scattering problem consists of
ﬁnding the solution of the system (1.1) when the incident waves are given. The ﬁrst part of Theorem 1 gives the solution
of the scattering problem for the system (1.1). This solution determines a vector-function a+(y) ∈ L∞(R,Cn) according to
the second part of Theorem 1. The vector-function a+(y) ∈ L∞(R,Cn) deﬁnes the proﬁle of the scattered waves. It can be
obtained from the equalities (2.4−) and (2.4+) as follows:
xa+(y) = xa−(y) +
+∞∫
y−τ [Q ψ](x, τ )dτ . (2.8)
−∞
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a+(y) = Sa−(y). (2.9)
Clearly, S is an n × n matrix operator in the space L∞(R,Cn). In the following sections we need the block structure of
S = [ S11 S12
S21 S22
]
, where Sij is an ni × n j matrix operator.
It is easy to show that the scattering operator is bounded in the set L2(R,Cn) ∩ L∞(R,Cn), which is dense in the space
L2(R,Cn). Then its closure also is bounded in L2(R,Cn). Thus, we will study the scattering operator in the space L2(R,Cn).
3. Transformation operators
In solving ISPs, the Volterra type integral representation of the solution plays an important role. Such type of represen-
tations can be obtained from the transformation operators at y → −∞, y → +∞, x → −∞ and x → +∞.
Finding the bounded solution of the system (1.1) with the given asymptotic xa−(y) as y → −∞ is equivalent to
solvability of the system of integral equation (2.4−) in L∞(R2,Cn). If we consider the expression (2.8) of the scattering
waves, then Eq. (2.4−) can be written by (2.4+).
Let us partition a−(y) =
[ a1−(y)
a2−(y)
]
and a+(y) =
[ a1+(y)
a2+(y)
]
.
We obtain from the relationship between incident and scattering waves the following equations
ψ(x, y) = xb+(y) +
+∞∫
x
x−τ [Q˜ ψ](τ , y)dτ , b+(y) =
[
a1−(y)
a2+(y)
]
(3.1+)
and
ψ(x, y) = xb−(y) −
x∫
−∞
x−τ [Q˜ ψ](τ , y)dτ , b−(y) =
[
a1+(y)
a2−(y)
]
, (3.1−)
where Q˜ = ( 0 q12−q21 0 ). In (3.1) the shift operator x−τ is applied to the variable y.
We will consider integral equations (2.4) and (3.1) with arbitrary free term.
Lemma 1. Suppose that the coeﬃcients of system (1.1) satisfy condition (2.1). Then for any a±(y) ∈ L∞(R,Cn) there exist unique
solutions in L∞(R2,Cn) of the systems (2.4) ((2.4−) and (2.4+)), and these solutions admit the representations
ψ(x, y) = [I + A±(x)]xa∓(y), (3.2)
where the kernels A±(x, y, τ ) = [ A±11(x,y,τ ) A±12(x,y,τ )
A±21(x,y,τ ) A
±
22(x,y,τ )
]
of the integral operators A±(x) are uniquely determined by the coeﬃcients of
the system (1.1), and for the ﬁxed x, these kernels are the Hilbert–Schmidt kernels. In addition, these kernels are connected with the
potential by the following equalities
A±12(x, y, y) = ±
1
2
q12(x, y), A
±
21(x, y, y) = ∓
1
2
q21(x, y). (3.3)
Proof. The existence and uniqueness of the solution of the system (2.4) were proved in Theorem 1. Now let us prove
representation (3.2). If the solution of (2.4) can be represented in the form (3.2) for each a±(y) ∈ L∞ , then substituting (3.2)
in (2.4), we obtain the following integral equations for the kernels:
A±11(x, y, τ ) =
y∫
±∞
q12(x+ y − s, s)A±21(x+ y − s, s, τ − y + s)ds,
A±21(x, y, τ ) = ∓
1
2
q21
(
x+ τ − y
2
,
τ + y
2
)
+
y∫
τ+y
2
q21(x− y + s, s)A±11(x− y + s, s, τ + y − s)ds,
±τ ±y. (3.4)
A±12(x, y, τ ) = ∓
1
2
q12
(
x+ y − τ
2
,
τ + y
2
)
+
y∫
τ+y
q12(x+ y − s, s)A±22(x+ y − s, s, τ + y − s)ds,
2
M.I. Ismailov / J. Math. Anal. Appl. 365 (2010) 498–509 503A±22(x, y, τ ) =
y∫
±∞
q21(x− y + s, s)A±12(x− y + s, s, τ − y + s)ds,
±τ ±y. (3.5)
If the kernels A±(x, y, τ ) of the integral operators A±(x) satisfy the systems of integral equations (3.4), (3.5), then
functions (3.2) satisfy Eqs. (2.4). Now, let us show the existence of the solutions of the system of integral equations (3.4)
and (3.5).
We will consider the system of integral equations (3.4) and (3.5) for ﬁxed τ with respect to A±11(x, y, τ ), A
±
21(x, y, τ ) and
A±12(x, y, τ ), A
±
22(x, y, τ ) depending on the ﬁrst two variables. By applying Theorem P1, we have that the integral operators,
corresponding to the systems (3.4) and (3.5), are triangular in the direction β = (0,∓1) with majorant α(s) = c
(1+|s|)1+ε .
Then we obtain the existence and uniqueness of the bounded solutions of (3.4) and (3.5). Taking into account that the free
members with respect to τ allow the estimate of the form c
(1+|τ |)1+ε , we conclude that the solutions of the system (3.4)
and (3.5) satisfy the inequality |A±i j (x, y, τ )|  c(1+|τ |)1+ε (see (A.2) in Appendix A). On the other hand, majorizing the in-
tegrals on the right-hand side of the systems (3.4) and (3.5), we obtain the inequality |A±i j (x, y, τ )|  c(1+|y|)1+ε . Then the
functions (A±i j )
2(x, y, τ ) (i, j = 1,2) allow the estimate c
(1+|τ |)1+ε(1+|y|)1+ε , i.e. the functions A
±
i j (x, y, τ ) (i, j = 1,2) are
square summable with respect to y and τ . The equalities (3.3) immediately follow from (3.4) and (3.5) when τ = y. 
We can analogously prove the next lemma (the proof is omitted).
Lemma 2. If the coeﬃcients of the system (1.1) satisfy the condition (2.1), then for any b±(t) ∈ L∞(R,Cn) there exist unique solutions
in L∞(R2,Cn) of the systems (3.1), and these solutions admit the representations
ψ(x, y) = [I + B±(y)]xb∓(y), (3.6)
where the kernels B±(x, y, τ ) = [ B±11(x,y,τ ) B±12(x,y,τ )
B±21(x,y,τ ) B
±
22(x,y,τ )
]
of the integral operators B±(x) are uniquely determined by the coeﬃcients of
the system (2.1) and these kernels are Hilbert–Schmidt kernels for a ﬁxed x. In addition, these kernels are connected with the potential
by the following equalities
B±12(x, y, x) = ±
1
2
q12(x, y), B
±
21(x, y, x) = ∓
1
2
q21(x, y). (3.7)
4. Relationship between transformation operators and scattering operator. Inverse scattering problem
The scattering operator S for the system (1.1) in the plane has been determined as follows (see (2.9)):
a+(y) =
[
a1+(y)
a2+(y)
]
=
[
S11 S12
S21 S22
][
a1−(y)
a2−(y)
]
= Sa−(y). (4.1)
From Lemma 1, we have[
I + A−(x)
]
xa+(y) =
[
I + A+(x)
]
xa−(y). (4.2)
Since [I + A−(x)]−1 exists and −1x = −x , from (4.2) and (4.1) we have the following representation for the scattering
operator:
S = −x
[
I + A−(x)
]−1[
I + A+(x)
]
x.
Other representation can be obtained from Lemma 2. Namely, if we denote
B±(y) =
[
B11± (y) B12± (y)
B21± (y) B22± (y)
]
,
where Bij±(y) (i, j = 1,2) are ni × n j matrix integral operators, such that
Bij±(y)h(x, y) = ∓
∓∞∫
x
B±i j (x, y, τ )h(τ , y)dτ ,
then we can rewrite equality (3.6) as follows
ψ(x, y) =
[
In1 + B11± (y) B12± (y)
21 22
]
xb∓(y)B± (y) In2 + B± (y)
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ψ(x, y) =
[
In1 + B˜11± (x) B˜12∓ (x)
B˜21± (x) In2 + B˜22∓ (x)
]
xb∓(y), (4.3)
where
B˜ i j±(x)h(x, y) = ∓
∓∞∫
y
B˜±i j (x, y, τ )h(x, τ )dτ ,
B˜±i1(x, y, τ ) = B±i1(x, y, x− y + τ ),
B˜±i2(x, y, τ ) = B±i2(x, y, x+ y − τ ), i = 1,2. (4.4)
Using that b∓(y) =
[ a1±(y)
a2∓(y)
]
, we obtain from (4.3) the following representation for the scattering operator:
S = −x
[
I + B˜+(x)
]−1[
I + B˜−(x)
]
x, (4.5)
where
B˜+(x) =
[
B˜11+ (x) −B˜12+ (x)
−B˜21+ (x) B˜22+ (x)
]
, B˜−(x) =
[
B˜11− (x) −B˜12− (x)
−B˜21− (x) B˜22− (x)
]
.
Thus, the following theorem is proved.
Theorem 2. Let S be a scattering operator for the system (1.1) on the plane. Then x S−x admits the factorizations
x S−x =
[
I + A−(x)
]−1[
I + A+(x)
]
, (4.6)
x S−x =
[
I + B˜+(x)
]−1[
I + B˜−(x)
]
(4.7)
for every x. In particular, for x = 0 operator S admits the two-sided factorization.
Our next theorem deals with the unique restoration of the potential from the scattering operator.
Theorem 3. Let S be a scattering operator for the system (1.1) with the potential Q (x, y), satisfying the condition (2.1). Then the
potential Q (x, y) is uniquely determined from the scattering operator S.
Proof. Let the potentials Q 1(x, y) and Q 2(x, y) correspond to the scattering operators S1 and S2, respectively. We must
show that if S1 = S2, then Q 1(x, y) = Q 2(x, y). For this purpose, let us construct the operators x Sk−x , k = 1,2. By
Theorem 2, the operators x Sk−x , k = 1,2, admit the factorization (4.6), i.e.
x Sk−x =
[
I + Ak−(x)
]−1[
I + Ak+(x)
]
, k = 1,2.
By virtue of the uniqueness of the factorization on the Volterra factors (see Theorem P3) and equality S1 = S2, we have
A1−(x) = A2−(x), A1+(x) = A2+(x). Hence, Q 1(x, y) and Q 2(x, y), which are obtained by these factors, according to the formu-
las (3.4), also coincide. 
Considering the results of this section, one can introduce the procedure of the ISP for the Dirac-type system in the plane.
Let S be the scattering operator for the system (1.1). The ISP is solved in the following steps:
(1) Construct of the operator x S−x;
(2) Find the factorization factors A−(x) and A+(x) from (4.6), by Theorem P3 (see Appendix A);
(3) Find the matrix coeﬃcients of the system (1.1) with respect to the kernels A±(x, y, τ ) of the operators A±(x), by
formula (3.3).
5. Scattering data for the inverse scattering problem
Let S be a scattering operator for the system (1.1). According to Theorem 3, the n × n matrix integral operator F = S − I
(its kernel contains n2(n = n1 + n2) functions) uniquely determines a matrix potential Q (x, y) (contains 2n1n2 functions)
of the system (1.1). It shows that there are over-determinations in solving the ISP for the system (1.1). For this reason,
the selection of the minimal information is an important problem. The minimal information for solving the ISP for the
system (1.1) will be called scattering data for the ISP. Such a minimal information was introduced for a strictly hyperbolic
system of n equations in [1] (for the case n = 2) and in [19] (for the case n 3).
Let us denote the kernels of the matrices S − I and S−1 − I as F (y, τ ) and G(y, τ ), respectively. Let F (y, τ ) =[ F11(y,τ ) F12(y,τ )] and G(t, τ ) = [ G11(y,τ ) G12(y,τ )].F21(y,τ ) F22(y,τ ) G21(y,τ ) G22(y,τ )
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for the system (1.1).
Let us rewrite the representations (3.2) and (4.3) as follows:
ψ(x, y) =
[
In1 + A11+ (x) A12+ (x)
A21+ (x) In2 + A22+ (x)
]
x
[
a1−(y)
a2−(y)
]
,
ψ(x, y) =
[
In1 + A11− (x) A12− (x)
A21− (x) In2 + A22− (x)
]
x
[
a1+(y)
a2+(y)
]
,
ψ(x, y) =
[
In1 + B˜11+ (x) B˜12− (x)
B˜21+ (x) In2 + B˜22− (x)
]
x
[
a1+(y)
a2−(y)
]
,
ψ(x, y) =
[
In1 + B˜11− (x) B˜12+ (x)
B˜21− (x) In2 + B˜22+ (x)
]
x
[
a1−(y)
a2+(y)
]
.
For x = 0, we take
(
In1 + A11+ (0)
)
a1−(y) + A12+ (0)a2−(y) =
(
In1 + B˜11+ (0)
)
a1+(y) + B˜12− (0)a2−(y),
A21+ (0)a1−(y) +
(
In2 + A22+ (0)
)
a2−(y) = B˜21− (0)a1−(y) +
(
In2 + B˜22+ (0)
)
a2+(y),(
In1 + A11− (0)
)
a1+(y) + A12− (0)a2+(y) =
(
In1 + B˜11− (0)
)
a1−(y) + B˜12+ (0)a2+(y),
A21− (0)a1+(y) +
(
In2 + A22− (0)
)
a2+(y) = B˜21+ (0)a1+(y) +
(
In2 + B˜22− (0)
)
a2−(y).
Comparing the previous equality with the deﬁnition of the scattering operator (see (4.1)), we consider the following
Volterra properties of the block elements of the S and S−1:
S11 =
(
In1 + B˜11+ (0)
)−1(
In1 + A11+ (0)
)
,
S22 =
(
In2 + B˜22+ (0)
)−1(
In2 + A22+ (0)
)
,[
S−1
]
11 =
(
In1 + B˜11− (0)
)−1(
In1 + A11− (0)
)
,[
S−1
]
22 =
(
In2 + B˜22− (0)
)−1(
In2 + A22− (0)
)
,
where [S−1]kk , k = 1,2, denote the (k,k)-th block of the matrix S−1.
Since the operators S11 − In1 , S22 − In2 are lower Volterra integral operators and the operators [S−1]11 − In1 , [S−1]22 − In2
are upper Volterra integral operators, the equalities
F11(y, τ ) = 0, F22(y, τ ) = 0, τ > y, (5.1a)
G11(y, τ ) = 0, G22(y, τ ) = 0, τ < y, (5.1b)
are true.
Let us denote the kernels of the matrices x S−x − I and x S−1−x − I as F (x, y, τ ) and G(x, y, τ ), respectively. It is
clear that F (0, y, τ ) = F (y, τ ) and G(0, y, τ ) = G(y, τ ). One can compute that F (x, y, τ ) = [ F11(y+x,τ+x) F12(y+x,τ−x)F21(y−x,τ+x) F22(y−x,τ−x)] and
G(x, y, τ ) = [ G11(y+x,τ+x) G12(y+x,τ−x)G21(y−x,τ+x) G22(y−x,τ−x)].
Let us rewrite the formula (4.7) as follows:
B˜−(x, y, τ ) + G(x, y, τ ) +
+∞∫
y
B˜−(x, y, s)G(x, s, τ )ds = 0, τ  y, (5.2a)
G(x, y, τ ) +
+∞∫
y
B˜−(x, y, s)G(x, s, τ )ds = B˜+(x, y, τ ), τ  y, (5.2b)
B˜+(x, y, τ ) + F (x, y, τ ) +
y∫
−∞
B˜+(x, y, s)F (x, s, τ )ds = 0, τ  y, (5.3a)
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y∫
−∞
B˜+(x, y, s)F (x, s, τ )ds = B˜−(x, y, τ ), τ  y, (5.3b)
where B˜±(x, y, τ ) = [ B˜±11(x,y,τ ) B˜±12(x,y,τ )
B˜±21(x,y,τ ) B˜
±
22(x,y,τ )
]
.
Therefore, we obtain GLM type matrix integral equations of (5.2) and (5.3). By the factorization (4.7) and Theorem P2 (see
Appendix A) there exist unique solutions of these equations. The integral equations, obtaining from Eqs. (5.2b) and (5.3b)
by using the formulas (5.1), are more interesting in view of the selection of minimal information:
B˜−12(x, y, τ ) −
y∫
−∞
B˜+11(x, y, s)F12(s + x, τ − x)ds = F12(y + x, τ − x), τ  y,
B˜+11(x, y, τ ) −
+∞∫
y
B˜−12(x, y, s)G21(s − x, τ + x)ds = 0, τ  y, (5.4)
B˜+21(x, y, τ ) −
+∞∫
y
B˜−22(x, y, s)G21(s − x, τ + x)ds = G21(y − x, τ + x), τ  y,
B˜−22(x, y, τ ) −
y∫
−∞
B˜+21(x, y, s)F12(s + x, τ − x)ds = 0, τ  y, (5.5)
B˜−21(x, y, τ ) −
y∫
−∞
B˜+22(x, y, s)F21(s − x, τ + x)ds = F21(y − x, τ + x), τ  y,
B˜+22(x, y, τ ) −
+∞∫
y
B˜−21(x, y, s)G12(s + x, τ − x)ds = 0, τ  y, (5.6)
B˜+12(x, y, τ ) −
+∞∫
y
B˜−11(x, y, s)G12(s + x, τ − x)ds = G12(y + x, τ − x), τ  y,
B˜−11(x, y, τ ) −
y∫
−∞
B˜+12(x, y, s)F21(s − x, τ + x)ds = 0, τ  y. (5.7)
Considering the relationships between Q (x, t) = ( 0 q12(x,t)q21(x,t) 0 ) and operators B±(y) (see (3.7)), and also between oper-
ators B±(y) and B˜±(x) (see (4.4)), we obtain the following theorem for the ISP on the plane:
Theorem 4. Let S = I + F be the scattering operator for the system (1.1). Then there exists S−1 = I + G, where F and G are the
Hilbert–Schmidt matrix integral operators. Let us write F = [ F11 F12
F21 F22
]
, G = [ G11 G12
G21 G22
]
and let the kernels of operators F12 and G21 (or
F21 and G12) are given. Then there exists a unique solution of the system of integral equations (5.4) and (5.5) (or (5.6) and (5.7)) and
the solution of this system determines the potential by formulas
q12(x, y) = −2B˜−12(x, y, y), q21(x, y) = −2B˜+21(x, y, y)
or
q12(x, y) = 2B˜+12(x, y, y), q21(x, t) = 2B˜−21(x, y, y).
Remark 1. It follows from (3.4) and (3.5) the following estimates for the kernels of the integral operators A±(0):∥∥A±(0, y, τ )∥∥ C(1+ |y + τ |)−1−ε(1+ |y − τ |)−1−ε. (5.8)
Taking into account that the kernels of the integral operators (I − A−(0))−1 − I and (I − A−(0))−1A+(0) satisfy same
estimates as in (5.8), then by (4.6) the estimate∥∥F (y, τ )∥∥ C(1+ |y + τ |)−1−ε(1+ |y − τ |)−1−ε (5.9)
will be true for the kernel of the operator F = I − S .
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Remark 2. Let us introduce for arbitrary ﬁxed ε > 0 the class of n × n matrix potentials
Qε =
⎧⎨
⎩ Q (x, y) =
(
0 q12(x, y)
q21(x, y) 0
)
−∞ < x, y < +∞
:
ni × n j (i, j = 1,2, i = j) matrix function qij has
measurable complex-valued entries belonging
to the class O [(1+ |x|)−1−ε(1+ |y|)−1−ε]
⎫⎬
⎭ .
According to the results in Section 2, every potential Q ∈ Qε determines a unique scattering operator S for the sys-
tem (1.1) In this way, one can deﬁne the map S on Qε:
S : Q 	→ S.
Let us denote S = S(Qε). The description of the class S is one of the considerable problems in the theory of ISPs.
More precisely, it is very important to ﬁnd a necessary and suﬃcient condition under which a given operator S will be the
scattering operator for the system (1.1) with the potential belonging to the class Qε .
It is expected that, if F is n × n matrix integral operator with the kernel satisfying conditions (5.1a), (5.9), operator
S = I + F is invertible with S−1 = I + G , where the kernel of matrix integral operator G satisfy conditions (5.1b) and (5.10),
and operator x S−x admits factorization (4.7), then S ∈ S .
Appendix A
A.1. Solvability of abstract Volterra type equations
In this subsection we recall some facts about the abstract Volterra type equations (see [2,18]).
Consider the equation
ψ(z) = h(z) + (Aψ)(z) (A.1)
in a space L∞(Rm,) (space of essentially bounded vector-valued functions of m variables with values in the Banach
space ).
Deﬁnition P1. A linear operator A in the space L∞(Rm, F ) is called triangular (Volterra type) in the direction β ∈ Rm with
the integrable majorant α(·), if with respect to semi-norms
‖ψ‖T = ess sup
z·βT
∣∣ψ(z)∣∣F , T ∈ (−∞,+∞)
(here | · |F denotes the norm in the space ), the inequality
‖Aψ‖T 
T∫
−∞
α(τ )‖ψ‖τ dτ
is valid. Here α(τ ) is a positive function and
∫ +∞
−∞ α(τ )dτ < +∞.
Theorem P1. (See [18, Theorem 4.1.2].) Let A be a linear bounded operator on the space L∞(Rm,), which is triangular in the
direction β ∈ Rm with the integrable majorant α(τ ) ∈ L1(R). Then, for any h ∈ L∞(Rm, F ) the solution of Eq. (A.1) exists and is
unique. Moreover, for this solution the estimate
∣∣ψ(z)∣∣F  ess sup
z∈Rm
∣∣h(z)∣∣F exp
( +∞∫
−∞
α(τ )dτ
)
(A.2)
is true.
In conclusion, we consider the integral equations in the space L∞(R2,Cn) (Cn is a usual n-dimensional space).
A.2. Factorization of the second kind Fredholm operator
In this subsection we recall some necessary facts about Volterra integral operators (see [17,18]).
Let us consider the space L2(R, H) of vector-valued functions f (t) with values in a normed space H . The norm ‖ f ‖ in
the space L2(R, H) is deﬁned as usual, ‖ f ‖ = (
∫ +∞ | f (t)|2 dt) 12 . By | · |H we denote the norm in the space H .−∞ H
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(1) Projection operator Q λ on semi-axis, when t < λ:
Q λ f (t) =
{
0, if t > λ,
f (t), if t < λ.
(2) Projection operator Eλ on semi-axis, when t > λ:
Eλ f (t) =
{
f (t), if t > λ,
0, if t < λ.
(3) The Fredholm integral operator: K f (t) = ∫ +∞−∞ K (t, s) f (s)ds.
(4) The lower-triangular (lower Volterra) integral operator: K+ f (t) =
∫ t
−∞ K (t, s) f (s)ds.
(5) The upper-triangular (upper Volterra) integral operator: K− f (t) =
∫ +∞
t K (t, s) f (s)ds.
Notice that, if the kernel K (t, s) satisﬁes
∫ ∫
R2
|K (t, s)|2H dsdt < +∞, then the above integral operators are Hilbert–
Schmidt operators in the space L2(R, H), with H = Cn (see [20]).
Let us introduce some results about Hilbert–Schmidt integral operators in the space L2(R, H).
Lemma P1. (See [18, Lemma 4.1.1].) Suppose that the lower and upper Volterra integral operators K+ and K− are Hilbert–Schmidt
operators. Then there exist operators (I + K±)−1 and (I + K±)−1 = I + R± , where R+ and R− are the lower and upper Volterra and
Hilbert–Schmidt integral operators, respectively, I is an identity operator in L2(R, H).
Let the Fredholm integral operator K be a Hilbert–Schmidt operator. Let us denote A = I + K .
Deﬁnition P2. We will say that the operator A in the space L2(R, H) admits a right factorization, if it can be represented as
A = (I + K+)(I + K−),
where the operators K+ and K− are the lower and upper Volterra and Hilbert–Schmidt integral operators, respectively. The
left factorization A = (I + K−)(I + K+) is similarly deﬁned. If an operator A admits the left and the right factorizations, then
we will say that A has a two-sided factorization.
Lemma P2. (See [18, Lemma 4.2.1].) The left and right factorizations are unique.
If operator A admits right factorization, then by Lemma P1, there exist the operators (I + K+)−1 and (I + K−)−1. So,
there exists operator A−1, and the equality A−1 = (I + K−)−1(I + K+)−1 is valid. Thus, A−1 admits the left factorization.
Theorem P2. (See [18, Theorem 4.2.2].) Let an operator A = I + K in the space L2(R, H) admits the right factorization in the form
A = (I − K+)−1(I − K−)−1 . Then, for any λ there exists an integral operator
Γλ = (I + K Q λ)−1K = K (I + Q λK )−1
such that the operators K+ and K− are restored by the formulas
K+(t, s) = Γt(t, s), t  s,
K−(t, s) = Γs(t, s), t  s,
where Γλ(t, s) is the kernel of operator Γλ .
Theorem P3. (See [18, Theorem 4.2.3].) Let the operator A = I + K in the L2(R, H) admits the left factorization in the form of
A = (I − K−)−1(I − K+)−1 . Then for any λ there exists an integral operator
Γλ = (I + K Eλ)−1K = K (I + EλK )−1
such that the operators K+ and K− are restored by the formulas
K+(t, s) = Γs(t, s), t  s,
K−(t, s) = Γt(t, s), t  s,
where Γλ(t, s) is the kernel of operator Γλ .
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