INTRODUCTION
The main problem in stereo vision appears to be the correspondence problem, i. e. given two different images of the same scene, how can a computer match correctly an element of the first image to one of the second when they correspond to the same part of the scene? Several methods exist to try to solve this problem, which often differ by the kind of objects they are using in input: basically one can try to match the dots of equal brightness [7] eventually taking into account the fluctuations that necessarily occur between the two images [2] . Most stereo-matchers rather try to match image features that are supposed to be more stable and reliable, like edges, corners ([3] , [8] , [12] ). But whatever method is used the outcoming information can never be complete and is even sometimes very sparse, especially for feature-based stereo-matchers. One problem is thus: how to fill-in the gaps? Generally the output of the matcher is smoothed in a way or another, which gives most of the time a close approximation of the right solution. ' Recovering shape from shading is also an ambiguous problem ( [4] , [8] ) and it is even clear that the reconstruction of shape cannot be achieved without using other sources of information. A. Pentland has shown that a linearization of the equations [9] could help to find an approximate solution, but he also quoted that this linearization had a meaning only under assumptions that one cannot expect to be true on a whole image 3 A THEORY OF VISION (roughly as long as the direction of incident light is far enough from the normal to the surface there is an approximate proportionality between the intensity and the depth). It was shown [10] [9] , of three kinds: assumptions on the surface shape, on the distribution of illumination and on the reflectance function. We will use assumptions of these kinds, and add a few more to make the stereo vision problem simpler. To be precise we'll make assumptions on the cameras, the surface, and their position with respect to each other. And most of all, we'll restrict our study to the case where the data as well as the brightness map is assumed to be continuous.
ASSUMPTIONS AND MAIN RESULT
We'll consider the following assumptions in order to simplify the shape from shading model:
1. (8) . Substracting x2 and xi we find that the disparity function u is directly related to Z:
Let's call 03A91 the set of all the points of the first image that appear also on the second one, we'll assume that it is a connected set. The problem is the following:
We're looking for u (xl, y) : R verifying:
As this issue can be seen as a family of one-dimensional problems indexed by y it is interesting first to study the following one-dimensional issue, where: 01 eRe R, and we are looking for u (x 1 ) : R with:
Assumption (6) This formulation is for instance the one adopted by R. March [7] .
SHAPE FROM SHADING
Let us now study the shape from shading problem, and first return to the bi-dimensional case. Once 01 and the disparity u are known, the part of the surface corresponding to the set Qi can be recovered simply by inverting formulas (8 In a completely different way we can, as it was suggested in the introduction, try to build a stereo matcher using the shape from shading information to fill in the gaps left between the matches, in a more or less integrated way. And probably, as it is seen in the last section, the ideal matcher here would match among other features the maxima of the brightness, which are the points generating "trouble" in the shape from shading problem. Consider any x~03A92 with
We must prove that x E B.
If, for instance, xo x, then:
either:
or:
In the first case by induction we find that and we have as w is continuous. Let I = I2 (x) = I2 (w (x)), we have I = I2 (wn (x)), Vnefl, and as 12 has a right limit at xoo, I = lim I2 (wn (x)) = I2 + 0) . Figure 2 but with a 256 pixels wide image. such a way that it is easy to find the two sets 03A91 and O2 defined in section 3, and thus to get boundary conditions for the disparity. But Figures 3 and 4 show the images viewed by the left and right cameras, with the direction of illumination shown respectively in Figure 1 and in Figure 2. (These images are reversed with respect to the original shape by the cameras). The results are good. The error is mainly due to the fact that the initial value for the disparity (measured, in our program, on the left of the images, which corresponds to the right end of the original shape), is necessarily rounded off by the fact our 1 D-"images" are discrete signals. Here they were 1,024 pixels wide, which is a lot and gives a good precision. We also made experiments with smaller images (256 pixels wide, Fig. 5 
