A Deep Learning Approach to Landmark Detection in Facial Images by Groenendijk, Rick
1UNIVERSITY OF TWENTE
A DEEP LEARNING APPROACH TO LANDMARK
DETECTION IN FACIAL IMAGES
R.W. GROENENDIJK
CLASS OF 2016, UNIVERSITY COLLEGE TWENTE
June 17, 2016
SUPERVISORS
DR. IR. L.J. SPREEUWERS
DR. IR. F.J. DIJKSTERHUIS
Abstract—In this paper an alternative approach to
landmark detection using cascaded convolutional neural
networks is proposed. The cascade consists of three differ-
ent levels, each with a number of convolutional neural
networks. After each layer of the cascade, predictions
converge. This results in accurate predictions of landmark
locations in facial images. The main advantage over other
methods proposed in literature is the integration of face
detection and landmark detection in one system. Also, the
method is both able to implicitly encode local constraints
and shape constraints over the entire image, thus giving
it an advantage over regular non-deep learning detection
methods. As such, the cascaded neural network substan-
tially outperforms STASM, a state-of-the-art method shape
model approach. However, the model does not hold well for
data that is not similar to the images it has been trained
on.
I. INTRODUCTION
Many factors contribute to the performance of a facial
recognition system. One such factor, with high impact, is
landmark detection. Landmarks are important features of
the face, such as the eyes or the tip of the nose. Correct
localisation of these landmarks is not only relevant in
the face recognition domain, but for example also in face
animation, face expression analysis and face tracking [8].
Just in the context of face recognition though, land-
marks might be used as the basis for normalisation of
the images. Alternatively locations of landmarks could
directly be used as feature vectors for locally-based
recognition systems [13]. For normalisation of the im-
ages only a few primary landmarks, sometimes referred
Fig. 1: Examples of landmark detection in faces. The first row
denotes the ground truths for the landmark locations, while
the second row denotes the predictions as given by the system
proposed in this paper.
to as fiducial points [1], need to be found. These primary
landmarks can be a small set of only the of eyes, the nose
and the mouth corners.
It is widely accepted that accurate localisation of facial
features is important, if not essential, to the performance
of face recognition systems [4, 7, 10]. Even basic,
yet accurate, eye localisation can significantly boost
recognition accuracy [22]. Even though a myriad of
different techniques has yielded impressive accuracies
in landmark detection, it is suggested that currently
landmark detectors are in fact the weakest link in the
overall facial recognition system [6]. The difficulty in
landmark detection is due to a several factors. For exam-
ple, landmarks show a high variance across individuals;
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2most landmark detectors have been able to deal with
these differences adequately. However, problems arise
when environmental factors also show a discrepancy.
One can think of (partial) occlusions, differences in
lighting, background of the image, zoom of the face,
expressions and poses of people in the image, multitudes
of people appearing in one image, etc. Clearly, the
performance of a landmark detector is heavily dependent
on the sort of dataset on which it operates [8].
To negate some of these problems, but especially dif-
ferences in pose and expression, an alternative approach
to landmark detection has been taken in this paper. This
approach is in the form of deep learning techniques.
Since a roughly decade ago there has been a resurgence
in the use of neural networks. Due to an increase in
computational power and the use of Graphic Processor
Units (GPUs) and the availability of data, it has been pos-
sible to have deeper architectures for the neural networks
[24]. These deeper architectures are deemed necessary to
represent more complex functions that denote abstrac-
tions in for example the fields of computer vision and
language processing [3]. Even though there is very little
literature available on applying deep learning techniques
on landmark detection in faces, some articles suggest
very promising results on relatively complex sets of data
[27, 29, 30]. Moreover, a relatively recent competition
of Kaggle, a site that hosts challenges for data scientists,
is dedicated to the problem of accurate localisation of
landmarks in faces. Even though the competition is still
ongoing, it has become clear that some top submissions
employ deep learning techniques.
The aim of this paper is to explore deep learning tech-
niques for landmark detection in faces. It must be noted
that the exploration is in service of the improvement
of the performance of a face recognition system in 2D
images. Thus, only a small set of primary landmarks will
be taken into account. In this paper, a detector system
is realised and thereafter compared to a state-of-the-art
technique in the field. Ultimately, the following question
should be answered: ‘How do Deep Learning Techniques
contribute to better performance in landmark detection
for a facial recognition system?’
II. RELATED WORK
Generally, the methods that have been used to localise
landmarks can roughly be split into two categories:
holistic models and local models [2, 8, 11]. These will
be elaborated upon subsequently.
Holistic models, or shape models, require all informa-
tion of the entire face to create one consistent prediction
for all landmarks across the entire image. Prime exam-
ples of a holistic model are Active Shape Models (ASM),
which use a cloud of points that attempts to deform itself
over a facial image. The deformation of the cloud of
points is a function of the shapes it has encountered
in the training set. One of the weaknesses of ASM is
that for decent results usually strong initialisation (i.e.
predicted facial points lie close to their ground-truth
counterparts) is required. If such initialisation is not
possible, the method is prone to getting stuck at local
minima [9]. This could for example happen when the
initialisation is chosen as the average shape model over
the entire training set.
Local models, on the other hand, find landmarks in-
dependently of other landmarks, using local information
of the image. In essence these methods focus on small
patches in the image around landmarks and assume
that each of the patches is independent of one another
[23]. These local patches can be found by comparing
templates of landmarks based on the training set for each
new image [8]. Many successful methods have combined
both shape and local models to obtain predictions. Take
for example the local method Most Likely Landmark
Location (MLLL) which is reinforced with shape models
(BILBO) [5]. In this method shape models are rather
used to validate the results of local search and rectify
any mistakes. An improved standard implementation of
the active shape model (STASM) [19], which also takes
advantage of local patch images, has been shown to yield
state-of-the-art performance on (near-) frontal facial im-
ages [8]. The decline in performance when STASM is
confronted with non-frontal images is hardly surprising:
Shape constraints are weak when faces are analysed from
the sides and the front at once. Additionally occlusion
significantly impacts the results for this method. Thus
theoretically, a method that implicitly encodes all shape
and local information should be able to outperform
STASM [27, 29].
An alternative to shape constraints is to directly obtain
all relevant texture information of the entire face. As
has been mentioned in the introduction, deep learning
techniques hold much promise and have been applied
successfully to many computer vision problems [16, 26].
In their seminal paper Krizhevsky, Sutskever & Hinton
[16] show that a deep network is able to surpass any
single other method in the ImageNet 2010 competition.
In this competition the system is tasked with assigning a
class to a high resolution picture. As there are thousands
of classes for millions of pictures, it is required that the
network extracts all available information in the picture.
While convolutional neural networks (CNNs) are indeed
able to encode all relevant information over the entire
face and have shown much promise in computer vision
tasks, they come at heavy computational cost [16, 27].
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3Fig. 2: The cascaded model as proposed in this paper. The model consists of three levels. In the first level a face bounding box
is found, based on the estimated locations of each of the primary landmarks. In the second level three different CNNs predict
subsets of the primary landmarks. So, network 2a predicts the locations of eyes and tip of the nose. Network 2b predicts all
landmarks, centred around the nose. Network 2c predicts the locations of the mouth corners and the nose tip. In the third and
final level the predicted locations are refined by employing a network at local patches around each landmark. Predictions of
the second and third level are averaged to yield final predictions.
The complexity of the problem increases exponentially
as the size of the image increases. In addition, CNNs
require immense amounts of labelled data to train [26].
In landmark detection literature high computational
complexity is to an extent negated by cascading sets of
networks [27, 29, 30]. Cascading networks allow for a
convergence towards the location of a landmark through
a number of search steps [27]. Another advantage is that
results of multiple models can be averaged to predict
positions of landmarks, which is arguably very similar
to boosting ensembles (e.g. ADABOOST) [25].
The main difference between the system that is pro-
posed in this paper and for example the systems as given
in [27, 29, 30] is that finding a face bounding box is
not part of the pre-processing of the images. In [27]
the training and test sets include images in which the
face is already bounded. The position of the face in the
image is thus set, which is not always true-to-life: Initial
experiments show that face detection by the Viola-Jones
method does not always find a face in the image. As
can be seen in figure 1, the image is not always centred
directly around the face; therefore there is a need to
include a face detection procedure.
III. METHOD
A. Model overview
The proposed model is a cascade of nine CNNs, that
are similar in terms of architecture. The aim of the model
is to predict the locations of five primary landmark: both
eyes, the tip of the nose and both corners of the mouth.
It is perhaps worth noting that for most datasets right
and left orientations are based on the perspective of the
person that is photographed. Accordingly, the eye on the
left in the image corresponds to the labelled right eye.
In figure 2 a basic overview of the system is given.
In the first level of the model there is a single CNN,
which has the sole purpose of finding a bounding box
for the face in the image. Since it cannot be assumed
that faces in images are scaled to the same size, the
first network predicts the locations of all five landmarks
simultaneously and then establishes the face bounding
box based on the estimated distances between the land-
marks. The second level of the network consists of three
CNNs. These networks take overlapping parts of the
face bounding box as their input and are each tasked
with predicting either the complete set of landmarks or
a subset thereof. After the second level the predictions
of the landmarks are averaged, just as would be done in
ensemble classifiers. In the third and final level, there are
five networks that each predict one landmark. A small
patch of the image around the predicted location of the
landmark (i.e. the prediction from the second level) is
used as the input for these five networks. As is noted in
[27] local predictions at small patches of the image do
not have the same amount of context information and
can consequently suffer from ambiguity. To counter this
possible fallacy in the model, predictions at level two
and three are averaged. Ultimately, the combination of
predictions in level two and three leads to final estimated
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4layer 1 layer 2 layer 3 layer 4 layer 5 layer 6 layer 7 layer 8 layer 9 layer 10 layer 11
L1 In(140,120) CL(40,3) P(3) CL(60,2) P(3) CL(80,2) P(3) CL(100,2) H(200) H(100) Out(10)
L2 In(60,60) CL(40,2) P(2) CL(60,2) P(2) CL(80,3) P(3) CL(100,2) H(120) H(60) Out(6)
TABLE I: In the table the shared architecture for the first two levels in the model is given. The aim is to make networks that
are as deep possible. For convolutional layers, CL(m,n) is used, with m the amount of filters and n the filter size. Pooling
layers automatically have the same amount of filters as the subsequent convolutional layer. They are given as P(m) with m as
the pooling size. Hidden layers are given as H(m) with m the amount of neurons. Finally, there is the output layer as given
by Out(m) with m the amount of neurons. The amount of neurons corresponds to the amount of x and y coordinates that have
to be predicted.
layer 1 layer 2 layer 3 layer 4 layer 5 layer 6 layer 7 layer 8 layer 9 layer 10 layer 11 layer 12
L3 In(20,20) CL(60,2) P(2) Dr(0.1) CL(80,3) P(2) Dr(0.25) CL(100,2) H(40) Dr(0.5) H(20) Out(2)
TABLE II: The shared architecture of all five networks in level 3 of the model. Descriptions fit the format as given at table
I. The main difference at this level are the dropout layers. To mitigate overfitting neurons on dropout layers only occasionally
give actual valued output to the next layer. The chance of neurons in dropout layers giving zero-valued output increases as
the depth of the network increases. Dropout layers are given as D(p) with p is the probability for neurons to give zero-valued
output.
locations of the landmarks.
B. Network architecture
Network architectures have been modelled after sug-
gestions in [21, 27] and the architectures for the first
and second level of the model can be found in table
I. Tuning hyper parameters has barely been performed,
because of high training time of the model. Essentially,
in [27] it is argued that the best results are obtained
when the networks are as deep as possible. Since the
combinations of convolutional layers and max pooling
layers converge the image on every forward pass, there
is a finite amount of layers that can be achieved in
each network. In short, convolutional layers are at their
core a set of filters that each apply to a fraction of
the input image. Pooling layers, which usually follow
convolutional layers in CNNs, are tasked with reducing
the size of each filter map by applying a max operation
at patches of the filters of the convolutional layer. In
essence pooling layers down-sample each of the filter
maps as given by the convolutional layer [12].
Returning to the depth of the network: The amount
of layers depends on the size of the input image. To
clarify: In table I it can be seen that for a network
in the second level after three convolutional layers and
three max pooling layer, the next convolutional layer has
dimensions 100 × 3 × 3. Going on much more would
not be sensible as one could end up with dimensions
N × 1× 1, with N > 0, which is basically the same as
a normal fully connected layer.
All of the neurons in all networks are Rectified Linear
Units (ReLUs), which means they have a f(x) =
max(0, x) non-linearity (even though the function is de-
cidedly linear). ReLU networks have been shown to train
substantially faster than for example tanh or sigmoid
non-linearity networks [16]. An additional advantage is
that ReLUs do not fade out low gradients. However a
downside it that the the function is not differentiable at
zero [16, 20].
In the last level of the model, experimentation shows
that the networks are prone to overfitting rapidly, re-
gardless of training techniques that are employed. These
training techniques are discussed below. Overfitting in
this case is most likely caused by a lack of data in
the training set. To reduce the amount of overfitting,
new layers are included after each pooling layer and
each hidden layer. These new ‘dropout’ layers have
a probability assigned to them for which each of the
neurons in the layer gives a zero-valued output. As such,
these neurons do not impact the forward pass [14, 16].
Intuitively one can recognise the importance of the
dropout layers, because it is easy to see that these layers
force the network not to become too dependent on very
specific paths through the neurons, but rather convey the
information disseminated over many different neurons.
The probability of neurons ‘dropping out’ increases
over the depth of the network. The full architecture of
networks in level 3 is given by table II. All models
are implemented in Python using Theano [28], and the
complementing Lasagne library wrapper.
C. Localisation task
While neural networks are often used for classification
tasks, it is certainly possible to perform localisation tasks
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5with them as well [26]. In localisation tasks the point is
not to have a single output node (corresponding to a
single class) fire up. Rather the value at the output node
should correspond to a continuous domain (i.e. not the
binary distinction 0 or 1). Assuming the output nodes are
mapped to a domain of [-1,1], we can multiply the values
at the output layer with a constant to obtain coordinates.
For backpropagation, the values at the output layer are
compared with ground truths. These ground truths are
coordinates of landmarks in the image, which have also
been mapped to the domain [-1,1]. The loss function is
element-wise squared error. Squared error loss functions
are in fact common for localisation tasks [26].
Furthermore, it is worth noting that according to [26]
there is a difference between localisation and detection
tasks. Localisation tasks require a system to locate an
object in an image, whereas in detection tasks the system
cannot assume the object is ever present. Detection is
thus a more complex task within localisation domain.
This distinction given the subject of landmark detection
is awkward, since it is always assumed landmarks are in
fact present in the facial image. An ideal landmark de-
tection system should therefore also be able to determine
whether all landmarks are found in a picture. If they are
not, could it be due to occlusions or are they missing as
a whole? Especially given cascaded networks, missing
landmarks should be reported on as it could indicate
wrong localisation in previous levels of the model. Due
to time constraints, these insights have not been applied
in the model yet.
D. Data
The main dataset that is used is the MUCT Face
Database [17], which consists of 3755 images of 480×
640 pixels with three colour channels. In total there are
pictures of 276 different subjects, each of which pose
for five different cameras under varied sets of lighting.
For each picture there is a set of 76 manually located
landmarks. Since the size of the image impacts the
complexity of the network exponentially, all pictures
have been down-sampled to a 120 × 140 format and
converted to grayscale. Reducing the pictures by much
more would harm the quality of the smaller faces in the
dataset.
The dataset is cleanly split into 80% training data
(N=3020) and 20% test data (N=735). ‘Cleanly split’ in
this case means that persons occurring in the test set do
not occur in the training set. Also, the different lighting
setups have been equally divided over the training and
test set.
E. Training
To artificially increase the amount of cases of the
training data and to consequently decrease overfitting,
a number of different variations is made to the picture
at each level of the model.
At the first level of the model, performing translations
on the picture is not possible, since the picture as a whole
is used as the input. Translating the image would result
in white bounds at the edges of the image. Thus, the
variations are limited to vertically mirroring the image
(also mirroring the labels of the landmarks) and adjusting
lighting by slightly varying pixel values uniformly (i.e.
adjustments of [-10,10] of all pixels values) over the
whole picture.
In all subsequent levels, these mirroring and light-
ing adjustments also apply with the addition of small
translations of each case in the training set. In [16] it
is argued that these small adjustments to the training
set come virtually free of charge computationally, as the
CPU is able to perform the adjustments while the GPU
is still processing the previous mini-batch. Learning rate
and momentum linearly decrease and linearly increase
respectively. The network is initialised using a ‘Glorot’-
style uniform distribution, which is the default for the
Lasagne package. No further experimentation with the
last three hyper parameters was performed due to time
constraints.
IV. EXPERIMENTAL RESULTS
The performance of the cascaded CNN model as
proposed in this paper is tested by comparing its pre-
dictions to that of STASM. As has been mentioned
before, STASM yields state-of-the-art prediction results
on (near-)frontal facial images. Apart from testing for
performance on a test set that is closely related to the
training set, it is well worth extending the evaluation
to other datasets as well. This is to test the general
applicability of the model. To do so the BioID dataset
is selected, since it is very regularly used to mea-
sure landmark detection performance in literature. Also,
the environmental conditions in which images are shot
should be relatively similar to the MUCT Face Database.
A. Evaluation metrics
To evaluate the cascaded CNN landmark detector there
must be a relative measure for comparison with state-
of-the-art techniques. A simple method for obtaining
relative performance of a landmark localisation system is
the Root Mean Square Error (RMSE) [5]. However, the
RMSE must be normalized to compensate for the varying
sizes of the faces in images. Usually, the Inter-Ocular
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6Fig. 3: At the left: The mean error of the prediction for each landmark. RE denotes the right eye; LE denotes the left eye;
NT denotes the tip of the nose; RM denotes the right corner of the mouth; LM denotes the left corner of the mouth. These
figures thus represent how far a prediction on average is located from the ground truths. At the right: The failure rates for
each landmark, i.e. how often are landmarks removed for more than 0.1 IOD from their ground truth counterparts.
Distance (IOD), that is, of the ground-truth positions,
is chosen [8, 15] for this purpose. This error measure
gives a normalised average distance to the ground truths
and is given as a fraction of the IOD. The measure is
sometimes referred to as normalised RMSE (NRMSE)
or simply mean error.
Besides the mean error, it is possible to introduce a
pass/fail threshold to establish whether landmarks have
been found with sufficient accuracy. This is also a
fraction of the IOD; the threshold is often set at 0.1
of the IOD [8].
B. Comparison with state-of-the-art
All 735 test images from the MUCT Face Database
are put through the entire CNN cascade and through
STASM. Figure 4 gives the success rates of both meth-
ods. For STASM, the Viola-Jones face detector is unable
to find 20 faces in the test set. These are not manually set,
because the whole point of the first level in the cascaded
CNN is to mitigate incorrect assessment as given by
the Viola-Jones face detector. Predictions in these 20
cases are set to zero for all landmarks. STASM finds
68 landmarks of which only the five primary landmarks
are extracted for comparison. In [8] it is argued that
detecting more landmarks entails better performance of
the model, so it is assumed that the extraction of the
five primary landmarks does not harm the quality of
STASM’s prediction.
It is surprising to find STASM performs at about a 0.13
failure rate at a 0.1 IOD threshold, because in the original
publication of the MUCT Face Database [17], ASMs
reportedly scored nearly perfectly. Further investigation
shows that STASM scores decidedly bad on the nose tip
and left mouth corner. For these results, see figure 3. A
possible explanation lies in the manner in which images
Fig. 4: Success rates for both STASM and the CNN cascade
for varying IOD thresholds.
have been shot for MUCT: People have only been shot
from the front ranging to the right. This means the left
mouth corner may in fact be concealed, giving STASM
trouble as it depends upon shapes in the face. Also,
the pictures have been down-sampled to more quickly
train the CNNs. Both factors could contribute to worse
performance of STASM. Nevertheless, it can clearly be
seen that the model as proposed in this paper outperforms
STASM on the down-sampled MUCT dataset. At a
0.1 IOD threshold it yields about a 0.024 failure rate,
meaning that about 18 faces out of 735 faces have been
incorrectly landmarked.
C. Extension of the test data
The BioID database consists of 1521 grayscale images
of 384 × 286pixels. In total there are 23 different
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7Fig. 5: The performance of the cascaded CNN on both MUCT
and BioID databases. For BioID there has also been a test in
which faces have been scaled to a constant IOD. We see that
even for a threshold of 0.5 IOD (which is about the width of
an eye in the average face) only 70% of the cases have been
successfully landmarked in the BioID dataset.
test persons that contribute pictures in various poses,
occlusions and lighting. All images are frontal views,
but face can strongly fluctuate in size. BioID is one of
the most frequently used datasets in landmark detection
[8]; 20 manually marked landmarks have been included
for each image, but only the five primary landmarks are
used for comparison. Figure 5 shows the performance of
the cascaded CNN on the MUCT and BioID database.
It was hypothesised that scaling of the faces in images
could explain the bad performance of the cascaded CNN
on the BioID data, since MUCT IODs are in the range
of 15 to 25 pixels. In BioID the IODs range from 17
to 52 pixels. To test the hypothesis all faces in BioID
have been scaled to have a 20 pixel IOD. As can be
seen in figure 5, performance decreased. This could be
due to the fact that in many cases background has to be
randomly generated. Regardless, the implication of the
test on the BioID data is clear: The cascaded CNN is not
able to perform well on data that is different from the
data it has been trained on. Apparently even relatively
small differences in data, as between the MUCT and
the BioID database, can have detrimental impacts on the
performance.
Finally, figure 6 shows a number of predictions of the
cascaded CNN on both the MUCT and BioID database.
Note that specifically for MUCT only a limited amount
of people has giving consent to have their faces pub-
lished, thus the most interesting cases can unfortunately
not be shown.
V. DISCUSSION
Even though the results by themselves support the case
for using deep learning techniques in landmark detection,
it is worth briefly discussing some findings. In this
paper only five primary landmarks have been detected in
images. Millborrow & Nicolls [18] show that landmark
prediction accuracy generally rises when investigating
more landmarks. Obviously, this is in a shape model
context and there has been no literature into such effects
for predictions using deep learning techniques. Yet, it
is suggested that multi-task learning can yield even
better results on localisation tasks, specifically landmark
detection [30]. Multi-task learning in this context could
mean predicting whether a person wears glasses, whether
the person is male or female, or what way the person is
looking. These are executed alongside the original task
of landmark detection. Also, increasing the amount of
landmarks is no distinct additional task, but it could hold
additive value: The underlying hypothesis is that features
learned on each task assist prediction rates at other tasks.
Next to increasing the amount of landmarks or ex-
tracting information about the person in the picture, it
could be of added value to also verify the presence of
landmarks in the picture. This issue was briefly touched
upon in the discussion of the distinction between locali-
sation and detection tasks in [26]. Verifying presence of
landmarks is of added relevance when dealing with series
of CNNs, because a bad prediction of an early network
can result in searching in local patches in which there
is no landmark. Figure 5 shows that the cascaded CNN
still fails to predict correctly 2% of the landmarks in
the images even when increases the fail/pass threshold
to 0.5 IOD. Examining the test set shows that this 2%
corresponds to roughly 15 images of one and the same
person. Landmarks for that person are already poorly
predicted in the first level of the cascade. Especially in
second level of the cascade, in which bounding boxes
still are relatively large, an indication of those missing
landmarks could be essential for correctly predicting
outliers.
Finally, it is worth mentioning that training the models
requires roughly 25 hours of uninterrupted training time
on a g2.2xlarge GPU instance on the Elastic Compute
Cloud of Amazon Web Services. Finely tuning hyper
parameters is thus very computationally expensive and
should be left for future research. Perhaps exploring
the possibilities of down-scaling images further, doing
predictions and thereafter restoring the images to their
original sizes could contribute to faster training times.
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8VI. CONCLUSION
In this paper an alternative approach to landmark
detection using cascaded convolutional neural networks
is proposed. The performance of the model is at state-
of-the-art level when tested on images that are similar
to the images it had been trained on. In this case
the model outperforms a popular landmark detector,
STASM. When images that are not similar to the training
set are presented, the performance of the model is poor.
This suggests that both the amount of data on which the
model is trained should be extended and that the data
should offer more variance.
By introducing multi-task learning, more features that
are relevant for face recognition can be extracted from
the facial image already during landmark detection pro-
cedures. For example indicating whether landmarks are
missing or occluded could be beneficial. Furthermore
multi-task learning is hypothesised to contribute posi-
tively to the performance of the neural networks.
Based on the results outlines above, it can be said
that deep learning techniques can indeed advance perfor-
mance in landmark detection given a sufficient amount of
data and training time. In addition, it has become clear
that there is no structured comparison architecture nor
hyper parameter tuning in the literature, at least in the
landmark detection domain. Future research could aim
to spend more attention to comparing different sets of
network design.
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