Introduction
This is a technical note accompanying the paper "The Creation and Propagation of Radiation: Fields Inside and Outside of Sources" by Stanislaw Olbert, John W. Belcher, and Richard Price, hereafter denoted OBP. This document will refer to sections in OBP, but it is also self-contained. That is, all the relevant equations from OBP will be reproduced here. Solutions to the Sample Problems in Section 6 of OBP are given in Section 14 below. We also consider in detail a number of topics not addressed in OBP, for example the magnetic field lines for the rotating sphere for the general l case (Section 11 below), the time evolution of spherical semi-harmonic oscillations to a state where they accelerate but do not radiate (Section 12 below), and so on.
The planar solenoid
The infinite planar problem has been considered by a number of authors [1] . The fields can be written in terms of the time dependence of the planar surface current at properly retarded times. For an infinite current sheet in the yz plane located at x = 0, carrying a current per unit length  t 
We can use superposition to write down the solution for a planar solenoid. By "planar solenoid" we mean that we have two current sheets in the yz plane, one located at x a  and one located at x a   , with the current sheet at 
If the angular rotation rate of the sphere is ( ) t  and the total charge on the sphere is Q, 
For future use, we note that the magnetic dipole moment of the current distribution given in Eq. 
We solve this problem in the time domain using an approach that parallels the one used in the planar solenoid problem in OBP (see Section 2 of OBP), although the algebraic details are much more involved in the spherical case. The vector potential A for the current density given in Eq. 
For the sin dependence of J in Eq. (4) 
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where G and H are any two functions of a single variable. To find the particular solution to Eq. (13), we assume the form given in Eq. (14), propagating both inward and outward for r a  , and only outward for r a  . That is,
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The solution must be finite at r = 0, and this requires that H and G be the same function. Requiring continuity at r = a gives 
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We now define the new function ( )
We now define the successive integrals of 
We also define the times t a , t r , t  and t  as
and t  as r r t t c c
Using these definitions and Eq.s (15), (22), and (28), we find that shell 1
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If we insert into Eq. (32) the definition of the magnetic dipole moment in terms of the current sheet amplitude (see Eq. (5) 
The associated electric and magnetic fields can be found by taking the negative time derivative and the curl of shell A , respectively, yielding 
shell 
As we noted above, a similar solution for a uniformly charged spinning sphere has been given in the region outside the sphere by Daboul and Jensen [2] . However these authors did not give the solution in the region r a  , and it is not clear how to extend their method (which uses a contour integration in the complex plane) to surface charge distributions depending on the angle from the spin axis of the sphere, as we do in Section 5. In addition, in an unpublished manuscript, Vlasov [3] also gives the solution for a uniformly charged spinning sphere in a different but equivalent form to that given in Eq. (32), valid both inside and outside the sphere.
Before continuing, we relate our solutions for the l = 1 case to the solutions given by [2] and [3] for this case. The solutions given by these authors can be reduced to expressions involving the "moments" ( ) ( ) n M t of the time function (0) ( ) S t , defined as
The results obtained by [2] and [3] can be readily expressed in terms of the first three S , and they demonstrate perfect agreement with our expressions for l = 1, although the initial appearances are very different.
We can extend our method for finding the solutions in the time domain for l = 1 to l > 1, but we leave that as an exercise for the reader. We obtain the general l solution in Sec. 5 using an alternate approach involving Laplace transforms.
Complete solutions in the constant magnetic dipole moment case
There are a number of questions about the form that our complete solution for the spherical shell takes in Eq. (33). The most obvious is that even for a constant magnetic dipole moment, the expression for the vector potential in Eq. (33) appears on first glance to be a function of time, because the successive time integrals of a constant   m t are functions of time, even if the magnetic dipole moment itself is not. This turns out not to be the case because of the structure of the terms in Eq. (33). We address this issue here from a more general point of view than simply a constant dipole magnetic dipole moment, although we will include this case in our discussion. 
If we define
Since we must have 
This is the correct solution for the vector potential of a uniformly-charged spherical shell spinning at a constant rate, as we expect at this point in time and space. It is also clear from the argument above that we will only see radiation at a given radius r in the time interval
For instantaneous spin-up (T = 0), if r a  the observer there will see a burst of radiation over a time interval of length 2 / a c , and if r a  , the observer will see a burst of radiation over a time interval of length 2 / r c
The classic magnetic dipole solutions
In this Section, we review the standard development leading to magnetic dipole radiation. In that development, we begin with the general solution for the vector potential using the free-space Green's function. We then assume that J vanishes outside of a sphere of radius a and that we are far away from that region. We also assume that if T is the time scale for changes in J, then
We call this approximation the slow-motion approximation or the dipole approximation (it is also called the long wavelength approximation, in that the wavelength of the radiation produced is much greater than the dimensions of the source). We assume that J is well behaved, in that we can use a Taylor series expansion for the time dependence of J about the time / t r c  . If we also assume that the dipole moment   t m is always along the z-axis, then to first-order terms in the small quantities / a r and / a cT , the potential can be shown to be
The associated electric field and magnetic fields of the magnetic dipole potential are
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In the slow-motion approximation or the dipole approximation, we have essentially shrunk the radius a of the sphere to zero. The only information we have about the spatial structure of the current distribution inside a is its spatial moments, through ( ) t m , but we cannot "peer" into the structure itself and we have no idea how the fields behave for r less than or on the order of a. The corresponding total rate at which energy is radiated to infinity into all solid angles for these solutions is given by
The spinning spherical shell of charge for arbitrary l
We now find the solution for a current-carrying shell for arbitrary angular dependence of the current on the sphere. We assume that the current density is now given by
where we have used Eq.(7) to write the last term on the right in Eq. (53). For spherical geometry, the -dependence of A  is separable. That is, we can put
where A 0 is a constant chosen to render ( , ) and ( )
If we insert Eq. (53) and Eq. (54) into Eq. (9), we find that  l () obeys the following ordinary differential equation
In general, the value of l(l+1) can be an arbitrary constant. In what follows, we shall limit our discussion to integer values of l. For this case the solution to Eq. (56) is
where P l is the Legendre polynomial of order l. Note that, except for the phase convention,  l () is one of the associated Legendre functions P l m (cos) , that is, if
This implies that the  l ' s form a complete set of orthogonal functions. Specifically, for m = 1, we have
The factorized representation in Eq.(54) leads then to the following equation for l A  for a specific value of l:
To shorten algebraic manipulations, we replace the reduced vector potential function ll A  (see Eq. (54)) by a more convenient function, f l (" the reduced flux function"), defined by ( , , ) ( , , )
Note that f l has dimensions of time, since l A  is dimensionless. With this notation, the quantity f l obeys the following equation.
Eq. (62) for l = 1 is the same differential Eq. (13) above that we considered in the time domain approach.
We solve Eq. (62) by Laplace transforming with respect to time and then inverting. We could use Fourier transforms as well, but we prefer Laplace transforms because of their more compact and pedagogically more instructive appearance. We assume that the Laplace transform of the function (0) ( ) S t for the time dependence has been worked out and is available. That is, we have the function
we have from Eq.(62)
Eq. (65) is identical with the familiar Fourier-transformed equation for spherical waves if we replace the variable s by i / c  ik . Using the conventional notation for the spherical Bessel and Hankel functions, j l (x) and h l (1) (x) , respectively, we define
Adopting this notation, one can find in the literature the following well known solution to
The factor C(s) in Eq. (67) must be determined from the boundary conditions across the surface of the sphere. After we derive the expression for the B-field, we can show from the boundary conditions that (see Eq. (95) below)
Using Eqs. (67) and (68), we can invert our Laplace transform using the standard inversion formula
To perform the integration in Eq. (69) 
where the coefficient  l, m is given by
Our symbol  l, m is identical in meaning with the Hankel symbol (n,m) defined as
if we put n  l  1 2 . With this notation one can then readily show that
Inserting Eqs.(70) and (73) into Eq.(69), one finds that each individual term on the righthand side of Eq. (69) has the following mathematical structure
This implies that we are dealing with a series of consecutive integrals of the function (0) ( ) S t , as we have seen before in the l=1 case (see Eq. (27)). Starting with m = 1, we define our first serial integral
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and, in succession, for higher m's , 
where 
Expressions for E and B for the general l case
We now derive expressions for the time-dependent transient electric and magnetic fields. Using spherical coordinates, we have in general for our geometry that
With the help of    B A, we see that ( , , ) 0
The above list of field components do not contain E r and E   because these components are time independent and thus are not of direct relevance to our discussion. We will quote the time independent components for l =1 when we consider that case in detail below. We introduce the following symbolic abbreviations to simplify our notation. We define
and
where we have used Eq. (8) to obtain the last form in Eq. (83). We note that for the case of a uniformly charged spherical shell rotating at a constant rate 0  , the magnetic field inside the sphere is parallel to the spin axis with magnitude 2 3 B 0 and that the magnetic dipole moment of the shell is given by any of the forms in Eq. (8). We now introduce the "reduced" (dimensionless) expressions for E  , r B , and
, 0 ( , , ) ( , , )
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where  l is given by Eq.(58) and the P l 's are the Legendre polynomials. With these abbreviations we readily find that Eqs. (84), (85) and (86) 
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The explicit representation of f l (t  ,t  ,t) given in Eq. (77) makes it easy to work out the derivatives of f l with respect to any of the three arguments t > , t < and t for any order of l, and thus to find explicit expressions for our field components. In particular, we have that
With Eqs. (87) through (93) we thus have explicit solutions for all our field components. If we assume a c   , the charge distribution in a non-conductor may be considered to be time-independent with its density given by
This charge density may be assumed constant throughout any changes in the rotation rate of the sphere, as long as a c   . This is impossible, of course, since there are no materials that are perfectly stiff and insulating, but this is not relevant here since our focus in this paper is on causality in the generation of electromagnetic fields. Using the orthogonality of the  l ' s (see Eq. (58)), we can express any angular function     as an infinite sum over this set of basis functions, with the solution for E and B given by the corresponding sum over our solutions as given above. We thus have the complete solution for any axially symmetric angular distribution of charge. 
and this justifies our choice of ( ) C s given in Eq. (68) Finally, we summarize the solutions for the situation when the sphere is spinning at constant rate. We shall need them in the discussions that follow. The solutions for this case are well known [6] and we simply quote the results:
For use in our considerations below, we note that if we use the normalization for the Legendre polynomials,
and the corresponding normalization for l  given in Eq. (59), we can use Eqs. (96) and (97) to compute the total static magnetic energy for the l th multipole as
The ratio of the energy stored inside the sphere to the total energy stored is
 , so that in the limit of large l, there are equal amounts of energy stored inside and outside the sphere.
Numerical examples
We now consider numerical solutions to Eq. 
S t S t S t S t t t E t t t t S t S t S t S t t t
If we recall the various definitions above in Eq. (8) 
If we write a similar expression for 1,r B  (using Eq. (77) any time dependence that we desire, even a function ( ) m t which is discontinuous and which has discontinuities and/or delta functions in its time derivatives! This is because our general solution involves only the dipole moment ( ) m t and its time integrals, and does not depend on the time derivatives of the rotation rate. However, to touch base with the limits with which we are familiar (radiation in the dipole approximation), we first choose a time behavior which has continuous derivatives to any order, so that we can check our general solutions with the classic magnetic dipole formulas for radiation rates in the slow-motion approximation or the dipole approximation.
We thus initially spin our sphere up smoothly with a characteristic time T using the "smooth" turn-on function
We use this expression to calculate our field components, using Eq. (75) Figure 1 , we plot the radial profiles of 1, rB   for the dipole (l = 1) term and of 2, rB   for the quadrupole (l = 2) term at a time 15 a t t  after a turn-on centered at t = 0. We have multiplied the field components by r in this plot to bring out clearly the radiation term behavior. These radiation terms decrease as inverse r, where as all other terms decrease faster than 1/r. The vertical scale in Figure 1 is arbitrary, but linear. Figure 1 . We see all of the qualitative characteristics we expect to see in the slow-motion approximation or the dipole approximation. The magnetic dipole term 1, B   shows a time behavior in its radiation fields which is proportional to the second time derivative of ( ) m t , and the magnetic quadrupole term shows a behavior in its radiation fields which is proportional to the third time derivative of ( ) m t . The amplitude of the quadrupole radiation field is significantly smaller than that of the dipole radiation field, as expected (in the slow-motion approximation or the dipole approximation it should be down by a factor of / 1 a t T  ). Now let us consider situations in which the slow-motion approximation or the dipole approximation is clearly invalid. In Figure 2 we plot the radial profiles of 1 grossly violates the slow-motion approximation or the dipole approximation (here / 10 a t T  , hardly small compared to 1). In Figure 2 we no longer multiply the B   components by r to bring out the radiation term behavior, since the radiation terms are so much larger with this shorter turn-on time. The vertical scale in Figures 2 is now absolute (but dimensionless), so that we can directly compare our numerical results with our theoretical expectations for the field amplitudes. We see in Figure 2 many of the characteristics we would expect for this short turn-on time, and many that we would perhaps not expect. The radiation fields for 2 a t t  , as it is in this figure, are entirely outside the sphere and confined within a radial extent of 2a (more closely 2a cT  , but in the limit of a T t  this is approximately 2a ). For 2 a t t  , the dipole radiation fields (l = 1) have one zero in this 2a radial extent, the quadrupole radiation fields (l = 2) have two zeroes, and in general the l-th multipole radiation term has l zeroes in this interval. The amplitude of the quadrupole radiation field is very similar to that of the dipole radiation field.
To give a feel for what the zeroes in the radiation fields in Figure 2 mean in terms of the overall topology of the field, we show in Figure 3 a line integral convolution representation of the l = 2 magnetic field at the same time as the radial profile for 2, B   given in Figure 2 . The two zeroes in the l = 2 radiation profile in the interval 2a < r < 4a imply that there are two "lobes" in the radiation field structure in radius, just as there are two lobes in polar angle for l = 2. For the l-th multipole case there will be l lobes in both radius and polar angle. Examples of this behavior can be found at http://web.mit.edu/viz/spin. 
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If we are interested in the total energy radiated, we need only keep the inverse radius squared terms in Eq.(104), and integrate over time and the surface area of a sphere at infinity. For example, for the l = 1 case, using the "smooth" turn-on behavior given in Eq. (103), we can numerically compute an expression for the total energy radiated during the turn-on for any value of / a t T . This energy, normalized to 1 MAG U (the energy stored in the l = 1 static magnetic field (see Eq. (99)), is plotted as a function of the ratio / a t T in Figure 5 . For comparison, we also plot in Figure 5 the normalized radiated energy using the usual expression for the magnetic dipole radiation rate in the slow-motion approximation or the dipole approximation, which is given (cf. Eq. (52) by , that is, the energy radiated is equal to the energy stored in the static field after turn-on for the l = 1 case. The remarkable thing about out solutions above is that are also free to consider any less well-behaved function for the spin time dependence, since our general solutions make no assumption about the "niceness" of the turn-on function. For example, we show in Figure 5 the total radiated energy versus / a t T for a "ramp" turn-on, that is a function ( ) ramp m t which is zero for 0 t  and 1 for t T  , and increases linearly from 0 to 1 in the
This function is, of course, not expandable in a Taylor series, and the classic expression for the radiated power in the dipole limit, proportional to the square of the second time derivative of the magnetic dipole moment, cannot be evaluated. However there is no problem in evaluating our expressions in Eq.(104) using (0) ( ) ramp m t to compute the fields, and we show that numerical calculation for the ramp turn-on in Figure 5 . We turn from our numerical efforts and return to our analytic efforts, and show explicitly that we recover the slow-motion approximation or the dipole approximation solutions for the radiation fields from our general form, as we would expect given the numerical solutions we have shown above in Figures 1 and 5 . Recall that dipole approximation implies that the radiating sources are confined to such a small region that t a = a/c is negligible compared to the turn-on time T. To recover the classic magnetic dipole radiation terms, we make the assumption (unnecessary in our general solution) that ( ) m t is analytical, i.e., that all its derivatives and integrals are well behaved, so that it can be expanded in a Taylor series as follows:
g t t g t t t n dt
If we examine our solutions for l f in Eq.(77), assume that r a t t  , and keep only the k = 0 term (which will give the radiation fields), and expand each
Eq.(106), we can show that rad l f , the radiation part of l f , is given by
where for l = 1 the radiation fields are proportional to the second time derivative, and for l = 2 the third time derivative, and so on, just as we find in the usual dipole expansion. If we look at the first non-zero term in Eq.(107), for which
This expression can be written in closed form. Using the beta function [7] , one finds
We can derive the amplitude of the radiation fields for the l-th multi-pole in the slowmotion approximation or the dipole approximation using Eq. (109). These expressions agree with the classic expressions that we find in the literature for l = 1 and l = 2. We expect them to agree for all orders of l.
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The "instantaneous" radiation fields and the energy radiated
Given the results in Figure 5 for the total energy radiated as a function of   for l = 1, we might suspect that for any l the energy radiated away for instantaneous turn on is equal to the energy stored in the long term magnetostatic field for that l. Because of the orthogonality of the various angular functions for different l, if this is true for each l, it is also true for a linear sum of l's. Since we can expand any distribution of charge using the complete set of functions given by the l  's , this would mean that the abrupt turn-on of any axially symmetric distribution of charge on the sphere will radiate away exactly the same amount of energy as stored in the resultant magnetostatic field after turn-on. This is indeed the case, as we now argue. Let us consider the "instantaneous" turn-on solutions. That is, we evaluate the electric and magnetic fields radiation fields when ( ) m t goes from zero to a constant value in zero time. In this case
where ( ) h t is the unit step function
If we assume r a t t  and confine our attention to the asymptotic radiation fields only, ( r   ), we may use the approximation f l / t   f l / t r  f l / t and retain only the zero-order terms in the (1/t r )-polynomial in Eq.(104). This implies that we need to evaluate only one function to get the Poynting flux, namely, f l / t  t r  E  / t a at infinity. After some effort, we find
where, according to Eq.(78),
Some thought shows that the expression in Eq. (112) is zero for t   0 and for t   2t a , which implies that we have simply
Note that, according to Eq.(114), the radiation fields will vary as a polynomial in t t t t     . There will be l zeroes of this polynomial within this interval, each zero adding an additional "lobe" in radius (see the two lobes in Figure 3 for l = 2, for example).
where we put for short
We have, in succession,
The integrations over x are elementary. One finds for the first three l's
which, in terms of  , yields for a field line at a fixed time t: 
Acceleration without radiation
We finally consider a very different time behavior for ( ) m t that offers some insight into the "acceleration without radiation" considerations in [8] . Let ( ) m t be zero for t < 0, and for t > 0 suppose ( ) m t oscillates sinusoidally at frequency  . In Figure  6 , we show the radial profile of 1, B  and 1, E  in the equatorial plane for the l = 1 mode.
These radial profiles are shown at a time 3.0 a t after the sphere begins to oscillate. We have taken the oscillation frequency to be such that a c  is the first zero of   1 j x . If we look our solutions in Eq. (67) for a purely harmonic time series, we see that the field outside r a  is zero for a pure oscillation at this frequency. For the semi-harmonic time behavior we show in Figure 6 , we see this purely harmonic behavior establish itself after a time 2 a t from the beginning of the oscillation, as we might expect, accompanied by a burst of radiation in the interval from 0 to 2 a t , as shown in Figure 6 . This sequence shows how the "acceleration without radiation" situation considered in [8] establishes itself in the time domain. The energy radiated away in establishing this situation is equal to the energy stored in the standing waves within the sphere for 2 a t t  . 
Discussion
We have supplied here many supporting details for the OBP paper. We have found that the general solution to the spinning spherical shell problem with an arbitrary axially symmetric distribution of charge can be written in terms of a sum over multipole solutions. These multipole solutions involve the rotation rate of the sphere (or equivalently, the magnetic dipole moment of the sphere, see Eq. (8)) and its time integrals, with the solution for the l-th multipole involving integrals of the rotation rate up to its (2l+1)-th time integral, as shown in Eq. (92). Surprisingly, our solutions do not depend on the time derivatives of the rotation rate (or equivalently the magnetic dipole moment). This is in contrast to the classic solutions in the slow-motion approximation or the dipole approximation, where the l-th mutipole radiation fields depend on the (l+1)-th time derivative of the magnetic dipole moment (see Eq (108)). We have shown that our solutions in the general case reduce to those of the slow-motion approximation or the dipole approximation when the turn-on time period is large compared to / a t a c  , as they must.
We have also presented additional numerical solutions for various distributions of surface charge over and above those considered by OBP. A number of these solutions are available as movies at http://web.mit.edu/viz/spin . We have paid particular attention to the case where the sphere instantaneously goes from rest to rotating at a constant rate. For a time 2a / c after this instantaneously turn-on, the sphere radiates, even though it is rotating at a constant rate. For such an abrupt turn-on, we have shown that the sphere radiates away an amount of energy exactly equal to the magnetic energy stored in the magnetic field a long time after the sphere has been spun up.
Finally, here we have pointed out how our general solutions give some insight into the "radiation without acceleration" considerations of [8] , in that it is evident how those non-radiating solutions develop in the time domain. Using our general formalism, we see how solutions which initially radiate evolve to solutions which do not radiate because of destructive interference from different parts of the finite charge distribution.
14 Solutions to sample problems in OBP
The planar solenoid and Faraday's Law
This problem is appropriate for an intermediate level undergraduate course, that is, the typical junior/senior level course taken by physics majors. The problem probes the quasi-static approximation for the magnetic field of the planar solenoid. In this approximation, we ignore propagation effects and consider the magnetic field inside the solenoid to be spatially uniform and the magnetic field outside the solenoid to be zero. Since we have the exact solutions for the planar solenoid, we can compare those exact solutions to the fields in the quasi-static approximation and draw conclusions about the validity of the approximation. In particular, we will compare our exact solutions to the calculation of the electric field at the surface of the solenoid using Faraday's Law and the quasi-static approximation for the magnetic field.
We have two current sheets in the yz plane as described above. We assume that in a previous problem the student has been led through the derivations of Eq. (2) and Eq. (3) above.
(a) Assume that to a good approximation, the magnetic field as a function of time and space is given by
With this assumption, use Faraday's Law to find the electric field everywhere in space.
(b) Find an expression for ( , )
x t E from the exact solution for the vector potential given in Eq. (9) of OBP. Assume that the time scale T for significant variation in ( ) t  is much greater than a/c, and expand your exact expression for E using Taylor series, keeping only leading order terms in the small quantity a/cT. Show that if you keep terms to this order, then the exact solution for the electric field assuming / T a c  reduce to the electric field you obtained in (a) at x a   .
Solution:
The planar solenoid and Faraday's Law (a) We assume the electric field is only in the y-direction, and is anti-symmetric about x = 0. With this assumption, using Faraday's Law and assuming the form of the magnetic field we are given in Eq. (126), we find that
Thus we have
(b) Even though we are only asked for the electric field at x a   , for completeness we carry out the expansion for both E and B for all x, and then specialize to the x a   case. 
Our Taylor series expansion is 
Our Taylor series is now 
This expression represents a magnetic field traveling at the speed of light to the left. We did not have this term in the expression for the magnetic field we initially assumed in Eq. 
This equation represents a magnetic field traveling at the speed of light to the right. We did not have this term in the expression for the magnetic field we initially assumed in Eq. for the magnetic field for x a  .
The planar solenoid comparing radiated and stored energy
We have two current sheets in the yz plane as described above. We assume that in a previous problem the student has been led through the derivations of Eq. (2) and (3) above, and the form for the associated vector potential, which is given by (1) (1) . Using your solution for the vector potential in Eq. (141), and its associated fields, compute the ratio of the energy radiated away to infinity per unit yz area of the solenoid to the energy in the final magnetic field per unit yz area of the solenoid for t >T after the current has stopped increasing in time. 14. 
The energy flux to the left is the same, and integrating this over the time T gives us the total energy radiated   
The total energy radiated is a small fraction of the energy stored in the magnetic field per unit area in the yz plane, which is We often loosely say that the time changing magnetic field assumed in Eq. (126) of Problem 13.1 above causes the electric field, because we use it to compute the electric field using Faraday's Law, as in Eq. (127). This is not the case. In the exact solution for E and B given in Eq. (2) and (3) above, it is clear that the electric field is produced by the time-changing ( ) t  , not by the time-changing B. Once produced, the E and B fields obey Faraday's Law locally, but that is not a causative relationship, it is an association of E   with / t   B . The correct statement is not that a time changing magnetic field causes an electric field, but that whenever you see a time changing magnetic field, there will be an electric field. This is association, not causation. the integration. Thus the total work done is the work that goes into creating the static magnetic field plus the energy that is radiated away during this process. 
