We consider a fractional 2 m 1 +m 2 factorial design derived from a simple partially balanced array (SPBA), and we assume that the non-negligible factorial effects are the general mean, all the main effects and the two-factor interactions between the m1 factors and the m2 ones, and m k ≥ 2 (k = 1, 2). In this paper, we give a necessary and sufficient condition for an SPBA to be a partially balanced fractional 2 m 1 +m 2 factorial design such that all the non-negligible factorial effects are estimable, whose design is said to be of resolution R({00, 10, 01, 11}). Such a design is concretely characterized by the suffixes of the indices of an SPBA.
Introduction
introduced the concept of a balanced array (BA) by the name of a partially BA, which is a generalization of an orthogonal array. However Srivastava and Chopra (1971) called it a BA since it is a generalization of a BIB design rather than a PBIB design. If the variance-covariance matrix of the estimators of the factorial effects to be of interest is invariant under any permutation of the factors, then a design is said to be balanced. A relation between a balanced fractional 2 m factorial (2 m -BFF) design of resolution V and a BA of strength 4 with two symbols was discussed by Srivastava (1970) . As a generalization of the ordinary association scheme, the concept of a multidimensional partially balanced (MDPB) association scheme was first introduced by Bose and Srivastava (1964) . Using the properties of the triangular MDPB (TMDPB) association scheme, Yamamoto et al. (1975) obtained a relation between a 2 m -BFF design of resolution 2 +1 and a BA of strength 2 with two symbols. The characteristic roots of the information matrix of a 2 m -BFF design of resolution V were obtained by Srivastava and Chopra (1971) . As a generalization of their results, Yamamoto et al. (1976) established the explicit expression for the characteristic polynomial of the information matrix of a 2 m -BFF design of resolution 2 + 1 using the algebraic structure of the TMDPB association scheme, where 2 ≤ m.
A partially BA (PBA), which is a special case of an asymmetrical BA defined by Nishii (1981) , was presented by Kuwada (1988) . A (0, 1)-matrix (T (1) ; T (2) ) (= T, say) of size N × (m 1 + m 2 ) is called a PBA of strength t 1 + t 2 , size N , m 1 + m 2 constraints, two symbols and index set {µ j 1 ,j 2 | 0 ≤ j k ≤ t k (≤ m k )}, if every submatrix (T (1) 0 ; T (2) 0 ) (= T 0 , say) of size N × (t 1 + t 2 ) is such that every (0, 1)-vector with weight j k in T (k) 0 (k = 1, 2) occurs exactly µ j 1 ,j 2 times as a row of T 0 for fixed values of t k , where
are composed of t k columns of T (k) and weight of a (0, 1)-vector means the number of ones in the vector. A PBA has been studied by several authors (e.g., Kuwada and Ikeda (1998) , Kuwada and Kuriki (1986) , Kuwada et al. (2006) , Lu et al. (2007) and Matsuura and Kuwada (1987) (11), (20), (21)
)}).
A fractional factorial design with m 1 + m 2 factors each at two levels is said to be partially balanced, and it is briefly written by 2 m 1 +m 2 -PBFF design, if the variance-covariance matrix of the estimators of the factorial effects to be of interest is invariant under any permutation of the m k factors for k = 1, 2. Under certain conditions, a PBA with two symbols turns out to be a 2 m 1 +m 2 -PBFF design (e.g., Kuwada (1988) ).
We consider a 2 m 1 +m 2 -PBFF design derived from an SPBA(m 1 +m 2 ; {λ i 1 ,i 2 }) such that the general mean, the main effects of the m 1 factors and of the m 2 ones, and the two-factor interactions between the m 1 factors and the m 2 ones are the factorial effects to be of interest and all other factorial effects are assumed to be negligible, where m k ≥ 2 (k = 1, 2). If those non-negligible factorial effects are estimable, then a design is said to be of resolution R({00, 10, 01, 11}). In this paper, we give a necessary and sufficient condition for an SPBA(m 1 +m 2 ; {λ i 1 ,i 2 }) to be a 2 m 1 +m 2 -PBFF design of resolution R({00, 10, 01, 11}). Such a design is characterized by the suffixes of the indices of an SPBA.
Preliminaries
Consider a fractional 2 m 1 +m 2 factorial design T with N assemblies, where m k ≥ 2 (k = 1, 2). Then an N × 1 observation vector y(T ) based on T is expressed as y(T ) = E T Θ + e T , where E T , Θ = (θ 00 ; θ 10 ; θ 01 ; θ 11 ) and e T are the N × ν(m 1 , m 2 ) design matrix whose elements are either 1 or −1, the ν(m 1 , m 2 ) × 1 vector of the non-negligible factorial effects and an N × 1 error vector with mean 0 N and variance-covariance matrix σ 2 I N , respectively. Here θ 00 is the general mean, θ 10 and θ 01 are the vectors of the main effects of the m 1 factors and of the m 2 ones, respectively, and θ 11 is the vector of the two-factor interactions between the m 1 factors and the m 2 ones, and ν(m 1 , m 2 ) = 1+(m 1 + m 2 ) + m 1 m 2 = (m 1 + 1)(m 2 + 1). Thus the normal equations for estimating Θ are given by M TΘ = E T y(T ), where M T (= E T E T ) is the information matrix of order ν(m 1 , m 2 ). Note that if |M T | = 0, then T is of resolution R({00, 10, 01, 11}), where |A| denotes the determinant of a matrix A.
, 10, 01, 11)) be the ordered association matrices of order ν(m 1 , m 2 ) of the extended TMDPB (ETMDPB) association scheme, where S 00 = {00, 10, 01, 11}, S 10 = {10, 11}, S 01 = {01, 11} and S 11 = {11}, and further let D
, 10, 01, 11)) be the matrices of order ν(m 1 , m 2 ) given by some linear combinations of D Kuwada (1988) ). Then the information matrix M T associated with T derived from an SPBA(m 1 + m 2 ; {λ i 1 ,i 2 }) is given by
where the relations between γ i 1 ,i 2 and λ j 1 ,j 2 , and κ
and γ i 1 ,i 2 are, respectively, given by
(see Kuwada (1988) ). Here
(see Yamamoto et al. (1976) ). Note that 
say) of order 4 for β 1 β 2 = 00, of order 2 for β 1 β 2 = 10, 01 and of order 1 for β 1 β 2 = 11, i.e., there exists an orthogonal matrix P of order ν(m 1 , m 2 ) such that
where K β 1 β 2 are with multiplicities Kuwada (1988) ). From (2.1), we get the following:
, T is of resolution R({00, 10, 01, 11}), if and only if K β 1 β 2 are non-singular for all β 1 β 2 (β 1 β 2 = 00, 10, 01, 11), i.e., rank{K 00 } = 4, rank{K 10 } = rank{K 01 } = 2 and rank{K 11 } = 1.
2 m 1 +m 2 -PBFF designs of resolution R({00, 10, 01, 11})
In this section, we give a necessary and sufficient condition for T to be a 2 m 1 +m 2 -PBFF design of resolution R({00, 10, 01, 11}), which will be given by Theorem 3.2 (see the end of this section), where T is an SPBA(m 1 +m 2 ; {λ i 1 ,i 2 }). Let F 00 , F 10 , F 01 and F 11 be a 4 × ν(m 1 , m 2 ) matrix, a 2 × (m 1 − 1)(m 2 + 1) matrix, a 2 × (m 1 + 1)(m 2 − 1) matrix and a 1 × (m 1 − 1)(m 2 − 1) vector such that a 4 × 1 column vector F 00 (x, y) of F 00 , a 2 × 1 column vector F 10 (x, y) of F 10 , a 2 × 1 column vector F 01 (x, y) of F 01 and an element F 11 (x, y) of F 11 are given by
for (x, y) ∈ V 01 and (3.3)
where x and y are non-negative integers. Then we get the following theorem (see Kuwada et al. (2006) ):
Then the matrices K β 1 β 2 (β 1 β 2 = 00, 10, 01, 11) can be expressed as
where
F β 1 β 2 are given by (3.1) through (3.4) and the diagonal elements of diagonal matrices
It follows from (3.5) that rank{K β 1 β 2 } = r-rank{F β 1 β 2 } (β 1 β 2 = 00, 10, 01, 11), where r-rank{A} denotes the row rank of a matrix A.
From Lemma 2.1 and (3.5), the following is immediately obtained: ((x, y) ∈ V 11 ).
Proof. From (3.1), r-rank{(F 00 (x 1 , y 1 ) F 00 (x 2 , y 2 ) F 00 (x 3 , y 3 ) F 00 (x 4 , y 4 ))} = r-rank{F 00 ((x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ), (x 4 , y 4 ))},
where λ x i ,y i = 0 (i = 1, 2, 3, 4) and (x i , y i ) ∈ V 00 , and
. . , n).
Thus r-rank{(F 00 (x 1 , y 1 ) F 00 (x 2 , y 2 ) F 00 (x 3 , y 3 ) F 00 (x 4 , y 4 ))} = 4 if and only if |F 00 ((x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ), (x 4 , y 4 ))| = 0. Now we consider the following: 
Therefore 2f 
Since h r-rank{(F 10 (x 1 , y 1 ) F 10 (x 2 , y 2 ))} = r-rank{F 10 ((x 1 , y 1 ), (x 2 , y 2 ))}, where λ x i ,y i = 0 (i = 1, 2) and (x i , y i ) ∈ V 10 , and
Therefore r-rank{(F 10 (x 1 , y 1 ) F 10 (x 2 , y 2 ))} = 2 if and only if |F 10 ((x 1 , y 1 ), (x 2 , y 2 ))| = −(y 1 − y 2 ) = 0, i.e., y 1 = y 2 . Hence we obtain (II).
In a similar way, we have r-rank{(F 01 (x 1 , y 1 ) F 01 (x 2 , y 2 ))} = 2 if and only if |F 01 ((x 1 , y 1 ) , (x 2 , y 2 ))| = −(x 1 − x 2 ) = 0, i.e., x 1 = x 2 , where λ x i ,y i = 0 (i = 1, 2) and (x i , y i ) ∈ V 01 , and
Hence this proves (III). From (3.4), (IV) is obvious. Therefore the lemma is complete.
From Lemma 3.2, we obtain the following:
Then r-rank{F 00 } = 4, r-rank{F 10 } = r-rank{F 01 } = 2 and r-rank{F 11 } = 1 if and only if there exist at least four non-zero indices λ x i ,y i ((x i , y i ) ∈ V 00 (i = 1, 2, 3, 4)) such that r-rank{F 00 ((x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ), (x 4 , y 4 ))} = 4, r-rank{F 10 ((x p , y p ), (x q , y q ))} = r-rank{F 01 ((x p , y p ), (x r , y r ))} = 2 and r-rank{F 11 (x p , y p )} = 1, where (x p , y p ) ∈ V 11 , (x q , y q ) ∈ V 10 and (x r , y r ) ∈ V 01 ({p}, {p, q}, {p, r} ⊂ {1, 2, 3, 4}).
Proof. The "if" part is obvious. To prove the "only if" part, let λ x i ,y i (i = 1, 2, . . . , 9) be the non-zero indices such that r-rank{F 11 (x 1 , y 1 )} = 1, r-rank{F 10 ((x 2 , y 2 ), (x 3 , y 3 ))} = 2, i.e., y 2 = y 3 , r-rank{F 01 ((x 4 , y 4 ) , (x 5 , y 5 ))} = 2, i.e., x 4 = x 5 and r-rank{F 00 ((x 6 , y 6 ), (x 7 , y 7 ), (x 8 , y 8 ), (x 9 , y 9 ))} = 4, where (x 1 , y 1 ) ∈ V 11 , (x 2 , y 2 ), (x 3 , y 3 ) ∈ V 10 , (x 4 , y 4 ), (x 5 , y 5 ) ∈ V 01 and (x j , y j ) ∈ V 00 (j = 6, 7, 8, 9) . Since (x 1 , y 1 ) ∈ V 11 (= V 10 ∩ V 01 ), we have the following: r-rank{F 10 ((x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ))} = 2 and r-rank{F 01 ((x 1 , y 1 ), (x 4 , y 4 ), (x 5 , y 5 ))} = 2.
Since y 2 = y 3 , we have y 1 = y q for some q ∈ {2, 3}, i.e., r-rank{F 10 ((x 1 , y 1 ), (x q , y q ))} = 2. In a similar way, x 1 = x r holds for some r ∈ {4, 5}, i.e., r-rank{F 01 ((x 1 , y 1 ) , (x r , y r ))} = 2. Using the results in the proof of Lemma 3.2, we obtain that r-rank{F 00 ((x i , y i ), (x j , y j ), (x k , y k ))} < 3 if and only if h ijk = f ijk = g ijk = c ijk = 0, i.e., x i = x j = x k or y i = y j = y k . Therefore we get the following:
(i) If (x q , y q ) = (x r , y r ), then it holds that x 1 = x q and y 1 = y q , and hence r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x s , y s ))} = 3 for any (x s , y s ) ∈ {(x 6 , y 6 ), . . . , (x 9 , y 9 )} \ {(x 1 , y 1 ), (x q , y q )}. Suppose r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x s , y s ), (x t , y t ))} = 3 for any (x t , y t ) ∈ {(x 6 , y 6 ), . . . , (x 9 , y 9 )} \ {(x 1 , y 1 ), (x q , y q ), (x s , y s )}. Then the following holds:
r-rank{F 00 ((x 6 , y 6 ), . . . , (x 9 , y 9 ))} ≤ r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x s , y s ), (x 6 , y 6 ), . . . , (x 9 , y 9 ))} = r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x s , y s ))} = 3.
However this contradicts r-rank{F 00 ((x 6 , y 6 ), . . . , (x 9 , y 9 ))} = 4. Consequently, we conclude that r-rank{F 00 ((
, then r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x r , y r ))} = 3 holds.
Suppose r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x r , y r ), (x t , y t ))} = 3 for any (x t , y t ) ∈ {(x 6 , y 6 ), . . . , (x 9 , y 9 )} \ {(x 1 , y 1 ), (x q , y q ), (x r , y r )}. Then r-rank{F 00 ((x 6 , y 6 ), . . . , (x 9 , y 9 ))} ≤ r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x r , y r ), (x 6 , y 6 ), . . . , (x 9 , y 9 ))} = r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x r , y r ))} = 3.
Hence r-rank{F 00 ((x 6 , y 6 ), . . . , (x 9 , y 9 ))} ≤ 3, contradicting our assumption that r-rank{F 00 ((x 6 , y 6 ), . . . , (x 9 , y 9 ))} = 4. Thus we have shown that r-rank{F 00 ((x 1 , y 1 ), (x q , y q ), (x r , y r ), (x w , y w ))} = 4 holds for some (x w , y w ) ∈ {(x 6 , y 6 ), . . . , (x 9 , y 9 )} \ {(x 1 , y 1 ), (x q , y q ), (x r , y r )}. Thus the lemma is complete.
, and further let N β 1 β 2 (S) be the cardinalities of subsets {(x, y) ∈ S | (x, y) ∈ SV β 1 β 2 } of a set S, where S ⊆ {(x, y) ∈ V 00 | λ x,y = 0}. Then we have V 00 = SV 00 ∪ SV 10 ∪ SV 01 ∪ SV 11 , and SV pq ∩ SV rs = φ if pq = rs, where pq, rs = 00, 10, 01, 11. Thus from Lemmas 3.2 and 3.3, we can now state the main theorem of this paper as follows: (III) that x 1 = x 2 , and (2) if N 01 (S) ≥ 1, then N 11 (S) + N 01 (S) ≥ 3, and we find r-rank{F 01 } = 2, and (C) if N 11 (S) ≥ 3, then N 11 (S) + N 10 (S) ≥ 3 and N 11 (S) + N 01 (S) ≥ 3, and we obtain that r-rank{F 10 } = 2 and r-rank{F 01 } = 2. This completes the proof of the theorem.
Example 3.1. Let T be the SPBA given by Example 1.1, i.e., SPBA(m 1 + m 2 = 4 + 4; {λ 0,2 = λ 1,1 = λ 2,0 = λ 2,1 = 1, λ i 1 ,i 2 = 0 ((i 1 i 2 ) = (02), (11), (20), (21))}). Then S = {(0, 2), (1, 1), (2, 0), (2, 1)}, and hence N 11 (S) = 2, N 10 (S) = 1 and N 01 (S) = 1, which satisfy N 11 (S) ≥ 1, N 11 (S) + N 10 (S) ≥ 2 and N 11 (S) + N 01 (S) ≥ 2. Furthermore from Lemma 3.2, Thus we get |F 00 ((0, 2), (1, 1), (2, 0), (2, 1))| = 2, i.e., r-rank{F 00 ((0, 2), (1, 1), (2, 0), (2, 1))} = 4. Therefore T satisfies the conditions of Theorem 3.2, and hence it is a 2 4+4 -PBFF design of resolution R({00, 10, 01, 11}) with N = 52.
