Opportunistic composition of sequentially-connected services in mobile computing environments by Groba, Christin & Clarke, Siobhán
Opportunistic composition of sequentially-connected services
in mobile computing environments
Christin Groba and Siobha´n Clarke
Lero Graduate School of Software Engineering
Distributed Systems Group
School of Computer Science and Statistics
Trinity College Dublin, Ireland
grobac, Siobhan.Clarke@scss.tcd.ie
Abstract—Dynamic service composition has emerged as a
promising approach to build complex runtime-adaptable appli-
cations as it allows for binding service providers only shortly
before service execution. However, the dynamic and ad hoc
nature of mobile computing environments poses a significant
challenge for dynamic service composition. In particular, the
lack of central control and the potential volatility of service
providers increase the complexity and failure probability of
the composition process. Although, current research has led
to decentralised composition algorithms and failure recovery
strategies, the key question of how to reduce the failure proba-
bility of a composition still remains. We address this question
and propose opportunistic service composition, an optimised
execution model for complex service requests. The model
merges the execution phase into the dynamic binding phase
and supports the immediate fulfilment of partially composed
service requests. We evaluated our model in mobile ad hoc
network simulations. The results show an improvement over
a baseline approach regarding composition success, response
time, and communication effort.
Keywords-service binding; service execution; distributed;
mobile; ad hoc
I. INTRODUCTION
The composition of new value-added services from exi-
sting ones is one of the main benefits of service-oriented
computing. Building such service compositions at runtime
allows for adapting the composition dynamically to changes
in the user requirements or the operating environment. For
example, service providers can be dynamically selected
or replaced based on their current availability and actual
runtime characteristics [1].
Advances in mobile device technology have led to smart
personal devices that are capable of communicating with
each other and of providing access to their data and func-
tional capabilities. These services may be of use to a wide
range of consumers and shared by the device owner. In this
domain, service composition will play an important role
when it comes to mining the computational power that is
created when many owners of such smart devices meet.
For example, a complex service request for a route to a
destination may only be satisfied with the collective effort
of multiple smart phones, GPS-enabled sports gear, and on-
board navigation systems that happen to gather on a street
corner.
However, dynamic service composition in mobile en-
vironments is challenging for two reasons: First, service
providers may join and leave the network at runtime and
their fluctuating presence implies a high failure probability
for the composition [2]. Second, a central entity of control
is infeasible in such dynamic environments because of the
large overhead required to keep global state information up
to date. The lack of central control introduces additional
complexity into the composition process because a dedicated
infrastructure for composition-related tasks is missing [3].
Existing approaches present distributed composition and
execution algorithms to address the problem of absent
control, to balance the system load, and to remove the
single hot spot for communication and computation. How-
ever, the problems regarding dynamic provider availabi-
lity and resource constraints remain because state-of-the-
art approaches are based on a consecutive organisation
of the service composition and execution phase. Starting
execution only after the composition is complete has two
major drawbacks: First, assigned service providers may no
longer be available by the time the execution phase starts
and cause the composition to fail. Second, the composition
phase binds service providers to parts of the request which
may not get executed due to conditional service path or pre-
mature termination. The communication involved consumes
scarce battery power of wireless devices in vain.
This work proposes an optimised execution model for
service compositions to address these issues. In particular,
it integrates the execution phase into the composition phase
and allows for executing a partial composition. The advan-
tage of such an opportunistic approach is that it addresses
each assigned service provider only once and requires less
network communication than a traditional consecutive ap-
proach. We demonstrate the effectiveness of opportunistic
service composition by comparing it to a baseline approach
with regard to composition success, response time, and com-
munication effort. We focus on the evaluation of sequentially
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Figure 1. Service request to decide whether a bus will be caught in time
connected services and leave more complex composition
logic such as conditional, parallel, and iterative paths to
future work.
The main contribution of this paper is the evaluation of
a new model for managing complex application requests in
resource-constrained mobile environments. In particular, it
introduces opportunistic service composition as a solution
to reducing the failure probability caused by mobile service
providers. The paper describes the approach in the context of
a smart city in which data and capabilities of mobile devices
are shared ad hoc across different device owners. The evalu-
ation with a mobile ad hoc network simulator shows that the
opportunistic service composition has a higher success ratio,
shorter response time, and less communication overhead
than consecutive bind-execute approaches.
The remainder of this paper is organised as follows:
Section II motivates dynamic service composition in mobile
environments with an scenario in a smart city. Section III
summarises work related to the composition and execution
of complex service request. Section IV describes the oppor-
tunistic execution model. Section VI presents the evaluation
and result. Section VII summarises the findings of this paper
and VIII discusses the implications of the opportunistic
service composition model.
II. SCENARIO: SERVICE SHARING ON THE STREET
Crossroads in the city centre are usually a busy places.
Pedestrians and vehicles arrive from different directions
and carry mobile devices such as smart phones, music
players, GPS-receivers, and navigation systems. Currently,
these devices offer their data and capabilities only to their
owners. However, in future device owners may agree to
share their devices’ services as they do today with files and
personal information on the Internet. This would give way
for complex service requests in mobile ad hoc environments.
For example, a pedestrian may be heading to the airport and
wants to know whether there is still enough time to catch
the cheaper airport bus rather than taking a faster but more
expensive taxi. For this decision bus schedule times do not
suffice and need to be enhanced with real-time information
that answer questions like: What is my current position, what
is the average walking speed on the high street, where was
the bus last seen, and at which time will I and the bus arrive
at a particular bus stop? The pedestrian’s mobile device
may not have the resources and data to answer all these
questions and thus outsources the complex service request to
surrounding mobile devices. For instance, the GPS-enabled
sport gear carried by an oncoming jogger may provide the
walking speed on the high street while a vehicle’s navigation
system calculates the estimated arrival time at the bus stop.
The request is handled in a distributed way such that each
device executes a service and forwards the request on to the
next device (see Figure 1). The service providers have to be
bound dynamically at runtime because assumptions about
the provider availability cannot be made prior to issuing the
service request.
III. RELATED WORK
Research in handling complex service requests at runtime
may be grouped into service composition and service exe-
cution. The emergence of dynamic and ad hoc computing
environments has led to decentralised approaches in both
areas.
Decentralised service composition examines different
ways of finding suitable service providers without relying on
central coordination or repositories. Service providers may
be bound to requests through probing or hop-by-hop selec-
tion. Probing approaches search service overlay networks for
multiple high-quality paths by flooding the overlay network
with probe messages. Probe-based binding algorithms do
not allow for opportunistic service composition because
they either require a completed composition before they are
executable [4] or postpone final best path selection to the
requester node [5], [6], [7]. Hop-by-hop provider selection
determines the most suitable provider in each hop, discovers
a single high-quality solution for a complex request and
is thus more appropriate for immediate service execution.
Existing solutions propose resource-efficient [8] and ad hoc
[3] composition algorithms for service overlay networks.
However, they either do not consider provider mobility [8]
or do not investigate the possibility of executing a provider
immediately after its selection [3].
Decentralised service execution addresses the scalability
issues of central orchestration engines and investigates how
to transfer control among multiple executing entities. A cen-
tralised process description has to be partitioned into frag-
ments to be enacted by multiple decentralised engines. One
approach to achieve this creates sub-processes based on de-
pendency tables that store data and control dependencies of
the complex request [9]. In this paper we investigate requests
with sequentially connected services. Advanced dependency
management is not required because each service only has a
single dependency, namely the previous service, and process
fragmentation is straight forward. Approaches to distributed
coordination among service providers are based on direct
interaction [10], [11] or use shared tuplespaces [12], [13].
The advantage of shared tuplespaces is that communicating
parties do not have to be present at the same time, as
they anonymously exchange data and control via a piece of
shared memory. However, shared tuplespaces consume high
resources and suffer from efficiency and scalability issues
due to global synchronisation requirements [14]. Contin-
uation passing [10] and migration of process descriptions
[11] use direct interaction and are similar to our approach
of transferring control among service providers. Contin-
uation passing allocates control hop-by-hop and activates
subsequent service providers by passing the remainder of
the execution along with asynchronous messages. However,
the concept is based on activity pairing and requires extra
initialisation of participating providers which increases the
communication overhead. The closest work to our approach
is the migration of a process description among execution
engines [11]. It allows for selecting a new engine after an
activity has been completed. However, while Zaplata et al.
[11] analyse the extent to which XPDL [15] and WS-BPEL
[16] process descriptions can be migrated, our objective in
this paper is to quantify the benefit of opportunistic service
composition in mobile ad hoc environments.
Service composition can be modelled as an AI planning
problem where the objective is to create a service composite
automatically by planning the execution order of the con-
stituent services. Recent work has proposed a distributed
planning approach for Web service compositions [17]. A
global plan is devised based on partial plans that multiple
service agents create locally. However, in dynamic environ-
ments, changes in the system may render an initial plan
invalid. A declarative approach to Web service composition
[18] interrupts the execution of a composite and re-plans
after a failure has occurred. In this paper, we assume the
complex service request is phrased as an abstract composite
that already contains the execution order and description
of the required services. We do not employ an AI planner.
However, if binding service providers and transforming an
abstract composite into an executable composite is con-
sidered planning, then opportunistic service composition
corresponds to the notion of continual planning [19]. In
contrast to [18], our approach plans only one step ahead,
executes the partial plan, and resumes planning. Our goal is
to investigate whether this interleaved service composition
and execution approach [20] can be applied in distributed
mobile ad hoc environments to reduce the failure probability
of a service composite.
IV. OPPORTUNISTIC SERVICE COMPOSITION
Mobile ad hoc computing environments require a fully
decentralised peer-to-peer-like way of composing and ex-
ecuting complex service requests. As in other approaches
[8], [10], the peers in our model operate on only a part of
the request and send the remainder to the next peer. This
partial request processing involves two major tasks: binding
a service provider address to a required sub-service and
executing a sub-service based on the output of the previous
sub-services.
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Figure 2. Service composition (a) baseline and (b) opportunistic
We model complex service requests as composites of ser-
vice types and focus in this paper on sequential composites.
Service types are identifiers for abstract service descriptions.
They have the advantage that the size of binding and
execution messages stays small because detailed service
requirements are implicitly specified by the identifier. This
requires a common notion of possible service types and
what they represent. During service binding the composite
changes as particular service providers Pi get assigned to
service types Sj . The Backus-Naur form of composites is:
< type > ::= S1|...|Sn
< provider > ::= P1|...|Pm
< composite > ::=< type > |
< type >:< provider > |
seq(< composite >,< composite >)
Traditionally, the execution of a composite starts only
after all constituent services have been bound to a provider.
In a decentralised environment this implies that a request
is sent around two times: first to bind appropriate ser-
vice providers, then to invoke them (see Figure 2a). The
consecutive order of binding and executing a service has
two drawbacks: First, assigned providers may no longer be
available by the time they are invoked and the composition
fails. Second, peers communicate at least twice over the
network to process the complex service request. This affects
the life-time of wireless, battery-powered devices because
network communication is one of the major causes for fast
energy depletion [21].
The design objective is to reduce the composite’s exposure
to failures inherent in mobile computing environments. A
way to achieve this is by reducing the number of interac-
tions between the service providers during service binding
and execution. The novel composition model seizes the
opportunity of executing a service right away after it has
been bound. The rationale behind this is: if a potential
service provider has replied to a discovery request, it is
likely to be still available when the execution request is
sent immediately after receiving the provider’s discovery
reply. The opportunistic composition model thus combines
the binding and execution phase by carrying out a constituent
service while searching a provider for the next sub-service.
It immediately executes partially-composed service requests
without binding all sub-services in advance (see Figure 2b).
Service binding in dynamic environments is a non-trivial
task because service providers are a priory unknown and
have to be discovered at runtime. Dynamic service dis-
covery in mobile ad hoc environments may be classified
into directory-based, and directory-less approaches [22]. We
use directory-less reactive discovery (as opposed to pro-
active service advertisement) and trade-off less network
traffic with longer binding delays. The node, which is
currently in binding control, issues a discovery request for
the next service to bind and waits for potential service
providers to respond. If multiple providers are available that
offer the same functional service, we apply proximity-based
provider selection. The provider, whose discovery response
is received first, is automatically bound. This discovery
and selection approach is sufficient to provide us with the
means to study opportunistic service composition focusing
on integrating the execution phase into the binding phase.
Other work on, for example, distributed trust-aware service
selection [23] and fair reputation propagation [24], as a way
to establish trust, could also be used with our asynchronous
composite execution strategy.
V. EXPERIMENTAL SETUP
This paper studies decentralized service composition in
mobile ad hoc networks. In particular, it investigates the
impact of opportunistic service composition on the success
ratio, response time, and communication effort. A baseline
approach implements the consecutive composition strategy
of first binding all required services and thereafter executing
them. It serves as a reference to calculate the improvement
of the opportunistic approach. We implemented both ap-
proaches independent from any process execution language.
This allows for sufficient detail for the following analysis
and the results may be applicable to any concrete process
execution language e.g. WS-BPEL [16] or BSPL [25]. We
test both approaches with multiple scenarios. Each scenario
is defined by a certain composition length and speed range.
The composition length is the number of sequentially con-
nected services. The speed range reflects the movement of
pedestrians, cyclist, or motorized vehicles in a city centre.
The random components of a scenario include the provider’s
initial placement, mobility, and service execution time. Both
approaches are tested with the same scenario configuration,
Table I
SIMULATION CONFIGURATION
General
Simulator Jist/SWANS Ulm [26]
Mobility model Random Waypoint
Field (m2) 1000x1000
Radio range (m) 250
Providers 16
Clients 1
Simulation duration (min) 2
Random
Node placement
Node movement
Service execution time (ms) 10-100
Controlled
Composition length 4-7
Composition mode baseline, opportunistic
Node speed (m/s) 1-2, 2-8, 8-13, 1-13
in particular with the same values for the controlled and
random variables. Each combination of a composition length
and a speed range is simulated 1000 times for each approach.
After 2 minutes the simulation terminates which represents
an application layer time-out for requests that have not been
returned yet. We implemented a no-repeat strategy to ensure
decentralized binding. Both composition algorithms have to
bind unique service provider such that the request does not
contain the same provider for different services. Table I
shows further details about the simulation configuration.
VI. RESULTS
In the following we analyse the improvement of the oppor-
tunistic over the baseline approach in terms of composition
success ratio, response time, and communication effort in
mobile computing environments.
A. Composition success ratio
Composition success ratio is the number of successfully
executed and returned compositions versus the total number
of composition requests. In the simulation study, the compo-
sition success ratio varies from 24 to 79 percent. The main
reason for not achieving 100 percent success is the failure of
discovering suitable service providers that are in the range
of the requester.
Generally, the success ratio decreases the more services
have to be bound. However, Figure 3 shows that the op-
portunistic approach is more successful in completing a
composition across all composition lengths and speed ranges
than the baseline. In particular, the percentage increase of
opportunistic service composition over the baseline rises the
more services have to be bound and executed. This suggests
that requests with several sub-services are more likely to
succeed in dynamic environments if services are executed
immediately.
Analysing the data set across different speed ranges for the
same service length also shows a raise in the percentage in-
crease as the gap between the opportunistic and the baseline
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Figure 3. The composition success ratio is greater for opportunistic service composition than for the baseline approach.
gets wider. It culminates when the request contains seven
sub-services and potential service providers move between
8 and 13 meter per second. Then the success ratio doubles
from the baseline with 24 percent to the opportunistic
approach with 49 percent. This is an increase of the success
ratio by 104 percent and indicates that opportunistic ser-
vice composition may be well suited for motorised service
providers driving at city speed. In addition, the opportunistic
approach is less affected by different speeds because its
success ratio for the same service length varies less over
the different speed ranges than the baseline’s ratio. Thus,
opportunistic service composition may handle heterogeneous
traffic including pedestrians and vehicles better than the
baseline.
Overall, across all composition length and mixed traffic
with speeds from 1 to 13 meter per second, the opportunistic
approach is more successful than the baseline and raises
the success ratio by 28 percent. The analysis of the failed
baseline compositions revealed that with increasing node
speeds compositions are more likely to fail after service
execution has started. This supports the argument that in
mobile environments bound service providers may no longer
be available by the time they are invoked, if the binding
phase has to be completed first before the execution phase
can start.
In the following we focus on observations that have been
successful in both approaches to investigate the effect of the
composition mode on the response time and communication
effort.
B. Response time
Response time is the duration from issuing a service
request to receiving the result of the executed service compo-
sition. In the simulation study the mean response time varies
between 3.0 and 8.8 seconds for different scenario setups
(see Figure 4). As expected, the response time increases with
longer requests because more interactions between providers
is necessary to bind and execute the composition. Overall,
opportunistic service execution returns a composition result
quicker than the baseline.
For walking speeds of 1 to 2 meter per second the
difference increases, the more services a request contains.
For example, to compose four services the baseline needs
4.7 seconds while the opportunistic approach needs only 3
seconds and is 1.7 seconds faster than the baseline. For seven
services the opportunistic approach is 3.3 seconds faster
because it needs 4.8 seconds for completing the composition
while the baseline needs 8.1 seconds. As an aside, the
response time for nodes moving between 8 and 13 meter
per second is shorter compared to that of slower moving
nodes. The reasons for this are not yet clear.
For mixed traffic speeds ranging from 1 to 13 meter
per second and across all composition length, opportunistic
service composition returns a composition result with 4.9
seconds on average 2.4 seconds faster than the baseline
approach which needs 7.3 seconds. This means that the
opportunistic approach decreases the response time by 33
percent.
Faster response times are beneficial for two reasons: First,
bound service providers are released earlier. This shortens
the time a provider has to stay available for the composition
to complete successfully. Second, a shorter response time
raises the quality of service and will be appreciated by
service consumers that are in a hurry and need information
instantly.
C. Communication effort
Communication effort is the number of messages that
have to be exchanged in order to satisfy a composition
request. We focus the analysis on application layer messages,
namely for service discovery, binding, and invocation, as
well as on routing layer messages required to find routes
to the messages’ destination. In particular, we analyse the
mean number of sent messages because the number of
sent messages is less affected by the sender’s placement
than the number of received messages. In the simulation
results shown in Figure 5 the average total number of sent
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Figure 4. The average response time is generally shorter for the opportunistic approach than for the baseline.
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Figure 5. The average number of total messages sent is less for opportunistic composition than for the baseline.
messages varies from 59 to 117 messages. In line with the
improvements of the composition success and response time,
the opportunistic approach requires less communication for
completing a composition successfully than the baseline
approach.
As expected, the difference in the number of sent mes-
sages increases for a certain speed range across different
composition lengths because the opportunistic approach is
designed with fewer interactions between providers than the
baseline. For example in scenarios with speeds from 1 to
13 meter per second and requests lengths of four services,
the baseline sends 69 messages while the opportunistic ap-
proach sends 10 messages less, only 59 messages. For seven
services, the opportunistic approach sends 16 messages less
as it requires only 96 messages while the baseline sends 112
messages.
Generally, the number of sent messages for one com-
position length and across different speed ranges stays
similar. This indicates that the same routing effort is applied
regardless at what speed the service providers move. We
further analysed the ratio of routing request messages to the
total number of sent messages (not depicted). In general,
the opportunistic approach has a smaller ratio and sends
less routing requests than the baseline. Routing requests are
broadcasted in the network and each provider in range has
to dedicate some of its battery power to forwarding the route
request. The opportunistic approach sends less route requests
and conserves the overall energy in the network longer than
the baseline.
On average for speeds ranging from 1 to 13 meter per
second and across all composition lengths, the opportunistic
approach sends 78 messages while the baseline requires 91
messages. The average difference of 13 messages equals
a reduction of the communication effort by 14 percent.
Reducing communication overhead is beneficial in mobile
networks for two reasons: First, less communication over
the network exposes the composition less often to failures
inherent in mobile environments. Second, wireless com-
munication is the main energy consumer and with fewer
interactions between providers the battery of mobile devices
may last longer and pro-long the device’s availability.
VII. SUMMARY
The dynamic composition of complex service requests
allows for flexible software that adapts to the actual service
supply and runtime characteristics of its operating environ-
ment. New application domains such as smart cities will
rely on dynamic service composition to make use of the
computational power that is available in form of mobile
devices carried by pedestrians, in vehicles and other city-
wide locations. However, state-of-the-art approaches that
compose first and execute thereafter do not suit dynamic,
resource-constrained settings. They expose the composition
more often to the failure inherent in mobile environments.
For example, a provider may leave the network after it has
been bound, causing the composition to fail.
We introduced opportunistic service composition, an op-
timised execution model for complex service requests. It
allows for executing partially composed services in a de-
centralised fashion and reduces the composition’s exposure
to unreliable networks. We evaluated the proposed approach
against a baseline in different simulation scenarios that
varied in node mobility and request complexity. The oppor-
tunistic approach improves the composition success ratio in
mobile environments because of the opportunistic execution
of bound services and not at the expense of response time
and communication effort. The results of the simulation
study for mixed traffic and different request lengths show,
that opportunistic service composition in comparison to a
baseline incurs on average a:
• 28 percent increase of the composition success ratio,
• 33 percent decrease of the response time, and
• 14 percent decrease of the communication effort.
The analysis in this paper focused on requests that contain
sequentially connected sub-services. In future work we will
study the impact of opportunistic service composition on
more complex control logic such as conditional, parallel,
and iterative paths.
VIII. DISCUSSION
Until now we discussed the problem of high composition
failure probability in mobile environments and how the
opportunistic approach reduces it. However, other challenges
remain and are partly intrinsic to decentralised composition
approaches in general and partly emerge because of the
opportunistic approach.
The challenges for decentralised composition in general
concern resource-constraints and privacy issues. Compo-
sition participants need sufficient capabilities to perform
service-related tasks e.g., resolving complex mismatches,
reasoning about the best provider, verifying the partial
composite, and executing the control logic. This creates
tension between resource-constrained mobile devices and the
demand for increased device intelligence. Dynamic service
composition in mobile computing needs comprehensive but
light-weight concepts that integrate resource-poor devices.
Further, decentralisation and hop-by-hop processing raises
major privacy concerns because the control and data flow is
visible to assigned providers. Sensitive information such as
personal data, identities, and even the nature of some sub-
services need to be protected while peers still have effective
means to search and evaluate subsequent service providers.
A challenge arising from opportunistic service compo-
sition is identifying suitable failure recovery for partially
executed compositions. Although the opportunistic approach
improves the composition success ratio, it cannot prevent
empty search results, short-notice provider drop-out, or
requirement mismatches. In mobile ad hoc environments
service provision and the success of a request cannot be
guaranteed. If a service provider is not available, the partially
executed composition remains in inconsistent state. Recov-
ery strategies are indispensable and may be complemented
by the proposed model. However, opportunistic service
composition may be insufficient for transactional services
that require a roll-back strategy in the event of failure.
The cost of executing the reverse service may outweigh
the benefits of the proposed approach. On the other hand,
mobile ad hoc domains such as a smart city provide stateless
services to share data and device capabilities. Returning the
result of an incomplete composition of stateless services
may be more beneficial to the consumer than not receiving
any result at all. Alternatively, opportunistic and carefully-
planned service composition may co-exist for requests that
contain stateless and transactional services.
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