To monitor the stage in turbid reservoirs with a sloping bank, it has been proposed to install a near-infrared Lidar on the bank and to orient it so that it points at the water surface with a large incidence angle (between ≈ 30 • and 70 • ). The technique assumes that the Lidar can detect suspended particles that are slightly below the water surface. Some laboratory results and the first long-term assessment (>2 years) of the technique are presented. It found that: (1) although the test Lidar provides erratic distance data, they can be easily filtered according to the intensity of the received signal; (2) the Lidar provides reliable data only when the water is very turbid (Secchi depth smaller than ≈ 1.0 m); and (3) the reliable data can be used to estimate daily stage values (after a simple field calibration) with an uncertainty better than ±0.08 m (p = 0.95). Although the present form of the technique is not very accurate, it uses an inexpensive instrument (≈1500 USD) which can be easily installed in a safe place (such as is the roof of a building). It is argued that the technique could be also used to monitor the stage and the sub-surface velocity in others turbid water bodies, such as some coastal areas (a recent field of application) and flooding rivers.
Introduction
As discussed by Tamari et al. [1] , it is sometimes difficult to use the current terrestrial techniques or airborne instruments for monitoring the stage of reservoirs with a sloping bank (such as many lakes and earth-dam embankments). Therefore, it would be useful to develop techniques that can monitor the stage using non-contact terrestrial instruments mounted at the edge and that look at the water surface with a large incidence angle (typically larger than ≈ 60 • ). In the particular case of turbid reservoirs, Tamari et al. [1] have proposed a new technique using a (time-of-flight) inclined near-infrared Lidar. This technique is based on two simple assumptions about the so-called "volume scattering" (e.g., [2] ): (1) the main feature that can be detected by a Lidar looking with a large incidence angle (between ≈ 30 • and 70 • ) at a turbid water body (with no floating objects) are suspended particles (due to the Tyndall effect) and (2) those detected particles-if any-should be slightly below the water surface (due to the strong absorption of the near-infrared light by water, if compared to other Lidar wavelengths).
where H (m) is the stage, H0 (m) is the height of the laser above a reference level (datum), D (m) is the distance measured by the laser and θ (°) is the laser incidence angle. In theory, both parameters H0 and cos(θ) can be directly measured; this was done during the laboratory tests described below (Section 3.
2), to demonstrate the empiricism of the proposed technique (as explained in the next section). 
Empiricism of the Proposed Technique
A Lidar inclined with a large incidence angle will not measure the distance to the water surface (unless there are flat floating objects), but rather a greater distance due to the penetration of the laser beam into the water. This situation is known as the "surface uncertainty problem" in Airborne Lidar Bathymetry (ALB) (at least, for referring to the difficulty of detecting a water surface with an inclined green Lidar) [10, 12] . However, in practice, a near-infrared (i.e., a wavelength strongly absorbed by water if compared to other Lidar wavelengths), eye-safe and narrow-beam Lidar should not be able to detect particles deeper than a few decimeters below a clear water surface [4, 10, 11] , and probably much less in turbid water [7, 9, 10, 13] . Therefore, there is no guarantee that an inclined near-infrared Lidar will always detect particles suspended in water. However, if it does, as expected in the case of turbid water bodies, it should detect those that are rather close to the surface.
The theoretical description of how a laser pulse penetrates into water and is scattered by a cloud of suspended particles is complicated and still not fully satisfactory [2, 9, 13, 14] . No attempt was made to describe this phenomenon known as "volume scattering" during the experimental study described herein. Equation 1 was used empirically during the field experiment, that is, both parameters H0 and cos(θ) were adjusted through a simple calibration. Therefore, and strictly speaking, the present form of the proposed technique does not provide a stage "measurement" but rather a stage "surrogate". However, a few field [3] and laboratory [6, 7] observations suggest that for a given Lidar configuration (which includes the laser wavelength, power and distance) and water turbidity, it can be roughly assumed that the emitted laser pulses penetrate through water up to a constant distance (please, note that such a distance must be seen as an effective property). If so, the bias in the stage estimation can be 
The theoretical description of how a laser pulse penetrates into water and is scattered by a cloud of suspended particles is complicated and still not fully satisfactory [2, 9, 13, 14] . No attempt was made to describe this phenomenon known as "volume scattering" during the experimental study described herein. Equation (1) was used empirically during the field experiment, that is, both parameters H 0 and cos(θ) were adjusted through a simple calibration. Therefore, and strictly speaking, the present form of the proposed technique does not provide a stage "measurement" but rather a stage "surrogate". However, a few field [3] and laboratory [6, 7] observations suggest that for a given Lidar configuration (which includes the laser wavelength, power and distance) and water turbidity, it can be roughly assumed that the emitted laser pulses penetrate through water up to a constant distance (please, note that such a distance must be seen as an effective property). If so, the bias in the stage estimation can be simply deduced as [4] (please, note that the Lidar "ignores" that its beam is refracted and travels slower into water):
where ∆H (m) is the stage underestimation, ∆D 0 (m) is the effective distance of penetration of the laser pulses into water and n w is the water refractive index relative to the air (=1.328 for near-infrared). Therefore, the formula suggests that the stage underestimation should be constant for a given Lidar incidence angle. In the case of the commercial Lidar used during this study, this assumption will be verified through laboratory tests.
Materials and Methods

The Test Lidar
Lidar Selection
To evaluate the proposed technique, commercial Lidar with the following features have been looked for: near-infrared laser (λ = 905 nm), safe-eye (class 1M, which implies a very low laser power), not very expensive instrument (<3000 USD) and serial port (to connect to a datalogger). Of course, these Lidar have been designed to measure the distance to a diffuse target, not for the application considered during this study. In this context, preliminary tests found that some commercial Lidar instruments do not detect a turbid water (sub-) surface as well as others. Although unexplained (due to manufacturing secrets), it seems that the least expensive Lidar instruments perform better than others with similar features [7] . As a matter of fact, tests by Tamari et al. [1] of two models of the same brand (Optech Inc., Vaughan, ON, Canada) found that the "3100-SR Watchman" (firmware 35-AWLX-2.0) provides better results than the more expensive "Sentry SR" (firmware SR-V2.8). Similarly, two models by another brand (Laser Technology Inc., Centennial, CO, USA) were tested during this study (Figure 2a,b) , finding that the "TruSense S200" (firmware 1.11.4) provided better results than the more expensive "ULS" (firmware 1.0.5). Therefore, only the results obtained with the "TruSense S200" [15] are reported below. simply deduced as [4] (please, note that the Lidar "ignores" that its beam is refracted and travels slower into water):
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Lidar Selection
To evaluate the proposed technique, commercial Lidar with the following features have been looked for: near-infrared laser (λ = 905 nm), safe-eye (class 1M, which implies a very low laser power), not very expensive instrument (< 3000 USD) and serial port (to connect to a datalogger). Of course, these Lidar have been designed to measure the distance to a diffuse target, not for the application considered during this study. In this context, preliminary tests found that some commercial Lidar instruments do not detect a turbid water (sub-) surface as well as others. Although unexplained (due to manufacturing secrets), it seems that the least expensive Lidar instruments perform better than others with similar features [7] . As a matter of fact, tests by Tamari et al. [1] of two models of the same brand (Optech Inc., Vaughan, Canada) found that the "3100-SR Watchman" (firmware 35-AWLX-2.0) provides better results than the more expensive "Sentry SR" (firmware SR-V2.8). Similarly, two models by another brand (Laser Technology Inc., Centennial, CO, USA) were tested during this study (Figure 2a,b) , finding that the "TruSense S200" (firmware 1.11.4) provided better results than the more expensive "ULS" (firmware 1.0.5). Therefore, only the results obtained with the "TruSense S200" [15] are reported below. Laboratory testing: (a) three simple Lidar instruments: a "Disto A6" handheld laser rangefinder (left), the "TruSense S200" Lidar described in this study (center) and an "ULS" Lidar discarded after preliminary tests (right); (b) inclinable support used to adjust the Lidar incidence angle (with an "MTi" inclinometer at the center); (c) checking the ability of Lidar to measure the distance to a diffuse surface (white paper sheet); (d) water tank filled with turbid water and with a thin diffuse layer temporarily placed at the surface.
Lidar Configuration and Output
Unlike the simplest Lidar (handheld laser rangefinders), the test instrument [15] comes with a few options to attempt detect a target under non-ideal conditions (i.e., when translucent objects are in front of the target, which can happen in the field when rain, fog, dust or mosquitoes are present). Thus, the test Lidar can measure a distance with three modes, which are well-known in ALB (at least, when analyzing the bottom returns of a green Lidar) as [10] : "first pulse", "strongest pulse" and "last pulse". These three Lidar modes of operation were sequentially used by the present study (unlike Tamari et al. [1] who could only use one mode).
The Lidar was programmed to attempt to take one distance data every 1 min. during laboratory testing and every 10 min. during the field experiment. Each attempt to measure distance consisted of a burst of 12 laser pulses (the default value according to the manufacturer) and, in the case of a failed measurement, the Lidar was allowed to try again until reaching a maximum number of 16 attempts. It is worth noting that the Lidar was always left to take distance data freely (unsupervised way), that is, regardless of what was measured before and of what could be considered a priori as realistic.
In addition to each measured distance value, the test Lidar returns a "signal strength" value. Basically, this is an integer (I) which increases from 1 to 4 as the intensity of the laser pulses backscattered to the Lidar detector is higher (according to the manufacturer [15] ). Assuming that the signal strength depends mostly of the target reflectance (for a given Lidar configuration), its value was used to analyze the raw Lidar data (it must be recognized that the test instrument also returns another signal strength Laboratory testing: (a) three simple Lidar instruments: a "Disto A6" handheld laser rangefinder (left), the "TruSense S200" Lidar described in this study (center) and an "ULS" Lidar discarded after preliminary tests (right); (b) inclinable support used to adjust the Lidar incidence angle (with an "MTi" inclinometer at the center); (c) checking the ability of Lidar to measure the distance to a diffuse surface (white paper sheet); (d) water tank filled with turbid water and with a thin diffuse layer temporarily placed at the surface.
In addition to each measured distance value, the test Lidar returns a "signal strength" value. Basically, this is an integer (I) which increases from 1 to 4 as the intensity of the laser pulses backscattered to the Lidar detector is higher (according to the manufacturer [15] ). Assuming that the signal strength depends mostly of the target reflectance (for a given Lidar configuration), its value was used to analyze the raw Lidar data (it must be recognized that the test instrument also returns another signal strength value (J) which varies between 0 and 1999, but its meaning is unfortunately unclear, due to the lack of information from the manufacturer in spite of a personal request for explanation). 
Laboratory Testing
Preliminary Check and Preparation of Turbid Water
According to its manufacturer [15] , the "TruSense S200" Lidar can measure distances to a diffuse target (which is the purpose for which the instrument has been designed) from 0.5 to ≈ 750 m with an uncertainty of ±40 mm. However, as with many others, the manufacturer does report the level of confidence associated with this uncertainty. Therefore, the ability of the Lidar to measure the distance to a diffuse surface (Figure 2c ) was first verified in the laboratory (for distances between 0.5 and 50 m): when comparing it to a handheld laser rangefinder ("Disto A6", Leica Geosystems, Heerbrugg, Switzerland), which is much more accurate for this type of application [16] , the "TruSense S200" was found to underestimate distance by ≈ 30 mm (two Lidar units were systematically tested with the "first pulse", "strongest pulse" and "last pulse" modes); however, after correcting for this bias, the Lidar uncertainty was found to be better than ±40 mm (p = 0.95). In the following, the raw distance data provided by the test Lidar have been systematically corrected for this bias.
Once checked the ability of the test Lidar to measure distances to a diffuse target, two series of tests were then performed using a water tank to investigate the ability of the Lidar to estimate the stage in turbid water. To prepare the turbid water, solid particles were mixed into tap water. Three types of solid particles were successively used: (1) a silty material known as Tepetate (the Mexican name for a type of volcanic-ash soil); (2) a finer material known as Andosol (another type of volcanic-ash soil, typical in the area of the Cointzio reservoir where the Lidar was further tested); and (3) the same Andosol material artificially dispersed into water by adding a detergent (≈ 0.8 g/L of sodium hexametaphosphate). Before starting each test, special care was taken to remove all the floating matter (such as small flocculated aggregates and organic matter). During the tests, the water turbidity was assessed using a Secchi disk, which is a black-and-white disc that is lowered into the water by a graduated line. The depth of visual disappearance of the disk-the so-called "Secchi depth" (Z D , m)-is indeed a simple but useful index of water clarity [17] . This Secchi depth was between ≈ 0.4 and 0.6 m at the beginning of each test performed on the water tank, which corresponds to extremely turbid water.
Effects of the Lidar Incidence Angle and Water Transparency
A first series of test was performed on the water tank (≈2.6 m deep, 4.5 m long and 0.9 m wide) to investigate the ability of the Lidar to detect the (sub-) surface of extremely turbid water (Secchi depth ≈ 0.6 m) as a function of the instrument incidence angle, which ranged from ≈ 0 • (specular condition) to 70 • (Figure 2b ). The true height of the Lidar above the tank bottom (H 0 , measured with an uncertainty of a few mm) and the true incidence angle (θ, measured with a tolerance <1 • using an electronic inclinometer: "MTi", Xsens Technologies, Enschede, Netherlands) were used to convert the measured distance data (D) into stage estimates (H) according to Equation (1) (with two simple geometrical corrections also made to account for the Lidar length and height). As a reference, the distance to a diffuse surface (white cloth sheet) temporarily placed above the water surface ( Figure 2d ) was also measured and converted into stage data.
Another series of tests were performed on the water tank to investigate the ability of the Lidar mounted with a large incidence angle (≈60 • ) to monitor the stage over a few days, as water was getting less turbid (due to the sedimentation of suspended particles). During these tests, a slow decrease in the stage was also simulated by opening a drainage valve at the tank bottom and the stage was manually checked at times (using a graduated scale). A submersible pressure transducer ("DCX-16VG (50 kPa)", Keller, Newports News, VA, USA) was used as a reference to monitor the stage, and as discussed previously [1] , this instrument was expected to estimate the stage with an uncertainty better than ±10 mm (p = 0.95) in artificially-prepared turbid waters. 
Instrumentation
A "TruSense S200" Lidar unit was installed on the bank of each reservoir, mounted on a small mast and connected to a datalogger ("CR-1000", Campbell Scientific, Logan, UT, USA). The unit at Cointzio was located at an elevation of ≈ 13 m above the Ordinary High Water Level (OHWL) and the unit at Valsequillo was located at an elevation of ≈ 6 m above the OHWL. Each Lidar was pointing at the water surface with a large incidence angle; specifically, θ = 71.0 • at Cointzio (measured before October 2013), and θ = 62.0 • (before 2014) or 63.5 • (after 2014) at Valsequillo, according to the measurements provided by both an "MTi" electronic inclinometer and a bubble inclinometer ( Figure 3b ). The Lidar incidence angle at Valsequillo was not the same before and after 2014 probably because the plate supporting the Lidar may have moved slightly when the unit had to be replaced due to damage by a short-circuit in the datalogger. In addition, a preliminary analysis of the raw data obtained at Cointzio suggests that the Lidar incidence angle also changed slightly after October 2013, which was probably due to the loosening of the cables used to hold the mast that supported the Lidar (a problem that could be avoided in the future by using a more rigid support for the Lidar); in this case, it was decided to fit this new incidence angle using the calibration procedure described below (Section 4. 
Results and discussion
Laboratory Results
Raw-Data Filtering
When mounting the "TruSense S200" Lidar with a large incidence angle over a tank filled with turbid water, some incoherent and erratic distance data were recorded on occasion. Most of these were Once installed in the field, both Lidar instruments were programmed to attempt to take distance measurements every 10 min. As mentioned previously, the distance was taken with three different modes and the signal strength associated with each measurement was recorded. In parallel, the stage in both reservoirs (H ref , m) was manually measured daily using a limnimetric scale (referenced to the sea level); these stage data (taken with an uncertainty of ≈±0.01 m (p = 0.95)) have been used as a reference to assess the ability of the proposed Lidar technique to provide stage estimates.
During the field experiment, the Secchi depth (Z D , m) was measured once a week, to assess the water turbidity. The precipitation (P, mm/d) was also manually measured, to see if it affects the Lidar measurements; in addition, it was thought that the reservoir turbidity would increase at the beginning of every rainy season, due to an enhanced soil erosion. No attention was paid to the wind speed, because the "glint noise" due to water agitation was expected to be small in case of a conventional Lidar inclined with a large incidence angle (as said in Section 2.1 and as discussed in Section 4.3.2); it could be also argued that a strong wind should increase the number of suspended particles below a water surface (which would be a positive effect for the proposed technique), but this is out of the scope of this study.
Results and Discussion
Laboratory Results
Raw-Data Filtering
When mounting the "TruSense S200" Lidar with a large incidence angle over a tank filled with turbid water, some incoherent and erratic distance data were recorded on occasion. Most of these were much higher (by several metres) than the distance to the water surface and were associated with a low signal strength (I = 2), which was interpreted as the result of a specular reflection of the Lidar's laser beam at the water surface followed by a diffuse reflection on a wall inside the laboratory.
By trial and error, a simple empirical rule was found to filter the raw distance data: a high signal strength (I = 4) was interpreted as the direct detection of a diffuse object, a moderate signal strength (I = 3) was interpreted as the detection of a turbid water (sub-) surface, and a low signal strength (I = 2) was not related to the detection of any desired target. Therefore, the only data kept were the raw data associated with a high signal strength (I = 4) during tests with the Lidar pointing at a diffuse surface, and the only raw data used to estimate stage values (according to Equation (1)) were those associated with a moderate signal strength (I = 3) during tests with the Lidar pointing at a water surface. In addition, and as expected under ideal conditions (i.e., with no rain, fog or dust) [15] , the test Lidar was found to provide more coherent data when configured in the "first pulse" or "strongest pulse" mode, as opposed to the "last pulse" mode. Figure 4 shows an example of how the "TruSense S200" Lidar mounted with different incidence angles responds when it points at a target. First, it was checked that the Lidar had no difficulty to estimate the distance to a thin diffuse surface placed above the water and therefore to accurately estimate the stage like this (error < 10 mm for the mean of ≈ 30 replicates). Then, it was checked that the Lidar mounted with a small incidence angle (θ ≈ 0 • ) over a water surface can estimate the stage with a rather low error (<20 mm), as was expected since this is the conventional way to use a Lidar to monitor the stage in water bodies. Finally, the Lidar mounted with a large incidence angle (θ > 10 • ) over an extremely turbid water surface (Secchi depth ≈ 0.6 m) was found to significantly underestimate the stage, which is consistent with the idea that the laser pulses emitted by the instrument penetrate into the water and are then backscattered by suspended particles.
Effects of the Lidar Incidence Angle and Water Transparency
In addition, the Lidar pointing at a turbid water surface with a large incidence angle was found to underestimate the stage with a magnitude which depends on the incidence angle: from −0.15 to −0.06 m as the incidence angle increases from 10 • to 70 • in the example shown at Figure 4 (similar results were obtained when testing the Lidar in each mode of operation and with the three different materials used to prepare the turbid water). In this case, the very simple model of light penetration into water (Equation (2)) was found to satisfactorily describe the results when the distance of penetration of the laser pulses into water (∆D 0 ) was fitted to ≈ 0.12 m; this value was of the same magnitude, although twice larger, as what was obtained during another laboratory study performed with a different commercial Lidar (according to Figure 7 in [6] ). However, the uncertainty in the stage estimations by the inclined Lidar pointing at a turbid water surface was larger -up to five times-than the uncertainty of the Lidar pointing at a diffusive surface: this could be due to a variability in the effective distance of penetration of the laser pulses into water (∆D 0 ) from one replicate to the other (mainly due to a varying absorption and scattering of the laser pulses by turbid water). It is also worth noting that the stage estimations were tending to be less noisy at large incidence angles, which could be due to a combination of two phenomena: as the Lidar incidence angle increases, the vertical projection of the measured distance is less sensitive to the distance uncertainty and the depth of penetration of the Lidar beam decreases. Nevertheless, the test Lidar was virtually unable to detect a water sub-surface when its incidence angle was larger than ≈ 75 • .
a small incidence angle (θ ≈ 0°) over a water surface can estimate the stage with a rather low error (< 20 mm), as was expected since this is the conventional way to use a Lidar to monitor the stage in water bodies. Finally, the Lidar mounted with a large incidence angle (θ > 10°) over an extremely turbid water surface (Secchi depth ≈ 0.6 m) was found to significantly underestimate the stage, which is consistent with the idea that the laser pulses emitted by the instrument penetrate into the water and are then backscattered by suspended particles.
In addition, the Lidar pointing at a turbid water surface with a large incidence angle was found to underestimate the stage with a magnitude which depends on the incidence angle: from −0.15 to −0.06 m as the incidence angle increases from 10° to 70° in the example shown at Figure 4 (similar results were obtained when testing the Lidar in each mode of operation and with the three different materials used to prepare the turbid water). In this case, the very simple model of light penetration into water (Equation 2) was found to satisfactorily describe the results when the distance of penetration of the laser pulses into water (∆D0) was fitted to ≈ 0.12 m; this value was of the same magnitude, although twice larger, as what was obtained during another laboratory study performed with a different commercial Lidar (according to Figure 7 in [6] ). However, the uncertainty in the stage estimations by the inclined Lidar pointing at a turbid water surface was larger -up to five times-than the uncertainty of the Lidar pointing at a diffusive surface: this could be due to a variability in the effective distance of penetration of the laser pulses into water (∆D0) from one replicate to the other (mainly due to a varying absorption and scattering of the laser pulses by turbid water). It is also worth noting that the stage estimations were tending to be less noisy at large incidence angles, which could be due to a combination of two phenomena: as the Lidar incidence angle increases, the vertical projection of the measured distance is less sensitive to the distance uncertainty and the depth of penetration of the Lidar beam decreases. Nevertheless, the test Lidar was virtually unable to detect a water sub-surface when its incidence angle was larger than ≈ 75°. minus the reference stage value) as a function of the Lidar incidence angle when it points at a turbid water surface (each number provides the order of the measurement, each point is the mean of ≈ 30 replicates and each error bar is one-standard-deviation of the replicates) or at a thin diffuse sheet placed above the water surface (in this case, the one-standard-deviation is close to the symbol size). The simple model is (1) minus the reference stage value) as a function of the Lidar incidence angle when it points at a turbid water surface (each number provides the order of the measurement, each point is the mean of ≈ 30 replicates and each error bar is one-standard-deviation of the replicates) or at a thin diffuse sheet placed above the water surface (in this case, the one-standard-deviation is close to the symbol size). The simple model is represented by Equation (2) with ∆D 0 = 0.12 m (fitted value). In this example, the Lidar was operating in the "first pulse" mode and the solid particles added to the water were an Andosol material mixed with detergent. Figure 5 shows an example of how the "TruSense S200" Lidar responds when it points with a large incidence angle at a turbid water surface. Again, it shows that the Lidar underestimates the stage by a nearly constant value (for a given incidence angle) when its real position above the water surface and incidence angle are used (i.e., H 0 and θ in Equation (1)). By trial and error, the lowest turbidity for which the test Lidar can detect a water (sub-) surface was investigated: according to the laboratory tests, it was equivalent to a Secchi depth of ≈ 1.0 m (e.g., Figure 5 ) when the Lidar was configured in the "first pulse" or "strongest pulse" mode. However, this result was obtained under ideal conditions and thus must be considered carefully. For instance, it was observed that the Lidar sometimes provides erratic distance data even when the water is very turbid (e.g., see Figure 5 at times ≈ 21 and 90 h), which could be due to an effect of ambient conditions (light or temperature), since the erratic data were usually obtained at the end of the afternoon. Therefore, and as discussed below, the lowest turbidity for which the test Lidar can detect a water (sub-) surface must also be investigated under non-ideal field conditions (with special interest on possible effect of rain and sun-light).
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even when the water is very turbid (e.g., see Figure 5 at times ≈ 21 and 90 h), which could be due to an effect of ambient conditions (light or temperature), since the erratic data were usually obtained at the end of the afternoon. Therefore, and as discussed below, the lowest turbidity for which the test Lidar can detect a water (sub-) surface must also be investigated under non-ideal field conditions (with special interest on possible effect of rain and sun-light). . In this example, the Lidar was oriented with an incidence-angle of 60°, it was operating in the "first pulse" mode and the solid particles added to water were an Andosol material mixed with detergent. . In this example, the Lidar was oriented with an incidence-angle of 60 • , it was operating in the "first pulse" mode and the solid particles added to water were an Andosol material mixed with detergent.
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Field Results
Raw-Data Filtering and Field Calibration
Similar to what was observed during the laboratory tests and as reported by a previous study [1] , the raw distance data recorded by the test Lidar were quite erratic during the field experiment performed in two turbid reservoirs (Figures 6 and 7) . However, and in agreement with the results obtained during laboratory tests, it was empirically found that these data can be filtered according to the intensity of the received signal (I). A high signal strength (I = 4) was usually consistent with the detection of objects floating on the water surface, unless an opaque object (as might be a bird) had passed in front of the Lidar or the water was extremely turbid (Secchi depth less than ≈ 0.5 m); as shown below, the detection of floating objects occurred mostly at Cointzio due to a patch of water hyacinth (Eichhornia crassipes) which remained in front of the Lidar's line-of sight for one year (Figure 3d ). Meanwhile, a moderate signal strength (I = 3) was usually consistent with the detection of a water (sub-) surface, unless a translucent object (such as a cloud of mosquitoes or a strong rain) had passed in front of the Lidar. In addition, a lower signal strength (I = 2) was related to the detection of other less obvious features (see Appendix A).
Considering that a received signal having a moderate intensity (I = 3) was usually related to the detection of a turbid water (sub-) surface, the "strong pulse" mode was found to be the best configuration for the test Lidar: it indeed provided more distance data associated with a moderate signal strength, both at Cointzio (Figure 6e ) and Valsequillo (Figure 7e) . Therefore, only the raw Lidar data obtained with the "strongest pulse" mode were used to estimate the stage data. However, these data were still erratic. In addition, they presented small daily oscillations, which are still difficult to explain (see Appendix B). Therefore, it was decided to regroup and filter the raw Lidar data on a daily basis.
received signal (I). A high signal strength (I = 4) was usually consistent with the detection of objects floating on the water surface, unless an opaque object (as might be a bird) had passed in front of the Lidar or the water was extremely turbid (Secchi depth less than ≈ 0.5 m); as shown below, the detection of floating objects occurred mostly at Cointzio due to a patch of water hyacinth (Eichhornia crassipes) which remained in front of the Lidar's line-of sight for one year (Figure 3d ). Meanwhile, a moderate signal strength (I = 3) was usually consistent with the detection of a water (sub-) surface, unless a translucent object (such as a cloud of mosquitoes or a strong rain) had passed in front of the Lidar. In addition, a lower signal strength (I = 2) was related to the detection of other less obvious features (see Appendix A).
Considering that a received signal having a moderate intensity (I = 3) was usually related to the detection of a turbid water (sub-) surface, the "strong pulse" mode was found to be the best configuration for the test Lidar: it indeed provided more distance data associated with a moderate signal strength, both at Cointzio (Figure 6e ) and Valsequillo (Figure 7e) . Therefore, only the raw Lidar data obtained with the "strongest pulse" mode were used to estimate the stage data. However, these data were still erratic. In addition, they presented small daily oscillations, which are still difficult to explain (see Appendix B). Therefore, it was decided to regroup and filter the raw Lidar data on a daily basis. Figure 6 . (a-i) Raw distance data measured by the test Lidar during the field experiment at the Cointzio reservoir. Each row corresponds to a different Lidar configuration ("first pulse", "strongest pulse" or "last pulse") and each column corresponds to a different intensity of the received signal (I = 2, 3 or 4). Grey areas correspond to periods with a failure in the datalogging system. Figure 6 . (a-i) Raw distance data measured by the test Lidar during the field experiment at the Cointzio reservoir. Each row corresponds to a different Lidar configuration ("first pulse", "strongest pulse" or "last pulse") and each column corresponds to a different intensity of the received signal (I = 2, 3 or 4). Grey areas correspond to periods with a failure in the datalogging system. By trial and error, a simple algorithm was found and used to extract the raw Lidar data (obtained in the "strongest pulse" mode) that were likely associated with the detection of a water (sub-) surface. This algorithm consists of: (1) removing distance data smaller than 1 m (which occurred at times and were obviously due to a human or a bird being in front of the Lidar); (2) keeping only the "good" distance data, i.e., those associated with a moderate signal strength (I = 3); (3) grouping these data per day and computing their median; (4) keeping only the medians that had been computed with a sufficient number of "good" data (n good ≥ 36, which corresponds to at least 25% of the 144 attempts to measure a distance per day), otherwise (5) considering the Lidar to have been unable to estimate the stage for a given day. The same algorithm was also used to extract raw Lidar data that were likely associated with the detection of floating objects: in this case, the distance data associated with a high signal strength (I = 4) were used in step (2) . The proposed algorithm is quite robust, even though it can only provide one stage estimate per day. As a matter of fact, it attempts to estimate each stage data independently of what had been estimated previously. In addition, and contrary to findings by Mandlburger et al. [12] , its performances were not found to be significantly different when computing the third (or the first) quartile of the raw distance data instead of the median during step (3). By trial and error, a simple algorithm was found and used to extract the raw Lidar data (obtained in the "strongest pulse" mode) that were likely associated with the detection of a water (sub-) surface. This algorithm consists of: (1) removing distance data smaller than 1 m (which occurred at times and were obviously due to a human or a bird being in front of the Lidar); (2) keeping only the "good" distance data, i.e., those associated with a moderate signal strength (I = 3); (3) grouping these data per day and computing their median; (4) keeping only the medians that had been computed with a sufficient number of "good" data (ngood ≥ 36, which corresponds to at least 25% of the 144 attempts to measure a distance per day), otherwise (5) considering the Lidar to have been unable to estimate the stage for a given day. The same algorithm was also used to extract raw Lidar data that were likely associated with the detection of floating objects: in this case, the distance data associated with a high signal strength (I = 4) were used in step (2) . The proposed algorithm is quite robust, even though it can only provide one stage estimate per day. As a matter of fact, it attempts to estimate each stage data independently of what had been estimated previously. In addition, and contrary to findings by Mandlburger et al. [12] , its performances were not found to be significantly different when computing the third (or the first) quartile of the raw distance data instead of the median during step (3) .
For the case of the field experiment, Equation 1 was used empirically to estimate stage data based on the Lidar distance measurements; that is, both parameters H0 and cos(θ) were adjusted through calibration. This calibration was performed according to the following algorithm: (1) select a period corresponding to the filling or emptying of the reservoir (≈ 3 months in practice); (2) filter the raw Lidar data according to the previous algorithm (for a moderate signal strength: I = 3) and (3) perform a linear For the case of the field experiment, Equation (1) was used empirically to estimate stage data based on the Lidar distance measurements; that is, both parameters H 0 and cos(θ) were adjusted through calibration. This calibration was performed according to the following algorithm: (1) select a period corresponding to the filling or emptying of the reservoir (≈3 months in practice); (2) close to the Lidar uncertainty when operating under ideal conditions; see Section 3.2.1). Based on the slope of the calibration lines, the Lidar incidence angle (θ) was estimated to be 70.99° (before October 2013) or 71.17° (after October 2013) at Cointzio and 61.75° (before 2014) or 62.28° (after 2014) at Valsequillo, which is consistent with the direct measurements obtained with an inclinometer (see Section 3.3.2). In addition, similar estimates of H0 (difference < 12 mm) were obtained for both calibrations performed at Valsequillo (before and after 2014). 
Stage Estimation
After estimating both parameters H0 and cos(θ) through calibration, the filtered Lidar distance data were converted into stage estimates and compared to the reference values on a daily basis (to this end, the reference data were linearly interpolated for the times associated with the Lidar data). The main results from the long-term assessment of the technique proposed to monitor the stage in turbid reservoirs are shown in Figure 9 for Cointzio and Figure 10 for Valsequillo (in both cases, some Lidar data were unfortunately lost due to electrical failures of the datalogging systems).
In the case of the Cointzio reservoir, the water was extremely turbid all the time, with a Secchi depth of ≈ 0.4 m (Figure 9b ). Under these conditions, the proposed technique had no difficulty to estimate a stage value every day (Figures 9c,d ). When the Lidar was detecting a free water (sub-) surface (associated with a received signal having a moderate intensity: I = 3), these estimates were consistent with the reference data within ±0.085 m (p = 0.95) (see blue points on Figure 9d ). However, the results obtained at Cointzio suggest that the Lidar had also detected floating objects (associated with a received signal having a high intensity: I = 4) for one year (see green points on Figures 9d-e) , which is consistent with the fact that a patch of water hyacinth remained in front of the Lidar's line-of-sight during the same period ( Figure 3d) ; under these conditions, there was more discrepancy between the stage data estimated with the proposed technique and the reference data (see green points on Figure 9e) . Obviously, the presence of (opaque) floating objects will produce a bias when trying to estimate the stage with a noncontact technique, and this bias will increase as the objects are higher (up to ≈ 0.35 m for the water hyacinth detected at Cointzio). Nevertheless, the proposed technique makes it possible to detect this problem rather easily. 
After estimating both parameters H 0 and cos(θ) through calibration, the filtered Lidar distance data were converted into stage estimates and compared to the reference values on a daily basis (to this end, the reference data were linearly interpolated for the times associated with the Lidar data). The main results from the long-term assessment of the technique proposed to monitor the stage in turbid reservoirs are shown in Figure 9 for Cointzio and Figure 10 for Valsequillo (in both cases, some Lidar data were unfortunately lost due to electrical failures of the datalogging systems).
In the case of the Cointzio reservoir, the water was extremely turbid all the time, with a Secchi depth of ≈ 0.4 m (Figure 9b ). Under these conditions, the proposed technique had no difficulty to estimate a stage value every day (Figure 9c,d) . When the Lidar was detecting a free water (sub-) surface (associated with a received signal having a moderate intensity: I = 3), these estimates were consistent with the reference data within ±0.085 m (p = 0.95) (see blue points on Figure 9d ). However, the results obtained at Cointzio suggest that the Lidar had also detected floating objects (associated with a received signal having a high intensity: I = 4) for one year (see green points on Figure 9d ,e), which is consistent with the fact that a patch of water hyacinth remained in front of the Lidar's line-of-sight during the same period ( Figure 3d) ; under these conditions, there was more discrepancy between the stage data estimated with the proposed technique and the reference data (see green points on Figure 9e ). Obviously, the presence of (opaque) floating objects will produce a bias when trying to estimate the stage with a non-contact technique, and this bias will increase as the objects are higher (up to ≈ 0.35 m for the water hyacinth detected at Cointzio). Nevertheless, the proposed technique makes it possible to detect this problem rather easily.
In case of the Valsequillo reservoir, the water was less turbid: the Secchi depth was varying between 0.4 and 2.1 m (Figure 10b) , with no clear relationship with the precipitation (Figure 10a) ; the lack of correlation between Secchi depth and precipitation was unexpected, but is out of the scope of this study. Under these conditions, the proposed technique could not provide a stage estimate every day (Figure 10c,d) . However, it usually did when the Secchi depth was <1.0 m, which is consistent with the laboratory results (Section 4.1.2). This suggests that ambient conditions (such as rain, sun-light and air temperature) do not greatly affect the response of the test Lidar when the water is very turbid. When stage data at Valsequillo could be estimated with the proposed technique, they were consistent with the reference data within ±0.078 m (p = 0.95) (Figure 10e ), which is similar to the results obtained at the Cointzio reservoir (of course, our data analysis slightly overestimates the uncertainty of the proposed technique since it includes the uncertainty of the reference technique, which was of ≈±0.01 m (p = 0.95)). In case of the Valsequillo reservoir, the water was less turbid: the Secchi depth was varying between 0.4 and 2.1 m (Figure 10b) , with no clear relationship with the precipitation (Figure 10a) ; the lack of correlation between Secchi depth and precipitation was unexpected, but is out of the scope of this study. Under these conditions, the proposed technique could not provide a stage estimate every day (Figures  10c-d) . However, it usually did when the Secchi depth was < 1.0 m, which is consistent with the laboratory results (Section 4.1.2). This suggests that ambient conditions (such as rain, sun-light and air temperature) do not greatly affect the response of the test Lidar when the water is very turbid. When However, it must be recognized that the test Lidar had some difficulties to detect the water (sub-) surface at the end of the experiment performed at Valsequillo (see Figure 10c at time ≈ 1080 days) even though the water was very turbid (see Figure 10b) : this occurred during a period when the stage was changing rather rapidly (see Figure 10d) . In fact, the test Lidar also had some difficulties to detect the water (sub-) surface during others periods with rather rapid stage changes both at Valsequillo (e.g., see Figure 10c ,d at time ≈ 720 days) and Cointzio (e.g., see Figure 9c ,d at time ≈ 400 days). Was this due to a change in the turbidity profile below the water surface while the stage was changing? Further studies are needed to answer this question.
A summary of the stage estimations obtained using the proposed technique during the field experiment is shown in Table 1 . Unlike Cointzio, the conditions at Valsequillo were not favorable to implementing the technique; nevertheless, the experiment performed at Valsequillo was useful to define the scope of the technique. stage data at Valsequillo could be estimated with the proposed technique, they were consistent with the reference data within ±0.078 m (p = 0.95) (Figure 10e ), which is similar to the results obtained at the Cointzio reservoir (of course, our data analysis slightly overestimates the uncertainty of the proposed technique since it includes the uncertainty of the reference technique, which was of ≈ ±0.01 m (p = 0.95)). However, it must be recognized that the test Lidar had some difficulties to detect the water (sub-) surface at the end of the experiment performed at Valsequillo (see Figure 10c at time ≈ 1080 days) even though the water was very turbid (see Figure 10b) : this occurred during a period when the stage was This study shows that the proposed technique for monitoring the stage of turbid water bodies can be applied using simple and cheap Lidar instruments. However, some available models do not work as well as others (Section 3.1.1): although unexplained (due to manufacturer secrets), this can be rapidly checked in a water tank.
This study also shows (Sections 4.1.1 and 4.2.1) that among the three available configuration modes of the test Lidar, the "strongest pulse" mode is the best one for detecting a water (sub-) surface. However, the other two modes, especially the "first pulse" mode, can be useful to corroborate the detection of a water (sub-) surface. More importantly, the signal strength of the Lidar returns was found to be a crucial criterion to know if a water (sub-) surface has been detected.
It was verified in the laboratory (Section 4.1.2) that the effective distance of penetration of the test Lidar pulses into water is rather small and nearly constant (≈0.12 m), provided that the water is very turbid (Secchi depth smaller than ≈ 1.0 m). As far as we know, only Streicher et al. [6] have previously verified this idea with a Lidar inclined at different incidence angles.
The fact that an inclined Lidar can detect suspended particles into water at a nearly constant depth (for a given Lidar incidence angle) makes it possible to apply the proposed technique for monitoring the stage of turbid reservoirs, as proposed by Tamari et al. [1] and as verified during the long-term experiment described in this study (Section 4.2.2).
Of course, the main disadvantage of the proposed technique is that it only works for turbid water. Until now, few laboratory [4] [5] [6] [7] and field [1] studies have shown that some commercial near-infrared Lidar instruments can easily detect the (sub-) surface of extremely turbid waters, i.e., when the turbidity is over ≈ 40 NTU. This is roughly equivalent to a Secchi depth smaller than ≈ 0.5 m and to a suspended sediment concentration (SSC) over ≈ 100 g/m 3 (e.g., [17] ). In this respect, the present study suggests that the proposed technique can be applied to less (but still very) turbid water (Secchi depth up to ≈ 1.0 m), in which case it could be applied to reservoirs having the following characteristics: dam embankments or lakes surrounded by erodible soils (e.g., [18, 19] ), shallow lakes exposed to wind (e.g., [20, 21] ), hypereutrophic or brown-water eutrophic lakes (e.g., [22, 23] ) and wastewater reservoirs. At least 10% of the reservoirs and lakes over the world are very to extremely turbid (Secchi depth < 1.0 m) [23] . Now, the question arises to know if it is worth considering the proposed technique -in terms of accuracy and easiness of use-for monitoring the stage in turbid reservoirs. Nowadays, conventional techniques can be used to monitor the stage of water bodies with an uncertainty usually better than ±0.01 m (p = 0.95) (e.g., [24] ), provided that they have been carefully implemented. In this regard, the present form of the proposed technique is rather inaccurate. Nevertheless, it has some practical advantages, including its easy implementation in a safe place (such as the roof of a building), quick installation (less than 2 h), low maintenance requirements and low equipment costs (the price of the Lidar used in this study was ≈ 1500 USD). Therefore, the technique should be seen as an option when there is no other alternative to monitor the stage.
Other Potential Applications of the Proposed Technique
Another potential application of the technique is to study certain coastal areas, such as estuaries, surf zone and swash zone: as a matter of fact, the water in these areas contains a large amount of suspended solid particles and/or air bubbles (e.g., [2, 25, 26] ). In this context, it is worth noting that a growing number of experimental studies are showing the usefulness of commercial Terrestrial Lidar Scanning (TLS) systems to map the water surface of some rivers [3, 4] and coastal areas [25, 26] . Although this technique appears to be similar to the one described in this study, it is not explicitly based on the same physical principle: as a matter of fact, studies suggest that TLS systems are mostly able to detect water surface due to "glint noise" after a very large number of attempts and provided that the surface is agitated enough. It is recognized that they can also detect the water surface due to the diffuse reflection by foam or whitecaps, as well as the sub-surface due to the Tyndall effect (which is the physical principle considered in this study); however, and as far as we know, no attempt has been made until now to distinguish water sub-surface detection from water surface detection during a monitoring campaign performed using a TLS system.
The proposed technique could also be used to monitor flash floods in rivers: as a matter of fact, the water is usually very turbid during this type of flood [4, 27] ; in this case, it is worth noting that "glint noise" should only slightly affect the response of a common Lidar pointing at a water surface with an incidence angle between ≈ 30 • and 70 • , unless the surface agitation is extreme [2, 9] .
Until recently, the inclined Lidar technique has been used only on rare occasions. This could be due to practical as well as theoretical reasons: most water bodies are not very turbid (e.g., [19, 24] ) and the technique is still empirical because it is difficult to describe volume scattering. However, with the help of Lidar experts (e.g., [2, 10, 14] ) and manufacturers, it is hoped that the versatility (for less turbid water) and accuracy (detection of a turbid layer closer to the water surface) of the technique will improve in the future (for example, by using Lidar that can record a full waveform). Meanwhile, a few experiments performed with simple commercial instruments suggest that the inclined Lidar technique is promising to monitor not only the stage, but also the sub-surface velocity in turbid water bodies. As a matter of fact, if an inclined Lidar detects suspended particles below the water surface, it can potentially determine their velocity relative to the Lidar's line-of-sight (using the Doppler effect); this would enable estimating the water velocity below the surface (including, hopefully, vertical water velocity profiles): an idea [1] patented almost twenty years ago [28] but not yet officially tested (please, note that the setup considered in this study is different from that of conventional Laser Doppler Velocimetry (LDV), where the laser beam is focused with a lens on a small water volume).
Conclusions
This experimental study is based on the fact that a near-infrared Lidar inclined with a large incidence angle (between ≈30 • and 70 • ) can detect suspended particles that are slightly below the water surface, provided that the water is turbid enough (at least, when the Secchi depth is smaller than ≈1.0 m). In this case, the present study demonstrates that a simple terrestrial Lidar can be used to estimate daily stage data in some reservoirs with an uncertainty better than ±0.08 m (p = 0.95). Although the present form of the technique is not very accurate, it uses an inexpensive Lidar (≈1500 USD) that can be easily installed in a safe place (such as the roof of a building). Finally, the proposed technique could be used to monitor not only the stage in turbid reservoirs, but also the stage and the sub-surface velocity in others turbid water bodies, such as some coastal areas (a recent field of application, which still needs more investigations about what is detected by an inclined Lidar) and flooding rivers.
Appendix A-Unexplained Lidar Returns Associated with a Low Signal Strength
When the "TruSense S200" Lidar was tested in the field, the raw Lidar data associated with low signal strength (I = 2) were usually related to the detection of two features. One was an obvious combination of a specular reflection of the laser beam at the water surface followed by a diffuse reflection on a distant solid object; in this case, the measured distance was between 100 and 750 m (e.g., see Figures 6i and 7i) . The other and more mysterious feature was the apparent detection of a layer below the water surface: as a matter of fact, by assuming that the raw Lidar data associated with a moderate signal strength (I = 3) were usually related to the detection of a water (sub-) surface (see Sections 4.1.1 and 4.2.1), some raw Lidar data associated with a low signal strength (I = 2) were overestimating the distance to the water surface by: ∆D ≈ 4.0 m at Cointzio ( Figure A1a ) and ≈ 3.0 m at Valsequillo (Figure A1b ). In this case, a simple optical model based on the Snell-Descartes law suggests that the Lidar was detecting a layer at a depth of:
which is 2.1 m for Cointzio and 1.7 m for Valsequillo.
Appendix B-Small Daily Oscillations of the Lidar Data Associated to a Moderate Signal Strength
As mentioned previously, the Lidar data associated with a moderate signal strength (I = 3) were usually consistent with the detection of a water (sub-) surface. In this case, when these data were converted individually into stage values, small daily oscillations were obtained, with an amplitude of ≈ 0.16 m at Cointzio and ≈ 0.07 m at Valsequillo. Preliminary stability tests suggest that this is unlikely to be the effect of ambient temperature on the Lidar electronics. However, this could be due to another type of instrumental problem, such as small oscillations of the Lidar incidence angle as a result of a differential heating in the Lidar mounting; as a matter of fact, for an incidence angle (θ) of 70° and an elevation above the water surface (H-H0) of up to 20 m (as was the case in Cointzio), a change of 0.15° in the incidence angle would produce a change in the estimated stage data of 0.14 m. The small daily oscillation in the stage data could be also due to diurnal changes of some water properties at the studied reservoirs. As a matter of fact, it must be remembered that the Tyndall effect occurs due to light scattering by particles whose sizes are close to, or larger than, the emitted wavelength. For the test Lidar, this would correspond to particles with an equivalent diameter larger than ≈ 1 μm, such as: mineral clay particles (from a granulometric point of view) or plankton. Therefore, the question arises as to whether the small daily oscillations recorded by the Lidar have a physical and/or biological meaning. On the one hand, this could be due to an alternation between the settlement (according to Stoke's law, a quartz sphere with a diameter of 2 μm falls in water the distance of 0.16 m within ≈ 12 hours) and the re-suspension of mineral particles (by convection). On the other hand, this could be due to the migration of phytoplankton just below the water surface. More studies are required to corroborate these assumptions. Figure A1. (a,b) Raw distance data measured by the test Lidar, which are associated with a moderate (I = 3, blue circles) or a low (I = 2, purple squares) signal strength. Considering that the distances associated Figure A1 . (a,b) Raw distance data measured by the test Lidar, which are associated with a moderate (I = 3, blue circles) or a low (I = 2, purple squares) signal strength. Considering that the distances associated with a moderate signal strength are related to the detection of a water (sub-) surface and assuming the validity of a simple model based on the Snell-Descartes law, the distance data associated with a low signal strength would correspond to an apparent layer located at a depth of ≈2.1 m at Cointzio and ≈ 1.7 m at Valsequillo.
The test Lidar's apparent detection of a layer at a depth of ≈ 2.0 m below the water surface occurred more often in summer (when a thermocline should be present in the reservoirs studied) and in the afternoon. However, this layer is unlikely to exist since: (1) as far as we know, in practice a near-infrared and low-power Lidar cannot detect suspended particles below a depth of a few decimeters (see Section 2.3); (2) three water column characterizations performed at Valsequillo at different times (November 2014 and April and June 2015; see triangles at Figure A1b ) with a multi-parameter probe ("Exo2", Ysi, Yellow Springs, OH, USA) did not show any obvious stratification at a depth of ≈ 1.7 m (in terms of water temperature, oxygen demand, turbidity and chlorophyll-a concentration), and above all, (3) the same feature was observed later with the test Lidar pointing at a turbid river (the Amacuzac River [27] ) when the stage was less than 1.0 metre. Therefore, the Lidar data suggesting the apparent detection of a layer below the water surface were likely to be due to a failure of the test Lidar under low signal strength conditions. This shows that non-experts must be careful when interpreting experimental data related to the backscattering of a laser beam in turbid water.
As mentioned previously, the Lidar data associated with a moderate signal strength (I = 3) were usually consistent with the detection of a water (sub-) surface. In this case, when these data were converted individually into stage values, small daily oscillations were obtained, with an amplitude of ≈ 0.16 m at Cointzio and ≈ 0.07 m at Valsequillo. Preliminary stability tests suggest that this is unlikely to be the effect of ambient temperature on the Lidar electronics. However, this could be due to another type of instrumental problem, such as small oscillations of the Lidar incidence angle as a result of a differential heating in the Lidar mounting; as a matter of fact, for an incidence angle (θ) of 70 • and an elevation above the water surface (H-H 0 ) of up to 20 m (as was the case in Cointzio), a change of 0.15 • in the incidence angle would produce a change in the estimated stage data of 0.14 m. The small daily oscillation in the stage data could be also due to diurnal changes of some water properties at the studied reservoirs. As a matter of fact, it must be remembered that the Tyndall effect occurs due to light scattering by particles whose sizes are close to, or larger than, the emitted wavelength. For the test Lidar, this would correspond to particles with an equivalent diameter larger than ≈1 µm, such as: mineral clay particles (from a granulometric point of view) or plankton. Therefore, the question arises as to whether the small daily oscillations recorded by the Lidar have a physical and/or biological meaning. On the one hand, this could be due to an alternation between the settlement (according to Stoke's law, a quartz sphere with a diameter of 2 µm falls in water the distance of 0.16 m within ≈12 h) and the re-suspension of mineral particles (by convection). On the other hand, this could be due to the migration of phytoplankton just below the water surface. More studies are required to corroborate these assumptions.
