or remain at the encoded value but become increasingly noisy. Their results showed that the JNDs increase with retention interval while the PSE is invariant, indicating that the third (noise) hypothesis is true.
Considering the representation of two-dimensional contours in STVM, how does the memory noise increase with time? It has been proposed that the visual system divides a shape into convex parts at regions of concavity (Hoffman and Richards 1984; Beusmans et al 1987) . Additionally, previous studies found that elements of a disk pattern (Bartram 1978) and chess pattern (Chase and Simon 1973) are represented as chunks after a few seconds delay. Considering that recognition performance largely deteriorated with interpolated tasks (Dale 1973; Kelly and Martin 1974) , it could be assumed that the memory resources are allocated to the presented pattern in order to prevent information decay, and that visual rehearsal (equal to active process in memory) shifts from features to features in STVM. Probably, visual rehearsal can always control all the visual information for the presented pattern within STVM capacity, but elements of the pattern beyond its capacity will be serially rehearsed, which will inevitably cause decay in STVM.
Therefore, the present model has the following basic assumptions: (i) the STVM system divides a closed contour into convex parts at regions of concavity; and (ii) the value of each convex part represented in STVM is an independent Gaussian random variable, with an expected value equal to the actual stimulus value, but the variance of which increases with retention intervals. Memory noise is interpreted as the direct cause of decays in STVM.
In this paper, we propose a model of STVM based on signal detection theory (SDT). Figure 1 shows samples of the stimuli used in our experiments (Sakai and Inui 1999a , 1999b , 2001 . Figure 2 shows samples of the physical differences (Ds) between the target (T) and distractor (D). The object of the present model is to predict the spatiotemporal 6 7 8 9 f, the number of convex parts relationships between four experimental variables and recognition performance: pattern complexity and the T^D difference as spatial factors, and retention interval and exposure duration of the first stimulus as temporal factors.
Traditionally SDT has been applied to predict performance in one-interval designs, such as a detection task. Sorkin (1962) extended SDT to matching procedures in twointerval designs such as a same^different task. In this design, same and different trials correspond to no-signal and signal trials, respectively, in one-interval designs. Subjects will respond``different'' if the discrepancy between memory for the first stimulus and the presented second stimulus exceeds their response criterion. Yet it is assumed that the accuracy of encoding the first stimulus is low in a very brief presentation, and that the variance of the first stimulus value stored in STVM is accumulated with time. Therefore, the psychological distance between the first and second stimuli is varied on every trial in all experimental conditions. SDT has been used to predict performance in the delayed discrimination of visual information, such as dot position (Kinchla and Smyzer 1967) and line orientation (Vogels and Orban 1986) .
2 Model A summary of the proposed model is as follows: (i) Three processes interact to determine the relationship between stimulus and recognition for contours: feature encoding, memory, and decision.
(ii) Recognition performance increases linearly by increasing the physical differences between T and D, which indicates that it is based on a kind of SDT. (iii) Memory noise increases as a linear function of retention interval. (iv) The capacity of STVM, defined by pattern complexity (the degree to which a pattern can be handled for several seconds with little loss), is approximately 4 convex parts. (v) The variance of the response criterion is a constant, independent of pattern complexity and exposure duration. (vi) Although pattern complexity operates on the limitations of these three processes, confusion in the decision process is a primary factor in deteriorating recognition for complex contours.
Predicted performance
The basic structure of the model is that three processes interact to determine the relationship between stimulus and response: feature encoding, memory, and decision. In feature encoding, there is a limitation on how much visual information is precisely encoded from a brief presentation. In the memory process, memory for the encoded features decays with time. In the decision process, the subject's response criterion is a Gaussian random variable, rather than a constant. Thus it is possible to define d H , a memory sensitivity used in SDT, specifically as
where Ds H denotes the perceived stimulus difference which is a function of Ds, and d and g(d) denote the exposure duration of the first stimulus and the proportion of acquired features, respectively. s 
Feature encoding
Many studies have demonstrated that the visual system has a global-to-local process for visual patterns hierarchically (Hoffman 1975; Inui 1988 ). Hoffman's (1975) results indicated that a preattentive stage segregates the input into parts, and that an attentive stage provides a detailed scan of the crude preattentive features sequentially.
In the present study, global properties for contours in figure 1 such as the number of convex parts and the position of each convex part on a polar coordinate were processed in parallel with a short exposure, regardless of pattern complexity.
On the other hand, Inui et al (1978) found that the elements of the pattern in the central fovea are processed sequentially, even when eye movement is not required. They distinguished this sequential process (called mental scanning) from the scanning by eye movement, and found that the diameter of the field of mental scanning was about 4 deg of visual angle. Here, it appears in our experiments that local properties, such as the convex parts of a contour, would be encoded sequentially, if we keep in mind that the stimuli subtended about 3.2 deg63.2 deg of visual angle. Therefore, we assumed that more complex contours would be sampled at a lower rate.
In the model of Loftus et al (1993) for visual information acquisition, if g(t) is the proportion of already acquired stimulus features at time t following stimulus onset, then 1 À g(t) is the proportion of new features remaining to be acquired. Thus, the rate of new feature acquisition, r(t), must be
where c is a constant that has units of time. Since r(t) is the derivative of g(t) with respect to time, the above equation may be rewritten as
Solving the above equation by separation of variables yields
Since it requires a longer exposure duration to acquire the stimulus features of more complex patterns (Inui et al 1978) , equation (2) is replaced by changing from t to d
where f is the number of convex parts for one contour, and k is a constant. There is evidence that equation (2) is well fitted to the data on visual information acquisition (Inui 1988 ) and object recognition (Olds and Engel 1998) .
2.3
The memory process Hoffman and Richards (1984) pointed out that the visual system decomposes shapes into a hierarchy of parts at regions of concavity. Indeed, Siddiqi et al (1996) provided evidence for high levels of both intrasubject and intersubject consistency in dividing shapes into parts at minima of negative curvature. Hence, we assumed that contours are represented in STVM with a set of decomposed convex parts and that c i t (i 1, 2, ..., f ), the value of each convex at time t represented in STVM, is an independent Gaussian variable. Irrespective of whether a convex part is encoded in STVM by its length, depth, or curvature, it can be assumed that memory noise at time t can be defined as a simple sum of the variances of c i t .
As for the memory noise, the four assumptions can be expressed as follows: (i) If the presented pattern is within the STVM capacity, there is very little probability that memory noise will occur. Thus, its probability is 0.
(ii) Memory noise occurs because c i t is an independent Gaussian variable. Assumption 1. We assumed that whether or not memory noise will occur depends on the degree of presented pattern complexity. Phillips (1974) demonstrated that even a 464 block pattern cannot be handled without loss, and concluded that STVM has a limited capacity. In general, memory for visual information decays as retention interval increases (Phillips 1974; Kikuchi 1987; Inui 1988) , while Christie and Phillips (1979) found the absence of decay over intervals of 3^15 s. In terms of these studies, little memory noise appears to occur for the presented pattern within STVM capacity. Visual rehearsal seems to operate sufficiently to prevent memory noise when the visual input is of low information content, as Shaffer and Shiffrin (1972) pointed out. Assumption 2. Bartram (1978) confirmed that chunking heuristics operate to segment the pattern into the smallest number of parts in order to maximise the total amount of information encoded. This suggests that contours are divided into parts in STVM only at regions of deep concavity. Furthermore, Palmer (1977) postulated numerous levels of representation and proposed that structural units at each level in a hierarchy are defined both holistically as a set of global properties, and atomically as an organised set of parts. Hence, we consider that the parts divided at regions of only deep concavity are represented in STVM as an organised set of each convex part. Consequently, it is assumed that memory noise occurs on the basis of each convex part at a lower level of hierarchy. Assumption 3. These assumptions are based on the facts that (a) any convex part of each contour in figure 1 is not much different in its salience, and (b) a convex part can be defined as a structural unit. Similarly, the model of Kinchla (1974) for the detection of target in multielement arrays assumed that the variance of the encoded element value is constant for arrays both at any element and with any number of elements. Assumption 4. This assumption implies that memory noise (a) occurs immediately after the encoded visual information enters into STVM; (b) lasts over several, or tens of, seconds; and (c) has cumulative effects on decay. These properties for memory noise are consistent with the results of a two-interval forced-choice discrimination task (Hole 1996; Magnussen et al 1996) . In the diffusion model of Kinchla and Smyzer (1967) , it was apparent that the variance in the memory process increased as a linear function of retention interval.
From the above four assumptions, denoting the memory noise per second of c i t by n m , memory noise at time t can be defined as follows:
where C is the STVM capacity. Note that the recognition performance for visual information is directly related to the amount of encoding process required (Dale 1973; Avons and Phillips 1980) . The memory trace in STVM is probably strengthened with an increase in exposure duration. Nosofsky (1983) confirmed that the variance of the final internal representation on a given trial is equal to the variance of each internal representation divided by the number of observations. From these findings and equation (4), s 2 m can be defined by
2.4 The decision process After retention intervals, the subject makes a same^different decision according to the psychological distance between memory for the first stimulus and the presented second , stimulus. Here Ds H , the psychological distance between a pair of contours with the same amount of f, largely depends on Ds. Generally, Ds H can be defined as a weighted sum of s i (i 1, 2, ..., f ), the difference between each pair of matched convex parts, by
where w i is a weight associated with s i . As shown in figures 1 and 2, any convex part is not much different in both depth and s i . Hence, it is possible that s i at any i has approximately the same influence on Ds H , which can be defined as a simple sum of s i . Substituting for equation (6),
That is, Ds H is equal to Ds. Sakai and Inui (1999a) found that Ds H decreases with increases in f and is a linear function of an average of s i , regardless of f. To apply equation (7) to a pair of contours with any f, equation (7) is rewritten as
where a is a constant. Here, the subject will respond``different'' if Ds H exceeds his/her response criterion b. Kinchla (1974) assumed that b is a Gaussian random variable rather than a constant. In various models, the variance of b has been proposed to be a constant independent of set size in multielement arrays (Kinchla 1974) , independent of retention interval (Kinchla and Smyzer 1967) , and independent of the number of observations (Nosofsky 1983) . Therefore, we assumed that the variance of b, s 
where n b is a constant. Finally, substituting in equation (1) according to equations (3), (5), (8), and (9) yields,
Before describing the application of the model to our experimental data, it is necessary to give a brief outline of our study.
General methods

Stimuli and apparatus
The stimulus was presented on an NEC PC-9821 CS2 computer. It consisted of white dots on a black background, and was constructed by describing a compound curve of three cosines in a polar coordinate system. The size of the stimulus was about 3.2 deg63.2 deg at a viewing distance of 108 cm. The display subtended 11.1 deg 614.9 deg.
A compound curve for a D pattern was constructed by changing the phase in one of three cosines for a T pattern slightly. The variations in Ds were directly related to the degree of the change in phase. Ds was objectively defined by percentage distortion as shown in figure 2, which was calculated by dividing an approximate value of the distorted area superimposed on T and D by an approximate area of one contour. Since the area of a contour was fixed for any f, Ds was affected only by the amount of distorted area. In order not to give subjects a recognition cue as a global property for contours, the positions of each convex part on polar coordinates were matched between T and D.
Procedure
Recognition performance was measured by a same^different judgment paradigm. On each trial, in sessions of both t 0 and t 4 0, the auditory cue was presented once at the beginning. Then, on the left side of the screen, a fixation cross point appeared for 360 ms, and after 720 ms delay the first stimulus was briefly presented. The fixation point and the centroid of the first stimulus were in the same location. The distance from the centre of the screen to the fixation point subtended 1.9 deg.
After the above procedure, sessions of t 0 and t 4 0 were different in each trial. In sessions of t 0, the mask pattern and the second stimulus were displayed on the left and right sides of the screen respectively, until the subject responded. The subject was asked to judge whether the first and second stimuli were the same or different. In sessions of t 4 0, after various intervals, the second stimulus was displayed on the right side of the screen until the subject responded. The distance from the centre of the screen to the centroid of the first stimulus subtended 1.9 deg. The subject was asked to judge whether the first and second stimuli were the same or different.
In both sessions, the subjects were instructed to memorise the first stimulus as accurately as possible until the second stimulus was displayed. They indicated their same^different decision by pressing one of two keys on a keyboard, and no feedback was provided. The effects of f and d were examined without eye-movement artifact control.
In experiment 1, 5 blocks of Ds (2.1%, 3.7%, 5.0%, 6.3%, 7.5%)664 trials were made. The d and t were 288 ms and 1 s, respectively. In experiment 2, 5 blocks of t (0.5, 1, 2, 4, 8 s)664 trials were made. The d and Ds were 288 ms and 6.3%, respectively. In experiment 3, 12 blocks of d (120, 288, 1200 ms)6t (0, 2, 4, 8 s)640 trials were made. The f and Ds were 7 and 5.0%, respectively. In experiment 4, 2 blocks of t (8, 16 s)640 trials were made. The f and Ds were 7 and 5.0%, respectively. For each block in all experiments, the same and different trials occurred at random and with equal probability.
Subjects
Totals of 10, 27, 7, 8 subjects participated in experiments 1 to 4, respectively. d H was calculated by pooling the data for all subjects in each experiment.
Evaluation of the model 4.1 Experimental data
The plots in figures 3, 4, and 5 indicate the data points in experiments 1, 2, and 3, respectively. Figure 3 shows d H for each f as a function of Ds, and demonstrates that recognition performance linearly increases with increasing Ds. These results indicate that recognition memory for contours is based on a kind of SDT. Additionally, recognition performance decreases with increases in f. Judging from the results (Sakai and Inui 1999a) that the psychological distance between T and D decreases with the increase in f, it is suggested that pattern complexity has a large effect on confusion in the decision process. Figure 4 shows decay functions during retention between 0.5 and 8 s for each f, and demonstrates that memory for contours degrades progressively over retention intervals of up to 8 s for any f. It is clear that memory noise accumulates gradually with time. Also, performance decreases with the increase of f at any retention interval, which indicates that pattern complexity has a large effect on confusion independent of retention intervals. Figure 5 shows decay functions during retention between 0 and 8 s for each d. The results clearly show that the decay rate is slower for longer exposure durations. It seems likely that about 300 ms is enough for feature encoding, but much more exposure is required to memorise contours in STVM accurately. Moreover, in experiment 4 (shown in table 1), decay lasted for 16 s with an exposure duration of 1200 ms. This suggests that prolonged exposure acts to slow down the decay rate, but does not prevent decay itself.
Fitting the data
Here, we fixed the five parameters in equation (10) and applied the present model to our experimental data. First, Luck and Vogel (1997) demonstrated that visual information about four items could be accurately retained at one time in working memory. Moreover, the results of Palmer (1990) on partial discrimination of line length showed that at least four stimuli could be accurately remembered. In consideration of these findings, it is reasonable to obtain a value of 4 for the parameter C in equation (5). Second, similarity judgments and simulation of contours by Sakai (2000) showed that the psychological distance between two patterns with the same amount of f is H as a function of retention interval, t, in experiment 3, with exposure duration as a parameter. Data from Sakai and Inui (1999b). generally predicted by the equation (3X6af ) Ds. Here, we estimated a value of 3.6 for the parameter a in equation (8). Finally, we explored the other three parameters in equation (10) in order to obtain stable d H estimates for experiments 1, 2, and 3. For k, n m , and n b we found the values of 0.01, 0.045, and 1.6, respectively.
The solid lines in figures 3, 4, and 5 represent the predicted function defined by equation (10), with five parameters of the above-described values. A simulation showed that the model explained 91.6%, 77.5%, and 72.6% of the variance in d
H for experiments 1, 2, and 3, respectively. Table 1 shows the observed and predicted values for some conditions in experiments 1 to 4. These values are in conditions of Ds of 5.0% in experiment 1, and in conditions of t of 8 s in experiments 2 and 3. It is apparent that the present model with five parameters accounts well for the effects of the four experimental variables.
General discussion
It has been demonstrated that it is more difficult to recognise complex patterns. Rock et al (1972) concluded that certain nuances of more complex figures are not adequately apprehended during a single exposure, whereas Phillips (1974) suggested that STVM has a limited capacity. However, the experimental data themselves do not show which of the three processes is sharply limited in its capacity for the precision of visual information. In the present model, an exposure duration of 0.5 s was sufficient for g(d) and the value of n m was relatively low. On the other hand, Ds H decreased sharply with increasing number of convex parts, as shown by Sakai and Inui (1999a) . Taking account of these results, it seems likely that confusion in the decision process is a primary factor in bringing about the deterioration of recognition of complex figures.
It is difficult to define the STVM capacity uniformly, because performance for memory depends considerably on retention interval. The STVM decay grows with retention intervals even for patterns of low visual information content when measured at the threshold level (Fahle and Harris 1992; Hole 1996) , while Christie and Phillips (1979) found an absence of decay for simple patterns. In the present model, it was shown that the capacity of STVM, defined by pattern complexity (the degree that a pattern can be handled for several seconds with little loss), is 4 convex parts. The presumption is that this number reflects approximately the same degree of complexity as the block patterns between 363 and 464 matrix sizes, which can be recalled almost perfectly after a single glance (Inui 1988) .
The hypothesis presented in the model is that the nature of decay in STVM is due to memory noise. It is based on the results that JNDs increase with increasing delays, but no change is observed in PSE (Lee and Harris 1996; Nilsson and Nelson 1981). In the case of line orientation discrimination (Vogels and Orban 1986) and contrast discrimination (Lee and Harris 1996) , it was found that memory noise increases as a power function of retention interval. In contrast, Nilsson and Helson (1981) found negative exponential growth of memory noise with intervals for monochromatic hue. The present model showed a linear function of retention interval, similar to the diffusion model of Kinchla and Smyzer (1967) . Considering these results, there is no doubt that memory noise monotonically increases with time in STVM for many types of visual information. In addition to the relationship between memory noise and retention interval, we examined the effects of pattern complexity and exposure duration on the memory noise rate. A simulation revealed that the memory noise rate is proportional to the number of convex parts, and is inversely proportional to exposure duration. Particularly the effect of exposure duration is greatöprolonged exposure sharply slows the decay rate, as indicated in figure 5 . Furthermore, in experiment 4, performance deteriorated progressively over retention intervals of up to 16 s for a longer exposure duration of 1.2 s. This suggested that prolonged exposure has a great effect on slowing the decay rate, but does not prevent decay itself. There appears to be a limit to the benefits of prolonged exposure.
Although decay occurred in STVM, the value of n m was relatively low and performance did not deteriorate seriously over retention intervals up to 8 s, even for complex contours, as shown in figure 4 . This result is consistent with findings that visual information such as two-dot separation (Hole 1996) and vernier acuity (Fahle and Harris 1992) could be retained in STVM with relatively high fidelity for prolonged periods of time, though some loss of precision was inevitable. It appears that visual rehearsal operates when memorising even complex patterns, and that the stability of representation in STVM is generally high. This is one of the reasons why we can remember a stable image despite scanning selected parts of the scene sequentially.
Note that all of the dimensions for visual information do not decay in STVM. Certain stimulus attributes are stored perfectly in STVM. Magnussen et al (1996) demonstrated that contrast decreases as retention interval increases, but that memory for spatial frequency shows no decay over retention intervals of up to 10 s. Furthermore, Inui (1988) suggested that global information on visual patterns can be acquired with a short exposure duration and does not decay rapidly. Global information, such as the number of convex pairs and the positions of each convex part, seems to be retained accurately in STVM.
