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Abstract: In this paper, an analysis of some of the tradeoffs involved in the design and efficient implementation of 
conjugate gradient-based algorithms for a multivector processor with a two-level memory hierarchy is presented and 
supplemented by experimental results obtained on an Alliant FX/8. The algorithms considered consist of the classical 
conjugate gradient method, preconditioning techniques that are well suited for parallel computers such as polynomial 
preconditioners and several versions of the incomplete Cholesky preconditioners as well as the reduced system 
approach. For linear systems arising from the 5-point finite difference discretization of 2-d self-adjoint elliptic 
P.D.E.‘s, the analysis shows that conjugate gradient methods do not perform as well as algorithms for dense matrix 
computations on the considered architecture due to lack of data locality. By using the reduced system approach, 
however, a significant decrease in time could be obtained. 
Keywords: Alliant FX/8, conjugate gradient techniques, preconditioning, reduced system, well-structured sparse, 
multiprocessor, parallel. 
1. Introduction 
Several studies [1,3] have shown that, on sequential machines, the conjugate gradient method 
with preconditioning is one of the best methods for solving sparse symmetric positive definite 
linear systems of equations which arise in the solution of partial differential equations. Specific 
implementations of this scheme together with the choice of the preconditioner become important 
factors when one considers machines which offer vector processing, concurrent processing or 
some combination of the two. 
The basic iteration of the classical conjugate gradient algorithm (CG) can be vectorized very 
efficiently for well structured problems as the one considered here. The elementary operations 
required are matrix-vector multiplications, dotproducts and linear combination of vectors, all of 
which exhibit parallelism proportional to the total number of grid points used to discretize the 
domain of the PDE being solved. (This degree of parallelism is called 2-d parallelism in the 
remainder of the paper). 
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When preconditioning is used to enhance the convergence of CG, however, difficulties in 
effectively exploiting parallelism can be encountered. The source of these difficulties is the linear 
system which must be solved in each iteration of a preconditioned CG algorithm. Precondi- 
tioners, in general, tend to increase the amount of work in each iteration, hence for a 
preconditioner M to be effective on parallel computers it must satisfy the following two criteria: 
(i) systems of th e f orm Mz = Y can be solved with high speedup on the parallel machine, and 
(ii) the number of iterations (for a given tolerance) is sufficiently reduced, so that the total 
time for obtaining an approximate solution is less than that for the classical CG. 
As a result, an effective preconditioner on sequential machines may not necessarily be as 
effective on multiprocessors. Several preconditioners which attempt to achieve a reasonable 
compromise between parallelism and increased work have been proposed [9,12]. However most 
of these preconditioners offer parallelism which is proportional to the number of points along 
one dimension of the grid used (l-d parallelism). The lone exception to this statement is the 
family of polynomial preconditioners which provide 2-d parallelism [7,11]. 
Recently, parallel machines with either a large number of processors (Hypercubes) or 
combining both vector and concurrent processing capabilities (Cray X-MP, Cray-2, ETA-lo, 
Alliant FX/8) have appeared. Most of them require an increase in the degree of the parallelism 
of the algorithm in order to achieve peak performance. Moreover, the use of a memory structure 
which is distributed (Hypercube) of hierarchical (Cray-2, Alliant FX/8) requires careful al- 
gorithm design due to the increased importance of data locality [4,5]. For moderate size 
machines, not more than 16 scalar processors or 2 vector processors, for example, the l-d parallel 
vector preconditioners mentioned above can still be used with reasonable efficiency. However, 
for larger machines these methods are less attractive; vector lengths become too short and/or the 
costs of synchronization and data exchange become large. For these machines, the design of an 
efficient implementation of a preconditioned CG algorithm requires complex tradeoffs and is the 
subject of much current research. 
Several implementations of incomplete Cholesky preconditioners as well as polynomial 
preconditioners are investigated in this paper. We also consider a third approach, that of the 
reduced system, which seems to be suitable for parallel machines with hierarchical memories. 
Discretizing self-adjoint elliptic partial differential equations via the five-point difference scheme, 
with natural ordering, one obtains a pentadiagonal matrix. Using point red-black ordering and a 
single step of block Gaussian elimination, one obtains the reduced system. Applying the CG 
scheme to this reduced system on the Alliant FX/S yields superior results due to the fact that 
each iteration sweeps an amount of data that is half the size of the original problem. Further, the 
matrix of the reduced system corresponds to a nine-point difference operator, which provides 
better data locality. 
In this paper, an analysis of some of the tradeoffs involved in the design of an efficient 
preconditioned CG algorithm for multivector computers with hierarchical memory systems is 
presented and supplemented by experimental results obtained on the Alliant FX/8. Some of the 
techniques discussed for managing both memory and cache also apply to out-of-core problems 
which require a similar treatment of the memory, the two levels here being the main memory and 
a disk. 
We describe the architecture of the Alliant FX/8 in Section 2, the model problem for this 
study in Section 3, and an implementation of the classical CG algorithm on the target 
architecture together with performance analysis in Section 4. Some of the proposed precondi- 
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Fig. 1. Architecture of the Alliant FX/8. 
tioners are analyzed in Section 5. In Section 6, solving the Poisson equation via the reduced 
system is examined. It is shown that the time needed by this approach with a diagonal 
preconditioner is only one-third of that required by the classical CG algorithm for the original 
system. Finally, Section 7 contains several numerical results for a variety of self-adjoint 
problems. 
2. Architecture of the Alliant FX/8 
The Alliant FX/8 consists of 8 processors with Weitek vector chips, each of them capable of 
delivering about 11.8 Mflops, allowing a peak rate of about 94.9 Mflops. The processors are 
connected by a concurrency control bus (used as a synchronization facility) and they share a 32 
Mbyte main memory as well as 128 Kbyte cache. The bandwidth between main memory and 
processors is half of that between cache and processors. Each processor possesses eight thirty- 
two-element vector registers. See also Fig. 1. 
3. Model problem 
The model problem considered in this paper is the linear system that arises from the 5-point 
finite difference discretization of the second order self-adjoint elliptic problem 
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where 
a(~, y) >O, b(x, r> >O and c(x, u) 20 
on the unit square with boundary conditions 
u=g(x, Y) or au/an = g(x, y). (3.la) 
For Dirichlet boundary conditions, and a n X n-grid with grid spacings h = l/( n + l), one 
obtains a linear system of n2 equations 
Ax=b (3.2) 
where A is a positive definite matrix. Assuming natural ordering of the grid points, A has the 
following block tridiagonal form: 
(3.3) 
where each Ai is a tridiagonal matrix of order n and Gi is diagonal with n elements. Our test 
problem 1 is that of the Poisson equation on the unit square with Dirichlet boundary conditions 
using a random right-hand side f(x, y). 
4. The classical CG algorithm 
4.1. Description of the algorithm 
Equation (3.3) can be solved iteratively by the classical CG algorithm which is of the form: 
x,, is an arbitrary initial approximation to x, 
r,=b-Ax,, PO = ro 
for i = 1, 2,. . . ,until stopping criteria are fulfilled 
ai = riT_iri_i/p~-iApj_i 
xi = xi-1 + (Y;p;-_l, 
r, = rj-* - ~l~Ap~_~, 
pi = r~rj/riT_,ri-,, 
pi = ri + &pi-l- 
(4.1) 
(4.2) 
(4.3) 
(4.4 
(4.9 
(4.6) 
4.2. Performance analysis of CG 
In order to evaluate the performance that can be expected of various preconditioned CG 
methods, we consider in detail the basic elements of CG: dotproducts, daxpys (a +- a + sb, 
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respectively c +- a + sb where c, a, b are vectors and s is a scalar) and the multiplication of a 
sparse matrix by a vector. All of these basic algorithms belong to the category of BLASl and 
BLAS2. Unfortunately, these operations are not very efficient for the type of architecture under 
consideration (see [5]) and the performance is far below what can be achieved on such a machine. 
Figures 2-4 illustrate the performance of each of the above primitives on the Alliant FX/8. 
For all cases we plot two curves: the lower curve shows the performance of the primitives when 
the operands come initially from memory, while the upper curve shows the performance when 
they come initially from cache. We observe a decrease in the computational rate for the upper 
curve for vector lengths appreciably less than the cache size. Both curves almost coincide for 
values larger than the cache size because for large values the data elements come from memory 
even for the “cache curve”. 
We consider two types of dotproducts: aTa and aTb (dotted lines) Fig. 2, and two types of 
daxpys: a = a + sb and c = a + sb, Fig. 3, all being used in the CG algorithm. The reason for the 
low performance of the daxpy shown in Fig. 3 is the fact that each element is used at most twice, 
thus taking no advantage of the fast cache. Dotproducts perform better because of a smaller 
20 
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18 U. Meier, A. Sameh / Conjugate gradient algorithm 
Mflops 
scaled version 
unscaled version 
Fig. 4. Multiplication of a five-diagonal matrix and a vector. 
ratio of data loads to arithmetic operations and the fact that the compiler replaces dotproducts 
by a highly optimized assembler routine. In Fig. 4 we can see the performance for the 
multiplication of the five-diagonal matrix (3.3) by a vector: 
y,=a,xi+bixi+l+bi_lXi_‘l+ciXi+n+ci_-n~,_,, i=l,...,n2. 
The performance when the operands come from memory for this primitive is better than that of 
daxpy because we have better data locality. Part of the data is used more often while still in 
cache, thus making better use of the cache than in daxpys. We also tested the special case a, = 1 
which corresponds to the use of a diagonal preconditioner in CG, i.e. the matrix is now scaled. 
Using this form (see dotted curves in Fig. 4) we get rid of one vector, obtain a better ratio of 
operations to data and therefore an improvement in performance. 
The elementary operations involved in each iteration contain exploitable 2-d parallelism. 
However, efficient implementation on the Alliant FX/8 depends upon enhancing data locality 
and minimizing data exchange and synchronization overhead. 
Data locality suffers due to a low ratio of number of operations to number of data loads and 
due to the fact that dotproducts are interleaved between the various matrix-vector operations. 
The low ratio of number of operations to number of data loads is characteristic of the three 
primitives required in each iteration: matrix-vector, linear combination of vectors and dotprod- 
ucts. Each data element is loaded from memory and used only a few times before it is discarded. 
Therefore, when n2 is large enough, the cache memory is not exploited and the performance of 
the routine is limited by the main memory bandwidth. The interleaving of dotproducts between 
the other operations destroys any data locality between the components of each iteration. If, for 
example, step (4.5) is suppressed, the aggregation of steps (4.3), (4.4) and (4.6) requires only 4n2 
data loads, if an appropriate blocking is used. On the other hand, the described formulation 
requires 6n2 data loads. 
Matrix-vector products and daxpys on the Alliant FX/S do not require data exchange or 
synchronization between the processors. Dotproducts, on the other hand, require such action and 
the performance suffers accordingly. However, for the Alliant FX/8 the induced overhead is 
negligible due to the fact that synchronization mechanisms are fast and no data exchanges are 
necessary due to the shared cache. 
Based on the performance of the primitives one would expect the performance of the classical 
CG algorithm to be mediocre on the Alliant FX/S. The results presented throughout this paper 
confirm this expectation. 
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Table 1 
Work distribution in CG on a 191 X191-grid for test problem 1 (657 iterations) 
Operation type Mflops Percentage (time) 
(total time: 55.6 sec.) 
Percentage 
(number of ops) 
total 8.2 100 100 
daxpys 6.2 41.7 31.5 
matrix-vector 10.0 38.9 47.4 
dotproducts 9.8 17.6 21.0 
Table 1 shows the performance of the three primitives and the typical distribution of the work 
between them. Although none of the primitives performs well on the Alliant FX/8 it is clearly 
seen that a significant portion of the time is spent performing linear combinations of vectors 
(daxpys) which has the worst performance of the three. 
4.3. Diagonal scaling 
We also consider diagonal scaling of A which can be easily obtained by the following 
transformation: 
AIx’ = D-‘/2AD-1/2(D1/2)x = D-1/2f=f’ (4.7) 
where D is the diagonal of A. This version requires more preprocessing (the initial evaluation of 
A’ and f ‘) and the addition of a postpreprocessing step to recover x from x’. It has, however, 
various advantages: 
(1) It is, in general, a preconditioning scheme (see Section 5) and may lead to a reduction in 
the number of iterations (Table 2). 
(2) It reduces the number of operations per iterations as one vector multiplication is eliminated. 
(3) Higher computational rate for the multiplication of the scaled matrix by a vector (see Fig. 
4). 
This results in an overall smaller time for the scaled version versus the classical algorithm (see 
Section 7). The work distribution is given in Table 2. 
Table 2 
Work distribution in SCG on a 191 X 191~grid for test problem 1 (642 iterations) 
bperation type Mflops Percentage (time) 
(total time: 50.3 sec.) 
Percentage 
(number of ODS) 
Total 8.4 100 100 
Daxpys 6.2 45.1 33.3 
Matrix-vector 10.8 34.5 44.4 
Dotproducts 9.8 19.0 22.2 
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5. Preconditioned Conjugate Gradient Methods 
5.1. Basic idea of preconditioning 
In recent years, attempts have been made to improve the convergence of CG by precondition- 
ing the matrix A of the original system. Typically the preconditioning matrix is taken as an 
approximation of the inverse of A. The modified algorithm is of the form: 
x0 is an arbitrary initial approximation to x, A4 is a symmetric positive definite matrix, an 
approximation of A for which a system Mz = r is easily solved. 
r,,=b-Ax,, pO = M- lrO (5.1) 
for i = 1, 2,. . . , until stopping criteria are fulfilled 
ai = r;T_1zi-l/p~-lApi-1 (5 -2) 
xi=xl_l + ffjpj-_l, (5.3) 
ri = ri_1 - qAp;-l, (5 04) 
solve Mzi = ri, (5.5) 
Pi = rTz,/r,T1zi-l, (5.6) 
P*=z;+PiP;-1. (5.7) 
While each iteration requires more work the improved convergence reduces the number of 
iterations such that the total amount of work done to solve a system is reduced compared to the 
classical CC algorithm [3]. Unfortunately, the most efficient known preconditioners for sequen- 
tial machines are highly recursive and therefore not suited for the parallel architecture considered 
in this paper. For the sake of comparison, however, the MINV(l) preconditioner described in [3] 
has been implemented on the Alliant FX/8. 
Much work has been done in the area of parallel preconditioners [9,10,12,13]. Two parallel 
preconditioners are considered in the remainder of this section: the INVCj(1) preconditioner [9] 
and a polynomial preconditioner [ll]. These were chosen because the INVCj(1) preconditioner 
offers l-d parallelism and a relatively small number of operations and the polynomial precondi- 
tioner offers 2-d parallelism combined with relatively good data locality. 
5.2. MIN V(1) preconditioner 
This preconditioner is based on a block Cholesky factorization of the matrix A, i.e. 
A = (D + L)D-‘(D + LT) (53) 
where D is block diagonal and L is lower block triangular. The diagonal blocks 0, of D can be 
computed via the recursion 
4 =A,, (5.9) 
Di=Ai-GTD,l:Gi, i=2 ,..., n 
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where Ai and Gi are defined as in (3.3). Since D, becomes more dense as i increases, the 
computation of Dim’ is prohibitively expensive. It is possible however, to derive a preconditioner 
based on a sparse approximation Ai of Di. The preconditioner M is given by 
M= (A + L)A-‘(A + LT). 
where A is a block diagonal matrix with block diagonals A, 
of A, - G,?A;:,Gi. 
(5.10) 
which are tridiagonal approximations 
Theorem 5.1 [2,3]. Let T be a symmetric tridiagonal matrix 
I 
a1 -4 
-b, a2 -b, 
T=l -._ *.. ‘.. 
-b,-2 a,_, -b,_, 
-b,-1 a, 
with positive a, and non-negative bi. 
Then there exist two vectors u and v so that 
/ UlVl qv2 . . . UlV, \ 
%V2 u2v2 . . . 
T-l= . . 
UlVtI u2vn . . . UnVn 
The vectors u and v can be computed by the following algorithm: 
u,=l, u2 = q/b,, 
ui = ( ai_-Iui-l -bi_,ui_2)/bi_l, i= 3,..., n, 
v, = l/(-bn-lu,-l + a,u,), 
~~=(l+b~u~v~+~)/(a~u~-b~_~~~_~), i=2,...,n-1, 
v1 = (1 + b,v,)/a,. 
(5.11) 
(5.12) 
As the Ai are symmetric diagonally dominant with positive diagonal elements and non-posi- 
tive off-diagonal elements, Theorem 5.1 can be applied. Now the Ai’s are evaluated according to 
the following algorithm: 
Set A, = A, 
For i=2,...,n: 
- Compute A;Y1 according to Theorem 5.1. 
_ Form, Di - G1%_ ,G, where Ai_l is the tridiagonal matrix consisting of the three main 
diagonals of A;?,. 
- Compute the diagonal matrix R, whose diagonal elements are the row sums of the product 
G,T(A;?l - A,_,)G,. 
_ Then A, is given by Ai = Ai - G,%_,G, - R,. 
Because of this modification the row sums of the Aj are zero, which leads to an improvement 
of the condition number of the matrix M-‘A if the matrix A is diagonally dominant and the 
unknowns are naturally ordered. 
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Table 3 
Work distribution for MINV(1) on a 191 X 191~grid for test problem 1 (44 iterations) 
Operation type Mflops 
Total 2.2 
Daxpys 6.2 
Matrix-vector 10.0 
Dotproducts 9.8 
Solve Mz = r 1.0 
Preprocessing 3.3 
Percentage (time) Percentage 
(total time: 27.1 sec.) (number of ops) 
100 100 
5.0 14.1 
4.8 21.6 
2.1 9.5 
73.9 33.6 
13.7 21.1 
Performing LU-factorizations Ai = L,U,, i = 1,. . . , n, M can be expressed in terms of 
M= 
where 
’ Ll 
w* . . 
L n-1 
K Ln 
\ ’ 
\ 
u, v, 
u, 
K 
u, 
u: = G:~I’, , v, = L,:lIG,, i=2,...,n. 
The system Mz = r can then be solved in each iteration as follows: 
Solve L,y, = rI, 
q-,x =yl-1, 
L, y; = r, - G,?x , i 
i=2,...,n. 
Solve Unzn = y,, 
LiX= GI+lZi+l> 
uizi = y, - x, I i=n-l,...,l. 
(5.11) 
(5.12) 
(5.13) 
This algorithm converges fast [3], unfortunately, most of the operations are highly recursive 
and cannot be vectorized or made parallel easily. As we can see in Table 3, 73.9 percent of the 
time is spent in the recursive solvers. While this is a superior result compared to those shown in 
Tables 1 and 2, this algorithm is not ideally suited for hierarchical memory organization as will 
be shown later. 
5.3. INVCj(1) preconditioner 
INVCj(1) [9] is based on the incomplete Cholesky factorization as well, but tries to overcome 
the lack of parallelism in MINV(l). As the bottleneck of MINV(l) is solving Mz = r, an attempt 
is made to parallelize this part of the code. The idea is that, instead of solving A,x = y each time 
one performs the matrix-vector multiplication A;‘y. Using the exact inverse would, however, 
increase the complexity of the algorithm unreasonably. Therefore, a suitable approximation has 
to be found. The use of a banded approximation to the exact inverse according to Theorem 5.1 
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leads unfortunately to a preconditioner which is not positive definite in some cases and therefore 
unstable. Meurant suggests approximating the inverses of the Cholesky factors LjDi’LiT of the 
A:, using the truncated Neumann series for the approximation of Lip’ [9]. 
Therefore, in algorithm INVCj(l), A:-’ is approximated by Al with 
A;=(I+L;T+ ... +(L:T)‘)D,‘pl(l+Li+ ... +Li-‘), i=l,...,n. (5.14) 
Note that j in INVCj(l) denotes the degree of approximation. The bandwidth of A: is 2j + 1. 
The approximate solution of Mz = (A + L)A- ‘( A + L’)z = Y is obtained by approximating 
first (A + L) y = r by 
yj=Al(ri--GTy,_,), i=2,...,n 
and then (I+A-‘LT)z =y by 
z, =.XI, 
(5.15) 
w~=A~.(G~+~z~+~), i=n-l,..., 1, (5.16) 
z; =y, - w;. 
These operations are all vectorizable, but the vector length is n and therefore the parallelism is 
only l-d. For j = 1, A\ and Gi are tridiagonal and diagonal, respectively, therefore the data 
locality of the corresponding matrix-vector multiplications is poor. The operations added by 
using this preconditioner make up almost half of the total number of operations performed (see 
Table 4); and since these operations perform poorly, no dramatic increase in the overall 
performance is expected. Increasing j and consequently the bandwidth of Al affects the 
computation time in two ways: first, the resulting approximation is more accurate thus leading to 
faster convergence (the number of iterations for test problem 1 on a 191 x 191-grid is 208 for 
j = 1, 133 for j = 2 and 110 for j = 3) second data locality and consequently performance is 
increased (the performance in Mflops for the solution of Mz = r for test problem 1 on a 
191 x 191-grid is approximately 6.4 for j = 1, 7.6 for j = 2 and 8.6 for j = 3). The timings for 
INVCj(l), j = 1, 2, 3, and MINV(l) (dotted line) for test problem 1 are given in Fig. 5. As we 
can see, a significant decrease in time could be achieved by increasing j from 1 to 2; increasing j 
from 2 to 3, however, results in little saving in time. This is due to the fact that increase in total 
Table 4 
Work distribution for INVCl(1) on a 191 x 191~grid for 
test problem 1 (iterations: 208) 
80 
time (in s) 
60 
Operation type Mflops Percentage 
(time) 
(total time: 
33.7 sec.) 
Percentage 
(number 
of ops) 
Total 
D=PY~ 
Matrix-vector 
Dotproducts 
Solution of 
Mz=r 
7.5 100 100 
6.2 21.9 18.1 
10.0 20.4 27.2 
9.8 9.3 12.1 
6.4 49.4 42.4 
20 
0 
0 50 100 1.50 200 250 
Fig. 5. Timings for several incomplete Cholesk; precon- 
ditioners. 
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number of operations negates any reduction in number of iterations. A further increase of j is 
therefore not advisable. 
5.4. Polynomial preconditioners 
Polynomial preconditioners [7,11] possess a large amount of exploitable parallelism. For this 
class of preconditioners the inverse of A is approximated by a polynomial in A, e.g. the first few 
terms of the Von Neumann series. On sequential machines this approach is not competitive with 
preconditioning via incomplete Cholesky factorization due to the large increase in the number of 
operations. On a parallel machine, however, the availability of 2-d parallelism and the possibility 
of partitioning to increase data locality make polynomial preconditioners a viable option. 
A polynomial preconditioner can be generated using the polynomial p(A) that minimizes 
Ill-PbwII, (5.17) 
over all polynomials of degree k where I] I] w is the norm induced by the inner product: 
(P, 41, = /b~b)qbb+) dx (5.18) 
where w is a nonnegative weight function. 
According to [7] a and b should be chosen as the smallest and largest eigenvalues of A. Close 
estimates of these values are expensive to obtain, therefore we use the following estimates which 
are based on Gershgorin’s theorem, [ll]: a = 0 and b = ]I A ]I m where ]] I] o. denotes the row 
sum norm. For the experiments discussed below we use the Jacobi weights 
W(X) = x”-‘(1 - x)P (5.19) 
with (Y = 0.5 and p = -0.5. 
The coefficients of the polynomial p(A) = C,k_+ciAi of degree k are computed as follows: 
(5.20) 
with 
Yo= 1, 
P+k+2-i 
Y, = a+i 
yipI, i=l,..., k+l. 
A more detailed description of this algorithm is given in [ll]. 
For the sake of computational complexity we apply polynomial preconditioning to the scaled 
system (4.7) in all our experiments. Increasing the degree of the polynomial used clearly 
decreases the number of iterations; the number of iterations for test problem 1 on a 191 X 191-grid 
is 259 for k = 2, 122 for k = 6 and 81 for k = 10. It also increases data locality; the performance 
for test problem 1 on a 191 x 191-grid is 9.1 (9.6) for k = 2, 10.4 (11.0) for k = 6 and 10.8 (11.6) 
for k = 10, where the numbers in parentheses give the rates of CG with polynomial precondition- 
ing using the partitioning described below. For polynomials of high degree, most of the time is 
clearly spent in performing matrix-vector operations (see Table 5). Figure 6 shows that the time 
needed for test problem 1 on a 191 x 191-grid decreases with increasing the degree k. We found 
out, however, that accuracy of the solution suffers from increasing the degree. A degree k < 11 
seems to be a reasonable compromise. 
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Table 5 
Work distribution in CG with polynomial precondition- 
ing (with partitioning), k = 10, on a 191 X 191~grid for 
test problem 1 (81 iterations) 
Operation Mflops Percentage Percentage 
type (time) (number 
(total time of ops) 
33.1 (30.7) 
sec.) 
Total 10.8 (11.6) 100 100 
D~~PYS 6.2 8.7 (9.4) 5.0 
Dotproducts 9.8 3.6 (3.9) 3.3 
Precondi- 
tioning 
‘.. ‘... . . ..._._., 
30 
“..._..,, ~““~‘.........,......,.,... 
- without partitioning 
. with partitioning 
25 1 
2 5 10 1.5 k 
(matrix- 
vector) 11.3 (12.3) 87.7 (86.7) 91.7 
Fig. 6. Timings for polynomial preconditioner applied 
to the 191 X 191-grid varying degree k. 
Data locality can be increased for this method by partitioning the sparse matrix A as 
illustrated in Fig. 7 using a partitioning length 1. For simplicity we assume n2 is divisible by 1 
and 1= pn for an integer p > 2. 
Let A, denote the I, x l,-submatrix of A the last row of which contains the vth diagonal 
element of A with I, = min(1, V) and 1, = min(l+ 2n, Y + n, n2 + n + 1 - Y). Let (x),, denote the 
subvector of x of length 1, consisting of the ith elements of x, i = Y - 1, + 1, _ . . , 3 with 
V = min( n2, Y + n) (as illustrated in Fig. 7). 
The partitioning algorithm is then given by: 
for j=1...n2/l 
for i = 0,. . . , min( k, jl/n) - 1 
perform Aj,_ in ( A'x) jl_ in 
evaluate the elements of A2x,. . . , Akx which have not been evaluated yet. 
The jth iteration for a polynomial of degree 3 is illustrated in Fig. 8. 
v-th col. 
v-th row 
u+n 
Fig. 7. A, and (x),. 
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A AZ A22 A32 
Fig. 8. jth iteration of partitioning for a polynomial of degree 3. 
This partitioning scheme reduces the number of data loads significantly. If we assume a 
user-programmable cache, A of order larger than the cache size and 51 is smaller than the cache 
size, then the number of data loads for the matrix polynomial-vector multiplication without 
partitioning is theoretically p times larger than the number of data loads using partitioning, 
where 
P = k/J/@ + 4. (5.21) 
In our experiments (where we chose the “optimal” values 1= 1719, i.e. p = 9, and k = lo), 
however, since the cache is not user-programmable, the overall performance is improved only by 
10 percent. 
6. Reduced system techniques 
6. I. The basic approach 
The approach considered in this section is based on the use of point red-black ordering and a 
preprocessing step which reduces the size of the system that must be solved [8]. The matrix A has 
the following form 
(6.1) 
where DR and DB are diagonal matrices. Scaling (6.1) and performing a single step of block 
Gaussian elimination yields the following linear system in terms of the black points only. 
(I- D;1’2GTD;1GD;1’2)( D;‘2xB) = D,-“‘fB - D,-“‘G’Dj&. (6.4 
The red points can be recovered after solving the reduced system (6.2) and resealing the solution. 
The advantage of this method is that the new system is only of half the size of the original 
system, therefore the amount of data and the number of operations are reduced while 2-d 
parallelism is preserved. Since the convergence rate of the CG method depends on the number of 
distinct eigenvalues, the convergence of this scheme may be more rapid. The matrix-vector 
products required to solve (6.2) can use an explicit or implicit form of the matrix. On the Alliant 
FX/8, the version using the explicit form of the matrix turned out to be faster although it 
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Mflops t 
. scaled version 
I 
S,,“,,,‘,,,,,,,‘,, .,,,I,,“,,,I, “’ 
400 8000 16000 24000 32000 40000 
vectorlength 
Fig. 9. Multiplication of a nine-diagonal matrix and a vector. 
requires more operations. In what follows, we consider only the explicit 
operations per iteration step, we use the scaled version of (6.2). 
form. In order to save 
Data locality is improved by the fact that the new system is denser than the original one, as 
the ratio between the number of data elements and operations is smaller (see also Fig. 9). The 
reduced system has a matrix consisting of nine diagonals if An is odd and eleven if it is even, as 
opposed to the original system’s pentadiagonal matrix (an odd n is assumed below). 
As a result, this approach is approximately twice as fast as CG with polynomial precondition- 
ing, 25 percent faster than INVC3(1) and almost three times as fast as the scaled CG algorithm. 
The distribution of operations among the three primitives is also more favorable than that of 
the classical CG (see Table 6). This version is not dominated as much by low-performance 
daxpy. 
4.2. Preconditioners for the reduced system 
As the preconditioners of Section 5 reduced the time needed to solve linear systems, we 
attempted to achieve a further time reduction by applying preconditioners to the reduced system. 
Estimates of the condition numbers of MPIA for a block diagonal or block tridiagonal 
incomplete Cholesky preconditioner using a similar technique as in INVCj(1) showed that no 
Table 6 
Work distribution in reduced system approach with 
diagonal scaling on a 191 x 191~grid for test problem 1 
(323 iterations) 
Table 7 
Work distribution in reduced system approach with a 
polynomial preconditioner (with partitioning) on a 191 
X 191-grid for test problem 1 (49 iterations) 
Operation 
type 
Mflops Percentage Percentage 
(time) (number 
(total time: of ops) 
16.6 sec.) 
Operation 
type 
Mflops Percentage Percentage 
(time) (number 
(total time: of ops) 
16.6 (15.4) 
sec.) 
Total 9.3 100 100 
D=PY~ 6.2 34.2 22.8 
Matrix-vector 11.5 48.7 60.2 
Dotproducts 9.8 14.4 15.2 
Total 11.4 (12.3) 100 100 
D=PY~ 6.2 5.2 (5.6) 2.8 
Matrix-vector 11.8 (12.8) 91.9 (91.2) 94.1 
Dotproducts 9.8 2.2 (2.4) 1.9 
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significant improvement was to be expected whereas the condition number for polynomial 
preconditioning was clearly improved. Therefore, based on the discussion in Section 6, the use of 
a polynomial preconditioner was investigated. Unfortunately, the relative increase in the total 
number of operations led to no decrease in time. 
In an attempt to mitigate the problem mentioned above, the partitioning described in section 
5.2 is used which leads to a decrease in time (Table 7). 
7. Numerical experiments 
Three test problems are considered in this section: the model problem as already mentioned in 
Section 3 and two more complicated test problems which were also used by van der Vorst in [14]. 
140 
time (in 5) 
CG : classical CG 
SCG : CG with diagonal scaling 
POLCG : CG with polynomial preconditioner 
........ with partitioning 
MINVCG : CG with preconditioner MINV(l) 
INVICG : CG with preconditioner INVC3(1) 
RDSYCG : reduced system approach 
with diagonal scaling 
. . . . . . polynomial preconditioner 
and partitioning 
Fig. 10. Timings for several Conjugate Gradient methods on a n X n-grid for the Poisson equation. 
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All experiments were run on an Alliant FX/8 with 8 processors. As a stopping criteria 
rjTz, < lo-‘* was used. 
7. I. Test problem I 
We consider the Poisson equation on the unit square 
-a224/ax2 - a*u/ay* =f(x, y) 
with Dir&let boundary conditions, a random right-hand side, and a uniform n X n-grid. 
The timings for some of the considered conjugate gradient schemes are given in Fig. 10. As 
can be seen, diagonal scaling of the system (SCG) gives only a slight improvement over the 
classical conjugate gradient algorithm (CG). Whereas the polynomial preconditioner is about 1.5 
times as fast as CG for large matrices, the incomplete Cholesky preconditioners MINV(l) and 
INVC3(1) turn out to be about 2.5 times as fast as CG. The reduced system approach is clearly 
the fastest method here and about 3.3 times as fast as CG. 
7.2. Test problem 2 
We consider 
on a uniform 98 x 99-grid, where a and f are defined by: 
i 
1000 
4x9 Y)’ 1 
for (x, y) E region I, 
for (x, y) E region II; 
i 
1000 
fb, Y)’ o 
for (x, y) E region I, 
for (x, y) E region II, 
and region I and II as given in Fig. 11. The boundary conditions are of mixed type: U(X, 0) = 0 
and au/an = 0 along the other boundaries. 
The results are given in Table 8. The behavior is for most of the algorithms similar as in test 
problem 1, however, the classical CG converges poorly. Also, all vectorized incomplete Cholesky 
1 
.9 
.l 
L 
I 
II 
0 .l .9 
Fig. 11. Domain for test problem 2. 
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Table 8 
Results for test problem 2 on a 98-99-grid 
Algorithm Time (in set) 
CG 113.1 
SCG 6.6 
MINV(l) 7.2 
INVCj( 1) 
j=l 6.1 
j=2 4.4 
j=3 4.0 
Polynomial prec. (with part.) 
k=lO 5.0 (4.5) 
Reduced system with diag. scaI. 2.6 
Reduced system with pol. prec. 
(with part.) 
k=lO 3.1 (2.9) 
Mflops Number of iterations 
8.8 5252 
9.1 331 
1.9 38 
6.9 126 
7.7 81 
8.2 66 
10.5 (11.6) 43 
9.9 193 
11.6 (12.5) 34 
versions are faster than MINV(l). The use of polynomial preconditioning for the reduced system 
reduces the number of iterations significantly, but it is still slower than the reduced system 
approach with diagonal scaling. 
7.3. Test problem 3 
We consider equation (8.1) on a uniform 200 X 200-grid, a and f are now defined by 
10000 for (x, _v) E region I, 
a(? Y) = I for (x, u) E region II, 
0.1 for (x, _Y) E region III, 
1 
II m 
.75 
I II 
0 .75 1 
Fig. 12. Domain for test problem 3. 
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Table 9 
Results for test problem 3 on a 200 X 200~grid 
Algorithm Time (in sec.) Mflops Number of iterations 
CG 
SCG 
MINV( 1) 
INVCj(1) 
j=l 
j=2 
j=3 
Polynomial prec. (with part.) 
k=lO 
Reduced system with diag. seal. 
Reduced system with pol. prec. 
(with part.) 
k=lO 
3845.2 8.2 41472 
25.1 8.3 289 
22.3 2.2 31 
15.3 7.4 85 
11.7 8.0 56 
11.0 8.5 46 
20.8 (19.2) 10.1 (10.9) 
9.0 8.8 
11.0 (9.0) 9.9 (12.1) 
43 
148 
25 
and regions I, II and III as given in Fig. 12. The boundary conditions are u = 0. The results 
which show the same behavior as the results for test problem 2 are given in Table 9. 
8. Conclusion 
In this paper, the application of preconditioned CG methods to the solution of linear systems 
arising from self-adjoint elliptic partial differential equations on multi-vector processors with a 
shared hierarchical memory system is considered. 
We have some tentative conclusions: 
(1) Preconditioned CG methods for well structured sparse linear systems do not perform, in 
general, as well as dense matrix computations on the architecture considered here. This is due to 
the fact that lack of data locality makes it impossible to exploit the presence of limited cache 
memory, leading to an achievable performance which is limited by the smaller memory 
bandwidth. 
(2) Due to conclusion (1) the best way to reduce the amount of time required to solve the 
system on a multivector processor with a shared hierarchical memory is to reduce the number of 
arithmetic operations. Among the methods considered here the best strategy for achieving this on 
an Alliant FX/8 is to use the reduced system which decreases the time required to about 
one-third of that required by the scaled CG algorithm for all the test problems used here. 
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