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Abstract
In this paper, we introduce and analyze a general iterative algorithm for ﬁnding a
common solution of a combination of variational inequality problems, a combination
of equilibria problem, and a hierarchical ﬁxed point problem in the setting of real
Hilbert space. Under appropriate conditions we derive the strong convergence
results for this method. Several special cases are also discussed. Preliminary numerical
experiments are included to verify the theoretical assertions of the proposed method.
The results presented in this paper extend and improve some well-known results in
the literature.
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1 Introduction
LetH be a real Hilbert space, whose inner product and norm are denoted by 〈·, ·〉 and ‖ · ‖.
Let C be a nonempty closed convex subset of H . Let F : C × C → R be a bifunction, the
equilibrium problem is to ﬁnd x ∈ C such that
F(x, y)≥ , ∀y ∈ C, (.)
which was considered and investigated by Blum and Oettli []. The solution set of (.)
is denoted by EP(F). Equilibrium problems theory provides us with a uniﬁed, natural,
innovative, and general framework to study a wide class of problems arising in ﬁnance,
economics, network analysis, transportation, elasticity, and optimization. This theory has
witnessed an explosive growth in theoretical advances and applications across all disci-
plines of pure and applied sciences; see [–].
If F(u, v) = 〈Au, v – u〉, where A : C → H is a nonlinear operator, then problem (.) is
equivalent to ﬁnding a vector u ∈ C such that
〈v – u,Au〉 ≥ , ∀v ∈ C, (.)
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which is known as the classical variational inequality. The solution of (.) is denoted by
VI(C,A). It is easy to observe that




, where ρ > .
Variational inequalities are being used as amathematical programming tool inmodeling a
large class of problems arising in various branches of pure and applied sciences. In recent
years, variational inequalities have been generalized and extended novel and new tech-
niques in several directions. We now have a variety of techniques to suggest and analyze
various iterative algorithms for solving variational inequalities and related optimization
problems; see [–].
For i = , , . . . ,N , let Fi : C × C → R be bifunctions and ai ∈ (, ) with ∑Ni= ai = .
Deﬁne the mapping
∑N
i= aiFi : C × C → R. The combination of equilibria problem is to
ﬁnd x ∈ C such that
N∑
i=
aiFi(x, y)≥ , ∀y ∈ C, (.)
which was considered and investigated by Suwannaut and Kangtunyakarn []. The set of










If Fi = F, ∀i = , , . . . ,N , then the combination of equilibria problem (.) reduces to the
equilibrium problem (.).
For i = , , . . . ,N , letAi be a strongly positive linear bounded operator on aHilbert space
H with coeﬃcient ρi >  and bi ∈ (, ) with ∑Ni= bi = . The combination of variational
inequality problems is to ﬁnd x ∈ C such that
〈 N∑
i=
biAix, y – x
〉
≥ , ∀y ∈ C. (.)
If Ai = A, ∀i = , , . . . ,N , then the combination of variational inequality problems (.)
reduces to the variational inequality problem (.).
We introduce the following deﬁnitions, which are useful in the following analysis.
Deﬁnition . The mapping T : C →H is said to be
(a) monotone if
〈Tx – Ty,x – y〉 ≥ , ∀x, y ∈ C;
(b) strongly monotone if there exists α >  such that
〈Tx – Ty,x – y〉 ≥ α‖x – y‖, ∀x, y ∈ C;
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(c) strongly positive linear bounded if there exists α >  such that
〈Tx,x〉 ≥ α‖x‖, ∀x ∈ C;
(d) nonexpansive if
‖Tx – Ty‖ ≤ ‖x – y‖, ∀x, y ∈ C;
(e) k-Lipschitz continuous if there exists a constant k >  such that
‖Tx – Ty‖ ≤ k‖x – y‖, ∀x, y ∈ C;
(f ) a contraction on C if there exists a constant ≤ k <  such that
‖Tx – Ty‖ ≤ k‖x – y‖, ∀x, y ∈ C.
It is easy to observe that every α-inverse-strongly monotone T is monotone and Lips-
chitz continuous. It is well known that every nonexpansive operator T :H → H satisﬁes,










∥∥(T(x) – x) – (T(y) – y)∥∥ (.)
and therefore, we get, for all (x, y) ∈H × Fix(T),
〈
x – T(x), y – T(x)
〉≤ 
∥∥T(x) – x∥∥. (.)
The ﬁxed point problem for the mapping T is to ﬁnd x ∈ C such that
Tx = x. (.)
We denote by F(T) the set of solutions of (.). It is well known that F(T) is closed and
convex, and PF (T) is well deﬁned.
Let S : C →H be a nonexpansive mapping. The following problem is called a hierarchi-
cal ﬁxed point problem: Find x ∈ F(T) such that
〈x – Sx, y – x〉 ≥ , ∀y ∈ F(T). (.)
It is well known that the hierarchical ﬁxed point problem (.) links with some mono-
tone variational inequalities and convex programming problems; see []. Various meth-
ods have been proposed to solve the hierarchical ﬁxed point problem; see [–]. By
combining Korpelevich’s extragradient method and the viscosity approximation method,
Ceng et al. [] introduced and analyzed implicit and explicit iterative schemes for com-
puting a common element of the set of ﬁxed points of a nonexpansive mapping and the
set of solutions of the variational inequality for an α-inverse-strongly monotone mapping
in a Hilbert space. Under suitable assumptions, they proved the strong convergence of the
sequences generated by the proposed schemes.
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In , Yao et al. [] introduced the following strong convergence iterative algorithm
to solve problem (.):
yn = βnSxn + ( – βn)xn,
xn+ = PC
[




where f : C → H is a contraction mapping and {αn} and {βn} are two sequences in (, ).
Under some certain restrictions on the parameters, Yao et al. proved that the sequence
{xn} generated by (.) converges strongly to z ∈ F(T), which is the unique solution of the
following variational inequality:
〈
(I – f )z, y – z
〉≥ , ∀y ∈ F(T). (.)
In , Ceng et al. [] investigated the following iterative method:
xn+ = PC
[




, ∀n≥ , (.)
where U is a Lipschitzian mapping, and F is a Lipschitzian and strongly monotone map-
ping. They proved that under some approximate assumptions on the operators and pa-
rameters, the sequence {xn} generated by (.) converges strongly to the unique solution
of the variational inequality
〈
ρU(z) –μF(z),x – z
〉≥ , ∀x ∈ Fix(T). (.)
Very recently, in , Wang and Xu [] investigated an iterative method for a hierarchi-
cal ﬁxed point problem by
yn = βnSxn + ( – βn)xn,
xn+ = PC
[






where S : C → C is a nonexpansive mapping. They proved that under some approximate
assumptions on the operators and parameters, the sequence {xn} generated by (.) con-
verges strongly to the unique solution of the variational inequality (.).
In this paper, motivated by the work of Ceng et al. [, ], Yao et al. [], Wang and Xu
[], Bnouhachem [, ] and by the recent work going in this direction, we give an iter-
ative method for ﬁnding the approximate element of the common set of solutions of (.),
(.), and (.) in a real Hilbert space. We establish a strong convergence theorem based
on this method. We would like to mention that our proposed method is quite general and
ﬂexible and includes many known results for solving of variational inequality problems,
equilibrium problems, and hierarchical ﬁxed point problems; see, e.g., [, , , , ,
] and relevant references cited therein.
2 Preliminaries
In this section, we list some fundamental lemmas that are useful in the consequent anal-
ysis. The ﬁrst lemma provides some basic properties of projection onto C.
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Lemma . Let PC denote the projection of H onto C. Then we have the following inequal-
ities:
〈
z – PC[z],PC[z] – v
〉≥ , ∀z ∈H , v ∈ C; (.)〈
u – v,PC[u] – PC[v]
〉≥ ∥∥PC[u] – PC[v]∥∥, ∀u, v ∈H ; (.)∥∥PC[u] – PC[v]∥∥≤ ‖u – v‖, ∀u, v ∈H ; (.)∥∥u – PC[z]∥∥ ≤ ‖z – u‖ – ∥∥z – PC[z]∥∥, ∀z ∈H ,u ∈ C. (.)
Assumption . [] Let F : C ×C →R be a bifunction satisfying the following assump-
tions:
(A) F(x,x) = , ∀x ∈ C;
(A) F is monotone, i.e., F(x, y) + F(y,x)≤ , ∀x, y ∈ C;
(A) for each x, y, z ∈ C, limt→ F(tz + ( – t)x, y)≤ F(x, y);
(A) for each x ∈ C, y→ F(x, y) is convex and lower semicontinuous.
Lemma . [] Let C be a nonempty closed convex subset of H . Let F : C×C →R satisfy
(A)-(A). Assume that for r >  and ∀x ∈H , deﬁne a mapping Tr :H → C as follows:
Tr(x) =
{
z ∈ C : F(z, y) + r 〈y – z, z – x〉 ≥ ,∀y ∈ C
}
.
Then the following hold:
(i) Tr is nonempty and single-valued;
(ii) Tr is ﬁrmly nonexpansive, i.e.;
∥∥Tr(x) – Tr(y)∥∥ ≤ 〈Tr(x) – Tr(y),x – y〉, ∀x, y ∈H ;
(iii) F(Tr) = EP(F);
(iv) EP(F) is closed and convex.
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H . For
i = , , . . . ,N , let Fi : C × C → R be bifunctions satisfying (A)-(A) with ⋂Ni= EP(Fi) = ∅.
Then
∑N










where ai ∈ (, ) for i = , , . . . ,N and∑Ni= ai = .
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H .
If T : C → C is a nonexpansive mapping with Fix(T) = ∅, then the mapping I – T is
demiclosed at , i.e., if {xn} is a sequence in C weakly converging to x, and if {(I – T)xn}
converges strongly to , then (I – T)x = .
Bnouhachem Fixed Point Theory and Applications 2014, 2014:163 Page 6 of 29
http://www.fixedpointtheoryandapplications.com/content/2014/1/163
Lemma . [] Let U : C → H be a τ -Lipschitzian mapping, and let F : C → H be a
k-Lipschitzian and η-strongly monotone mapping, then for ≤ ρτ < μη, μF – ρU is μη –
ρτ -strongly monotone, i.e.,
〈
(μF – ρU)x – (μF – ρU)y,x – y
〉≥ (μη – ρτ )‖x – y‖, ∀x, y ∈ C.
Lemma . [] Suppose that λ ∈ (, ) and μ > . Let F : C →H be a k-Lipschitzian and
η-strongly monotone operator. In association with a nonexpansive mapping T : C → C,
deﬁne the mapping Tλ : C →H by
Tλx = Tx – λμFT(x), ∀x ∈ C.
Then Tλ is a contraction provided μ < ηk , that is,
∥∥Tλx – Tλy∥∥≤ ( – λν)‖x – y‖, ∀x, y ∈ C,
where ν =  –
√
 –μ(η –μk).
Lemma . [] Assume that {an} is a sequence of nonnegative real numbers such that
an+ ≤ ( – υn)an + δn,




() lim supn→∞ δn/υn ≤  or
∑∞
n= |δn| <∞.
Then limn→∞ an = .
Lemma . [] Let C be a closed convex subset of H . Let {xn} be a bounded sequence in H .
Assume that
(i) the weak w-limit set ww(xn)⊂ C where ww(xn) = {x : xni ⇀ x};
(ii) for each z ∈ C, limn→∞ ‖xn – z‖ exists.
Then {xn} is weakly convergent to a point in C.
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H . For
every i = , , . . . ,N , let Ai be a strongly positive linear bounded operator on a Hilbert space
H with coeﬃcient ρi > , i.e., 〈Aix,x〉 ≥ ρi‖x‖, ∀x ∈H , and ρ¯ =mini=,,...,N ρi. Let {bi}Ni= ⊆
(, ) with
∑N
i= bi = . Then the following properties hold:
(i) ‖I – λ∑Ni= biAi‖ ≤  – λρ¯ and ‖I – λ∑Ni= biAi‖ is a nonexpansive mapping for






3 The proposedmethod and some properties
In this section, we suggest and analyze our method for ﬁnding common solutions of the
combination of equilibria problem (.), the combination of variational inequality prob-
lems (.), and the hierarchical ﬁxed point problem (.).
Let C be a nonempty closed convex subset of a real Hilbert space H . For i = , , . . . ,N ,
let Fi : C × C → R be bifunctions satisfying (A)-(A), let Ai be a strongly positive linear
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bounded operator on a Hilbert space H with coeﬃcient ρi >  and ρ¯ =mini=,,...,N ρi, and
let S,T : C → C be nonexpansive mappings such that F(T) ∩ ⋂Ni= EP(Fi) ∩ ⋂Ni=VI(C,
Ai) = ∅. Let F : C → C be a k-Lipschitzian mapping and be η-strongly monotone, and let
U : C → C be a τ -Lipschitzian mapping.
Algorithm . For an arbitrarily given x ∈ C, let the iterative sequences {un}, {xn}, {yn},




i= aiFi(un, y) + rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C;
zn = PC[un – λn
∑N
i= biAiun];
yn = βnSxn + ( – βn)un;
xn+ = γnxn + ( – γn)PC[αnρU(xn) + (I – αnμF)(T(yn))], ∀n≥ .
(.)
Suppose that the parameters satisfy  < μ < ηk , ≤ ρτ < ν , where ν = –
√
 –μ(η –μk).
Also {γn}, {αn}, {βn}, and {rn} are sequences in (, ) satisfying the following conditions:
(a)  < a≤ γn ≤ b < ,
(b) limn→∞ αn =  and
∑∞
n= αn =∞,





i= bi = ,
(e)
∑∞
n= |αn– – αn| <∞,
∑∞
n= |γn– – γn| <∞, and
∑∞
n= |βn– – βn| <∞,
(f ) lim infn→∞ rn >  and
∑∞
n= |rn– – rn| <∞,
(g) limn→∞ λn =  and
∑∞
n= |λn– – λn| <∞.
If for i = , , . . . ,N , Fi = F ′ and Ai = A, then Algorithm . reduces to Algorithm . for
ﬁnding the common solutions of equilibriumproblem (.), variational inequality problem
(.) and the hierarchical ﬁxed point problem (.).
Algorithm . For an arbitrarily given x ∈ C arbitrarily, let the iterative sequences {un},
{xn}, {yn}, and {zn} be generated by
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
F ′(un, y) + rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C;
zn = PC[un – λnAun];
yn = βnSxn + ( – βn)zn;
xn+ = γnxn + ( – γn)PC[αnρU(xn) + (I – αnμF)(T(yn))], ∀n≥ .
Suppose that the parameters satisfy  < μ < ηk , ≤ ρτ < ν , where ν = –
√
 –μ(η –μk).
Also {γn}, {αn}, {βn}, and {rn} are sequences in (, ) satisfying the following conditions:
(a)  < a≤ γn ≤ b < ,
(b) limn→∞ αn =  and
∑∞
n= αn =∞,
(c) limn→∞(βn/αn) = ,
(d)
∑∞
n= |αn– – αn| <∞,
∑∞
n= |γn– – γn| <∞, and
∑∞
n= |βn– – βn| <∞,
(e) lim infn→∞ rn >  and
∑∞
n= |rn– – rn| <∞,
(f ) limn→∞ λn =  and
∑∞
n= |λn– – λn| <∞.
Remark . Our method can be viewed as an extension and improvement for some well-
known results, for example the following.
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• If γn = , the proposed method is an extension and improvement of the method of
Wang and Xu [] and Bnouhachem [] for ﬁnding the approximate element of the
common set of solutions of a combination of variational inequality problems, a
combination of equilibria problem and a hierarchical ﬁxed point problem in a real
Hilbert space.
• If we have the Lipschitzian mapping U = f , F = I , ρ = μ = , and γn = , we obtain an
extension and improvement of the method of Yao et al. [] for ﬁnding the
approximate element of the common set of solutions of a combination of variational
inequality problems, a combination of equilibria problem and a hierarchical ﬁxed
point problem in a real Hilbert space.
• The contractive mapping f with a coeﬃcient α ∈ [, ) in other papers [, , ] is
extended to the cases of the Lipschitzian mapping U with a coeﬃcient constant
γ ∈ [,∞).
This shows that Algorithm . is quite general and unifying.
Lemma . Let x∗ ∈ F(T) ∩⋂Ni= EP(Fi) ∩⋂Ni=VI(C,Ai). Then {xn}, {un}, {zn}, and {yn}
are bounded.
Proof Let x∗ ∈ F(T) ∩⋂Ni= EP(Fi) ∩⋂Ni=VI(C,Ai); we have x∗ = Trn (x∗). It follows from
Lemmas . and . that un = Trn (xn). Since Trn is nonexpansive mapping, we have
∥∥un – x∗∥∥≤ ∥∥xn – x∗∥∥. (.)
Since limn→∞ λn = , without loss of generality, we may assume that  < λn < ‖Ai‖–, ∀n≥
 and i = , , . . . ,N , by Lemma ., themapping I –λn
∑N
i= biAi is nonexpansivemapping,
and we have
































≤ ∥∥un – x∗∥∥
≤ ∥∥xn – x∗∥∥. (.)
We deﬁne Vn = αnρU(xn) + (I – αnμF)(T(yn)). Next, we prove that the sequence {xn} is
bounded, and without loss of generality we can assume that βn ≤ αn for all n ≥ . From
(.), we have
∥∥xn+ – x∗∥∥ = ∥∥γn(xn – x∗) + ( – γn)(PC[Vn] – PC[x∗])∥∥
≤ γn
∥∥xn – x∗∥∥ + ( – γn)∥∥αnρU(xn) + (I – αnμF)(T(yn)) – x∗∥∥
≤ γn
∥∥xn – x∗∥∥ + ( – γn)(αn∥∥ρU(xn) –μF(x∗)∥∥
+
∥∥(I – αnμF)(T(yn)) – (I – αnμF)T(x∗)∥∥)
= γn
∥∥xn – x∗∥∥ + ( – γn)(αn∥∥ρU(xn) – ρU(x∗) + (ρU –μF)x∗∥∥
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+
∥∥(I – αnμF)(T(yn)) – (I – αnμF)T(x∗)∥∥)
≤ γn
∥∥xn – x∗∥∥ + ( – γn)(αnρτ∥∥xn – x∗∥∥
+ αn
∥∥(ρU –μF)x∗∥∥ + ( – αnν)∥∥yn – x∗∥∥)
= γn
∥∥xn – x∗∥∥ + ( – γn)(αnρτ∥∥xn – x∗∥∥ + αn∥∥(ρU –μF)x∗∥∥
+ ( – αnν)
∥∥βnSxn + ( – βn)zn – x∗∥∥)
≤ γn
∥∥xn – x∗∥∥ + αnρτ ( – γn)∥∥xn – x∗∥∥ + αn( – γn)∥∥(ρU –μF)x∗∥∥
+ ( – αnν)( – γn)
(
βn
∥∥Sxn – Sx∗∥∥ + βn∥∥Sx∗ – x∗∥∥ + ( – βn)∥∥zn – x∗∥∥)
≤ γn
∥∥xn – x∗∥∥ + αnρτ ( – γn)∥∥xn – x∗∥∥ + αn( – γn)∥∥(ρU –μF)x∗∥∥
+ ( – αnν)( – γn)
(
βn
∥∥Sxn – Sx∗∥∥ + βn∥∥Sx∗ – x∗∥∥ + ( – βn)∥∥xn – x∗∥∥)
≤ γn
∥∥xn – x∗∥∥ + αnρτ ( – γn)∥∥xn – x∗∥∥ + αn( – γn)∥∥(ρU –μF)x∗∥∥
+ ( – αnν)( – γn)
(
βn
∥∥xn – x∗∥∥ + βn∥∥Sx∗ – x∗∥∥ + ( – βn)∥∥xn – x∗∥∥)
=
(
 – αn(ν – ρτ )( – γn)
)∥∥xn – x∗∥∥ + αn( – γn)∥∥(ρU –μF)x∗∥∥
+ ( – αnν)( – γn)βn
∥∥Sx∗ – x∗∥∥
≤ ( – αn(ν – ρτ )( – γn))∥∥xn – x∗∥∥
+ αn( – γn)
∥∥(ρU –μF)x∗∥∥ + βn( – γn)∥∥Sx∗ – x∗∥∥
≤ ( – αn(ν – ρτ )( – γn))∥∥xn – x∗∥∥
+ αn( – γn)
(∥∥(ρU –μF)x∗∥∥ + ∥∥Sx∗ – x∗∥∥)
=
(
 – αn(ν – ρτ )( – γn)
)∥∥xn – x∗∥∥
+ αn( – γn)(ν – ρτ )
ν – ρτ
(∥∥(ρU –μF)x∗∥∥ + ∥∥Sx∗ – x∗∥∥)
≤ max
{∥∥xn – x∗∥∥, 
ν – ρτ
(∥∥(ρU –μF)x∗∥∥ + ∥∥Sx∗ – x∗∥∥)},
where the third inequality follows from Lemma . and the ﬁfth inequality follows from
(.). By induction on n, we obtain ‖xn–x∗‖ ≤max{‖x –x∗‖, ν–ρτ (‖(ρU–μF)x∗‖+‖Sx∗–
x∗‖)}, for n≥  and x ∈ C. Hence, {xn} is bounded and consequently, we deduce that {un},
{zn}, {vn}, {yn}, {S(xn)}, {T(xn)}, {F(T(yn))}, and {U(xn)} are bounded. 
Lemma . Let x∗ ∈ F(T) ∩⋂Ni= EP(Fi) ∩⋂Ni=VI(C,Ai) and {xn} be the sequence gener-
ated by Algorithm .. Then we have:
(a) limn→∞ ‖xn+ – xn‖ = .
(b) The weak w-limit set ww(xn)⊂ F(T) (ww(xn) = {x : xni ⇀ x}).
Proof From the nonexpansivity of the mapping I – λn
∑N
i= biAi and PC , we have
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Next, we estimate that
‖yn – yn–‖ =
∥∥βnSxn + ( – βn)zn – (βn–Sxn– + ( – βn–)zn–)∥∥
=
∥∥βn(Sxn – Sxn–) + (βn – βn–)Sxn–
+ ( – βn)(zn – zn–) + (βn– – βn)zn–
∥∥
≤ βn‖xn – xn–‖ + ( – βn)‖zn – zn–‖
+ |βn – βn–|
(‖Sxn–‖ + ‖zn–‖). (.)
It follows from (.) and (.) that
‖yn – yn–‖ ≤ βn‖xn – xn–‖ + ( – βn)
{







+ |βn – βn–|
(‖Sxn–‖ + ‖zn–‖). (.)













〈y – un–,un– – xn–〉 ≥ , ∀y ∈ C. (.)













〈un – un–,un– – xn–〉 ≥ . (.)
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Adding (.) and (.) and using the monotonicity of
∑N













































(un– – xn–) + (xn– – xn)
〉
– ‖un – un–‖
≤ ‖un– – un‖
{∣∣∣∣ – rnrn–
∣∣∣∣‖un– – xn–‖ + ‖xn– – xn‖
}
– ‖un – un–‖
and then
‖un– – un‖ ≤
∣∣∣∣ – rnrn–
∣∣∣∣‖un– – xn–‖ + ‖xn– – xn‖.
Without loss of generality, let us assume that there exists a real number χ such that rn >
χ >  for all positive integers n. Then we get
‖un– – un‖ ≤ ‖xn– – xn‖ + 
χ
|rn– – rn|‖un– – xn–‖. (.)
It follows from (.) and (.) that
‖yn – yn–‖ ≤ βn‖xn – xn–‖ + ( – βn)
{
‖xn – xn–‖ + 
χ
|rn – rn–|‖un– – xn–‖







+ |βn – βn–|
(‖Sxn–‖ + ‖zn–‖)




|rn – rn–|‖un– – xn–‖







+ |βn – βn–|
(‖Sxn–‖ + ‖zn–‖). (.)
Next, we estimate that
‖xn+ – xn‖ =
∥∥(γnxn + ( – γn)PC[Vn]) – (γn–xn– + ( – γn–)PC[Vn–])∥∥
=
∥∥γn(xn – xn–) + (γn – γn–)xn– + ( – γn)(PC[Vn] – PC[Vn–])
– (γn – γn–)PC[Vn–]
∥∥
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≤ γn‖xn – xn–‖ + |γn – γn–|
(‖xn–‖ + ∥∥PC[Vn–]∥∥)
+ ( – γn)
∥∥PC[Vn] – PC[Vn–]∥∥. (.)
Applying Lemma . to get
∥∥PC[Vn] – PC[Vn–]∥∥ ≤ ∥∥αnρ(U(xn) –U(xn–)) + (αn – αn–)ρU(xn–)




– (I – αnμF)T(yn–)








≤ αnρτ‖xn – xn–‖ + ( – αnν)‖yn – yn–‖
+ |αn – αn–|
(∥∥ρU(xn–)∥∥ + ∥∥μF(T(yn–))∥∥). (.)
From (.) and (.), we have
∥∥PC[Vn] – PC[Vn–]∥∥ ≤ αnρτ‖xn – xn–‖
+ ( – αnν)
(
‖xn – xn–‖ + 
μ
|rn – rn–|‖un– – xn–‖







+ |βn – βn–|
(‖Sxn–‖ + ‖zn–‖)
+ |αn – αn–|
(∥∥ρU(xn–)∥∥ + ∥∥μF(T(yn–))∥∥)
≤ ( – (ν – ρτ )αn)‖xn – xn–‖ + 
μ
|rn – rn–|‖un– – xn–‖





∥∥∥∥∥ + |βn – βn–|(‖Sxn–‖ + ‖zn–‖)
+ |αn – αn–|
(∥∥ρU(xn–)∥∥ + ∥∥μF(T(yn–))∥∥). (.)
Substituting (.) into (.), we get
‖xn+ – xn‖ ≤
(
 – (ν – ρτ )( – γn)αn
)‖xn – xn–‖ + 
μ
|rn – rn–|‖un– – xn–‖





∥∥∥∥∥ + |βn – βn–|(‖Sxn–‖ + ‖zn–‖)
+ |αn – αn–|
(∥∥ρU(xn–)∥∥ + ∥∥μF(T(yn–))∥∥)
+ |γn – γn–|
(‖xn–‖ + ∥∥PC[Vn–]∥∥)




|rn – rn–| + |λn – λn–| + |βn – βn–|
+ |αn – αn–| + |γn – γn–|
)
. (.)






















It follows by conditions (a)-(b), (e)-(g) of Algorithm . and Lemma . that
lim
n→∞‖xn+ – xn‖ = .
Since xn+ – xn = ( – γn)(PC[Vn] – xn), we obtain
lim
n→∞
∥∥PC[Vn] – xn∥∥ = . (.)
Next, we show that limn→∞ ‖un – xn‖ = . Since Trn is ﬁrmly nonexpansive, we have
∥∥un – x∗∥∥ = ∥∥Trn (xn) – Trn(x∗)∥∥
≤ 〈un – x∗,xn – x∗〉
= 
{∥∥un – x∗∥∥ + ∥∥xn – x∗∥∥ – ∥∥un – x∗ – (xn – x∗)∥∥}.
Hence, we get
∥∥un – x∗∥∥ ≤ ∥∥xn – x∗∥∥ – ‖un – xn‖.
From (.) and the inequality above, we have
∥∥PC[Vn] – x∗∥∥ = 〈PC[Vn] – x∗,PC[Vn] – x∗〉
=
〈




Vn – x∗,PC[Vn] – x∗
〉
≤ 〈αn(ρU(xn) –μF(x∗)) + (I – αnμF)(T(yn))













































∥∥xn – x∗∥∥∥∥PC[Vn] – x∗∥∥ + αn〈ρU(x∗) –μF(x∗),PC[Vn] – x∗〉
+ ( – αnν)
∥∥yn – x∗∥∥∥∥PC[Vn] – x∗∥∥
≤ αnρτ













+ ( – αnν)
(∥∥yn – x∗∥∥ + ∥∥PC[Vn] – x∗∥∥)
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≤ ( – αn(ν – ρτ ))














+ ( – αnν)
(
βn
∥∥Sxn – x∗∥∥ + ( – βn)∥∥zn – x∗∥∥)
≤ ( – αn(ν – ρτ ))














+ ( – αnν)βn
∥∥Sxn – x∗∥∥
+ ( – αnν)( – βn)
{∥∥xn – x∗∥∥ – ‖un – xn‖}, (.)
which implies that
∥∥PC[Vn] – x∗∥∥ ≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥












+ ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥
+ ( – αnν)( – βn) + αn(ν – ρτ )
{∥∥xn – x∗∥∥ – ‖un – xn‖}
≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥












+ ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥
+
∥∥xn – x∗∥∥ – ( – αnν)( – βn) + αn(ν – ρτ ) ‖un – xn‖.
Hence,
( – αnν)( – βn)
 + αn(ν – ρτ )
‖un – xn‖
≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥












+ ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥ + ∥∥xn – x∗∥∥ – ∥∥PC[Vn] – x∗∥∥
≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥ + ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥













(∥∥xn – x∗∥∥ + ∥∥PC[Vn] – x∗∥∥)∥∥PC[Vn] – xn∥∥.
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Since limn→∞ ‖PC[Vn] – xn‖ = , αn → , βn → , we obtain
lim
n→∞‖un – xn‖ = . (.)
By (.) and the nonexpansivity of the mapping I – λn
∑N
i= biAi, we get


































































{∥∥zn – x∗∥∥ + ∥∥un – x∗∥∥
–






















{∥∥zn – x∗∥∥ + ∥∥un – x∗∥∥ – ‖un – zn‖






























where the second inequality follows from (.). From (.), and the inequality above, we
have
∥∥PC[Vn] – x∗∥∥ ≤ ( – αn(ν – ρτ ))
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+ ( – αnν)
(
βn
∥∥Sxn – x∗∥∥ + ( – βn)∥∥zn – x∗∥∥)
≤ ( – αn(ν – ρτ ))














+ ( – αnν)
{
βn
∥∥Sxn – x∗∥∥ + ( – βn)
(∥∥xn – x∗∥∥












∥∥PC[Vn] – x∗∥∥ ≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥












+ ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥
+ ( – αnν)( – βn) + αn(ν – ρτ )
{∥∥xn – x∗∥∥ – ‖un – zn‖










≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥ + ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥














+ ( – αnν)( – βn) + αn(ν – ρτ )
{
–‖un – zn‖












( – αnν)( – βn)
 + αn(ν – ρτ )
‖un – zn‖
≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥ + ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥













∥∥xn – x∗∥∥ – ∥∥PC[Vn] – x∗∥∥
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≤ αnρτ + αn(ν – ρτ )
∥∥xn – x∗∥∥ + ( – αnν)βn + αn(ν – ρτ )
∥∥Sxn – x∗∥∥













(∥∥xn – x∗∥∥ + ∥∥PC[Vn] – x∗∥∥)∥∥PC[Vn] – xn∥∥









Since limn→∞ ‖PC[Vn] – xn‖ = , αn → , βn → , and limn→∞ λn = , we obtain
lim
n→∞‖un – zn‖ = . (.)
It follows from (.) and (.) that
lim
n→∞‖xn – zn‖ = . (.)
Since T(xn) ∈ C, we have
∥∥xn – T(xn)∥∥ ≤ ‖xn – xn+‖ + ∥∥xn+ – T(xn)∥∥
= ‖xn – xn+‖ +
∥∥γn(xn – T(xn)) + ( – γn)(PC[Vn] – T(xn))∥∥
≤ ‖xn – xn+‖ + γn
∥∥xn – T(xn)∥∥
+ ( – γn)
∥∥αn(ρU(xn) –μF(T(yn))) + T(yn) – T(xn)∥∥
≤ ‖xn – xn+‖ + γn
∥∥xn – T(xn)∥∥
+ αn( – γn)
∥∥ρU(xn) –μF(T(yn))∥∥ + ( – γn)‖yn – xn‖
= ‖xn – xn+‖ + γn
∥∥xn – T(xn)∥∥ + αn( – γn)∥∥ρU(xn) –μF(T(yn))∥∥
+ ( – γn)
∥∥βnSxn + ( – βn)zn – xn∥∥
≤ ‖xn – xn+‖ + γn
∥∥xn – T(xn)∥∥ + αn( – γn)∥∥ρU(xn) –μF(T(yn))∥∥
+ βn( – γn)‖Sxn – xn‖ + ( – βn)( – γn)‖zn – xn‖,
which implies that
∥∥xn – T(xn)∥∥ ≤  – γn ‖xn – xn+‖ + αn
∥∥ρU(xn) –μF(T(yn))∥∥
+ βn‖Sxn – xn‖ + ( – βn)‖zn – xn‖.
Since limn→∞ ‖xn+ – xn‖ = , αn → , βn → , and ‖ρU(xn) –μF(T(yn))‖ and ‖Sxn – xn‖
are bounded, and limn→∞ ‖zn – xn‖ = , we obtain
lim
n→∞
∥∥xn – T(xn)∥∥ = .
Since {xn} is bounded, without loss of generalitywe can assume that xn ⇀ x∗ ∈ C. It follows
from Lemma . that x∗ ∈ F(T). Therefore ww(xn)⊂ F(T). 
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Theorem . The sequence {xn} generated by Algorithm . converges strongly to z, which
is the unique solution of the variational inequality
〈
ρU(z) –μF(z),x – z






Proof Since {xn} is bounded xn ⇀ w and from Lemma ., we have w ∈ F(T). Next, we






〈y – un,un – xn〉 ≥ , ∀y ∈ C.





〈y – un,un – xn〉 ≥
N∑
i=
aiFi(y,un), ∀y ∈ C
and
〈







aiFi(y,unk ), ∀y ∈ C. (.)
Since limn→∞ ‖un – xn‖ = , and xn ⇀ w, it is easy to observe that unk → w. For any  <
t ≤  and y ∈ C, let yt = ty + ( – t)w, and let us have yt ∈ C. Then from (.), we obtain
≥ –
〈







aiFi(yt ,unk ). (.)











aiFi(yt , yt)≤ t
N∑
i=







aiFi(yt , y), (.)
which implies that
∑N
i= aiFi(yt , y)≥ . Letting t → +, we have
N∑
i=
aiFi(w, y)≥ , ∀y ∈ C,
therefore, w ∈ EP(∑Ni= aiFi) =⋂Ni= EP(Fi).
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Furthermore, we show that w ∈⋂Ni=VI(C,Ai). Let
Tv =
{∑N
i= biAiv +NCv, ∀v ∈ C,
∅, otherwise,
where NCv := {w ∈ H : 〈w, v – u〉 ≥ ,∀u ∈ C} is the normal cone to C at v ∈ C. Then T
is maximal monotone and  ∈ Tv if and only if v ∈ VI(C,∑Ni= biAi) (see []). Let G(T)
denote the graph of T , and let (v,u) ∈ G(T); since u –∑Ni= biAiv ∈ NCv and zn ∈ C, we
have
〈






It follows from zn = PC[un – λn
∑N
i= biAiun] and v ∈ C that
〈



















Therefore, from (.) and strongly positivity of
∑N
i= biAi, we have
〈v – znk ,u〉 ≥
〈


















































v – znk ,
N∑
i=



































Since limn→∞ ‖un – zn‖ =  and unk → w, it is easy to observe that znk → w. Hence, we
obtain 〈v – w,u〉 ≥ . Since T is maximal monotone, we have w ∈ T–, and hence, w ∈














Observe that the constants satisfy ≤ ρτ < ν and
k ≥ η ⇐⇒ k ≥ η













⇐⇒ μη ≥ ν,
therefore, from Lemma ., the operator μF – ρU is μη – ρτ strongly monotone, and
we get the uniqueness of the solution of the variational inequality (.) and denote it by
z ∈ F(T)∩⋂Ni= EP(Fi)⋂Ni=VI(C,Ai).
Next, we claim that lim supn→∞〈ρU(z) –μF(z),xn – z〉 ≤ . Since {xn} is bounded, there













ρU(z) –μF(z),w – z
〉≤ .



















ρU(z) –μF(z),xn – z
〉≤ .
Next, we show that xn → z. Note that
∥∥PC[Vn] – z∥∥ = 〈PC[Vn] – z,PC[Vn] – z〉
=
〈




Vn – z,PC[Vn] – z
〉
≤ 〈αn(ρU(xn) –μF(z)) + (I – αnμF)(T(yn))






























≤ αnρτ‖xn – z‖
∥∥PC[Vn] – z∥∥ + αn〈ρU(z) –μF(z),PC[Vn] – z〉
+ ( – αnν)‖yn – z‖
∥∥PC[Vn] – z∥∥
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≤ αnρτ‖xn – z‖
∥∥PC[Vn] – z∥∥ + αn〈ρU(z) –μF(z),PC[Vn] – z〉
+ ( – αnν)
{
βn‖Sxn – Sz‖ + βn‖Sz – z‖
+ ( – βn)‖zn – z‖
}∥∥PC[Vn] – z∥∥
≤ αnρτ‖xn – z‖
∥∥PC[Vn] – z∥∥ + αn〈ρU(z) –μF(z),PC[Vn] – z〉
+ ( – αnν)
{
βn‖xn – z‖ + βn‖Sz – z‖




 – αn(ν – ρτ )
)‖xn – z‖∥∥PC[Vn] – z∥∥
+ αn
〈
ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn‖Sz – z‖
∥∥PC[Vn] – z∥∥
≤  – αn(ν – ρτ )
(‖xn – z‖ + ∥∥PC[Vn] – z∥∥)
+ αn
〈
ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn‖Sz – z‖
∥∥PC[Vn] – z∥∥,
which implies that
∥∥PC[Vn] – z∥∥ ≤  – αn(ν – ρτ ) + αn(ν – ρτ )‖xn – z‖
+ αn + αn(ν – ρτ )
〈
ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn + αn(ν – ρτ )
‖Sz – z‖∥∥PC[Vn] – z∥∥
≤ ( – αn(ν – ρτ ))‖xn – z‖




ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn
αn(ν – ρτ )
‖Sz – z‖∥∥PC[Vn] – z∥∥
}
.
From (.) and the inequality above, we get
‖xn+ – z‖ ≤ γn‖xn – z‖ + ( – γn)
∥∥PC(Vn) – z∥∥
≤ γn‖xn – z‖ +
(
 – αn(ν – ρτ )
)
( – γn)‖xn – z‖




ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn
αn(ν – ρτ )




 – αn(ν – ρτ )( – γn)
)‖xn – z‖




ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn
αn(ν – ρτ )
‖Sz – z‖∥∥PC[Vn] – z∥∥
}
.
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Let
υn = αn( – γn)(ν – ρτ )
and
δn =
αn( – γn)(ν – ρτ )




ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn
αn(ν – ρτ )













ρU(z) –μF(z),PC[Vn] – z
〉
+ ( – αnν)βn
αn(ν – ρτ )











Thus all the conditions of Lemma . are satisﬁed. Hence we deduce that xn → z. This
completes the proof. 
4 Applications
To verify the theoretical assertions, we consider the following examples.



























Condition (c) is satisﬁed. We compute








= n(n – ) .
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It is easy to show
∑∞
n= |αn– – αn| < ∞. Similarly, we can show
∑∞
n= |γn– – γn| < ∞ and∑∞
n= |βn– – βn| <∞. The sequences {αn}, {γn} and {βn} satisfy condition (e). We have
lim inf
n→∞ rn = lim infn→∞
n




|rn– – rn| =
∞∑
n=













Then the sequence {rn} satisﬁes condition (f ),
∞∑
n=
|λn– – λn| =
∞∑
n=





∣∣∣∣ n – n + 
∣∣∣∣
≤  .
Then the sequence {λn} satisﬁes condition (g).
Let R be the set of real numbers, and let the mapping T :R→R be deﬁned by
T(x) = x , ∀x ∈R,
let the mapping F :R→R be deﬁned by
F(x) = x +  , ∀x ∈R,
let the mapping S :R→R be deﬁned by
S(x) = x , ∀x ∈R,
let the mapping U :R→R be deﬁned by
U(x) = x , ∀x ∈R,
and, for i = , , . . . ,N , let the mapping Ai :R→R be deﬁned by
Aix =
ix
 , ∀x ∈R
Bnouhachem Fixed Point Theory and Applications 2014, 2014:163 Page 24 of 29
http://www.fixedpointtheoryandapplications.com/content/2014/1/163
and bi = i +

NN , and let the mapping Fi :R×R→R be deﬁned by
Fi(x, y) = i
(
–x + xy + y
)
, ∀(x, y) ∈R×R
and ai = i +

NN .
It is easy to show thatT and S are nonexpansivemappings, F is a -Lipschitzianmapping
and  -strongly monotone, U is a

 -Lipschitzian, Ai is a strongly positive linear bounded















〈y – un,un – xn〉
= σ
(
–un + uny + y
)
+ rn






 ≤ σ rn
(




yun – yxn – un + unxn
)
= σ rny + (σ rnun + un – xn)y – σ rnun – un + unxn.
Let B(y) = σ rny + (σ rnun + un – xn)y – σ rnun – un + unxn. B(y) is a quadratic function
of y with coeﬃcient a = σ rn, b = σ rnun + un – xn, c = –σ rnun – un + unxn. We determine
the discriminant  of B as follows:
 = b – ac
= (σ rnun + un – xn) – σ rn
(
–σ rnun – un + unxn
)
= un + σ rnun + σ unrn – xnun – σxnunrn + xn
= (un + σunrn) – xn(un + σunrn) + xn
= (un + σunrn – xn).
We have B(y)≥ , ∀y ∈R. If it has at most one solution in R, then  = , we obtain
un =
xn
 + σ rn
. (.)
For every n≥ , from (.), we rewrite (.) as follows:
⎧⎪⎨
⎪⎩
zn = xn+σ rn –
∑N
i= bi ixn(n+)(+σ rn) ;
yn = xnn + ( –

n )zn;
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Table 1 The values of {un}, {zn}, {yn}, and {xn} with initial value x1 = 40
Algorithm 3.1 Algorithm 3.2
un zn yn xn un zn yn xn
n = 1 8.421503 7.218431 13.333333 40.000000 11.428571 10.000000 13.333333 40.000000
n = 2 3.885140 3.052610 3.642264 23.309524 5.379121 4.370536 4.795449 23.309524
n = 3 1.085370 0.775264 0.835318 7.190160 1.604140 1.203105 1.252615 7.619663
n = 4 0.220346 0.141651 0.147471 1.542332 0.357438 0.245739 0.251207 1.787190
n = 5 0.034921 0.019955 0.020470 0.253162 0.063694 0.039809 0.040368 0.329084
n = 6 0.004160 0.002080 0.002118 0.030902 0.008976 0.005049 0.005099 0.047445
n = 7 0.000057 0.000025 0.000025 0.000433 0.000591 0.000296 0.000298 0.003179
n = 8 –0.000348 –0.000124 –0.000126 –0.002665 –0.000430 –0.000188 –0.000189 –0.002341
n = 9 –0.000338 –0.000096 –0.000098 –0.002617 –0.000478 –0.000179 –0.000180 –0.002627
n = 10 –0.000298 –0.000064 –0.000065 –0.002333 –0.000428 –0.000134 –0.000134 –0.002373
Table 2 The values of {un}, {zn}, {yn} and {xn} with initial value x1 = –40
Algorithm 3.1 Algorithm 3.2
un zn yn xn un zn yn xn
n = 1 –8.421503 –7.218431 –13.333333 –40.000000 –11.428571 –10.000000 –13.333333 –40.000000
n = 2 –3.888542 –3.055283 –3.645453 –23.329932 –5.383830 –4.374362 –4.799647 –23.329932
n = 3 –1.088631 –0.777594 –0.837828 –7.211768 –1.608768 –1.206576 –1.256229 –7.641647
n = 4 –0.222630 –0.143120 –0.149000 –1.558322 –0.360740 –0.248009 –0.253528 –1.803701
n = 5 –0.036521 –0.020869 –0.021408 –0.264761 –0.066018 –0.041261 –0.041841 –0.341094
n = 6 –0.005362 –0.002681 –0.002730 –0.039833 –0.010719 –0.006029 –0.006089 –0.056658
n = 7 –0.001018 –0.000436 –0.000442 –0.007695 –0.001979 –0.000990 –0.000997 –0.010638
n = 8 –0.000452 –0.000161 –0.000163 –0.003463 –0.000722 –0.000316 –0.000318 –0.003931
n = 9 –0.000346 –0.000099 –0.000100 –0.002685 –0.000507 –0.000190 –0.000191 –0.002787
n = 10 –0.000299 –0.000064 –0.000065 –0.002338 –0.000430 –0.000135 –0.000135 –0.002387
Figure 1 The convergence of {un}, {zn}, {yn}, and {xn} with initial value x1 = 40 for Algorithm 3.1 and
Algorithm 3.2.
In all the tests we take ρ =  and μ =

 . In our example, η =

 , k = , τ =

 . It is easy to
show that the parameters satisfy  < μ < ηk ,  ≤ ρτ < ν , where ν =  –
√
 –μ(η –μk).
All codes were written in Matlab, the values of {un}, {zn}, {yn}, and {xn} with diﬀerent n
are reported in Tables  and .
Remark . Tables  and , and Figures  and  show that the sequences {un}, {zn}, {yn}
and {xn} converge to , where {} = F(T)∩⋂Ni= EP(Fi)∩⋂Ni=VI(C,Ai).
Tables  and  show that the convergence of Algorithm . is faster than Algorithm ..
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Figure 2 The convergence of {un}, {zn}, {yn}, and {xn} with initial value x1 = –40 for Algorithm 3.1 and
Algorithm 3.2.
Example . In this example we take the same mappings and parameters as in Exam-
ple . except T and Fi.
Let T : [, ]→ [, ] be deﬁned by
T(x) = x +  , ∀x ∈ [, ],
and for i = , , . . . ,N , let the mapping Fi : [, ]× [, ]→R be deﬁned by
Fi(x, y) = i(y – x)(y + x – ), ∀(x, y) ∈ [, ]× [, ],
and ai = i +
















〈y – un,un – xn〉
= ω(y – un)(y + un – ) +

rn








 ≤ ωrn(y – un)(y + un – ) +
(
yun – yxn – un + unxn
)
= ωrny + (ωrnun + un – xn – ωrn)y + ωrnun – un – ωrnun + unxn.
Let A(y) = ωrny + (ωrnun + un – xn – ωrn)y + ωrnun – un – ωrnun + unxn. A(y) is a
quadratic function of y with coeﬃcient a = ωrn, b = ωrnun + un – xn – ωrn, c = ωrnun –
un – ωrnun + unxn. We determine the discriminant  of A as follows:
 = b – ac
= (ωrnun + un – xn – ωrn) – ωrn
(
ωrnun – un – ωrnun + unxn
)
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= ωrn – ωrnun – ωrnun + un + ωrnun + ωrnun
+ ωrnxn – unxn – ωrnunxn + xn
= (un – ωrn + ωunrn – xn).





For every n≥ , we rewrite (.) as follows:
⎧⎪⎨
⎪⎩
zn = P[,](un –
∑N
i= bi iun(n+) );
yn = xnn + ( –

n )zn;









Remark . Table  and Figure  show that the sequences {un}, {zn}, {yn}, and {xn} con-
verge to , where {} = F(T)∩⋂Ni= EP(Fi)∩⋂Ni=VI(C,Ai).
Table  shows that the convergence of Algorithm . is faster than Algorithm ..
Table 3 The values of {un}, {zn}, {yn}, and {xn} with initial value x1 = 40
Algorithm 3.1 Algorithm 3.2
un zn yn xn un zn yn xn
n = 1 14.565222 12.484476 13.333333 40.000000 16.600000 14.525000 13.333333 40.000000
n = 2 7.061065 5.547979 5.780054 22.213719 8.071240 6.557882 6.663719 22.213719
n = 3 2.655057 1.896469 1.916476 7.309903 2.998732 2.249049 2.258293 7.495879
n = 4 1.315259 1.000000 0.996151 2.261036 1.403685 1.000000 0.996732 2.372530
n = 5 1.038213 1.000000 0.995087 1.157630 1.049019 1.000000 0.995124 1.171566
n = 6 1.003740 1.000000 0.996938 1.015763 1.004804 1.000000 0.996940 1.017157
n = 7 1.000307 1.000000 0.998058 1.001314 1.000394 1.000000 0.998058 1.001430
n = 8 1.000022 1.000000 0.998698 1.000094 1.000028 1.000000 0.998698 1.000102
n = 9 1.000001 1.000000 0.999086 1.000006 1.000002 1.000000 0.999086 1.000006
n = 10 1.000000 1.000000 0.999333 1.000000 1.000000 1.000000 0.999333 1.000000
Figure 3 The convergence of {un}, {zn}, {yn}, and {xn} with initial values x1 = 40 for Algorithm 3.1 and
Algorithm 3.2.
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5 Conclusions
In this paper, we suggest and analyze an iterative method for ﬁnding the approximate el-
ement of the common set of solutions of (.), (.), and (.) in real Hilbert space, which
can be viewed as a reﬁnement and improvement of some existing methods for solving
a variational inequality problem, an equilibrium problem, and a hierarchical ﬁxed point
problem. Some existingmethods (e.g. [, , , , , ]) can be viewed as special cases
of Algorithm .. Therefore, the new algorithm is expected to be widely applicable. In hi-
erarchical ﬁxed point problem (.), if S = I – (ρU – μF), then we can get the variational
inequality (.).
In (.), if U =  then we get the variational inequality
〈
F(z),x – z






which just is the variational inequality studied by Suzuki [] extending the common set of
solutions of a combination of variational inequality problems, a combination of equilibria
problem, and a hierarchical ﬁxed point problem.
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