Fog computing is an emerging architecture intended for alleviating the network burdens at the cloud and the core network by moving resource-intensive functionalities such as computation, communication, storage, and analytics closer to the End Users (EUs). In order to address the issues of energy efficiency and latency requirements for the time-critical Internet-of-Things (IoT) applications, fog computing systems could apply intelligence features in their operations to take advantage of the readily available data and computing resources. In this paper, we propose an approach that involves device-driven and human-driven intelligence as key enablers to reduce energy consumption and latency in fog computing via two case studies. The first one makes use of the machine learning to detect user behaviors and perform adaptive low-latency Medium Access Control (MAC)-layer scheduling among sensor devices. In the second case study on task offloading, we design an algorithm for an intelligent EU device to select its offloading decision in the presence of multiple fog nodes nearby, at the same time, minimize its own energy and latency objectives. Our results show a huge but untapped potential of intelligence in tackling the challenges of fog computing.
Introduction
With a projection of 50 billion Internet of Things (IoT) objects within the next five years, including power and computation-hungry devices such as wearables, autonomous vehicles, drones, robots, AugmentedReality (AR) and Virtual-Reality (VR) gadgets, the seamless amalgamation of all "things" in the network presents a challenge at an unprecedented scale. In fact, under the time-critical requirements of low latency and jitter, energy efficiency, context awareness, availability, and data privacy preservation, it is impractical for the traditional cloud computing model to cope with the sheer amount of data traffic generated by billions of IoT objects. To ease the burden on the cloud, a new layer of networking, computation, storage and resources could be deployed at the network edge near the End Users (EUs) and data sources, which is known as fog computing, edge computing, and mobile edge computing.
Proposed by Cisco [1] , fog computing promotes distributed and localized processing of data, which conforms to the locality philosophy of the big data regime. We could also apply Artificial Intelligence (AI) techniques such as Machine Learning (ML) on the millions of terabytes of data collected to optimize the operations of fog systems. Therefore, fog computing is tipped to be "the next big thing" [2] in the market, taking over cloud computing in bringing the IoT, big data and distributed intelligence together.
As a key enabler for the IoT and fog computing, intelligence refers to the integration of specialized techniques in the operation, control and optimization of the whole fog network. For instance, intelligent network data analysis makes the system more context-aware and responsive to the dynamics of the environment, with a view to optimizing key performance metrics of the EUs, particularly energy consumption and latency. Intelligence and the fog architecture can benefit from each other, bringing powerful smart computation right next to the users, which significantly reduces bottlenecks of the core network and increases network scalability for IoT applications. In the literature, there are a large number of works on distributed intelligence in computing, including renowned mobile cloud/edge frameworks, such as Cloudlet [3] and MAUI [4] , renewed interests in applying intelligence to the fog and IoT systems, such as the ML-enabled fog gateway in Refs. [5, 6] , and a cognitive IoT smart home in Ref. [7] , just to name a few. Current research efforts on fog systems as shown in Ref. [5] have sought to bring intelligence to the network edge at the node level in a device-driven approach. Concurrently, IoT applications such as [6, 7] aim to be human-driven, as human-network interactions are becoming more and more prominent. Our proposed approach will encapsulate the above two characteristics of intelligence in an IoT-based fog computing scenario, and our main goal is to take advantage of their strengths to improve the performance of the system in terms of energy consumption and latency.
To demonstrate the device and human-driven characteristics of intelligence, we look at two particular cases for its usage. The first is a body sensor network consisting of IoT sensors and a fog gateway for health monitoring. Utilizing analytics of real-time human data, the system can detect the users' urgent activities and adaptively adjust the sampling rate of sensors and schedule resources (timeslots in the MAC layer), thereby effectively achieves low latency and jitter. In the second case, we explore a task offloading problem where a computing IoT node of limited battery and processing power needs to either process or offload some local tasks. With a cluster of fog nodes deployed nearby, the node considers its offloading decision to minimize its energy and latency, which is solved by us via a mathematical optimization framework.
In the next sections of this paper, we firstly analyze the major features of a fog computing architecture, which is followed by some key considerations for enabling intelligence in the fog and IoT networks. Based on these discussions, we then propose our approaches by analyzing two specific cases to demonstrate the human-driven and device-driven intelligence. Finally, we draw the conclusions.
Fog computing: the state of the art

End-to-end fog network architecture
Fog computing is not a replacement for the cloud computing, but a complementary architecture between the service provider at the cloud and IoT devices to enhance the Quality of Service (QoS) and Quality of Experience (QoE) of the EUs. The fog computing architecture is very flexible, which could be one layer between the EUs and the cloud provider, or some hierarchical layers of fog nodes as shown in Fig. 1 . Whenever an EU requests for services, the provider will either serve the request at the cloud, or delegating it to the available fog nodes within the EU's vicinity. The fog nodes are the most important element of this architecture, which have three functions: computation, communication, and storage. Fog nodes can serve in different places with different main functions, and in different forms.
At fog layer 1, the fog nodes can be the wireless access points, routers, or IoT gateways deployed by an enterprise. These nodes are one or twohop away from the IoT devices, so they can provide services with latency of a few tens of milliseconds. The services provided at the first layer are usually small-scale and single-purpose, deploying containerization technology (to be discussed in the next section).
If the EUs request huge computational tasks, the fog node can form a cluster with several neighboring fog nodes, or with a fog node in the upper layer to serve the request. Fog nodes in layer 2 cover a larger area as they include several fog nodes in layer 1, and they have connections to the cloud and the fog nodes in the first layer via fiber. Typically, these fog nodes have more powerful specifications, e.g., faster CPUs, more cores, dedicated Graphic Processing Units (GPUs), and larger storage. So they can quickly support the fog nodes in layer 1 by scaling up computation capacity.
The fog architecture is a versatile one in regards to intelligence. It can accommodate and execute intelligence anywhere from the cloud to the intermediate fog nodes and finally to the devices of the EUs at the edge of networks.
Main software features in fog computing
The fog computing paradigm should be flexible enough to provide scalability, portability, and high availability for billions of IoT devices. In providing services and applications for every user, there are some advances in software technologies including containers, VMs, and cluster orchestration, as indicated in Fig. 1 . Containers and VMs both refer to the isolated environments to run applications requested by users, but there are major differences between them.
Containers: A container is "a lightweight, stand-alone, executable package of a piece of software that includes everything needed to run it: code, runtime, system tools, system libraries, settings" [8] . In short, containerization allows for packaging the entire service and application of a user into an isolated platform-independent software environment, compact enough to be fetched to and run at various locations in the network. Many containerization technologies have been rapidly developed, including Docker, LinuX Container (LXC), OpenVZ, Rocket (CoreOS), LXD (Canonical-Ubuntu), and so on, among which the most popular one is Docker container [8] . Using container images, the near-user fog nodes can flexibly fetch a container image from a container registry, either public or private, for a certain application to directly serve requests without the need for pre-configuring the nodes or making users rely on the cloud. The container images consist of all software dependencies for running the application, so they can easily deploy cross platforms. Virtual Machines: Unlike containerization, Virtual Machine (VM) packages the whole operating system as a VM which includes the services and applications inside. Seminal works in the mobile cloud/edge computing, such as Cloudlet [3] , MAUI [4] , and many subsequent prototypes for fog computing systems, use VM-based models to implement their systems. Compared with containers, VMs are inherently much larger in size and use much more resources. Hence, a machine can host far less VMs than containers; and a VM can incur a far bigger overhead (in terms of disk space, memory and CPU) than a container during the fetching and initializing stage.
For the two virtualization technologies, containers show advantages over VMs in the fog computing with quick deployment, elastic computation capacity and fast migration containers from one fog node to another.
Fog Cluster Management: Heavy applications such as the computer vision and the speech recognition may need to be distributed among a cluster of fog nodes in order to meet the stringent latency requirements and high availability of the network. As in Fig. 1 , neighboring fog nodes, or nodes having certain similar capabilities (CPUs, GPUs and memory), can form a cluster of nodes. Logically, a cluster is comprised of multiple containers which collaborate to divide up a task and process it in parallel. In order to manage the cluster, the fog cluster management mechanism will play a crucial role. Existing well-known open-source orchestration frameworks such as Docker Swarm [8] and Kubernetes [9] can be applied to the fog computing paradigm. In these frameworks, a node is to be appointed as cluster manager which handles the fog nodes' operations, events, communications, orchestration, and load balancing among the members (worker nodes). The fog clustering feature can help to elastically scale up and down fog services, as new fog nodes can be requested to join the cluster when the computational demand exceeds the current available resources.
Intelligence in fog computing is undoubtedly a huge beneficiary of containers and cluster orchestration technologies, as they serve to deploy intelligence closer to the users. For example, pre-trained ML-models can be packaged in containers and run in fog nodes right next to the users to analyze data for real-time monitoring applications like e-health. Fog node clustering can facilitate parallel processing for the big data, keeping the elastic computation within the vicinity of data sources to reduce communication overhead.
Intelligence in fog computing
As aforementioned, recent developments benefit the fog and IoT networks in terms of intelligence capabilities. Much has been discussed about using intelligence to provide services and applications, e.g., in the monitoring of patients or camera surveillance, but its potentials in optimizing the system operations and improving network performance are not yet fully uncovered. This paper focuses on the latter and in what follows, we will identify the key focus, the network objectives as well as some analytical tools for intelligence.
The focus of intelligence
The fog computing paradigm has directed more and more attention towards the network edge where at the forefront are the devices and the human users. Thus, when adopting intelligence in the fog, our focus should be on device-driven and human-driven approaches.
Device-driven Intelligence: The device-driven aspect of intelligence becomes apparent in the IoT and the fog regime as we are equipping devices with smarter and smarter functionalities, i.e., sensing, computing, storage, and communications. The list of devices having such capabilities not only include local servers, but also can be extended to the access points, IoT gateways, and portable data aggregating nodes carried by a human user. Some current device-driven researches aim to boost the intelligence features of the devices, e.g., an e-health gateway with smart data processing and networking services in Ref. [10] , or gateway that can perform ML in Ref. [5] . The empowered edge devices allow for information extraction at a very fine granularity and thus drive the network towards being context-aware and capable of decision making and local resource management. Human-driven Intelligence: Even though the devices are at the front line of the fog and the IoT hierarchy, it is important not to neglect the role of human users, who have become an inseparable part of the IoT landscape. While technological innovations help to serve the needs of people, humans play the role of data sources in the network and such data, because their behavioral patterns in turn can be exploited to train the network to be smarter. So far, a considerable number of relevant works have been dedicated to serving human needs, e.g., scheduling household appliances [11] and improving living quality [7] in IoT-based smart home systems. Ideally, we can envision a system that, while serving people, can learn to perform its own network-specific tasks more efficiently, including resource scheduling and conserving devices' battery power by leveraging human-related contexts. Human-driven intelligence in this sense maps the human-domain data into network-domain decisions that will benefit the network.
The device-driven and human-driven intelligence is therefore a potential solution for designing fog computing systems that meet the stringent requirements of IoT applications. Later in this paper, our two case studies will demonstrate this principle.
Network objectives for intelligence
Although we are mainly concerned with energy and latency reduction in the fog computing, the network objectives achieved by intelligence in general can encompass a far greater range of performance metrics, including:
Energy Consumption: The IoT devices are resource-constrained, while some tasks they encounter such as image and speech processing are resource-intensive. This can be addressed by offloading tasks to the nearby fog nodes and thus reducing the computational complexity and energy usage of the devices. However, mechanisms for when and what to offload while maintaining QoS requirements of real-time applications, are challenges to be overcome. Intelligence algorithms are expected to aid in the design of such mechanisms.
Latency: Some IoT applications like AR, VR, and drone control, have very rigid latency constraints in the order of tens of milliseconds. By enabling processing and intelligence features such as data analytics at the network edge instead of the cloud, the end-to-end delay could be cut down considerably. This allows the network to perform more efficient monitoring and respond faster to the environmental stimuli.
Network Bandwidth: The amount of data generated by the EUs has skyrocketed since the emergence of the IoT. However, the system bandwidth is limited, so it will not be feasible to send all data back to the cloud for processing. Fortunately, part of the pre-processing and analysis can be done on the fog nodes and even the devices, easing the huge volume of traffic loads of the network.
Network Availability: When an EU, especially a high-mobility EU, moves from the coverage area of one fog node to that of another, we need to ensure non-disruptive services and connectivity with the fog nodes, or with the cloud if the EU moves out of the coverage of fog nodes. Intelligent schemes should therefore let the fog nodes self-organize and cooperate efficiently so as to accommodate EUs in such scenarios.
Security and Privacy Preservation: Last but not least, the IoT devices are not safe from malicious security and privacy threats. Intelligent fog systems should be able to analyze the traffic, detect intruders, and protect the private credentials and data of the devices in an autonomous and timely fashion.
Intelligence techniques
To achieve an intelligent fog network, techniques from various research disciplines can be applied, which include:
Data Analytics and Machine Learning: The analysis of data to detect meaningful patterns and information within is crucial and omnipresent in today's IoT and fog systems, and ML algorithms are central in all data analytics tasks. Traditional ML algorithms such as supporting vector machines, K-nearest neighbors and artificial neural networks, and new techniques like deep learning can be deployed in the fog nodes and the mobility fog nodes (e.g., robots) with advanced hardware like GPUs and embedded platforms to run small-scale analytic tasks on locally collected data. The upper-layer fog nodes and the cloud can be called upon for more computation-intensive tasks like training models on huge datasets.
Optimization: Many decision-making problems in networking involve searching among multiple options for the best solution, minimizing costs or maximizing a utility-based objective (including the training of a ML model) under context-specific constraints, where the discipline of mathematical optimization comes in handy. Another aim of optimization algorithms is to reduce the complexity of decision-making and hence the time taken for that decision with an acceptable performance trade-off, so that a real-time implementation is possible.
Multi-Agent Learning: Learning, or reinforcement learning in particular, is a key ingredient in AI. It refers to the ability of computer agents to take actions based on interactions and feedbacks from the environment to maximize some rewards, which can be essential for the automated fog networks in the highly dynamic and time-varying IoT contexts. When used in the context of multiple entities (fog nodes, EUs, network operators, etc.) with either conflicting (non-cooperative) or common (cooperative) interest, the game theory can provide an analytical framework for analyzing agents' behaviors and convergence properties.
In short, intelligence presents many opportunities when applied to fog computing. In the next two sections, we present our work to enable intelligence in the fog, focusing on two specific scenarios.
Case study 1: user-behavior-driven healthcare monitoring
Our first case study demonstrates human-driven intelligence in a fog system utilized for a popular IoT application, i.e., healthcare monitoringbased Body Sensor Network (BSN). In the BSNs, minuscule sensor nodes are required to run in a long period of time without charging the batteries. Energy efficiency is a big concern for the BSNs, because sensors typically sample and transmit data at regular intervals regardless of the monitored conditions. Actually, energy consumption can be reduced if we allow for an adaptive sampling and only use high-resolution data when necessary, e.g., when an "anomaly" like tripping, falling over, or a vigorous activity is detected in a patient. Therefore, a smart sampling scheme can be designed [6] , which switches the sensors from a low sampling rate and infrequent transmission in a normal situation, to a high sampling rate and more frequent transmissions in an emergent situation. The system's resource scheduling is thus driven by the human-related context, so we employ a ML module to realize the human activity recognition. The detected activity triggers a MAC-layer scheduler to perform timeslot allocation for the requesting sensor(s). Here, we deploy our sensors and a fog gateway with IEEE 802.15.4 (ZigBee) wireless technology under the Time-Slotted Channel Hopping (TSCH) protocol [12] , in which the adaptive scheduler is implemented in the MAC layer.
System overview
Our system architecture is depicted in Fig. 2, following [6] . A BSN, positioned on a monitored patient, consists of heterogeneous sensorsaccelerometer, electrocardiogram (ECG), temperature and humiditysending data to a gateway in a star topology. Our gateway, as a fog node, runs some services itself and forwards data to a remote server for further processing. Here we adopt the containerization approach in the software architecture of the gateway. Several modules are packaged into different containers with their dependencies, which helps to make it easier for the software to deploy and update (e.g., with newly-trained classifier models) without disrupting the running service. Notably among these containers is the ML container, which features a ML classifier to detect human activities. Also, a MAC scheduler is deployed directly at the border-router to run the adaptive MAC scheduling based on the decision of the ML module.
ML-assisted healthcare monitoring
In order to translate the human-domain data into the network-domain decisions, we use the ML-based health-monitoring module. It aims at an accurate detection of urgent events around the monitored patient. Although the model is trained offline at the remote server, it can be run at the network edge at the gateway, hence can provide very low latency and fast response. In Ref. [6] , we develop a lightweight ML model which only uses accelerometer sensors and a few extracted features to detect four human activities as a proof of concept. These activities in turn drive the adaptive sensor sampling and MAC scheduling scheme. Deploying the ML module in the container, we can easliy add more human activities by utilizing a new trained ML model within a new container.
As Fig. 3 shows, the workflow includes the data collection, cleaning, model training & testing, and deployment stages. Our dataset, with sensor data from real human subjects, is subject to pre-processing and feature extraction as detailed in Ref. [6] . Three ML classifiers, i.e., Support Vector Machine (SVM), decision tree, and Gaussian Naive Bayes (GNB) classifiers, are trained and tested, with accuracy above 98% and 97.5% on the training and test sets, respectively [6] .
Adaptive sensor sampling and MAC scheduling
Based on the ML module's decision, only when a newly detected Fig. 2 . System software architecture. activity is deemed "urgent", will certain sensor(s) be triggered to sample at higher frequencies. The sampling profiles for different sensors corresponding to different monitoring states are represented in Table 1 . Note that Normal refers to sitting and standing, Urgent-medium to walking, and Urgent-high to running. Subsequently, some emergency sensors have extra packets to be transmitted and need to be rescheduled. With our TSCH MAC scheduler [6] , this is done by allocating available timeslots in a TSCH slotframe dynamically to requesting sensors to meet QoS requirements. Specifically, let s One way to decide which timeslots to be allocated to sensors is the equally-spaced method [6] which creates regular gaps between packets to reduce jitter.
Experimental evaluation
Experiments are carried out in our testbed [6] , where OpenMote-CC2538 platforms running Contiki-OS with built-in sensors are used as the nodes and border-router; and a Raspberry-Pi 3 is used as the gateway. Several performance metrics are evaluated, including delay, power consumption, Radio Duty Cycle (RDC), Packet Delivery Ratio (PDR), and goodput. Fig. 4 shows the above metrics measured for accelerometer in different monitoring states in Table 1 . The proposed system is guaranteed to outperform the baseline (a scheme without intelligence and adaptability) in terms of low delay, throughput, and reliability. In fact, the average delay of the proposed scheme in the urgent-medium and urgent-high states are about 90 ms, which is cut down by 10 times from that of the baseline (1000 ms).
Case study 2: device-driven adaptive task offloading
Our second case study examines an application of task offloading in the fog computing. While the cloud is known to ease the burden of energy, storage, and computational complexity on the EU device due to much more powerful capabilities, the cloud servers are topologically and spatially far from the EUs, which leads to huge communication latency. A solution is to associate the EU with multiple fog nodes in dense fog deployment through wireless transmission, which is a typical scenario in LTE-Advanced Coordinated Multipoint (LTE CoMP) [13] . In a device-centric regime, devices are augmented with intelligent algorithms. Thus, they can proactively decide for themselves what the best offloading option is, given their QoS requirements and the states of neighboring fog nodes. In Ref. [14] , this problem is investigated and an optimization algorithm is proposed to minimize latency and energy consumption of the EU.
Task offloading under dense fog deployment
In a dense fog deployment, we consider an EU with N independent tasks, each of which can be potentially offloaded to a CPU of any of the M fog nodes or locally processed by the EU 0 s CPU as shown in Fig. 5a [14] .
Each task i is represented by a tuple fα i ;β i ;w i g, denoting the sizes of input and output data (in bits), and the number of required CPU cycles, respectively. Each fog node k is characterized by its average uplink and downlink data rates C UL k , C DL k (bits/sec), respectively, and fixed CPU frequency r k (cycles/sec). The EU needs to decide which tasks are to be processed at which CPU, i.e., to solve a matching problem of N tasks into M þ 1 CPUs. The offloading decision is indicated by x ik which is 1 if task i is assigned to CPU k (CPU 0 denotes the EU's own CPU), and 0 otherwise, 8i;k. In Ref. [14] , it is also assumed that the EU employs Dynamic Voltage Frequency Scaling (DVFS) and as such, the EU's CPU frequency r is part of its decision variables.
As an EU offloads its tasks to the nearby fog nodes, its two major objectives are to minimize:
1. Latency Tðx ik ;rÞ: If the EU offloads, its total latency includes the endto-end transmission latency and the computational latency at the fog nodes. If the EU locally processes its tasks, the latency is the local processing latency. 2. Energy Consumption Eðx ik ; rÞ: If the EU offloads, its total energy consumption is the energy consumed in wireless transmission. Otherwise, it is the energy consumed in local processing. Note that both Tðx ik ; rÞ and Eðx ik ; rÞ also depend on fα i ; β i ; w i g and fC UL k ; C DL k ; r k g, 8i; k. We next define the objective function as Ψðx ik ; rÞ ≜ λ t Tðx ik ; rÞ þ λ e Eðx ik ; rÞ
where λ t ; λ e 2 ½0; 1 are scalar weights which can be modified according to the relative importance between energy and latency. For instance, the EU can set λ t ¼ 0 and λ e ¼ 1 when the battery is nearly drained as preserving energy is now the main concern. The function Ψðx ik ; rÞ addresses the trade-off between the execution latency and energy consumption. We now need to solve the following optimization problem P1 : min xik ;r Ψðx ik ; rÞ (2a)
r 2 ½r min ; r max ; x ik 2 f0; 1g
where r min and r max are the minimum and maximum EU's CPU frequency, respectively. The constraint (2b) indicates that a task can only be assigned to one fog node. P1 is a mixed-integer nonlinear programming, which is NP-hard. Nevertheless, a low-complexity algorithm can be proposed based on SemiDefinite Relaxation (SDR). The SDR approach has four major steps as in Ref. [14] :
Step 1: Transform P1 into an equivalent homogeneous Quadratic Constrained Quadratic Programming (QCQP).
Step 2: Drop the rank-one constraint. The QCQP problem becomes a SemiDefinite Programming (SDP) which is convex and can be solved by using the interior point method.
Step 3: Construct L feasible solutions based on Gaussian randomization.
Step 4: Choose the solution which minimizes the objective function over all L solutions.
Results
Our proposed algorithm is evaluated via simulation, with settings following [14] . We also compare our SDR method with four other algorithms, which are:
Local Processing: the EU processes all tasks without offloading. Random Assignment: each task is assigned to a random CPU. All to Cloud: all tasks are offloaded to a non-computing access point which forwards them to a cloud server via a fiber link. Exhaustive Search: the EU finds the optimal solution to the problem P1 via exhaustive search.
From Fig. 5b , we observe that the SDR-based algorithm can achieve near-optimal performance and outperform Local Processing, Random Assignment, and All to Cloud. This result shows the advantage of fog computing over local processing and the cloud. Also in Fig. 5c , we investigate the impact of the number of fog nodes on energy and latency of the EU. The figure indicates significant energy and latency reduction when the number of nearby fog nodes increases, as the energy-latency curve is shifted down and left. Although the performance gain is marginally diminishing as the number of fog nodes M gets larger, it is evident that dense deployment of fog nodes benefits the users.
Conclusions
In this paper, we have investigated the use of intelligence as an enabler for the fog computing. Specifically, the human-driven data analytics is shown to be able to improve context awareness and network adaptability in resource scheduling, as illustrated by our first case study. Moreover, our second case study demonstrates a reduction in energy consumption and latency for the EU device when the task offloading is facilitated by a cluster of fog nodes. Although intelligence in fog computing is still in its infancy, it has great potentials for practical usage as discussed in our studies and undoubtedly warrants further consideration.
