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ANNIHILATOR VARIETIES OF DISTINGUISHED MODULES OF
REDUCTIVE LIE ALGEBRAS
DMITRY GOUREVITCH AND EITAN SAYAG
Abstract. We provide a micro-local necessary condition for distinction of admissible repre-
sentations of real reductive groups in the context of spherical pairs.
LetG be a complex algebraic reductive group, andH ⊂ G be a spherical algebraic subgroup.
Let g, h denote the Lie algebras of G and H, and let h⊥ denote the orthogonal complement
to h in g∗. A g-module is called h-distinguished if it admits a non-zero h-invariant functional.
We show that the maximal G-orbit in the annihilator variety of any irreducible h-distinguished
g-module intersects h⊥. This generalizes a result of Vogan [Vog91].
We apply this to Casselman-Wallach representations of real reductive groups to obtain infor-
mation on branching problems, translation functors and Jacquet modules. Further, we prove in
most cases that as suggested by [Pra19, Question 1], when H is a symmetric subgroup of a real
reductive group G, the existence of a tempered H-distinguished representation of G implies the
existence of a generic H-distinguished representation of G.
Many of the models studied in the theory of automorphic forms involve an additive character
on the unipotent radical of the subgroup H, and we devised a twisted version of our theorem
that yields necessary conditions for the existence of those mixed models. Our method of proof
here is based on the theory of modules over W -algebras [Los10]. As an application of our
theorem we derive necessary conditions for the existence of Rankin-Selberg, Bessel, Klyachko
and Shalika models. Our results are compatible with the recent Gan-Gross-Prasad conjectures
for non-generic representations [GGP].
1. Introduction
In recent years, the study of periods of automorphic forms and of distinguished representa-
tions received a lot of attention. We mention here the work of Jacquet connecting distinguished
representations via the relative trace formula to the image of Langlands functoriality [Jac05],
and the conjectures of Gan, Gross and Prasad [GGPW12] describing branching laws (for clas-
sical groups) in terms of Langlands parameters.
More recently, the work of Sakellaridis and Venkatesh [SV17] regarding harmonic analysis on
spherical varieties lead to a conjectural parameterization of classes of distinguished represen-
tations and [Wan] pushed the conjectures of Gan, Gross and Prasad beyond classical groups
to a more general set up of certain spherical pairs. In these works, the question whether a
representation has an invariant functional is tied with the Langlands program.
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In the present paper we establish a simple geometric necessary condition for an irreducible
representation π of a reductive group G to admit a non-zero invariant functional with respect
to a spherical subgroup H.
Our methods are Lie theoretic and based on the relationship between representations and
nilpotent orbits in the spirit of the orbit method. This relationship is familiar in the study of
U(g) modules and extends to modules over W -algebras, allowing us to consider certain twisted
models. We believe this brings a new aspect to the study of distinguished representations.
To formulate our result we require some notation. Let G be a connected complex algebraic
reductive group, and H ⊂ G be a spherical algebraic subgroup. Let g, h denote the Lie
algebras of G and H. Denote by Irr(g)h the collection of simple g-modules V that have a
non-zero h-invariant functional. We will call these modules h-distinguished. Equivalently, these
are modules with H0(h, V ) 6= 0. Denote by Mf.d.(h) the category of finite-dimensional h-
modules. For any σ ∈ Mf.d.(h), we denote by Irr(g)(h,σ) the collection of simple g-modules V
with H0(h, V ⊗ σ) 6= 0.
For any g-module V , denote by AnV(V ) the associated variety of the annihilator of V , that
we will call shortly annihilator variety. To shorten our formulations we will use the following
theorem.
Theorem 1.1 ([BB85, Jos85], cf. [Vog91, Corollary 4.7]). For any V ∈ Irr(g), there exists a
unique coadjoint nilpotent orbit O such that AnV(V ) = O.
We will then denote this orbit by O(V ). Denote by h⊥ the orthogonal complement to h in
g∗, and by O(V ) ∩ h⊥ the intersection of h⊥ with O(V ).
Theorem A (§3). For all σ ∈Mf.d.(h) and all V ∈ Irr(g)(h,σ), we have
2 dim(O(V ) ∩ h⊥) = dimO(V )
In particular, the intersection is not empty.
To present a twisted version of Theorem A we need the notion of admissible character of the
nilpotent radical of a parabolic subalgebra of g.
Definition 1.2 ([Lyn79, Mat88]). Let p and p− be opposite parabolic subalgebras of g with
nilpotent radicals n and n−. Let e ∈ n− belong to the Richardson orbit of n−. This means that
the intersection of n− with the orbit Ge is open in n−. Let χ ∈ n∗ be given by Killing form
pairing with e. If χ vanishes on [n, n] then χ is called an admissible character of n.
If n has admissible characters, the parabolic p is called nice. Nice parabolics are classified in
[BW05]. If p is nice then a character of n is admissible if and only if it is generic, i.e. lies in
the open orbit of the parabolic subgroup P on the space of characters of n.
Theorem B (§4). Let p be a parabolic subalgebra of g with Levi decomposition p = l⊕ n. Let
χ be an admissible character of n. Let s be a spherical Lie subalgebra of l, and let h := s ⊕ n.
Let σ ∈Mf.d.(h) such that n acts on σ via χ. Extend χ to an element of g∗ that vanishes on s.
Then for any V ∈ Irr(g)(h,σ) we have
2 dim
(
O(V ) ∩ (χ+ h⊥)
)
= dimO(V ).
In particular, the intersection is non-empty.
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In the setting of the theorem, we will say that the triple (g, h, σ) is the Whittaker induction
of the triple (l, s, σ|s). This notion is different from a similar notion of Whittaker induction in
[Wan, §2.6]. In fact, we prove a stronger theorem in §4.
Let us now emphasize an application of Theorems A and B to real reductive groups. Assume
that G is defined over R, and let G be a finite cover of an open subgroup of the group of real
points of G. In §5 below we recall the notion of a Casselman-Wallach representation of G, and
some basic properties of such representations. Denote the collection of irreducible Casselman-
Wallach representations of G by Irr(G). Theorem 1.1 and the Casselman-Wallach equivalence
of categories (see §5 below) imply that AnV(π) is the closure of a unique coadjoint nilpotent
orbit O(π) for any π ∈ Irr(G). We deduce from Theorems A and B the following corollary.
Corollary C (§5). Let σ ∈ Mf.d.(h) and let π ∈ IrrG. Assume that π has a non-zero contin-
uous h-equivariant map into σ. Then 2 dimO(π) ∩ h⊥ = dimO(π).
Furthermore, assume that there exist a parabolic subalgebra p of g with Levi decomposition
p = l⊕ n, and χ ∈ g∗ such that h = (h ∩ l)⊕ n, χ|l = 0, χ|n is an admissible character, and n
acts on the restriction σ via χ|n. Then
2 dim
(
O(π) ∩ (χ+ h⊥)
)
= dimO(π).
The first natural generality to apply this corollary is symmetric pairs, since for them the
nilpotent orbits intersecting h⊥ are classified in [Djo88a, Djo88b, Oht91]. In §6.1 below we
deduce a partial affirmative answer to [Pra19, Question 1]. Namely, we show that for most
Archimedean symmetric pairs, the existence of an H-distinguished tempered irreducible repre-
sentation implies the existence of an H-distinguished generic irreducible representation.
In §6.2 below we apply Corollary C to branching problems, and to translation functors. Then,
in §6.3, we deduce from Corollary C restrictions on annihilator varieties of Jacquet modules.
In §7 below we apply Corollary C to various spherical pairs and their Whittaker inductions,
including the Gan-Gross-Prasad pairs. In particular, we obtain the following corollary for
Rankin-Selberg and Bessel models. We now give a brief uniform formulation, and refer to
§§7.2,7.3 for further details.
Theorem D (§§7.2,7.3). Let S be from the list
(1) GLn(R), GLn(C), U(m,n) O(m,n), SO(m,n), SOm+n(C), Om+n(C)
and L′ be the corresponding group with n replaced by n + 1. Embed S in the top left corner of
L′. Let G be the group from (1) corresponding to S, with n replaced by n + k and m replaced
by m+ k, for some k ≥ 0.
Let P = LN be the standard parabolic subgroup of G with L = L′ × Rk or L = L′ × Ck. Let
φ be a generic unitary character of N stabilized by S.
Let π ∈ Irr(G) and τ ∈ Irr(S), and let λ and µ be the partitions corresponding to O(π) and
O(τ) respectively. Let λt and νt denote the transposed partitions.
Suppose that HomSN(π|SN , τ ⊗ φ) 6= 0. Then for any index i ≥ 1 we have |λti − µ
t
i| ≤ 1.
This theorem partially confirms the non-tempered Gan-Gross-Prasad conjectures [GGP] in
the Archimedean case. For the case of GLn(F ) ⊂ GLn+1(F ) for any p-adic field F , this
direction of the conjectures was established in [Gur], as well as a certain existence statement.
In the subcategory of unitary representations (which is not a full subcategory), more restrictive
conditions are proven in [Ven05, Hen].
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We remark that in [JSZ10, CS15] the space HomSN(π|SN , τ ⊗ φ) is shown to be at most
one-dimensional.
In §§7.4,7.5, below we also apply Corollary C to obtain necessary conditions for the exis-
tence of Klyachko models and Shalika models for irreducible representations of GLn(R) and
GLn(C). By [GOSS12], in the case of unitarizable representations our necessary condition for
the existence of Klyachko models is also sufficient.
Finally, let us provide a non-homogeneous analogue of Corollary C. Let X be a spherical
smooth G-variety defined over R. Let us recall the definition of the moment map µX : T
∗X→
g∗. For every x ∈ X, the differential action map G → X is a linear map g → TxX. Dualizing
it, and running over all points of X we obtain the moment map. Let Im(µX) denote the image
of the moment map. Note that if X = G/H then Im(µX) = G · h⊥.
Let X be a union of connected components of the manifold X(R). Let E be an algebraic
bundle over X , and let S(X, E) denote the space Schwartz sections of E (see §8.2 below for the
definition).
Theorem E (§8.4). Let π ∈ Irr(G). If H0(g,S(X, E) ⊗̂ π) 6= 0 then O(π) ⊂ Im(µX).
1.1. Conjectures. We conjecture that the non-Archimedean analogue of Corollary C holds
true. In the non-Archimedean case, instead of the annihilator variety one uses the Zariski
closure of the wave-front set of the (distribution) character of π (see Notation 9.1 below).
In the Archimedean case, the Zariski closure of the wave-front set of any Casselman-Wallach
representation coincides with the annihilator variety by [Ros95, Theorem D].
However, the non-Archimedean analogue of Theorem 1.1 is not known in general, though it
is conjectured. Thus, we have two options for a non-Archimedean analogue of Corollary C: to
state that all top orbits in the Zariski closure of the wave-front set intersect h⊥ (or h⊥ + χ in
the case of Whittaker induction), or that some top orbit intersects. If we opt for the stronger
formulation, and apply it to the diagonal pair ∆G ⊂ G×G, we obtain the statement that the
top stable orbit is unique.
A certain partial p-adic analogue of Theorem A is proven in [GS]. We discuss it, as well as
the conjectures, their corollaries and some partial evidence in §9.
1.2. Structure of the paper. In §2 we give the necessary preliminaries on associated vari-
eties, annihilator varieties, and spherical subgroups. In particular, the theorem of Gabber and
Joseph stating that the dimension of the associated variety is at least half the dimension of
the annihilator variety, and a theorem of Li stating that for any nilpotent orbit O ⊂ g∗, the
intersection O ∩ h⊥ is isotropic in O, and thus has dimension at most dimO/2.
In §3 we prove Theorem A in the following way. The non-vanishing of H0(h, V ⊗ σ) implies
the existence of a non-zero h-invariant map T : V → σ∗. Denote by X ⊂ HomC(V, σ) the
submodule generated by T . Since V is irreducible, X has a non-degenerate σ∗-valued pairing
with V . Thus X and V have the same annihilator variety. By Theorem 1.1 this variety is the
closure of some nilpotent orbit O. Since X is generated by an h-finite vector, its associated
variety lies in O ∩ h⊥. The theorems of Gabber-Joseph and of Li now give inequalities
dimO ∩ h⊥ ≤ dimO/2 ≤ dimO ∩ h⊥,
implying dimO ∩ h⊥ = dimO/2. Applying Li’s theorem to orbits O′ ⊂ O, we obtain that O
intersects h⊥, and the intersection has dimension dimO/2.
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In §4 we prove a generalization of Theorem B, using results on W -algebras and Skryabin
equivalence from [GG02, Los10]. In §4.1 we give the necessary preliminaries, and in §4.2 we
prove the theorem.
In §5 we give the necessary preliminaries on Casselman-Wallach representations, and deduce
Corollary C from Theorems A and B by applying them to Harish-Chandra modules.
In §6 we give first applications of Corollary C. First, we apply Corollary C to symmetric
pairs and answer [Pra19, Question 1] for most Archimedean pairs, using also [Djo88a, Djo88b,
Oht91, PT04, Har12, GS]. Then, we give restrictions on annihilator varieties of irreducible
quotients of Jacquet modules. Finally, we apply Corollary C to branching problems.
In §7 we apply Corollary C to give necessary conditions on existence of several mixed models
widely used in the theory of automorphic forms: Rankin-Selberg, Bessel, Shalika, and Klyachko
models.
In §8 we deduce Theorem E from Corollary C in the following way. The Casselman embedding
theorem and [AGKL16, Theorem C] imply that H0(g,S(X, E) ⊗̂ π) is Hausdorff and finite-
dimensional. Then, the case of transitive action of G on X follows from Corollary C by a
version of Frobenius reciprocity for small induction. The general case follows by induction on
the number ofG-orbits onX using the theory of Schwartz functions and tempered distributions.
In §9 we discuss proven and conjectural analogues of Corollary C and their applications.
1.3. Acknowledgements. We thank Joseph Bernstein, Shachar Carmeli, Maxim Gurevich,
Erez Lapid and Aviv Taller for fruitful discussions. We also thank Alisa Qui for proving
Lemma 7.2.
D. G. was partially supported by ERC StG 637912 and ISF grant 249/17.
2. Preliminaries
Let U(g) denote the universal enveloping algebra of g. While U(g) is not commutative,
it admits a natural Poincare-Birkhoff-Witt filtration Ui(g), such that the associated graded
algebra gr (Ug)) is the symmetric algebra S(g), and one has a “symbol” map σ from U(g) to
S (g). Note that S(g) is the algebra of polynomials on g∗.
Definition 2.1. For a g-module V let its annihilator Ann(V ) ⊂ U(g) denote the two-sided
ideal consisting of elements that act by zero on V .
The annihilator variety of V is the set of common zeros in g∗ of the set of symbols of all the
elements of Ann(V ):
AnV(V ) = Zeroes (σ((Ann(V ))) ⊂ g∗
Notation 2.2. Denote by N (g∗) the set of nilpotent elements of g∗.
By [Kos59, Theorem 9.1], N (g∗) is the set of common zeros of all the homogeneous ad(g)-
invariant elements of S(g) of positive degrees. Such elements are precisely the symbols of
non-constant elements of the center of U(g). Thus, the annihilator variety of any V ∈ Irr(g)
lies in N (g∗).
Denote by Mf(g) the category of finitely-generated g-modules.
Definition 2.3. For any V ∈ Mf(g), define its associated variety AsV(V ) in the following
way. Let S := {m1, ..., mk} be a set of generators of V , and define a filtration Vi of V by Vi :=
6 DMITRY GOUREVITCH AND EITAN SAYAG
Ui(g)S. Let grV be the associated graded S(g)-module, and let Ann(grV ) be the annihilator
ideal of grV in S(g). Then AsV(V ) is the set of zeros of Ann(grV ) in g∗.
For more information on AsV(V ), and in particular the proof that it does not depend on the
choice of generators, we refer the reader to [Vog91].
It follows from the definitions that AsV(V ) ⊂ AnV(V ).
Theorem 2.4 (Gabber-Joseph, see [KR00, Theorem 9.11]). For any V ∈Mf(g),
2 dimAsV(V ) ≥ dimAnV(V ).
Lemma 2.5. If V ∈ M(g) is generated by a finite-dimensional h-invariant subspace V0 then
AsV(V ) ⊂ h⊥.
Proof. Define a filtration on V by Vi := Ui(g)V0. Then we have
hVi ⊂ [h,Ui(g)]V0 + Ui(g)hV0 ⊂ Vi.
Thus, the symbols of h act by zero on grV , and thus AsV(V ) ⊂ h⊥. 
Definition 2.6. An algebraic subgroup H ⊂ G is called spherical if its action on the flag
variety of G has an open orbit.
The spherical subgroups have been extensively studied and eventually classified, see e.g.
[Tim11, Chapter 5] for an exposition. In particular, a classical theorem of Brion and Vinberg
says that any spherical subgroup has finitely many orbits on the flag variety. However, the only
fact on spherical subgroups that we will use is the following theorem.
Theorem 2.7 ([Li, Theorem 3.8]). For any nilpotent coadjoint orbit O ⊂ N (g∗) and any
spherical subgroup H ⊂ G, the intersection O ∩ h⊥ is an isotropic subvariety of O with respect
to the Kirillov-Kostant-Souriau symplectic structure.
For the definition of the symplectic form see e.g. [CG97, Proposition 1.1.5] (or (5) in §4.1
below for a similar symplectic form).
Remark 2.8. (i) The intersection O ∩ h⊥ is frequently empty.
(ii) It is possible that O∩h⊥ is always Lagrangian in O. This is the case when H is a solvable
(spherical) subgroup of G (see [CG97, Theorem 1.5.7]), and when H is a symmetric
subgroup of G (see [Gin89, Proposition 3.1.1]).
(iii) One can deduce from Theorem 2.7 and [Tim11, §25] that the following are equivalent:
(a) O ∩ h⊥ includes a non-empty Lagrangian subvariety of O.
(b) dimO = 2dimO ∩ h⊥.
(c) H acts on O ∩ h⊥ with an open orbit.
(d) The scheme-theoretic intersection of O with h⊥ is non-empty and has a reduced com-
ponent.
3. Proof of Theorem A
By the condition of the theorem, there exists a non-zero h-invariant map ξ : V → σ∗.
Consider HomC(V, σ
∗) as a g-module via the action on the argument, and let X ⊂ HomC(V, σ∗)
be the g-submodule generated by ξ. Then we have a natural σ∗-valued g-invariant bilinear form
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V ×X → σ∗. This form has no right kernel by the definition of X , and no left kernel since V
is a simple module. Thus X and V have the same annihilator ideal in U(g) and thus
AnV(X) = AnV(V ) = O, where O := O(V ).
Since ξ is h-equivariant and σ∗ is finite-dimensional, we get that ξ generates a finite-
dimensional h-submodule of X under the action of h on the argument. By Lemma 2.5, this
implies AsV(X) ⊂ h⊥. Thus
(2) AsV(X) ⊂ AnV(X) ∩ h⊥ = O ∩ h⊥
By Theorem 2.4 we have
(3) 2 dimAsV(X) ≥ dimAnV(X) = dimO .
Since the number of nilpotent orbits is finite, O is a finite union of nilpotent orbits:
O = O ∪
⋃n
i=1Oi. By Theorem 2.7, for any i we have
(4) 2 dimOi ∩ h
⊥ ≤ dimOi < dimO .
From (2,3,4) we obtain that O intersects h⊥ and
2 dimO ∩ h⊥ ≥ dimO.
By Theorem 2.7 again, we have 2 dimO ∩ h⊥ ≤ dimO and thus 2 dimO ∩ h⊥ = dimO. 
This proof was inspired by the proof of [Vog91, Theorem 8.4], which follows from Theorem
A applied to a symmetric subgroup.
Remark 3.1. In the course of the proof we have shown that dimO(V ) = 2 dimAsV(X).
4. Proof of Theorem B
4.1. Preliminaries on W -algebras. In this subsection we recall some basic definitions and
theorems on W -algebras, the Skryabin equivalence, and its effect on annihilator varieties from
[GG02, Los10]. We choose the generality of [Los10], which is wider than the generality of
[GG02], but the proofs of the statements from [GG02] that we use extend to this generality
verbatim.
Fix a nilpotent element e ∈ g and a semi-simple element h′ ∈ g such that [h′, e] = 2e, all
eigenvalues of the adjoint action ad(h′) are integers, and the centralizer ge of e lies in the sum
of non-negative eigenspaces of ad(h′). By [GGS17, Lemma 3.0.2], e can be completed to an
sl2-triple (e, h, f) in g such that [h
′, h] = 0 and [h′, f ] = −2f .
Let g =
⊕l
i=−l gi be the grading defined by the adjoint action of h
′. Let χ ∈ g∗ be given by
the Killing form pairing with e. Define a symplectic form ωχ on g(−1) by
(5) ωχ(α, β) := χ([α, β]).
It is non-degenerate by our condition that ge ⊂
⊕
i≥0 g(i). Choose a Lagrangian subspace
η ⊂ g(−1) and denote
n := η ⊕
(⊕
i≤−2
gi
)
and N := Exp(n) ⊂ G.
Note that χ defines a character of n.
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Definition 4.1. The Slodowy slice of χ is Sχ := χ+ (g
∗)f = χ + [g, f ]⊥.
From the theory of sl2-triples it is easy to see that Sχ is transversal to the coadjoint orbit
Gχ of χ in g∗.
Lemma 4.2 ([GG02, Lemma 2.1]). The coadjoint action map N ×Sχ → χ+ n⊥ is an isomor-
phism of affine algebraic varieties.
Definition 4.3. Let n′ denote the subspace of U(g) given by
n′ = {α− χ(α) |α ∈ n},
and let Qχ denote the quotient of U(g) by the left ideal generated by n
′:
Qχ := U(g)/U(g)n
′.
Define the W -algebra Wχ to be the algebra of n
′-invariants under the left action of g on Qχ:
Wχ := Q
n′
χ .
Let F sti (U(g)) denote the standard filtration on U(g), and let U(g)(j) denote the grading on
U(g) given by the adjoint action of h′.
Define the Kazhdan filtration on U(g) by
FkU(g) =
∑
i+2j=k
F stj U(g) ∩ U(g)(i)
Fix the filtration on Wχ by projecting the Kazhdan filtration to Qχ and intersecting with Wχ.
One can show that Wχ is naturally isomorphic to Endg(Qχ)
op. The W -algebra is viewed as
the quantization of the Slodowy slice, as confirmed by the next lemma.
Lemma 4.4 ([GG02, Theorem 4.1]). The canonical homomorphism grWχ → C[Sχ] is an
isomorphism of graded Poisson algebras.
As before, for any module M over Wχ we will consider the associated variety and the annihi-
lator variety. Both will be closed subsets of Sχ = Spec(grWχ). The dimension of the associated
variety of M is called the Gelfand-Kirillov dimension of M and denoted dimM .
Lemma 4.5. Let s ⊂ q := ge ∩ g(0) be a subalgebra, and let M be a Wχ module generated by
a finite-dimensional s-invariant subspace E. Then AsV(M) ⊂ s⊥ ∩ Sχ.
Proof. The Lie algebra q lies in the second filtrum of Wχ. In addition, it also has a conjugation
action on Wχ, which preserves the filtration.
Define a filtration on M using E. Then the action of s preserves the filtration. Thus, the
symbols of s act as zeros on the associated graded module of M . 
Definition 4.6. Define the category of Whittaker modules to be the category of finitely-
generated g-modules on which n′ acts locally nilpotently.
Theorem 4.7 ([Los10, Theorem 1.1.4], cf. [GG02, Theorem 6.1]). The functor of n′-invariants
V 7→ V n
′
defines an equivalence of categories between Whittaker modules and finitely-generated
Wχ-modules. A quasi-inverse functor is Sk(M) :=M ⊗Wχ Qχ.
This equivalence is called the Skryabin equivalence. The following theorem describes the
behaviour of annihilator variety and the Gelfand-Kirillov dimension under this equivalence.
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Theorem 4.8 ([Los10, Theorem 1.2.2 and Proposition 3.3.5]). We have
AnV(M) ⊂ AnV(Sk(M)) and dimSk(M) = dim(M) + dim n .
4.2. Generalization of Theorem B and its proof. Let h′ ∈ g be a semi-simple element
such that all eigenvalues of ad(h′) are integers, and let g =
⊕l
i=−l g(i) be the corresponding
eigenspace decomposition of g. Let e ∈ g(2), and define χ ∈ g∗ by Killing form pairing with e.
Lemma 4.9. Suppose that all the eigenvalues of ad(h′) are even, and let p− :=
⊕
i≥0 g(i).
Then the following are equivalent.
(i) The orbit of e is the Richardson orbit for p−.
(ii) ge ⊂ p−.
Proof. By [CM92, Theorem 7.1.1], e lies in the Richardson orbit for p− if and only if ad(e)(p−) =⊕
i>0 g(i). This in turn is equivalent to ad(e) defining an onto map g(i) ։ g(i + 2) for any
i ≥ 0. Without loss of generality assume that g is semi-simple. Since the Killing form is ad(e)-
invariant and defines a non-degenerate pairing between g(i) and g(−i), the latter condition is
also equivalent to ad(e) defining an embedding g(−i− 2) →֒ g(−i) for any i ≥ 0. This in turn
is equivalent to ge ⊂ p−. 
From now on we assume that ge ⊂
⊕
i>0 g(i), but we do not assume that the eigenvalues
of ad(h′) are even. Let η ⊂ g(−1) be a Lagrangian subspace with respect to ωχ and let
n := η ⊕ (
⊕
i≤−2 g(i)). Theorem B follows from Lemma 4.9 and the following theorem.
Theorem 4.10. Let s ⊂ ge ∩ g(0) be a Lie subalgebra, let h := s ⊕ n, and let σ ∈ Mf.d.(h).
Suppose that h is a spherical subalgebra of g, and that n acts on σ via χ.
Then for any V ∈ Irr(g)(h,σ) we have
2 dimO(V ) ∩ (χ+ h⊥) = dimO(V ).
In particular, the intersection is non-empty.
For the proof we will need some notation and lemmas. Let ξ 6= 0 ∈ Homh(V, σ∗), and let
X ⊂ HomC(V, σ∗) denote g-submodule generated by ξ. Note that X is a Whittaker module,
and let M := Xn
′
= Xn,χ.
Lemma 4.11. We have AsV(M) ⊂ s⊥ ∩ Sχ
Proof. Since ξ generates X , it defines an epimorphism Qχ ։ X . This morphism defines a
morphism Qn
′
χ → M, which by Theorem 4.7 is also onto. Since Wχ = Q
n′
χ by definition, we
obtain that ξ generates M over Wχ. Thus the Lemma follows from Lemma 4.5. 
Lemma 4.12. For every nilpotent orbit O ⊂ g∗, we have dim(O ∩ (χ+ h⊥)) ≤ dimO/2
Proof. Consider the restriction map O → h∗. Consider the fibers on the line through χ|h ∈ h∗.
The dimension of the fiber of zero is at most dimO/2 by Theorem 2.7. All the other fibers are
isomorphic using the action of the torus defined by h′. Since the dimension of a special fiber is
at least the dimension of a generic fiber, the lemma follows. 
Proof of Theorem 4.10. Let O ⊂ AnV(V ) = AnV(X) be an orbit of maximal dimension among
those intersecting χ+h⊥. This set of orbits is non-empty since it includes Gχ. Let d := dimO/2.
Since dimAnV(V ) = 2 dimX by Remark 3.1, it is enough to show that d ≥ dimX .
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We have dimX = dimM + dim u, and AsV(M) ⊂ O ∩ Sχ ∩ s⊥. By Lemmas 4.12 and 4.2,
dim(O ∩ Sχ ∩ s⊥) ≤ d− dim n. By Lemma 4.11, this implies that dimM ≤ d− dimn. Thus,
dimX = dimM + dim n ≤ d.

Remark 4.13. A natural question to ask is whether O ∩ (χ + h⊥) is a Lagrangian subvariety
of O = O(V ). While we do not know the answer to this question, one can show that at least
one irreducible component of O∩ (χ+ h⊥) of maximal dimension is a Lagrangian subvariety of
O.
Indeed, by [GG02, Corollary 7.2], O∩Sχ a symplectic subvariety of O. By [Gab81, Theorem
I] applied to Wχ, AsV(M) is a coisotropic subvariety of AnV(M) = O ∩ Sχ = O ∩ Sχ. From
our proof, AsV(M) lies in O ∩ Sχ ∩ s⊥ and is of Lagrangian dimension in O ∩ Sχ. Thus,
AsV(M) is a union of Lagrangian irreducible components in O ∩ Sχ. The statement follows
now from Lemma 4.2.
5. Casselman - Wallach representations and the proof of Corollary C
Fix a real reductive group G, and a maximal compact subgroup K ⊂ G. For the definition
of real reductive group see e.g. [Wall92, §2.1]. Let g and k denote the complexified Lie algebras
of G and K.
Definition 5.1. A (g, K)-module is a g-module V with a locally finite action of K such the
two induced actions of k coincide and
π(ad(k)(X)) = π(k)π(X)π(k−1) for any k ∈ K and X ∈ g.
A finitely-generated (g, K)-module is called admissible if any representation of K appears in
it with finite (or zero) multiplicity. In this case we also call it a Harish-Chandra module.
Notation 5.2. Denote by M∞(G) the category of smooth admissible Fre´chet representations
of G of moderate growth (see [Wall92, §11.5] or [Cas89]), where admissible means that the
space of K-finite vectors is an admissible (g, K)-module. Denote by MHC(G) the category of
admissible (g, K)-modules. Note that both M∞(G) and MHC(G) are naturally subcategories of
M(g). We denote by HC : M∞(G) → MHC(G) the functor of K-finite vectors. Denote the
collection of irreducible objects in M(G) by Irr(G).
It is well known that for any π ∈M∞(G), the (g, K)-submodule HC(π) is dense in π.
Theorem 5.3 (Casselman-Wallach, see [Wall92, §11.6.8], or [Cas89]).
The functor HC :M∞(G)→MHC(G) is an equivalence of categories.
For X ∈ M(g) and g ∈ G, denote by Xg ∈ M(g) the module that coincides with X as a
vector space, but the action of g on it is twisted by the adjoint action of g on g.
Lemma 5.4. For any irreducible Harish-Chandra module V , there exist an irreducible g-
submodule X ⊂ V and a finite set S ⊂ K such that V is a quotient of
⊕
k∈SX
k as a g-module,
and AnV(V ) = AnV(X) = O(X).
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Proof. In the proof we will use the functor of admissible dual - i.e. the space of K-finite
vectors in the dual space. For every Harish-Chandra module M , natural map M → M˜ is an
isomorphism.
Let V˜ be the admissible dual of V . Since it is irreducible as a (g, K)-module, it is finitely-
generated, and thus Noetherian, as a g-module. Thus, as a g-module, it has an irreducible
quotient Y . Let S be a set of representatives of the connected components of K. Then we have
a natural map V˜ →
⊕
k∈S Y
k. The kernel of this map is a proper (g, K)-submodule of V˜ and
thus is zero. Let X := Y˜ . Then X is a g-submodule of V , and the embedding V˜ →
⊕
k∈S Y
k
defines an epimorphism
⊕
k∈SX
k
։ V .
Since annihilator varieties are invariant with respect to the adjoint action, we also have
AnV(Xk) = AnV(X) for any k, and thus AnV(X) = AnV(V ). 
Corollary 5.5. For any π ∈ Irr(G), there exists a (unique) nilpotent orbit O such that
AnV(π) = O. We will denote O(π) := O.
Proof. Let V be the Harish-Chandra module of π. Then V is irreducible and thus AnV(V ) = O
for some (unique) O. Since V is dense in π, AnV(V ) = AnV(π). 
5.1. Proof of Corollary C. Let π ∈ Irr(G) and let ξ : π → σ be a non-zero continuous
h-equivariant linear map. By Theorem 5.3, the Harish-Chandra module V := HC(π) is also
irreducible. Since V is dense in π, the restriction ξ|V does not vanish. Let X ⊂ V be as in
Lemma 5.4 above. Then ξ|Xk 6= 0 for some k ∈ K, and thus X
k ∈ Irr(g)(h,σ∗). Finally, we have
O(π) = O(V ) = O(Xk). Thus Corollary C follows from Theorems A and B. 
6. First applications
6.1. Symmetric pairs. One can apply Corollary C to symmetric pairs H ⊂ G, since for them
N (g∗) ∩ h⊥ is classified, see [Oht91, Djo88a, Djo88b].
In particular, we can answer in the affirmative several cases of Prasad’s question (see [Pra19,
Question 1]) asking whether if G is quasi-split and has a tempered H-distinguished irreducible
representation then necessarily G has a generic H-distinguished irreducible representation. By
[GS], the necessary and sufficient condition for G to have generic H-distinguished representa-
tions is that the regular nilpotent orbit Oreg ⊂ g∗ intersects h⊥ (cf. [Pra19] for the p-adic case
of this statement). This condition is equivalent to the condition that the associated parabolic
of the symmetric space G/H is a Borel subgroup of G, and also to the condition that the real
reductive group corresponding to the pair (G,H) is quasi-split.
By [Har12], if π is tempered then its wave-front set WF(π) consists of closures of R-
distinguished G-orbits in the real points of the nilpotent of g∗. The R-distinguished orbits
are orbits for which the reductive Levi factor of the centralizer of any element is a compact
Lie algebra. They are classified in [PT04, Theorems 8-14] under the name compact orbits. By
[Ros95, Theorem D], the maximal G-orbits in WF(π) lie in O(π), and thus we obtain that
O(π) includes an R-distinguished real orbit. For exceptional pairs, Corollary C implies that
the pairs corresponding to the real forms F4(−20), E6(−26), and E7(−25) have no distinguished
tempered representations. This answers the question affirmatively for G = F4, leaving only the
exceptional pairs corresponding to the real forms E6(−14), E7(−25), E8(−24).
12 DMITRY GOUREVITCH AND EITAN SAYAG
For classical symmetric pairs with, we obtain an affirmative answer to Prasad’s question for
all cases except when G is a unitary group, or when the symmetric pair (G,H) corresponds to
one of the real reductive groups O∗(2n), Sp(n, n), or O(m,n) with |m− n| > 1.
To summarize, Corollary C and the papers mentioned above imply the next proposition.
Proposition 6.1. Suppose that G is quasi-split, and that Irr(G)(H,φ) includes a tempered rep-
resentation, for some smooth character φ of H. Then, every simple component (G′, H ′) of the
symmetric pair (G,H) satisfies at least one of the following:
(a) The real reductive group corresponding to the pair (G′, H ′) is quasi-split.
(b) The real reductive group corresponding to the pair (G′, H ′) is one of the following
(6) O∗(2n), Sp(n, n), O(m,n) with |m− n| > 1, E6(−14), E7(−25), E8(−24)
(c) G′ ∼= SU(p, p) or G′ ∼= SU(p, p+ 1) for some p.
6.2. Branching problems and translation functors. Let H ⊂ G be a reductive subgroup
such that ∆H ⊂ H × G is a spherical subgroup. Let π ∈ Irr(G) and τ ∈ Irr(H). We are
interested in the non-vanishing of the multiplicity space HomH(π|H, τ). We have
HomH(π|H , τ) ∼= ((π⊗ˆτ˜ )
∗)∆H ,
where τ˜ denotes the contragredient representation, and ⊗ˆ denotes the completed projective
tensor product. Let ph : g
∗
։ h∗ denote the natural projection. Since O(τ) = O(τ˜), Corollary
C applied to the pair ∆H ⊂ H ×G implies the following statement.
Corollary 6.2. Let π ∈ Irr(G), τ ∈ Irr(H), and σ ∈ Mf.d.(H). Consider the diagonal action
of H on τ ⊗C σ. If HomH(π|H , τ ⊗C σ) 6= 0 then O(τ) ⊂ ph(O(π)).
Such pairs (under the additional assumption that H is a symmetric subgroup of G) are
classified in [KM14]. They include the multiplicity one pairs corresponding to the case k = 1
of Theorem D. One can deduce this case of the theorem from Corollary 6.2, but instead we will
treat the general case in §7.
Setting G = H in Corollary 6.2 we obtain the following corollary on annihilator varieties of
translation functors (see [Vog81, Definition 4.5.7]).
Corollary 6.3. Let τ ∈ Irr(G), and let ψλ
′
λ (τ) be a translation of τ . Then for any irreducible
submodule π ⊂ ψλ
′
λ (τ), we have O(π) = O(τ).
Dualizing, we obtain the same equality for any irreducible quotient of ψλ
′
λ (τ).
Remark 6.4. Corollary 6.2 complies with the philosophy of the Kirillov-Kostant orbit method.
Indeed, an analogous statement for nilpotent groups was proven in [CG88]. For holomorphic
discrete series representations of reductive groups, an analogous statement is proven in [Par15].
6.3. Annihilator varieties of Jacquet quotients. Let P ⊂ G be a parabolic subgroup, N
be its unipotent radical and L := P/N . Let π ∈ Irr(G), and let rN(π) ∈M∞(L) be its Jacquet
reduction. Corollary C gives a restriction on quotients of rN(π) by considering the subgroup
(7) H := {(pN, p) ∈ L×G : p ∈ P} ⊂ L×G
In this case, we have h⊥ = {(−µ|p, µ) |µ ∈ n⊥} and pp(n⊥) ∼= l∗, where pp : g∗ ։ p∗ the
restriction to p. In addition, for any τ ∈ Irr(L) we have
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((τ ⊗ π)∗)H ∼= ((τ ⊗ rN(π))
∗)∆(L) = HomL(rN(π), τ˜).
Thus, Corollary C implies the following corollary.
Corollary 6.5. For any π ∈ Irr(G) and any irreducible quotient σ of rP (π) we have
O(σ) ⊂ pp(O(π) ∩ n
⊥)
We remark that the computation of the set pp(O(π) ∩ n⊥) is an interesting new geometric
question. One can reformulate it in a dual way, by identifying g ∼= g∗, n⊥ ∼= p and l ∼= l∗ using
the Killing form, and embedding l into p. Then the question becomes: given a nilpotent orbit
O ⊂ l, what nilpotent orbits in g can we hit by adding elements of n. The maximal among
these orbits is the induced orbit, and the minimal is the saturation of O, but already in the
case of g = gln we see that not every orbit in between is possible.
7. Applications to mixed models
In this section we fix F to denote either R or C.
7.1. Preliminaries on nilpotent orbits and partitions. By [CM92, §5.1], if G is a clas-
sical real reductive group then any nilpotent orbit O ⊂ g∗ is given by a partition λ(O). For
orthogonal groups, the restriction on λ is that even parts have even multiplicities. To very even
partitions, i.e. partitions consisting of even parts only, there correspond two orbits of SOn(C),
but their union is a single orbit of On(C).
For a partition λ we denote by λt the transposed partition. We denote by λti the i-th part of
λt if i ≤ λ1 (which is the length of λt) and set λti to zero for i > λ1.
For G = U(m,n), the real nilpotent orbits are described in [CM92, §9.3]. From this de-
scription we see that the number of odd parts in the partition of the corresponding complex
nilpotent orbit is |m − n| + 2l for some k ≥ 0 ∈ Z. This is relevant since for any π ∈ Irr(G),
O(π) includes a real nilpotent orbit for G by [Ros95, Theorem D].
If G is a complex reductive group, regarded as a real group then the real Lie algebra g0 of
G is already a complex Lie algebra, and we have g ∼= g0 × g0, and g0 is diagonally embedded
into g. The Lie algebra k is also isomorphic to g0, and is embedded into g by X 7→ (X, θ (X)),
where θ is the Cartan involution of G, i.e. the involution such that K = Gθ. For a nilpotent
orbit O ⊂ N (g) we have O = O1 × O2 where Oi ⊂ N (g0). However, if O intersects k⊥ ⊂ g∗
then O1 = O2, and thus O is defined by a single nilpotent orbit in g0. By [Vog91, Theorem
8.4], O(V ) intersects k⊥ for any V ∈ MHC(G), and thus we will be only interested in such
orbits. Therefore, if G is a classical complex reductive group then any nilpotent orbit O ⊂ g∗
is still described by a single partition.
Thus, if G is a real or complex classical group and π ∈ Irr(G) then to the orbit O(π) there
corresponds a single partition, that we will denote by λ(π).
7.2. Rankin-Selberg models. Let G := GLn+k(F ), S := GLn(F ) and G
′ := G× S.
Consider the embedding of S into G to the upper left corner, and let S ′ be the diagonal
∆S ⊂ G′ = G×S. Let P ⊂ G be the standard block upper-triangular parabolic subgroup with
blocks n− 1, 1, . . . , 1, and Q := P × S. Then the unipotent radical N of Q identifies with the
unipotent radical of P . We identify g with g∗ using the trace form pairing. Let φ : N → F be
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the unitary character with differential χ = dφ given by the matrix A =
∑n+k−1
i=n+1 Ei+1,i, where
Eij denote elementary matrices. Let H := S
′N and extend φ to a character of H trivial on S.
The Rankin-Selberg model is the induction of φ from H to G′. By Frobenius reciprocity, the
multiplicity space of any π⊗̂τ˜ ∈ IrrG′ is isomorphic to HomH(π|H , τ ⊗ φ). Thus, the general
linear group case of Theorem D gives a necessary condition for the existence of Rankin-Selberg
models for representations of G′ = G× S.
The standard Levi subgroup of Q is L′ = GLn+1(F ) × S, and S ′ is a spherical subgroup
of L′ by [KM14]. Thus this case of Theorem D follows from Corollary C and the following
proposition.
Proposition 7.1. Let (T,R) ∈ χ + h⊥ ∩ N (gln+k × gln), and let λ(T ) and λ(R) be the corre-
sponding partitions. Then for any index i we have
(8) |λ(T )ti − λ(R)
t
i| ≤ 1
For the proof we will need the following lemma.
Lemma 7.2 (Alisa Qui). Let V be a vector space, and Y be a nilpotent operator on V . Let
v ∈ V , and let V1 := Span{Y iv}i≥0. Let V ′ := V/V1 and let Y ′ be the operator on V ′ given by
Y . Let ν and ν ′ be the partitions corresponding to Y and Y ′. Then for any i ≥ 1, we have
νti ∈ {(ν
′)ti, (ν
′)ti + 1}.
Proof. Let p be the monic polynomial of minimal degree such that p(Y )v = 0. Then p divides
the minimal polynomial of Y , and thus p is a monomial. Thus all the non-zero vectors in the
set {Y iv}i≥0 are linear independent.
For every i ≥ 0 let ai denote the minimal index j such that Y jv ∈ ImY i. Then we have
(9) rk(Y ′)i = rkY i − dimV1 + ai and ai ≥ ai+1 ≥ ai + 1 .
We also have
(10) νti = rkY
i−1 − rkY i and (ν ′)ti = rk(Y
′)i−1 − rk(Y ′)i .
From these equations we obtain
(11) νti − (ν
′)ti = rkY
i−1 − rk(Y ′)i−1 − (rkY i − rk(Y ′)i) = ai−1 − ai ∈ {0, 1}

Proof of Proposition 7.1. Let (T,R) ∈ χ+h⊥ ⊂ gln+k×gln. It is easy to see that T is conjugate
to a matrix of the form D = −R + A + B + C, where A =
∑n+k−1
i=n+1 Ei+1,i as above, Bij = 0
unless i = n + 1, and j ≤ n, and Cij = 0 unless j = n + k. From Tr(R) = Tr(T ) = 0
we have Cn+k,n+k = 0. For any i ≤ n + k, let ei denote the i-th vector in the standard
basis. Let V be the span of e1, . . . , en, let v ∈ V be the vector given by vi = Ci,n+k and
V1 := Span{R
iv |i = 1 . . . n}. Let W := Span{e1, . . . , en+k}, and w := en+1. Then W1 =
Span{Diw} = V1 ⊕ Span{en+1, . . . , en+k}. Let D′ and R′ denote the operators given by D and
R on W ′ := W/W1 and V
′ := V/V1. Then R
′ = −D′ under the natural isomorphism W ′ ∼= V ′.
Let ν ′ denote the partition corresponding to R′. Then, by Lemma 7.2 applied to V and to W ,
for any index i we have λti(T ), λ
t
i(R) ∈ {(ν
′)t, (ν ′)t + 1}. Thus |λ(T )ti − λ(R)
t
i| ≤ 1. 
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For representations of Arthur type, [GGP, Conjecture 5.1] formulates conjectural natural
and sufficient conditions for the existence of Rankin-Selberg models, in terms of the Arthur
parameters of π and τ .
Remark 7.3. In the same way one proves the analogous theorem for SLn+k(F ).
As a (weak) existence statement, one can show that for any two partitions λ of n + 1
and µ of n satisfying |λti − µ
t
i| ≤ 1 for all i, and parabolic subgroups Pλ ⊂ GLn+1(F )
and Qµ ⊂ GLn(F ) corresponding to the partitions λt and µt, there exist characters ψ of
Pλ and ψ
′ of Qµ such that the inductions Ind
GLn+1(F )
P ψ and Ind
GLn(F )
Q ψ
′ are irreducible and
dimHomGLn−1(F )(Ind
GLn+1(F )
P ψ, Ind
GLn(F )
Q ψ
′) = 1. These inductions are known to have associ-
ated partitions λ and µ.
7.3. Bessel models. Let V be a non-degenerate quadratic or Hermitian vector space over F ,
and let G be the group of symmetries of V (i.e. G = O(V ) or G = SO(V ) or G = U(V ) or
G = SU(V )). Let W ⊂ V be an isotropic subspace of dimension k ≥ 0. Choose a full flag
F1 ⊂ · · · ⊂ Fk−1 = W in W , and let P ⊂ G be its stabilizer, and N be the unipotent radical
of P . Let U ⊂ W⊥ ⊂ V be a maximal non-degenerate subspace, and let L be the group of
symmetries of V . Then L is a Levi subgroup of P . Choose an anisotropic line X ⊂ U , and
let S be the stabilizer of X in L. Let G′ := G× S, and let S ′ be S embedded diagonally in G.
Let Q = P × S and H = S ′N . To define a character φ of N , let Fk := W ⊕X , project U on
×k−1i=1 Hom(Fi+1/Fi, Fi/Fi−1), and let φ be a product of non-trivial characters of the coordinates.
Since S ′ is a spherical subgroup of L × S by [KM14], the orthogonal and unitary cases of
Theorem D follow from Corollary C and the following proposition, that is proven similarly to
Proposition 7.1.
Proposition 7.4. Let (T,R) ∈ χ+h⊥∩N (g∗⊕s∗), and let λ(T ) and λ(R) be the corresponding
partitions. Then for any index i we have
(12) |λ(T )ti − λ(R)
t
i| ≤ 1
Remark 7.5. The group O(V ) is not Zariski connected, and thus Corollary C is not directly
applicable to its representations. However, the restriction of any such representation π to SO(V )
is composed of at most two irreducible components, intertwined by the component group Z/2Z.
Thus, the two components either have the same associated variety, or they have associated
varieties corresponding to two nilpotent orbits described by the same associated partition. Also,
the invariant functional has non-zero restriction to at least one of the two components. Thus,
the special orthogonal case of Theorem D implies the orthogonal case.
7.4. Klyachko models. Let G := GL2n+k(F ) with k ≥ 0. For k = 0 we let H := Sp2n ⊂ G
and let φ be the trivial character of H . In this case, the nilpotent matrices in sp⊥2n have very
even partitions. This follows from [Oht91], and can also be checked by direct computation.
Assume now that k > 0 we let P = LN ⊂ G be the standard block upper-triangular parabolic
subgroups with blocks 2n + 1, 1, . . . , 1. Let S be the group of matrices of the form
(
g h
0 1
)
with g ∈ Sp2n(F ), embedded in the first block of L. As in §7.2 we identify g with g
∗ using the
trace form pairing and let φ be the unitary character of N with differential χ = dφ given by
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the matrix A =
∑2n+k−1
i=2n+1 Ei+1,i. Then we have
χ+ h⊥ = A+
{(
B C
0 D
)
∈ gl2n+k |B⊥sp2n and D is upper triangular
}
.
Let X =
(
B C
0 E
)
∈ χ + h⊥ be nilpotent. Then E is a regular nilpotent k by k matrix, and
λ(B)t is very even. By Lemma 7.2, this implies that λ(X)t has exactly k odd parts.
Summarizing, we obtain that for any k ≥ 0, Corollary C implies the following one.
Corollary 7.6. Let π ∈ Irr(G) with HomH(π|H , φ) 6= 0. Then λ(π)t has exactly k odd parts.
For unitarizable π, both this corollary and the converse statement follow from [AOS12,
GOSS12].
7.5. Shalika models. Let G := GL2n(F ), and P ⊂ G be the standard block upper-triangular
parabolic subgroups with blocks of size n. Let S := GLn(F ), embedded diagonally in L =
GLn(F ) × GLn(F ) ⊂ P . We identify the nilpotent radical n of p with gln(F ) (sitting in the
upper-right corner of g), and let φ : N → F such that χ = dφ is given by trace. Let H = SN ,
and extend φ to a character of H . Then we have
χ+ h⊥ =
{(
B C
Id −B
)
∈ gl2n
}
Thus anyX ∈ χ+h⊥ is conjugate to Y =
(
0 C
Id 0
)
, and is nilpotent if and only if C is nilpotent.
Further, for any i > 0 we have rkX2i+1 − rkX2i+2 = rkC i − rkC i+1 = rkX2i − rkX2i+1. Thus
λ(X)t2i+1 = λ(X)
t
2i+2 = λ(C)
t
i+1. That is, λ
t has even multiplicities, or equivalently λ is very
even. Thus, Corollary C implies the following one.
Corollary 7.7. Let π ∈ Irr(G) with HomH(π|H , φ) 6= 0. Then λt(π) has even multiplicities.
Curiously, this condition is dual to the condition on π to be distinguished under the symplectic
subgroup, which requires λt(π) to be very even.
8. Non-homogeneous spherical varieties
Let X be a spherical smooth G-variety defined over R, and let µX : T
∗X → g∗ denote the
moment map defined in the introduction. Let X be a union of connected components of the
manifold of real points of X. Let E be an algebraic bundle over X , and let S(X, E) denote the
space Schwartz sections of E (see §8.2 below for the definition).
Theorem 8.1. If π ∈ Irr(G) is a quotient of S(X, E) then O(π) ⊂ Im(µX).
We prove this theorem by induction on the number of G-orbits on X. The base case of a
single orbit follows from Corollary C by Frobenius reciprocity for Schwartz induction (Theorem
8.12 below). The induction step will follow from the theory of Schwartz functions on algebraic
manifolds. We will now give the necessary preliminaries on nuclear Fre´chet spaces, Schwartz
functions on real algebraic manifolds, and then prove the theorem in §8.3.
In §8.4 we derive Theorem E from Theorem 8.1, the Casselman embedding theorem and
[AGKL16, Theorem C].
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Remark 8.2. In the homogeneous case X = G/H, Corollary C and Remark 2.8(iii) imply a
stronger statement. Namely, under the conditions of Theorem 8.1 or of Theorem E, G acts on
the preimage µ−1
X
(O(π)) with an open orbit. We do not know whether this holds for general X.
8.1. Fre´chet spaces, their duals and tensor products. All the topological vector spaces
considered in this paper will be either nuclear Fre´chet or dual nuclear Fre´chet. For a nuclear
Fre´chet spaceV , V ∗ will denote the strong dual, and for a Fre´chet or dual Fre´chet spaceW ,
V ⊗̂W will denote the completed projective tensor product and Lb(V,W ) will denote the space
of bounded linear operators from V toW (see [Tre67, §32]). The projective topology on V ⊗̂W
is generated by seminorms which are largest cross-norms corresponding to pairs of generating
semi-norms on V andW , see [Tre67, §43]. In particular, if V andW are nuclear Fre´chet spaces,
then so is V ⊗̂W . The projective tensor product of nuclear spaces is naturally isomorphic to
the injective one, see [Tre67, Theorem 50.1]. We will need the next proposition, which follows
from [Tre67, Proposition 50.5 and (50.19)]
Proposition 8.3. Let V andW be nuclear Fre´chet spaces. Then we have natural isomorphisms
(V ⊗̂W )∗ ∼= V ∗ ⊗̂W ∗ ∼= Lb(V,W
∗).
We will also use the following lemma.
Lemma 8.4 ([CHM00, Lemma A.3]). Let W be a nuclear Fre´chet space and let
0→ V1 → V2 → V3 → 0
be a short exact sequence of nuclear Fre´chet spaces. Then the sequence
0→ V1 ⊗̂W → V2 ⊗̂W → V3 ⊗̂W → 0
is also a short exact sequence.
Proposition 8.5 ([CHM00, Lemma A.4]). Let V = lim
→
Vi be a Hausdorff inductive limit of
nuclear dual Fre´chet spaces, and W be a dual nuclear Fre´chet space. Then we have a natural
isomorphism
V ⊗̂W ∼= lim
←
(Vi ⊗̂W ).
8.2. Schwartz functions and tempered distributions on real algebraic manifolds. Let
X be an algebraic manifold (i.e. smooth algebraic variety) defined over R and X := X(R). If X
is affine then the Fre´chet space S(X) of Schwartz functions on X consists of smooth complex
valued functions that decay, together with all their derivatives, faster than any polynomial.
This is a nuclear Fre´chet space, with the topology given by the system of semi-norms |φ|d :=
maxx∈X |df |, where d runs through all differential operators on X with polynomial coefficients.
For a Zariski open affine subset U ⊂ X, the extension by zero of a Schwartz function on U is
a Schwartz function on X . This enables to define the Schwartz space on any algebraic manifold
X, as the sum of the Schwartz spaces of the open affine pieces, extended by zero to functions
on X . For the precise definition of this notion see e.g. [AG08]. Elements of the dual space
S∗(X) are called tempered distributions. The spaces S∗(U) for all Zariski open U ⊂ X form a
sheaf. We say that a measure is tempered if it defines a tempered distribution.
In a similar way one can define the space S(X, V ) of V -valued Schwartz functions for any
Fre´chet space V . Namely, for an affine X we demand that q(dφ(x)) is bounded for any differ-
ential operator d on X and any seminorm q on V . It is easy to see that S(X, V ) ∼= S(X) ⊗̂V ,
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where ⊗̂ denotes the completed projective tensor product (cf. [Tre67, Theorem 51.6]). We
define the tempered distributions S∗(X, V ) to be the continuous linear dual space. Note that
by Proposition 8.3 we have
(13) S∗(X, V ) ∼= S∗(X) ⊗̂V ∗ ∼= Lb(S(X), V
∗)
If a group G acts on X and on V then we consider the diagonal action on S(X, V ) and the
dual action on S∗(X, V ). We denote the space of invariants in S∗(X, V ) by S∗(X, V )G. We
call the elements of this space equivariant distributions.
For an algebraic bundle E over X , Schwartz sections are defined as finite sums of extensions
by zero from open sets on which the bundle trivializes. See [AG08, §5] for more details. For a
nuclear Fre´chet space V we denote S(X, E , V ) := S(X, E) ⊗̂V and S∗(X, E , V ) := S(X, E , V )∗.
We will use the following version of the Schwartz kernel theorem.
Proposition 8.6 ([AG10, Corollary 2.6.3]). For any real algebraic manifold Y , and algebraic
bundles E over X and E ′ over Y , we have
S(X × Y, E ⊠ E ′) ∼= S(X)⊗̂S(Y ).
Let U ⊂ X be a Zariski open subset, write U := U∩X and let Z denote the complement to
U in X .
Theorem 8.7 ([AG08, Theorem 5.4.3]). We have
S(U, E) ∼= {φ ∈ S(X,E)| φ is 0 on Z with all derivatives}.
In particular, extension by zero defines a closed imbedding S(U, E) →֒ S(X, E).
Corollary 8.8. The restriction map S∗(X, E)→ S∗(U, E) is onto.
Denote the kernel of this map by S∗Z(X, E), and the kernel of the corresponding map
S∗(X, E , V )։ S∗(U, E , V ) by S∗Z(X, E , V ).
Notation 8.9. Denote by Fn(X,Z, E) the space of Schwartz functions on X that vanish on
Z with first n derivatives. Denote by F nZ (X, E) the orthogonal complement to Fn(X,Z, E) in
S∗Z(X, E). If Z is smooth, denote by N
X
Z the normal bundle to Z in X and by Sym
n(NXZ ) the
n-th symmetric power of this bundle.
Theorem 8.10 ([AG08, Corollary 5.5.4]).
(i) For every n, there is a natural isomorphism
F nZ (X, E)/F
n−1(X,Z, E) ∼= S∗(Z, E ⊗ Symn(CNXZ )) .
(ii) S∗Z(X, E) is naturally isomorphic to
⋃
n≥0(F
n
Z (X, E)).
Using Proposition 8.5 we obtain the following corollary.
Corollary 8.11. S∗Z(X, E , V ) =
⋃
n≥0 F
n
Z (X, E) ⊗̂V
∗
Theorem 8.12 ([GGS, 2.3.6]). Suppose that the action of G on X is transitive, fix x ∈ X
and let Gx be its stabilizer in G. Let ∆Gx denote the modular function of Gx. Then for any
π ∈M∞(G) we have H0(G,S(X, E) ⊗̂π) ∼= H0(Gx, Ex ⊗ π ⊗∆Gx).
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8.3. Proof of Theorem 8.1. The proof is by induction on the number k of G orbits in X.
The base case is k = 1, and in this case X is a disconnected union of finitely many orbits of G.
Thus the base follows from Theorem 8.12 and Corollary C.
For the induction step, let Z be a closed G-orbit in X, and let Z := Z∩X . Let U := X \Z.
Let τ := π˜. If we have a map S(X, E)։ π then S∗(X, E , τ)G 6= 0. Consider the exact sequence
0→ S∗Z(X, E , τ)
G → S∗(X, E , τ)G → S∗(U, E , τ)G .
If S∗(U, E , τ)G 6= 0 then the theorem follows from the induction hypothesis. Otherwise, we
have S∗Z(X, E , τ)
G 6= 0. By Theorem 8.10 and Corollary 8.11, S∗Z(X, E , τ) has an exhaus-
tive G-invariant filtration F nZ (X, E) ⊗̂ τ with successive quotients isomorphic to S
∗(Z, E ⊗
Symn(CNXZ ), τ). Thus
S∗(Z, E ⊗ Symn(CNXZ ), τ)
G 6= 0
for some n ≥ 0. The theorem follows now from the base of the induction. 
8.4. Proof of Theorem E. For the proof we will need the following theorem.
Theorem 8.13. The space H0(g,S(X, E) ⊗̂ π) is Hausdorff and finite-dimensional.
Proof. By the Casselman embedding theorem (cf. [CM82, Theorem 8.21]), π is a quotient of
the nuclear Fre´chet space H0(p,S(G, E ′)⊗χ), where p is the Lie algebra of a minimal parabolic
subgroup P ⊂ G is a minimal defined over R, χ is a character of p that is trivial on its nilpotent
radical, and E ′ is an algebraic bundle on G. By Proposition 8.6 we have a natural isomorphism
H0(g,S(X, E) ⊗̂ H0(p,S(G, E
′)⊗ χ)) ∼= H0(g× p,S(X ×G, E ⊠ E
′)⊗ χ),
where G acts on itself by left multiplications, and on X × G diagonally, and P acts on G by
right multiplications, thus commuting with the action of G. Since X is spherical, P has finitely
many orbits on X, and thus G × P has finitely many orbits on X × G. Thus, [AGKL16,
Theorem C] implies that H0(g× p,S(X ×G, E × E ′)⊗ χ) is Hausdorff and finite-dimensional.
Therefore, so is H0(g,S(X, E) ⊗̂ π). 
Proof of Theorem E. Let σ := H0(g,S(X, E) ⊗̂ π). It is a representation of G, on which the
connected component of the unit element acts trivially. By Theorem 8.13, σ is Hausdorff
and finite-dimensional. The projection map S(X, E) ⊗̂ π ։ σ defines a non-zero map ξ :
S(X, E) ⊗ σ∗ → π∗. Since S(X, E) ⊗ σ is a smooth representation, and π is irreducible, the
image of ξ is the contragredient representation π˜. Since S(X, E) ⊗ σ ∼= S(X, E ⊗ σ), and
O(π) = O(π˜), the theorem follows from Theorem 8.1. 
9. Conjectures
In this section let F be a non-Archimedean local field. Let G be an algebraic reductive group
defined over F and let G be the group of its F -points. Then G is an locally compact totally
disconnected group, and we denote by Irr(G) the collection of smooth irreducible representations
of G in complex vector spaces. Smooth here means that every vector has an open stabilizer.
For any π ∈ Irr(G), Harish-Chandra defined a complete invariant - the character χpi of π. It is
a generalized function on G. We denote by WF(π) the closure of the wave-front set of χpi at the
unit of G. This is a subset of g∗(F ). We refer the reader to [Ho¨r90, §8] and [CHLR18, §2.8.6]
for the definition of wave-front set of a generalized function. Let us now give an equivalent
description for p-adic F .
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If F has characteristic zero then χpi defines a generalized function ζpi on a neighborhood of
zero in the Lie algebra g(F ) of G, by restriction to a neighborhood of 1 ∈ G and applying
logarithm. By [How74],[HC77, p. 180], ζpi is a linear combination of Fourier transforms of G-
measures of nilpotent coadjoint orbits. The measures extend to g∗(F ) by [RR72]. Then WF(π)
is the union of closures of nilpotent orbits O such that the Fourier transform of the invariant
measure on O enters the decomposition of ζpi with a non-zero coefficient.
Notation 9.1. Define the wave front set WFmax(π) to be the union of all nilpotent G-orbits
O ⊂WF(π), such that for any nilpotent orbit O′ with O ⊂ O′ ⊂WF(π) we have O = O′. We
consider WFmax(π) as a subset of g∗ by embedding g∗(F ) into g∗.
Let H ⊂ G be a spherical subgroup defined over F , and let H denote its group of F -points.
Denote by Irr(G)H the collection of all irreducible representations of G possessing non-zero
H-invariant linear functionals. For a character φ of H we will use the analogous notation
Irr(G)(H,φ). Let G · h⊥ denote the image of the coadjoint action map G× h⊥ → g∗. Note that
it coincides with the image of the moment map T ∗(G/H)→ g∗.
Conjecture 9.2. For any π ∈ Irr(G)H , WF
max(π) ⊂ G · h⊥.
Furthermore, assume that there exists a decomposition H = S⋉N such that N is a parabolic
nilradical. Let φ be a unitary character of H with trivial restriction to the unipotent radical of
S. Let s and n denote the Lie algebras of S and N . Assume that there exists χ ∈ g∗ such that
χ|s = 0, and χ|n is an admissible character of n that determines φ|N .
Then for every π ∈ Irr(G)(H,φ) and every coadjoint G-orbit O that intersects WF
max(π) we
have
dimO ∩ (χ+ h⊥) = dimO/2.
In particular, the intersection is non-empty.
This conjecture would allow to extend to the non-Archimedean case the results described in
§§6-7. In particular, the non-Archimedean analogue of Corollary 6.2 applied to the case H = G
(which corresponds to the diagonal pair ∆G ⊂ G×G) implies the following conjecture.
Conjecture 9.3 ([MW87]). For any π ∈ Irr(G), WFmax(π) lies in a single G-orbit.
The following version of Conjecture 9.2 is proven in [GS].
Theorem 9.4 ([GS, Corollary C]). Suppose that F has characteristic zero. Let φ be a character
of H that is trivial on its unipotent radical, and let π ∈ Irr(G)(H,φ). Then
WF(π) ⊂ G · h⊥(F ).
Here, h⊥(F ) denotes the rational F -points of h⊥, and G · h⊥(F ) denotes the closure in the
(Hausdorff) local topology on g∗(F ).
Remark 9.5. [GS, Corollary C] does not require H to be spherical. It also works in the
generality of non-homogeneous G-spaces.
This theorem, together with Corollary C is our main general evidence for Conjecture 9.2.
In addition, several special cases are known to hold true for G = GLn and p-adic F .
First of all, Conjecture 9.3 is proven for GLn(F ) in [MW87, §II.2], which also expresses the
corresponding partition, that we will denote λ(π), through the Zelevinsky classification [Zel80].
The Arthur type can also be expressed through the Zelevinsky classification (see e.g. [OS09]).
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Thus, the conditions on Arthur parameters in [GGP, Conjecture 5.1] imply that |λti(π) −
λti(τ)| ≤ 1, as in Theorem D. For k = 1, the condition in [GGP] was proven to be necessary for
the non-vanishing of HomH(π|H, τ) in [Gur].
Remark 9.6. In fact, the conditions in [GGP, Conjecture 5.1] further imply that for any i
with λ(π)ti = λ(τ)
t
i we also have λ(π)
t
i = λ(τ)
t
i = 1. However, this additional property does
not always hold for general smooth representations. Indeed, let n := 4, k := 1, π := 13 × 12
be the Bernstein-Zelevinsky product of trivial representations of GL3(F ) and GL2(F ) and τ :=
| det |1/22 × 12 ∈ Irr(GL4(F )). Then HomH(π|H, τ) 6= 0, but λ
t(π) = (3, 2) and λt(τ) = (2, 2).
This does not contradict [Gur], since τ is not of Arthur type.
Finally, the p-adic analogue of Corollary 7.6 is proven in [OS19].
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