Abstract -Network based models (NBMs) are representations that reduce real world systems to abstract or graphic structures. In this work we used a NBM to investigate infectious disease spread in a macroalgae system. We demonstrated how the NBM could be used in this biological system by formulating the model and analyzing the results. We generated results for various scenarios and compared them with those of the conventional SIR model. The results provide information that at least in principle may be beneficial to algae infectious disease control, intervention or prevention.
I. INTRODUCTION
Mathematical modelling has long been a great tool for infectious diseases and especially theoretical epidemiology has witnessed numerous significant conceptual and technical developments [1] [2] [3] [4] . One of the simplest epidemiological models describing the dynamics in each class involving the dynamics of susceptible (S), infectious (I), and recovered individuals (R) was first proposed by Kermack and McKendrick in 1927 [5] . It is the homogenously mixed and mean field type model in nature and was later also referred to as the general epidemic (SIR) model. If the SIR model takes into account the latent period, we then need to introduce a new category for these individuals who are infected but not yet infectious, namely, exposed individuals and these are represented by the variable E. This new version of SIR is called a SEIR model. Although the SIR and SEIR models behave similarly at equilibrium (when the parameters are suitably rescaled), the SEIR model has a slower growth rate after pathogen invasion due to individuals needing to pass through the exposed class before they can contribute to the transmission process. Some of the research done on SEIR models can be found for example in [5] [6] . After that much research on mathematical models was done to make it as realistic as possible [7] [8] [9] [10] [11] [12] [13] [14] . Here we focus on the network based models or NBMs. We develop this model by adapting our model from previous work [15] .
There we computationally investigated macro algae systems and made some predictions via the deterministic SEIR epidemic model. We used the model to predict infectious disease spread based on the deterministic SEIR epidemic model. We investigated factors that we expected to affect the disease spread including the number of patches, the size of the initial infected population, the distance between patches or spatial range and the basic reproduction number (R0). The results provide information that may be beneficial to algae disease control, intervention or prevention.
Network based models are representations that reduce real world systems to abstract or graphic structures. NBMs are extremely flexible tools for representing complex systems of interacting components [16] . The objects of interest are represented by nodes and the interaction between two objects by a link. As opposed to a homogeneous deterministic system, the advantage is to be able to measure or calculate a large heterogeneous system as the pattern of interactions of all system elements can be specified. Therefore, modeling networks is a widely applied tool across many fields of research [17] . Here, we focus on the specific application of NBMs in the field of infectious disease modelling [18] in an algae system. One of the main applications of using NBMs is to understand the mechanism of infectious disease spread in human or animals [19] . However, using NBMs for plants, especially algae, to the best of our knowledge, had not been done. In our NMB system, the pattern of contact between individuals and the disease spread can be described as a network structure of algae population system. Despite generic NBM continued improvement, it is worth develop is effective specific modeling tools that would contribute to the understanding of the NBM for particular biological systems in real world situations.
Numerous studies on infectious disease transmission using the network theory have been carried out. Modelling networks provide a mathematical platform for the DOI 10.5013/IJSSST.a.19.05. 11 11.2 ISSN: 1473-804x online, 1473-8031 print interpretation of the interaction between individuals or populations and are especially useful when each individual is assumed to be in direct contact only with a small proportion of the population [20] . An important study is the Newman study that investigated the transmission of an infectious disease using a network of contacts at the individual level [21] . The static network structure does not change over time and such models ignore the effect of individuals behavioral change due to the infection. In this work, we modeled networks representing individuals in a population of macro algae which respond to the emergence of an infectious disease. For the rationale of this network model see [15] . Algae are aquatic primitive multicellular photosynthetic plant species that play an essential role in aquatic ecosystems. They can come in many forms and colors. Algae can be generally characterized based on their photosynthetic pigments and combinations. The macro algae can be utilized as a crop [22] . Like terrestrial forests, macro algae forests provide an extensive ecosystem for many organisms from the sea floor to the ocean surface. However, the increasing use of macro algae as crop species for commercial purposes requires well managed farming systems and processes for both cultivation and disease control. As with other living organisms, algae are plagued by pathogens such as fungi, bacteria or viruses. This work is mainly focused on parasitism, which is common in algae. Parasites present a strong factor in evolutionary and ecological processes in algae, e.g. population dynamics, species successions, competition for resources, species diversification, and energy and gene flows [23] . Even though the pathology aspect is quite well understood, how macro-algae respond to pathogens and how the disease can spread at the population level is not well understood [24] . To the best of our knowledge, no work has yet been published with regard to the network modelling of infectious disease outbreaks or epidemics involving macro algae. In this work, we apply a network model to study the macro algae system representing individuals in a population that tend to respond to the emergence of an infectious disease. Computational results and analysis are given.
II. OVERVIEW OF THE DETERMINISTIC SIR MODEL FOR A MACROALGAE SYSTEM
We applied a network model based on the traditional susceptible-infectious-recovered (SIR) equation [25] , where each individual of the algae population is represented by S, I, and R representing the numbers of susceptible (capable of becoming infected), infectious (infectious individuals capable of transmission) and removed or dead individuals, respectively.
This model, for the sake of simplicity, ignores population demography parameters, such as birth rate, death rate, and in-flow or out-flow leading to a constant population size. The dynamics of the SIR epidemic model consists of only two transitions, namely S R  and I R  which are effectively applied to the simulation of a network. The transitions in the SIR epidemic model are characterized by a one-way state transition. It shall be noted again that recovered individuals are removed from the infectious disease transmission, which is the reason for R being sometimes referred to as the removed state.  and  are rates representing the transition changes from S to I
and from I to R, respectively. The fraction of I influences the rates.
Moreover, there are many tools to study the SIR epidemic model. Let us describe the most basic tool, the deterministic SIR model. This model is easy to implement, it can be solved by analytical calculation and is suited to represent a uniform population by using averaged rates that describe the state transitions. This model assumes a population as a collection of homogenous individuals in a mixed system, meaning that each individual has an equal probability of interaction with anyone else of the population. In the next step, it is determined whether or not the infectious disease transmission takes place across a population or fails to invade using (3) rewritten as (5) it can be found that, if the initial reaction rate of susceptible (0) S state is less than   the infection fails to invade. This is referred to as the threshold phenomenon because the initial fraction of individuals in the susceptible state must exceed this critical threshold in order to allow disease invasion. The inverse of this ratio is called the basic for reproductive ratio 0 R ; it is one of the most important quantitative parameters in epidemiology and defines the average number of secondary cases arising from an average number of primary cases in an entirely susceptible population. In this work, we likewise assume that all individuals of the population are initially in the susceptible state (0) 1 S  , and a pathogen can invade only if 0 1 R  . This condition makes sense given the fact that successful pathogen spread is only possible in the case of transmission to more than one new host [26] .
We were also concerned about the SIR epidemic model in the long-term state as follows:
Then by assuming 0 0 R  , we integrated both sides with respect to R to obtain
It was found that the value of S always remains above zero, because the value of On the other hand, one can say that the transmission of the infectious disease ends or is in stationary state, if 0 I  . In that case, (7) is rewritten as
where ( ) R  is the final fraction of recovered individuals, which is equal to the total fraction of the formerly infected population. However, (9) is an analytical solution; the disease transmission over a population always occurs when 0 1 R  and recedes for 0 1 R  . As describe above, we can see that the deterministic SIR model is easily implemented for (2) as shown in Fig. 2 . In addition, this model includes only one-way transitions in an initially entirely susceptible population. Whenever the infectious disease is introduced into the sample population, the pathogen is transmitted to susceptible individuals and hence, change their states to infectious. Similarly, infected yet recovering individuals change their state to become recovered individuals, following the S R  and I R  transitions, respectively. Consequently, there is a certain time when the fraction of infectious individuals increases to reach its peak, which is called the epidemic peak time. After that point, this fraction decays to zero, which is then defined as the end of the infectious disease transmission or the stationary state of the system. During the stationary state, the fraction of susceptible individuals has decreased, due to the increase in recovered individuals. 11.4
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III. NETWORK MODEL FORMULATION AND THEORETICAL BACKGROUND
A network is a collection of points that are linked by lines. There are several specific names for points and lines depending on the system, such as vertices and edges, sites and bonds, and actors and ties. In this work, points and lines are called nodes and links. A node is the fundamental unit of a network. The network consists of n nodes that are connected via links. A link is the connection between two nodes in a network and m is the number of links in a network. By convention in our studies, one link connects a pair of nodes and a node is prohibited from connecting to itself. Another useful method to represent a network is the adjacency matrix. The adjacency matrix of a network includes the elements ij A as follows:
if there is a link between node and , 0 : otherwise.
A useful parameter to measure networks is the so called degree. The degree of a node in a network is the number of links that are connected to it. We let i k be the degree of a given node i . This parameter gives us the so-called popularity of a node in the network. For a network of n nodes, 1 .
Consider a specific example of a NBB, namely a random network. The random network is sometimes called An Erdos-Renyi network to honor Paul Erdos and Alfrd Renyi, the first mathematicians to study this type of network [27] . In our random network, n and m are fixed. The nodes are connect randomly via m links and each node has an equal chance to be connect. More precisely, we randomly chose m pairs of nodes from all possible pairs and connect them with a link. This method follows the rules allowing one single link between two nodes and no self-link. The network is often referred to as ( , )
G n m . This means that the ( , ) G n m random network is built by randomly choosing from all possible pairs of nodes. The calculation of the random network in regard to n and m is straight forward only if the average number of links is m and the average network degree equals 2m k n  . On the other hand, there is a closely related model used in most mathematical studies, which is the ( , ) G n p model.
In ( , )
G n p random networks, the number of nodes as well as the probability of links between nodes is fixed. Again, we take n nodes but now place a link between each pair of nodes with independent probability p . This stands in contrast to ( , ) G n m random networks, as in fact it is now possible that the network could have no links at all or links between every pair of nodes. We define the probability distribution of ( , )
G n p random network to have m links over all possible links in a network ( ) P G with n nodes as ( )
Hence, the total probability to have a network with m links is 
We can calculate the average degree of a node in ( , ) G n p random networks by
Hence .
( 1)
From (15), we notice that the expected number of links connected to a node is p(n-1), so that we can express (14) in the form of (16) when the number of nodes n is sufficiently large. 11.5 ISSN: 1473-804x online, 1473-8031 print We then find the degree distribution of the ( , ) G n p random network by considering a given node in the network connected with independent probability p to each of the n − 1 nodes. Thus, the probability of being connected to k other nodes and not to n − 1 − k other nodes is
There are 1 n k
ways to choose the k other nodes.
Hence, the total probability of being connected to exactly k other nodes is
the binomial distribution behavior. Furthermore, the average degree is approximately constant for a sufficiently large network size. Equation 14 tells us that 1
vanishes in case of n   . This allows us to modify (17) as follows; the expansion of for large n. Thus, we obtain
Therefore, for large n, (17) states become
IV. COMPUTATIONAL RESULTS OF INFECTIOUS DISEASE TRANSMISSION ON STATIC RANDOM NETWORKS AND DISCUSION
We began by studying the effect on disease transmission probability  and continued the investigation to study effects on infectious disease transmission. We compared the time evolution of the different node fractions in the population as obtained by deterministic and stochastic processing, respectively. R and  . The stochastic process was performed assuming a static random network, which was structured as shown in Fig. 5 . This network has the average degree 10 k  initially all nodes in this network were in the susceptible state but one, which was randomly chosen to become an infected node. We assigned other parameters according to Table 1.   TABLE I.  THE VALUE RANGE OF THE PARAMETERS THAT WERE USED   FOR THE SIMULATION. time-step, t 0 100  disease transmission probability,  Then, we let the chosen infected node transmit the pathogen across its SI-links. We investigated the disease transmission over 100 time-steps, a time period sufficient to observe stationary state transformation of the network. Fig.  6(a) presents results for disease transmission probability 2.0   . Susceptible and recovered node fractions in the deterministic model were slightly decreased to 0.19 and slightly increased to 0.87 per time-step, respectively. The infectious fraction increased to reach an epidemic peak measuring 0.16 and then decayed to zero at the stationary state. The infection in the form of the infectious fraction was present in the network for quite a long period between t = 13 − 65. The susceptible and recovered fraction were calculated assuming a static random network and slightly decreased to 0.63 and increased to 0.37 at each time-step, respectively. The infectious fraction increased to reach its epidemic peak measuring only 0.05 and then decayed to zero at the stationary state. The infectious fraction appeared between t = 16 − 67 We observed that the results from static random network simulations were different from those using the deterministic SIR model. The infectious fraction in the static random network never exceeded 50 nodes, whereas 161 individuals were infected during the epidemic peak time as obtained by the deterministic model. In the same way, the cumulative number of infection cases R  in the static random network model counts only 370 cases, while the R  of the deterministic model counted 810 cases.
Simulations with 3.0
 
show the same pattern of results between the two models as the previous one. The epidemic peak times occurred at time-steps; 24 and 22, respectively. The infectious node fractions at epidemic peak times measured 0.16 and 0.32, respectively. The population reached the stationary state at close range after time-steps 61 and 56. The cumulative fraction of infection cases R  measured 0.64 and 0.95 for the network model and the deterministic model as shown in Fig. 6(d) , respectively.
In addition, we noticed that the results obtained from the network model and the deterministic model presented the same behavior. They reached the stationary state at nearly the same time-step. The epidemic peak was reached almost at the same time-step. But the values of fractions were different. This opens speculations about the influence of the interaction patterns. The population in the deterministic model was assumed to contain individuals with full interaction with each other and the pathogens could always be transmitted to susceptible cells, if 1   . In contrast, the static random network model prescribes failed disease invasion, in case of the isolation of the first infectious node. The system was initiated with all nodes counting 10 neighbors on average. Again, the pathogen could be transmitted across links between nodes in the network counting at least 5,094 existent links from 495,501 possible links. This might be the reason for the different results in regard to the fractions between the two model types. . A similar result pattern is obtained when compared to lower probability values. The epidemic peaks occurred at time-step 16 and 13 and infectious fractions measured 0.34 and 0.54, respectively. Fractions decayed to zero at the stationary state, which was reached after 47 and 44 time-steps, respectively. The cumulative fractions of infection cases R  were 0.85 and 1.00, respectively. The peaks occurred just 3 time steps later than the previous result in both models with an increase in the infectious node fraction of about 30 and 20 percent at epidemic peak times, respectively. In the same way, the stationary states occurred earlier by 4 time-steps.
We noticed that the pattern is the same for all results, but values differ in magnitude and tended to decrease with increasing  , said, was increased by 0.05, was decreased by 2 time-steps, the infectious fraction at was increased by 0.04 in the network model. In the same way, R  was increased by 0.01, was decreased by 3 time-step an infectious fraction at was increased by 0.06 in the deterministic model. The analysis shows that increasing the disease transmission probability  has effect on the infectious disease transmission in a non-linear pattern and was accounted for in In addition, the number of infected cases in the network model was always lower than calculated by the deterministic model. We explain this by the comparatively smaller proportion of contacts in the network model in contrast to the deterministic model that allows contact of everyone with everyone in the population. However, these results can only reveal the infectious disease dynamics, due to the constant pattern of interaction in a situation of changing states of individuals. Therefore, one can conclude that the disease transmission probability  is one parameter to determine infectious disease spread. In this work, we employed a network epidemics model to study the infectious disease spreading in algae populations. To the best of our knowledge, this is first ever model of this kind. Our network-based model gives the results which are consistent with conventional SIR model and the general theory. Even though our model is still generic and at an early stage, we believe that the network models could be applied for this particular algal system and could be further improved to be more realistic. To make the model more realistic, we can take into account the effect of individual's behavioral or structural change. Since the key advantage of the network model is to incorporate the space inhomogeneity in the model system, it is very challenging to make the model mimic the real world interaction [28] . Therefore, the modified model at least in principle could provide the more dynamical and adaptive network and generate complex network models to get closer contact with the real world system.
