The integrable quantum models, associated to the transfer matrices of the 6-vertex reflection algebra for spin 1/2 representations, are studied in this paper. In the framework of Sklyanin's quantum separation of variables (SOV), we provide the complete characterization of the eigenvalues and eigenstates of the transfer matrix and the proof of the simplicity of the transfer matrix spectrum. Moreover, we use these integrable quantum models as further key examples for which to develop a method in the SOV framework to compute matrix elements of local operators. This method has been introduced first in [1] and then used also in [2], it is based on the resolution of the quantum inverse problem (i.e. the reconstruction of all local operators in terms of the quantum separate variables) plus the computation of the action of separate covectors on separate vectors. In particular, for these integrable quantum models, which in the homogeneous limit reproduce the open spin-1/2 XXZ quantum chains with non-diagonal boundary conditions, we have obtained the SOV-reconstructions for a class of quasi-local operators and determinant formulae for the covector-vector actions. As consequence of these findings we provide one determinant formulae for the matrix elements of this class of reconstructed quasi-local operators on transfer matrix eigenstates.
Introduction
In this paper we analyze the lattice quantum integrable models characterized in the quantum inverse scattering method (QISM) [3] - [16] by (boundary) monodromy matrices which satisfy the reflection algebra [18] - [26] w.r.t. the 6-vertex R-matrix solution of the Yang-Baxter equation. The prototypical elements in this class of quantum integrable models are the open XXZ spin-1/2 quantum chains, reproduced under the homogeneous limit of the representations of this reflection algebra on the spin-1/2 quantum chains. In the special representations corresponding to the open XXZ chain with diagonal boundary matrices 2 the system has been largely analyzed in the framework of the algebraic Bethe ansatz (ABA) [3] - [4] with results going from the spectrum 3 [18] - [26] up to the correlation functions 4 [29] - [31] , where the Lyon group method 5 [34] - [47] has been generalized to the reflection algebra case in the ABA framework.
The situation is more complicated in the case of general non-diagonal boundary matrices; technical difficulties arise and the ABA method can be applied only limitedly to non-diagonal boundary matrices which satisfy special constrains which allow the definition of reference states by gauge transformations 6 [51, 52] . Even in this class of constrained non-diagonal boundaries the use of algebraic Bethe ansatz is complicated from the fact that two sets of Bethe ansatz equations are generally required in order to have some numerical evidence of the completeness of the spectrum description [53] . The other problem in the ABA framework is for the computation of scalar products which is missing as soon as non-diagonal boundary matrices are considered. Some analysis for solving this last problem has been addressed in the papers [54, 55] where the partition function for the dynamical diagonal open case was considered, see also [56] . According to the standard techniques in the ABA framework, this is the first step towards the determination of scalar product formula in a determinant form. The situation for the general unconstrained nondiagonal boundary matrices is even more fragmented in the framework of Bethe ansatz analysis 7 ; only the eigenvalue analysis is implemented by the fusion procedure for special values (roots of unit) of the anisotropy parameter [62, 63] while for the other cases (non-roots of unit) the construction of the Q-operator is mainly at a conjecture level [64] . Once again the completeness of the spectrum description is verified only by some numerical analysis and the absence of eigenstates construction is the first fundamental missing step toward the matrix elements of local operators.
The circumstances that for general non-diagonal boundary matrices the ABA method does not work while for the constrained ones, for which it works, it is instead missing a scalar product formula have so far prevented to further generalize the method described in [29] - [31] to the reflection algebra representations for non-diagonal boundary matrices. However, we are in the position to develop a different approach based on the Sklyanin's quantum separation of variables (SOV) method 8 [69] - [71] , which can be used to get the exact characterization of their spectrum (eigenvalues & eigenstates) and the computation of their form factors. Indeed, Sklyanin's SOV is a more efficient method to analyze the spectral problem w.r.t. other methods 9 like the algebraic Bethe ansatz. It works for a large class of integrable quantum models; it leads to both the eigenvalues and the eigenstates of the transfer matrix providing a complete characterization of the spectrum under simple requirements 10 . Moreover, in all the integrable quantum models analyzed by SOV in the series of papers [80] - [85] it was possible to show that the transfer matrix forms a complete 11 set of commuting conserved charges of the quantum model.
The approach used in the present article can be considered as the generalization to the SOV framework of the Lyon group method. It has been already implemented in [2] for the XXZ spin 1/2 quantum chain [72] , [86] - [93] with antiperiodic boundary conditions. The results 12 obtained in [2] go from the complete characterization of the spectrum up to the calculation of the form factors of the local spin σ a n in a determinant form 13 . This approach has been originally introduced in [1] for the lattice quantum sine-Gordon model [4, 16] and then generalized in [96] to the τ 2 -model 14 [97] and the chiral Potts model [98] - [109] .
Finally, let us comment that the analysis of these systems with non-diagonal boundary conditions is in particular interesting for the relevant physical applications to systems in non-equilibrium like the asymmetric simple exclusion processes (ASEP) as they allow to describe systems for which the particle number is not conserved 15 . Then, the lack of knowledge on the spectrum in this general framework, the complications emerging in the use of algebraic Bethe ansatz plus the physical relevance of these open chains with non-diagonal boundary conditions makes clear how big can be the impact brought to this research area from the solution of these systems by our approach in quantum separation of variables.
Reflection algebra and open spin-1/XXZ quantum chain
In this section we describe a class of quantum integrable models characterized in the framework of the quantum inverse scattering method by monodromy matrices U (λ) which are solutions of the following reflection equation: 
H.w. representations of 6-vertex reflection algebra on spin-1/2 chains
Let K(λ; ζ, δ, τ ) be the following (general non-diagonal boundary) matrix:
K(λ; ζ, δ, τ ) = 1 sinh ζ sinh(λ + ζ) κe τ sinh 2λ κe −τ sinh 2λ sinh(ζ − λ) , (2.3) where ζ, κ and τ are arbitrary complex parameters, it is the most general scalar solution of the 6-vertex trigonometric reflection equation:
Then following Sklyanin [20] , it is possible to construct in the 2 N -dimensional representation space 16 : 5) two classes of solutions to the same reflection equation (2.4) . In order to do so, let us define: 6) where ζ ± , δ ± , τ ± are arbitrary complex parameters and the (bulk) monodromy matrix 17 :
, solution of the 6-vertex Yang-Baxter equation:
Now we can define the following (boundary) monodromy matrices U ± (λ) ∈ End(R 0 ⊗ R N ) as it follows:
9)
+ (−λ) define two classes of solutions of the reflection equation (2.4). As standard in the quantum inverse method and as it was proven in [20] , from these monodromy matrices it is possible to define a commuting family of transfer matrices T (λ) ∈ End(R N ) as it follows:
The problems that we address in this paper are the complete characterization of the spectrum (eigenvalue & eigenstates) of this transfer matrix and the computation of some matrix elements of quasi-local operators for two quite general classes of non-diagonal boundary matrices K ± (λ). It is then worth recalling that the open spin-1/2 XXZ quantum chain, with the most general non-diagonal integrable boundary conditions, is characterized by the following Hamiltonian:
Hamiltonian which is reproduced in the homogeneous limit by the following derivative of the transfer matrix (2.11):
First fundamental properties
Here, some important properties about the generators of the reflection algebra A ± (λ), B ± (λ), C ± (λ) and D ± (λ) are given as they will play a fundamental role in the solution of the transfer matrix T (λ) spectral problem.
Proposition 2.1 (U − -reflection algebra).
In the reflection algebra generated by the elements of U − (λ) the quantum determinant:
Moreover, it admits the following explicit expression:
17)
where: 18) and: 19) where α ± and β ± are defined in terms of the boundary parameters by:
Moreover, the generator families A − (λ) and D − (λ) are related by the following parity relation:
21)
while for the other two families the following parity relations hold:
Proof. This proposition is just a rephrasing and a simple extension to the case of general non-diagonal K − (λ) boundary matrix of the results stated in Propositions 5, 6 and 7 of Sklyanin's article [20] . The quantum determinant as defined in formulae (38) [20] -(42) [20] :
is central independently from K − (λ) being diagonal or non-diagonal. Here, we have used the definition (43) [20] :
So, we can also write it as it follows: 27) where det q M (λ) is the (bulk) quantum determinant of the Yang-Baxter algebra:
Here, we have denoted:
and
where:
Then the explicit expression (2.17) follows observing that it holds:
when we use the parameters α − and β − .
Finally, it is simple to remark that formula (46) [20] is equivalent to the symmetry properties (2.21) and (2.22), which in turn imply the expressions for the quantum determinant (2.14) and (2.15), when used to rewrite formula (2.24).
It is worth remarking that similar statements hold for the reflection algebra generated by U + (λ). In fact, they are simply consequences of the previous proposition when it is taken into account that U t 0 + (−λ) satisfies the same reflection equation of U − (λ).
Proposition 2.2 (U + -reflection algebra).
In the reflection algebra generated by the elements of U + (λ) the quantum determinant:
is central:
Moreover, it admits the following explicit expression: 36) where the function D + (λ) is defined by:
37)
where g + (λ) is defined in (2.19) . Moreover, the generator families A + (λ) and D + (λ) are related by the following parity relation: 38) while for the other two families the following parity relations hold:
Proof. Here, it is only need to notice that:
where: 41) can be written in the form: 42) where the parameters α + and β + , entering in the function g + (λ), are defined in terms of the parameters of the K + (λ) boundary matrix in (2.20).
Let us introduce the following notations: 43) and by using these notations let us rewrite the transfer matrix (2.11) in the following two equivalent forms:
where: 45) are the transfer matrix 18 of the system with diagonal matrix K ∓ (λ), respectively, then:
(λ) admits the following explicitly even forms w.r.t. the spectral parameter λ:
Moreover, also the most general transfer matrix is even in the spectral parameter λ:
Proof. By using the formulae (2.21) and (2.38) to rewrite T (±) \ (λ) only in terms of A ± (λ) or only in terms of D ± (λ) after some simple algebra we get our formulae (2.46) and (2.47), respectively. Then the parity (2.50) of the transfer matrix T (λ) follows remarking that the parity properties: 
Under the condition η ∈ R (massive regime), it holds:
53)
for {τ ± , κ ± , ζ ± , iξ 1 , ..., iξ N } ∈ R N+3 . Under the same conditions on the parameters of the representation it holds: 54) i.e. T (λ) defines a one-parameter family of normal operators which are self-adjoint both for λ real and imaginary. 18 Note that T
Proof. This proposition gives the generalization to the case of general non-diagonal boundary conditions of the transformation properties under Hermitian conjugation proven in [29] for the diagonal case. The proof is given by using the following transformation properties under Hermitian conjugation:
which can be verified by direct calculations. From these it follows: 59) for the (bulk) monodromy matrix and so:
where the notation q-reverse-order is referred to the reverse order in the generators of the Yang-Baxter algebras. More in details, the matrix elements of the 2 × 2 matrix U ± (λ) † are computed by using the normal matrix products in the auxiliary space 0, as indicated inside the brackets at the r.h.s. of (2.60), then in each element of the matrix
are put to the right of those of M (
. It is then simple to verify that the r.h.s. of (2.60) with this prescribed order coincides with:
which proves both (2.52) and (2.53). Then by using these last two formulae and the transformation properties (2.56) and (2.58), we get:
SOV representations for T (λ)-spectral problem
The method to construct quantum separation of variable (SOV) representations for the spectral problem of the transfer matrices associated to the representations of the Yang-Baxter algebra has been defined by Sklyanin in [69, 70, 71] . Here, we show that there are quite general representations of the reflection algebra with non-diagonal boundary matrices for which the quantum SOV representations can be constructed by adapting Sklyanin's method. More in details the following theorem holds: 
II) The representations for which the commuting family C ǫ (λ) is diagonal define the quantum SOV representations for the spectral problem of the transfer matrix T (λ) associated to the boundary matrix 
The proof of the theorem will be given in the following sections by the explicit construction of B ± (λ)-eigenbasis and the solution by quantum separation of variables of the spectral problem for the transfer matrix T (λ) in the class of representations of the reflection algebra listed in point I) of the theorem. The Hermitian conjugation properties lead to the construction of the C ± (λ)-eigenbasis and then imply that the theorem holds also for the class of representations listed in point II) of the theorem.
Left and right representations of the reflection algebras
Let us give some more details on the space of the representation of the spin 1/2 quantum chain. As this is the same representation space used in [2] for the 6-vertex Yang Baxter algebra similar notation will be given here.
Let us introduce the standard spin basis for the 2-dimensional linear space R n , the quantum space in the site n of the chain, whose elements are the σ z n -eigenvectors |k, n , characterized by:
Similarly, the σ z n -eigencovectors k, n|, characterized by:
define a basis in L n the dual space of R n . Then, 2 N -dimensional representations with N + 6 parameters (the inhomogeneities and the boundary parameters) of the reflection algebra are defined in the left (covectors) and right (vectors) linear spaces:
Moreover, R N is naturally provided with the structure of Hilbert spece by introducing the scalar product characterized by the following action on the spin basis:
B − -SOV representations of reflection algebra
In this subsection we construct the left and right SOV-representations of reflection algebra generated by U − (λ) by constructing the left and right B − (λ)-eigenbasis. 
and η
where
On the generic state −, h|, the action of the remaining reflection algebra generators follows by:
)η for h n ∈ {0, 1} and ∀n ∈ {1, ..., 2N}, (3.15) 16) and:
Indeed, the representation of D − (λ) follows from the identity (2.21) while C − (λ) is uniquely defined by the quantum determinant relation.
is satisfied and b − (λ) = 0, the states:
On the generic state |−, h , the action of the remaining reflection algebra generators follows by:
Indeed, the representation of A − (λ) follows from the identity (2.21) while C − (λ) is uniquely defined by the quantum determinant relation.
Proof of I).
It is worth writing explicitly the (boundary-bulk) decomposition of the reflection algebra generator:
in terms of the generators of the Yang-Baxter algebra. Then, the following well know properties:
with: 25) imply that 0| is a B − (λ)-eigenstate with non-zero eigenvalue:
Now by using the reflection algebra commutation relations:
we can follow step by step the proof given in [2] to prove the validity of (3.11) and (3.20) . Under the condition (3.1), these relations also imply that each set of states −, h| and |−, h form a set of 2 N independent states, i.e. a B − (λ)-eigenbasis of L N and R N , respectively.
follows by the definition of the states −, h|, the reflection algebra commutation relations (3.28) and the quantum determinant relations. Moreover, by using the identities: 29) and remarking that A − (λ) has the following functional dependence w.r.t. λ:
we get the following interpolation formula for the action on −, h|:
where: ζ
and we have denoted ζ
2N+b for b = 1, 2 for any B − -eigenstate. Then, it is a simple exercise to rewrite this in the form (3.14).
Proof of II).
The proof is given along the same line delineated for the point I) of the theorem, we just need to make the following remarks. First of all being:
then |0 is a B − (λ)-eigenstate with non-zero eigenvalue:
Now all we need are the following reflection algebra commutation relations:
By using them we get the following interpolation formula for the action on |−, h :
which can be rewritten in the form (3.21).
B + -SOV representations of reflection algebra
In this subsection we construct the left and right SOV-representations of the reflection algebra generated by U + (λ) by constructing the left and right B + (λ)-eigenbasis. 38) where
40)
where +, h| ≡ +, h 1 , ..., h N | for h≡ (h 1 , ..., h N ) and
On the generic state +, h|, the action of the remaining reflection algebra generators follows by:
Indeed, the representation of A + (λ) follows from the identity (2.38) while C + (λ) is uniquely defined by the quantum determinant relation.
) is satisfied and b + (λ) = 0, then the states:
44)
where: k
h n ∈ {0, 1}, n ∈ {1, ..., N}, define a B + (λ)-eigenbasis of R N :
On the generic state |+, h , the action of the remaining reflection algebra generators follows by:
47)
Indeed, the representation of D + (λ) follows from the identity (2.38) while C + (λ) is uniquely defined by the quantum determinant relation.
Proof of I).
The proof is given along the same line delineated in the previous theorem, we just need to do the following remarks. First of all let us give the (boundary-bulk) decomposition of the reflection algebra generator: 49) in terms of the generators of the Yang-Baxter algebra. Then, the properties (3.24) imply that 0| is a B + (λ)-eigenstate with non-zero eigenvalue:
The proof of the point I) is based on the following reflection algebra commutation relations:
and on the identities:
By using them and the fact that D + (λ) has the following functional dependence w.r.t. λ:
we get the following interpolation formula for the action on +, h|:
where we have denoted ζ 2N+b (h 2N+b ) = ζ
2N+b for b = 1, 2 and
Then, it is a simple exercise to rewrite this in the form (3.42).
Proof of II).
Similarly, by using (3.49) and (3.33), it follows that |0 is a B + (λ)-eigenstate with non-zero eigenvalue:
Then the proof of the point II) is based on the following reflection algebra commutation relations:
By using them we get the following interpolation formula for the action on |+, h :
which can be rewritten in the form (3.47).
SOV-decomposition of the identity
The action of a generic left B ± -eigenstate on a generic right B ± -eigenstate are here compute in this way allowing to write the decomposition of the identity in the corresponding basis. It is worth remarking that for the Hermitian conjugation properties of Proposition 2.3 these results correspond to the computations of scalar products between B ± -eigenvectors and C ± -eigenvectors. We show that up to an overall constant these are completely fixed by the left and right SOV-representations of the Yang-Baxter algebras when the gauge in the SOV-representations are chosen.
Change of basis properties
Let us present the main properties of the 2 N × 2 N matrices U (L,ǫ) and U (R,ǫ) :
which define the change of basis to the SOV-basis starting from the original spin basis:
where κ is the following natural isomorphism between the sets {0, 1} N and {1, ..., 2 N }:
Note that the matrices U (L,ǫ) and U (R,ǫ) are invertible matrices for the diagonalizability of B ǫ (λ):
Here ∆ Bǫ (λ) is the 2 N × 2 N diagonal matrix whose of elements, for the simplicity of the B ǫ -spectrum, read: 
is diagonal and it is characterized by:
Proof. Note that being the action of a left B ǫ -eigenstate on a right B ǫ -eigenstate, corresponding to different B ǫ -eigenvalues, zero this implies that the matrix M (ǫ) is diagonal; then to compute its diagonal elements we compute the matrix elements θ
.., h a = 1, ..., h N , where a ∈ {1, ..., N}. Using the left action of the operator A − (ξ a + η/2) we get:
while using the decomposition (2.21) and the fact that:
it holds:
and then we get:
so that it holds: 12) from which one can prove:
This prove the proposition for ǫ = −, being 14) by our definition of the normalization N − . Similarly for ǫ = +, we compute the matrix elements θ
.., h a = 0, ..., h N , where a ∈ {1, ..., N}. Then using the left action of the operator D + (ξ a − η/2) we get:
while using the decomposition (2.38) and the fact that:
and so:
from which we have: 20) which proves the proposition, being
by our definition of the normalization N + .
SOV-decomposition of the identity
The following spectral decomposition of the identity I:
can be given in terms of the left and right SOV-basis, where the µ i ≡ ǫ, κ −1 (i) |ǫ, κ −1 (i) −1 is the analogous of the so-called Sklyanin's measure 19 in our 6-vertex reflection algebra representations. Now using the result of the previous section we can explicitly write:
SOV characterization of T (λ)-spectrum
Here we construct in the B ± -SOV-representations the spectrum of the transfer matrix T (λ) for the class of boundary conditions listed in Theorem 3.1. Let us start giving the following characterization:
Lemma 5.1. Let us denote with Σ T the set of the eigenvalue functions of the transfer matrix T (λ), then any τ (λ) ∈ Σ T is an even function of λ of the form:
Proof. The transfer matrix T (λ) is an even function of λ so the same is true for the τ (λ) ∈ Σ T . Moreover, from the identities (3.29) and (3.52) after some simple computation the following identities are derived:
both for ǫ = +, −. This identities together with the known functional form of T (λ) w.r.t. λ imply the statement in the lemma.
Transfer matrix spectrum in B − -SOV-representations
In this section we characterize the spectrum of the transfer matrix: 6) in the class of functions of the form (5.1), where the coefficient A − (λ) is defined by:
7)
and satisfies the quantum determinant condition:
I) The vector:
defines, uniquely up to an overall normalization, the right T − -eigenstate corresponding to τ − (λ) ∈ Σ T − . The coefficients in (5.9) are characterized by:
II) The covector 
Proof. In the B − -SOV representations the spectral problem for T − (λ) is reduced to a discrete system of 2 N Baxter-
for any n ∈ {1, ..., N} and h∈ {0, 1} N , in the coefficients (wave-functions):
of |τ − the T − -eigenstate associated to τ − (λ) ∈ Σ T − ; here, we have used the notations:
Being:
the previous system of equations (5.14) is equivalent to the following system of homogeneous equations:
for any n ∈ {1, ..., N} with h m =n ∈ {0, 1}. The condition τ − (λ) ∈ Σ T − implies that the determinants of the 2 × 2 matrices in (5.18) must be zero for any n ∈ {1, ..., N}, which is equivalent to (5.6). Moreover, the rank of the matrices in (5.18) is 1 being 19) and then (up to an overall normalization) the solution is unique:
for any n ∈ {1, ..., N} with h m =n ∈ {0, 1}. So fixed τ − (λ) ∈ Σ T − there exists (up to normalization) one and only one corresponding T − -eigenstate |τ − with coefficients of the factorized form given in (5.9)-(5.10); i.e. the T − -spectrum is simple.
Vice versa, if τ − (λ) is in the set of functions (5.1) and satisfies (5.6), then the state |τ − defined by (5.9)-(5.10) satisfies:
for any B − -eigenstate −, h 1 , ..., h N | and this implies:
i.e. τ − (λ) ∈ Σ T − and |τ − is the corresponding T − -eigenstate.
Concerning the left T − -eigenstates the proof is done as above we have just to remark that in this case the matrix elements:
can be computed by using the right B − -representation:
where:Ψ 25) and the coefficient D − (λ) reads:
It is worth pointing out that for the analysis of the continuum limit it is interesting to get a reformulation of this characterization by functional equations. The construction of a Baxter Q-operator can play an important role to achieve this aim. Let us recall that a Q-operator is of a one-parameter operator family which satisfies properties of the type: 27) where α (λ) and β (λ) are some characteristic functions of the constructed Q-operator. Indeed, if this functional equation coincides with the discrete system (5.14) in the spectrum of the B ± -zeros we can use the Q-operator to reformulate by functional equations the SOV spectrum characterization. A Baxter Q-operator has been constructed in 20 [62, 63] and [64] for some classes of representations of the reflection algebra; then, it will be important to make a connection with the present SOV analysis. Let us observe that for root of unit η = 2iπp ′ /p (p and p ′ ∈ Z ≥0 ) the existence of non-trivial solutions of the Baxter equation leads to the functional equation:
where D(λ) is the following p × p matrix:
written only in terms of the T − -eigenvalue τ − (λ) and its determinant is clearly a function of Λ = λ p . Note that the method based on the combined use of the fusion of transfer matrices [125, 126] and the truncation identity for root of unit η, [127] and [128, 129] , should lead to the same equation (5.28).
Transfer matrix spectrum in B + -SOV-representations
In this section we characterize the spectrum of the transfer matrix: 33) and satisfies the quantum determinant condition:
I) The vector: 
II) The covector:
defines, uniquely up to an overall normalization, the left T + -eigenstate corresponding to τ + (λ) ∈ Σ T + . The coefficients in (5.37) are characterized by: 38) where:
Proof. Taken a T + -eigenstate |τ + corresponding to the eigenvalue τ + (λ) ∈ Σ T + , it has coefficients: 40) in the SOV-basis, which satisfies the following discrete system of Baxter-like equations:
for any n ∈ {1, ..., N} and h∈ {0, 1} N . We can rewrite this as the following system of homogeneous equations: 42) being:
From which the condition τ + (λ) ∈ Σ T + directly implies (5.6) and moreover it has to hold: 44) for any n ∈ {1, ..., N} with h m =n ∈ {0, 1}. This fixes the factorized form given in (5.35)-(5.36) for the T + -eigenstate |τ + and implies the simplicity of the T + -spectrum. Taken a τ + (λ) solution of (5.6) in the class of function (5.1) and constructed |τ + by (5.35)-(5.36), then the proof that τ + (λ) ∈ Σ T + and |τ + is the corresponding T + -eigenstate can be given following the same steps presented in Theorem 5.1. Concerning the left T + -eigenstates the construction is done as above we have just to remark that in this case the matrix elements: 45) can be computed by using the right B + -representation:
where:Ψ 47) and the coefficient A + (λ) reads:
Scalar Products
The presentation will be done simultaneously for B ǫ -SOV-representations with ǫ = +, −.
Proposition 6.1. Let α ǫ | an arbitrary covector and let |β ǫ be an arbitrary vector of separate forms:
1)
in the B ǫ -eigenbasis, then the action of α ǫ | on |β ǫ reads:
is zero, and in particular it holds:
where the c
are defined by:
Proof. The formula (4.7) and the SOV-decomposition of the states α ǫ | and |β ǫ imples:
is the Vandermonde determinant which for the multilinearity of the determinant implies (6.3).
The T ǫ -eigenstates τ ǫ | and |τ ′ ǫ are left and right separate states then the action τ ǫ |τ ′ ǫ is also given by (6.3) and to prove τ ǫ |τ ′ ǫ = 0 for τ ǫ (λ) = τ ′ ǫ (λ) ∈ Σ Tǫ we have just to prove (6.4). It is simple to remark that:
so in the case ǫ = −, we can use the equations (5.10) and (5.12) to rewrite: 8) and
(6.9)
Then by substituting them in (6.7) we get (6.4). Similarly, in the case ǫ = +, we can use the equations (5.36) and (5.38) to rewrite:
Then by substituting them in (6.7) we get (6.4).
It is worth remarking that the vector ( ǫ, α|) † ∈ R N is of separate form in the C ǫ -eigenbasis thanks to the Hermitian conjugation properties of the Yang-Baxter generators. Then the previous result describes also the scalar products for these states. The determinant formulae obtained here can then be considered as the SOV analogous of the Slavnov's scalar product formula [122, 123] - [34] which holds in the framework of the algebraic Bethe ansatz.
Boundary reconstructions of strings of local operators
Here, we present identities between couples of (boundary) generators of the reflection algebra and (bulk) generators of the Yang-Baxter algebra which can be used to reconstruct any local operator in terms of the boundary operators. This program is explained and developed for simple strings of local operators likes:
Mixed bulk and U ± -boundary reconstructions
Let us start recalling the bulk reconstruction formulae:
. Let x n ∈ End(R n ) be the generic local operator in the local quantum space R n , then it admits the following reconstruction in terms of the generators of the Yang-Baxter algebra:
where we have used the identities:
In [130] a reconstruction of local operators which use the reconstruction of the propagator by the (bulk) transfer matrix T (ζ (ha) a ) of the Yang-Baxter algebra and the elements of the (boundary) reflection algebra U + (λ) has been derived. In this subsection we reproduce this result and provide other three equivalent reconstructions: Proposition 7.2. Let x n ∈ End(R n ) be the generic local operator in the local quantum space R n , then it admits the following reconstructions in terms of the generators of the (boundary) reflection algebra U + (λ): 8) and the following ones in terms of the generators of the (boundary) reflection algebra U − (λ):
Here, we have denoted 21 :T
Proof. The first reconstruction in terms of U + (λ) is the result proven in Proposition 1 of [130] ; similarly it is possible to prove our second reconstruction in terms of U + (λ). Let us prove here the reconstructions in terms of U − (λ); by definition of propagator operator it holds:
where L 0a (λ) ≡ R 0a (λ − ξ a − η/2) for any a ∈ {1, ..., N}. Now using the identities:
21 Note thatT
where P 0n is the permutation operator between the 2-dimensional spaces R 0 and R n . Then, the r.h.s of (7.15) computed in λ = −ζ (1) n reads:
Similarly, the r.h.s of (7.15) computed in λ = −ζ
n reads:
being:
By using these formulae the reconstructions (7.9) and (7.10) simply follows.
The previous proposition naturally implies the following: 25) and
Corollary 7.1. The following annihilations identities hold: I) For the generators of the reflection algebra U − (λ):
A − (ζ (0) n )C − (±ζ (1) n ) = A − (ζ (0) n )D − (−ζ (1) n ) = 0, (7.21) A − (−ζ (1) n )C − (±ζ (0) n ) = A − (−ζ (1) n )D − (ζ (0) n ) = 0, (7.22) D − (ζ (0) n )B − (±ζ (1) n ) = D − (ζ (0) n )A − (−ζ (1) n ) = 0, (7.23) D − (−ζ (1) n )B − (±ζ (0) n ) = D − (−ζ (1) n )A − (ζ (0) n ) = 0, (7.24) B − (±ζ (0) n )B − (±ζ (1) n ) = B − (±ζ (0) n )A − (−ζ (1) n ) = B − (±ζ (1) n )A − (ζ (0) n ) = 0,(7.C − (±ζ (0) n )C − (±ζ (1) n ) = C − (±ζ (0) n )D − (−ζ (1) n ) = C − (±ζ (1) n )D − (ζ (0) n ) = 0. (7.26)
II) For the generators of the reflection algebra U + (λ):
n ) = 0, (7.27)
28)
Proof. The proof of these annihilation identities can be done along the same line used for the bulk case. Let us sketch it; by using the reconstruction formulae of the previous proposition and the identities: 33) it also holds: 35) and:
(7.37)
where we have defined:
n , y 38) we can use now these formulae to derive all the annihilation formulae.
U ± -boundary reconstruction
Let us remark that the bulk reconstruction formulae of Proposition 7.1, the corresponding annihilation identities 22 and the Yang-Baxter commutation relation implies that the generic string of local operators of the form:
x a (7.39) can indeed be represented as linear combinations of the following strings of bulk operators:
2 )y
40) then the following identities between bulk and U + -boundary generators:
imply that we can also write (7.39) by a linear combinations of the following strings of U + -boundary generators:
1 )y
. Similarly, the identities between bulk and U − -boundary generators:
imply that the generic string of local operators of the form:
can indeed be represented as linear combinations of the following strings of U − -boundary generators:
. 
Proof. Let us prove explicitly the first reconstruction as for the second one can proceed similarly. First of all by using the bulk reconstruction of Proposition 7.1 one gets:
Now by using the bulk annihilation identities B(ζ
N ) = 0, we get the set of identities:
n ) (7.49) where to commute B(ζ (0) n ) and A(ζ 
which with the bulk annihilation identity B(ζ
n ) = 0 imply the above second identity, the third one is obtained by reiterating the commutation and finally the forth one by using once again the annihilation identity B(ζ
N ) = 0. Repeating the same procedure to commute the others transfer matrices through the product of the B-operators we get: 51) and then by using the boundary-bulk identities (7.43) we can rewrite it in the form:
We can now use the boundary annihilation identities (7.25) and the reflection algebra commutation relations to move all the transfer matricesT − (ζ 53) and so the first transfer matrix on the right in (7.52) can be rewritten in the desired form. Now let us apply the procedure to the product B − (ζ
n+1 ), the annihilation identity (7.25) implies:
In the second identity we have used the reflection algebra commutation relation:
and the fact that due to the presence of B − (ζ (0) n+1 ) the second and third terms on the right of this formula give zero when inserted in (7.52). Now by using the commutativity of the B − -generators and once again the annihilation identities it holds:
so that we have accomplished our task for N = n + 1 having the product T − (ζ
n ) to the right of (7.52). Reiterating this procedure for the remaining transfer matricesT − (ζ (1) a ) for a ∈ {n + 2, ..., N} we obtain our result. 
where ||Σ
|| is the (2N − n) × (2N − n) matrix of elements:
Proof. Here we use the reconstruction (7.46) for σ − n · · · σ − N , then we can act with the product of transfer matrices on the right T − -eigenstate |τ ′ − and we are left with the following computation:
From the decomposition of |τ ′ − in the B − -eigenstates, we get:
n , ..., η
Let us rewrite the B − -eigenvalues in terms of the η
and then we have:
Using this last formula and taking the scalar product we obtain our result.
From B + -SOV representation
Here we consider the transfer matrices (5.30), then the following proposition holds: 
|| is the (N + n) × (N + n) matrix of elements:
for a ∈ {1, ..., n}, b ∈ {1, ..., N + n}, (8.10)
for a ∈ {n + 1, ..., 2n}, b ∈ {1, ..., N + n}, (8.11)
Proof. Here we use the reconstruction (7.47) for σ − 1 · · · σ − n , then we can act with the product of transfer matrices on the right T + -eigenstate |τ ′ + and we are left with the following computation:
From the decomposition of |τ ′ + in the B + -eigenstates, we get:
Let us rewrite the B + -eigenvalues in terms of the η
and then we have: Using this last formula and taking the scalar product we obtain our result.
Conclusion and outlook
We have analyzed the integrable quantum models associated to the transfer matrices corresponding to one general non-diagonal and one diagonal or triangular boundary matrices. For these integrable quantum models, defining the open spin 1/2 XXZ quantum chain in the same class of non-diagonal boundary matrices for the homogeneous limit, we have obtained the complete SOV-characterization of the transfer matrix eigenvalues and eigenstates, the proof of the simplicity of the spectrum and determinant formulae of N × N matrices for the scalar products of separate states. Finally, matrix elements of a class of quasi-local operators have been computed on the transfer matrix eigenstates in determinant form by using the reconstruction of these operators by the Sklyanin's quantum separate variables. The relevance of these findings in the framework of the non-equilibrium systems like the partial asymmetric simple exclusion processes (PASEP) will be described in [131] and for the most general symmetric simple exclusion processes in [132] , where moreover further matrix elements of quasi-local operators will be computed.
In the literature of quantum integrable models there exist different applications of separation of variable methods for computing the matrix elements of local operators. An important example is presented in the Smirnov's paper [120] , where determinant formulae for the matrix elements of a conjectured basis of local operators have been derived in Sklyanin's SOV framework for the quantum integrable Toda chain [69] . There is a strong analogy among Smirnov's formulae, those that we have here derived and more in general those which appear in the series of papers [2] , [84, 85] and [1, 96] . The main differences in all these formulae are due to model dependent features, like the nature of the spectrum of the quantum separate variables. In fact, it is worth citing also the results of the papers [133, 134] on the form factors of the restricted sine-Gordon at the reflectionless points in the S-matrix formulation 23 . The form factors there derived 24 can be represented once again as determinants and the connection with SOV emerges on the basis of the semi-classical analysis of [133] , there also used as a tool to overcome the problem 25 of the local fields identification.
Let us comment that in this paper we have followed a different approach for the reconstruction of local operators w.r.t that used in [29, 31] . A part the different framework, ABA in [29, 31] and SOV in this paper, we have decided to reconstruct local operators directly by the quantum separate variables of the 6-vertex reflection algebra and not in terms of those of the 6-vertex Yang-Baxter algebra. The main motivation to do so is related to the increased complexity of the functional relations among the generators of these two algebras in the general non-diagonal cases which make more complicated compute the action of the quantum separate variables of the 6-vertex Yang-Baxter algebra on the eigenstates of the 6-vertex reflection algebra transfer matrices. Our current approach is of course more natural as the action of the quantum separate variables of the reflection algebra on the corresponding transfer matrix eigenstates has a simpler form. However, it is worth commenting that this reconstruction program is not yet completed as we have so far constructed explicitly only some classes of quasi-local operators by our approach but we believe possible to use this type of reconstruction to compute all matrix elements of local operators. One important motivation is to derive form factors of local operators expressed by determinant formulae as it was obtained in [2] for the 6-vertex transfer matrix with antiperiodic boundary conditions. Indeed, the knowledge of the form factors of local operators is an important step toward the complete solution of the quantum model as the form factors represent an efficient numerical tools for the computation of two point correlation functions. In fact, we can rewrite 23 See [135] - [139] and references therein. 24 Note that recently in [140] these results have been connected to the important achievements obtained in [140] - [148] where a fermionic basis of quasi-local operators has been introduced in the infinite volume limit of the XXZ spin 1/2 chain. 25 Let us recall that this is a longstanding problem in the S-matrix formulation. The description of massive IQFTs as (superrenormalizable)
perturbations of conformal field theories [149] - [153] by relevant local fields [154] - [157] has been at the origin of the attempt of classifying the local field content of massive theories (the set of the solutions to the form factor equations [158, 159] ) by that of the corresponding ultraviolet conformal field theories. Several results are known which confirm this characterization, see for example [160] - [163] and the series of works [164] - [167] .
correlation functions in spectral series of form factors and then we can try to use the same approach developped in [168] in the ABA framework and used in the series of works 26 [176] - [181] . This is a concrete project as also in our SOV framework will be possible to have representations for the scalar products and complete characterization of the transfer matrix spectrum in terms of solutions of a system of Bethe equations.
Finally, let us comment that the analysis developed in this paper define the required setup to extend the results on the spectrum characterization and the scalar product formulae in the SOV framework to the most general non-diagonal spin-1/2 open XXZ and XYZ quantum chains. Indeed, the so-called gauge transformations 27 can be used also in the reflection algebra framework to reduce the spectral problem to one analyzable by SOV. More in details, both the transfer matrices of 8-vertex and 6-vertex reflection algebras associated to the most general integrable boundaries matrices can be reduced by gauge transformations to those of a dynamical 6-vertex reflection algebra of elliptic and trigonometric type, respectively, with one triangular boundary matrix. The implementation of the SOV analysis for the spectral problem of these dynamical 6-vertex systems is currently under study in collaboration with N. Kitanine and it consists in the generalization to the dynamical case of the SOV results derived in this paper for the standard reflection algebra. It is then worth mentioning that in [85, 185] it will be shown as the SOV results from the spectrum up to the form factors of local operators can be extended from the standard Yang-Baxter algebra to the dynamical one.
