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A Hybrid Time-Domain Discontinuous Galerkin-Boundary
Integral Method for Electromagnetic Scattering Analysis
Ping Li, Yifei Shi, Li Jun Jiang, and Hakan Bağcı
Abstract—A scheme hybridizing discontinuous Galerkin time-domain
(DGTD) and time-domain boundary integral (TDBI) methods for ac-
curately analyzing transient electromagnetic scattering is proposed.
Radiation condition is enforced using the numerical flux on the truncation
boundary. The fields required by the flux are computed using the TDBI
from equivalent currents introduced on a Huygens’ surface enclosing the
scatterer. The hybrid DGTDBI ensures that the radiation condition is
mathematically exact and the resulting computation domain is as small as
possible since the truncation boundary conforms to scatterer’s shape and
is located very close to its surface. Locally truncated domains can also be
defined around each disconnected scatterer additionally reducing the size
of the overall computation domain. Numerical examples demonstrating
the accuracy and versatility of the proposed method are presented.
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I. INTRODUCTION
Numerical analysis of transient scattering from inhomogeneous,
dispersive, and/or anisotropic scatterers is indispensable in various
fields of electromagnetics. Oftentimes, time-domain differential equa-
tion solvers are preferred for this purpose. However, when applied in
scattering problems, these solvers require an unbounded domain to be
truncated with radiation boundary conditions.
Mathematically exact absorbing boundary conditions (EACs) [1],
[2] and their localized but approximate versions (ABCs) [3], [4] can be
used for this purpose. EACs [1], [2] are derived from radiation condi-
tions of outgoingwavemodes but can only be enforced on planar and/or
spherical boundaries. Additionally, the number of modes required for
a prescribed accuracy cannot be estimated easily beforehand. Imple-
mentation of ABCs [3], [4] results in more efficient schemes but their
accuracy significantly deteriorates for waves obliquely incident on the
boundaries. Computation domains can also be truncated by perfectly
matched layers (PMLs) [5], [6] which absorb waves incident on the
truncation boundary. Although the attenuation in PML is independent
of incidence angle [6], it significantly decreases at low frequencies [7],
[8]. Additionally, PML-truncated differential equation solvers suffer
from late time instabilities [9] as well as inaccuracies due to spurious
reflections at the PML interface [5], [6]. The third approach to domain
truncation is “hybridizing” the differential equation solver with the
time-domain boundary integral (TDBI) method [10], [11]. This hybrid
approach formulates the fields on the truncation boundary in the form
of a retarded time boundary integral over a Huygens’ surface that en-
closes the scatterer. The radiation condition enforced in this manner is
mathematically exact and the resulting computation domain is as small
as possible since the truncation boundary is now allowed to conform
to scatterer’s shape and to be located very close to its surface. Also,
hybridization allows to introduce a locally truncated domains each of
which is defined around a disconnected scatterer reducing significantly
the size of the overall computation domain.
In this work, a discontinuous Galerkin time-domain solver (DGTD)
is hybridized with the TDBI method for the first time to analyze
transient electromagnetic scattering from inhomogeneous, dispersive,
and/or anisotropic scatterers. The proposed hybrid DGTDBI solver
posses advantages of both DGTD and TDBI methods. All DGTD
spatial operations are localized and the solution is allowed to be
discontinuous across boundaries between elements [12]–[17]. The
information exchange among neighboring elements is facilitated via
numerical flux. The mass matrix is block diagonal, where the block
dimension is equal to the number of degrees of freedom in each
element. These blocks are inverted and stored before time marching
which results in a compact and efficient solver when combined with
an explicit time integration scheme. The radiation conditions are
enforced by using the incoming numerical flux on the truncation
boundary. The fields required by the flux are computed using the
TDBI from the equivalent electric and magnetic currents introduced
on the Huygens’ surface. Like the EAC-truncated DGTD methods, the
resulting proposed DGTDBI solver enforces the radiation condition
exactly but is expected to be much more flexible than EAC-truncated
DGTD methods since the truncation surface can be any kind of shape.
Numerical results demonstrate the accuracy and applicability of the
proposed method in various scattering scenarios.
0018-926X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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II. FORMULATION
A. DGTD Formulation
Let denote the computation domain enclosing a scatterer
with permittivity and permeability . The scatterer re-
sides in a background medium with permittivity and perme-
ability and is illuminated by an incident electromagnetic field
, and . To facilitate the
solution of the transient scattering problem, i.e., to find the electro-
magnetic fields in , using the DGTDBI method
(Fig. 1): (i) is assumed to be terminated by surface . (ii) is di-
vided into two regions: Total and scattered field (TF/SF) regions. Note
that the SF region surrounds the TF region and the surface between
them is denoted by . (iii) is assumed to coincide with or be
enclosed by the Huygens’ surface . Next, is discretized into
number of non-overlapping tetrahedral elements with boundary
, . In each , and are approximated as
(1)
Here, , , denote the independent edge vector basis func-
tions and and are their numbers and unknown time depen-
dent coefficients, respectively. Applying the DG testing to (source-
free) Maxwell curl equations in yields
(2)
Here, and are the permittivity and the permeability assumed con-
stant in , is the facet of the boundary , is the
unit outward normal to , and and are
the numerical fluxes. Solving the Riemann problem under the Rankine-
Hugoniot condition yields an expression for the upwind flux [12]–[17]:
(3)
Here and are the wave impedance and admit-
tance in . It is clear from (3) that the numerical fluxes consist of two
parts: (1) Outgoing flux involving the fields and in . Equa-
tion (2) Incoming flux involving the fields and that are “external”
to . The incoming flux is used to (i) establish the “connectivity” be-
tween fields in and other elements “touching” , (ii) to en-
force the boundary condition on , and (iii) to introduce the incident
Fig. 1. Illustration of the scatterer, computation domain boundary ,
Huygens’ surface , and TF/SF surface , and the excitation.
field in [17]. Accordingly, and in (3) are se-
lected/computed as
(4)
depending on the location of . Here, is the index of the element
that neighbors element on the facet , and are the
fields enforced on , and and are the incident
fields computed on , and finally, ‘ ’/‘ ’ sign should be
selected if is in the TF/SF region. Similarly, and are
(5)
where and are the wave impedance and
admittance in the background medium.
B. TDBI Formulation
Boundary fields and on are computed
using the TDBI method as described next. Let the Huygens’ surface
be discretized by triangular facets , where runs over the
indices of elements that are outside the volume enclosed by and
have at least three nodes residing on , and runs over the indices of
each element’s facets that are described by these nodes. On the surface
mesh described by , one can introduce (equivalent) electric and
magnetic surface currents, and [10], [11]:
(6)
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The boundary fields and are then constructed using currents
and [10], [11]:
(7)
Here, the operators and are defined as
(8)
where is the distance between the integration point
and the observation point and is the speed
of light in the background medium.
C. Final System of Equations
Inserting (1), (3), and (7) into (2) yields a linear semi-discrete cou-
pled system of equations:
(9)
Here, and are vectors that store the unknown coefficients and
, respectively, and the non-zero entries of the remaining matrices
and vectors are
(10)
In (10), , for and for ,
, , ,
, , , and
(11)
D. Comments and Extensions
Several comments about the formulations of the DGTD and the
TDBI methods in Sections II-A and II-B, and the final system of
equations in Section II-C are in order:
On spatial discretization Basis functions and in expansion
(1) are curl-confirming functions. Note that this makes functions
and in expansion (6) divergence-con-
forming [15]. Let represent the order of these expansions. Then, the
DGTD scheme has an optimal convergence rate [13]–[16].
Here, represents the edge size. Numerical experiments presented
in [21], [22] demonstrate that TDBI scheme is expected to have a
higher-order spatial convergence. Consequently, the DGTDBI scheme
is higher-order in spatial discretization. Note that theoretical error esti-
mates for three dimensional integral equations are yet to be developed
[23].
On temporal discretization The semi-discrete system of equations
in (9) is numerically integrated in time to obtain the samples of and
. Let represent the time step of the integration scheme used.
To ensure stability, should satisfy a CFL-like condition that de-
pends on the order and type of spatial discretization and time integra-
tion schemes as described in detail in [12]–[16]. On the other hand,
TDBI scheme’s time step, denoted by , is only required to resolve
the maximum frequency of the excitation independent from the spatial
discretization [19], [20]. In a typical scenario ; there-
fore, if one uses a single time step for the hybrid DGTDBI scheme and
sets it to , TDBI scheme’s computational requirements will in-
crease significantly. Consequently, spatially discretized retarded-time
surface integrals are sampled at requiring computation of
. But during marching their samples at ,
i.e., , are available. Therefore, an interpolation scheme
is needed to compute from . From
the opposite side, only samples are available during time
marching. But time-integration scheme requires samples
and . Therefore an interpolation scheme is needed to com-
pute them from . Both interpolation steps are carried out
using shifted higher-order Lagrange polynomials [19], [20]. Also, time
derivative in operator is moved onto this interpolation function.
It should also be noted here that, to maintain the explicitness of the
time marching, which is one of the main advantages of DGTD scheme
over classical finite element methods, the minimum distance between
any two points on and has to be larger than .
On applicability For the simplicity of presentation, the DGTD
formulation in Section II-A is carried out for an isotropic scatterer.
It can easily be extended to account for dispersive and/or anisotropic
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TABLE I
, , , DURATION , CPU TIME , AND
MEMORY (GB) FOR NUMERICAL EXAMPLES
scatterers as described in [7]. Similarly, the TDBI formulation in
Section II-B is carried out for a single scatterer. It can easily be
extended to account for local truncation of domains each of which
is defined around a disconnected scatterer. Examples of scattering
scenarios requiring these extensions can be found in Section III.
On computational requirements Depending on the shape of the scat-
terer, the evaluation of ’s non-zero elements for all time samples
might be computationally dominant over the other operations during
time marching. This can be accelerated for example using time-do-
main adaptive integral [19], [20] or plane wave time-domain [10], [11]
methods.
III. NUMERICAL RESULTS
In this section, numerical results that demonstrate the accuracy of
the proposed DGTDBI method are presented. In all scattering sce-
narios considered here, the excitation is a plane wave with electric
field , where is the polar-
ization, is the direction of propagation, V/m is the
amplitude, and is a
Gaussian pulse with modulation frequency , delay , and duration
. The Huygens’ surface coincides with the TF/SF boundaries for all
examples. The time-integrator is the explicit fourth-order Runge Kutta
scheme [13] even though other explicit schemes, such as the well-
known Adam’s Bashfort or more recently developed Rokhlin-Glaser
schemes [18] can be used. Basis functions and are “mixed-
order” constant-tangential/linear-normal (CT/LN) functions resulting
in and . Linear Lagrange polynomial is used to compute
the temporal interpolations described in Section II-D. Computational
requirements, duration of time marching, average edge length of the
spatial discretization and time steps and used in each
numerical example are provided in Table I. All simulations are carried
out on a single-core Intel(R) Core(TM) i7–3770 computer
A. Cluster of Spheres
In this example, the scatterer is a cluster of three perfect electrically
conducting (PEC) spheres residing in free space Fig. 2. Use of the TDBI
approach allows the computation domain to be defined in terms of three
equally sized domains, each of which encloses one of the spheres. Dis-
connected spherical boundaries of the these domains and the Huygens’
surfaces are located and away from the sphere surfaces
Fig. 2. For the first simulation, the cluster is excited with a plane wave
with parameters , , and .
During the simulation, the transient scattered electric near field com-
puted at the origin is recorded. Fig. 3 compares this field to that com-
puted using a time-domain integral equation (TDIE) solver [19], [20].
Results agree well.
For the second simulation, while other excitation pa-
rameters are kept the same. After the time-domain simulation, radar-
cross-section (RCS) of the cluster is computed from the Fourier-trans-
formed currents on the Huygens’ surfaces. Figs. 4 and 5 plot the RCS
on the - and - planes computed at and ,
respectively. Results agree very well with those obtained from the so-
lution of an in-house method of moments (MoM) solver. These two
Fig. 2. Cluster of three PEC spheres. All dimensions are in meters.
Fig. 3. Transient scattered electric field computed at the origin of cluster of
PEC spheres.
Fig. 4. RCS on (a) - and (b) - planes computed at from the
solutions of the DGTDBI method and MoM.
Fig. 5. RCS on (a) - and (b) - planes computed at from the
solutions of the DGTDBI method and MoM.
figures clearly demonstrate that the “absorption” enforced by the TDBI
approach is accurate even at low frequencies.
B. U-Shape Scatterer
The second scatterer is a U-shape object residing in free space
(Fig. 6). The boundary of the computation domain and the Huygens’
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Fig. 6. U-shaped scatterer. All dimensions are in meters.
Fig. 7. The bistatic (a) and monostatic (b) RCS of the PEC U-shaped scatterer
computed at a range of frequencies changing from to .
Fig. 8. The bistatic (a) and monostatic (b) RCS of the dielectric U-shaped scat-
terer computed at a range of frequencies changing from to .
surface conform to the shape of the scatterer and are located
and away from its surface. The scatterer is excited with a
plane wave with parameters , , and
. Two simulations are carried out: (i) The scatterer surface
is PEC. (ii) The scatterer is a dielectric body with relative permittivity
of 4.0. After the time-domain simulations, bistatic and monostatic RCS
of the scatterers are computed from the Fourier-transformed currents
on the Huygens’ surfaces. Fig. 7(a) and (b) and Fig. 8(a) and (b) plot
the bistatic and monostatic RCS of the PEC and dielectric scatterers
computed at a wide range of frequencies, respectively. Figures clearly
demonstrate that the results agree very well with those obtained from
the solution of an MoM solver further verifying the accuracy and
also low-frequency absorbing capability of the DGTDBI method.
Additionally, Fig. 9(a) and (b) compare the RCS of the PEC scatterer
on the - and -planes computed at to those obtained by the
same DGTD, which uses ABC instead of TDBI. It is clearly shown
that ABC is not accurate for this structure.
C. Plasma Coated PEC Sphere
In the last example, the scatterer is a PEC sphere coated with a layer
of (magnetized) plasma. The radius of the sphere and the thickness
of the layer are and , respectively. The scatterer resides
in free space and centered at the origin. The computation domain and
the Huygens’ surface are located , and away from the
exterior surface of the plasma layer.
Fig. 9. The calculated RCS in (a) and (b) planes with DGTDBI
method and its comparisons from MoM and DGTD-ABC at .
Fig. 10. The RCS (in dBsm) of the plasma coated PEC sphere on the -plane
computed at .
When a static magnetic field is applied, the plasma layer becomes
a dispersive anisotropic gyroelectric medium with a full permittivity
tensor with both non-zero diagonal and off-diagonal elements [24]. To
model the dispersive anisotropy of the plasma layer, an auxiliary dif-
ferential equation that involves an auxiliary polarization vector
is introduced [7], [24]:
(12)
Here, and denote the magnetized plasma and the electron col-
lision frequencies, and is the cyclotron
frequency vector. Note that when there is no
biasing magnetic. The auxiliary polarization vector is added to the
Ampere’s law equation and (12) and the updated Maxwell curl equa-
tions are solved together. Note that the numerical flux [see (2)] and
the TDBI (see Section II-B) formulations remain unchanged. The dis-
cretization of the additional unknown is carried out in the same way
as and [see (1)].
The magnetized plasma coated PEC sphere is excited with a plane
wave with parameters , , and
. Three scatterers are considered: (i) The permittivity of the layer
is set to , i.e., the scatterer is only the PEC sphere. (ii) Plasma layer
is assumed unmagnetized, i.e., . (iii) Plasma
layer is assumed magnetized, i.e.,
. For scatterers (ii) and (iii), and
. After the time domain simulations, the RCS of
the scatterers on the plane is computed at from the
Fourier-transformed currents on the Huygens’ surfaces. As shown in
Fig. 10, the RCS of the three scatterers are quite different. One inter-
esting observation is that the RCS is significantly reduced for scatterers
(ii) and (iii), i.e., when the PEC sphere is coated with the plasma layer.
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This phenomenon is termed “plasma stealth” and it can be explained by
the fact that plasma “absorbs” electromagnetic waves. Also, it should
be noted that the symmetry of the RCS pattern is broken for scatterer
(iii), i.e., when a biasing magnetic field is imposed. For scatterer (iii),
in addition to electric force, Lorentz force also exists; this makes the
RCS non-symmetrical.
IV. CONCLUSION
A hybrid DGTDBI method is proposed for analyzing transient
scattering penetrable scatterers. The radiation condition is rigorously
enforced via the incoming numerical flux on the truncation domain
boundary of the computation domain. The fields required by flux are
computed using TDBI method from equivalent currents introduced on
a Huygens’ surface enclosing the scatters. The use of TDBI ensures
that the truncation boundary is located very close to scatterer surface
without any loss of accuracy. Additionally, it allows for locally
truncated computation domains each of which is defined around a dis-
connected scatterer. These significantly reduce the number of DGTD
elements discretizing volumes. Numerical results demonstrating the
accuracy and the applicability of the hybrid DGTDBI in various
scattering scenarios are presented.
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