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a b s t r a c t
Every planar graph is known to be acyclically 7-choosable and is conjectured to be
acyclically 5-choosable (Borodin et al. 2002 [4]). This conjecture if proved would imply
both Borodin’s acyclic 5-color theorem (1979) and Thomassen’s 5-choosability theorem
(1994). However, as yet it has been verified only for several restricted classes of graphs.
Some sufficient conditions have also been obtained for a planar graph to be acyclically
4- and 3-choosable.
We prove that each planar graph of girth at least 7 is acyclically 3-choosable. This is a
common strengthening of the facts that such a graph is acyclically 3-colorable (Borodin
et al., 1999 [10]) and that a planar graph of girth at least 8 is acyclically 3-choosable
(Montassier et al., 2006 [19]). More generally, we prove that every graph with girth at least
7 and maximum average degree less than 145 is acyclically 3-choosable.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
By V (G) and E(G) denote the sets of vertices and edges of a graph G, respectively. The maximum average degree,
max{2|E(H)|/|V (H)| : H ⊆ G}, of a graph G is denoted by Mad(G). The girth of G, i.e. the minimum length of a cycle in
G, is denoted by g(G).
A (proper) k-coloring of G is a mapping f : V (G) −→ {1, 2, . . . , k} such that f (x) 6= f (y) whenever x and y are adjacent
in G.
A proper vertex coloring of a graph is acyclic if every cycle uses at least three colors; this concept was introduced by
Grünbaum [13]. Borodin [1] proved Grünbaum’s conjecture that every planar graph is acyclically 5-colorable. This bound is
the best possible. Moreover, there are bipartite 2-degenerate planar graphs that are not acyclically 4-colorable [17]. Acyclic
colorings turned out to be useful in obtaining results about other types of colorings; for a survey see monographs [16,14].
Now suppose each vertex v of a graph G is assigned a list L(v) of admissible colors, represented by positive integers. We
say that G is L-colorable if there is a proper vertex coloring of G such that the color of each vertex v belongs to L(v). A graph
G is said to be k-choosable if it has an L-coloring for any L such that |L(v)| ≥ k for each v ∈ V (G).
It is trivial that each planar graph is 6-choosable because its every subgraph has a vertex of degree at most 5.
Thomassen [22] proved a famous theorem that each planar graph is 5-choosable, and Voigt [24] showed that this bound
is the best possible.
A graph G is acyclically k-choosable if it has an acyclic L-coloring for any list L such that |L(v)| ≥ k for each v ∈ V (G).
Borodin et al. [4] proved that every planar graph is acyclically 7-choosable and conjectured a common extension of
Borodin’s [1] and Thomassen’s results [22]:
Conjecture 1. Every planar graph is acyclically 5-choosable.
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Fig. 1. To the proof of Lemma 1.
This challenging conjecture seems to be difficult. As yet, it has been verified only for several restricted classes of planar
graphs: those of girth at least 5 [19], those without 4- and 5-cycles, or without 4- and 6-cycles [21], and those with neither
4-cycles nor two 3-cycles at distance less than 3 [12]. Note that in all these results cycles of length 4 are forbidden.
In [7], a common extension of the above-mentioned results in [19,21] is given: a planar graph is acyclically 5-choosable
if it does not contain an i-cycle having a common edge with a j-cycle where i ∈ {3, 4} and i ≤ j ≤ i+ 2.
The minimal k with the property that a graph G is acyclically k-colorable (acyclically k-choosable) is denoted by a(G)
(by al(G)). Some sufficient conditions have also been obtained for a planar graph to have a(G) ≤ 4 or al(G) ≤ 4. Borodin
et al. [10] showed that if G is a planar graph of girth g , then a(G) ≤ 4 if g ≥ 5 and a(G) ≤ 3 if g ≥ 7. Montassier et al. [19]
showed that al(G) ≤ 4 if g ≥ 6 and al(G) ≤ 3 if g ≥ 8, which was strengthened to al(G) ≤ 4 if g ≥ 5 by Montassier [18]. In
particular, al(G) ≤ 4 was proved in the following cases: if G has no 4-, 5- and 6-cycles [20], or no 4-, 6- and 7-cycles, or else
no 4-, 6- and 8-cycles [11]. Borodin [3] proved a(G) ≤ 4 for G having neither 4- nor 6-cycles.
A common extension of the above-mentioned results in [18,20,11,3] was given by Borodin et al. [9] by proving al(G) ≤ 4
for planar graphs with neither 4- nor triangular 6-cycles. (A cycle is called triangular if it has a common edge with a 3-cycle
other than itself.)
Also, al(G) ≤ 3 was proved if G has no cycles of length from 4 to 12 [2] and independently [15]; later on, Borodin and
Ivanova [6] strengthened this by assuming the absence of cycles of length from 4 to 11.
Our main result is
Theorem 2. Every graph G withMad(G) < 145 and g(G) ≥ 7 is acyclically 3-choosable.
Note that Montassier et al. in [19] actually proved that every graph G with Mad(G) < 83 is acyclically 3-choosable and
constructed a planar bipartite graph G on six vertices with g(G) = 4 andMad(G) = 83 that fails to be acyclically 3-colorable.
Hence, the assumption on girth in Theorem 2 cannot be dropped.
Since each planar graph G with g(G) ≥ 7 satisfies Mad(G) < 145 due to an easy application of Euler’s formula, from
Theorem 2 we obtain our main motivation for writing this paper:
Corollary 1. Every planar graph of girth at least 7 is acyclically 3-choosable.
It is clear that Corollary 1 implies the results due to Borodin et al. in [10] that a(G) ≤ 3 if g(G) ≥ 7 and due to Montassier
et al. in [19] that al(G) ≤ 3 if g(G) ≥ 8.
Note that whereas the proof of al(G) ≤ 4 for g(G) ≥ 5 in [19] follows the proof of a(G) ≤ 4 in [10], the proof below of
Theorem 2 is different from that of a(G) ≤ 3 for g(G) ≥ 7 in [10]. In fact, we use ideas from papers [5,8] by Borodin and
Ivanova on oriented colorings and partitioning sparse graphs into strong linear forests (i.e. forests whose components each
consist of at most three vertices), respectively.
Voigt [25] constructed a planar triangle-free graph that is not 3-choosable, and Thomassen [23] proved that each planar
graph with girth at least 5 is 3-choosable. We believe the following to be true:
Conjecture 3. Every planar graph with girth at least 5 is acyclically 3-choosable.
2. Preliminary remarks on the proof of Theorem 2
We consider a smallest counterexample Gwith a list L having |L(v)| = 3 at each vertex v. Lemmas 1–6 describe reducible
configurations in G w.r.t. L (see Figs. 1, 3, 5, 7, 9 and 10). In Section 4, we easily show, by means of a discharging argument,
that this set is unavoidable, which contradicts the assumption that G exists.
To prove the reducibility of any configuration K in Lemmas 1–6, we describe the set Int(K) of its internal vertices and
color G \ Int(K) by the minimality of G. Then we must show how to extend this coloring to the deleted (internal) vertices
so as to obtain a desired L-coloring of the whole G. In doing so, our main concern is not to create bicolored cycles through
internal vertices. A wild path is either a proper part of such a cycle joining two non-internal (boundary) vertices through a
sequence of internal vertices, or a bicolored cycle with just one boundary vertex. (In the figures, the internal vertices are
filled dark, while the vertices colored by the L-coloring of the smaller graph are unfilled.)
The proof of Lemma 1 is straightforward, but those in Lemmas 2–6 need some time and effort. To make the case analysis
less sophisticated, we use auxiliary Claims 1–3 (see Figs. 2, 4 and 8) that describe howwild paths can percolate through some
small (irreducible) parts of the configurations in Lemmas 2–6, and how to take them under control as much as possible.
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Fig. 2. Recoloring B-vertices in Claim 1.
3. Properties of a smallest counterexample
Under the assumption that Theorem 2 does not hold, let a graph G and list assignment L for G be a counterexample with
the fewest vertices. Clearly, G is connected and has no pendant vertices. By the assumed constraint on Mad(G), we have∑
v∈V (G)
(
5d(v)
2
− 7
)
< 0,
where d(v) denotes the degree of a vertex v.
We set the initial charge of every v ∈ V (G) to be ch(v) = 5d(v)2 − 7. Note that a vertex v of degree 2 has ch(v) = −2,
while the initial charges of all other vertices are positive. We use a discharging procedure leading to a final charge ch∗ such
that ∑
v∈V (G)
ch∗(v) =
∑
v∈V (G)
ch(v) < 0.
We shall get a contradiction by proving that ch∗(v) ≥ 0 for every v ∈ V (G).
Given v ∈ V (G), let v1, . . . , vd(v) denote the neighbors of v. Furthermore, if d(vi) = 2 then let v′i be the neighbor of vi
other than v. By a k-, k+-, and k−-vertexwe mean a vertex of degree k, at least k, and at most k, respectively.
Observe that every proper subgraph G satisfies the condition on Mad and girth and hence has an L-coloring.
Lemma 1. If v ∈ V (G) satisfies d(v) ≤ 4, then v is adjacent to at least two 3+-vertices.
Proof. Suppose d(v1) = · · · = d(vd(v)−1) = 2, and take an acyclic L-coloring c of G− v1 (see Fig. 1). If c(v′1) 6= c(v) then it
suffices to put c(v1) ∈ L(v1) \ {c(v), c(v′1)} to avoid bicolored cycles. Without loss of generality, suppose c(v′1) = c(v) = 1
and c(vd(v)) = 2. Further suppose 3 ∈ L(v1); we are done unless putting c(v1) = 3 creates a bicolored (1, 3)-cycle; so we
can assume that, say, c(v2) = 3 and c(v′2) = 1.
In this case, we uncolor the 2-neighbors of v and recolor v with a color α ∈ L(v) \ {1, 2}. Now there is no problem with
coloring v1 and v2. If v3 exists and c(v′3) 6= α, then there is no problem with v3 either. If c(v′3) = α, then we safely put
c(v3) ∈ L(v3) \ {2, α}. 
Note that we shall often fix some colors on the boundary vertices of configurations as in the proof of Lemma 1.
Corollary 2. G has no two adjacent 2-vertices.
By Lemma 1, a 3-vertex cannot be adjacent to more than one 2-vertex. A 3-vertex adjacent to a 2-vertex is called a
B-vertex.
In what follows, our main concern will be taking wild paths under control little by little while proving the reducibility
of configurations. Eventually, a configuration will be proved to be reducible when we manage to color its interior with no
wild paths, no matter what the coloring of the boundary is. The first step in this direction is:
Claim 1. Let v be a B-vertex, where d(v2) = 2, and let G \ {v, v2} have an acyclic L-coloring c (see Fig. 2).
(i) If c(v1) = 1 and c(v3) = 3, then {v, v2} can be colored so that there is at most one wild path, namely, v1vv2v′2.
(ii) If c(v1) = c(v3) = 1, then v can be colored in two ways so that each time there is only one wild path, namely, v1vv3.
(iii) There is a color α ∈ L(v1) such that if c(v1) = α then {v, v2} can be colored without creating wild paths.
Proof. To prove (i) and (ii), we first color v; now if c(v) = c(v′2) thenwe take c(v2) 6= c(v3). To prove (iii), suppose c(v3) = 3
and first take c(v1) 6= 3, say c(v1) = 1. If this forces a wild (1, 2)-path v1vv2v′2, then wild paths are prevented by taking
α 6∈ {1, 3}.
More specifically, we first color v and then use color 3 on v2 only if we have no other choice. We are done unless
c(v2) = 1, c(v) = 2, and L(v) = {1, 2, 3}, in which case c(v1) = α ≥ 4 does not require recoloring v or v2 and if
α = 2, then it suffices to put c(v) = 1. 
Wild paths through a B-vertex v, like paths v1vv2v′2 and v1vv3 described in Claim 1(i–ii), will be called long and short,
respectively. A color α such as in Claim 1(iii) will be called blocking for a B-vertex v. (In the forthcoming reducibility proofs,
using a blocking color for a B-vertex v means that we have no problems with v anymore.)
O.V. Borodin et al. / Discrete Mathematics 310 (2010) 2426–2434 2429
Fig. 3. Case analysis in Lemma 2.
Lemma 2. No 3-vertex of G is adjacent to three B-vertices.
Proof. Let z be a 3-vertex adjacent to B-vertices u, v, andw. Let u2, v2, andw2 denote the 2-vertices adjacent to u, v, andw,
respectively. The other neighbors of u2, v2, and w2 are denoted by u′2, v
′
2, and w
′
2, and the remaining neighbors of u, v and
w are denoted by u1, v1, andw1, respectively. Here, Int(K) = {z, u, v, w, u2, v2, w2} (see Fig. 3).
Without loss of generality, suppose L(z) = {1, 2, 3} and call the colors 1, 2 and 3 minor. By a branch at z we mean
each of the three subgraphs like B(u) = G[z, u, u1, u2, u′2]. By Claim 1(i–ii), a branch, say B(u), has the following properties
(assuming that z receives a color c(z)):
BP(i). If c(z) 6= c(u1) then we can color u and u2 so that at most one long wild path through z appears.
BP(ii). If c(z) = c(u1) then u can be colored in two ways, where c(u) ∈ L(u)− c(z), without creating long wild paths.
Now return to configuration K . We have to color the seven vertices of Int(K) so that no two wild (α, β)-paths in two
branches could glue at vertex z to a wild path in the whole K .
Case 1. There exist two minor colors absent in {c(u1), c(v1), c(w1)}, say 2 and 3. By symmetry, we can further suppose
that 3 appears at most once in {c(u′2), c(v′2), c(w′2)}. We first put c(z) = 2. Note that now there are no short wild paths.
If there are (long) (β, 2)-paths in two branches, then β 6= 3 by the choice of color 3. We put c(z) = 3, which blocks both
those branches, and recolor the third branch so that wild paths are impossible.
Case 2. Precisely two minor colors are present at vertices {u1, v1, w1}. Without loss of generality, we can assume
c(u1) = 1, c(w1) = 2, and, moreover, c(v1) 6∈ {2, 3}. We first put c(z) = 3. Again, now there are no short wild paths.
Suppose there are (long) (β, 3)-paths in at least two branches.
If β ≤ 2, then we see that one of the wild paths goes through B(v). Furthermore, one can check that putting c(z) = 2
blocks B(v) (if β = 2 then we of course have to recolor B(v)). This means that we can next color B(u), creating at most one
long path, and it remains to color B(w). Due to Claim 1(ii), we can choose between creating two short paths in B(w), and we
take a path that does not extend the wild path in B(u) to a wild path in the closure of K .
Hence we may assume that β ≥ 4. At least one of our (β, 3)-paths is in B(u) or B(v), which means that putting c(z) = 2
blocks such a branch. Now we are left with wild paths in at most two branches, but at least one of them is short, so we are
done by Claim 1(ii), as above.
Case 3. Each minor color appears at {u1, v1, w1}. Without loss of generality, we can assume c(u1) = 1, c(v1) = 2, and
c(w1) = 3. Note that now no matter what color is chosen for z, we have one short wild path, and can choose the second
color for this wild path between two options by Claim 1(ii). The other two branches can produce only long wild paths. Still,
to be in trouble we need to have two long paths.
Subcase 3.1. A minor color, say 2, appears at least twice on {u′2, v′2, w′2}; say c(w′2) = 2. Here, putting c(z) = 2 blocks
B(w) by BP(i), and we are done.
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Fig. 4. Recoloring around a T -vertex v in Claim 2.
Fig. 5. To the proof of Lemma 3.
Subcase 3.2. At least one minor color appears on {u′2, v′2, w′2}. If c(u′2) = 1, then we put c(z) = 2. Now B(u) is blocked,
while B(w) and B(v) produce a long and a short path, respectively, so we are done. Similarly, if c(w′2) = 1, then we put
c(z) = 1. This implies that B(w) is blocked, B(u) produces a short path, while B(v) has a long wild path.
Subcase 3.3. No minor color appears on {u′2, v′2, w′2}. Note that no matter how z is colored, we have precisely one ‘‘short’’
branch. This means that in order to be in trouble, we must have two ‘‘long’’ branches. Without loss of generality, suppose
c(v′2) = c(w′2) = 4. Put c(z) = 1 and c(u) 6= 4.Wehave nothing to prove unless each of B(w) and B(v) gives us a (4, 1)-path.
If so, we put c(z) = 2, which makes B(w) ‘‘tame’’, while B(v) is a ‘‘short’’ branch, and we are done. 
Corollary 3. G has no B-vertex adjacent to two B-vertices.
Proof. The proof of Lemma 2 applies if we delete v2, say. 
Based on Corollary 3, we subdivide B-vertices into T -vertices and S-vertices depending onwhether they have a B-neighbor
or not, respectively.
Speaking informally, our next claim shows that wild paths can go through a pair of adjacent T -vertices and their
2-neighbors only with a lot of difficulties.
Claim 2. Let v be a T-vertex, where d(v2) = 2, adjacent to a T-vertex u, where d(u2) = 2. Let other neighbors of u2 and v2 be
u′2 and v
′
2, and let the remaining neighbors of u and v be u1 and v1, respectively. Put Int(K) = {v, v2, u, u2} (see Fig. 4).
(i) If c(v1) = 1 while c(u′2) = 2 or c(u1) = c(v1) = c(v′2) = c(u′2) = 1, then Int(K) can be colored without wild paths.
(ii) Otherwise, if c(v1) = c(u′2) = 1 while c(u1) = c(v′2) = 2, then there exist two colorings c1 and c2 of Int(K) such that
c1(v) 6= c2(v) and none of c1 and c2 has a wild path avoiding edge vv1.
Proof. (i) Put c(v) 6= c(v′2). If c(v) = 2, then the only possiblewild path is u1uvv1, butwe easily break it by putting c(u) 6= 1.
Without loss of generality, suppose c(v) = 3. Now the only danger is still u1uvv1. We again put c(u) 6= 1, and if c(u) = 2
then take c(u2) 6= 3.
(ii) Without loss of generality, put c1(v) = 3. Now the only possible wild path is u′2u2uvv1, as desired. If L(v) 6= {1, 2, 3},
then we get c2 by putting c2(v) ∈ L(v) \ {1, 2, 3}. Suppose L(v) = {1, 2, 3}; then put c2(v) = 2, c2(v2) 6= 1, and
c2(u) 6= c2(v2). Furthermore, if c2(u) = 1 then we take c2(u2) 6= 2. 
Suppose a color for v1 in Claim 2(i) creates one of the two configurations described there; then c(v1) will be called
T -blocking. Clearly, v1 has at least two T -blocking colors for v (they lie in L(v)− {2}).
Lemma 3. No 3-vertex of G is adjacent to two T-vertices.
Proof. Suppose a 3-vertex v is adjacent to T -vertices u1 and w1, while u2 and w2 are T -vertices adjacent to u1 and w1,
respectively. The third neighbor of v is denoted by v2 (see Fig. 5).
We delete v, u1, u2, w1, w2 along with their 2-neighbors. Since g(G) ≥ 7 and due to Corollary 2, the subgraph induced
by these nine internal vertices has no cycles.
Without loss of generality, suppose c(v2) = 1. By Claim 2(i), we can color v with a color, say 2, that stops all wild
paths through edgew1v (since there are at least two such blocking colors). By Claim 2(ii), we can choose a coloring c of the
u1-branch that does not create a (1, 2)-colored path through v2, i.e., has c(u1) 6= 1. 
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Fig. 6. A non-colorable neighborhood of a P-vertex.
Fig. 7. A 3-vertex v adjacent to a P-vertex x and a T -vertex y in Lemma 4.
Fig. 8. Color 1 is bad for a P∗-vertex v if L ≡ {1, 2, 3}.
The following notion is crucial for our proof. A 3-vertex adjacent to an S-vertex and a T -vertex is called a P-vertex (see
Fig. 6). Note that each P-vertex v has a neighbor which is not a B-vertex by Lemma 2, and that v itself is not a B-vertex by
Corollary 3.
In contrast to Lemma 3, a P-vertex is not reducible even w.r.t. acyclic 3-coloring: a coloring of the boundary of
configuration in Fig. 6 cannot be extended to the internal (black) vertices without creatingwild paths, when L(v) = {1, 2, 3}
for each internal vertex v.
Lemma 4. No 3-vertex v of G can be adjacent to a P-vertex x and T-vertex y.
Proof. Suppose z is the neighbor of v other than x or y. Let x1 and x2 be S- and T -vertices adjacent to x, respectively, and let
x3 be a T -vertex adjacent to x2. For i ∈ {1, 2, 3}, let x′i be the 2-vertex adjacent to xi. Let y1 be the T -vertex adjacent to y, and
let y′ and y′1 be 2-vertices adjacent to y and y1, respectively (see Fig. 7).
Here, the internal vertices are v, y, y′, y1, y′1, x, and all six vertices named xi or x
′
i . Since g(G) ≥ 7, the subgraph induced
by internal vertices has no cycles, except possibly the 7-cycle y′1y1yvxx2x3x
′
3 if y
′
1 = x′3. Without loss of generality, suppose
c(z) = 1.
Case 1. y′1 6= x′3. By Claim 2(i), we can color v with a color, say 2, that blocks wild paths through edge yv. Then we put
c(v) = 2 and, say, c(x) = 3. Nowwild paths through v are excluded. By Claim 2(ii), we have a choice between two colorings
of vertices x2, x′2, x3, and x
′
3. One of these colorings produces awild path that does not extend to awild path through edge xx1.
Case 2. y′1 = x′3. First put c(v) = 2 (here, we only need to have c(v) 6= 1) and c(x) = 3. Now we can ignore vertex y′1, i.e.
look at y if it were adjacent to two 2-vertices y′ and y1, because later on the T -vertex x2 takes care of wild paths through y′1
by Claim 2(i). Arguing as in the proof of Lemma 1, we can color y, y′, and y1 without creating wild paths through y. Finally,
we can color all seven x-related vertices precisely as in Case 1. 
In order to avoid handling complicated closings on the set of internal vertices in Lemma 6 below, we consider a P∗-vertex,
which is a reduced version of a P-vertex and is defined to be a 3-vertex adjacent to an S-vertex and a B-vertex. Note that
each P-vertex is a P∗-vertex.
Let a P∗-vertex v be adjacent to B-vertices u andw. By u2 denote the 2-vertex adjacent to u, and let u1 and u′2 be the other
neighbors of u and u2, respectively. A similar notation is used forw (see Fig. 8). A color α on v is bad if there is a color β such
that an (α, β)-path going through v is unavoidable in each of the branches B(u) and B(w).
Claim 3. Each P∗-vertex has at least two non-bad colors.
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Fig. 9. To the proof of Lemma 5.
Proof. Suppose α is bad. By Claim 1(ii), this means that we have a combination of long (α, β)-paths in the two branches, in
particular, c(u′2) = c(w′2) = β and c(u1) 6= α 6= c(w1) (see Fig. 8).
Let γ ∈ L(v) \ {α}. We must show that γ is not bad. If γ 6= β , then it suffices to recolor v by putting c(v) = γ to destroy
long paths; otherwise, β forbids long wild paths in B(u) and B(w), so we are done by Claim 1 again. 
Lemma 5. No 3-vertex v of G is adjacent to a P-vertex x and B-vertices y and z.
Proof. Suppose x1 and x2 are S- and T -vertices adjacent to x, respectively, x3 is a T -vertex adjacent to x2, and for i ∈ {1, 2, 3}
let x′i be a 2-vertex adjacent to xi. By y′ and z ′ denote the 2-vertices adjacent to y and z, respectively. Here, there are no cycles
on the above-mentioned internal vertices (see Fig. 9).
By Claim 1(iii), we can color v with a color B-blocking for z, say 1. Next we color y and y′ using Claim 1(i) so that, in
particular, c(y) = 2. Then, without loss of generality, we put c(x) = 3. Now no wild path goes through edge xv. Next,
by Claim 1(i) again, we can color x1 and x′1 so that the only danger is a wild (3, α)-path going through x1x. However, by
Claim 2(ii) we have a choice between two colorings of vertices x2, x′2, x3, and x
′
3. In one of these, x2 is colored differently
from α, and we are done. 
Lemma 6. No 3-vertex v of G can be adjacent to all of the following: a P-vertex x, a P∗-vertex y, and a vertex z that is either a
P∗-vertex or a B-vertex.
Proof. Notation for vertices related to x is as in Lemma 4. Let y1 and y2 be B-vertices adjacent to y, while y′1 and y
′
2 are their
2-neighbors, respectively. If z is also a P∗-vertex, the notation is similar to that for y; otherwise, z is a B-vertex while z ′ is its
2-neighbor (see Fig. 10).
Here, the internal vertices are v and all vertices mentioned above. Since g(G) ≥ 7, the subgraph induced by internal
vertices can have a 7-cycle only, without loss of generality, if x′3 = y′1.
We first color v and its z-branch (i.e., z and z ′ if z is a B-vertex, or z, z1, z ′1, z2, and z
′
2 otherwise). If z is a B-vertex, then
we color v with a B-blocking color, say 2, that does not let wild paths through z; such a color exists by Claim 1(iii). If z is a
P∗-vertex, then we reach the same effect a bit differently. We first color z with a color (see Claim 1), say 1, that possibly lets
only one kind of wild paths through z, say (1, 3)-paths. Then we color v differently from 1 and 3, with 2, say. Thus, c(v) = 2
and no wild path goes through edge vz. Now our proof splits.
Case 1. There are no cycles on internal vertices. Thus, x′3 6= y′1, which is equivalent to (x3, y′1) 6∈ E(G) and (x′3, y1) 6∈ E(G).
We first color ywith a non-bad color different from 2 by Claim 3; without loss of generality, suppose c(y) = 1. Now color x
with a T -blocking color other than 2, which exists by Claim 2(i).
We are done unless there is a wild (1, 2)-path . . . xvy . . . , so that x1 is colored with 2. If this happens, then we recolor x
arbitrarily, say with 3, and this prevents us fromwild paths through v and through edge xx1. Now our only concern is a wild
(3,2)-path . . . x1xx2 . . . . However, using Claim 2(ii), we can choose between two colorings of vertices x2, x′2, x3, and x
′
3, one
of which is suitable as it has c(x2) 6= 2.
Case 2. There is a 7-cycle y′1y1yvxx2x3x
′
3. Note that now we can ignore edge y1y
′
1, since T -vertex x3 will not allow a wild
path through path x3x′3y1 at the end. So, we look at y as at a T -vertex and color vertices y, y1, y2 and y
′
2 using Claim 2(ii) so
that a wild path can go only through edge yv. More specifically, we put c(y) = 1, say, and the rest is now the same as in
Case 1. 
4. Completing the proof of Theorem 2
The final charge ch∗(v) of each vertex v of G is determined by applying the following rules:
R1: Each 2-vertex gets charge 1 from each adjacent vertex.
R2: Every S-vertex gets 14 from each of the two adjacent 3
+-vertices, while every T -vertex gets 12 from its non-B-neighbor.
R3: Each P-vertex gets 14 from its non-B-neighbor.
We now check ch∗(v) ≥ 0 whenever v ∈ V (G).
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Fig. 10. The proof of Lemma 6.
If d(v) = 2, then ch∗(v) = −2+ 2× 1 = 0 by R1 and Corollary 2. If v is an S-vertex, then ch∗(v) = 12 − 1+ 2× 14 = 0
by R1 and R2. If v is a T -vertex, then ch∗(v) = 12 − 1 + 12 = 0 by R1, R2 and Corollary 3. If v is a P-vertex, then
ch∗(v) = 12 − 12 − 14 + 14 = 0 due to R2, R3, Lemmas 2 and 4.
Suppose that d(v) = 3 but v is neither a B- nor a P-vertex. Note that v can give its neighbor either 12 or 14 by R2 and R3.
However, v can give away neither 12 + 12 due to Lemma 3, nor 12 + 14 due to Lemma 4, nor 14 + 14 + 14 due to Lemmas 2, 5
and 6, so ch∗(v) ≥ 0.
Finally, if d(v) ≥ 4, then ch∗(v) ≥ 52d(v)− 7− (d(v)− 2)× 1− 2× 12 = 32 (d(v)− 4) ≥ 0.
Thus, every vertex now has a nonnegative charge, and this contradiction completes the proof of Theorem 2.
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