ABSTRACT
INTRODUCTION
Since the seminal work of Granger (1969) , the Granger causality test has been broadly used in finance and economics. Principally, it tells us whether the past information of some specified series can improve the prediction of the current and future values of the other series. The study of causality is of theoretical interest; see, e.g., Geweke (1984a) and Gouriéroux and Monfort 30 (1997) for earlier works and Nishiyama, Hitomi, Kawasaki, and Jeong (2011) and the references therein for more recent ones. In practice, the causality-in-mean has been widely identified between many macroeconomic variables, e.g., Sims (1972 Sims ( , 1980 , Geske and Roll (1983) , Ram and Spencer (1983) , Stock and Watson (1989) , and Lee (1992) to name a few. Recently, the nonlinear causality has received more attention. As a special case of the nonlinear causality, the 35 causality-in-variance becomes particularly essential, because it manifests the volatility spillover across different assets or markets; see, e.g., Baillie and Bollerslev (1990) , Engle, Ito, and Lin (1990) , Hamao, Masulis, and Ng (1990) , Ng (2000) , and Hong (2001) . For more discussions on the explanation of causality-in-variance, we refer to Ross (1989) and Hong (2001) .
Testing causality-in-mean and causality-in-variance has been largely but separately studied.
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For the causality-in-mean, Granger(1969) constructed a F-test based on the regression; Geweke (1982 Geweke ( , 1984b ) measured the linear dependence including causality-in-mean for the multiple time series; Boudjellade, Dufour, and Roy (1992) gave a testing procedure for the vector ARMA model; and many others. For the causality-in-variance, Cheung and Ng (1996) proposed a residual cross-correlation function test (CCF test); Hong (2001) modified the CCF test by adding the 45 weight function; Hafner and Herwartz (2006) gave a Wald test for the multivariate GARCH model; see also Hiemstra and Jones (1994) and Nishyama et al. (2011) for other nonlinear tests. However, none of the tests aforementioned can detect causality-in-mean and causalityin-variance simultaneously. The empirical studies have demonstrated that these two causality patterns may co-exist; see, e.g., Hamao et al. (1990) , Cheung and Ng (1996) , and Ng (2000) . Pan-50 telidis and Pittis (2004) showed that without filtering out causality-in-mean, the test for causalityin-variance could suffer severe size distortions in the present of causality-in-mean. Therefore, it urges us to develop a tool to detect them simultaneously.
In this paper, we introduce a factor double autoregressive (hereafter FDAR) model. This causal model not only includes Granger's linear causality model as a special case, but characterizes the world.
The remainder of the paper is organized as follows. In Section 2, we introduce the FDAR model and give a sufficient and necessary condition for testing causality-in-mean and causalityin-variance. In Section 3, we propose a score test to detect causality-in-mean and causalityin-variance, simultaneously. The asymptotic properties of the QMLE for the FDAR model are 70 studied in Section 4. A simulation study is carried out in Section 5 to examine the performances of the score test and the QMLE in finite samples. A real example is offered in Section 6. All of the proofs are provided in the Appendix.
THE CAUSAL MODEL
Suppose that we observe two series x t and y t and consider how y t causes x t . Let I 1,t and 75 I 2,t be σ-fields of {x t } and {y t } available at period t, respectively. Denote I t = σ(I 1,t , I 2,t ). Following Granger (1969) , y t is said to cause x t in mean if
Next, following Granger, Robins, and Engel (1986) , y t is said to cause x t in variance if
The causality-in-mean, as a special case of linear causality, is often called the first order causality; see Nishyama et al. (2011) . The causality-in-variance is a kind of the nonlinear causality defined by Hiemstra and Jones (1994) . Both of them are also two special cases of general causalities defined by Granger (1980) . It is easy to see that any of (1) and (2) holds if and only if
Thus, testing (1)-(2) altogether is equivalent to testing (3). See also Comte and Lieberman (2000) . However, without any other information, (3) can hardly be testable. For instance, it may cause the curse of dimensionality if the conditional expectation E (x t |I t−1 ) is estimated nonparametrically. To make (3) easily testable, a natural approach is to specify a meaningful causal relationship 90 between x t and y t . In this article, we assume that given {(x s , y s ), s < t}, x t 's are generated from the following model
where all α i and β i are non-negative constant parameters, {η t } is a sequence of i.i.d. random variables with zero mean and unit variance and η t is independent of I t−1 for each t ≥ 1. We call 95 model (4) as the factor double autoregressive (FDAR) model. When all α i and β i are zeros, it reduces to the Granger's linear causal model. When the factor y t is absent, it reduces to the DAR model in Weiss (1986) and Ling (2004 Ling ( , 2007 , and furthermore, it reduces to the ARCH model in Engle (1982) if all ϕ i 's are zeros. Throughout the paper, we assume that (x t , y t ) are stationary and ergodic.
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Since our main goal here is to detect how y t causes x t , we do not specify the generation mechanism of y t , whether or not dependent of x t , only assuming that y t is stationary and ergodic. Of course, the series y t can be modeled in practice. In the end of this section, we give a remark of how to model y t . In simulation studies, we choose three generation mechanisms of y t , showing that all the procedures proposed in Sections 3 and 4 work well.
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Based on model (4) and Assumption 1 below, an equivalent but testable condition for (3) is derived.
We now give our first proposition, which presents a sufficient and necessary condition for 110 testing (3) under model (4 
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Although model (4) captures the causality-in-mean and causality-in-variance simultaneously from y t to x t , it is often meaningful to describe the instantaneous causality-in-mean and causality-in-variance between x t and y t . Motivated by this, we proceed to consider the following extended FDAR model:
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where all α i , β i , and {η t } are defined as in model (4) except that η t is independent of σ(I 1,t−1 , I 2,t ). Clearly, the extended FDAR model reduces to FDAR model when ψ 0 = β 0 = 0. As in Hong (2001) , we say that there is an instantaneous causality-in-mean between x t and y t if
and an instantaneous causality-in-variance between x t and y t if
Analogous to Proposition 2.1, our second proposition below gives a sufficient and necessary condition for testing (6) and (7) under model (5) and Assumption 2. Proof. The proof is directly from Assumption 2 and hence omitted.
Till now, we have not restricted the specification of y t . Although not being necessary, it is also worthwhile to model y t by an extended FDAR model in practice, especially when y t exhibits the conditional heteroskedasticity. That is, we consider another extended FDAR model for y t :
Likewise, model (8) shares the same property as model (5). In what follows, we call models (5) and (8) 3. SIMULTANEOUS CAUSALITY TEST In this section, we propose a score test to simultaneously detect the causality-in-mean and causality-in-variance from y t to x t under model (4). We first assume that both p and q are known. In the end of this section, the case that p and q are unknown is discussed.
According to Proposition 1, we would like to test the hypotheses:
Given the observations {(x t , y t )} n t=1 , we denote X t = (1,
By assuming that η t follows 155 standard normal distribution, the quasi-log-likelihood function (ignoring a constant) of model (4) is:
where Ling (2007) , the quasi-maximum likelihood estimator (QMLE)
be the score function for ψ and β. To construct the score statistics, we desire to prove that T n (θ n ) is asymptotically normal with mean zero under H 0 and regularity conditions. To accomplish it, we need the following two assumptions.
Assumption 3.θ 10 is an interior point in Θ 1 , and
To be convenient, we make some notations before the theorem:
Then, we can give our first main result as follows:
175 THEOREM 1. Suppose that Assumptions 1(i) and 3-4 hold and J is positive definite. Then,
where
, and J and A t (θ 10 ) are defined in (12).
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Proof. See Appendix B.
It is important to point out that Γ 1 and Γ 2 are both well defined, since the matrixes
] are positive definite by Lemma B.5 in Ling (2007) .
Also, it is readily shown that J > 0 if and only if P (η 2 t − cη t − 1 = 0) < 1 for any c ∈ R. A simple condition for this is that η t has a positive density on some interval. In particular, when 185 η t ∼ N (0, 1), J becomes the identity matrix.
In practice, given the observations {(x t , y t )} n t=1 , the matrix Ξ can be consistently estimated by its sample mean Ξ n . Under H 0 , if the conditions in Theorem 1 hold, it is not hard to show that Ξ n = Ξ + o p (1). Therefore, we construct a score test statistic
The following corollary gives its asymptotic distribution, as expected. COROLLARY 1. Suppose that the conditions in Theorem 1 hold. Then, under H 0 , as n → ∞,
where χ 2 k is a chi-square distribution with degree of freedom k. Proof. The proof is directly from Theorem 1, and hence it is omitted. Remark 1. Based on model (5), a score test S ⋄ n which is similar to S n , can be used to detect the hypothesis as n → ∞.
Indeed, the test statistic S n always depends on the orders p and q. Without confusion, we shorten the notation S n (p, q) to S n for brevity. In practice, both p and q are often unknown, and should be determined before using S n . This can be done by Akaike's information criterion 195 (AIC). In this case, we propose our testing procedure as follows:
1. Determine the values of p and q by AIC under FDAR model (4). 2. Calculate the test statistic S n and compare it to the upper-tailed critical value of χ 2 2q at an appropriate level. 3. If S n is larger than the critical value, then the null hypothesis H 0 is rejected. Otherwise, H 0 200 is not rejected. Clearly, the above procedure is also applicable to detect H ⋄ 0 via replacing S n and χ 2 2q by S ⋄ n and χ 2 2(1+q) , respectively. In order to accomplish Step 1 aforementioned, it is necessary for us to consider the estimation for the FDAR model. The full study on this topic is given in the next section. 4. THE QMLE In this section, we study the QMLE for model (4). Denote Θ =:
where L n (θ) is defined in (10). We callθ n be the QMLE of θ 0 . To derive the asymptotic property ofθ n , we make the following assumptions:
Assumption 5. The true value θ 0 is an interior point in Θ, and Θ is compact with
and β U j are some positive constants.
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Assumption 6. E|x t | ι < ∞ and E|y t | ι < ∞ for some ι > 0.
Assumptions 5-6 are analogous to Assumptions 3-4 except that only the fractional moment of y t is required. This is because the conditional variance h t (θ) itself as one sort of weight can control the log-likelihood function (10). When y t is absent and p = 1 (i.e., DAR(1) model), Borkovec and Klüppelberg (2001) showed that the condition E(ln |ϕ + η t √ α|) < 0 is sufficient 220 for the stationarity of x t . Note that this condition doesn't rule out the case that |ϕ| ≥ 1. Hence, it implies that the stationary region of DAR(1) model is larger than that of AR(1) model; see Ling (2004 Ling ( , 2007 for more discussions on it.
We now are ready to give our second main result as follows:
THEOREM 2. Suppose that Assumptions 1(i) and 5-6 hold, Eη 4 t < ∞ and J is positive defi-225 nite. Then, as n → ∞,
Remark 2. Similar to (13), we can define the QMLE θ ⋄ n of θ ⋄ 0 for model (5), where θ ⋄ 0 = (θ ′ 0 , ψ 00 , β 00 ) ′ is the true value of model (5). If Assumption 2(i) and the conditions in Theorem 230 2 hold, by using the similar method as for Theorem 2, the strong consistency and asymptotic normality of θ ⋄ n can be obtained as well. By a direct calculation, we can see that
Thus we can show that Ω 0 > 0 and Σ 0 > 0 if J > 235 0 and Assumption 1 holds. When y t is absent, the asymptotic variance in Theorem 2 is the same as the one for the DAR(p) models in Ling (2007) . Furthermore, if Eη 3 t = 0, then Ω −1
In the end, we proceed to discuss the diagnostic checking of model (4). independent, if C(M ) is larger than the upper-tailed critical value of χ 2 2M +1 at an appropriate level.
SIMULATION
In this section, we first give a simulation study to assess the performance ofθ n in finite samples. The model used to generate data samples is
where η t follows the standard normal distribution. The factor sample {y t } n t=1 are generated from three different models:
where ζ t follows the standard normal distribution and is independent of η t . We take the sample size n = 1000 and use 1000 replications. The true parameters are Tables 1-3 list the sample biases, the sample standard deviations (SD) and the average estimated asymptotic standard deviations (AD) ofθ n , respectively. Each estimated asymptotic standard deviation is obtained from Theorem 2 with Ω 0 and Σ 0 being estimated by their sample averages. From Tables 1-3, we can   265 see thatθ n has very small bias and its SD and AD are very close to each other. Interestingly, the way in which {y t } is generated does not affect the performance ofθ n , hence it gives us enough freedom to choose factor in practice. Next, we assess the performance of our score test (S n ) in finite samples. The model used to generate data samples is
where (ψ 1 , β 1 ) = κ(1.0, 1.0) with κ = {0.0, 0.02, 0.04, · · · , 0.1}, and the factor samples {y t } n t=1 are generated from models (a)-(c). Here, {η t } n t=1 and {ζ t } n t=1 are random samples generated from a bivariate normal distribution with mean zero, variance one, and covariance ρ. Again, we set the sample size n = 1000 and use 1000 replications, and choose the significance level 275 α = 0.05. For ρ = 0.0, 0.4, and 0.8, the power curves are plotted in Fig 1 (a)-(c) , based on models (a)-(c), respectively. The sizes correspond to the cases when κ = 0.0. From Fig 1, it is that the sizes of S n are close to their nominal ones. Although the power becomes weaker as the value of ρ increases, S n performs well no matter how the factor samples are generated. Overall, the numerical study shows that bothθ n and S n have good performances in finite samples.
280
6. AN EXAMPLE In this section, we study the causal relationship between Hong Kong (HK) stock market and US stock market. We choose the Hang Seng index (HSI) and SP500 Composite index (SPCI) as the proxies for the HK stock market and the US stock market, respectively. The data sets used are the daily closing HSI data and SPCI data from Jun 16, 2008 to Jun 10, 2010, and each of 285 them has in total 501 observations; see Fig 2 (a) . Furthermore, we denote the log-return of HSI and SPCI by x t and y t , respectively, and plot them in Fig 2 (b) .
We first consider the causal relation from y t to x t . Unless stated otherwise, we set the significance level α = 0.05. According to AIC, we choose p = 2 and q = 3 in model (4). Then, we obtain S n = 73.6, which is greater than 12.59 (the 95% upper percentile of χ 2 6 ). So there exists 290 the simultaneous causality-in-mean and causality-in-variance from y t to x t . Therefore, we use the following FDAR model
to fit the data set {x t }. All parameters are estimated through the QMLE method and these results are reported in Table 4 with the standard errors in parentheses. Based on the residuals {η t },
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the Li-Mak tests Q 2 (6) and Q 2 (12) reported in Table 4 indicate that model (16) is adequate. However, the parameters ϕ 0 in model (16) is not significantly different from zero. Hence, by using the QMLE method, we re-fit the data set {x t } as
where all results for model (17) are reported in Table 4 , and indicate that model (17) is adequate.
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From this model, we observe that US market affects HK market in both the mean and variance of return. Specifically, the influence for the mean of return lasts for three days, and it becomes weak as time goes by; while the influence for the variance of return has one-day delay since β 1 closes to zero, and then starts to mitigate two days later. Next, we consider the causal relation from x t to y t . Since HK stock market is one day earlier 305 than US stock market in calendar, we use S ⋄ n instead of S n in this case. According to AIC, we choose p = 4 and q = 1 in model (8). Then, we obtain S ⋄ n = 127.8, which is greater than 9.5 (the 95% upper percentile of χ 2 4 ). Similar to model (16), we obtain the following fitted model for the data set {y t }:
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where all results for model (18) are reported in Table 4 , and indicate that model (18) is adequate. Furthermore, we find that the parameters π 0 , π 3 , and π 4 in model (18) are not significantly different from zero. Thus, similar to model (17), we re-fit the data set {y t } using the model
Again, all results for this adequate model are reported in Table 4 . Since the parameters ω 0 , ω 1 , ν 0 ,
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and ν 1 in model (19) are significantly different from zero, we claim that HK market causes US market in both the mean and variance. However, compared with model (17), the impact period from HK market to US market only lasts for two days, and is shorter than the one from US market to HK market. This is consistent with the fact that the US market is the largest capital market in the world. Moreover, based on the residuals from models (17) and (19), the CCF tests C(6) and C(12) reported in Table 4 indicate that {η t } and {ζ t } are independent, and hence the bivariate FDAR models (17) and (19) are enough for us to characterize the causal relations between HK market and US market. 
It suffices to show the necessity of (A1). Suppose that relation (3) does not hold. By Assumption 1 and a 335 direct calculation, it follows that 
,
is the quasi-log-likelihood function under H 0 .
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PROOF OF THEOREM 1. First, by (10), (11) and a direct calculation, we can show that
Recall thatθ 10 = (φ
where (ξ 1n , ξ 2n ) lies betweenθ 1n andθ 10 . Note thatε
) .
Note that for any
t−p , and the last inequality holds by Assumption 4. Thus, it fol-365 lows that
where the last equation holds due to the double expectation. Similarly, we can show that
Note that E|x t | ι < ∞ for some ι > 0 by Assumption 4. Thus, by Assumptions 3-4, Theorem 3.1 in Ling (2007) showed that √ n(θ 1n −θ 10 ) = O p (1) under H 0 . Therefore, by (B2), (B4) and (B5), we have under
Sinceθ 1n is the QMLE ofL n (θ 1 ), by Taylor's expansion, we have
where ζ n lies betweenθ 1n andθ 10 . Then it follows that
.
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By a similar argument as for (B4), we can show that
Thus, it follows that
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As a result, by (B6)-(B7) we have
where A t (θ 10 ) is defined as in (12). Note that Ξ > 0, because J > 0 and Assumption 1(i) holds. Then, the conclusion follows from the martingale central limit theorem. This completes the proof. Proof. First, by Assumptions 5-6, the proof of (i) is similar to that of (B3) (see also Lemma B.2 in Ling (2007)). Second, a direct calculation shows that which implies that θ = θ 0 by Assumption 1(i). Thus, we claim that E[l t (θ)] has a unique minimum at θ 0 , i.e., (ii) follows.
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Last, by Taylor's expansion, we have
where ξ * lies between θ and θ * . Similar to the proof of (B3), by Assumptions 5-6, we can show that
Thus, it follows from (B8) that (iii) holds. This completes the proof.
PROOF OF THEOREM 2. By Lemma B1, a similar proof as for Theorem 2.1 in Zhu and Ling (2011) shows that (i) holds. Next, we use Theorem 4.1.3 in Amemiya (1985) to prove (ii). So, we only need to 415 check that 
420
First, because J is positive definite and Assumption 1(i) holds, it is not hard to show that both Ω 0 and Σ 0 are positive definite. Second, by Assumptions 5-6 and a similar proof as for (B3), we can show that
Then, part (a) follows from the ergodic theorem and part (b) is implied by Theorem 3.1 in Ling and McAleer (2003) and the dominated convergence theorem. Third, part (c) is directly from the martingale central limit theorem and the Crámer-Wold device. Therefore, we know that (ii) holds. This completes the proof.
