The Mullineux symbols of a special class of p-regular partitions are classified. As a consequence it is shown that two apparently very difficult conjectures in the modular representation theory of finite symmetric groups are compatible.
In 1979 Mullineux defined an interesting involutory bijection on the set of p-regular partitions of a positive integer n, which may be seen as the p-analogue of the conjugation map on general partitions of n. Apart from the properties proved by Mullineux [6, 7] very little is known about this map, which may be described by associating to a p-regular partition a Mullineux symbol and then defining a map on these symbols. In this paper we classify the MuUineux symbols of a special class of p-regular partitions. As a consequence we prove the compatibility of two conjectures in the modular representation theory of the finite symmetric groups S n. These two conjectures are difficult counterparts to well-known results about ordinary irreducible characters in Sn for modular characters.
We have the following results for ordinary characters in mind: the irreducible characters 2(~ of S~ are labelled by partitions A = (/i, 12 .... , lm) (/1 + "'" +lm = n, l t > l 2 > ''" > I m > 0) of n.
(I) Multiplying the character XA of S~ by the sign character gives the character XAo, where h ° is the partition conjugate to h [3, 2.1.8].
The modular irreducible characters PA of S n may be labelled by pregular partitions A of n, a partition being p-regular if no part is repeated p (or more) times [3, 6.1] ; this is the labelling we will consider in the sequel.
Multiplying the modular character PA of Sn by the sign character of S~ gives another modular irreducible character, labelled by a p-regular partition A e. We are then faced with the following problems.
Problem I. Describe the involutory map A ~ A e on the set of p-regular partitions.
Problem II. Determine those p-regular partitions A where the restriction of OA to S~_~ remains irreducible.
A conjectured answer to Problem I is the Mullineux map [6, 7] mentioned above which we describe in detail in Section 1. Mullineux defined a bijection between the set of p-regular partitions and a set of symbols a I a 2
•..
a k )
, al-> ... >ak>0, r~> -... >rk> 0 r 1 r 2 • . . r k satisfying certain conditions. He then defined a "conjugation" map on the set of such symbols, and it is conjectured that the corresponding bijection of the p-regular partitions is exactly A ~ A e. Results which support this conjecture may be found in [1, 2, 5, 6, 7] . A conjecture concerning Problem II was given by Jantzen and Seitz (see [4] ). Suppose that the partition A of n has o~ 1 parts equal to l~ ... It is obvious that the classes of all p-regular partitions and of all S-partitions are closed under "removal of the first column," i.e., under the operation of subtracting 1 from all the parts. In Section 1 we show how this operation affects the corresponding Mullineux symbols. This is used in Section 2 to give an explicit description of the Mullineux symbols of S-partitions. As a corollary we get that the set of S-partitions is closed under the Mullineux map (Proposition 4.2). This shows that the conjectured answers to Problems I and II are compatible: it is clear that if Pa remains irreducible when restricted to S~_~ then the same is true for pap, which is PA times the sign character. Thus a necessary and sufficient condition on h for px to remain irreducible should also be fulfilled for h e.
A GENERAL RESULT
We start by describing the Mullineux map A ~ A M on the set Parp(n) of p-regular partitions of n.
Let A ~ Parp(n). The p-rim of A is a part of the rim of A [3, p. 56], which is composed of p-segments. Each p-segment except possibly the last contains p points. The first p-segment consists of the first p points of the rim of A, starting with the longest row. (If the rim contains at most p points it is the entire rim.) The next segment is obtained by starting in the row next below the previous p-segment. This process is continued until the final row is reached. We let a 1 be the number of nodes in the p-rim of A = A °) and let r 1 be the number of rows in A. Removing the p-rim of A = A (a) we get a new p-regular partition A (2) ~ Parp(n -al). We let a2, r 2 be the length of the p-rim and the number of parts of A (2), respectively. Continuing in this way we get a sequence of partitions A = A (~, ~(2) .... , ~(k) where A (k) ~ 0 and A (k+~ = 0, and a corresponding Mullineux symbol 
The integer k is called the length of the symbol. It is easy to recover A from its Mullineux symbol Gp(A). (Start with the hook A (k), given by ak, r k, and work backwards. In placing each p-rim it is convenient to start from below, at row ri). Moreover, by a slight reformulation of a result in [6] , the entries of Gp(A) satisfy (see [1] where we assume that ak+ 1 = rk+ ~ and for convenience do not exclude the possibility ak+ 1 = 0. Since/x has s 1 rows, A has s~ + 6 rows, whence which hold by Proposition 1.3, we get our result.
MULLINEUX SYMBOLS OF S-PARTITIONS
We are concerned with two sets ~9 ~ and 3 of Mullineux symbols, defined in different ways, and the main result is that these sets are equal. The first set of symbols is then S P = {Gp(A)[a is an S-partition}.
We define the type o~ = a(A) of an S-partition to be the integer ol, 0<a_<p-1, suchthat l 1-a l-~(modp). For0 <a <p-lwelet ~ = {Gp(a)lA is an S-partition of type a} so that
For later use we note:
(disjoint).
LEMMA 2.1. By definition, a -l 1 -cq (mod p). Since a is an S-partition
If the S-partition IX ¢ ® is obtained from the S-partition
a ~-11 --Oq ~ l 2 --og 2 --2cq -= l 3 --Cr 3 --2(0l 1 + 0~2) = ...
--= I, --C~, --2(a, + "'" +at_,) (mod p).
As r I is the number of parts of ,~ we have ol I -k -.. +o~ t 1 = rl -°it-Thus a -l t -% -2(r I -ott)= l t + a t -2r 1 (mod p), proving the lemma.
We proceed to describe the second set of symbols ~-, which is to be the disjoint union of sets Y0, J1,-.., Jp-i. Let 0 < o~ < p -1. We describe the symbols in 3-~ inductively according to their length. First we observe that it suffices to give the entries ai, r i in a symbol modulo p, since the conditions (1.1) for Mullineux symbols then determine them completely• We call a column ai singular if a i -0 (rood p) and regular otherwise.
r, The symbols of length 1 in 5r are 
whereas the symbol consisting of a singular column satisfies a 1 -r x -a (mod p).
We will define the extensions in such a way that all the regular columns satisfy ( * ):
Regular extensions in J,:
Singular extensions in Y~:
(0 (S1) r2
1~0
In fact, starting with the degenerate column 0, these rules also give EXAMPLE. TO illustrate the construction method used for defining ~, we let p = 5 and start with the symbol (~) of length 1 and type 2, i.e., an element in 3--2-What are its regular exte'nsions? As only the condition for (R 2) is satisfied, we can only form one regular extension; according to the definition of (R 2) and the restrictions for Mullineux symbols, we obtain (~ ~}. Furthermore, there are two singular extensions of (31). The (S,) construction rule gives (Sl ~), and by the ($2) rule we also get (:31).
The main result of this article is now the following.
THEOREM2.3. For all a e {O ..... p-1} and n e N, we have
The proof of this theorem will occupy the next section.
PROOF OF THE THEOREM
First we have to prove some technical lemmas which will be used in the induction step of the proof of the theorem. LEMMA (1.6) ) such that Gp For convenience we allow a redundant column = at the end. We r; 0 prove the lemma by induction on k.
If @(Ix) E~_I C3 3-_ 1 and A is obtained from Ix by adding a column (as in Proposition
(,) k= 1. We have Gp(A)= p-~ , -1. In both cases Gp(IX) = (~), which is in J~-l. (ii) R2S and SiS. For 
G(P)(A) = ( a+ll

G(p)(Ix) = 2 a a _7a
These are in J,~ ~ of the form R 2 resp. S. (iv) R2R 2 and S~R 2. For 
G(p)( A ) = ( al --a )
These are in 3-_~ of the form S~R1, resp. S. k > 3. Removing the first p-rim gives a partition 3. with = E,~a. 
(rrr )
1-a-2r 0 a
-a-r r r
:::) implies as the first column is added according to the (S1)-rule.
(ii) S1R 2...,R2R 2 .... (-~-r r r "'" )
This is in 32_ 1 (Rvres p. Sl-rule).
(iv) S2R 2 .... R1R 2 .... This is in 3-~_ 1 (R1-, Sl-, resp. R2-rule). We now prove the main result of this paper.
Proof of Theorem 2.3. The proof is by induction on n, the result being obvious for n = 1. Also, the symbols of length 1 are the same on both sides. Let Gp(A) ~ 3-~(n) of length at least 2 and let /x F-m be the partition obtained from a by removing the first column. Note that I* v~ ~3. By To prove the other inclusion we take Gp(h)~ ~(n) of length > 2. Again we remove its first column to obtain a partition IX ~-m,/x ~ Q with Gp(IX) ~ ~_l(m).
By induction Gp(IX)~ Y~_l(m). We now prove the following lemma to conclude Gp(h) E 3-~(n) and thus finish the proof. Since the rest of the Gp(A)-symbol does not depend on 6, we may replace by 1 -a -2Sl, and if 1 -a -2s 1 -= 0 we only have to check the second and third columns in Gp(A). k= 1. Then we have:
,a=~ 1 ,a=/= 1,2 ,av-~0 for the first three columns of Gp(I*) (where R and S just stand for a regular or singular column, respectively), we will only discuss three typical cases and otherwise omit these straightforward but tedious calculations.
(i) R~R1R. (ii) RzSzR.
o+2. s+l bs )
If a + 2s -1 ~ 0, then this is constructed according to the SzR2-rule. If + 2s -1 -0, then s -1 -o~ -s and Gp(A) follows the SzSl-rule.
(iii) R1RzS.
[4-a-2s
Now this is constructed according to SzR 1 if a ~ 3 -2s 8282 if oz -3 -2s (as 2 -a -s =--a -(1 -a -s)).
CONSEQUENCES
As mentioned at the beginning, our original aim was to prove the compatibility of the Mullineux and Seitz conjectures; we can now deduce this from our theorem via the description of S-partitions by Mullineux symbols in 3-. Proof. The symbols in the sets J-~ were described inductively according to their length k in Section 2. Therefore it suffices to prove the proposition for k = 1 and 2. If k = 1 the result is immediate from the definitions. For k = 2 we have to consider the same cases (R~S,..., S~R~) as in the proof of Lemma 3.2, k = 2. In each of these cases, the symbol G(p)(A) is given in Lemma 3.2. Using (1.2) it is easily checked in each case that G(~) ( (2) It should be noted that due to our Theorem and the inductive description of the 3-~-sets we have that if/x is obtained by removing the p-rim from the S-partition A, then /~ is also an S-partition (of the same type as A).
(3) Also using the description of the Y,,-sets we have that if A is an S-partition of type a and a, is a regular column in Gp(A), then r i a i-2r i+ 1-a(modp).
