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1. Motivation
Energy drives our everyday life. This is true metaphorically and literally. Every
transport of ourselves and of goods, brought to us, needs energy to be moved. Today
at least 95 % of this energy comes from non-renewable fossil fuels (e.g. gasoline,
diesel, natural gas) [1, 2, 3]. Worldwide, the transportation sector consumes about
25 % of the overall delivered energy [2]. For Germany the share of the transport
sector is even higher at 30 % [3]. In addition, the energy demand of the transport
sector in Germany was the only one to increase from 1990 to 2015. While the
delivered energy consumed in the transport sector increased from 2379 PJ to 2619 PJ
(an increase of about 10 %), the overall energy consumption in Germany decreased
by 6.3 % [3]. Because the transport sector is so dependent on fossil fuel, the growing
energy demand leads to several problems for humans and earth. Growing CO2
concentrations as a result of the combustion of fossil fuels, are a main factor of
climate change, leading to e.g. rising sea levels [4, 5, 6]. Furthermore, particulate
matter pollution is known to cause health problems for humans and animals [7, 8, 9].
The most direct way to reduce the dependency on fossil fuels of the transport sector
is to substitute internal combustion engines (ICE) with electric engines. The electric
engine does not exhaust CO2 and, in addition, the overall system efficiency is much
higher than for the ICE. Electric vehicles (EV) have energy efficiencies of between
50 % to 70 %, which is two times the efficiency of ICE vehicles of about 20 % to
30 % [1, 10]. The large variance of the energy efficiency of EV originates from
the different possibilities to provide the EV with electricity. Today, two possible
solutions are economically viable. First, the engine can be powered by electricity
stored in batteries. This has a high energy efficiency of about 70 % [10]. Second, the
electricity can be produced on-board by a fuel cell (FC) from hydrogen (or natural
or biogas). The energy efficiency of this setup is somewhat lower (about 50 % to
60 %) [1, 10]. However, it has two advantages. First, recharging hydrogen for the
vehicle is done in minutes, while the recharging of the batteries takes at least 20 min
to 30 min [11]. Second, the energy density of an FC system is higher than that
of today’s batteries, leading to higher gravimetric storage density of FC systems1
[1, 10]. Hence, a fuel cell electric vehicle (FCEV) does not have to increase the
weight of its powertrain as much as a battery electric vehicle (BEV) does to increase
its range2. FCEV are therefore especially interesting for long range applications,
1Both, batteries and FC systems have lower gravimetric storage densities than ICE vehicles.
2While BEV and FCEV are often discussed as two separate possibilities, the technology can be
combined. Offer et al. showed that this may be the most economically efficient solution [12].
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e.g. trucks or trains.
Two main factors restrict the application of FCEV today. First, it is difficult to
refill the vehicle with hydrogen because of the scarcity of fuel stations. However,
this is a more political/economical problem than a scientific one. The second factor
is connected to the first. The storage of hydrogen needs additional research. This
includes the on-board storage, as well as the storage at fuel stations and for delivery
trucks. Today, hydrogen is either stored under high pressures (either at 20 MPa
or at 80 MPa) or liquefied [10, 13, 14, 15, 16]. A big drawback of both methods
is that both require additional energy to reach the storage state. High pressure
hydrogen storage needs about 15.5 % of its lower heating value (LHV) to reach
80 MPa [17]. To liquefy hydrogen one needs even more energy, today about 30 % of
the LHV [17, 10]. New hydrogen storage materials have been researched intensively.
The most promising materials can be divided into rechargeable (organic) hydrides,
surface adsorbtion and (metal) hydrides [13, 14, 15, 16, 10]. These methods not
only have to be competitive with high pressure and liquid storage, but with real life
economical requirements. Guidelines for these are given by the U.S. Department
of Energy (DOE) [18]. The DOE gives the following goals for on-board hydrogen
storage for 2020: A gravimetric density of 5.5 wt%H2 and a cost of $333 /kgH23.
Several materials exist which can theoretically reach these goals, one of the most
promising being magnesium.
Magnesium has a theoretical storage density of 7.6 wt%H2 [19, 20, 21]. Further, it is
cheap4, widely available and non toxic. Because of this, magnesium is regarded as
a promising hydrogen storage material and has been researched as such for decades
[23, 24, 25]. However, some properties still prevent real world application. One
is the high temperature of about 300 ◦C needed to release the hydrogen from the
magnesiumdihydride [17, 25, 26]. While this stability makes the hydride a very safe
storage material, it increases the energy demands of the overall system. Additional
energy of 30.8 % of the LHV is needed to release the hydrogen [17]. The second
major challenge lies in the kinetics of the formation (and decomposition) of the
magnesiumdihydride from magnesium and hydrogen. The formation (as well as the
decomposition) can be divided into three steps [27, 28]):
• The surface (adsorption and) dissociation of hydrogen
• The hydrogen absorption into the magnesium
• the nucleation and growth of the hydride phase
Each step contains challenges, which need to be overcome to improve the overall
3The long-term goals are 7.5 wt%H2 and $216 /kgH2.
4The price has been between $ 2 kg−1 to $ 3 kg−1 for the last years [22].
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kinetics of the system [23, 25, 20, 29]. First, hydrogen needs to adsorb to the surface
and dissociate from molecular hydrogen to atomic hydrogen. For magnesium this
is hindered by the low dissociation of hydrogen [30, 31]. Furthermore, magnesium
forms a magnesiumoxide layer on top [32, 33]. The oxide prevents the absorption
of the atomic hydrogen into the material. Both steps, dissociation and absorption,
can be improved by the addition of hydrogen catalysts on the surface [31, 34, 35].
Hydrogen catalysts improve the dissociation of atomic hydrogen. At the same time
the catalyst can prevent the oxidation of the underlying magnesium, which allows
hydrogen to absorb more easily. An often used example of a catalyst is palladium
[36, 37, 38]. Furthermore, the absorption of hydrogen into the magnesium can be
improved by high temperatures [39, 40]. The increased temperatures lead to cracks
in thick oxide layers as the magnesium expands and the decomposition of the oxide
in vacuum for temperatures above 623 K.
While catalysts and high temperatures offer ways to overcome issues during the first
two kinetic steps, the case is more complex for the third step. It is this step that
generally limits the overall kinetics [41, 42]. The reason for this is the so called
"blocking layer" [24, 43]. The blocking layer is a closed layer of magnesiumhydride
which forms on the surface of magnesium. Once it is formed, the further hydride
formation is limited by the diffusion of hydrogen through the magnesiumdihydride.
This process is known to be very slow with literature values of the diffusion coefficient
of hydrogen in magnesiumdihydride ranging from 10−16 m2 s−1 to 10−29 m2 s−1 [44,
45]. Uchida et al. described the formation of the blocking layer in more detail [44].
He found that the formation of the hydride occurs at the surface of the magnesium,
opposite to an earlier model by Vigeholm et al. [46]. The nuclei density depends
on the driving force. A higher driving force (e.g. a higher overpressure over the
formation pressure) leads to a higher nuclei density and a closed blocking layer
is formed earlier. By lowering the hydrogen pressure, Uchida et al. were able to
hydride thin films of a thickness up to 2800 nm [44]. However, bulk magnesium for
storage applications will most likely still form a closed blocking layer even at lower
overpressures. The percentage of material hydrided at this point can be improved
by reducing particle and grain sizes by different techniques like ball milling [19, 20,
47, 48, 49, 50]. This decreases the diffusion length the hydrogen needs to travel
through the blocking layer, leading to shorter times to reach the maximum hydride
volume.
In the end, it is still this diffusion through the hydride blocking layer that limits the
overall kinetics of the system and thereby the application of magnesium as a storage
material. A possible way to improve this process lies in grain boundaries. Grain
boundaries are known to offer fast diffusion paths in many materials [51]. Yet,
for hydrogen the opposite effect is also known (so called "trapping" of hydrogen
in defects) [52, 53, 54, 55, 56, 57]. However, trapping has mostly been found for
low hydrogen concentrations in a material. Because of this and because of the
low diffusion found for hydrogen in magnesiumdihydride it seems reasonable that
3
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grain boundaries may improve the overall diffusion. The influence of a single grain
boundary on the overall diffusion was described by Fisher [58]. His work was the
basis of much work after him [59, 60, 61, 62, 63]. Later, Harrison discussed the
influence of grain boundaries in polycrystals, leading to the division into the so
called Harrison regimes [64]. All of these models describe grain boundaries as fast
diffusion paths in the surrounding volume and lay the theoretical foundation to
describe their influence on diffusion processes. The diffusion in grain boundaries
themselves is still the subject of a lot of research [65, 66, 67, 68]. It was found that
factors like the diffusion direction in the grain boundary and the internal structure
of the grain boundary influence the diffusion coefficient.
The aim of this thesis is to unravel the role of grain boundaries on the hydride
formation in Mg-H. This includes deducing the contribution of grain boundaries on
the overall diffusion kinetics in the dihydride phase, which is limited by the blocking
layer. It is accompanied by the study of microstructural changes, necessary for the
description by Harrison regimes. Further, the impact of a ternary compound (Fe) on
the overall diffusion kinetics is investigated. Iron is chosen because it does not solve
in magnesium (see reference [69]) and may change the grain boundary structure and
diffusion.
This thesis is divided into seven chapters. In the following chapter 2 the theoret-
ical background for this work is presented. Chapter 2.1 describes the magnesium-
hydrogen system, including the thermodynamic, electrical and kinetic properties for
bulk system and thin films. Thereafter, the basics of diffusion and, especially, grain
boundary diffusion are explained in chapter 2.2. It describes in more detail the
models of Fisher and Harrison. The last section, 2.3, of chapter 2 describes kinetic
models for the solid state transformation. The experimental methods applied and
algorithms developed for this work are discussed in chapter 3. First, the sample
preparation is described in chapter 3.1. Afterwards, two sections describe the gas
volumetry (chapter 3.2) and the resistance measurement (chapter 3.3). Chapter
3 continues with the description of the electron microscopy and X-ray diffraction
methods utilized (see chapter 3.4 and chapter 3.5). Both include in situ studies
of the hydride formation. The final section of chapter 3 describes finite element
(FEM) simulations performed for this work. These allow to study the influence of
the grain boundary diffusion and the volume diffusion on the overall diffusion of
the system. Chapter 4 describes the grain morphology of the magnesium thin films
studied in this work. It includes the initial morphology, as well as changes during
the hydride formation. Chapter 5 presents the results of the diffusion measurements.
First, the limiting kinetic process is evaluated to confirm that the system kinetics
are limited by the diffusion of hydrogen (see chapter 5.1). Afterwards, in chapter 5.2
the measured diffusion coefficients are collected and compared with different experi-
mental parameters. The goal is to find possible influences on the overall diffusion of
hydrogen. The final section 5.3 shows the results of the finite element simulations.
Chapter 6 discusses the results. The first part in chapter 6.1 examines the changes in
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grain morphology as presented in chapter 4. Afterwards, the results of the diffusion
coefficient studies are evaluated (see chapter 6.2 and chapter 6.3). The influence of
the different parameters can be explained by taking the FEM results into account.
The final chapter 7 is a summary of the work and of the results found.
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2. Thermodynamics and kinetics
of metal-hydrogen systems
This chapter will lay the basic theoretical background. At first, the magnesium-
hydrogen system will be introduced (see section 2.1). The first part introduces the
thermodynamics to transform magnesium (Mg) to magnesiumdihydride (MgH2) and
discusses the two phases in bulk systems and in thin films. Furthermore the elec-
trical properties of the two phases will be given. Following that, the kinetic process
will be discussed, introducing the different kinetic steps during the transformation.
This section includes also a collection of diffusion coefficients as published over the
years in the literature. The following section 2.2 introduces the diffusion in solids,
giving further insight into the different kinds of diffusion coefficients. This starts by
introducing Fick’s first and second law and the difference of interstitial and substi-
tutional diffusion. Thereafter, theories about grain boundary diffusion and diffusion
in polycrystals are discussed. These theories are necessary to separate the influence
of grain boundaries and grains on the overall diffusion and therefore on the diffusion
coefficients measured in this work. The final section of this chapter discusses kinetic
models for phase transformation in the solid state (section 2.3). These models allow
to determine the limiting kinetic process of a transformation. Hence, they reveal if
a measurement is limited by kinetic processes other than the hydrogen diffusion. If
this is the case an evaluation of the diffusion coefficient is futile.
2.1. The Mg–H system
In the following the thermodynamic and electrical properties of the Mg–H system
will be introduced. At first the thermodynamic properties of the bulk system will
be presented. Thereafter, a chapter presents the changes found in thin Mg–H
films. The electric properties of the bulk system and thin films are then presented
together in one chapter. Afterwards, the focus will be on the kinetic steps of the
phase transformations in the system. This is an important research focus, because
it is the kinetic behavior that limits the practical application. In particular the
so called "blocking layer" prohibits practical applications. The blocking layer is a
MgH2 layer that prevents further dihydride formation [46, 44]. This is due to the
7
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low diffusivity of H through the MgH2.
2.1.1. The thermodynamics of Mg–H bulk
Figure 2.1:
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Figure 2.1 shows the bulk phase diagram of the Mg–H system at 25 MPa according
to Okamoto [70]. The two most important phases for this work are the α-phase,
in which a small amount of hydrogen is stored in solid solution before the β-phase
is formed. In figure 2.1 the α-phase is labeled as Mg and the β-phase is labeled
as MgH2. While the α- and β-phase are thermodynamically stable phases, addi-
tional phases have been discussed in the literature [24, 21, 71, 72]. A metastable
γ-phase is known to form at high pressure conditions. It will be discussed shortly
in regard to high stresses that are known to arise in thin films during hydrogen
loading [73] (compare section 2.1.2). In addition the literature discusses a δ-phase
with a distorted CaF2 structure [74] and a ε-phase with an AlAu2 structure [75].
Both phases are not expected to form during the moderate conditions used in this
work and are excluded from the discussion. All in all, the (di-)hydride phase in
this work is synonymous with the β-phase, except where it is specified otherwise. A
very informative collection of the different hyride phases and their thermodynamic
parameters are given in the thesis of H. Uchida [76]. As the focus of this work is
more on the kinetics of the Mg–H system the thermodynamic behavior is discussed
in a shorter form.
Metallic magnesium has a hexagonal crystal structure. The lattice parameters are
8
2.1. The Mg–H system
Phase Structure a /Å b /Å c /Å Ref.
α-Mg hexagonal (P63/mnm) 3.21 = a 5.21 [24]
β-MgH2 tetragonal (P42mnm) 4.50 to 4.52 3.01 to 3.02 = a [24]
(TiO2 structure) 4.51 to 4.52 3.01 to 3.02 = a [72]
γ-MgH2 orthorhombic (Pbcn) 4.53 5.44 to 5.45 4.93 to 4.94 [24]
(α-PbO2 structure) 4.51 to 4.52 5.43 to 5.44 4.92 to 4.94 [72]
Table 2.1.: Structural information of the α-, β- and γ-phase of the magnesium-hydrogen
system. Only the α- and β-phase are thermodynamically stable. The lattice parameters
of all phases were collected by San-Martin and Manchester in 1987 [24] and by Moser et
al. in 2011 [72].
given in table 2.1. The α-phase stores some hydrogen as a solid solution. For ambient
conditions the hydrogen forms clusters in hydrogen-vacancy complexes [24]. At low
temperatures (T <110 K) hydrogen is solved in the tetrahedral lattice sites and not
yet trapped by vacancies. Overall, the solubility of hydrogen is very low for the pure
Mg phase. Stampfer et al. gave the relations between the maximum solubility cα→βH
of the α-phase for a given temperature T [77]:
cα→βH = 107 · exp
(
−6225
T
)
.
This gives a maximal solution of cα→βH =8.4 · 10−8 H/Mg at T =297 K. When more
hydrogen is added, the Mg–H system transforms into one of the hydride phases.
At ambient conditions, the transformation will be into the tetragonal β-phase. The
crystal structure of the β-phase is also given in table 2.1. The β-phase is a stoichio-
metric phase, meaning that the concentration of hydrogen is fixed to cβH = 2 H/Mg
and no additional hydrogen can be solved in the bulk [77]. For real systems this may
not be completely true; for example grain boundaries may take up different amounts
of hydrogen. Borgschulte et al. also showed that oxides can destabilize MgH2 to
an under-stoichiometric MgH2−δ-phase [78]. The under-stoichiometric phase was
documented before by Schimmel et al. [79].
The hydride formation from a hydrogen gas atmosphere can be plotted by a pressure-
composite isotherm (called p-c-T diagram, see figure 2.2) [27]. For a fixed temper-
ature T the hydrogen pressure pH and the hydrogen concentration cH taken up by
the metal can be measured (for example by the calculations in chapter 3.2.2). The
resulting diagram shows a pressure plateau in the two-phase region of the α- and
β-phase. By repeating the measurement for different temperatures, a Van’t Hoff
plot is created. It shows the logarithm of the hydrogen pressure plotted as function
of the reciprocal temperature. The principle is sketched in figure 2.2. The Van’t
Hoff plot allows the evaluation of the enthalpy change ∆H and entropy change ∆S
9
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Figure 2.2.: Example of a p-c-T diagram and the resulting Van’t Hoff plot. The p-c-
T diagram plots the hydrogen concentration cH in the metal as function of the loading
hydrogen pressure pH . The plateau of a single isotherm gives the two-phase region width
at a given temperature T . Measuring isotherms at different temperatures T1 < T2 <
T3 < T4 < ... allows creating a Van’t Hoff plot of the logarithm of the loading pressure
as function of the reciprocal temperature. From this one can evaluate the enthalpy - and
entropy change of the phase transformation from α- to β-phase.
during the phase transformation [80, 13]:
ln
(
pH
p0
)
=
∆H
R
1
T
− ∆S
R
, (2.1)
where p0 is the standard pressure and R the gas constant. These entropy and en-
thalpy changes may be different for the absorption and desorption of hydrogen,
resulting in different plateau pressures. The entropy change ∆S comes mostly from
the dissociation of hydrogen from the H2 molecule in the gas atmosphere to the atom-
ically dissolved hydrogen atom in the metal hydride. After Fukai, the standard en-
tropy of hydrogen is approximately S0 = 130 JK−1mol−1 [27]. Therefore, the entropy
change can be estimated as ∆S ≈ −130 JK−1(molH2)−1 for all metal-hydrogen sys-
tems. For the magnesium-hydrogen system this fits well to the measured changes in
entropy. Vigeholm et al. measured an entropy change of ∆S = −126 JK−1(molH2)−1
[81], while Klose and Stuke measured ∆S = −146.1 JK−1(molH2)−1 [82]. Other
groups measured values between these two, around ∆S = −130 JK−1(molH2)−1
(e.g. references [24, 77, 30, 83]). The enthalpy change for the absorption was found
to be about ∆Habs ≈ −70 kJ(molH2)−1 in the bulk system [78, 81]. For the des-
orption enthalpy change most groups measured values of approximately ∆Hdes =
(−75± 5) kJ(molH2)−1 in bulk systems (see references [24, 77, 78, 30, 83]).
With the literature data and equation 2.1 the absorption pressure expected in bulk
10
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systems can be calculated for a temperature of T = 297 K:
pH = 101325 · exp
( −70000
8.31446 · 297 −
−130
8.31446
)
Pa
J K mol
J K mol
≈ 0.3 Pa. (2.2)
Furthermore, equation 2.1 allows estimating the necessary temperature to release
hydrogen from the hydride at ambient pressure using the values for ∆Hdes and ∆S
given above (⇒ pH/p0 ≈ 1):
ln(1) =
−75000
8.31446 · T des
J K mol
J K mol
− −130
8.31446
J K mol
J K mol
,
⇔ T des = 75000
130
J K mol
J mol
≈ 577K. (2.3)
This shows the thermodynamic stability of the β-phase, as it needs low pressures
to form at T = 20 ◦C or high temperatures of about 300 ◦C to dehydride at 1 bar
hydrogen pressure.
2.1.2. The thermodynamics of Mg–H thin films
In thin films hydrogen loading leads to strains and stresses, which change the ther-
modynamics of the Mg–H system. In the last few years studies on palladium-
and niobium thin films showed drastic influences of the stress state on the thermo-
dynamic equilibrium [84, 85, 86]. It was shown that stresses decrease the critical
temperature of the two-phase region, leading to a smaller two phase region at a fixed
temperature T . Furthermore, stresses lead to a higher plateau pressure for hydride
formation in thin films compared with bulk systems at the same temperature.
Thin films are adhered to their substrate, which prevents the expansion in the in-
plane direction. This leads to in-plane strains and stresses [73, 87, 88]. Additionally,
the expansion in the out-of-plane direction is increased. Both effects can be calcu-
lated using linear elastic theory (see e.g. [89]) and the volume expansion of the unit
cell during the hydride formation. The volume expands from the hexagonal unit
cell of the magnesium (V unitMg = 3.212 · sin(60◦) · 5.21 Å3 ≈ 46.49 Å3) to the larger
tetragonal unit cell of the MgH2 β-phase (V unitMgH2 = 4.512 · 3.01 Å3 ≈ 61.22 Å3) (see
table 2.1). Because of the low solubility in the α-phase any additional expansion
of its unit cell because of hydrogen uptake can be ignored. The relative expansion
during the phase transformation is given by:
∆V unit
V unitMg
=
V unitMgH2
V unitMg
− 1 = 61.22
46.49
− 1 ≈ 0.32. (2.4)
The increased overall out-of-plane expansion εtot for a thin film can be calculated.
For the thin films studied in this work (Mg thin films with (0001) out-of-plane
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direction and MgH2 thin films with an (110) out-of-plane direction) the necessary
equations were given by H. Uchida [76, 90]:
εMgtot =
(
1 + 2
C13
C33
)
· ε0,
εMgH2tot =
(
1 +
2C11 + C66 + 3C13
2C11 + C66 + C13
)
· ε0.
ε0 can be calculated as one third of the relative volume expansion (∆v/v)/3 ≈
0.11. Cxx are the elastic constants of magnesium and magnesiumdihydride (see e.g.
references [91] and [92]). The total out-of-plane expansion for the MgH2 film system
is calculated to be: εMgtot ≈ 0.25. This is the expansion that a Mg thin film should
show after it is fully hydrided. However, up until now no plasticity was taken into
account. In a real system plasticity limits the linear elastic maximum value, because
the formation of dislocations leads to lower out-of-plane expansions as shown for thin
niobium films [73, 87, 88].
The influence of the stress on the thermodynamics can be shown by comparing the
literature data of ∆Habs and ∆Hdes with the bulk values. While thin films were
not studied as extensively as bulk systems in the past, Krozer and Kasemo and
Pivak et al. measured values for both [26, 30]. The desorption enthalpy change
seems to be similar to the bulk values (∆Hdes = −71 kJ(molH2)−1 and ∆Hdes =
−78.3 kJ(molH2)−1 respectively). By contrast, the absorption enthalpy change was
found to be lower in both studies. Kozer and Kasemo measured a value of ∆Hdes =
−60.7 kJ(molH2)−1, while Pivak measured ∆Hdes = −61.6 kJ(molH2)−1. Pivak et
al. argued that the increased hysteresis is a result of the adhesion of the thin film to
the substrate, leading to additional strains and stresses and resulting in additional
mechanical work. With the literature data and equation 2.1 the absorption pressure
expected in thin films can be calculated for a temperature of T = 297 K:
pH = 101325 · exp
( −61000
8.31446 · 297 −
−130
8.31446
)
Pa
J K mol
J K mol
≈ 12 Pa. (2.5)
This is about 40 times the value calculated for the bulk system in equation 2.2.
Krozer and Kasemo and Pivak et al. found the same ∆Hdes as in the bulk system,
leading to the same desorption temperature T des calculated in 2.3. However, a
reduction of the critical temperature and therefore T des has been found in niobium
thin film by Burlaka et al. [86].
Uchida measured the in-plane stresses in thin Mg films during hydrogen loading [76].
He obtained values of up to several hundred MPa. For thinner niobium films, stresses
of ten GPa have been measured [88]. These high stresses can theoretically lead to
the formation of the MgH2 γ-phase. The γ-phase was first found experimentally
during high pressure synthesis of magnesiumhydride [93]. This includes high pressure
deformation of pre-formed magnesiumhydrides [94, 95, 96] and hydriding magnesium
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at high gas pressure [97]. Its structure is given in table 2.1 and was confirmed by
Bortz et al. [94]. The transition pressure from the β- to the γ-phase has been
studied by Cui et al. and Vajestoon et al. [98, 99]. A full pressure-temperature
phase diagram was calculated by Moser et al, giving a transition pressure of about
(2± 1) GPa at 300 K [72]. Moser et al. also explain why experimentally a wide
difference in formation pressures (and temperatures) is found, ranging from about
2 GPa to 8 GPa. They calculated a minimal difference in the Gibb’s energy of the
two hydride phases explaining the experimentally confirmed coexistence of the two
phases. In accordance with formation of the γ-phase at high pressures, and the
discussed high pressures during hydrogenation of thin films, Ham et al. found the
formation of the γ-phase in thin Mg films [71]. They deposited 1.6µm Mg thin films
and Mg-Nb multilayers with single-layer thicknesses of 100 nm and 10 nm. The films
were loaded at 0.25 MPa and 373 K. While the film thickness is therefore similar
to the thicknesses studied in this work, the hydrogen loading was done at higher
temperatures and much higher pressures.
2.1.3. The electric properties of Mg–H (in bulk and thin
films)
As magnesium is a metal it has a low specific resistance of ρcMg = 37.8 Ωnm in the
direction of the c-axis and ρaMg = 45.3 Ωnm in direction of the a-axis [100]. The β-
phase is insulating (ρ >> MΩ [101]) with measured band gap energies of 4.3 eV to
5.8 eV for bulk samples [102, 103]. Giebels et al. and Westerwaal et al. studied thin
films of MgH2 and Mg by gas-phase hydrogenography and modeled their results with
the effective medium theory [101, 104]. Giebels et al. found a specific resistance of
the Mg thin films of ρMg = 65 Ωnm, slightly higher than the bulk values [104]. This
is to be expected, as thin films have a higher surface-to-volume ratio and smaller
grains, both adding to the resistance [105]. Interestingly, the specific resistance
for hydrided thin Mg films was found by Giebels et al. to be relatively low, with
values of ρMgH2 = 105 Ωnm [104]. In opposition to this, Westerwaal et al. found the
specific resistance of directly deposited MgH2 too high to be measurable, confirming
the insulating properties [101]. Hence, while deposited MgH2 films were found to be
insulating, MgH2 thin films that were formed by hydriding deposited Mg films had
much lower specific resistances. Westerwaal et al. explained this by an influence
of grain boundaries as conducting paths in the case of the hydrided films. This
explanation can be supported by work done on TiO2, another good insulator with the
same rutile grain structure as the MgH2 β-phase. Demetry et al. showed that smaller
grain sizes (≡ higher grain boundary density) leads to an increase in conductivity
[106]. This effect was found to not directly scale with the grain boundary density,
meaning that an additional effect seems to contribute. As a possible additional
influence Demetry et al. suggest a change in grain boundary segregation depending
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on the grain size (for more information about segregation see section 2.2.3). This
seems to confirm the general explanation given by Westerwaal et al. for MgH2 thin
films. The origin of the increased conductivity of the grain boundaries is unclear,
but differences in segregation and structure of the grain boundaries may explain
their improved conductivity compared to the insulating bulk MgH2.
2.1.4. Kinetic steps of the H uptake in Mg
Magnesium offers good properties for mobile hydrogen storage, mainly a high gravi-
metric capacity. While the thermodynamic stability of the hydride phase is a disad-
vantage (especially the high desorption temperature), the main challenge for a prac-
tical application originate from the kinetics of the hydride formation [23, 25, 20, 29].
Experiments often find that much higher pressures or temperatures, than thermo-
dynamically predicted, are necessary to hydride or dehydride magnesium samples.
This indicates additional kinetic barriers. The hydride formation can generally be
divided into three kinetic steps, which are schematically shown in figure 2.3 (for
additional information see reference [27, 28]):
1) The surface (adsorption and) dissociation of hydrogen
2) The hydrogen absorption into the magnesium
3) The nucleation and growth of the hydride phase
Figure 2.3:
Schematic repre-
sentation of the
kinetic steps necessary
to form a hydride from
hydrogen molecules
and a metal. The
hydrogen needs to
dissociate to atomic
hydrogen, which af-
terwards absorbs into
the metal where it
nucleates to a hydride
and grows.
H2
surface
1) hydrogen dissociation
H
2) hydrogen absorption
3) hydride nucleation and growth
metal
hydrogen gas
In the following, each step will be discussed with regard to challenges limiting it in
real Mg samples. It should be kept in mind that challenges in one step may also
influence other steps. Hence, prohibiting influences discussed at one step could often
also be attributed to another step. The general goal here is to give an overview of the
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challenges in the overall kinetic process of the MgH2 formation and what has been
done in the past to improve this process. Improvements to the hydride formation
kinetics can roughly be divided into two subtopics:
• Including additives (with adding hydrogen catalysts as a subtopic)
• Changing the microstructure
Hydrogen catalysts, in this work, only promote the dissociation of the hydrogen
molecule into atomic hydrogen (and the reversed process). Overall, these measures
may improve one of the steps given above, or several at once. Sometimes it is not
clear where the main improvement happens. Furthermore, while additives have often
shown catalytic effects [34, 35, 31], alloying with transition metals shows improved
hydrogen storage properties because of thermodynamic changes. A prominent ex-
ample is Mg2Ni [35]. While a lot of work on alloying Mg or MgNi2 with additional
components has been done it is not of interest here, since the resulting improvements
are not kinetics but thermodynamic changes (further information can be found in
references [19] and [20]). However, this shows that it can be difficult to separate the
influence of additives between thermodynamic or kinetic contributions.
Challenges in step 1) Surface dissociation of hydrogen
The first step for the formation of a hydride is the adsorption of hydrogen to the
metal surface and the dissociation of the hydrogen molecule into two hydrogen
atoms. Only then will the hydrogen atom dissolve into the metal [107]. For mag-
nesium two things hinder the dissociation. First, magnesium forms an oxide layer
in air [108, 109]. This will be discussed in regard to the second kinetic step of hy-
drogen absorption into the magnesium. Second the clean magnesium surface has a
low dissociation probability for hydrogen [30, 31]. This can be improved by adding
catalysts to the magnesium, which dissociate the hydrogen more easily, but absorb
it less easily than the magnesium. A prominent example is palladium (Pd), which
is also used in this work and will be discussed in detail below. Beforehand, some
other examples from the literature will be highlighted.
Transition metals and their oxides have been found to improve the hydride formation
kinetics and the effect has often been associated with hydrogen catalysis. Some of
the most prominent examples is the work of Barkhordarian et al. who showed the
catalytic effect of NbO5 [34, 110]. The catalyst was shown to improve de- and
absorption of hydrogen from MgH2 powder, which was milled together with the
catalyst. It was shown that the oxide acts as a catalyst, as opposed to the pure
metal after reduction by the magnesium. Similar but smaller effects have been
found for other transition metals and their oxides, such as vanadium, titanium,
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niobium, vanadiumoxide (V2O5) and many more [19, 20, 21, 29, 50, 111, 47]. Pozzo
and Alfè performed a systematic study of the influence of transition metals on the
hydrogen dissociation at Mg surfaces [112]. They found that the influence depends
on the lowering of the dissociation barrier on one side, and on the binding between
the hydrogen atom and the transition metal on the other side. An optimal effect
was found for Ni, Rh, Cr and Pd. While a catalytic effect is often assumed, it is
not always explicitly confirmed. Therefore, another kinetic or even thermodynamic
effect cannot be excluded.
Iron was added in many thin films studied in this work to study its influence on the
grain boundary diffusion1. Magnesium and iron can be assumed to be immiscible
at room temperature. Nayeb-Hashemi et al. give a maximal solubility of iron in
magnesium of 0.0041 at% at 649 ◦C [69]. Therefore, in this work a complete demixing
of the two materials is assumed2. The iron may then segregate along the grain
boundaries of the magnesium and change their structure and diffusion properties.
Furthermore, iron is known to catalyse hydrogen uptake into magnesium [113, 114,
115]. At the same time it does not take up any relevant amount of hydrogen [116]. At
higher pressures and temperatures magnesium, iron and hydrogen can formMg2FeH6
[117, 118]. The phase was first presented by Didisheim et al., who prepared it at a
temperature of 500 ◦C and a pressure of 6 MPa [117]. De Lima et al. showed that
Mg2FeH6 can be prepared at lower temperatures and pressures after hot extrusion of
Mg–Fe at 200 ◦C to 300 ◦C [119, 120, 121]. However, because hydrogen loading was
done at room temperature in this work, no formation of Mg2FeH6 is expected.
Palladium is of unique interest for this work because it caps all magnesium thin films
studied in this work. The Pd capping layer is supposed to improve the hydrogen
catalysis and prevent surface oxidation of the magnesium [36, 37, 38]. Figure 2.4 (a)
shows the bulk phase diagram of the palladium-hydrogen system. The formation
and desorption enthalpy change for the bulk system was found to be equal, within
measuring accuracy. A value of ∆HdesPd = ∆HabsPd = −19.1 kJ(molH)−1 is reported
for both [122]. The formation and desorption entropy change was found to be about
∆SdesPd = ∆S
abs
Pd = −46.3 JK−1(molH)−1 [122]. This leads to a formation pressure
of palladiumhydride of about 1000 Pa at 293 K, about three orders of magnitude
larger than the formation pressure of magnesiumhydride. As discussed above it is
expected that the loading pressure in the thin film layer is higher than the bulk
value, because of stress influences.
Palladium capping layers have been used before on magnesium and magnesium
alloy thin films. Intermixing of the two metals has been reported in these cases
[30, 37, 124, 125]. Krozer and Kasemo reported intermixing/alloying starting at
1The iron contains some chromium and traces of other elements.
2Because of this complete demixing of the two materials a phase diagram is not given in this
work, as it does not offer further insight.
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(a) Phase diagram of the palladium-hydrogen system according to
Manchester et al. [122]. The thin films in this work were loaded at
20 ◦C as indicated by a red line.
te
m
pe
ra
tu
re
/◦
C
atomic percent palladiumMg Pd
(b) Phase diagram of the magnesium-palladium system according
to Makongo et al. [123].
Figure 2.4.: Phase diagrams of the palladium-hydrogen and palladium-magnesium sys-
tem.
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temperatures of 390 K [30]. Eijt et al. sputtered thin Mg films and found formation
of a Mg2Pd interlayer after hydrogen loading at temperature of 480 K and higher
[125]. It can not be excluded that the interlayer already forms before loading and
the high temperature is not necessary. In accordance with this idea, Singh et al.
reported the formation of a mixed layer for pulsed laser deposited thin films at room
temperature [37]. The layer was identified as MgPd and was reported to be already
present after production of the films. Furthermore, Slack et al. found an interdif-
fusion of palladium and magnesium for thin films during hydrogen loading at room
temperature [124]. They proposed the formation of Mg5Pd2 and Mg6Pd. Overall,
the formation of an intermixing layer between the Mg thin films and Pd capping
layer is to be expected for high temperatures and may happen at room temperature.
However, it does not prevent MgH2 formation. The main effect found was a decrease
in gravimetric hydrogen density, since some magnesium is lost for the formation of
magnesiumdihydride when it forms the magnesium-palladium interlayer. It is no-
table that all groups proposed different Mg-Pd-phases for their interlayer. Figure
2.4 (b) shows the Mg-Pd-phase diagram [123]. One can see that several phases can
form down to room temperature (one can also compare the phase diagram at room
temperature given by A. A. Nayeb-Hashemi and J. B. Clark [126]). Which phase
forms in the interlayer may therefore strongly depend on the conditions during film
deposition.
In this work some Pd capping layers contain iron (all magnesium thin films with
iron additives have also similar additive concentrations in the palladium). Zhang et
al. found that this increases the plateau pressure compared to pure Pd [127]. For
iron contents of over 10 at% they found no formation of hydrides. However, this
does not mean that the Pd capping layers do not catalyze hydrogen, if they contain
iron. Klose et al. prepared Pd capping layers in the same sputter system utilized
for this work, working at similar iron contents [128]. They were still able to load
thin niobium films under the palladium-iron capping layer verifying that hydrogen
is still dissociated by the palladium-iron capping layer.
Challenges in step 2) Hydrogen absorption into the magnesium
After the hydrogen molecule has been dissociated in its atomic form it needs to enter
the magnesium (see figure 2.3). For pure magnesium in air this is prohibited by a
magnesiumoxide layer on top [32, 33]. The layer has been studied by different groups,
often using X-ray exited photoelectron spectroscopy (XPS) [108, 109, 129, 130, 131].
For oxygen or dry air atmospheres a thin MgO layer forms on the surface with
thicknesses of (2.5± 1.0) nm in the first 15 min [108, 131]. In atmospheres with water
content the MgO starts to form an additional Mg(OH)2 layer [108, 129, 131, 132]. It
seems to be this layer that continues to grow and corrode the underlying magnesium.
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This is not surprising as the proposed corrosion mechanism of magnesium is [133]:
Mg + 2 H2O −−→ Mg(OH)2 + H2
Chen et al. gave a different interpretation of their XPS results. They associated the
peak, otherwise always associated to Mg(OH)2, to oxygen in a "defective" chemical
environment. "Defective" in their context means that the oxygen does not occupy
its normal MgO lattice position.
Regarding the hydride formation the MgO layer seems to be prohibitive. Gonza-
les et al. studied the diffusion of hydrogen (and deuterium) in MgO and found no
significant diffusion below 1750 K [134]. Vigeholm et al. showed that this will not
always prevent hydride formation, since thick oxides will crack and thereafter allow
hydrogen to reach pure magnesium regions [39]. Because of the volume expansion
during the hydride formation (see section 2.1.2), this is especially true after the first
hydride formation (as long as the pure magnesium has no contact with oxygen be-
tween the loading cycles). Another possibility of breaking the oxide layer is heating
the sample in vacuum before hydrogen loading [40]. This results in the decomposi-
tion of the hydroxide layer at temperatures above 623 K. Interestingly, Hjort et al.
showed improved kinetics in the case of magnesiumoxides present between thin films
of magnesium and palladium [135]. They explained this by an increased nucleation
probability of the hydride at the oxides. This agrees with the fact that they found
improved kinetics, but a lower total hydrogen content.
Challenges in step 3) Nucleation and growth of the hydride phase
The final kinetic step of the hydrogen uptake is the nucleation of the Mg hydride
phase and growth (see figure 2.3). This step is generally agreed on as the limiting
parameter of the hydride formation [41, 42]. The hydrogen release on the other side
was often found to be limited by a surface process, possibly the hydrogen desorption
from the surface [42, 136]. In opposition, Tanniru et al. found the nucleation of
the magnesium α-phase as the limiting process for the hydrogen release [137]. It
should be kept in mind that the limiting process depends on the overall system and
it may change, depending on catalysts, additives, surrounding atmosphere and much
more. Because of this, the limiting process is evaluated separately from the diffusion
measurements in this work (for the theoretical basis see section 2.3).
A model for the hydride nucleation in magnesium was given by Vigeholm et al. [46].
He showed that the hydride formation in magnesium particles is nucleation and
growth dependent. In addition, he found a pressure dependence on the nucleation
process. This was confirmed and explained further by Uchida et al. (see figure 2.5)
[44, 76]. He proposed a model in which the hydride nucleates on the surface of
the magnesium. The nuclei density is pressure dependent, because it is dependent
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Figure 2.5.: Schematic drawing of the hydride nucleation and growth model as published
by Uchida et al. [44]. a): The hydride phase (β-MgH2, gray), nucleates at the film surface
with a mean distance of l. It grows half-spherical into the α-Mg phase (white). Fast
diffusion through the a-Mg phase is possible until neighboring semi-spheres meet each
other (b). Afterwards, a magnesiumhydride blocking layer of thickness L forms. c) and
d): Further hydride formation is limited by the flux along the grain boundaries
on the driving force. Higher driving forces lead to more nuclei. In the case of
gas loading, a higher driving force means higher hydrogen gas pressures above the
plateau pressure. Furthermore, more nuclei lead to a thinner closed hydride layer
on the top of the magnesium sample. As will be discussed below, the hydrogen
diffusion in magnesiumdihydride is low, therefore the hydrogenation process slows
down significantly once a closed hydride layer is formed.
The so called blocking layer (a magnesiumdihydride layer preventing further hydro-
genation) has been discussed in the literature [24, 43] and Uchida’s model explains
well several experimental results found. For example, it makes clear that decreasing
grain and particle sizes have not only the advantages of smaller diffusion paths, as
often discussed [19, 20, 47, 48, 49, 50]. Smaller single particles will have a lower, ab-
solute number of nuclei for the same driving force (being proportional to the same
nuclei density). Hence, these nuclei can grow further into the magnesium before
forming a closed hydride layer. The same argument holds for thinner magnesium
film sizes.
After the blocking layer is formed magnesium often remains below the hydride (see
figure 2.5 c)). To reach the maximum gravimetric hydrogen density of 7.6 wt%, this
magnesium needs to be hydrided as well. For this, additional hydrogen needs to
diffuse through the hydride layer to the hydride/magnesium interface. That hydro-
gen is the diffusing species in magnesiumdihydride is not trivial and was debated
for some time. Mintz et al. and Sander proposed the magnesium cation as diffusing
species [151, 144]. Later, Luz et al. showed that the H– anion is the diffusing species
by means of a Kirkendall experiment [41]. The same result was reached by Hao and
Scholl using DFT simulations [45].
In the following, diffusion coefficients for the system are collected from the litera-
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Figure 2.6.: Collection of literature data of the hydrogen diffusion coefficient in the
magnesium-hydrogen system. Single diffusion coefficients, measured at a given temper-
ature, are marked by points. Thick lines are plotted where activation energy and pre-
exponential factor were measured. Thin lines connect measurements by a single group.
The data is divided into diffusion in the β-phase (marked in black squares and solid lines),
measurements during phase transformation (marked in blue diamonds and dashed lines)
and in the α-phase (marked in red circles and dotted lines). The values measured in the
α-phase fall in a corridor marked by a red box. For each literature value the responding
reference is given.
ture. The diffusion coefficient directly shows how long it takes to transport hydrogen
through a unit length of material (magnesium or magnesiumdihydride). More infor-
mation will be given in the following section 2.2. The collected diffusion coefficients
are presented in Figure 2.6, as a function of the reciprocal temperature 1/T . The
data is divided into diffusion coefficients in the α-phase (red circles and red dotted
lines) and diffusion coefficients influenced by the MgH2 β-phase. This includes mea-
surements in pure magnesiumdihydride (black squares and solid black lines) and
during the hydride formation or decomposition (blue diamonds and dashed blue
lines). It should be noted that the y-scale covers 24 orders of magnitude.
The diffusion coefficients in the α-phase cover a small corridor. The maximum
variance is slightly higher than one and a half order of magnitude (7 · 10−11 m2 s−1
measured by Uchida et al. [44] and 2 · 10−12 m2 s−1 calculated by Vegge [141]). The
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value from Uchida et al. was measured at 293 K by permeation measurements [44].
Nishimura et al. employed the same method at temperatures between 473 K to 493 K
and came to very similar results [142]. Expanding their results to 293 K gives a value
of 6 · 10−11 m2 s−1. Vegge utilized density functional theory (DFT) to calculate their
value at 300 K [141]. Schimmel et al. employed ab initio dynamical simulations to
calculate a diffusion coefficient of 6.6 · 10−9 m2 s−1 at 673 K [79]. Extrapolation of the
data of Nishimura et al. shows a value of 1.9 · 10−8 m2 s−1 at the same temperature
[142]. This value is twice as high as the value of Schimmel [79]. However, it should
be kept in mind that extrapolating measurements to other temperatures easily leads
to a large error, because of an exponential influence of any error in the activation
energy3. Simensen measured the degassing of hydrogen from magnesium to extract
the diffusion coefficient at temperatures from 723 K to 893 K [145]. Expanding their
measurement to room temperature would result in a value of 3.3 · 10−14 m2 s−1, much
lower than the other measurements. However the expansion contains a large error
because of the large temperature extrapolation. The measurement of Simensen [145]
match very well to calculations of Schimmel et al. [79]. At 673 K the experiments of
Simensen [145] predict a value of 2 · 10−9 m2 s−1 about a factor of three lower than the
calculations of Schimmel et al. [79]. Overall, the diffusion coefficients of hydrogen in
the α-phase are known from the literature over a large temperature region and are
in good agreement, considering measurement inaccuracies. The corridor of diffusion
coefficients in the α-phase is marked in figure 2.6 with a red box.
The literature data of diffusion coefficients measured in MgH2 samples shows a
large scatter. Therefore, the data has been divided further. Diffusion coefficients
that were measured in the already formed hydride are marked in black squares
and black solid lines [147, 148, 45, 149, 150]. Measurements that were performed
during the hydride formation or decomposition are marked by blue diamonds and
blue dashed lines [44, 138, 139, 140, 143, 144, 146]. First, the measurements in
already hydrided MgH2 will be discussed. Hao and Scholl utilized DFT calculations
to compute the diffusion coefficient in MgH2 at different temperatures [45]. The
values fit well to the results of Yao et al. [149], who combined calculations with
experimental results. Both groups found values between 10−16 m2 s−1 at 700 K and
10−29 m2 s−1 at 300 K. Corey et al. measured commercial coarse grained MgH2 by
nuclear magnetic resonance (NMR) spectroscopy at temperatures between 500 K to
674 K [148]. They determined a hopping rate ω of Zν ≈ ω = 2.5 · 1015 s−1 and an
activation energy of E = 166 kJ mol−1. Z is the number of surrounding jump sites
and ν the vibrational mean frequency (see section 2.2.2 for further information).
To compare those values with the diffusion coefficients by Yao et al. and Hao and
Scholl [45, 149], a jump distance s needs to be estimated. As a rough estimate
of the jump distant, s = 5Å is in this work taken from the volume of the MgH2
unit cell V unitMgH2 = 4.512 · 3.01 Å3 ≈ 61.22 Å3 (compare section 2.1.2). Inserting the
3see equations 2.13 and equation 2.15 for the influence of the activation energy on interstitial and
substitutional diffusion coefficients.
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thus approximated jump distance s into the equation D = (1/6)s2ω exp (−E/RT )
4 allows calculating the diffusion coefficient. Even with the rough estimate of the
jump distant s, the data of Corey et al. [148] matches the values of Yao et al. and
Hao and Scholl well [45, 149]. Ball-milled MgH2 samples, also measured by Corey
et al., show a second, strongly sample-dependent contribution. This contribution
was much faster and was especially dominant at low temperatures. No quantitative
values are given for this fast component, but Corey et al. attribute it to contributions
by grain boundaries [148]. Toepler et al. employed neutron scattering to measure
the diffusion in MgH2[147]. However, their value of 2.5 · 10−13 m2 s−1 at T =623 K
is only a maximum value, as their measurement accuracy did not allow them to
measure smaller values. This fact is indicated by an arrow in figure 2.6. Further
hydrogen diffusion coefficients in magnesiumhydride were measured by Stioui et al.
using NMR spectroscopy at temperatures between 300 K to 600 K [150]. They found
no temperature dependence on their diffusion coefficient D = 1.5 · 10−16 m2 s−1.
This result seems to contradict the theoretical background of diffusion. As will be
discussed further in section 2.2 a temperature dependence on the diffusion coefficient
is always expected and to the knowledge of the author of this work the opposite has
never been measured or proposed.
The final set of diffusion coefficients is measured during the hydride formation or
decomposition are marked in blue. Renner and Grabke optically measured the
penetration depth of the hydride in Mg–2wt%Ce samples [143]. They found a
closed layer of hydride growing into the sample and diffusion constants similar to
the data of Simensen measured in the α-phase [145]. However, because of the closed
hydride layer it is not to be expected that Renner and Grabke measured diffusion
in magnesium. The high values may originate from an additional influence of the
cerium in the samples. Stander measured the diffusion coefficient gravimetrically
[144]. He found that the hydrogenation is diffusion limited after a closed hydride
layer is formed, fitting the model of Uchida. The measured diffusion coefficient is
above 10−10 m2 s−1 at 576 K. Extrapolating their value to room temperature gives
a value of ≈ 10−18 m2 s−1. Ce˘rmák and Král applied gas volumetry desorption
measurements to study the diffusion coefficient [138]. They chose their pressures to
ensure the hydride decomposition is diffusion limited. Interestingly, they found an
activation energy of the diffusion process similar to that of Renner and Grabke with
96 kJ mol−1 [143]. In contrast, the pre-exponential factor, measured by Ce˘rmák and
Král is 1.5 · 10−4 m2 s−1, which is half the value determined by Renner and Grabke
[143]. Spatz measured a diffusion coefficient of 1.1 · 10−20 m2 s−1 at 305 K [139]. As
experimental procedure they studied XPS on a thin film of magnesium (no film
thickness is given). Similar, Qu et al. and Uchida et al. measured the diffusion in
thin films of thicknesses between 20 nm to 100 nm [140] and of 500 nm and 2800 nm
[44]. Uchida et al. differentiated two diffusion regimes. The first was associated with
4compare equation 2.15 for the substitutional diffusion coefficient, f · exp ((∆S + ∆SV )/R) is
assumed as one for simplicity.
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the time before a closed hydride layer is formed, the second with the time after. The
average of the diffusion coefficients for different film thicknesses in the first regime
was given as 2.5 · 10−16 m2 s−1. The diffusion coefficients for the second regime is
on average 5.5 · 10−18 m2 s−1. The values of Qu et al. fit well to this second value
[140]. Their values increase with decreasing film thickness from 3.7 · 10−19 m2 s−1
to 7.8 · 10−18 m2 s−1. Bobet et al. measured diffusion coefficients from Mg particles
(with additions of metal catalysts) by gas volumetry measurements [146]. Their
diffusion coefficients vary between 3.8 · 10−16 m2 s−1 and 7.4 · 10−15 m2 s−1 at 523 K.
The variance in the values can not clearly be ascribed to the different catalysts used
or the way these were introduced (ball milling or decoration from a supercritical
fluid).
Overall, many hydrogen diffusion coefficients in the magnesium-hydrogen system
have been measured over the years and only the values measured in the α-phase
resemble each other. As soon as hydrogen diffusion in the magnesiumdihydride
affects the overall diffusion process a large scatter in the diffusion coefficient is
observed in the literature. In accordance with the main question of this work this
may be due to the influence of grain boundaries, which most of the time have not
been taken into account.
2.2. Diffusion
This section will give a short introduction into diffusion and especially into grain
boundary diffusion in solids. This should allow for a better understanding of the
diffusion process and the importance of the diffusion constant as a key parameter.
It will introduce the most important equations necessary to evaluate the diffusion
measurements as described in chapter 3. First, Fick’s first and second law will be
introduced. These equations are the analytical foundation for all diffusion problems.
Thereafter, a chapter differentiates between interstitial and substitutional diffusion,
the two main processes for atom diffusion in solids. Afterwards, the most important
model for grain boundary diffusion, as introduced by Fisher [58], will be discussed
briefly. Finally, the grain boundary diffusion behavior in polycrystals is introduced,
as originally discussed by Harrison [64].
2.2.1. Fick’s laws of diffusion
The basic equations for any diffusion problem are known as Fick’s first and second
law, originally introduced by A. Fick in 1855 [152]. Further information can be
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found in textbooks, e.g. in [153] or [51]. The general concepts will be presented in
the following.
The particle flux J is defined as the concentration c of particles times their velocity
v: J = c · v. The velocity itself is a product of the particles mobility B and the
driving force F exerted on them. The driving force F can be expressed as the
negative gradient of a potential P . All of this allows the description of the flux in
dependence on the driving potential in one dimension:
J = −cB∂P
∂x
. (2.6)
The potential for a chemical gradient is the chemical potential
µ = µ0 +RT ln(γc)
. R is the gas constant, T is the temperature, µ0 is the chemical potential under
standard conditions and γ = a/c is the activity coefficient, being the quotient of
activity a and the concentration of particles:
J = −cB∂µ
∂x
= −BRT
(
1 +
∂ ln γ
∂ ln c
)
∂c
∂x
= −Dchem ∂c
∂x
, (2.7)
with the generally valid relationship
∂µ
∂x
=
∂µ
∂ ln c
∂ ln c
∂c
∂c
∂x
.
Equation 2.7 gives the flux as the negative product of the diffusion coefficient and
the concentration gradient. This is the most well known form of Fick’s first law.
However, it should be remembered that the driving force in general is not the con-
centration c, but the chemical potential µ. Therefore, diffusion also can take place
if the concentration is spatially invariant but the chemical potential is not or vice
versa.
Equation 2.7 also introduces the chemical diffusion coefficient Dchem. It can be
described as the product of the self diffusion coefficient DS = BRT and the ther-
modynamic factor W = 1 + ∂ ln γ
∂ ln c
. For ideal solutions (or simply dilute solutions) γ
is constant and equation 2.7 becomes
J = −BRT ∂c
∂x
= −DS ∂c
∂x
.
In this work D abbreviates the chemical diffusion coefficient. If another diffusion
coefficient is meant it will be labeled accordingly.
Fick’s second law can be derived by combining Fick’s first law (equation 2.7) with
the continuity equation:
∂c
∂t
= −∂J
∂x
. (2.8)
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This simply describes the concentration changes over time as the difference of in-
wards and outwards flux in a spatial element dx. Combining the continuity equation
with Fick’s first law leads to Fick’s second law
∂c
∂t
=
∂
∂x
(
D
∂c
∂x
)
= D
∂2c
∂x2
. (2.9)
The middle term is the general form of Fick’s second law. However, if the diffusion
coefficient is location independent the final term can be applied.
For completeness the more general three-dimensional form of Fick’s first and second
law are given:
J = −cB∇µ = −D∇c, (2.10)
dc
dt
= ∇ (D∇c) = D∆c. (2.11)
2.2.2. Substitutional and interstitial diffusion
The diffusion in solids can be differentiated by the mechanism through which an
atom diffuses through the solid. Interstitial atoms diffuse by jumps from one in-
terstitial lattice space to the next. As long as the solid solution is dilute enough
the diffusion process of one atom is independent of the other atoms. This is known
as interstitial diffusion. For high concentrations of the interstitial atom, as well as
for self diffusion in a solid, a vacant site in the lattice is needed. Both cases are
described by the substitutional diffusion, which differs from the interstitial diffusion
in the need of vacant sites. In the following interstitial diffusion is meant as a short
form for dilute interstitial diffusion.
Figure 2.7: Interstitial jump of atom
B in a (2D) matrix of atoms of kind
A. To jump distance s the atom has to
overcome the energy barrier ∆G. The
jump occurs statistically into one free
interstitial site surrounding the atom. x = 0 x = s
∆G
G
B
A A A
A A A
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Interstitial diffusion is a simple statistical process. An atom randomly jumps from
its lattice site into one of the surrounding sites, as shown in figure 2.7. Assuming a
simple cubic lattice, this is described by the interstitial diffusion coefficient
Dinter =
1
2d
s2Γ, (2.12)
where d is the dimension of the diffusion process, s is the distance to the next-
neighboring lattice sites or the jump distance in this case. Finally, Γ is the jump
frequency. It depends on the number of surrounding jump sites Z, the vibrational
mean frequency ν and the energy barrier ∆G = ∆H − T∆S separating two inter-
stitial positions (see figure 2.7). This leads to the following form of the interstitial
diffusion coefficient:
Dinter =
1
2d
s2Zν exp
(
∆S
R
)
exp
(
−∆H
RT
)
= Di0 · exp
(
−E
i
A
RT
)
, (2.13)
where Di0 is the pre-exponential factor, which is temperature independent. EiA is
the activation energy of the interstitial diffusion process.
For substitutional diffusion self-diffusion has to be distinguished from the more com-
plicated diffusion in binary (or higher) alloys. Self-diffusion differs from the intersti-
tial diffusion discussed above in two points. First, jumps are no longer independent,
it is more likely for an atom to jump back into the original site. Therefore a corre-
lation factor 0 ≤ f ≤ 1 is introduced:
Dsub =
1
2d
s2Γ · f. (2.14)
In addition, a neighboring vacancy is necessary for a jump to occur. The probability
for such a vacancy χV = exp
(−∆GV
RT
)
depends on its formation energy ∆GV of it.
Putting all of this together allows writing the substitutional diffusion coefficient in
similar fashion to the interstitial diffusion coefficient:
Dsub =
1
2d
s2Zνf exp
(
∆S + ∆SV
R
)
exp
(
−∆H + ∆HS
RT
)
= Ds0 · exp
(
−E
s
A
RT
)
.
(2.15)
Again, Ds0 is the pre-exponential factor, which is temperature independent and EsA
is the activation energy of the substitutional diffusion process.
For a description of the the diffusion in binary alloys the lattice needs to be taken into
account. Since substitutional diffusion utilizes a vacancy mechanism, vacancies move
in the lattice. This is sketched in figure 2.8. For a net flux of atoms in one direction
one has an equal flux of vacancies in the opposite direction. This becomes important
in a binary alloy where both atomic species have different diffusion coefficientsDA/B.
Because of the vacancy flux the lattice itself moves and it becomes helpful to view
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Figure 2.8: Substitutional diffusion
in a binary alloy. For substitutional
diffusion vacancies are necessary (in-
dicated by dashed circle). The dif-
fusion process can be described by
the jump of the atom into a vacancy,
as well as the jump of the vacancy
through the lattice.
A A AA
A A AA
A A AA
A A AA
B B B
B B B
B B
the flux not relative to the lattice but to a fixed position. The total flux JTot through
a stationary plane is the sum of the diffusion flux JD of one atomic species relative
to the lattice and the flux of the lattice Jv itself:
JTotA/B = J
D
A/B + J
v
A/B = −DA/B
∂cA/B
∂x
+ v · cA/B, (2.16)
where c is again the concentration, here of a single atomic species. The overall
concentration c = cA + cB is constant in time and space, v being the velocity of the
lattice. Using the continuity equation 2.8 on the overall concentration c gives:
∂c
∂t
=
∂cA
∂t
+
∂cB
∂t
= −∇JA −∇JB != 0.
The last equation notes the fact that the overall concentration is time independent.
This allows determining the lattice velocity v in dependence on the movement of
the two atomic species:
v =
1
c
(DA −DB)∇cA = 1
c
(DB −DA)∇cB. (2.17)
Using the continuity equation 2.8 and the equation for the total flux 2.16 of one
atomic species an equation comparable to Fick’s second law can be derived:
∂cA/B
∂t
= ∇
((
cADB + cBDA
c
)
∇cA/B
)
= ∇
(
D˜∇cA/B
)
. (2.18)
Equation 2.17 and
D˜ =
cADB + cBDA
c
(2.19)
are known as Darken’s equations, after L.S. Darken who published them in 1948
[154].
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The diffusion in the Mg α-phase can be described by interstitial diffusion (see equa-
tion 2.13), because of the low hydrogen concentrations (see chapter 2.1.1). However,
because the the MgH2 β-phase is a stoichiometric phase, the diffusion of H in MgH2
should be described by substitutional diffusion in a binary alloy (see equation 2.15
and equation 2.19).
2.2.3. Grain boundary diffusion
The overall diffusion in solids is strongly influenced by defects like dislocations,
grain boundaries or simply surfaces. Often, especially for substitutional diffusion,
these defects enhance the overall diffusivity [51]. However, the opposite can be the
case, as found for hydrogen in steel [52, 53, 54, 55]. Oudriss et al. showed for
hydrogen diffusion in polycrystalline nickel that for a single sample both cases can
act simultaneously. On the one side, grain boundaries accelerate diffusion and on the
other side trapping effects decelerate it [56, 57]. In this work only nanocrystalline
samples are studied, therefore grain boundaries should be the dominant species of
defects. Because of this, the most important models of grain boundary diffusion will
be introduced in the following.
In 1951, J.C. Fisher introduced a simple model for diffusion in an isolated grain
boundary [58]. He assumed the grain boundary to be a slab of material inserted into
the bulk (see figure 2.9 for details). The diffusion is assumed to be in the direction
of the grain boundary, which shall be parallel to the z-direction and perpendicular
to the y-direction. With a diffusion coefficient DGB of the grain boundary and DV
of the grains Fick’s second law becomes
∂cV
∂t
= DV
[
∂2cV
∂y2
+
∂2cV
∂z2
]
for the diffusion in the volume and
∂cGB
∂t
= DGB
[
∂2cGB
∂y2
+
∂2cGB
∂z2
]
for the diffusion in the grain boundary. Taking into account continuity of concen-
tration and continuity of flux at the interface between grain boundary and bulk, the
two diffusion equations can be combined into one single equation:
∂cV
∂t
= DGB
∂2cV
∂z2
+
2DV
δ
∂2cV
∂y2
, (2.20)
where δ is the width of the grain boundary, which is assumed to be small enough
that there are no concentration variations along it.
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y,ξ
δ
ct1V
DV (<< DGB)
ct2V
ct4V
ct3V
z,η
cGB,DGB
DV (<< DGB)
}
isolated grain boundary:
Figure 2.9.: Two-dimensional sketch of Fisher’s model for an isolated grain boundary
[58]. The grain boundary has width δ, the grain boundary diffusion coefficient is DGB and
a uniform concentration cGB. The bulk concentration profile cV is indicated for four times
with t1 < t2 < t3 < t4. In this model it is always assumed that DGB >> DV
The exact solution of this equation was given in 1954 by Whipple [59], assuming a
constant source:
cV = c1 + c2
= c0 · erfc(η/2) + c0η
2pi1/2
∫ ∆
1
exp (−η2/4σ)
σ3/2
erfc(
1
2
(
∆− 1
∆− σ
)1/2(
ξ +
σ − 1
β
)
) dσ,
where c0 is the concentration of the constant source. The overall concentration in
the grain cV is the sum of the concentration transported by volume diffusion c1 and
the concentration transported in the grain boundary c2. η = z/(DV t)1/2 and ξ =
(y−δ/2)/(DV t)1/2 are dimensionless variables for the z- and y-direction respectively.
ξ is defined as zero inside the grain boundary. β = ((∆ − 1)δ)/(2(DV t)1/2) ≈
(δDGB)/(2D
3/2t1/2) determines the relationship of the bulk diffusion in the y- and
z-direction and ∆ = DGB/DV the ratio of the two diffusion constants.
While this solution is analytically exact, it could not be applied to experimental
data. It was mainly the work of Levine and MacCallum [60], as well as Le Claire
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[61] which made it possible to apply the analytic solutions to actual experimental
data. They assumed that DGB >> DV , which simplifies the analytic solution as
∆ → ∞, while β stays finite. By averaging the concentration in the y-direction
and looking at areas far enough away from the source, c¯2 >> c¯1 can be assumed.
Levine and MacCallum did show that a plot of c¯ as function of z6/5 was linear. In
addition to numerical integration of the simplified integrals in Whipple’s solution,
this allowed to extract the grain boundary diffusion coefficient by a relatively simple
equation (for β > 10):
δDGB = 2
(
DV
t
)1/2(
−∂ ln c¯
∂z6/5
)−5/3
0.785/3. (2.21)
Gryaznov et al. proposed an improved version of LeClaire’s form in equation 2.21
[155]. Instead of fitting a straight line to a ln c¯ vs z6/5 plot and using its slope,
(∂ ln c¯) /
(
∂z6/5
)
should be plotted over the time. Afterwards, the maximum of this
plot should be found and applied instead of the slope. Also, instead of the factor
0.78, 0.77 + 0.71α with α = δ/2(DV t)−1/2 should be used.
In 1961 Suzouka gave the analytical solution for an instantaneous source and ap-
plied it a few years later to experiments, using a similar procedure as Levine and
MacCallum and Le Claire [62, 63]. He found the same linearity of c¯ versus z6/5 and
the same equation 2.21, but with different multiplicative factors. Table 2.2 gives the
multiplication factors in dependence on β. For a given β the correct factor is simply
substituted for 0.785/3 in equation 2.21.
β factor
β < 100 0.705/3
100 < β < 1000 0.745/3
1000 < β 0.7755/3
Table 2.2: Multiplicative factors for
the Suzouka solution of diffusion in
an isolated grain boundary from an
instantaneous source. The factors
are given in dependence on β = ((∆−
1)δ)/(2(DV t)
1/2).
Segregation
For impurity diffusion or diffusion in alloys segregation becomes important. Segrega-
tion is the enrichment of atoms (or in some cases molecules) at boundaries or defects
[156]. In this work, segregation always implies grain boundary segregation, meaning
the excess of one atomic species at grain boundaries. Segregation is described by
the segregation factor:
s(T ) =
cGB
cV
. (2.22)
The segregation factor s mainly has a geometric influence on grain boundary diffu-
sion. The grain boundary width, as relevant for the diffusion process, is not only the
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true geometric width δ but the product of the geometric width and the segregation
factor s. This means that for the diffusion process the grain boundary may be wider
or thinner depending on the segregation. A result is that equation 2.21 and the
corresponding solution for the instantaneous source changes to [51]
sδDGB = 2
(
DV
t
)1/2(
−∂ ln c¯
∂z6/5
)−5/3
0.785/3. (2.23)
Atomistic models and orientation dependencies
Up to here the grain boundary was treated as an undefined slab with a different
diffusion coefficient than the bulk. How this diffusion coefficient is established and
how it depends on the surrounding bulk are questions which have drawn interest in
the last decades. Relevant questions are: How does the grain boundary orientation
relative to the diffusion direction influence the diffusion, how does the diffusion
depend on the type of grain boundary and what is the atomistic model for diffusion in
grain boundaries. Answering these questions has proven difficult, as it is challenging
to experimentally study these problems. Here, a short overview of some answers that
have been established will be given.
Establishing an atomistic model of the movement of particles in grain boundaries is
difficult to do experimentally. Up until now, most successful were numerical meth-
ods, especially molecular dynamics (MD) simulations and Monte-Carlo simulations
[66]. An important result was that the correlation factor f is of high importance in
grain boundaries [65, 67]. It was found that the correlation factor can be strongly
anisotropic and temperature dependent. Suzuki and Mishin published an overview
of the atomistic mechanism of grain boundary diffusion, especially differentiating
between low and high temperature [157]. Because of the temperature range studied
in this work only the low temperature results are presented. It was found that for
self-diffusion in grain boundaries, vacancies and interstitials exist as equal partners.
There are also several mechanisms for the movement of both defects. Overall this
fits well to the diffusion mechanisms in metallic glasses. Additional results are:
• A significant anisotropy of the diffusion coefficient exists, regarding the orien-
tation of the grain boundary to the diffusion direction.
• The grain boundary structure influences the diffusion coefficient by orders of
magnitude
Both results have been confirmed by other groups in different experiments, as dis-
cussed in the following.
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The influence of the diffusion direction relative to the grain boundary orientation can
be measured in bicrystals. In addition, bicrystals allow the study of different kinds
of grain boundaries. However, the production of high quality bicrystals with well
defined grain boundaries is difficult. Nevertheless, several groups have worked on
bicrystals and some general trends were found. Diffusion is faster along the tilt axis
of a grain boundary than along any other direction [51, 158, 159, 68]. The effect is
strongest for low angle grain boundaries, where it can be explained by a dislocation
model. However, the effect is also present for high angle grain boundaries. A
temperature dependency exists and the difference of diffusion coefficients for different
diffusion directions decreases with increasing temperatures [51, 68].
Additionally, a dependence on the grain boundary diffusion coefficient on the coin-
cidence site lattice (CSL) has been discussed in the literature. The CSL is formed
by the fraction of lattice sites which are shared by the two lattices of grains forming
the grain boundary. The reciprocal density of coincidence sites compared with the
total number of sites is labeled Σ [51, 160]. A low sigma therefore means a high
number of coincidence sites. It has often been found that grain boundary diffusion
shows minima at orientations with low Σ [161, 162, 163]. However, Ma and Balluffi
found no such minima in their research of grain boundary diffusion [164, 165]. They
explained it by the fact that other groups did not measure DGB directly but the
triple product sδDGB (see equation 2.23). Therefore, Ma and Balluffi attributed
the minima to the influence of segregation and not to the grain boundary diffusion
coefficient. However, they measured at relatively low number of tilt angles com-
pared with other groups. Because of this, they may have missed the minima in
their measurements. An indication for the existence of diffusion coefficient minima
in dependence on the grain boundary tilt angle was given by Han et al. [166]. They
improved the classical structural unit model (SUM) to calculate the grain boundary
energy. The SUM describes the structure of grain boundaries as a combination of so
called structural units (SU) [167, 168, 169]. Grain boundaries made up of a single
SU are called delimiting. Further, grain boundaries with a tilt angle between the
tilt angles of two delimiting grain boundaries are combinations of the SUs of the
delimiting grain boundaries. This simple model has been helpful for the description
of grain boundaries and was e.g. applied by Ma and Balluffi to interpret their find-
ings [164, 165]. Han et al. updated the classical SUM by taking into account that
several metastable grain boundary structures exist, which offer a lower energy state
for some ranges of tilt angles. They applied their metastable structural unit model
(MSUM) to calculate the grain boundary energies of [001] and [111] symmetric tilt
boundaries. Their results show minima in the grain boundary energy. These energy
minima probably correspond to diffusion coefficient minima [170, 171]. For hydrogen
Oudriss et al. showed two contradicting effects [56, 57]. On the one side, hydrogen
is trapped in grain boundaries with a small Σ. On the other side, they found that
triple points (the interface where three grains meet) increase the overall diffusion.
As shown above, the grain boundary diffusion in a single grain boundary is al-
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ready difficult to describe and depends strongly on the kind of grain boundary,
its orientation relative to the diffusion direction and more. This makes diffusion
in polycrystals challenging to model. Therefore, one has to make the assumption
that the grain boundary diffusion for a polycrystal can be described by one single
grain boundary diffusion coefficient. This is the simplification employed in the next
section. However, in reality the different grain boundaries normally present in a
polycrystal should be taken into account. This may for example be done by using
a distribution of grain boundary diffusion coefficients around a median DGB. Fur-
thermore, to study the influence of changes in the grain boundary structure on the
grain boundary diffusion coefficient DGB iron is added to the samples studied in
this work. As described in chapter 2.1.4 iron does not solve in magnesium and may
therefore segregate at the grain boundaries, possibly changing the grain boundary
structure.
2.2.4. Diffusion in polycrystals
The diffusion of hydrogen in the samples studied in this work are strongly influenced
by grain boundaries. However, since they are polycrystals they are no isolated
grain boundary. Therefore, the classical Fisher model does not apply. Diffusion in
polycrystalls was first discussed by L.G. Harrison [64]. He introduced three regimes
(A, B and C), which have since been called Harrison regimes. In the following
they will be introduced briefly and their difference will be explained. Later on, the
Harrison regimes have been divided further. Here, mainly the division of regime B
into regime B1 to B4 will be considered, as introduced by Mishin and Razumovskii
[172]. Finally it will be discussed how the grain size influences which regime will be
reached under which conditions.
A graphical overview of all three Harrison regimes is given in figure 2.10. The
three Harrison regimes can be separated by time t, grain size d and the ratio of the
diffusion coefficients of grain boundary and volume ∆ = DGB/DV . In most cases
this ratio ∆ is unknown. In a given measurement all regimes can be reached by
changing several parameters such as time, temperature and grain size. For example
at a fixed position z in the sample, regime C is valid for short times, and the profile
transforms via regime B into regime A for longer times [51, 66].
Regime A In regime A the GB diffusion and volume diffusion are similarly fast
so that the diffusing species forms an isotropic diffusion front in the material (see
figure 2.10). This leads to an effective diffusion coefficient Deff [51]:
Deff =
sφGBDGB + (1− φGB)DV
1− φGB + sφGB . (2.24)
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Figure 2.10: Visualiza-
tion of the three Harrison
regimes. Regime A shows
an isotropic front which
depends on the effective
diffusion coefficient Deff .
Regime B can be described
by the solutions for iso-
lated grain boundaries (see
chapter 2.2.3). Regime C
is completely dominated
by the grain boundary
diffusion and can be de-
scribed by an isotropic
front which depends on the
grain boundary diffusion
coefficient DGB.
The effective diffusion coefficient is the geometric average of the grain boundary
and grain diffusion coefficients. φGB is the volume fraction of the GB, while s is the
segregation factor discussed above. Equation 2.24 is valid for columnar grains. For
cubic grains, Belova and Murch found [173]:
Deff =
sDGB (ψ(1− ψ)sDGB + (1− ψ + ψ2)DV )
(1− φGB + sφGB) (ψDV + (1− ψ)sDGB) . (2.25)
Here, ψ = ψy = ψz is the grain boundary area fraction in y- and z-direction. It can
be shown that Deff from equation 2.25 is always smaller than from equation 2.24.
This originates from grain boundary diffusion perpendicular to the main diffusion
in the z-direction.
Regime B In regime B, the diffusion is dominated by the grain boundary with
outwards diffusion into the grain. The spacing of the grain boundaries is large in
comparison with the volume reached by diffusion in the measurement time window.
Hence, the boundaries can be treated as isolated. Therefore, Fisher’s model (dis-
cussed in section 2.2.3) gives the analytic solution to this problem (see equation
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2.23).
Regime C For regime C the grain diffusion is so low that all transport occurs in
the grain boundaries. The result is again an isotropic front, however only within
the grain boundaries. Therefore, the grain boundary diffusion coefficient DGB is
also the diffusion coefficient of the whole system. This means that the measurement
directly gives the grain boundary diffusion coefficient. Furthermore, this is the only
regime where grain boundary segregation does not need to be considered, since the
actual size of the grain boundary region does not influence the diffusion process. The
diffusion process takes place in the grain boundary so more grain boundaries lead
to more transport, but not faster or slower transport. Mishin and Razmunovskii
studied the diffusion in moving grain boundaries with a constant velocity v [174].
They found that the movement does not change the diffusion speed in regime C.
This is not true for Regime B, where the penetration depth is lower for a moving
grain boundary [174]. Deng et al. studied the diffusion in Regime C for more
than one type of grain boundary [175]. They studied how grain boundaries with
fast and slow diffusion lead to an effective diffusion coefficient of the overall grain
boundary network (the effective diffusion coefficient should not be confused with
Deff in Regime A). No dependency on the grain size was found. They determined
that the effective diffusion depends on the percolation of the fast diffusion grain
boundaries. Before the fast diffusion grain boundaries form a closed network, the
overall diffusion is governed by the slow diffusion grain boundaries. After a closed
network is formed the effective diffusion of the overall system becomes similar to the
discussion above of Harrison regimes. Two regions with different diffusion coefficients
interact and the overall diffusion depends on the volume fractions of the regions and
the ratio of the diffusion coefficients of the regions.
Regime B1, Regime B2, Regime B3 and Regime B4 Mishin and Razmumovskii
further divided Harrison regimes [172]. They based this on the two dimensionless
coordinates β = (δDGB)/(2D3/2t1/2) (see section 2.2.3) and α = δ/(2(Dt)1/2). β, as
said above, describes the relationship of the y- and z-direction of the bulk diffusion
[61]. For example, if β >> 1 bulk diffusion occurs mainly in the y-direction and
no relevant transport is found in the z-direction. This means that transport in
the z-direction can only happen by the grain boundary. α gives information about
the relationship between diffusion along the grain boundary and leakage into the
bulk. For α >> 1 leakage can be ignored, while for α << 1 the grain boundary
diffusion becomes quasi steady and leakage dominant. This ignores grain boundary
segregation, which can be included by exchanging the geometric width δ by sδ as
discussed above.
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The two coordinates are not independent:
α
β
=
DV
DGB
<< 1. (2.26)
The inequality comes from the fact that DGB >> DV is assumed. For the inequality
to be true neither α ≈ 1 and β ≈ 1 nor α >> 1 and β << 1 can be true. This leaves
five different cases which correspond to regime C and four additional cases, which
were labeled regimes B1 to B4 by Mishin and Razmumovskii. Harrison regime A is
missing, because an isolated grain boundary is classified by these different regimes.
However, all six regimes can be discussed in dependence on the grain size d.
Regime C is defined by no relevant leakage from the grain boundary and dominant
grain boundary diffusion. This can be described in terms of α >> 1 and β >> 1.
For the regime B1, α ≈ 1 and leakage occurs into the bulk from the grain boundary.
This increases in Regime B2 as α << 1. This means that the grain boundary
diffusion starts to become quasi-steady. However, as β >> 1 still stands, the volume
diffusion still applies predominantly in y-direction. This changes for regime B3 and
β ≈ 1. Finally, in regime B4, β << 1 and the bulk diffusion in the z-direction
becomes dominant. This change from regime C through regimes B1 to B4 happens
with increasing time at a fixed temperature or vice versa. However, because the
time dependence scales with the square root of time, in real experiments, it is in
generally impossible to reach all regimes at a fixed temperature.
The regimes in dependence on the grain size Not all the regimes discussed
above will be reached for a given sample. The dependence on the regimes on the
grain size will therefore be discussed in the following. To simplify the problem the
regimes B1 and B3 will not be further discussed as they are transition states between
regime C, B2 and B4. Additional information can be found in "Fundamentals of grain
and interphase boundary diffusion" by Kaur et al. [51].
A polycrystal with grain size d can be classified by its grain size in relation to two
characteristic diffusion lengths. The two lengths are characteristic of diffusion in
the bulk L = (DV t)1/2 and in the grain boundary LCGB = (DGBt)1/2. However,
LCGB is only characteristic for the diffusion in regime C, since it ignores the leakage
from the grain boundary into the grain. For regime B2 one can define LBGB =
((δDGB)
1/2t1/4)/(4DV )
1/4, which takes the leakage into account. LCGB is always much
larger than L. However, the same is not true for LBGB because it grows slower in
time than the other two length scales. Therefore LBGB intersects LCGB and L at times
t′ = (s2δ2)/(4DV ) and t′′ = (sδDGB)2/(4D3V ) respectively. Two corresponding sizes
can be defined:
L′ =
sδ
2
(
DGB
DV
)1/2
(2.27)
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and
L′′ =
sδ
2
(
DGB
DV
)
. (2.28)
Using these sizes polycrystals can be divided into three classes: coarse grained
(L′ << L′′ << d), fine grained (L′ << d << L′′) and ultra-fine grained (d <<
L′ << L′′). The advantage of this separation is that it can be defined for all times
(and temperatures), which is not the case if e.g. d is compared with L and LGB.
The three classes and their sequence of regimes are collected in table 2.3.
class of polycrystals relationship of length scales sequence of regimes
coarse grained L′ << L′′ << d C → B2→ B4→ A
fine grained L′ << d << L′′ C → B2→ B2’→ A’
ultra-fine grained d << L′ << L′′ C → C’→ B2’→ A’
Table 2.3.: Classes of polycrystals as divided by Kaur et al. [51]. The sequence of the
regimes follows increasing time and does not include regime B1 and B3
For coarse grained polycrystals, one starts in regime C and goes to the different
regimes B with increasing time. The only difference from the previous discussed is
that L grows large enough that it reaches d. This marks the transition from regime
B4 to regime A, and the initially isolated grain boundaries start to interact. As
said before the bulk diffusion becomes dominant in regime B4. Because the grain
boundaries are still isolated in regime B4 they have no relevant influence on the
overall diffusion. Therefore the diffusion is fully described by the grain diffusion
coefficient DV and not by an average as in Harrisons regime A. No information
about the grain boundary diffusion can be extracted in regime B4.
Fine grained polycrystals start in regime C and go into regime B2 for longer times
(or higher temperature). However, the grain boundary length scale LBGB becomes
larger than the grain size d before regime B4 would be reached. Therefore the grain
boundaries are no longer isolated. However, this is not equivalent to regime A, as the
bulk diffusion length L(<< LBGB) is still smaller than the grain size. This transition
regime is labeled regime B’2. For calculation purposes regime B’2 can be treated
like regime B2 (which means Harrison regime B as presented above). However,
the boundary width δ has to be exchanged with an effective width δeff = φGB/V .
φGB is the volume fraction of the grain boundary of volume V . Depending on
the geometry, the difference between δ and δeff is only a factor on the order of
unity. After regime B’2 regime A’ is reached. Regime A’ is identical to regime A
from the diffusion process point of view, however, it can be shown that d << L′′
induces Deff ≈ qsδDGB/d (for further information see [51]). q is a geometric factor
depending on the grain shape.
Ultra-fine grained polycrystals go from regime C into a new regime C’. In regime
C’ the diffusant penetrates deep into the grain boundary without any considerable
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leakage. Similar to regime B’2 the process can be mathematically treated like regime
C. The only difference is that the surface fraction of the grain boundaries has to
be exchanged by the grain boundary volume fraction. From regime C’ the diffusion
process goes into regime B’2 and finally into regime A’.
Figure 2.11 shows for which grain size and ∆ = DGB/DV which of the three different
classes of polycrystals are reached. The lines dividing the classes are calculated from
equations 2.27 and 2.28. sδ is assumed to be 1 nm as typical sizes of grain boundaries
[176, 177].
1 nm
1
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grain size d
∆
class: ultrafine grained
class: fine grained
class: coarse grained
10 nm 100 nm 1µm 10µm 100µm 1 mm
Figure 2.11.: Overview of the classes of polycrystals in dependence on the grain size d
and ∆ = DGB/DV . The dividing lines are calculated from L′ and L′′, assuming a grain
boundary width of 1 nm. The red box is the region that was analyzed here for the Mg-H
system by finite-element simulations using COMSOL Multiphysics (see chapter 3.6).
2.3. Kinetic models for solid state transformations
Section 2.1.4 introduced the different steps necessary to transform magnesium in a
hydrogen atmosphere to a solid solution of hydrogen in magnesium and further to
magnesiumdihydride (schematically shown in figure 2.3). The goal of this work is to
measure the diffusion of hydrogen in the magnesium-hydrogen system and to deter-
mine the influence of grain boundaries on it. However, the diffusion is only one part
of the overall kinetics. Therefore, it is only possible to isolate the diffusion if either
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the hydrogen movement in the system can be measured directly or if the diffusion
dominates over other kinetic processes and any change in the system therefore de-
pends on it. The methods applied in this work do not allow to microscopically plot
the hydrogen movement (for the applied experimental methods and setups see chap-
ter 3). They only allow to evaluate changes of different physical parameters during
the uptake of hydrogen in the magnesium and the phase transformation to MgH2.
Therefore, it is of interest to evaluate which kinetic process dominates the overall
uptake and transformation. This is an old problem, which was famously discussed
by Avrami [178, 179, 180], Johnson and Mehl [181] and Kolmogorov [182], as well
as by many others later on. One way to determine the limiting kinetic process uses
the following general procedure: One determines the transformed volume fraction φ
or the process rate dφ
dt
and describes it by a reaction model f(φ) = 1/k dφ
dt
or its inte-
grated form g(φ) = kt. k = A exp(−EA/RT ) includes the temperature dependence
as well as the activation energy EA of the process and a pre-exponential factor A.
In this work only the integrated form g(φ) of the reaction models will be utilized. In
the following, some reaction models for the uptake of hydrogen into magnesium and
the phase transformation to magnesiumdihydride will be briefly introduced. How
these equations are applied to the measurements will be discussed in chapter 3.3.3.
A general overview of important reaction models in both forms and their deriva-
tion was given by Khawam and Flanagan in 2006 [183]. Another overview with
a particular focus on thermal analysis data was given by Vyazovkin et al. [184].
Thermal analysis is a field were this approach is often applied and therefore much
of the work comes from that research community. Finally, Pang and Li discussed
the application of the procedure for metal-hydride systems [185]. Their proposed
algorithm to evaluate the limiting kinetics is the basis for the algorithm utilized here
and introduced in chapter 3.3. All these papers offer a deeper insight into the topic
than can be included here and are good resources for additional information.
Johnson-Mehl-Avrami-Kolmogorov model (JMAK) This group of reaction mod-
els is named after the researchers that contributed to their development [178, 179,
180, 181, 182]. They are generally applicable to a nucleation and growth process.
However, they do not include influences of sur- or interfaces. The general form of
the reaction model is often called "JMAK equation":
(− ln (1− φ))1/n = kt. (2.29)
The exponent n = d ·m+N gives additional information about the limiting process
of the nucleation and growth [186, 187]. d is the dimension of the process, mean-
ing in which dimension a phase forms and grows. m can have values of 1 if the
growth is interphase controlled and 1/2 if the growth is diffusion controlled. Finally,
N ≥ 0 gives information about the nucleation mode. For N = 0 the nucleation
is instantaneous (as in the case of preformed nuclei), while at N = 1 the nucle-
ation is continuous. Values higher or lower than one indicate de- and increasing
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nucleation. n therefore goes from a value of 0.5 to 4. However, some values can
be interpreted by different combinations of d,m and N . For example n = 1.5 can
result from diffusion limited growth in three dimensions for instantaneous nucleation
(3 · 0.5 + 0 = 1.5) and from one-dimensional diffusion limited growth from constant
nucleation (1 · 0.5 + 1 = 1.5). In such cases, the system under investigation needs to
be taken into account.
The JMAK equation was developed under several assumptions:
• the sample is initially homogeneous,
• the product phase is randomly distributed ,
• random nucleation (for the case of non-instantaneous nucleation),
• the average growth rate is independent of position,
• the reaction is not influenced by time-dependent processes.
Obviously, these assumptions will not be fulfilled at all times for every sample. This
was discussed by Starink in detail [188]. He showed that some assumptions can
be violated and the JMAK equation still stays valid. One example would be an
inhomogeneous sample where all single areas transform with a constant k and n.
Under these conditions, the average of the sample still follows the JMAK equation.
In general, it was concluded that if not all assumptions can be fulfilled, an alternative
equation can be used:
φ = 1−
(
1 +
(
(k(T )t)ni
η
))η
, (2.30)
where ni is similar to the JMAK exponent n discussed above. η ≥ 1 is the so
called impingement parameter, which takes into account the impingement between
the initially isolated areas of the newly formed phase. The impingement between
growing regions is not included in the original JMAK equation. In this work the
impingement parameter is employed to evaluate the validity of the JMAK equation.
It can be shown that for η →∞ equation 2.30 is equivalent to equation 2.29.
Contracting volume models (CV) These models assume rapid nucleation at the
surface and afterwards, the transformation is controlled by the movement of the
reaction interphase. In the two- and three-dimensional cases, this results in a con-
tracting volume of the original phase towards the center of the geometry. The general
equation for this model is given by [183]:
1− (1− φ)1/d = kt. (2.31)
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d is again the dimension of the kinetic process. For the one-dimensional case the
equation simplifies to
φ = kt.
This equation is the same as the one for a zero-order model, which describes the sur-
face controlled case [189]. For metal-hydrogen systems this means that the kinetics
are controlled by the hydrogen adsorption at the surface. This is an important point
as it means that for a one-dimensional process one can not distinguish between a
process that is limited by the surface versus the reaction interphase.
Diffusion models There are several different models based on the assumption that
the reaction is limited by the diffusion of a reactant. In this work mainly Jander’s
model will be used, as introduced by W. Jander in 1927 [190]:(
1− (1− φ)1/d
)2
= kt (2.32)
However, the Jander model assumes a constant interphase area of the reaction front.
This is only valid for the one-dimensional case. Therefore, different models may be
used if d 6= 1. One possibility would be the Ginstling-Brounshtein model (GB)
[191]:
(1− φ) ln (1− φ) + φ = kt for d=2, (2.33)
1− 2
3
φ− (1− φ)2/3 = kt for d=3. (2.34)
Figure 2.12 shows the models introduced above on a scale of arbitrary units for
volume fraction φ and time. This allows a comparison of the curve shape of different
models. Figure 2.12 (a) shows the contracting volume model (in black) and Jander’s
model (in blue) in one, two and three dimensions. In addition, The JMAK model
was plotted for n = 0.6 and n = 1.1. It is apparent that the diffusion controlled
models reach higher volume fractions faster than the CV models. This is also true for
the Ginstling-Brounshtein model, which was omitted for clarity reasons. As Pang et
al. noted, the JMAK model can be confused for the CV model if n = 1.1 [185]. The
same is true in the case of the diffusion controlled models and n = 0.6. This is also
shown in Figure 2.12 (a). While the two JMAK model curves have higher volume
fraction values than the corresponding CV or Jander’s model, their overall shape
are similar. This is important to keep in mind for an evaluation of reaction models.
Especially, if the JMAK equation (equation 2.29) is applied and n evaluated. A
value of n = 0.6 or 1.1 can mean that the JMAK model is not reasonable and a CV
model or diffusion based model should be applied.
Figure 2.12 (b) shows the JMAK model for different values of n and the one-
dimensional CV model for comparison.Values of n corresponding to interphase con-
trolled growth are marked in black, while values corresponding to diffusion controlled
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growth are marked in blue. The curves for n = 1 and n = 2 have therefore been
plotted in blue and black, since these values can correspond to both depending on
the dimensionality of the process and the nucleation type. This illustrates the gen-
eral problem that an evaluated n can be interpreted differently so that additional
information about the process need to be taken into account. Otherwise the JMAK
model shows an increasingly sigmoidal shape for increasing values of n. For low
values of n the shape is deccelatory and similar to the CV or Jander model, as
discussed above.
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(a) Comparision of CV model and Jander’s model in 1 to 3
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(b) Comparison of JMAK plots for different values of n
Figure 2.12.: Comparison of different reaction models in arbitrary units of time and
reacted volume φ. Figure (a) compares contracting volume models (CV) (black) with
the diffusion model of Jander (blue) in one, two and three dimensions. In addition the
Johnson-Mehl-Avrami-Kolmogorov model (JMAK) is plotted for a value of n = 0.6 and
n = 1.1. Figure (b) compares the JMAK model for different values of n. Curves in black
are interphase controlled, while blue curves are diffusion controlled. For values of n = 1
and n = 2 both are possible. The CV model in 1D is plotted to make the comparison with
figure (a) easier.
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The following chapter presents the setups and instruments used, as well as algo-
rithms developed to evaluate the measured data. First, the methods utilized to
prepare thin Mg films are introduced (section 3.1). These techniques are, on the
one side ultra-high vacuum (UHV) argon-ion-beam sputter (IBS) deposition and,
on the other side, pulsed laser deposition (PLD). The samples prepared in these
systems were measured in a gas volumetry chamber with in situ four-point resis-
tance measurement. These two methods and the setups are discussed in section
3.2 and 3.3 respectively. The fourth section, 3.4, presents the electron microscopy
applied to analyze the samples before, during and after hydrogen loading. The
main focus of this chapter is the transmission electron microscopes (TEM) utilized
to analyze the grain structure. In addition, a scanning electron microscope (SEM)
was employed to verify the surface quality and for applying energy dispersive X-ray
spectroscopy (EDX). The experimental setups used for X-ray diffractometry (XRD)
are shown in section 3.5. This includes two synchrotron sources, PETRA P08 at the
Deutsches Elektronen-Synchtrotron (DESY), Hamburg and Beamline BM20 at the
European Synchrotron Radiation Facility (ESRF), Grenoble. The final section 3.6
discusses finite-element simulations that were performed using the software COM-
SOL Multiphysics R©, version 5.2.
3.1. Sample preparation
Two kinds of thin films were studied in this work: argon-ion beam sputtered films
and pulsed laser deposited films. The two different techniques were utilized to obtain
different grain sizes and grain morphologies in the Mg thin films. Sputter deposition
of Mg thin films has been applied before by Uchida et al. and Qu et al. [44, 192].
They both found a fiber texture, with grain sizes in the out-of-plane direction being
almost equal to the film thickness. In general, PLD samples can be prepared with
smaller grain sizes and a more equiaxed shape as shown for other metal thin films
[193, 194].
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All samples were prepared on (100) silicon substrates of size 1 cm2 and thickness
0.5 mm (Crystec GmbH). The miscut of the substrates is below 0.1◦.
3.1.1. Argon-ion beam sputtering
The argon-ion beam sputter source was implemented in an ultra-high vacuum (UHV)
apparatus (BESTEC) with a background pressure better than 10−7 Pa. A precham-
ber allowed to insert the substrates and remove the prepared samples without break-
ing the UHV condition. The background pressure of the prechamber was always bet-
ter than 10−5 Pa before substrates or samples are transfered. The sputter pressure
was 4 · 10−2 Pa and the argon gas had a purity of 99.9999 %. Up to four targets can
be mounted on a rotational holder, allowing sputtering of different materials with-
out removing the sample or target. The magnesium target had a purity of 99.9 %
and the average deposition rate was about 0.8 nm/s. All samples were deposited
at 298 K. Beforehand the target was cleaned for 0.5 h by pre-sputtering to remove
surface oxides. Mg films of thicknesses ranging from 400 nm to 700 nm were pre-
pared in this way. To prevent oxidation and to improve the hydrogen uptake a thin
palladium layer was added on top of the magnesium, also at 298 K (compare the
discussion in chapter 2.1.4). The palladium target had a purity of 99.9 % and the
average deposition rate is 1.1 nm/s. The Pd top layer was always between 20 nm to
40 nm. Overall, the preparation follows the work of H. Uchida, who already prepared
Mg thin films with the same system (for further information see [76]).
Some samples studied in this work contain steel additives (especially iron and
chromium). They were prepared by changing the alignment of the ion source, result-
ing in the deposition of steel additional to the target material. The additive content
in each sample is noted in table 4.1, containing an overview over all samples. The
additive content was measured by energy dispersive X-Ray (EDX) spectroscopy (see
section 3.4). The EDX system employed in this work allows quantifying of additives
down to a weight percentage of about 1 wt%. The resolution is exact to about 1 wt%
for the thin layers discussed in this work. Because of this, samples that are labeled
as additive free may still have up to 1 wt% of additive, which the EDX system is
not able to quantify.
3.1.2. Pulsed laser deposition
The pulsed laser deposited samples were prepared by F. Schlenkrich and F. Döring
under supervision of H.-U. Krebs and by S. Hoffmann-Urlaub. The Mg films were
deposited using a KrF excimer laser (wavelength of 248 nm, pulse duration of 30
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ns, repetition rate of 10 Hz) [195]. The films were grown at room temperature in
ultrahigh vacuum of 10−6 Pa using a commercial Mg target of a purity of 99.9 %.
100µm
(a) Topview of droplets on a Mg thin
film
30µm
(b) Sideview of droplets on a Mg thin
film
Figure 3.1.: Raster electron microscopy images of thin Mg films with droplets. The films
were produced at laser fluences of 2.08 J/cm2.
The initial samples, prepared by F. Schlenkrich, were produced at a target-to-
substrate distance of 0.04 m and laser fluences between 1.14 J/cm2 and 2.08 J/cm2.
However, these samples showed a strong formation of metal droplets on the surface
as can be seen in figure 3.1. This strong droplet formation is a result of the low
melting point of magnesium in combination with the high energy densities of the
PLD technique [196]. The droplets are a major obstacle for diffusion measurements.
A thin film with large droplets can neither be regarded as plate nor as spheres, but
a mixture of both, making it difficult to apply a single solution of Fick’s law (for
example those discussed in chapter 3.2.3). Hence, the deposition process had to be
improved to prevent the droplet formation.
As shown in figure 3.2 (a) the droplet density decreases with the average laser fluence.
In addition, a view on the target (shown in figure 3.2(b)) clarifies the situation. The
laser spot roughly has a Gaussian energy distribution as schematically shown in
figure 3.2 (b). Therefore, at the center of the target the higher intensity leads to a
more pronounced expansion of the molten zone and an enhanced surface roughness.
The melting results in metal extrusions on the target. These lead to droplets on
the sample. Overall, a lowering of the energy density of the laser spot leads to
an almost droplet free sample. To reach energy densities low enough for a droplet
free sample the laser fluence needs to be in the range of 0.4 J cm−2 (compare figure
3.2(a)). Originally the energy density was limited by the laser power and could not
be reduced far enough. However, changes to the PLD system done by A. Dittrich et
al. allow to defocus the laser beam on the target [197]. This stretches the Gaussian
energy distribution and lowers the laser fluence.
Using the thusly improved PLD system, F. Döring prepared new samples. Mg films
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Figure 3.2.: Influence of laser beam energy on deposition on Mg. Figure (a) shows how a
decrease of the average energy density decreases the surface coverage of droplets on Mg thin
films (evaluated by SEM). This can be explained by figure (b) which shows a magnesium
target after deposition (SEM image by F. Schlenkrich). The Gaussian energy density of the
laser spot is schematically shown. At positions of high energy density (Ehigh) the target
melts and produces extrusions that result in droplets on the sample. Areas of low energy
density (Elow) produces no droplets.
of about 400 nm thickness were prepared at laser fluences of 1.7 J cm−2. The target-
to-substrate distance was again 0.04 m. The resulting films were found to be droplet
free. Initially, a Pd layer had to be added after the PLD preparation. For this the
Mg thin films were transfered into the argon-ion beam sputter system presented
in section 3.1.1. The film was first placed in the path of the ion beam to remove
the surface oxide, which forms during transport [108, 109]. The ion beam removes
about 0.8 nm/s. A green glow is visible in the violet argon-ion beam during the oxide
removal, thus giving an indication when no surface oxide is left. Afterwards a Pd
capping layer was deposited with the same sputter conditions as given above. The
deposition of the Pd capping layer in a separate system is an unnecessary difficulty,
since one has to be careful not to remove the whole Mg thin film on the one side and
not to leave a surface oxide, which prevents hydrogen uptake (compare section 2.1.4).
Therefore, the deposition of palladium was also integrated into the PLD system. A
Pd target of a purity of 99.9 % was used. S. Hoffmann-Urlaub prepared the final
samples measured by gas volumetry measurements by producing thin Mg films of
a thickness of around 100 nm using the parameters of F. Döring (laser fluence of
1.7 J cm−2, target substrate distance of 6.5 cm). Afterwards, a Pd film of a thickness
of about 30 nm was added on top with the same deposition parameters.
48
3.2. Gas volumetry
3.2. Gas volumetry
This chapter introduces the main experimental setup which is utilized to determine
diffusion coefficients, the gas volumetry. The principle is simple: the pressure change
of a gas atmosphere is measured in a fixed volume. The pressure changes if gas is
taken up by a sample or leaves the sample. This allows evaluating of different
parameters. On the one side, the gas concentration in the sample can be evaluated
after equilibrium is reached. Additionally, the gas volumetry allows evaluating of
the diffusion constant by applying an appropriate solution of Fick’s second law as
will be discussed in section 3.2.2. After introducing the setup itself in section 3.2.1
a typical measurement, including its theoretical description is described. Finally,
the algorithm employed to evaluate the recorded pressure data for the diffusion
coefficient is summarized.
3.2.1. Gas volumetry setup
valve B
valve A
reservoir R
sample chamber S
Figure 3.3: Gas volumetry
setup utilized in this work. The
reservoir R can be flooded with
hydrogen gas or pumped down
by opening valve A. Valve B
connects the reservoir to the
sample chamber S. At the end
of the reservoir two CERVAC
baratron pressure gauges are
connected. One covers the
range of 0.01 torr to 1 torr, the
other covers the range of 1 torr
to 100 torr.
Figure 3.3 shows the gas volumetry setup. It consists of two chambers: the reservoir
R and the sample chamber S, divided by a valve (valve B). They are connected to
a high vacuum system by an additional valve A. Opening valve A allows pumping
down both chambers to a background pressure of pback < 5 · 10−5 Pa. Hydrogen gas
is introduced by valve A. The hydrogen pressure can be increased, starting from
the background pressure, up to 103 hPa. The reservoir volume was measured by a
defined volume M that was connected to the setup. The reservoir was thereafter filled
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with a known pressure of hydrogen and its volume increased by the known volume
M. The measured pressure drop for different hydrogen pressures allowed to measure
the reservoir volume R as VR = (83± 2) cm3. The same procedure was repeated
for the sample chamber S and its volume was measured as VS =(5.4± 0.2) cm3. In
addition, one directly measures the volume ratio of the reservoir R divided by the
combined volume of sample chamber S and the reservoir R: ∆V = (VR)/(VR+VS) =
0.939±0.001. This allows predicting the pressure drop ∆p0, because of the increasing
volume, after opening valve B. Assuming an ideal gas it is equal to the ratio ∆V .
The pressure measurement for this, as well as for the diffusion measurements in this
work utilized two CERVAC baratron pressure gauges, type CSR100. One allows
measuring a range from 0.01 torr to 1 torr (≈ 0.013 hPa to 1.33 hPa), while the other
measures a range from 1 torr to 100 torr (≈ 1.33 hPa to 133.32 hPa).
3.2.2. Theoretical description of a gas volumetry
measurements
t2
t1
t3
t4
pj−1
pj
p0j
∆p0
∆p
p−1j
R
H2
t1 t2 t3
t
R R
S
t4
Figure 3.4.: Steps of gasloading procedure and the related pressure change in the reservoir
R. Up until time t1 the pressure is pj−1. At t1 the reservoir is opened on one side to
introduce additional hydrogen and the pressure increases up to p−1j , which is reached at
time t2. Afterwards, the valve is closed and the reservoir pressure stays constant. At time
t3 the second valve to the sample chamber S is opened. This leads first to a pressure drop
to p0 because of the increased volume. Afterwards the sample takes up hydrogen, thereby
lowering the pressure to the new equilibrium pressure pj . The new equilibrium is reached
at time t4, at which point the procedure can be repeated.
Figure 3.4 shows the gas loading procedure applied in this work. In the beginning
the reservoir R (and the sample chamber S) are at a pressure pj−1. This may be
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the background pressure of pback < 5 · 10−5 or the pressure reached by any previous
loading step. At time t1, by opening valve A (and closed valve B) the pressure in
the reservoir is increased to a new pressure p−1j . Afterwards at time t2 valve A is
closed and the reservoir contains a known volume of hydrogen gas. At time t3 valve
B is opened and the pressure drops according to ∆V = ∆p0. At later times the
sample in S may take up additional hydrogen, leading to an additional drop of ∆p.
Finally, at time t4 the pressure reaches a new equilibrium pj. In the following, the
procedure may be repeated for additional loading steps.
Hydrogen concentration evaluation The pressure drop ∆p allows evaluating the
amount of hydrogen the sample has taken up in a certain time. The concentration
can be calculated using the ideal gas law [198]:
pV = NkBT. (3.1)
Where p and V are pressure and volume, kB is the Boltzmann constant, T the
temperature and N the number of gas molecules. The number of hydrogen atoms
taken up by the sample is equal to two times the number of hydrogen molecules
in the chambers at time t3 minus the number of hydrogen molecules at the new
equilibrium at time t4. Combining this with the ideal gas law (equation 3.1) leads
to:
NHinM = 2
V
kBT
∆p.
Dividing the number of hydrogen atoms by the number of metal atoms of the sample
gives the concentration of hydrogen per metal atom:
cH =
V mM
VMNA
2
V
kBT
∆p. (3.2)
V mM and VM are the molar volume and volume of the metal sample. NA is the
Avogadro constant.
Diffusion from a gas atmosphere: The well-stirred fluid of limited volume
The pressure drop ∆p not only allows evaluating the concentration in the sample at
a given time. Because it contains information about the uptake over time it allows
evaluating the diffusion coefficient. For this Fick’s second law (equation 2.11) has to
be solved. In this work thin films are measured, which can be assumed to be infinite
slabs with thickness L. Hydrogen is assumed to only enter from the palladium
covered side. Initially the concentration in the sample is csample = 0 and the outside
concentration is set to cgas = c0. In addition, it is assumed that for all times the
concentration outside of the sample is not dependent on the position. This condition
is known as a well-stirred fluid as it is true for a fluid that is constantly stirred
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[199, 200, 201]. However, it is an easily fulfilled assumption for gases, because of the
high mobility of the gas molecules. The final boundary condition can be formulated
as:
λL
∂c
∂x
= ∓D∂c
∂x
, (3.3)
with λ = Vfluid/KVslab being the effective volume ratio of the fluid in comparison to
the slab. K is the partition coefficient, a measure for the solubility of the reservoir
and the slab. This boundary condition states that all change in concentration in the
limited reservoir comes from diffusion into or out of the slab.
Diffusion from a limited volume of well-stirred fluids was first solved by Carslaw
and Jaeger, originally for the comparable problem of heat transfer [200]. Carman
and Haul wrote down several convenient forms to measure diffusion coefficients on
basis of the well-stirred fluid conditions [199]. The general solution is given by
[199, 200, 201]:
1− M
M∞
=
∞∑
m=1
2λ(1 + λ)
1 + λ+ λ2q2m
exp
(
−q
2
mDt
L2
)
=
∞∑
m=1
Zm exp
(
−q
2
mDt
L2
)
. (3.4)
M is the total amount of absorbant absorbed in time t and qm are the succes-
sively increasing non-zero roots of the equation tan(q) + λq = 0. For gases there
is a dependence on the absorbed amount to the pressure p at a given time in the
reservoir:
1− M
M∞
=
p− pj
∆p
.
pj and ∆p are the same as discussed above and shown in figure 3.4. As said before,
λ is correlated to the effective volume ratio between reservoir and slab. For gases it
can be written as:
λ =
pj − pj−1
∆p
. (3.5)
This solution assumes that D and K are constant during the diffusion process. This
may not be the case in real experiments. Carman and Haul therefore proposed that
during loading from a gas atmosphere a single loading step should be kept small
enough that a constant D and K can be assumed [199].
While equation 3.4 is the full solution for diffusion from a limited volume of a well-
stirred fluid, it is not easily applicable to measurement data. Carman and Haul
showed that the first term already approximated the full solution well if λ > 0.4
[199]. For this it is helpful if the chamber volume is not too much larger than the
sample volume. Under these conditions a significant amount of volume from the fluid
is taken up, even if K is small, meaning the sample has a relatively small solubility
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Figure 3.5: 1 −M/M∞ calcu-
lated by equation 3.4, but by
aborting the infinite sum after n
terms. The values are plotted as
function of the logarithm of τ =
Dt/L2. The black line contains
only the first term. The red line
contains two terms. The blue
line contains three terms and so
on. Overall lines for equation
3.4 up ten terms are plotted.
The main contribution of addi-
tional terms after the first are
for small τ , with decreasing in-
fluence of each following term.
for the solvent. Therefore, the combined volume of the reservoir chamber and sample
chamber was kept as small as possible (compare chapter 3.2.1). Figure 3.5 shows the
infinite sum in equation 3.4 calculated up to different values of m. The first term
approximation cannot be separated from calculations with more than one term for
values of τ = Dt/L2 > 0.1. For smaller values the full solution can be approximated
by a short-term approximation calculated by a Laplace transformation [199]:
1− M
M∞
= (1 + λ) exp

√
Dt
L2
λ
 erfc

√
Dt
L2
λ
− λ+ ... (3.6)
This approximation can be developed further for small or large values of
√
τ/λ by
a Taylor expansion.
Ma and Evans studied how much real geometrical objects differ from the perfect
infinite slab [202]. They found that for a large volume ratio of the sample compared
to the chamber the infinite slab solution gives a good approximation to a real rect-
angular prism. In addition they showed that the shape does not influence the uptake
behavior if Dt/σ2 < 0.2. σ = Vsample/Asample is the ratio of the sample volume to
its surface. For thin films on a substrate, σ can be approximated as half of the film
thickness d. Because d is very small, the infinite slab is a very good approximation
for thin films, even for times up to 105 s 1.
Diffusion from a gas atmosphere: other boundary conditions While most
experiments were done in the gas volumetry setup as presented above (figure3.3),
1 For this value a diffusion coefficient of D ≈ 10−18 m2 s−1 has been assumed, taking a rough
average of the values for hydrogen diffusion influenced by MgH2 as shown in figure 2.6.
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some used different setups. In these cases the boundary conditions assumed in the
solution of diffusion from a well- stirred fluid of limited volume may not be fulfilled.
Therefore, another solution of Fick’s second law applied in this work is shortly
introduced in the following.
In some cases the limited volume assumption was not realistic. This can be the case
if the chamber volume is much larger than the sample volume. The extreme case
would be a constant flow of gas at a given pressure. Under these conditions it is
better to assume a constant surface concentration cconst outside the sample instead
of a limited volume. The solution of diffusion from a constant surface condition into
an infinite slab is given as [201]:
1− M
M∞
=
∞∑
m=0
8
(2m+ 1)2pi2
exp
(
−D(2m+ 1)
2pi2t
4L2
)
. (3.7)
Again, the first term of the infinite sum was taken to be an appropriate approxima-
tion of the full solution.
3.2.3. Developed algorithm to evaluate D from gas volumetry
measurements
In the following section the steps taken to evaluate a single hydrogen gas loading
step are collected. A graphical overview is additionally given in figure 3.6. The
general change during a gas volumetry step was already introduced above and is
shown in figure 3.4.
Step 1: correction of leakage It is possible that for long times the pressure in
the gas volumetry setup increases (see figure 3.6, step 1). The gas volumetry setup
is isolated after the pressure is set and some leakage will always occur. For the eval-
uation it is important that the gas volume stays the same (to achieve the boundary
conditions for diffusion from a limited volume), therefore no active pumping or gas
flow is possible. If the pressure increases this increase is corrected by fitting an
appropriate function to it. This may be a simple straight line (p = mt + b, b being
the y-axis intersect and m being the slope) or an exponential increase if it stabilizes
at large times (p = p0 + A exp(x/τ), with A being the amplitude, τ being the time
constant and p0 being the maximum pressure reached ). The fitted curve is then
subtracted from the pressure resulting in a corrected pressure pcorr. This first step
may not always be necessary. The setup employed here was able to hold a pressure
between 1 hPa and 100 hPa for several days. However, when the resistance stage
(see chapter 3.3) was connected a measurable leakage occurred.
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Figure 3.6.: Measures taken to get from the
measured data during one pressure step to a
diffusion coefficient D. Three steps are taken
(Step one is not always necessary). For each
evaluation step, the value before are shown in
black, the values after in blue.
Step 2: normalization of pressure
The corrected pressure (if a correction
was necessary) is afterwards normalized
to values between zero and one (see fig-
ure 3.6, step 2). For this an exponential
decay (p = p0 + A exp(−x/τ), with A
being the amplitude, τ being the time
constant and p0 being the minimal pres-
sure reached) is fitted to the pressure
drop. In theory the drop ∆p0, com-
ing from the volume increase by combin-
ing the reservoir and sample chamber,
should be removed beforehand. How-
ever it was found that the exponential
decay fits well and excludes ∆p0 even if
it is not removed manually. The pres-
sure can be recalculated as:
pnor =
pcor − p0
A
!
=
p− pj
∆p
. (3.8)
The last equation states that the nor-
malized pressure pnor should be equal
to (p − pj)/∆p which is equal to 1 −
M/M∞.
Step 3: D evaluation As said above
pnor = 1 − M/M∞. By using the
first term approximation of equation 3.4
the diffusion coefficient D can be calcu-
lated by fitting the normalized and half-
logarithmic plotted pressure ln(pnor).
pnor = Z1 exp
(
−q
2
1Dt
L2
)
(3.9)
⇔ ln (pnor) = ln(Z1) + q
2
1Dt
L2
. (3.10)
One can calculate Z1 from λ (see equa-
tion 3.4 and equation 3.5) and fit a
straight line with the y-axis intersect
ln(Z1). D can be calculated from the slope m as D = (L2 ·m)/q21. L is the length
hydrogen diffuses in time t. This may be equal to the film thickness d, but this is
not always true. In this work the diffusion length was estimated by an additional
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in situ resistance measurement which is presented in section 3.3. The resistance
measurements allows estimating the thickness of the MgH2 layer dMgH2 at a given
time. This thickness is applied as diffusion length L as the hydrogen has to diffuse
through the magnesiumhydride layer, which after Uchida et al. forms at the the pal-
ladium/magnesium interface and grows into the Mg film [44]. Therefore, using the
thickness of the MgH2 layer as diffusion length should allow evaluating the diffusion
coefficient of hydrogen in MgH2. Because of several effects it has to be assumed that
the error of the diffusion length σL is large (see below). It was therefore always set
to σL = 0.25 · L. The error of m is taken from the fit. From the change of q21 with
λ an error of σq21 = 0.2 was assumed to be realistic (compare figure A.2 in appendix
A).
F. Jung conducted a couple of background measurements of the gas volumetry setup
containing no sample. His measured data can be found in the appendix A. The two
measurements show an exponential decrease of the chamber pressure without sam-
ple. The steel of the chamber walls is expected to have a small solubility for hydrogen
(see [203] and [204, 205, 206] for the solubility of hydrogen in steel). However, hydro-
gen may absorb to the chamber walls leading to the measured decrease. Yet, because
of the long time scale of the pressure drop this seems unrealistic. More probable is
a decrease as the result of a drift of the pressure gauges membranes. Independent of
its origin, the pressure drop without sample can be corrected. It is treated similarly
to the decay by two decay channels. This is described by a simple exponential decay
p = p0 exp(−Λ · t), as would be the decay by one channel, with a starting value p0
and a decay value Λ. The difference to one decay channel is that the decay rate for
two channels is the sum of the single decay rates Λ = Λzero + Λsample. Taking into
account the additional pressure decrease does not change the starting value, but
only the overall decay constant. This fact can be applied to the evaluation process,
because the slope measured by equation 3.10 should be equal to the decay constant.
Hence, the influence of the additional pressure decrease can be corrected by sub-
tracting the average slope of the two zero measurementsmzero = m¯zero =7.065 · 10−5
from the slope measured with sample mcor = m−mzero. In this work all measure-
ments were corrected in this way. In theory, an additional pressure drop changes
also the y-axis intersect ln(Z1) in equation 3.10. This is not further treated here,
because the additional drop is small compared to the drop by the sample uptake.
3.3. Resistance measurement
The following section introduces the four-point resistance measurement utilized to
evaluate the volume fraction of the MgH2, the diffusion length of the hydrogen at
a given time and diffusion coefficients. The advantage of a four-point resistance
measurement, comparing it to a classical two point resistance measurement, is that
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it allows measuring small resistances accurately. At first, the stage employed for
the four-point resistance measurements is introduced. In the following the models
applied to evaluate the measured resistance for the different parameters are collected.
Finally, the algorithm used to evaluate the resistance data is presented.
3.3.1. Setup
high vacuum electrical feedthrough
electrical
contacts
(outside)resitivity stage
electrical
contacts
(inside)
Figure 3.7: Resistance stage
utilized for in situ four-point
resistance measurements in hy-
drogen atmosphere. The stage
is set onto a high vacuum elec-
trical feedthrough which can be
attached to the sample chamber
of the gas volumetry setup (see
figure 3.3). The sample is posi-
tioned into the stage and can be
contacted by silver paste to the
electrical contacts.
Figure 3.7 shows the resistance stage. The stage is attached to a high vacuum elec-
trical feedthrough that allows connecting the stage to the sample chamber of the
gas volumetry setup. The sample is positioned in a cutout of the stage and con-
nected with silver paste. After mounting the stage in the sample chamber it can
be contacted from the outside using a Keithley 2000 Multimeter. The resistance is
measured in the four-point mode of the Keithley Multimeter and read out automat-
ically using the program "unidaq", written by F. Schulz. The resistance stage does
change the sample chamber volume to VS =(3.5± 1.8) cm3 and therefore also the
volume ratio ∆V = ∆p0 = 0.959± 0.0001.
3.3.2. Theoretical models developed and applied to evaluate
resistance data
The measured resistance data correlate with the volume fraction of the formed mag-
nesiumdihydride. As discussed in section, 2.1.3 MgH2 is (in bulk) an insulator with
a much higher resistance. The specific resistance ρMgH2 ≈ 102 µΩm of hydrided
MgH2 thin films [104] was found to be much lower than that of grown MgH2 thin
films (ρ > 10−10 µΩm [101]). Yet, the specific resistance of hydrided thin films is
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still higher than the specific resistance ρMg = 65µΩm of Mg thin films [104]. There-
fore the increasing resistance found in magnesium films during hydrogen loading is
assumed to originate from the forming hydride. Using the nucleation and growth
model introduced by H. Uchida [44] it can be assumed that after the initial nucle-
ation a closed blocking layer forms which grows further into the film. This means
three layers exist above the silicon substrate: magnesium of decreasing thickness
dMg, magnesiumdihydride of increasing thickness dMgH2 and palladium of a fixed
thickness dMg. The overall thickness is d = dPd + dMgH2 + dMg. It is assumed that
these three layers are contacted in parallel by the four-point measurement. Even
if the actual connection is only on the Pd layer this can be assumed, because the
distance between the four contacts of the setup is much larger than the distance
through the layers. This means that the resistance between the contacts should be
much larger that the resistance connecting the three layers.
The overall resistance R as a combination of resistances of the three layers in parallel
contact is:
1
R
=
1
RPd
+
1
RMg
+
1
RMgH2
. (3.11)
The resistance can be expressed as R = ρ l
A
using the specific resistance ρ, the
distance between the contacts l and the area A through which the current travels.
The specific resistance of the palladium is equal to ρPd ≈ 150 Ωnm [207]. For the
simple geometry applied here the area can be simplified as the film thickness d and
the distance between the contacts should be almost equal for all resistors in equation
3.11. This allows the following formulation of equation 3.11:
d
ρ
=
dPd
ρPd
+
dMg
ρMg
+
dMgH2
ρMgH2
. (3.12)
Before loading the equation simplifies to:
d0
ρ0
=
dPd
ρPd
+
dMg
ρMg
=
dPd
ρPd
+
d0 − dPd
ρMg
. (3.13)
Combining equation 3.12 and 3.13 leads to:
R
R0
=
d0
d
ρ
ρ0
=
d0 − dPd + dPd ρMgρPd
d− dPd − dMgH2 + dMgH2 ρMgρMgH2 + dPd
ρMg
ρPd
⇔ R0
R
=
d− dPd + dPd ρMgρPd
d0 − dPd + dPd ρMgρPd
+
dMgH2
d0 − dPd + dPd ρMgρPd
(
ρMg
ρMgH2
− 1
)
= A+
dMgH2
dV F
(
ρMg
ρMgH2
− 1
)
.
As discussed in chapter 2.1.2 the MgH2 expands in out-of-plane film direction as its
unit cell is larger than the unit cell of the Mg. Therefore, d ≥ d0 is true for all times.
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A is one at time t = 0 and afterwards increases. The volume fraction φMgH2 of the
magnesiumdihydride at a given time is defined in the following, as:
φMgH2 =
dMgH2
dV F
=
A− R0
R
1− ρMg
ρMgH2
≥ 1−
R0
R
1− ρMg
ρMgH2
. (3.14)
The final inequality is true because of the expansion of d with time as discussed
above. As A is not known at a given time the volume fraction φMgH2 is calculated
with A = 1, which underestimates the true volume fraction.
A more realistic volume fraction of the MgH2 would be φrealMgH2 = dMgH2/(d− dPd).
However, this can not be calculated from the measurements in this work as d is not
known at each point of time. Only d0 (the initial thickness) and d∞ (the thickness
after loading) are known. However, because d ≥ d0, φMgH2 will become smaller
than φrealMgH2 at some point in time 2. It should be noted that this is only true
because ρMg is similar to ρPd. As discussed above the volume fraction φMgH2 is
underestimated in this work because A = 1 is assumed for calculations. Using
φMgH2 instead of φrealMgH2 only enhances this difference. This is important to keep
in mind, but does not hinder the data evaluation. First of all, the volume fraction
is studied to evaluate the limiting kinetic process during hydrogen loading of the
Mg films (see also section 2.3). Here, the shape of the curve is important, which is
distorted by the increasing underestimation of the true volume fraction. However,
the shape of curves that follow different limiting processes differ strongly, so that
they can be separated under non-ideal conditions. It may be difficult to extract true
kinetic parameters as e.g. the diffusion coefficient, but this is not the goal in this
step. The second important use of the volume fraction is the diffusion length, which
is calculated from it by multiplying the volume fraction with dV F (see equation
3.14). This means that the diffusion length is also underestimated leading to an
underestimation of the resulting diffusion coefficient. This is included in the error of
the diffusion coefficients by using an error of the diffusion length of 25 %. This error
includes the general underestimation, as well as the fact that the model assumes a
perfect straight layer. In reality, the layer thickness probably has some dependency
on the position in the film. In general, all diffusion coefficients in this work may be
slightly higher than the calculated values.
Giebels et al. introduced a model to calculate the time dependent electrical proper-
ties [104] in a mixture of two materials. It bases on the Bruggeman effective medium
approximation and was also applied by Qu et al. [140]. The basic equation is given
by Qu et al:
(1− φMgH2) ρMg − ρ
Uρ+ (1− U)ρMg + φMgH2
ρMgH2 − ρ
Uρ+ (1− U)ρMgH2 = 0. (3.15)
2Because (d− dPd) will become larger than dV F .
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Figure 3.8: Magne-
siumdihydride volume
fraction φMgH2 during
formation of mag-
nesiumhydride in a
magnesium thin film.
The black solid line is
calculated using the
three-layer model, the
blue dotted line is
calculated using the
model by Giebels et
al. [104] (see text for
further information).
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U is a geometrical factor and equals 1/3 for nucleation of spherical hydrides. This
can be transformed to:
φMgH2
ρMgH2 − ρMg
ρMgH2
= U
ρ
ρMgH2
− U ρMgH2 + ρMg
ρMgH2
− (1− U)ρMg
ρ
.
Because ρMgH2 >> ρMg the equation further simplifies to:
φMgH2 = U
ρ
ρMgH2
+ (1− U)ρMg
ρ
+ (1− U). (3.16)
ρ ≈ R/d can be estimated from the measured resistance. d is the thickness of the
combined Mg and MgH2 layer. This assumes that the length l between the contacts
is similar to width b. The width forms, together with the thickness d, the area
A = b · d through which the current has to travel. This model does not include
the Pd capping layer. However, the measured resistance may be corrected for this
by using equation 3.11 and RPd ≈ ρPd/dPd. The resistance contribution of the
palladium layer can be subtracted and afterwards ρ of the combined Mg and MgH2
layer can be calculated.
Figure 3.8 shows a comparison of the volume fraction φMgH2 calculated by the
three-layer model introduced above and by the model of Giebels et al. (including
the correction for the Pd capping layer). Because of the approximations done above,
the model of Giebels et al. gives a smaller volume fraction φMgH2 than the three-
layer model for all times. This is an important result, because, as discussed above,
the three-layer model already underestimates the true volume fraction. Therefore,
the three-layer model seems to be a better choice to calculate the volume fraction
of MgH2 in this work. In the following all volume fractions φMgH2 are therefore
calculated by the three-layer model outlined above.
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3.3.3. Developed evaluation algorithm for resistance data
This section collects the different evaluation steps and calculations done after the
resistance of the samples is measured over time. All steps and their sequence are
shown in the flow chart in figure 3.9. In the following the single steps are explained
in more detail.
Measure resistance R over time First the resistance is measured over time.
This is done by means of the in situ four-point resistance stage presented in section
3.3.1.
Calculate φMgH2 As discussed in section 3.3.2 there are at least two models that
allow to calculate the volume fraction of the MgH2 at a given time. In this work
only the three-layer model is applied as it seems to be more reasonable. Therefore,
the volume fraction is calculated by equation 3.14.
Evaluate limiting kinetic process The theoretical background for this was intro-
duced in section 2.3. Because the resistance allows calculating the volume fraction
at a given time it can be tried to evaluate the limiting kinetic process of the phase
transformation from Mg to MgH2. The algorithm employed here is similar to the
one proposed by Pang et al. [185].
As a first step the volume fraction φMgH2 is plotted over time t and equation 2.30 is
fitted for η and n. This shows the influence of the impingement on the nucleation
and growth process. As discussed in section 2.3 the simple JMAK equation is valid
if η → ∞. Therefore, the fit allows predicting if the JMAK equation is a good
description of the kinetic process.
If η → ∞ one can plot ln (ln (1/(1− φMgH2))) over ln(t). As can be seen by trans-
forming equation 2.29, in this plot the slope of a straight line fitted to the data
gives n. n allows evaluating the limiting process, however it should be kept in mind
that different processes lead to the same value of n as discussed in section 2.3. In
addition, as shown in figure 2.12 (a) values of n = 0.6 or n = 1.1 can originate
from Jander’s model or the contracting volume model respectively. Therefore, these
models should be evaluated separately in these cases. Even if n 6= 0.6 and n 6= 1.1
an evaluation regarding Jander’s model or the CV model may offer more insight into
the limiting process.
The evaluation of the contracting volume model and Jander’s model is in similar
fashion. The volume fraction is plotted as function of time t for the CV model and
61
3. Applied experimental methods and developed algorithms
measure
resistance
R over time
calculate φMgH2
calculate
thickness of
magnesiumhy-
dride dMgH2
evaluate limiting
kinetic process:
1: Test impingement
2: evaluate
JMAK equation
3a: evaluate CV model
3b: evaluate Jander Model
evaluate D from
resistance R
use dMgH2 as dif-
fusion length L
Figure 3.9.: Flowchart of the different steps taken to evaluate the measured resistance R.
It allows calculating the magnesiumdihydride volume fraction φMgH2 and film thickness
dMgH2. The film thickness is also applied as diffusion length to evaluate the diffusion
coefficient D from the gas volumetry measurement (see section 3.2). Furthermore, one can
calculate the diffusion coefficient D of hydrogen in the magnesiumdihydride and determine
the limiting kinetic process of the phase transformation by the resistance data. Additional
information for each step is given in section 3.3.3.
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of
√
t for Jander’s model. Afterwards, the function y = 1− (1− b · (x+x0))d is fitted
to both plots. x0 and b allow for adjustments if the starting time is incorrect and
the maximum volume fraction was miscalculated. d is the dimension of the process.
An upper limit for d of 3.5 is set. If the fit converges against the upper limit it
is probable that the model does not fit the data. Otherwise the fit quality allows
evaluating which model better fits the data. The fit value of d allows evaluating the
dimension of the process. If d > 1 for the Jander model, it should be considered to
use other diffusion models, because Jander’s model assumes a constant surface area
of the diffusion front which is not valid for higher dimensions.
Calculate thickness of MgH2 dMgH2 Using equation 3.14 allows calculating the
thickness of the MgH2 layer dMgH2 at a time t:
dMgH2 = φMgH2 · dV F .
dV F = d0−dPd+dPd(ρMg/ρPd) can be calculated using the thickness of the combined
thin films d0 before loading, the thickness of the palladium layer dPd and the specific
resistance ρ of magnesium and palladium.
Use dMgH2 as diffusion length L This is relevant for the next step discussed
below (evaluate D from resistance R) as well as for the evaluation of D from the
gas volumetry measurements discussed in section 3.2.3. Using dMgH2 as diffusion
length fits to the three-layer model assumed here. For a closed MgH2 layer growing
from the top into the Mg thin film the hydrogen has to diffuse through the MgH2.
Therefore the relevant diffusion length is the MgH2 thickness. It should be kept in
mind that this is not true before a closed layer is formed. In this case the hydrogen
probably diffuses through the magnesium as the diffusivity of hydrogen in Mg is
much higher than the diffusivity in MgH2 (compare figure 2.6).
Evaluate D from resistance R The resistance measurement allows an indepen-
dent evaluation of the diffusion coefficient D. Therefore, D can be evaluated by two
different methods (gas volumetry and resistance measurement) at the same time for
one sample. The only connection between the two methods is the diffusion length
which is calculated from the resistance data and is an input for both methods.
To evaluate D the same models are used that were applied for the evaluation of
the gas volumetry measurement, especially the diffusion from a limited volume of
well-stirred fluid. Using the calculated volume fraction one gets:
1− φMgH2 = 1−M/M∞ = Z1 exp
(
−q
2
1Dt
L2
)
. (3.17)
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Here, the first-term approximation is applied as in equation 3.9. D is calculated
accordingly. This calculation assumes that all the hydrogen taken up by the sample
is transformed to hydride. This is a good assumption for the magnesium-hydrogen
system because the α-phase has a very low solubility of hydrogen (see chapter 2.1.1)
and because the phase transformation starts at low concentrations.
3.4. Electron microscopy
Electron microscopy is a useful method to study the surface, the grain size and the
structure of samples down to the atomic scale. The electron microscopy includes
the scanning electron microscope (SEM) and the transmission electron microscope
(TEM). For both methods an electron beam is focused on the sample. Further
information can e.g. be found in the textbooks by Goldstein et al. [208] andWilliams
and Carter [209].
For the scanning electron microscopy the beam is scanned over the sample [208]. The
electrons interact with the sample by inelastic and elastic scattering. The interaction
leads to electrons (and x-rays) that are rescattered (primary electrons) or emitted
from the surface (secondary electrons). These can be detected for topographical
information and more. SEM studies were conducted to study the surface of the
thin films. In addition, an energy dispersive x-ray (EDX) spectrometer allowed
to evaluate the chemical composition by detecting the x-rays produced from the
interactions of the electron beam with the thin films.
In the transmission electron microscope the electron beam passes through the sample
and the electrons are detected below the sample. This allows studies of the crystal
structure of samples, using the diffraction of the electrons on the crystal lattices.
Further, it allows studies of the chemical composition of samples by measuring their
energy loss or the emitted x-rays [209]. TEM studies were the main methods to
measure the grain size and grain structure of the different samples before and after
hydrogen loading. In addition, one sample was loaded in situ during a TEM study,
which allowed to study the hydride formation in magnesium on the micrometer scale.
The experimental procedure and the results of the in situ TEM measurement are
published in M.Hamm et al. [210].
SEM studies SEM was mainly employed to study the droplet density on the PLD
samples as shown in figure 3.1. These studies utilized a secondary electrons detector,
if necessary in combination with immersion lens mode for improved resolution. To
verify the steel additive concentration of the samples (compare section 3.1.1) EDX
spectroscopy was used. For further information see "Scanning Electron Microscopy
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and X-ray Microanalysis" by Goldstein et al. [208]. All these measurements were
carried out using a FEI Nova Nano SEM 650. It is equipped with a secondary
electrons detector and a backscattered electrons detector. In addition, an Oxford
INCA 80mm Energy Dispersive X-Ray spectrometer is attached.
To prepare TEM samples a focused ion beam (FIB) is utilized to cut out cross
sections from the thin films. One example is shown in figure 3.10. First a protec-
tive platinum layer is deposited with the electron and the ion beam respectively.
Afterwards, a cross section is cut out. Using an omniprobe this cross section is
transported on a TEM copper grid and attached with platinum. Finally the cross
section is thinned. For the preparation of the TEM samples a FEI Nova NanoLab
600 Dual Beam was utilized. It combines a Ga+ FIB with a high resolution scanning
electron microscope. In addition it contains a platinum and TEOS deposition source
and an omniprobe for micromanipulation. The FIB preparation was supported by
T. Schulz, who prepared several cross sections and by V. Radisch who added much
helpful input for an optimal preparation, especially for the in situ experiment.
4µm
magnesium
silicon substrate
FIB deposited platinum
Figure 3.10: Example of a TEM cross
section, prepared by FIB. Shown is the
magnesium thin film on the silicon sub-
strate. The palladium layer (thin dark
grey line) is hardly visible, because of
its small thickness. On top platinum
was deposited to protect the thin film
during the cutting and thinning proce-
dure of the cross section. The cross
section shown here is of sample IBS-
ETEM (see table 4.1). The figure is
reproduced from M.Hamm et al. [210].
TEM studies The TEM studies were the main method to study the grain size
and film thickness before and after hydrogen loading. Additional information about
the TEM and its possibilities can be found in the book "Transmission Electron
Microscopy" by D.B. Williams and C.B. Carter [209]. During the TEM studies
images of different resolutions were taken. Especially helpful were dark field (DF)
images which allowed to differentiate single grains. DF imaging utilizes the electrons
diffracted at the sample. Grains in the sample, that exhibit a different orientation
to the primary beam, can therefore be visible in specific diffraction spots. Select-
ing one diffraction spot allows identifying individual grains from their surrounding
neighbors. The grain size of these isolated grains was measured with the open
source program FIJI [211]. Other modes used in this work were bright field (BF)
microscopy. for which the unscattered electron beam is imaged and full field (FF)
microscopy, which uses all electrons and is typically combined with HR measure-
ments. In addition, diffraction images were taken. For the grain structure and grain
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size studies two TEMs were utilized. The first was a FEI/Philips CM-12T, which is
operated at 120 kV. It is equipped with a twin lens and a MegaView CCD camera.
The second is a FEI/Philips CM-120, also operated at 120 kV and equipped with a
twin lens and a Gatan Bioscan CCD camera. The TEM studies were supported by
M. Deutges, M.Tiegel, M. Bongers and P. Klose, who operated the TEMs during
the grain structure and the grain size studies.
3.4.1. TEM: in situ hydrogen loading
For in situ measurements an environmental TEM (Titan E-TEM 80-300) was uti-
lized. The microscope has an image Cs corrector, a Fei X-FEG module, a monochro-
mator and a post-column Quantum 965ER Gatan Image Filter. It was operated at
300 kV. The in situ loading was done in coll. with M. Bongers, V. Roddatis and M.
Hahn. It allows injecting hydrogen gas into the microscope column during operation
of the TEM. For the in situ loading experiment the gas flow was set to maximum,
resulting in a hydrogen pressure of about 6.5 hPa. After setting the pressure the
beam was blanked using a shutter below the electron source (column valves). Im-
ages were taken from time to time, which allowed to investigate the development of
the hydride over time with minimal electron beam influence. This procedure was
chosen as the literature states that MgH2 can be destabilized under the electron
beam leading to hydride decomposition [212]. Dark field and bright field images
were taken at every time step. For this the diffraction spots of the original Mg
diffraction pattern were used, their position having been saved before the hydrogen
loading began.
a) b) c)
Figure 3.11.: Example of the hydride area A evaluation. a) The original ETEM image,
with hydrided area visible as bright area. b) The image is thereafter transformed with
the MaxEntropy algorithm in FIJI. c) the "analyze particle" measurement routine of Fiji
measures the hydride area A (marked in red). The figure is reproduced from M.Hamm et
al. [210].
The images have been evaluated afterwards with FIJI [211]. The process is exem-
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plarily shown in figure 3.11. The original image is shown in figure 3.11 a). At first,
the images were converted to black and white, using the MaxEntropy algorithm3
[213]. Finally, the "analyze particle" command of FIJI was applied, which identifies
particles (here, hydrided areas after binarization) and measures their area A. The
minimum area counted was 10 000 pixels as all smaller particles were found to be
artifacts originating from the binarization. This procedure gave the area A of the
hydride as a function of time. The area was normalized afterwards to get the volume
fraction of the hydride φMgH2 over time:
φMgH2 = (A− A0)/(A∞ − A0).
This assumes that the hydrided area A0 before loading is zero. In addition, it is
also assumed that the measured area is completely hydrided at the end of the mea-
surement at time t = t∞. However, binarization may result in wrong starting values
larger than zero. As an alternative, a fixed area Aeval can be defined, containing
only magnesium. Thermal shift may move this area in the images, which can be
adjusted manually in FIJI. The hydrided area A can be normalized by the evaluated
area Aeval. The resulting volume fraction over time can be evaluated for the limiting
kinetic process (see section 2.3 and 3.3.3). For the above discussed procedure it is
assumed that the magnesium is fully hydrided in beam direction. Therefore, the
two-dimensional view one has in the TEM gives the volume fraction and not only
the surface area fraction. This may not be fulfilled in reality and is not assumed for
the EELS evaluation. However, the error originating from assuming that the hy-
dride surface is equal to the hydride volume seems to be less impactful than the error
originating from the binarization. The reason may be that the TEM images used
here have less resolution than the STEM images used for the EELS evaluation.
Additionally to the TEM studies, energy electron-loss spectroscopy (EELS) mea-
surements were carried out during the in situ loading. For this, the energy loss ∆E
of the primary electrons is measured after passing through the sample. The main
reason for the energy loss are inelastic scattering events. Plotting the intensity of
electrons for a given energy loss gives a large Zero-loss peak, originating from elec-
trons passing through the sample without losing energy. Behind the Zero-loss peak
a characteristic spectrum follows, which contains information on the chemistry of
the sample. Additional information about EELS can be found in the book "Electron
Energy-Loss Spectroscopy in the Electron Microscope" by R. Egerton [214]. EELS
was used to spatially map the low-loss region, approximately between −10 eV and
90 eV, in the Mg film. A spectrum imaging (SI) pattern was selected in regions of
interest and, here, the low-loss spectra were acquired.
The plasmon parts, approximately between 6 eV and 30 eV, in the individual EEL
spectra are specific for Mg and the MgH2. Paik et al. reported on a bulk plasmon
3Other algorithms of FIJI were tested, but the MaxEntropy algorithm was found to be the best
at distinguishing hydrided areas from magnesium.
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peak of the Mg at 10.5 eV and a bulk plasmon peak of the MgH2 at 14.6 eV [212].
Therefore, the analysis of the plasmon region allows distinguishing between the
spatial region of the Mg film that has not and the region that has transformed to
a hydride. In the SI pattern, each EEL spectrum can either be described by the
individual plasmon contributions of Mg and MgH2 or a superposition of both. This
finally allows estimating the volume fraction φMg and φMgH2 of Mg and MgH2 at
a selected position within the acquired SI pattern. The volume fraction is given
by the ratio of the individual plasmon contribution AplasmonMg and A
plasmon
MgH2 to the
superposition of both Aplasmonsuper = A
plasmon
Mg + A
plasmon
MgH2 :
The EEL spectra were evaluated in the following way using "DigitalMicrograph R©"
(version 2.32.888.0) from Gatan, Inc.: The individual low-loss spectra were decon-
volved with the "Fourier-Log" algorithm4. A single scattering contribution of the
plasmon regions results from this procedure. Subsequently, "MLLS Fitting" was
used to describe the obtained single scattering contributions. For the MLLS fit-
ting, two reference spectra were chosen, one from the Mg film and one from a fully
hydrided part.
3.5. X-ray diffraction techniques
The following chapter introduces the X-ray techniques utilized in this work. For
details on different X-ray techniques see e.g. "Moderne Röntgenbeugung: Röntgen-
diffraktometrie für Materialwissenschaftler, Physiker und Chemiker" by Spiess et
al. [215]. The techniques applied in this work can be divided into two kinds. First
the grain size and structure was analyzed before and after hydrogen loading by X-
ray diffraction (XRD). This allowed a comparison with results of the TEM studies
presented above (see section 3.4). Additionally, some samples have been studied at
two synchrotron sources: at the Deutsches Elektronen-Synchrotron (DESY), beam-
line PETRA P08, Hamburg, and at the European Synchrotron Radiation Facility
(ESRF), beamline BM20, Grenoble. These measurements allowed to study the XRD
peak change in the samples during hydrogenation.
4Here, the zero-loss was described by the "reflected tail" model and the reconvolution model was
chosen with the "zero-loss modifier".
68
3.5. X-ray diffraction techniques
3.5.1. Analysis of grain structure and grain size
Grain structure information can be evaluated from the XRD measurements by
Bragg’s law [216]:
m · λ = 2 · lhkl sin
(
2Θhkl
2
)
. (3.18)
m is the diffraction order, λ the x-ray wavelength, lhkl the distance between two
(hkl) crystal planes and Θhkl the Bragg angle. Bragg’s law describes the diffraction
of x-rays on the (hkl) crystal planes of the sample depending on the incident angle
of the x-ray’s. If Bragg’s law is fulfilled the x-rays constructively interfere with each
other resulting in an intensity maximum. This means that by varying the angle
of the x-rays maximal intensities are measured at positions that correlate to the
out-of-plane lattice planes found in the thin films studied in this work.
A second grain size value, as comparison with the value evaluated from TEM studies,
can be approximated using Scherrer’s formula [217]:
Bsize(2Θ) =
κλ
d cos(2Θ/2)
. (3.19)
It describes how the peak broadness B of a diffraction peak increases with decreasing
crystallite size d. λ is the wavelength of the x-rays, Θ the angle of the peak position
and κ ≈ 1 the so called Scherrer constant. κ can vary between 0.62 to 2.08. For
the materials in this work a value of 0.9± 0.2 seems reasonable [218]. Additional
effects lead to a broadening of XRD peaks, namely an instrument broadening Binst,
because of non-ideal beam optics and non-uniform strains Bstrain. Uniform strains
lead to a general shift of the peak from its expected Bragg position. If the XRD
peaks have Lorentzian shape the overall broadness B can be expressed as [219]:
B = Bsize +Bstrain +Binst.
For this work the strain broadening in the films is assumed to be relatively small
compared to the size broadening leading to Bsize ≈ Bsize +Bstrain. The instrument
broadening was tried to be corrected by taking the broadness of the silicon substrate
peaks and subtracting them from the film peak broadness. On the one hand the
substrate peak should not have a significant size or strain influence on the broadness
as the substrates are single crystals. On the other hand the instrument broadening
is angle dependent, therefore the instrument broadening is not expected to be equal
at the positions of the silicon substrate peak and the thin film peaks. However, as
the instrument broadening is not known over the whole angle range, this correction
is the best possible for this work.
The analysis of the grain structure and grain size was done using a Bruker D8
Discovery high resolution diffractometer. It is equipped with a Siemens KFL Cu
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2K source, operated at 40 kV and 40 mA. The X-ray beam is parallelized by a 1D
Goebel mirror, which filters the Cu Kβ lines (wavelength λ =1.392Å). This leaves
the Kα1 line at a wavelength of λ =1.541Å and the Kα2 line at a wavelength of
λ =1.544Å [220]. The two lines have an intensity ratio of IKα1/IKα2 ≈ 2. The
X-ray intensity is measured by a 1D Lynxeye detector with an angle resolution of
∆(2Θ) =0.01◦. For the measurements a 0.1 mm slit and a 4 mm mask were used
on the primary side in front of the sample. On the secondary side an automated
slit is fixed in the setup, which was opened completely (resulting in an opening of
9 mm). The detector was operated in the 1D mode, using all 192 detector channels
simultaneously.
3.5.2. XRD: in situ hydrogen loading
Samples have been studied at two different synchrotron radiation sources. At the
Deutsches Elektronen-Synchrotron (DESY), beamline PETRA P08, Hamburg a
wavelength of λ =0.9998Å was used. The samples were loaded with a loading
setup similar to the one presented above (section 3.2.1) with a Kapton window to
allow for synchrotron radiation to pass into and out of the sample chamber. In con-
trary to the setup presented above, the volume of the reservoir and sample chamber
is not known for this setup, but the volume is much larger. Therefore, the condi-
tions for diffusion from a limited volume do not apply (compare section 3.2.2). The
pressure does not change after beginning the loading procedure, indicating that the
reservoir is large enough to assume a constant surface concentration. The solution
of Fick’s law for these condition is given by equation 3.7. A four-point resistance
measurement was carried out during hydrogen loading.
At the European Synchrotron Radiation Facility (ESRF), beamline BM20, Grenoble
a similar measurement was done using a wavelength of λ = 1.078Å. The setup
employed at the ESRF was already presented by H. Uchida who also used it for in
situ hydrogen loading experiments of Mg thin films [76]. The main difference to
the other presented loading setups is that this one works with a constant hydrogen
flow, artificially holding a constant pressure at the sample surface. This is an ideal
situation for the solution given by equation 3.7. However, it takes up to 2 h to reach
the highest measured pressure of 8 · 105 Pa, because the hydrogen is limited by a flow
controller. During this time the concentration can only be assumed to be constant
in a short enough time frame. The setup does also include a four-point resistance
measurement and offers the possibility to heat the sample.
The measurements at both beamlines allow to measure the development of one
Bragg peak during hydride formation over time. This allows measuring the XRD
peak area Apeak over time. The XRD peak area is proportional to the volume of the
material in the sample [215]. Assuming the model of Uchida et al. [44] the MgH2
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grows as a (after some time) closed layer starting from the top of the Mg thin film.
Therefore, the volume of Mg and MgH2 in the thin films can be simplified to only
the layer thickness of the magnesium dMg and magnesiumdihydride dMgH2 layer:
dMgH2 = d0 − dMg
⇔ dMgH2 = d0 − d0
ApeakMg
Apeak0
⇔ dMgH2
d0
= 1− A
peak
Mg
Apeak0
.
Apeak0 is the Mg peak area before loading where d0 = dMg. Assuming that the
hydride formation is diffusion limited and the diffusion process is one-dimensional,
the hydride thickness over time can be described as dMgH2 =
√
2DMgH2 ·
√
t. DMgH2
is the diffusion coefficient of hydrogen diffusing through MgH2. This finally leads to
a description of the peak area over time:
ApeakMg
Apeak0
= 1−
√
2DMgH2
d0
· √t. (3.20)
Plotting the normalized peak area ApeakMg /A
peak
0 over the square root of time results in
the diffusion constant of hydrogen in magnesiumdihydride as the slope of a straight
line with a y-intersect of one. If the data points do not form a straight line in this
plot it can be seen as an indication that the hydride formation is not limited by a
one-dimensional diffusion process.
3.6. Finite-element simulations
In the following section finite-element-simulations (FEM simulations) performed for
this work are introduced. These are employed to gain additional insight into how
the grain boundary diffusion and grain diffusion contribute to the overall diffusion
in the sample. The experimental techniques introduced above only allow to measure
the overall diffusion coefficient of hydrogen in the sample. A comparison with FEM
simulations may help to separate the influence of the single components. Finite-
element simulations divide a given geometry by means of a mesh into subdivisions.
For each of the mesh nodes the relevant differential equations are solved (e.g.the
diffusion equations as given by equation 2.10 and equation 2.11). By combining
the equations of each subdivision into a larger system the behavior of the overall
geometry can be calculated. In this work, the FEM simulations were performed
using the commercial software COMSOL Multiphysics R© Modeling Software, version
5.2. The first part introduces the geometries modeled as well as the meshing used. In
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addition the stability of the simulations is tested in dependence on the mesh. In the
second section the data evaluation of the simulation is discussed. The experimental
procedure and the results are published in "FEM simulation supported evaluation
of a hydrogen grain boundary diffusion coefficient in MgH2" [221].
3.6.1. Simulation setup
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(a) Schematic drawing of the FEM simulation
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(b) Meshing of the FEM simulation
Figure 3.12.: Geometry (a) and mesh(b) used with the COMSOL Multiphysics R© Mod-
eling Software, version 5.2. The geometry employs periodic boundary conditions on the
sides, resulting in an infinite 100 nm thin film. The mesh was set on the surface, refined
and swept in the diffusion direction (z-direction). The figure is reproduced from [221].
The 3-D Finite-Element simulations were performed using the “Transport of diluted
Species” physics module. This models the transport of a single species of low con-
centrations. This seems to be well applicable as hydrogen has low solubility in
magnesium and magnesiumhydride (MgH2 being a stoichiometric phase). For this
work, convection, as an additional transport mechanism, was deactivated. Figure
3.12 shows the modeled geometry. The geometry is build up out of 100 nm high
grains that are separated by 1 nm thick slabs of grain boundaries. Periodic bound-
ary conditions are applied on the outside of the grains so that the overall geometry
models an infinite 100 nm thin film with columnar, box-shaped grains. Five differ-
ent grain sizes d of 2 nm, 4 nm, 10 nm, 20 nm and 50 nm were studied. On top of
this, a constant flux J of hydrogen of J =1 m−3 is applied. The diffusion coefficient
of the grain boundary was set to DGB =10−17 m2/s, as a rough mean value of the
different literature values at room temperature (compare figure 2.6). The diffusion
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coefficient of the grain was varied, starting at DV =10−18 m2 s−1 and decreasing in
orders of magnitude up to DV =10−22 m2 s−1. This contains the assumption done
by Fisher and others after him, that the grain boundary diffusion is faster than the
grain diffusion (compare section 2.2.3). The initial concentration cH in the whole
sample was cH = 0 /m3. The simulation gives the concentration in arbitrary units
of 1 /m3 at chosen time levels of t =10−2 s, 10−1 s, 1 s, 10 s and 100 s. The simulation
times and simulated lengths were adjusted to the modeled diffusion coefficients, but
the results of the simulation can easily be transferred to other diffusion coefficients.
The same is true for different time and length scales. D ≈ l2/t allows recalculat-
ing the diffusion coefficient D, time t and distance l in relation to each other. An
example of the meshing is shown in figure 3.12. For all grain sizes a free triangular
mesh was applied on the top plane (lying in x-y-direction) of the geometry which
was swept in the direction of diffusion (z-direction). To control the influence of the
meshing on the results the concentration in the grains, in the grain boundaries and
in some random cut planes, containing both, were studied. The mesh was refined
until the relative change in the average concentration was below 0.2 % between two
refinement steps for all regions and for all times. The resulting meshing was used in
the final simulations. In z-direction this was always the case for a division into 75 or
more elements. The number of elements and their size of the free triangular mesh
in x- and y-direction was different for the different grain sizes. The total number of
elements increased from 231 600 elements for a grain size of 2 nm to 839 550 for a
grain size of 50 nm.
3.6.2. Data evaluation
To evaluate the concentration data depending on time and space, the geometry was
divided into cut-planes parallel to the entrance surface. The average concentration c¯
in these cut-planes was determined thereafter, resulting in an average concentration
for a given diffusion length from the surface and for a given time. This resembles
many experimental procedures used to evaluate the diffusion coefficient in systems
[51]. The resulting concentration-to-depth dataset can be evaluated using the ana-
lytical solution of the three Harrison’s regimes, as introduced in section 2.2.4. Figure
3.13 exemplifies one dataset. It gives the result of the simulation for a grain size
of d = 2 nm, a volume diffusion coefficient of DV = 10−20 m2/s and a time t =
100 s. Also plotted are the analytical solutions of all three Harrison regimes with
the same input values, a grain boundary size of δ = 1 nm and a grain boundary
diffusion coefficient of DGB =10−17 m2/s. One can see that none of these curves fit
the data perfectly. While this already qualitatively shows that the solutions for the
different regimes represent the data differently well, they do not give a quantitative
result. Here, the analytical solutions of the three regimes are fitted to the data and
an artificial grain boundary diffusion coefficient is extracted, called DextGB.
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Figure 3.13.: Example of a data set taken from the Comsol Multiphysik simulation. The
data was taken for a grain size of d =2 nm, a grain diffusion coefficient ofDV =10−20 m2 s−1
and a time t =100 s. Also plotted are the analytical solutions of all Harrison regimes.
Regime A’s solution is given by the dotted blue line, regime B by the dashed red line,
while regime C’s solution is the solid black line. No solution fits the data perfectly, but for
this case the solution of regime A fits best, while the solution for regime C still fits better
than the solution of regime B. The figure is reproduced from M. Hamm et al. [221].
The exact process for extracting DextGB is different for each Harrison regime. For
regime A, the solution for a constant source leaking into a semi-infinite medium is
applied [201]:
c¯ = c0
(
1− erf
( z
4Dt
))
. (3.21)
c0 is the starting concentration at t = 0, z is the distance from the surface. D is the
relevant diffusion coefficient for the process. For regime A this is Deff . Equation
2.24 gives the appropriate value for Deff for columnar grains as studied in this
simulation. Equation 2.24 simplifies for the FEM simulations as the simulations do
not include any segregation (s = 1), therefore Deff = φGBDGB + (1 − φGB)DV .
If regime A is assumed, DextGB can be extracted from the simulated data by fitting
equation 3.21 to the data. This gives a value D != Deff and DGB can be calculated
as DV is known in a given simulation and φGB can be calculated for the simple
geometry in use here:
φGB = 1−
(
d2
(d+ δ)2
)
.
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For regime B ln(c¯) is plotted as function of z6/5. This can be fitted by equation 2.21
and DextGB can be calculated. For the simulations s is again equal to one (compare
equation 2.23), while DV and t depend on the simulation parameters.
Regime C uses the same solution as regime A (equation 3.21), as both are a simple
isotropic front. The difference is that for regime C D != DextGB. This results from the
fact that per definition in regime C only the grain boundaries transport material.
Therefore, there is no contribution of the grain boundary volume fraction φGB in
the solution.
Overall, by assuming one of the Harrison regimes a DextGB can be calculated. This
is similar to the procedure applied in an experiment. The advantage of the sim-
ulations is that the value DGB = 10−17 m2/s fed into the simulations is known.
Therefore, a comparison of the two allows evaluating under which conditions which
regime is best used. A comparison is done by regarding the relative deviation
ε = (DextGB − 10−17) /(10−17)) between the extracted and the fixed diffusion coeffi-
cients. A small ε reflects a good description of the FEM simulation result by the
analytical function of the chosen Harrisson regime.
In section 2.2.4 the additional regimes B1 to B4, as well as the varieties A’, C’
and B2’ were discussed. B1 and B3 are not further discussed here as they are only
transition states. For the FEM simulations, the varieties A’, C’ and B2’ are equal
to their normal regime because of the simple geometry studied. E.g. the effective
grain boundary size δeff is equal to the actual grain boundary size δ. This leaves
regime B2, which is actually only regime B as discussed before and regime B4. As
discussed in section 2.2.4, regime B4 describes the case of isolated grain boundaries,
but at the same time the bulk diffusion in z-direction is dominant. In this case the
grain boundaries have no relevant influence on the diffusion process and no grain
boundary diffusion coefficient can be extracted. Obviously, no analysis is possible
under these conditions. In figure 2.11 the parameters analyzed in the simulations
are indicated by a red box, showing which classes of polycrystals are researched.
It can be seen that the grain sizes studied here mostly can be described as fine
and ultrafine grained polycrystals. Only the largest grain sizes of 50 nm for small
differences of the volume and grain boundary diffusion coefficient can be classified
as a coarse grained polycrystals.
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4. Structural characterization and
individual discussion of Mg thin
films upon hydrogen loading
In some of Harrison regimes the grain size directly influences the overall diffusion. At
the same time the grain size determines which Harrison regime is reached. Therefore,
it is of importance to know the grain size and structure of the samples studied to
determine the diffusion coefficient (see chapter 5). In the following, the results of the
sample characterization will be presented. First, the initial state of the samples will
be characterized. Afterwards, the changes during hydrogen loading will be shown.
ETEM and XRD are valuable tools to study these changes in situ. The in situ
ETEM results are published in "In situ hydrogen loading of magnesium thin-films
observed with environmental TEM" [210]. Finally, the grain size and structure after
hydrogen loading and unloading will be evaluated and compared with the initial
results. An overview of all samples studied in this work can be found in table
4.1. It gives the sample name, the hydrogen loading pressures, present additives
and what measurement methods were applied. Two sample preparation methods
were employed to deposit thin films: ion beam sputtering (IBS) and pulsed laser
deposition (PLD) (see chapter 3.1 for further information). Samples are labeled
with IBS or PLD and an additional label, so the different samples can be directly
distinguished.
4.1. Initial film morphology
The morphology of the thin films was studied by TEM and XRD as described in
chapter 3.4 and chapter 3.5. An example of a typical XRD scan is given in figure
4.1. While the scan was measured on an IBS prepared film with a thickness of
4µm, the results on the PLD samples are similar (additional XRD results can be
found in appendix B.1.2). For all samples a (400) silicon diffraction peak is visible,
originating from the substrate. The two α peaks and a β peak to their left can
be distinguished. In between some additional tungsten peaks can be found. They
originate from aging of the X-ray source. Further visible XRD peaks are the (002)
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Batch Sample loading pressures/(hPa) used for... Additives
IBS-A 1 800 in situ XRD, TEM Fe (13 at%), Cr (6 at%),Ni (1.5 at%)
IBS-A 2 300 in situ XRD Fe (13 at%), Cr (6 at%),Ni (1.5 at%)
IBS-A 3 500 in situ XRD, TEM,EDX
Fe (13 at%), Cr (6 at%),
Ni (1.5 at%)
IBS-A 4 not loaded TEM , EDX Fe (13 at%), Cr (6 at%),Ni (1.5 at%)
IBS-A 5 300 Gas volumetry Fe (13 at%), Cr (6 at%),Ni (1.5 at%)
IBS-B 1 50 in situ XRD, TEM not verified (similar tobatch IBS-A)
IBS-B 2 800 in situ XRD not verified (similar tobatch IBS-A)
IBS-B 3 not loaded TEM not verified (similar tobatch IBS-A)
IBS-C 1 300 Gas volumetry, EDX Fe (1 at%)
IBS-C 2 100 Gas volumetry Fe (1 at%)
IBS-D 1 10, 10,100
Gas volumetry,
Resistance mea-
surement, XRD,
TEM
Fe (2.5 at%)
IBS-D 2 not loaded EDX, XRD, TEM Fe (2.5 at%)
IBS-E 1 10, 10,100
Gas volumetry,
Resistance mea-
surement, XRD,
TEM
not verified (same
preparation conditions
as Batch IBS-D)
IBS-E 2 not loaded XRD, TEM not verified (similar tobatch IBS-D))
IBS-ETEM 6.5 in situ TEM not verified (similar tobatch IBS-D)
PLD-noPd 7, 7
Gas volumetry,
Resistance measure-
ment
no additives found
PLD-Pd 10, 25
Gas volumetry,
Resistance mea-
surement, XRD,
TEM
no additives found
Table 4.1.: Overview of the ion-beam sputter deposited samples (IBS) and pulsed laser
deposited samples (PLD) studied in this work. The table gives the sample name and
the hydrogen pressures applied to load the sample. In addition it gives the experimental
methods used on each sample (more information about the methods are given in chapter
3.1). Finally, additives present in the samples are noted.
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magnesium peak and the weaker (004) peak, if the sample is thick enough. For
thin films the (004) peak is too weak to be detected in the setup employed in this
work. For the palladium capping layer two peaks are detected, one belonging to the
(111) orientation and the other belonging to the (200) orientation. As said before
the same peaks are detected for PLD prepared samples, however the magnesium
peaks are generally weaker, which can be explained by a more nanocrystalline grain
structure, as shown in the following.
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Figure 4.1: XRD
diffractogram of
a 4µm thick IBS
film. For the mag-
nesium layer only a
(002)/(004) out of
plane orientation was
found to form on the
silicon substrate. The
palladium capping
layer shows a (111)
and a (002) out of
plane orientation. The
same orientations were
found for the PLD
prepared samples.
The results of the TEM studies are summarized in figure 4.2. The figure shows two
bright field and two dark field TEM images, representing the grain structures found
for the IBS deposited and PLD samples. In addition, a sketch of the grain structure
is given for each sample type. The ion beam sputtered samples show large columnar
grains. Some smaller grains, still columnar in shape, can be found on the bottom
of the film (meaning at the silicon substrate). These smaller grains have out-of-
plane sizes of 100 nm to 200 nm. However, most grains have out-of-plane sizes in the
range of the film thickness. The average in-plane grain size for the small grains is
generally smaller than for the large grains, but it is difficult to quantify because of
low statistics. The in-plane grain size of all samples prepared by IBS are given in
figure 4.3 in dependence on the film thickness. The error is the statistical variance
of the measurements. It can be seen that the in-plane grain size seems to increase
with increasing film thickness. This dependence is weak for the films studied in this
work, because most films are of similar thickness. However, one much thicker film
(IBS-C) was prepared, which shows larger in-plane grain sizes.
The pulsed laser deposited thin films show a different grain morphology. Most of the
grains are nanocrystalline and equiaxed with grain sizes of (11± 5) nm. However,
some large grains are found. The TEM image in figure 4.2 shows one of these large
79
4. Structural characterization of Mg thin films upon hydrogen loading
100 nm
PLD samples
500 nm
IBS samples
Figure 4.2.: Example of the grain morphology of the IBS samples (left) and the PLD
samples (right). For each a bright field and dark field TEM image are shown. In addition,
a schematic drawing of the typical grain morphology is shown below the TEM images.
Table 4.2.: Grain sizes of the thin magnesium films studied in this work. Before hy-
drogen loading the IBS samples have large, columnar grains and the grain size in-plane
and out-of-plane is given separately. The PLD samples have some large grains before hy-
drogen loading. For these the out-of-plane and in-plane grain size is also given. However
most grains before hydride formation are smaller and of equiaxed shape. Their grain size
is given in a separate column. After hydride formation and decomposition all samples
show approximately uniform equiaxed grains. The grain size was mostly studied in TEM
cross sections, using dark field TEM. The values in brackets were measured using X-ray
diffraction and Scherrer’s formula.
Batch Before hydrogen loading After hydrogen loading
/(nm) /(nm)
in-plane out-of-plane
IBS-A 47± 30 349± 180 13± 5
IBS-B 35± 20 382± 210 13± 5
IBS-C 216± 102
IBS-D 63± 23 208± 108 16± 5
(56± 13) (18± 4)
IBS-E 62± 21 387± 183 18± 7
(67± 15) (18± 4)
IBS-ETEM 66± 38 390± 102 10± 4
small grains
PLD-Pd 37± 18 67± 21 11± 5 8± 8
(53± 13) (35± 9)
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grains. Again the grain is roughly columnar in shape and the out-of plane size
is equal to the film thickness. This is not always the case, some large grains do
not cover the whole film thickness. These are similar to the smaller grains at the
substrate interface in the IBS samples. The in-plane grain size of the large grains
is similar to studied IBS films taking into account the film thickness. The film
thicknesses of the PLD samples is between 100 nm to 200 nm, so that the grain size
does follow the same dependence shown in figure 4.3.
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Figure 4.3: In-plane
grain size in IBS and
PLD prepared sam-
ples with increasing
film thickness. Black
squares belong to IBS
films. Open black
circles belong to the
large, columnar grains
in PLD films. The
small equiaxed grains
of the PLD films are
not included.
The grain size of the different samples was evaluated from dark field TEM and, in
some cases, by using Scherrer’s formula (equation 3.19 in chapter 3.5). The results
are collected in table 4.2. The grain sizes of samples that were loaded with hydrogen
are also included and will be described in section 4.3. For the unloaded samples there
is a significant difference between the out-of-plane grain sizes evaluated by TEM and
XRD1. The XRD grain sizes are smaller than the TEM values. However, it should
be kept in mind that XRD gives an average of the whole illuminated volume of the
sample, which is the illuminated surface area in the range of 103 µm2 multiplied by
the film thickness. The TEM cross sections cover a much smaller volume fraction.
In addition, the grain size evaluation by TEM may overestimate the number of
large grains, because they are more noticeable in dark field TEM images (see figure
4.2). This may explain the larger out-of-plane average grain sizes measured by TEM
for the IBS samples. The smaller grains at the substrate interface may reduce the
average value measured by XRD more strongly than the average value evaluated by
TEM. For the PLD samples XRD gives an average grain size between the values for
small and large grains, which is why the XRD value are between the two values of
67 nm and 11 nm evaluated by TEM.
1XRD measurements only allow to evaluate the out-of-plane grain size, only this value can be
compared.
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4.2. Changes during hydrogen loading
To study the hydride formation in situ a sample was loaded with hydrogen using
a ETEM. A cross section lamella is not directly comparable to a thin film as it is
exposed to different boundary conditions. Yet, it allows immediate insight into the
process. The influences of these boundary conditions will be discussed in chapter
6.1.2 taking into account the results of this section.
Figure 4.4: Relative thick-
ness in the MgH2 for different
positions measured by EELS.
An EELS plasmon color map
is shown for the Mg–MgH2
thin film. Magnesium is col-
ored in green and magne-
siumdihydride in blue. The
red plot below gives the rel-
ative thickness dlam/λ of the
magnesiumdihydride. dlam is
the thickness of the lamella
in beam direction and λ the
mean free path of the elec-
trons. The figure is repro-
duced from M.Hamm et al.
[210].
window 1
MgH2
Mg
d
la
m
/λ
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Figure 4.4 shows the lamella studied at the end of the loading experiment. Two
thinned windows (window 1 and window 2) are shown, which will be shown in more
detail again below. An EELS plasmon map shows the distribution of MgH2 and
Mg in the lamella at the end of the loading experiment. At the interface between
magnesium and palladium the whole magnesium is hydrided. In the direction of
the silicon substrate metallic magnesium can still be found. In addition, figure 4.4
shows the relative thickness dlam/λ of the lamella in the MgH2 region (marked by a
red box). dlam is the thickness of the lamella in the beam direction, while λ is the
mean free path of the electrons in magnesiumdihydride. As the lamella is hydrided
completely in the scanned region it allows comparing the relative thickness along
the lamella. Window 1 was found to be thinner than window 2 and both are thinner
than the less thinned regions between them.
Nucleation and growth of MgH2 in a TEM lamella
Figure 4.5 shows subsequent time steps of hydride formation in the lamella. After
introducing the hydrogen into the chamber it takes some time until the first hy-
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Figure 4.5.: Development of the magnesiumhydride after nucleation. The TEM images
show the growth of the magnesiumhydride over time (the hydride is framed in red). At
t = 0 s no hydride is formed yet. Afterwards, The hydride forms between images through
the whole thickness of the magnesium thin film and grows further outwards afterwards.
Also shown is the evaluated volume fraction of the hydride φMgH2 over time. The red line
is the fit of equation 2.30. It gives a impingement parameter of η =5 · 1011, meaning that
an evaluation after the JMAK model is appropriate. The results are discussed in the text.
The figure is reproduced from M.Hamm et al. [210].
dride (marked in red) is detected. Afterwards, the first hydride forms very fast in
window 1 between two subsequent images (in about 15 min, see figure 4.5 a) and
b) ). The first hydride directly forms throughout the whole thickness of the sam-
ple. Afterwards, it grows outwards in an almost half-spherical shape as shown in
figure 4.5 a) to e). Figure 4.5 f) shows the volume fraction of the hydride evaluated
from the visible change in grain structure. It was found that the hydride forms
smaller nanocrystalline grains which lead to a different contrast in the TEM im-
ages, especially in dark field images. The volume fraction φMgH2 can therefore be
evaluated as a function of time. The volume fraction φMgH2 follows equation 2.30
with an impingement parameter of η =5 · 1011, allowing to evaluate the data after
the JMAK model. A JMAK exponent of 1.3 was found. This can be the result
of two different processes. On the one side, for instantaneous nucleation it can be
explained by a diffusion controlled kinetics with a dimension between two and three.
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On the other side, for a decreasing nucleation rate the process would be limited by
one-dimensional diffusion. The images already show that the dimension is between
two and three, as a growth in two dimensions can be seen with the thickness of the
lamella being the third. The lamella is thinner than the Mg film is thick, which is
why the hydride grows predominantly in two dimensions. An evaluation by Jan-
der’s model also gives a dimension d ≈3. This confirms that the hydride is, after
instantaneous nucleation, limited by the diffusion in more than one dimensions.
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Figure 4.6.: Growth of the magnesiumdihydride along the palladium-magnesium interface
after initial nucleation. The hydride initially nucleated left of the shown TEM images (com-
pare figure 4.5). Afterwards a hydride "finger" first grows along the palladium-magnesium
interface before the hydride growth further into the magnesium thin film. Figure e) gives
the evaluated hydride volume fraction φMgH2 over time. The red line is the fit of equation
2.30. The results are discussed in the text. Figure f) gives the square length of the hydride
along the interface l over time (the length is shown exemplary in the first TEM image).
The figure is reproduced from M.Hamm et al. [210].
After window 1 has started to hydride (compare figure 4.5) two "fingers" can be
found at the interface to the palladium layer which grow outwards from the hydride
in direction of window 2. One of these fingers is shown in figure 4.6 for the region of
window 2 (see figure 4.4). The hydride first grows along the interface, covering it.
On a much slower time scale it grows into the depth of the Mg film, a process that
is not finished at the end of the experiment. Figure 4.6 a) again shows the volume
fraction of the hydride φMgH2 plotted as function of time. The volume fraction here
was evaluated until the whole interface was covered. The impingement factor is
η =4 · 1010, again allowing to use the JMAK model. The JMAK exponent was found
to be n =0.5, which corresponds to a diffusion limited growth with instantaneous
nucleation in one dimension. This result was also confirmed in comparison with the
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contracting volume and Jander’s model. Figure 4.6 b) shows the squared length
of the finger l2 plotted over time. It shows a linear dependence as expected for
a diffusion limited process and a diffusion coefficient can be calculated as D =
(2 · d)−1l2/t ≈2 · 10−15 m2 s−1.
Confirmation of MgH2 formation and decomposition in a TEM lamella by
EELS
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Figure 4.7.: Volume fraction of MgH2 φMgH2 evaluated by EELS plasmon contribution
depending on the position. Shown is a EELS map with part of the Si substrate on the left
and the Pd capping layer on the right. Between them Mg and MgH2 can be found and
distinguished by their plasmon peaks shown above the EELS scan. Where both materials
are present the superposition of both peaks is found. Below the map the evaluated volume
fraction φMgH2 is plotted for one line scan.
EELS allows verifying that the regions where the grain structure becomes nanocrys-
talline are the same regions where MgH2 is formed. Figure 4.7 shows an EELS
mapping of the partially hydrided film. An EELS map was already shown in figure
4.4. Here, a more detailed example is given. For the pure magnesium film an EELS
plasmon peak is found at 10.2 eV, which most probably corresponds to the Mg peak
at 10.6 eV known from the literature [212]. In regions where the grain structure
changes to nanocrystalline a different plasmon peak is found at 14.1 eV. It corre-
sponds well to the reported MgH2 peak at 14.6 eV [212]. Using the two single peak
spectra the volume fraction φMgH2 was evaluated in the mixed regions. The result
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of one line scan is shown below the EELS map in figure 4.7. It nicely correlates the
formation of the hydride with the formation of a nanocrystalline structure.
Figure 4.8: TEM image and EELS
map of sample IBS-ETEM after hy-
drogen loading and unloading by
contact with air. While the changes
in grain structure are irreversible, no
hydride is left in the sample as con-
firmed by EELS. The figure is repro-
duced from M.Hamm et al. [210]. 500 nm
Mg
After the hydrogen loading experiment was stopped the lamella was removed from
the TEM. After 5 d in air the lamella was once more studied in the TEM, this time
without hydrogen. The result is shown in figure 4.8. The nanocrystalline structure
stayed unchanged. However, the different structure was no longer correlated to
magnesiumhydride. EELS mapping found no signs of the hydride, only of pure
magnesium. This was true for nanocrystalline regions as well as regions with the
original grain structure. This demonstrates two facts. First, while the formation
of MgH2 leads to the formation of a nanocrystalline structure this structure is not
reversible. It stays nanocrystalline after the hydrogen is removed. Second, the
sample does unload at room temperature while in air. This is also confirmed for
thin film samples by other measurements discussed in the following. Paik et al.
reported that MgH2 transforms to Mg under the influence of the electron beam
[212] in vacuum. In this experiment in hydrogen atmosphere this effect was not
found.
Comparison of experimental results of the MgH2 formation in the TEM
lamella to results in thin film
The behavior found in the TEM lamella and presented above can also be confirmed
for thin films by other experimental methods. These will be presented in the follow-
ing. It shows that the different boundary conditions in the lamella do not lead to a
fundamentally different behavior.
Figure 4.9 shows the resistance measurement during the loading of sample IBS-
D1. The black curve shows the measured resistance, while the blue curve shows
the volume fraction calculated by the three-layer model (see equation 3.14). The
86
4.2. Changes during hydrogen loading
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
10 hPa 10 hPa
pumping out H
contact with air 100 hPa
0.0
0.2
0.4
0.6
0.8
re
si
st
an
ce
/Ω
vo
lu
m
e
fr
ac
ti
on
φ
M
g
H
2
0 d 2 d 4 d 6 d 8 d 10 d
time
Figure 4.9: Black curve:
development of resistance of
a magnesium thin film during
hydrogen loading. Blue curve:
volume fraction of the magne-
siumhydride calculated from
the resistance measurement.
The sample can be loaded,
unloaded by contact with air
and loaded again. The loading
pressures are given above the
corresponding loading period
sample was loaded at a hydrogen pressure of 10 hPa, thereafter the hydrogen was
removed and air was introduced in the sample chamber. Afterwards, the loading
process was repeated at 10 hPa and a second loading step at 100 hPa followed directly
afterwards. During the loading steps at 10 hPa the resistance increases. The volume
fraction φMgH2 shows the formation of a hydride layer, which grows to a hydride
volume fraction φMgH2 of more than 0.9. Removing the hydrogen atmosphere does
lead to a slight drop in resistance, but the volume fraction φMgH2 does not show a
relevant decrease. It needs the exposure to air to decrease the resistance and the
MgH2 volume fraction φMgH2 to their initial values. This fits to the results of the in
situ TEM study, which showed the vanishing of MgH2 after contact with air. The
resistance does not drop back down to the original starting value, but remains at
an increased value. This can be easily correlated to the added grain boundaries in
the material after the formation of the nanocrystalline structure (see chapter 2.1.3
and citation [105]). The second loading at 10 hPa behaves similar to the first. At
its end a decrease in resistance is visible, which will be discussed in chapter 6.3.3.
This decrease is almost not visible in φMgH2.
The additional loading step at 100 hPa shows a different behavior: a steep increase
in the resistance which afterwards falls back down again on very long time scales.
This process is not finished after several days. In the measurement of sample IBS-
E1 the same increase and decrease was found. Here, the decreased was measured
for two month and still no equilibrium was reached. Again the increase and later
decrease are visible in the resistance measurement but create no relevant change to
the calculated volume fraction φMgH2. This indicates that it is not a change in the
volume fraction of the magnesiumhydride but a secondary effect.
Figure 4.10 shows XRD peaks measured in situ at the ERSF in Grenoble, France.
The (002) Mg peak and the (110) MgH2 peak were measured during loading with
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hydrogen. Before the loading starts no hydride peak is present. After the hydrogen
gas is introduced, the Mg peak vanishes and the hydride peak appears. After no
magnesium is left the hydride peak is still less intense than the original Mg peak.
This fits to the nanocrystalline structure that forms. After the film was completely
hydrided hydrogen was pumped out. The hydride stayed stable in vacuum as it did
in the resistance measurement in figure 4.9. However, after heating the sample the
hydride peak vanishes at temperatures between 75 ◦C to 90 ◦C. Afterwards, higher
intensity can be found at the Mg peak position but no clear peak. Mg peaks have
been found in other samples that were loaded and afterwards unloaded by contact
with air. The peak area was found to be much smaller after hydrogen loading,
indicating the nanocrystalline structure found in the TEM experiments.
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Figure 4.10.: XRD diffractogram of (002) magnesium and (110) magnesiumhydride peak
measured in situ at the ERSF in Grenoble (λ = 1.078Å). After starting the hydrogen
loading the magnesium peak vanishes and the magnesiumdihydride forms (condition before
hydrogen is marked in black). After the film is fully hydrided the hydrogen is removed
and the film heated to 100 ◦C, leading to the vanishing of the hydride peak. The curves
measured without hydrogen during heating are shown in red.
4.3. Film morphology after hydrogen loading
Samples of all batches were studied after the hydrogen loading experiments using
TEM. In addition, some were studied by XRD. The results are collected in the
following. Figure 4.11 shows the grain structure of the IBS and PLD samples after
they were loaded and unloaded with hydrogen (compare figure 4.2 for the structure
before hydrogen loading). Again, it contains TEM bright field and dark field images
of the samples and a schematic drawing of the grain structure. It can be seen
that the structure of the two samples becomes more similar after hydrogen loading.
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Figure 4.11.: Example of the grain morphology of the IBS samples (left) and the PLD
samples (right) after hydrogen loading and unloading. For each a bright field and dark field
TEM image are shown. In addition, a schematic drawing of the typical grain morphology
is shown below the TEM images.
Both samples show nanocrystalline equiaxed grains, similar to those found in the
in situ experiments. In the IBS samples some indication of the original columnar
grains can be found. In accordance to this, XRD measurements still found (002)
magnesium peaks for the samples. This indicates that some orientation remains,
while the weaker peak confirms the smaller grain size. The same orientations with
weaker peaks are found in the PLD samples. For these, the main difference in the
grain structure is the size reduction of the large grains found in the as-prepared
samples. Large grains remain, but they are smaller than before. Table 4.2 shows
the results of the grain size measurements. The IBS samples show much smaller
grain sizes than before and the results of the TEM and XRD measurements now fit
well together. For the PLD samples only the size of the small grains is given for
the TEM value. The size does decrease slightly compared with unloaded films, but
the change is within the error range. The XRD value is slightly larger because it
contains an influence of the remaining large grains. However, it is also decreased in
comparison to the values before hydrogen loading.
The film thicknesses of the magnesium and palladium thin films were measured on
samples of the same batch. One sample was measured in the initial state and one
samples was measured after it was loaded with hydrogen and unloaded in air. The
relative change in film thickness between the as-prepared samples of a batch and
the loaded samples is given in figure 4.12. The full results can be found in table B.1
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in appendix B.1.1. While the samples of one batch were prepared at the same time,
their original thickness must not be equal, which should be kept in mind if comparing
the samples. Nevertheless, a general trend can be found that samples loaded with
hydrogen show larger Mg film thicknesses. This is not true for the Pd capping layer.
Only batch E shows a thicker Pd layer after loading with hydrogen and the difference
falls within the error range2. A value larger than zero means the film is thicker after
hydrogen loading. Almost all batches show an increase of the film thickness, only
the change of batch IBS-A is slightly below zero. The black dashed line shows the
theoretical linear elastic expansion calculated in chapter 2.1.2. It should be noted
that this value relates to the hydrided state, not the unloaded state measured in these
experiments. It therefore only gives the maximum, possible expansion for the films.
The red line is the average of all batches. One can see that the average is smaller
than the linear elastic theory would predict, but larger than zero. This indicates
plasticity that forms during the film expansion and is not reversible. Therefore, an
expansion remains after hydrogen is removed from the samples and the hydride is
decomposed. While all IBS samples are below the theoretical linear elastic value
the one PLD batch measured shows a large relative thickness change larger than
one. It is very probable that the Mg film of the sample loaded was already much
thicker than the sample not loaded, leading to an artificially large relative thickness
increase. Another possible explanation for the large increase would be grain sliding,
as nanocrystallization is almost not possible for the PLD films. Only the few, large
grains (compare figure 4.2) should be able to form dislocations to create smaller
grains. The small, equiaxed grains cannot form dislocation lines long enough to
reduce the strain energy of the volume expansion during hydride formation (for
additional information see e.g. [222] and [223]).
Figure 4.12: Com-
parison of the relative
film thickness change
after hydrogen loading
for different samples.
The red line is the
average change of
all samples. The
black dashed line is
the theoretical linear
elastic expansion as
calculated in section
2.1.2.
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2See table B.1 in appendix B.1.1 for the full results of the palladium layer thickness.
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5. Measurement results and
individual discussion of
diffusion coefficients of
hydrogen in nanocrystalline
MgH2
This chapter presents the results of the diffusion coefficient measurements. In the
beginning the limiting kinetic process will be evaluated. As discussed in chapter
2.1.4 and 2.3 the hydride formation requires different steps. The slowest of these
steps hinders the overall process. As in this work the diffusion coefficient is measured
by evaluating the overall kinetics of the system, it is necessary that the kinetics is
limited by diffusion. If this is not the case a measurement will not give a valid
diffusion coefficient. After the measurements, which are limited by diffusion, are
identified, the related diffusion coefficients are given in the second part of the chapter.
The measured coefficients are compared with different experimental parameters to
evaluate what influences the diffusion coefficient. Finally, the last part discusses the
finite-element simulation results. The FEM simulation results allow to evaluate the
influence of the grain and grain boundary diffusion coefficients (DV and DGB) on
the overall system diffusion coefficient Dsys. This is essential to the discussion of
the measured diffusion coefficients. The FEM results have been published in "FEM
simulation supported evaluation of a hydrogen grain boundary diffusion coefficient
in MgH2" [221].
5.1. Evaluation of the limiting kinetic process
In the following, the results of the resistance measurements, evaluating the limiting
process, will be given. Table 5.1 gives the result for all samples where a resistance
measurement was accessible1. For each sample a JMAK plot was prepared and
1This was the case for all samples except the batch IBS-C and sample IBS-A5.
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Sample tstart/(s)
percent
of t90
n dCV R
2
CV dJander R
2
Jander
IBS-A1 55 86 0.67 3.5 0.9804 1.2 0.9998
IBS-A2 325 77 0.82 1.6 0.9979 0.9 0.9997
IBS-A3 500 71 0.78 0.5 0.8758 1.3 0.9971
IBS-B1 80 90 0.46 3.5 0.9537 0.99 0.9891
IBS-B2 0 100 0.46 3.5 0.5347 1.0 0.6249
IBS-D1 0 88 0.77 (0.92) 3.5 0.9788 1.5 0.9943
IBS-D1 0 100 0.75 (1.1) 3.5 0.8346 1.1 0.9772
IBS-E13 0 40 0.4 (1.1) 3.5 0.7723 0.3 0.7844
18 000 60 1.3 (1.1) 3.5 0.9889 2.3 0.9892
IBS-E14 20 0.7 1.3 (0.4) 1.3 0.9786 0.2 0.9678
PLD-noPd 16 96 0.64 3.5 0.9323 3.5 0.9945
PLD-noPd 2800 98 0.36 (0.66) 3.5 0.9624 3.5 0.9674
PLD-Pd 4620 71 1.3 3.5 0.9624 0.9 0.9940
PLD-Pd5 250 69 1.3 0.9 0.9920 0.6 0.9900
Table 5.1.: Overview over results for the limiting kinetic process of each hydride formation
evaluated by resistance measurements. The first column gives the sample hydrided. tstart
is the starting time of the period in the JMAK plot with the longest constant slope. The
percentage of this period compared to the total time t90 is also given. Afterwards, the
following parameters are given for the studied period: the JMAK exponent n including
the exponent ni of equation 2.30 where relevant (see also table B.2), the fitted d values
for the contracting volume model (CV) and Jander’s model (see section 3.3.3). R2 is the
coefficient of determination for the two models. Black font indicates that the limiting
process seems to be diffusion controlled, while blue fonts indicate interface/surface limited
processes. For the measurement marked in red the limiting process is unclear.
the longest, straight slope in this plot was evaluated2 (compare chapter 2.3 for the
theoretical background and chapter 3.2.3 for the experimental procedure). Table
5.1 gives the starting point tstart of the region and what percentage of the overall
measurement time t90 it takes up. The total time is defined as the time until 90 % of
the overall hydrided volume is reached. For almost all measurements the discussed
time period contains over 70 % of the entire measuring time. Only for the second
loading of sample IBS-E1 a shorter time period was evaluated. It makes up only
0.7 % of the measuring time. The reason for this is that the diffusion coefficient
measurements were finished after this period. As the limiting kinetic process is
evaluated to determine if a diffusion measurement is valid it does not make sense
to evaluate time periods after the diffusion measurement. For the first loading of
sample IBS-E1 two time periods are evaluated as they are similarly large and the
diffusion measurements cover both.
2The overall number of regions with different slope can be found in table B.2 in appendix B.2.1.
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For each evaluated time period the following values are given: The JMAK exponent
n and the fitted dimension for the contracting volume model dCV , as well as for
Jander’s model dJander. A value of 3.5 is set as maximum of the fit of d, as values
above 3 have no physical meaning. For both models the coefficient of determination
R2 of the fit is given. This allows comparing the fit quality of the two models to
the data, indicating which model describes the data better. Where the parameter
of impingement was found to be low (see table B.2 in appendix B.2.1) the exponent
ni of equation 2.30 is also given in brackets. It can be comparable to the JMAK
exponent and may be more appropriate in these cases. Some additional values are
given in appendix B.2.1.
The majority of measurements evaluated (10 of 13) can be interpreted as diffusion
limited. In the following, some examples of these will be given before the three
measurements with different limiting processes will be discussed.
5.1.1. (1D) diffusion limited measurements
Figure 5.1 shows the volume fraction of the magnesiumhydride φMgH2 plotted over
time and the square root of time for sample IBS-A1. The plot given as function of
time shows a line to guide the eye, which is equal to the CV model in one dimension.
The same is shown in the other plot for Jander’s model. The time period given in
table 5.1 is marked by a red box. It can be seen that Jander’s model fits the data
better. The CV model in one dimension gives values below the data while a fit of
the model gives the dimension of dCV = 3.5 (see table 5.1). Jander’s model in one
dimension gives values only slightly below the data. Because of this, a dimension
of dJander 1.2 is given by the fit. This fits well to the JMAK exponent of n = 0.67,
which indicates a diffusion limited process with a dimension of slightly above one.
Almost all samples show a similar behavior as IBS-A1. Only sample IBS-E1 and
the two PLD samples differ and will be described below.
For the majority of samples the behavior can be summarized as follows (compare
table 5.1). The CV model in one dimension falls below the data and most of the
time the fit reaches the maximum value of 3.5. Where the maximum is not reached
Jander’s model still has a higher coefficient of determination R2. Jander’s model
has a dimension of around one, often slightly higher. In accordance with this, the
JMAK exponent is around 0.5, most of the time between 0.5 to 1. For sample
3The JMAK plot has two regions with relevant time length. The results for both are therefore
given.
4Contradictory to the other measurements, the minority part of the resistance measurement was
studied for this sample as discussed in the text.
5The sample was not unloaded between the two steps. During the first step it did not load
completely, a further pressure increase was needed.
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Figure 5.1.: Comparison of the volume fraction φMgH2, evaluated by resistance measure-
ment, to the CV model (top) and Jander’s model (bottom) for sample IBS-A1. The sample
shows a linear plot of volume fraction over the square root of time (see the red lines guiding
the eye). This indicates a kinetic limitation by a one-dimensional diffusion. The red box
marks the area which was evaluated for table 5.1
IBS-D1 the impingement parameter was low. Therefore, the JMAK results have to
be treated with caution. However, in this case the results of the CV and Jander’s
model support the JMAK result.
Figure 5.2 shows the results for the first loading of sample IBS-E1. Here, two regions
are evaluated, as stated above. The first region shows the same behavior as discussed
above for IBS-A1 and other samples. The fitted dimension of the Jander’s model
dJander is very low with 0.3 (see table 5.1). However, the CV model shows an worse
fit and the JMAK and impingement fits also indicate a probable diffusion limitation
with a dimension of around one. The second region in figure 5.2 shows a different
behavior. Again, the fit of Jander’s model is better than of the CV model, but
Jander’s model gives a dimension of dJander = 2.3. This fits to the JMAK exponent
of n =1.3, which can indicate a diffusion limitation with a dimension between 2
to 3 A fit to the Ginstling-Brounshtein model (see chapter 2.3) in two and three
dimensions represent the data better than Jander’s model (see see figure B.4 in
appendix B.2.1). As Jander’s model does not describe diffusion processes with a
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Figure 5.2.: Comparison of the volume fraction φMgH2, evaluated by resistance measure-
ment, to the CV model (top) and Jander’s model (bottom) for sample IBS-E1 (first time
loaded). The sample is limited by the hydrogen diffusion, however the dimension of the
diffusion process seems to change (see text).
dimension over one well, this is to be expected. Overall, it seems that sample IBS-
E1 is diffusion limited during the first time it was loaded with hydrogen. However,
the dimension of the diffusion process changes after 18 000 s.
5.1.2. Measurements with different limiting processes
Overall, three samples, IBS-E1 and the two PLD samples, show behavior that indi-
cates a non diffusion limited kinetics in some measurements. The volume fraction
φMgH2 of the second loading of sample IBS-E1 is shown in figure 5.3. The CV model
in one dimension fits the data well (figure 5.3, top), while Jander’s model in one
dimension overestimates the data (figure 5.3, bottom). This corresponds to a very
low fit value of the dimension for Jander’s model of dJander = 0.2 (compare table
5.1). The fit of the CV model has a dimension of dCV = 1.3 and the higher coeffi-
cient of determination R2. This indicates a limitation by an interphase or surface
process. For one dimension both processes result in the same analytic description,
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Figure 5.3.: Comparison of the volume fraction φMgH2, evaluated by resistance measure-
ment, to the CV model (top) and Jander’s model (bottom) for sample IBS-E1 (second
time loaded). The sample shows a linear plot of volume fraction over time. This can be
interpreted as either a limitation by a reaction interphase growth or an surface process (for
both in one dimension). The red box marks the area which was evaluated for table 5.1
as discussed in chapter 2.3. The JMAK exponent is n = 1.3, the same value as
for the second part of the first loading. There, it was interpreted as a diffusion
limited process. However, values between one and two are not unambiguous. Es-
pecially if the nucleation rate changes, many cases are possible. n = 1.3 can be
interphase limited for instantaneous nucleation with a dimension between one and
two and decreasing nucleation (see chapter 2.3). This would fit to the results of
the CV model. The same behavior as the second loading of sample IBS-E1 was
found for a second loading step of sample PLD-Pd. It was not a second loading
like for IBS-E1, because the sample was not unloaded, but the hydrogen pressure
was directly increased from 10 hPa to 30 hPa. In the following, the two interphase
limited measurements (marked by blue font in table 5.1) will not be evaluated for a
diffusion coefficient.
Figure 5.4 shows the development of the MgH2 volume fraction φMgH2 of sample
PLD-Pd (second time loaded). The interpretation of the limiting process of this
measurement is unclear. Neither the dimension of the CV model nor of Jander’s
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Figure 5.4.: Comparison of the volume fraction φMgH2, evaluated by resistance measure-
ment, to the CV model (top) and Jander’s model (bottom) for sample PLD-Pd (second
time loaded). The limiting process of this sample is unclear. The JMAK exponent is
below 0.5, while neither the CV model nor Jander’s model converge for a dimension below
d < 3.5.
model converges resulting in the maximum of 3.5. The JMAK coefficient is also
below the theoretical minimum of n = 0.5. As the impingement parameter is low,
this may be a result of the fact that the JMAK equation is not applicable (see table
B.2 in appendix B.2.1). Together with the high dimension found in the other fits,
no limiting process becomes evident. Because of this the measurement is omitted
for the evaluation of a diffusion coefficient. The first loading of the sample showed
the same high dimensions for the fits of the CV and Jander’s model (compare table
5.1). However, the impingement factor of the first loading is large and the JMAK
exponent is at n =0.64. This value of n is similar to the other samples, which were
interpreted as diffusion limited in one dimension. The diffusion coefficient of the
first loading is therefore included in the following chapter.
As stated above, for the samples of Batch IBS-C and sample IBS-A5 no resistance
measurement data is available, therefore no limiting kinetic process can be evaluated
for these measurements. As most measurements were found to be limited by diffu-
sion, this is also assumed for the samples IBS-C and IBS-A5. However, it should be
kept in mind that this is an assumption.
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5.2. Results of overall system diffusion coefficient
measurements
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Figure 5.5.: Diffusion coefficients measured in this work sorted after sample. The PLD
samples are marked by a grey box. Black squares are measured by in situ XRD measure-
ments, blue triangles are measured by gas volumetry measurements and red circles are
measured by resistance measurements.
Three methods were used to measure diffusion coefficients: X-ray diffraction (see
chapter 3.5 and equation 3.20), gas volumetry (see chapter 3.2 and equation 3.10)
and resistance measurement (see chapter 3.3 and equation 3.17). These methods give
the overall system diffusion coefficient of the sampleDXRD/G/Rove (the superscript gives
the measurement method). This is most likely a combination of the grain diffusion
coefficient DV and the grain boundary diffusion coefficient DGB, but the single
components cannot be distinguished by the methods utilized in this work. Table B.3
in the appendix B.2.2 gives the results for the different samples measured. The same
information is shown in figure 5.5. Diffusion coefficients measured by in situ XRD are
plotted in black, values measured by a resistance measurement are plotted in red and
the gas volumetry measurements are plotted in blue. The PLD samples are marked
by a gray background. The black dashed line gives the average diffusion coefficient
of all diffusion coefficients measured: Dove = 6.9+140−6.5 ·10−18 m2 s−1. The gray solid
lines mark are the variance. The average was calculated from the logarithm of the
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diffusion coefficients, because diffusion coefficients are expected to be log-normal
distributed. Figure 5.5 shows that the measured diffusion coefficients for a single
sample fit together well, independent of the method. This is even more valid if only
a single loading step is taken into account6. Because of this, in the following the
average diffusion coefficient of each loading step is discussed.
di
ffu
si
on
co
effi
ci
en
t
/m
2
s−
1
10−17
10−18
10−19
10−20
10−16
103 104 105 106
teval /s
10 100 1000
λ
a) b)
Figure 5.6.: Comparison of the diffusion coefficient with (a) the time range of the evalu-
ation teval and (b) λ. The PLD samples are marked as blue diamonds. Samples where no
resistance measurement was available to measure the diffusion length are marked as open
circles. The average and variance of all diffusion coefficients is marked by a dashed black
line and gray solid lines respectively.
Figure 5.6 a) compares the diffusion coefficients evaluated by gas volumetry and
resistance measurements with the evaluated time teval. Both methods are based
on the diffusion from a well-stirred fluid of limited volume using the first term
approximation as discussed in chapter 3.2.3 and 3.3.3 (equation 3.10 and 3.17). The
first term is an appropriate approximation for long measuring times. Therefore,
for short times a change in the measured diffusion coefficients can occur as the
approximation becomes invalid. This is not found for the measurements in this
work.
Figure 5.6 b) compares the diffusion coefficients with λ (compare equation 3.5).
Again, no trend is found. As discussed in chapter 3.2.2, the first term approximation
is appropriate for λ >0.4. This is fulfilled for all samples. Therefore, no dependency
of the diffusion coefficient on λ is expected. In both parts of figure 5.6 the blue
diamonds mark the PLD samples. While one shows a very low diffusion coefficient
the other falls within the variance of all samples.
Open circles mark samples that were measured without a resistance measurement
(this includes both samples of batch IBS-C and sample IBS-A5). This means that
6Only for sample IBS-D1 and IBS-E1 more than one loading step were measured.
99
5. Measurement results of diffusion coefficients of hydrogen in nanocrystalline MgH2
no diffusion length was measured at the same time. To evaluate the diffusion length
for these samples the hydrogen concentration cH in the sample was calculated by
equation 3.2. Assuming a maximum concentration of cH =2 and a linear hydride
front growing through the magnesium film, the volume fraction φcMgH2 of the MgH2
can be estimated:
φcMgH2 ≈ cH/2
For some samples this value can be compared with the volume fraction φRMgH2 as
calculated from the resistance values (see figure B.5 a) in appendix B.2.2). It was
found that φMgH2, as calculated via the concentration cH is smaller than when
calculated via the resistance R. This is important to remember as the resistance
already underestimates the hydride volume fraction φMgH2 (see chapter 3.3.2).
Figure 5.7: Comparison
of the diffusion coefficient
with the grain size. The
PLD samples are marked
as blue diamonds. Sam-
ples where no resistance
measurement was available
to measure the diffusion
length are marked as open
circles. The average and
variance of all diffusion co-
efficients is marked by a
dashed black line and gray
solid lines respectively.
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As discussed in chapter 2.2.4 grain size can influence the diffusion coefficient in poly-
crystals because it changes the amount of influence the volume and grain boundary
diffusion coefficients have on the system diffusion. Therefore, figure 5.7 presents the
diffusion coefficient as a function of the grain size of the sample. The in-plane grain
size of the as-prepared samples was applied for anytime a sample was measured for
the first time (see table 4.2 and chapter 4.1). If the sample was loaded a second
time the grain size of the loaded and unloaded sample was applied (see table 4.2 and
chapter 4.3). This size was measured after all loading experiments were finished.
Therefore, it is implied that the grain structure changes during the first loading but
not significantly afterwards. This is assumed because of the results shown in chapter
4. No dependence on the grain size can be found. The PLD samples may be, on
average, slower than the IBS samples but this is not a clear dependence.
Two possible dependencies of the diffusion coefficient on experimental parameters
were found in this work. The first is shown in figure 5.8. The diffusion coefficients
are shown as function of the hydrogen loading pressure pH . A possible increase for
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increasing hydrogen pressure is found and indicated by a red dotted line. It will
be discussed in chapter 6.3. Figure 5.9 shows the other possible dependence. The
diffusion coefficient is plotted as function of the iron content of the samples. A linear
fit shows the increase of D with increasing iron content. The diffusion coefficients
are plotted linearly to clarify the linear dependence. As before, the black dashed
line still shows the average diffusion coefficient and the gray solid lines the variance.
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Figure 5.8.: Comparison of the diffusion coefficient with the hydrogen loading pressure pH .
The PLD samples are marked as blue diamonds. Samples where no resistance measurement
was available to measure the diffusion length are marked as open circles. The average and
variance of all diffusion coefficients is marked by a dashed black line and grey solid lines
respectively. The red dashed line is a guide-of-eye for a possible correlation between pH
and D.
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Figure 5.9.: Comparison of the diffusion coefficient D with the iron content of the sample.
The PLD samples are marked as blue diamonds. Samples where no resistance measurement
was available to measure the diffusion length are marked as open circles. The average and
variance of all diffusion coefficients is marked by a dashed black line and gray solid lines
respectively. The red fitting function shows the linear dependence between D and the iron
content.
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5.3. Results of the FEM simulations
To determine how the grain boundary diffusionDGB coefficient influences these over-
all diffusion coefficientsDove FEM simulations were performed (see chapter 3.6). The
results of the FEM simulations will be presented in this section. For each simula-
tion the single diffusion coefficients of the grain DV and the grain boundary DGB
are known. Therefore, changes in the overall diffusion coefficient can be correlated
with the single components. First, it will be evaluated how well each of the Harri-
son regimes describes the data sets at different grain sizes and ratios of DV /DGB.
Therefore, a simulation time of t =10 s will be evaluated. Afterwards, the influence
of time will be shown by comparing the results at t =10 s with results at t =100 s.
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Figure 5.10: Rel-
ative deviation of
the extracted grain
boundary diffusion
coefficient DextGB as
function of the grain
diffusion coefficient
DV . The data was
evaluated at the simu-
lation time of t = 10 s.
DextGB was evaluated
assuming regime A
and equation 3.21.
The gray area marks
a rel. deviation −0.2
< ε < 0.2. The figure
is reproduced from
M.Hamm et al. [221]
Figure 5.10 shows the relative deviation ε for the extracted grain boundary diffusion
coefficient DextGB in regime A7. The dotted black line indicates ε = 0, where the
extracted grain boundary diffusion coefficient DextGB is equal to the original value of
10−17 m2 s−1 put into the simulation. It can be seen that regime A works best for
the highest DV and the deviation to data of the FEM simulation results gets larger
with lowering DV . Furthermore, a strong influence of the grain size can be found.
The relative deviation ε gets larger by increasing the grain size and the deviation
between different grain sizes gets larger for lower values of DV . For 50 nm large
grains the simulation gives already at DV =10−18 m2 s−1 a relative deviation of ε =
16. This deviation increases further by decreasing DV up to a value of ε = 228. For
small grain sizes of d = 2 nm the relative deviation only grows from ε = −0.02 to
ε = 0.71.
7See chapter 3.6.1 about how the relative deviation ε is calculated.
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Figure 5.11: Rel-
ative deviation of
the extracted grain
boundary diffusion
coefficient DextGB plot-
ted as function of
the grain diffusion
coefficient DV . The
data was evaluated at
the simulation time
of t = 10 s. DextGB was
evaluated assuming
regime B and equation
2.21. The gray area
marks a rel. deviation
−0.2 < ε < 0.2. The
figure is reproduced
from M.Hamm et al.
[221]
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Figure 5.11 shows the relative deviation ε assuming regime B. It can directly be
seen, that the deviation for regime B stays smaller than with regime A (compare
figure 5.10). The maximal relative deviation for all grain sizes and DV studied is
ε = −0.98. Also, the deviation is negative for most parameter combinations, which
means that the true grain boundary diffusion coefficient is underestimated by regime
B. In regime A, the grain boundary diffusion was mainly overestimated. Thus, at the
given time of t = 10 s, regime B works best for DV = 10−18 m2 s−1, with some minor
dependence on the grain size. For smaller values of DV the relative deviation gets
larger, however the dependence on the grain size does vanish with smaller DV .
Figure 5.12 shows the relative deviation ε assuming regime C. Opposite to the results
assuming regime B (compare figure 5.11), the deviation gets smaller with decreasing
DV in figure 5.12. Regime C generally underestimates the true grain boundary
diffusion coefficient as ε < 0.
To study the impact of time on the diffusion regimes different loading times have
been studied. Figure 5.13 compares the results for t =10 s (on top) with the results
at a time of t = 100 s (on bottom). The relative deviation ε of all three Harrison
regimes are summarized in one figure. Each regime is colored according to figures
5.10, 5.11 and 5.12, meaning regime A is plotted in blue, regime B in red and
regime C in black respectively. The comparison of the two loading times allows
evaluating the time dependency on the relative deviation, for each regime itself and
in comparison to the other regimes. As already discussed, at t = 10 s regime A or
B give the best description of the set grain boundary diffusion coefficient for larger
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Figure 5.12: Rel-
ative deviation of
the extracted grain
boundary diffusion
coefficient DextGB plot-
ted as function of
the grain diffusion
coefficient DV . The
data was evaluated at
the simulation time
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evaluated assuming
regime C and equation
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DV . In general, it can be concluded that for very small Mg grain sizes regime A is
the best assumption, while for larger Mg grain sizes regime B may give better values.
However, for longer times regime A becomes the better description for increasing
grain sizes. Regime C gives the best assumption of the grain boundary diffusion
coefficient for smaller values of DV (this corresponds to a large value of ∆). This
result does not depend on the grain size.
Figure 5.13 shows that with increasing time and a given DV the systems diffusion
kinetics transforms from one regime into the next. For example, while at t = 10 s and
DV = 10
−20 m2 s−1 regime C gives the best approximation for the chosen DGB, this
changes for t =100 s. Here, regime B has a smaller relative deviation ε than regime C
and, for small grain sizes, the deviation of regime A is even smaller. But, one can still
summarize that regime C is the best approximation for small DV . While evaluating
the simulation data, it should be kept in mind that the simulations did stop after
t = 100 s. This maximum of the time sequence was chosen because the maximal
diffusion length was only 100 nm. For longer times the analytical solution for a
isotropic front is no longer valid (see equation 3.21 in chapter 3.6.1), as it assumes
a semi-infinite medium. This approximation does not hold for longer times. The
obtained results can be easily rescaled to longer times t and larger distances l, using
D ≈ l2/t. For example, if the sample allows for diffusion lengths in the micrometer
range (10 times larger) figure 5.13 gives the appropriate regimes at times of t =
1000 s and t = 10 000 s. Thus, the figures can be applied to many sizes of Mg
samples, employing easy rescaling.
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Figure 5.13.: Relative deviation of the extracted grain boundary diffusion coefficient ε to
the set value of DGB = 10−17 m2 s−1 plotted as function of the grain diffusion coefficient
DV . The top figure was evaluated at the simulation time t = 10 s. The bottom figure was
evaluated at the simulation time t = 100 s. The gray area marks a rel. deviation −0.2
< ε < 0.2. Regime A is marked in blue and dotted lines, regime B in red and dashed lines
and regime C in black and solid lines. The figure is reproduced from M.Hamm et al. [221]
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6. Global discussion of the
experimental results
In the following, the results presented in chapter 4 and 5 will be discussed. First, the
morphology of the samples and their structural changes will be compared with the
literature. Thereafter, the FEM simulations will be discussed. Their comparison
with literature allows for more insight into the influence of the grain boundaries
on the overall diffusion process in the Mg–H system. This knowledge is applied
afterwards to discuss the experimentally evaluated overall diffusion coefficients. By
taking into account the results of the FEM simulations, the presence or absence
of dependencies on grain size and iron content, as well as the hydrogen loading
pressure can be explained. Finally, after increasing the gas pressure surrounding an
already hydrided sample a short-term increase and long-term decrease was found
(compare figure 4.9). This effect will be discussed below. The chapter is concluded
by taking the results of this work and showing how they may improve magnesium
for a hydrogen storage application.
6.1. Structural changes in Mg thin films by
hydride formation
The first part of this chapter compares the sample grain structure with other Mg
thin films studied in literature. Afterwards, the changes during hydride formation
are discussed with special regards to the influence of internal stresses that are created
during the formation of MgH2.
6.1.1. Film structure after preparation
A columnar film morphology was found for the IBS samples (see chapter 4.1). The
magnesium grows in an (002)/(004) orientation on the (100) oriented substrate (see
figure 4.1). During hydrogen loading a (110) oriented MgH2 peak appears (compare
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figure 4.10). The out-of-plane grain size after preperation was similar to the film
thickness, only at the substrate interface smaller grains with out-of-plane grain sizes
of about 100 nm to 200 nm were found (compare figure 4.2). The in-plane grain size
is dependent on the film thickness (see figure 4.3). A similar initial film morphology
was found by Uchida et al. and Qu et al. [44, 76, 140]. Both groups prepared Mg
thin films by sputter deposition on (100) silicon substrates, as it was done in this
work. A (002) Mg peak was found by both groups after preparation. This peak
vanished during hydrogen loading and a (110) MgH2 peak appears. Uchida et al.
found the same columnar grain structure in their films before hydrogen loading [76].
In addition, they found an increase of the in-plane grain size with increasing film
thickness similar to what was presented in figure 4.3. Singh et al. prepared thin Mg
films on silicon substrates by sputter deposition, as well as pulsed laser deposition
[37]. The results Singh et al. found for the sputter deposited thin films are similar
to the films studied in this work and the films prepared by Qu et al. and Uchida
et al. For the PLD thin films a different structure was found, as will be discussed
below.
The PLD thin films studied in this work show a nanocrystalline equiaxed grain
structure, containing some large columnar grains. The large grains are similar to
the grain structure found in the IBS films. The nanocrystalline grains are much
smaller than the grains in the IBS samples, with sizes of about 15 nm. The PLD
films show the same (002)/(004) Mg orientation on (100) silicon substrates1. Singh
et al. found a different film morphology for their PLD magnesium thin films [37].
Droplets, similar to those discussed in chapter 3.1.2, are present on the samples.
Singh et al. reduced the number of droplets by increasing the distance between
target and substrate. However, they were not able to produce droplet free samples,
as it was done in this work. The PLD films themselves showed a columnar structure
similar to the sputter deposited films. However, an increased number of polycrystals
and grain boundaries were described. Also, XRD studies found additional (10-10)
and (10-11) peaks.
The large grains still present in the PLD films studied in this work may be com-
parable to the results of Singh et al. However, the small polycrystals, described
by Singh, make up the majority of thin films in this work. The reason may lie in
the different preparation parameters of Singh et al., indicated by the still present
droplets. A comparison to the films of Singh seems to indicate that the reduction
of droplets also leads to a reduction of grain size. However, this may not be a direct
correlation. The droplet density in this work was reduced by reducing the laser
flux on the target. This should lead to less material deposition on the substrate.
Especially, it may reduce the deposition of complexes in the size of several atoms
and clusters. These may act as pre-formed grain nuclei that grow further, while at
other places the grain structure must nucleate and grow on its own. Hence, the grain
1Additional XRD results confirming the structure are shown in appendix B.1.2.
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structure becomes more nanocrystalline as fewer large grains grow from pre-formed
nuclei. Finally, the PLD films prepared in this work do not show different XRD
peaks than the IBS films. Only the (002) Mg peak was detected.
6.1.2. Influence of hydride formation: internal stresses and
their consequences
The ETEM results give a good insight into the changes the Mg thin films undergo
during the hydride formation. As figures 4.5 and 4.6 show, the hydride forms in
the thinnest part of the Mg film (Window 1, see figure 4.4). Afterwards, it grows
roughly half-spherical. At the interface to the Pd capping layer fingers form and
grow outwards through the TEM lamella.
Several things can be taken from these results. First, the hydrogen seems to enter
from the palladium (and platinum) covered side. This can be concluded from the
growth behavior of the hydride, which indicates that additional hydrogen only enters
through the magnesium/palladium interface. This behavior can be easily explained
by a magnesiumoxid layer that is known to form on magnesium (compare chapter
2.1.4). The oxide forms on the sides of the lamella, only leaving a clean interface to
the substrate and the Pd capping layer. The absorption of hydrogen is prevented
by the oxide. Therefore, hydrogen only can enter through the Pd capping layer.
Second, only one hydride nucleus forms in the lamella and it does so in the thinnest
part of the lamella (see figure 4.4 for the relative thickness of the lamella). The
hydride formation in Mg thin films has been discussed by Uchida et al. [44, 76].
It was proposed that the hydride nucleates at the palladium/magnesium interface,
growing afterwards in a half-spherical shape. At some point it will form a closed
layer, which grows further through the film2. The Uchida model describes many
phenomena found in the ETEM lamella correctly, e.g. the initial nucleation at the
palladium/magnesium interface and the half-spherical growth. However, it needs
to be taken into account that the lamella is not identical to a thin film. One main
difference is the stress that forms during the volume expansion upon formation of
the hydride (see chapter 2.1.2 and the discussion in the following).
In accordance with the differences of a lamella to a thin film, the growth of the
hydride phase was found to be slightly different from the model given by Uchida
et al. [44]. The fingers growing along the magnesium/palladium interface are not
predicted by Uchida (see figure 4.6 a) to c) ). They do fit to measurements about the
in-plane diffusion of hydrogen in Mg thin films, done by Teichmann et al. [224]. A
2At this point the hydride growth slows significantly as the growth becomes limited by the diffusion
through the magnesiumhydride.
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very fast in-plane diffusion was found, with a diffusion coefficient of 3 · 10−12 m2 s−1.
One possible explanation for this was an accelerated diffusion along the magne-
sium/magnesiumoxide interface in the sample. A similar effect may be present
here. A diffusion coefficient for the finger has been calculated in chapter 4.2 as
2 · 10−15 m2 s−1. While the growth of the finger was confirmed to be limited by
diffusion, it is not clear which diffusant diffuses in which material. This makes it
difficult to compare the diffusion coefficient with others. The value is much lower
than the value measured by Teichmann et al., but the difference may simply be the
different type of interface, which is here magnesium/palladium3.
The value calculated above is still much higher than the diffusion coefficients mea-
sured for other samples in this work. The diffusion process measured in these cases
is the vertical diffusion after a closed layer was formed. The average diffusion co-
efficient was found to be D = 6.8+140−6.6 ·10−18 m2 s−1. A diffusion coefficient can be
estimated for the same process from the in situ experiment. After the finger forms
a closed layer in window 2, the hydride can be seen to grow further below it (see
figure 4.6 c) and d)). By measuring the growth distance l over time a diffusion
coefficient can be estimated as D ≈ (1/2d) · (l2/t). Thereby, D ≈1 · 10−17 m2 s−1
was evaluated. This value is inside the variance of the average D measured in the
other experiments.
Finally, the preferred growth along the magnesium/palladium interface found here
leads to a closed hydride layer earlier than a half-spherical growth would achieve.
This is an advantage for the results in this work as the growth of a layer parallel
to the surface is used as a model at different points. One being the three-layer
model applied to calculate the hydride volume fraction φMgH2 (see chapter 3.3.2)
and, another being the model developed to evaluate a diffusion coefficient by in situ
XRD (see chapter 3.5). Therefore, if a closed layer is formed by finger growth these
models can be applied with less error on the results.
Stress influence on the thermodynamics
For a thin film the in-plane expansion is almost completely prevented by the adhesion
between film and substrate. As calculated in chapter 2.1.2 the volume expansion of
the hydride compared to the magnesium is about 32 %. This large volume expansion
creates large strains and stresses. Uchida et al. performed COMSOL Multiphysics
simulations to show that stresses of several hundred MPa are expected to form in
the magnesium and higher stresses are predicted in the growing hydride [44]. Similar
values were experimentally confirmed by Uchida et al. for the magnesium.
3Another explanation may lie in the change of the microstructure and the corresponding formation
of high angle grain boundaries as published by Hamm et al. [210].
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The cross sectional TEM lamella has a different set of limiting influences, as two
different in-plane directions have to be taken into account: one parallel to the elec-
tron beam direction and one orthogonal to the beam. Both are parallel to the
substrate/magnesium and magnesium/palladium interfaces. The expansion in out-
of-plane direction can be treated as free expansion, as it is done for the thin film.
However, for a thin film any direction in-plane is treated equally. For the lamella,
as well as the thin film the stress in the material does depend on two components:
the expansion and the limitation of the material. The overall expansion scales with
the volume (see chapter 2.1.2). The limitation depends on the surface area that is
prevented from expansion4. For a thin film the thickness is much smaller than the
size in-plane. Therefore, the problem can be simplified by only taking into account
the interface adhered to the substrate and the surface. To clarify this, one takes
an exemplary thin film with in-plane dimensions l1 and l2 and a thickness d. This
means the surface is equal to 2 · (l1l2 + l1d+ l2d). As d << l1 ≈ l2 this simplifies to
2 · l1l2. One surface of size l1l2 is the substrate/magnesium interface and is prevented
from expansion. The other surface of the same dimension is free to expand. This
means that for a given volume about half of the surface is limited from expansion,
giving rise to stresses. For the lamella, still the interface between substrate and thin
film prevents expansion. However, the size of this interface is not any longer much
larger than the other sides, so they need to be taken into account. One take an
exemplary lamella, again with a (film) thickness d. Let l1 be the long side of the
lamella, being orthogonal to the beam and parallel to the interface (in figure 4.4 l1
would run from left to right and d from top to bottom). l2 is the direction parallel
to the beam. Now l2 is the smallest size, but no size is as much smaller as d was for
the thin film. Therefore, one should take 2 · (l1l2 + l1d+ l2d) as the relevant surface,
but again only an area of l1l2 is limited in its expansion. This means that much less
of the overall surface is limited compared to a thin film. Therefore, smaller stresses
are reached in the lamella for the same volume of material expanding. Furthermore,
thinner parts of the lamella have even less limited surface, as the interface area to
the substrate is reduced, while the sides stay the same (in the example given thinner
regions only are reduced in l2).
As discussed in chapter 2.1.2 the thermodynamics of metal-hydrogen systems can
change drastically under the influence of stress [84, 85, 86]. The changes include an
onset of hydride formation shifted to higher hydrogen concentrations. This means
that regions with lower (compressive) stresses will form hydrides before those at
higher stresses. This explains why the thin films presented in this work need up to
10 hPa to form hydrogen. A value much higher than the value of 0.3 Pa for bulk
(see chapter 2.1.1) and even than the value of 12 Pa for thin films in the literature
(see chapter 2.1.2). The stress present in the Mg thin films during loading with
hydrogen (in addition to the intrinsic stress coming from lattice mismatches to the
4The influence of the free surface on the developing stresses are discussed by Burlaka et al. in
the supplemental materials of citation [86].
111
6. Global discussion of the experimental results
substrate) increases the necessary pressure to form the magnesiumdihydride5. The
difference to the literature value for thin films seems to indicate that the stresses
in the thin films studied here are higher than in literature. The reason for these
larger stresses is unclear. It is possible that the higher loading pressure found in this
work is not only the result of changes in the thermodynamics, but also of additional
kinetic barriers6. For the TEM lamella a pressure of 6.5 hPa was enough to form
the hydride, because the lamella develops less stress upon hydride formation (see
discussion above). The stress limits also the local hydride formation in the lamella.
Because the stress in the thinnest part of the lamella is the lowest, this part of
the lamella first forms the hydride7. For the thin film the stress should be much
more uniformly distributed, leading to a statistical formation of hydride nuclei as
discussed by Uchida et al. [44].
The large stresses described above may be the reason why the magnesiumhydride
does not seem to be stable at room temperature. As discussed in chapter 2.1.1 a
temperature of about 577 K is needed to form the magnesium phase from magne-
siumdihydride. The films studied in this work transform back to magnesium for
temperatures 300 K below this value. However, the thermodynamics influences of
stress not only shift the onset of the hydride formation to higher chemical poten-
tials8. At the same time the onset of the formation of the magnesium phase from the
hydride phase is shifted to lower chemical potentials [84, 85, 86]. Both phenomena
are a result of the reduction of the critical temperature of the two-phase region.
The high (compressive) stresses therefore explain the destabilization of the hydride
phase. Furthermore, air is necessary to unload the samples. The probable reason for
this is that the Pd capping layer on top prevents an association of hydrogen atoms
to a hydrogen molecule9. Adding air allows the hydrogen atoms to form H2O vapor.
Therefore, unloading in vacuum is limited by the desorption from the surface. For
high temperatures, air seems not to be necessary as shown in figure 4.10 for the in
situ XRD experiments. The high temperature of (350± 15) K seems to allow the
hydrogen to form molecules without the support of air. Opposite to the results of
Paik et al., the electron beam does not seem to destabilize the hydride phase [212].
The difference may be the fact that the study in this work took place in a hydro-
gen atmosphere and not in vacuum. Therefore, the hydride is in thermodynamic
equilibrium with the atmosphere and has no reason to form the Mg phase. It was
not studied if the magnesium is formed under the electron beam if the hydrogen is
removed. This may be of interest for future research.
5For a similar behavior in Pd1-xFex films see citation [84].
6Other possible reasons for increases in the plateau pressure in thin films were discussed by Pivak
et al. [26] and Mooij and Dam [225].
7A much more detailed discussion of the influence of local stresses on the formation of the MgH2
phase in the lamella is given by Hamm et al. in reference [210].
8The chemical potential is proportional to a fixed hydrogen concentration in the sample and a
fixed hydrogen pressure surrounding the sample.
9See chapter 2.1.4 for more information about the good H2 dissociation properties of palladium.
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Ham et al. found formation of the MgH2 γ-phase during the hydride formation
in thin magnesium films and magnesium-niobium multilayers [71]. This was not
found in this work. The in situ XRD results show the formation of a hydride peak,
which fits better to the theoretical value of the β-phase (see figure 4.10 in chapter
4.2). Further, no indication of the formation of the γ-phase was found in XRD
measurements after the hydride formation (see appendix B.1.2). Ham et al. loaded
their samples at 0.25 MPa and 373 K. This is the only obvious difference to the
studies in this work and may explain the formation of a different phase. The higher
gas pressures may support the high stresses in the thin films in the formation of
the γ-phase. Nevertheless, some similar results between the work of Ham et al.
and this work have been found. In both studies the respective hydride phase forms
the metallic Mg phase at much lower temperatures as the bulk system. Ham et al.
found hydride desorption at temperatures of 400 K and below in vacuum. This is
similar to the desorption temperatures found in this work (see discussion above).
Ham et al. argued that the destabilization is a result of the metastable γ-phase,
which forms because of high stresses. In this study the destabilization was argued
to directly result from the high stresses.
Stress influence on the grain microstructure
A nanocrystalline structure was found for all samples, after being hydrided. For
both sample types, IBS and PLD, a nanocrystalline structure with grain sizes around
10 nm was found. The ETEM experiment shows that the structure already changes
during the first loading and that the changes occur in the hydrided regions (see
figure 4.7). The change is not reversible, as after contact with air no MgH2 can
be detected anymore, but the nanocrystalline structure is still present (see figure
4.8). The change in grain structure and size explains also other results found for
the thin film samples. The Mg (002) peak was always found to be weaker after
hydride formation and decomposition. This can be explained by the smaller volume
fraction of the Mg grains, as more relative volume is taken up by grain boundaries
and other defects not contributing to the XRD peak. The same defects lead to a
higher resistance of the sample after the sample was loaded and unloaded (see figure
4.9).
Overall, the nanocrystalline structure explains the experimental results in chapter
4. This structure has been published before by Hadjixenophontos et al. [226]. They
showed the same structure change in Mg thin films loaded with hydrogen at 150 ◦C
and 5 · 103 hPa. Further, they presented the same XRD peaks for Mg ((002) peak)
and MgH2 ((110) peak) as in this work and in the literature [37, 44, 140]. For a
film that had transformed halfway to MgH2 they found a layer of hydride on top of
the unchanged Mg. This fits well to the model of Uchida as discussed in chapter
2.1.4 (compare figure 2.5). As they loaded the thin film first and prepared the TEM
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lamella afterwards it makes sense that a more homogeneous hydride layer forms
compared to the in situ experiment presented above. The thin film has an isotropic
stress field and therefore no preferred spots of nucleation (opposite to the case of
the lamella), leading to a nucleation at several positions at once, as discussed in the
Uchida model.
The question remaining is why the crystal morphology changes during hydride for-
mation. According to the discussion above, it seems probable that the reason is the
stress induced by the hydride. These stresses seem to be large enough to lead to
relevant plasticity, which creates the nanocrystalline structure. The occurrence of
plasticity explains also the relative change of the Mg film thickness presented in fig-
ure 4.12. The measurement compares a film that was not hydrided with a film that
was hydrided but completely unloaded of hydrogen at the time of the measurement.
Therefore the leftover expansion is not the elastic, but due to plastic deformation.
This indicates plastic deformation of the Mg film during hydrogen loading10.
To put it in a nutshell, the study of the grain structure of the Mg thin films shows
how important stresses are in thin films. For the Mg–H system studied here on the
one side they lead to drastic change in the grain morphology. On the other side,
they lead to changes in the thermodynamics, increasing the necessary hydrogen
pressure to form hydride, while simultaneously making it easier to decompose the
MgH2 phase by decreasing the unloading pressure.
6.2. Comparison of FEM simulations with
literature
The following two sections discuss the results of chapter 5. However, in contrast
to that chapter, the discussion will start with the results of the FEM simulations.
The reason for this is that the FEM simulations allow to separate the influence of
the grain boundary diffusion and the grain diffusion on the overall system diffusion
process. This is helpful for the following discussion of the experimentally obtained
system diffusion coefficient. The FEM simulations are compared first with the the-
oretical predictions of diffusion in polycrystals from the literature as collected in
chapter 2.2.4. Afterwards, it is discussed what this tells us about the literature
diffusion coefficients of H in the Mg–H system. The literature diffusion coefficients
have been presented in figure 2.6 in chapter 2.1.4.
10The creation of plasticity as a result of the high (local) stresses is discussed in more detail by
Hamm et la. for the ETEM lamella in reference [210].
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6.2.1. Comparison with theory of grain boundary diffusion
First, the results for the three Harrison regimes will be discussed individually. Figure
5.10 shows the relative deviation ε for the regime A. The deviation is always positive,
meaning the extracted diffusion coefficient DextGB overestimates the true value DGB.
Furthermore, the deviation gets larger for decreasing DV and increasing grain size
d. All of this can be explained by the nature of Deff (see chapter 3.6.1), which is
the measured value of experiments in regime A. As Deff is a volume average of the
two individual diffusion coefficients, the contribution of the grain boundary diffusion
coefficient gets larger with decreasing grain size. Therefore, for very small grain sizes
Deff ≈ DGB and ε gets small. As realistic samples commonly have larger grain sizes
than described here, regime A seems to be applicable only if DV /DGB ≤ 10. If this is
not fulfilled, the deviation ε gets larger as regime A is not an appropriate description
of the overall process. For small DV the grain boundary diffusion coefficient DGB
has a stronger influence on the overall diffusion than regime A would predict. In
these cases the deviation ε gets larger for larger grains, as the influence of the grain
is overestimated by regime A. This leads to an overestimation of DextGB to balance
the overestimation of the low values of DV .
Similar effects act in regime B, presented in figure 5.11, but have a different influ-
ence. The relative deviation ε does not depend much on the grain size for DV <
10−18 m2 s−1, but is negative. This is a result of the vanishing influence of the grain
diffusion on the total diffusion. The smaller the grain diffusion coefficients get, the
smaller the transport from the GB into the grain interior is. Therefore, the average
concentration at a given depth depends less on the transport through the grains but
depends more strongly on the transport through the grain boundaries. This helps
fulfilling the assumption of regime B that the single grain boundaries are isolated.
Therefore, for a low enough grain diffusion all grain sizes give the same result. How-
ever, at the same time the leakage into the grain from the grain boundary is reduced,
which makes regime B less appropriate. Because the leakage into the grain is less
for low DV the average concentration is also lower for a given depth. This leads to
a lower result of DGB in equation 2.21 and a negative ε.
Finally, figure 5.12 shows ε evaluated for regime C. It is found to be negative for all
DV , getting closer to zero for low DV . This comes up to expectations: regime C only
assumes transport in the GB, which gets more valid with decreasing influence of the
grain diffusion. This further explains why smaller grain sizes are better described
by regime C behavior. For smaller grain sizes the GB has a stronger contribution
to the total transport because of its larger volume ratio, thereby decreasing the
deviation. Regime C always underestimates the true value, as any influence of the
grain diffusion will decrease the overall diffusion, which is assumed to be equal to
the grain boundary diffusion in regime C.
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Figure 6.1.: Theoretical prediction of the Harrison regimes in comparison with the grain
size d and the grain diffusion DV at time t = 10 s and 100 s. The grain boundary diffusion
coefficient is set to DGB = 10−17 m2 s−1 and the grain boundary size is assumed to be δ=
1 nm. Black dashed lines show the grain sizes studied by FEM simulations and solid black
lines give the separation from a ultrafine grained sample (lower left), to a fine grained
sample (middle) and coarse grained sample (upper right).
The influence of time on the three regimes was presented in figure 5.13. It can be seen
that the regime, which describes the overall process best, changes with time. This
meets the expectations as e.g. regime B’s requirement of isolated grain boundaries
becomes less valid with increasing diffusion time. For comparison, figure 6.1 shows
the theoretical predicted regime for a given grain diffusion coefficient DV , grain size
d and time t. The grain boundary diffusion coefficient is set to DGB = 10−17 m2 s−1
and the grain boundary size is assumed to be δ= 1 nm. Figure 6.1 shows under
which condition which regime is predicted after the theory presented in chapter
2.2.4. It includes all regimes discussed in chapter 2.2.4, including regime B2, regime
B2’, regime B4, regime A’ and regime C’. It should be noted again that the various
apostrophed (’) regimes are identical to the regimes without the apostrophe for the
FEM simulations (see chapter 3.6.1). Therefore, one can concentrate on the blue
marked regime C, the red marked regime B and the green marked regime A. These
can directly be compared to figure 5.13. To simplify this, the grain sizes studied in
the simulation are marked by black dashed lines. The two darker shaded regions
mark the transition from a ultrafine grained sample, to a fine grained sample and
finally to a coarse grained sample (see figure 2.11 in chapter 2.2.4). Comparison of
figure 6.1 with the results in figure 5.13 shows that the theoretical predictions fit
well to many parts of the results. One example is the development of the boundary
between regime C and regime B. Both figures show, that for a time t = 10 s regime
C is the appropriate description for DV ≤ 10−20 m2 s−1. For longer times of t =
100 s, the line separating regime C and regime B in figure 6.1 shifts to the left. As
discussed in chapter 5.3, the FEM results in figure 5.13 show the same, namely that
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at t = 100 s no longer regime C but regime B (or for small d regime A) give the best
description for DV = 10−20 m2 s−1. The main differences between the theoretical
prediction and results of the FEM simulations lie in the separation of regime B and
regime A. The theory predicts for DV = 10−19 m2 s−1 at t = 10 s that all grain sizes
are described by regime B11 (compare figure 6.1). The FEM simulations on the other
side show that for grain sizes of d = 2 nm and d = 4 nm regime A better describes the
data. Similar results can be found for other combinations of t and DV . The FEM
data of small grains is described better by regime A as would be expected from the
theory. Finally, regime B4 should be discussed. As said in chapter 2.2.4 this regime
allows no evaluation of the grain boundary diffusion as it is completely governed
by the grain diffusion. In addition, it is not described by the analytical solution of
regime A or regime B/B2. For the studied parameters, the theory predicts Regime
B4 to be only reached for DV = 10−18 m2 s−1 at t = 100 s. The theory would predict
it for grain sizes larger than 10 nm. However, the FEM simulations show a similar
picture to other parameter combinations of the region where regime B meets regime
A. Up to d = 20 nm regime A describes the data well and for larger grain sizes
regime B becomes a good description. It may be that regime B4 is not visible in the
evaluation of the FEM simulations, because an contribution of the grain boundary
diffusion is always assumed. Under these conditions regime B4 may look like B2
only with an additional error and increased ε.
6.2.2. Comparison with literature data of H diffusion in the
Mg–H system
Figure 6.2 shows the diffusion coefficients taken from literature that were already
presented in figure 2.6. Some values were taken out to simplify the figure. The value
measured by Toepler et al. was described by themselves as a maximum value, there-
fore it is left out here [147]. Stioui et al. stated that no temperature dependence
was found over a range of several hundred degrees [150]. This seems unrealistic,
which is why their value is not plotted. Finally, the measurement of Renner and
Grabke was left out, because it was measured in Mg–2wt%Ce samples [143] (their
result will be discussed below in section 6.3). Two new regions have been added
to the plot. Like in figure 2.6 the red box marks the region of H diffusion in Mg.
The black box marks the region of H diffusion in MgH2 without any influence of
grain boundaries. This includes simulations and NMR measurements. The blue box
marks all diffusion processes of H in MgH2 that are most probably influenced by
grain boundaries. This includes all experiments that measured diffusion in MgH2
and cannot separate diffusion processes in grains from processes in grain bound-
11For d = 1 nm it could be regime A, however this grain size was not simulated.
117
6. Global discussion of the experimental results
[138]
[139]
[140]
[141]
[142][143]
[144]
[79]
[145]
[146]
[147]
[148]
[45]
[149]
[150]
[44]
0.001 0.0015 0.002 0.0025 0.003 0.0035
reciprocal temperature / K−1
10−30
10−28
10−26
10−24
10−22
10−20
10−18
10−16
10−14
10−12
10−10
10−8
10−6
di
ffu
si
on
co
effi
ci
en
t
/m
2
s−
1
8
or
de
rs
of
m
ag
ni
tu
de
temperature /K
300500700
Figure 6.2.: Collection of literature data of the hydrogen diffusion coefficients in the
magnesium-hydrogen system. Single diffusion coefficients, measured at a given temper-
ature, are marked by points. Thick lines are plotted where activation energy and pre-
exponential factor were measured. Thin lines connect measurements by a single group.
The data is divided into diffusion in the β-phase (marked in black squares and solid lines),
measurements during phase transformation (marked in blue diamonds and dashed lines)
and in the α-phase (marked in red circles and dotted lines). For each literature value the
responding reference is given. The average and variance of all values presented in chapter
5 is given in magenta.
aries12. This region is much larger than the other two, because of a larger scatter
in the literature values corresponding to this region. Generally, all regions show an
increasing diffusion with increasing temperature. This is typical for diffusion pro-
cesses (compare equation 2.13 and equation 2.15). Additionally, the average of all
the diffusion coefficients measured in this work (see chapter 5) is given in magenta.
The error is the variance of the measured values.
As indicated in figure 6.2, the difference between H diffusion in MgH2 with and with-
out the influence of grain boundaries is 8 orders of magnitude, at room temperature.
The large difference of values with and without grain boundaries can be explained
by diffusion in Harrison regime C. This means, the black box marks experiments
12This may be possible for simulations, experiments in single crystals or NMR experiments, which
can separate different jump processes.
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measuring the grain diffusion DV , while the blue box marks experiments measuring
the grain boundary diffusion DGB. That experiments in the blue box measure DGB
is a result of the grain boundaries influencing the measurements (which is not the
case for experiments marked by the black box). In Harrison regime C the diffusion
process is completely governed by the grain boundaries, therefore only DGB can be
measured (compare chapter 2.2.4). The resulting ratio ∆ = DGB/DV =108 can be
compared to the results of the FEM simulations and the theory. The comparison
shows that only regime C is expected to describe the diffusion process for this ratio.
This result is independent of grain size d and time t. At temperatures of about T =
500 K the ratio is ∆ ≈104. For even higher temperatures the diffusion time and the
grain size has to be taken into account. However, as in this work all samples were
measured at room temperature it can be assumed that the diffusion process can be
described by Harrison regime C. Furthermore, the film thickness and times studied
in the FEM simulations have to be taken into account. For diffusion over larger dis-
tances the FEM simulations can be recalculated to longer times as was described in
chapter 5.3. This will be necessary for measurements in bulk systems. For diffusion
lengths in the micrometer range or larger the simulations are applicable for times
of 10 000 seconds and more. Because the time grows quadratically it is likely that
a measurement in bulk will be stopped at shorter times than studied in the FEM
simulations. Hence, regime C becomes an even better description of the process,
as for shorter times regime C is valid for smaller ratios of ∆ = DGB/DV (compare
figure 5.13 and 6.1).
The fact that the data, marked in blue, directly measures DGB explains the larger
area of the blue box. The large area is the result of a large scatter in the diffusion
coefficients. As many different kind of samples have been researched (e.g. thin films
vs bulk samples), very different grain boundary structures are expected, leading to
significant differences in the grain boundary diffusion coefficient (see chapter 2.2.3).
For example, the values measured in this work (magenta data point) fit well to
the results of Uchida et al. and Qu et al. [44, 140]. This is to be expected as
all these works studied Mg thin film on silicon substrates. The films showed the
same grain structure (see chapter 6.1). Therefore, it seems reasonable the samples
have similar grain boundary structures and grain boundary diffusion coefficient.
However, if the thin films on silicon substrate are compared with other samples,
e.g. thin films on Pd foils as prepared by Spatz [139], an other grain structure and
orientation is expected. Having a different grain structure (and therefore a different
grain boundary structure) leads to a different grain boundary diffusion coefficient
DGB (compare chapter 2.2.3). The influence of the grain boundary structure is
further complicated, as not only the structure itself is of importance but the diffusion
direction in the grain boundary. Overall, the measurements in this work show also a
large scatter, which will be discussed further below. The results discussed here may
offer a rather simple explanation for the NMR results of Stioui et al.[150]. They
found no temperature dependence on their diffusion coefficients. However, their
values at high temperatures fit well to the diffusion coefficients in MgH2 without
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any grain boundaries (see figure 2.6). At low temperature the values fit well to
the data from this work, Uchida et al. and Qu et al [44, 140]. It may be possible
that their measurements did not measure the same diffusion process over the whole
time. The measurements of Corey et al. may support this assumption [148]. Corey
et al. talked about a second faster hopping process measured by NMR which was
attributed to grain boundaries. No quantitative values were given but the process
was described to be especially dominant at lower temperatures. All of this fits to
the given interpretation of the diffusion data. Regarding the measurement of Stioui
it may be that they missed the fact that two processes occur simultaneously. Over
their temperature range they may have gone from the grain diffusion being dominant
to the grain boundary diffusion being dominant.
The H diffusion in Mg will be discussed shortly as it was not studied directly in
this work. The literature data falls in a small corridor and includes experiments on
samples containing grain boundaries, as well as a simulated result of DV by Vegge
[141]. The difference between the room temperature values of Vegge and of Uchida
et al. is equal to DUchida/DV egge ≈ 45. It should be noted that the red box cannot
directly be compared with the FEM results and to figure 6.1 as all of these assume
DGB = 10
−17 m2 s−1. However, the ratio ∆ = DGB/DV ≈ 45 still seems too small to
result in regime C (assuming that Vegge calculated DV and Uchida et al. measured
DGB). Whether regime B or A applies cannot be predicted. As discussed above,
the diffusion time and grain size influences strongly which regime is an appropriate
description. As these parameter are not known well enough or are too different for
the different data points no general prediction can be made. In addition, it cannot
be assumed that DGB >> DV for all samples. As e.g. Oudriss et al. showed
trapping of hydrogen in grain boundaries has to be considered in general [56, 57].
No indication of this was found for the slow diffusion in MgH2. However, because
of the very low values of DV in MgH2 (see black box in figure 6.2) it is reasonable
that DGB >> DV is fulfilled. For the H diffusion in pure Mg this must not be
true, especially considering trapping effects. As a result much of the theory of grain
boundary diffusion given in chapter 2.2 has to be changed. How grain boundaries
influence the diffusion of H in the Mg α-phase is therefore still an open question.
In conclusion, the FEM simulations have shown that Harrison regime C is the best
description of hydrogen diffusion in MgH2 polycrystals. This result is of great impor-
tance. On the one side, it means that samples containing grain boundaries directly
allow to measure the grain boundary diffusion coefficient DGB. On the other side
it means that the exact structure and properties of the grain boundaries in a MgH2
sample have to be taken into account to predict the hydrogen diffusion.
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6.3. Influence of grain boundaries on H diffusion in
MgH2
The FEM simulations showed that the diffusion coefficient measured in this work
is the grain boundary diffusion coefficient DGB (see above section 6.2.2). This re-
sult allows interpreting the dependencies found in chapter 5. In the following, the
missing influence of grain size d and structure on the diffusion will be discussed.
Afterwards, the dependence on the iron content will be discussed and also the ap-
parent dependence on the hydrogen loading pressure. Finally, the influence of an
additional loading step on the resistance of the thin film will be discussed (see figure
4.9 for an earlier example).
Before the dependencies, the quality of experimental results will be discussed. In
chapter 5.1 it was tried to evaluate which measurements were limited by diffusion.
Only these measurements were taken into account for the evaluation of the diffu-
sion coefficient. Most measurements were found to be limited by one-dimensional
diffusion (10 of 13 measurements evaluated). However, often the dimension was not
exactly one, but often slightly above one (see table 5.1). This can be explained easily.
A dimension of one is expected for an ideal front growing orthogonally to the layer.
However, for a non ideally straight layer the overall growth does not occur perfectly
orthogonal to the interfaces, leading to a slight influence of a second dimension.
For sample IBS-E1 a change in the dimension of the diffusion process was found.
The beginning was found to be limited by a one-dimensional diffusion process as
most other measurements. At later times it seems to be limited by a diffusion in
two or three dimensions. This would mean that the hydride growth happens in-
plane of the thin film, which seems unreasonable. No explanation for the apparent
change in the diffusion dimension can be given. The resulting diffusion coefficients
fit well to the values for other measurements, which at least indicates that no drastic
differences to the other samples are present.
As stated in chapter 5.2, the diffusion measurements of the batch IBS-C and IBS-
A5 did not include a resistance measurement and, therefore, no measurement of the
diffusion length L. The diffusion length was estimated from the hydrogen concen-
tration in the sample. This is less accurate than the calculation by the resistance
measurement (compare appendix B.2.2). However, comparison with the other diffu-
sion coefficients shows no general difference (see e.g. figure 5.5). The values fall in
the variance of all values, with the average being slightly higher than for all other
samples. It has to be taken into account that sample IBS-A5 has a high content
of iron additives. In figure 5.9 it was shown that higher iron contents increase the
diffusion coefficient. Because the diffusion length could be underestimated by the
determination via the concentration, it would be expected that the diffusion coef-
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ficient is lower than for the other measurements. This is not the case. Overall, no
clear difference of the values measured without resistance measurement to the other
values can be identified. This may be because of low statistics, but it gives no reason
to treat the measurements without resistance values different from the others.
Three measurements were found not to be limited by a diffusion process. One
measurement of the sample PLD-noPD was not able to be fitted by any model. As
the sample was prepared without capping layer, it may be concluded that an oxide
layer prevents hydrogen uptake (a Pd layer was added as described in chapter 3.1.2).
However, the measurement in discussion was the second time the sample was loaded.
The first time showed a typical one-dimensional loading behavior and no apparent
complications were found. It is therefore unclear why the second loading behaved
unusually. The other two measurements (sample IBS-E1, second loading and sample
PLD-Pd, second loading step) not included in the diffusion measurements were
found to be limited by a one-dimensional surface or interface process. This can
be the phase transformation, the adsorption on the palladium or the absorption
through the interlayer between palladium/magnesium. For the second loading of
sample IBS-E1 only a small part of the overall time, needed to hydride 90 % of the
sample, was studied. It may therefore be possible that no closed hydride layer was
formed. Hence, a diffusion limitation would not be expected as the diffusion in Mg
is fast (see chapter 2.1.4). The same argument cannot be true for sample PLD-Pd,
which was measured for 69 % of the full loading time (see table 5.1). However,
the measurement differs from the other measurement presented. The first loading
stopped forming hydride after about 22 % of the sample was hydrided. This was
not found for any other sample. The sample is thinner than the other samples
(see table B.1 in appendix B.1.1). This can lead to higher stresses upon hydride
formation [86, 88]. Apart from the many influences of stresses discussed in chapter
6.1, it leads to a slope of the plateau in the p-c-T diagram (see 2.2 for an example
of a bulk system without the slope). Therefore, it may be possible, that the loading
pressure of 10 hPa applied to load PLD-Pd was enough to form some hydride but not
to hydride the whole sample. Increasing the pressure to 25 hPa allowed the whole
sample to hydride. For the other samples this was not necessary as lower stresses
developed during hydride formation, because of a larger film thickness. While this
discussion explains why the hydride formation stopped, it does not explain why the
second step is no longer diffusion limited. After the first step, it is assumed that a
closed MgH2 layer has formed, which should limit the overall process. It is unclear
why the further growth is limited not by the diffusion through the layer but instead
by some interface.
Overall, the majority of the measurements were confirmed to be limited by a diffusion
process, which allows evaluating a diffusion coefficient from the overall kinetics. In
chapter 5.2 it was already discussed that no dependence on the diffusion coefficient
D on λ and teval is found, which confirms that the first term approximation of the
solution for diffusion from a limited volume works well. Carman and Haul stated
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that pressure steps should be kept small, so a constant D and K can be assumed
in a single phase (see section 3.2.2). This was not always followed here. However,
a comparison with the diffusion coefficients measured by in situ XRD show no
relevant difference (see figure 5.5 in chapter 5.2 and table B.3 in appendix B.2.2).
These measurements did use a different model (see chapter 3.5 and equation 3.20)
and therefore can validate the other results.
6.3.1. Influence of grain size and structure
No influence of the grain size on the diffusion coefficient was found (see figure 5.7).
As the measurement was done in Harrison regime C, this is to be expected. As
discussed in chapter 2.2.4, the grain size does not influence the diffusion in regime
C, as only the grain boundary takes part in the transport process. This explains why
no difference was found between the first time a sample was hydrided and the second
time. As discussed in chapter 6.1 the grain structure changes drastically during the
first time hydride forms. The different grain structure would be expected to change
the diffusion coefficient of the overall system for any Harrison regime except regime
C. Another advantage regime C gives for the evaluation is the fact that in regime C
moving grain boundaries do not change the diffusion speed (see 2.2.4 and citation
[174]). This is of importance, as otherwise the change in grain structure during the
measurement would influence the measurement. For regime C this can be assumed
to be insignificant. The change in grain structure however may be more complex in
its description than a simple moving grain boundary. The formation of new types
of grain boundaries probably does influence the transport. Further, this process is
probably different each time and for each sample, leading to a somewhat different
grain boundary structure for each sample. This may be one explanation for the
large scatter found between different measurements.
As discussed in section 6.1.2, the grain structure changes during hydride formation.
The discussed reason for this are stresses arising during the hydride formation, which
influence the thermodynamic behavior. However, up until now it was not discussed
how stress may influence the diffusion. Stress changes the chemical potential µ.
Thereby, it changes the diffusion, as the chemical potential is the driving force of
the diffusion process (see equation 2.7 in chapter 2.2.1). For a uniform stress it
results in the typical description that the process is driven by a gradient in the
concentration. However, in the thin films studied in this work stresses do not form
uniformly. Already hydrided regions show the formation of plasticity as discussed
in chapter 6.1.2. This lowers the stress in these regions, probably leading to non-
uniform stress contributions. Ostrovsky discussed the influence of stress fields on
the grain boundary diffusion in Harrison regime C [227]. He gives a stress dependent
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diffusion coefficient:
D(σ) = D0 exp
(
−
(
EA − σii3 Ω
RT
))
. (6.1)
D0 and EA are the pre-exponential factor and the activation energy as already
discussed in equation 2.13 and equation 2.15 in chapter 2.2.2. σii is the first invariant
of the stress tensor, given in Einstein convention. Ω is the diffusion activation
volume. It can be seen that the stress increases or decreases the activation energy,
depending on its direction. This means that the diffusion coefficient can be higher or
lower depending if tensile or compressive stresses are present. Different stress states
can, for example, be researched by changing the film thickness. Thin films are known
to prevent the formation of dislocations [88, 228], leading to higher compressive
stresses during loading with hydrogen. After equation 6.1 higher compressive stresses
will lower the activation energy of the jump process, thereby increasing the diffusion
coefficient. This fits to the results of Qu et al. [140]. They found increasing diffusion
coefficients from 3.7 · 10−19 m2 s−1 to 7.8 · 10−18 m2 s−1 with decreasing film thickness
from 20 nm to 100 nm.
6.3.2. Influence of Fe content
Iron was found to have an influence on the grain boundary diffusion coefficient DGB
(see figure 5.9). However, Iron is not the only additive, but only the one with the
highest concentrations. However, as described in chapter 2.1.4 the other additives
(chromium and nickel) showed similar behavior to iron when added to the Mg–H
system. The influence of iron on the kinetics was discussed in chapter 2.1.4. The
improvements in the kinetics of the Mg–Fe–H system are normally associated with
improved hydrogen catalysis compared to the pure magnesium. However, the effect
found here is an improvement in the diffusion, more exactly an improvement in
the grain boundary diffusion. Iron is known to have no solubility in magnesium
[69]. It seems reasonable that iron therefore segregates along grain boundaries. No
XRD peaks were detected that can be ascribed to iron or an iron containing phase,
supporting the assumption. As discussed in the theory it is not surprising that a
change of iron segregation changes the grain boundary diffusion coefficient. Two
effects seem theoretically possible:
• Fe segregated along the grain boundary changes the relevant grain boundary
size sδ,
• Fe changes the grain boundary structure and/or energy, thereby changing the
diffusion coefficient.
The first effect can be excluded in regime C, as the size of the grain boundary does
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not influence the overall system diffusion (see figure 5.7). Therefore, only a change
in the grain boundary structure and/or the grain boundary energy remains. The
exact effect however was not studied in this work and remains for future research.
Furthermore, it has to be confirmed that the influence does depend only on the iron
content and not on the other additive content in the sample.
Interestingly, a similar result to the improved diffusion in samples containing iron
has been published in the literature. As described in chapter 2.1.4, Renner and
Grabke measured the diffusion coefficient in Mg–2wt%Ce samples [143]. They
measured samples containing grain boundaries, therefore the diffusion coefficient
measured is assumed to be DGB. Their value is the highest value of DGB found in
the literature (see figure 2.6). The reason may be similar to the one associated to the
iron additives. However, opposite to the Mg–Fe system, cerium forms alloy phases
with magnesium (for a phase diagram see [229]). Therefore, the improved kinetics
may be a result of the precipitates, which offer fast diffusion paths, instead of grain
boundaries. Boulet and Gerard found that the CeMg12 phase in the Mg-10wt%Ce
samples produces CeH3 particles during reaction with hydrogen [230]. Furthermore,
Boulet and Gerard described "many incoherent grain boundaries", which may offer
faster diffusion paths, leading to the high diffusion coefficient measured by Renner
and Grabke.
Mintz et al. found an even more similar effect to the influence of iron discussed
here [23, 151, 231]. They found the hydride formation in magnesium containing
small amounts of Al, Ga and In limited by diffusion. This is similar to the results
found for most samples studied in this work. The activation energy of the hydride
formation was lower for those samples containing additives compared to pure Mg.
While it cannot be said with absolute certainty that the reduces activation energy is
the grain boundary diffusion activation energy, it seems highly likely that this is the
case. The hydride formation activation energy should be dominated by the diffusion
activation energy for a diffusion limited process. Furthermore, Mintz et al. do state
that the diffusion is accelerated by the lowering of the activation energy. Finally,
the results presented above show that no diffusion in the grains is expected and the
grain boundary dominate the diffusion. All of this would lead to the conclusion that
the additives lower the grain boundary diffusion activation energy and thereby the
activation energy of the hydride formation. A possible reason for this lowering of the
grain boundary diffusion activation energy may be a change in the grain boundary
structure, induced by additives.
A second apparent dependence on the grain boundary diffusion coefficient was found.
With increasing loading pressure an increasing diffusion coefficient was measured.
However, the samples loaded at high pressures were also the ones containing more
iron. Therefore, in figure 6.3 diffusion coefficient are plotted as function of the load-
ing pressure after the iron content of the samples was corrected. For the correction of
the iron content the red linear fit shown in figure 5.9 is subtracted from the diffusion
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Figure 6.3.: Comparison of the diffusion coefficients, corrected for the influence of iron,
with the hydrogen loading pressure pH . The PLD samples are marked as blue diamonds.
Samples where no resistance measurement was available to measure the diffusion length
are marked as open circles. The average and variance of all diffusion coefficients is marked
by a dashed black line and gray solid line respectively.
coefficients. While this leads to unrealistic (partially negative) diffusion coefficients,
it gives an idea about the influence of the pressure excluding the influence of the
iron content. As can be seen in figure 6.3, the corrected diffusion coefficients are
no longer dependent on the pressure. This shows that one has to be careful when
evaluating which parameter changes the diffusion coefficient as the sheer number
makes the analysis difficult.
6.3.3. Influence of changes in H concentration in grain
boundaries in MgH2
During two measurements a sample has been fully hydrided and afterwards the
hydrogen pressure was increased further. One of these measurements was already
shown in figure 4.9 in chapter 4.2. The other example is given in figure 6.4. For
both the sample was hydrided at a pressure of 7 hPa to 10 hPa before increasing
the pressure further to 100 hPa. The pressure increase leads to an increase in the
resistance on a time scale of about 1000 s. As noted in chapter 4.2 this increase is
much less significant when the hydride volume fraction φMgH2 is plotted over time.
In addition to the resistance increase on shorter time scales, a resistance decrease on
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much longer time scales is visible in both figures. The decrease has been measured
for up to 8 · 106 s, but it still did not reach an equilibrium state. While it seems in
figure 6.4 that the resistance decrease follows the resistance increase, a decrease was
already visible after the original hydride formation in figure 4.9. In figure 6.4 the
hydride formation is not completely finished before the H pressure is increased, which
may be why the decrease is not visible before. Because the pressure increase does
not seem to be necessary for the resistance decrease it will be discussed separately
from the increase.
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Figure 6.4 shows not only a resistance increase upon increasing the hydrogen pressure
but also a resistance decrease as the pressure was shortly reduced back to 7 hPa. The
resistance does not fall back to the original value. However, the equilibrium value
of the resistance had not been reached yet, which is why the resistance decreases
to a higher value than it started from after the pressure increase. Increasing the
pressure again brings the resistance back up. Overall, it seems that increasing the
pressure surrounding a hydrided sample only creates an offset to higher resistance
values, while not changing the behavior of the sample. The explanation for this lies
in the fact that magnesiumdihydride is a stoichiometric phase and therefore does not
take up additional hydrogen (see the bulk phase diagram, figure 2.1 in chapter 2.1.1).
However, the same is not true for grain boundaries. Additional hydrogen taken up by
grain boundaries explains the increase in resistance found. As discussed in chapter
2.1.3, Giebels et al. found a much lower specific resistance of ρMgH2 = 105 Ωnm in
hydrided Mg film, compared to bulk MgH2 or thin films that were prepared in the
MgH2 phase. Similar results were found in this work. While no specific resistance
can be given, the overall resistance of hydrided films is in the 100 Ω range, which is
much lower than expected for the insulating magnesiumdihydride. The explanation
of Giebels et al. was that grain boundaries act as conducting paths [101]. Similar
results have been found in TiO2. TiO2is a similar good insulator as MgH2 and has
the same rutile structure. Demetry et al. showed that grain boundaries improve the
conductivity in TiO2 [106]. This gives an explanation for the change in resistance
with changing hydrogen pressure seen in figure 6.4. Hydrogen is taken up by the
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grain boundaries if the hydrogen pressure surrounding the sample is increased13.
Furthermore, the grain boundaries act as conducting paths through the thin films.
The increased hydrogen concentration in the grain boundaries therefore decreases
the conductivity of the grain boundary network, resulting in an increase of the
overall resistance.
This explanation can be confirmed by the time scale of the effect. The increase and
decrease of the resistance upon increasing or decreasing the hydrogen pressure are
the result of the diffusion of hydrogen into and out of the grain boundary network.
It can be evaluated similar to the general evaluation of a resistance measurement
presented in chapter 3.3.3. However, the hydride volume fraction is not changed
anymore, as the whole sample is already hydrided. Therefore, instead of evaluating
the change of φMgH2, the change of the relative resistance R/R0 is taken as a measure
for the uptake over timeM/M∞. Also, the diffusion length equals the film thickness,
because the whole film is hydrided. Finally, diffusion from a limited volume does not
seem to be a reasonable model in these cases. The reason for this is that not much
hydrogen is taken up (no change in pressure is measurable). Instead a constant
surface concentration is assumed (see 3.7 in chapter 3.2.2). Using all of this, three
diffusion coefficients were evaluated. One for sample IBS-D1 (shown in figure 4.9)
and two for sample IBS-E1 in figure 6.4 (one was evaluated from the first pressure
increase to 100 hPa and one from the following decrease to 7 hPa). All three are
plotted in figure 6.5 as open red circles, so they can be compared with the other
diffusion coefficients already shown before in figure 5.5. As said before, all of the
other diffusion coefficients are grain boundary diffusion coefficients. This explains
why the newly determined values fit well to the others, as they are also diffusion
coefficients for the diffusion of hydrogen in the grain boundary network.
For sample IBS-D1 the value is larger than the other diffusion coefficients evaluated
for the sample. The value is still inside the variance of all samples. However, it
may be that the changes in hydrogen concentration change the diffusion coefficient
of the grain boundary. This effect is well known for hydrogen bulk diffusion [232].
Overall, the resistance increase can be explained well by the uptake of hydrogen into
grain boundaries. This allows the evaluation of additional grain boundary diffusion
coefficients, which fit well to the values discussed above. It also explains the fact that
the resistance increase does not result in a relevant change in the calculated hydride
volume fraction φMgH2. The change is purely due to a reduction in the conductivity
of the grain boundary network and not because of a phase transformation.
The extended decrease of the resistance found in sample IBS-D1 and IBS-E1 is
not easily explainable. As said above, it does not seem to depend on a increase
of the surrounding hydrogen pressure, but seems to happen after the sample is
13An increased hydrogen concentration in the grain boundaries results in a change in the hydrogen
grain boundary segregation after the definition in equation 2.22.
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Figure 6.5.: Replot of figure 5.5 adding the grain boundary diffusion coefficients evaluated
from the resistance increase and decrease after increasing or reducing the hydrogen pressure
surrounding an already hydrided sample. The added diffusion coefficients are marked as
open red circles.
hydrided. Furthermore, it does not seem to change φMgH2 to a relevant degree.
Some reasons for the change can be excluded. It is probably not related to changes
in the measurement setup, as for a four-point setup changes, e.g. in the contact of
the sample, can be neglected. It seems reasonable that the change is related to a
kinetic process of the sample. Adsorption, dissociation and absorption should be on
much faster timescales than the period of over 8 · 106 s of the resistance drop. This
can be concluded from the other measurements in this work which were diffusion
limited for time periods up to 105 s. As they were limited by diffusion, the other
kinetic steps had to be faster. Taking all of this into account, it seems reasonable
that some diffusion process happens on long times scales. Calculating a diffusion
coefficient as D = 1/d·L2/t allows the elimination of additional processes. It may be
that the change in resistance is an effect of the Pd layer. However as it is only 35 nm
thick this seems unreasonable (see table B.1 in appendix B.1.1). The calculated
D ≈ 1.5·10−21 m2 s−1 is much smaller than any diffusion coefficient of hydrogen in
palladium or palladiumhydride known from literature. Flanagan and Oates e.g.
give a diffusion coefficient in the range 10−10 m2 s−1 to 10−11 m2 s−1 for both phases
[233]. Taking the MgH2 film thickness (about 600 nm) as diffusion length, a diffusion
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coefficient in the range of 4.5 · 10−19 m2 s−1 can be calculated. This is at the lower
range of the grain boundary diffusion coefficient measured above. However, it is
unclear which diffusion process of hydrogen in the grain boundaries would lead to
a lowering of the overall resistance. Above, the opposite effect was ascribed to
hydrogen diffusion in grain boundaries.
Overall, three possible explanations for the resistance drop will be discussed below.
Other explanations are possible but at the given moment these three seem to fit
the measurements the best. First, the diffusion process may be the diffusion of
hydrogen from the grain boundaries into the grain. As said before, MgH2 does not
take up further hydrogen. However, the grains do not have to be hydrided fully.
Depending on the number of nuclei in a single grain, a shell of hydride can form
around a magnesium core. Thereafter, hydrogen could diffuse through this shell to
the center. This diffusion would be grain diffusion of H in MgH2, which is expected
to be in the range of 10−29 m2 s−1. The grains in the film have a diameter of about
15 nm (see table 4.2)14. Assuming a diffusion distance of about 5 nm this gives a
diffusion coefficient of 3.1 · 10−25 m2 s−1. This is still higher than the literature value,
but as said before, the process was still ongoing when the measurement was ended,
therefore the calculated value is only a maximum. While this scenario explains the
long timescale it leaves some open questions. First of all, it is unclear why a hydride
formation in the center of some grains leads to a reduction in resistance. The hydride
has a higher resistance, but also it seems unreasonable that the core influences the
global resistance, as the main conduction happens in the grain boundary network.
If the grain boundaries loose hydrogen to the grains this could result in a lower
resistance. However, because the sample is still in an hydrogen atmosphere the
grain boundaries should be able to take up the hydrogen they loose to the grains15.
Second of all, it is unclear how the shell would form, as the ETEM experiment seems
to indicate that the already formed hydride creates the nanocrystalline structure.
The second possibility would be a recrystallization process. The nanocrystalline
grain size in the ETEM sample was found to be slightly smaller than in the sam-
ples studied after a long time (compare table 4.2). This may indicate that the
grains grow after the nanocrystalline structure is formed. However, grain growth
would decrease the grain boundary density, which decreases the density of the con-
ductive paths. Less conduction paths should increase the resistance, not decrease
it. Furthermore, grain growth generally is described by diffusion through the grain
boundaries [160]. Therefore, a similar diffusion coefficient as discussed above would
be expected. However, the diffusion length between two grains is about 1 nm. This
gives a diffusion coefficient of about D ≈1.25 · 10−24 m2 s−1, which is much lower
than any value measured and discussed above.
14the samples were already hydrided once before, therefore it seems reasonable that the nanocrys-
talline structure is already formed.
15The diffusion from the hydrogen atmosphere was shown above to be much faster than the process
discussed here.
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Finally, Nowotny et al. described long-term changes in the conductivity of titanium-
dioxide [234]. During prolonged oxidation of TiO2, they found diffusion of oxygen
on short time scales and afterwards a second long-term process they ascribed to the
formation and diffusion of Ti vacancies. The effect found in this work may be of
a similar origin. It does make sense that the diffusion of Mg defects is similarly
slow in the MgH2 as the H diffusion. Further, additional defects may improve the
conductivity of the MgH2 leading to a reduction of the overall resistance. Overall,
there are several possible explanations for the long-term resistance drop found in
this work. Further research is necessary to study this. The only definite result is
that it occurs on very large time scales.
a) b)
surface blocking layer surface blocking layer
c)
surface blocking layer
d)
surface blocking layer
local blocking layer
Figure 6.6: Principal of
the local blocking layer:
a) Magnesiumdihydride
has formed a blocking
layer on the surface,
but under it magnesium
grains (white) and grain
boundaries (gray) remain.
b) Hydrogen continues
to diffuse through the
grain boundaries in the
hydride (not shown) and
forms new hydrides in
the magnesium grains. c)
The new hydrides start to
form a closed layer in each
grain. d) In the end, each
grain has formed a closed
hydride shell (called local
blocking layer) or is fully
hydrided.
To put it in a nutshell, the results of this chapter allow to imagine an improved
hydrogen storage material on the basis of magnesium. As shown in section 6.3.1 no
dependence on the system diffusion on the grain size is found. On the one side, this
reaffirmed the result of chapter 6.2 that hydrogen diffusion in magnesiumdihydride
is described by Harrison regime C. On the other side, grain and particle sizes are
often reduced to improve the kinetics of the system (see chapter 2.1.4). While the
grain size does not influence the diffusion16, it does improve the overall hydrogen
density the system reaches. The reason for this is the blocking layer discussed before
in the literature [24, 44, 43]. The blocking layer should not only be considered on
the surface, as it was done most of the time in the literature. A local blocking layer
in each grain needs to be discussed, because of the very low diffusion coefficients
16which limits the hydride formation
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in MgH2 crystals (see discussion in chapter 6.2 and chapter 2.1.4). The principle is
schematically shown in figure 6.6. In figure 6.6 a), the surface blocking layer from
the literature is shown (it also contains grains and grain boundaries which are not
drawn for simplification purposes). Under the surface blocking layer Mg grains (in
white) and grain boundaries (in gray) remain. Hydrogen diffuses through the grain
boundaries of the surface blocking layer as the FEM simulation showed (see section
6.2). This leads to the formation of additional hydride in the grain as shown in figure
6.6 b). The influence of stress is not taken into account for this simple picture. For
the thin films studied in this work it was shown in chapter 6.1 that the formation of
hydride changes the grain morphology because of the high stresses in the samples.
However, this is not expected to be as significant in bulk samples as they can expand
much more freely. In these cases the new hydrides in the grains will begin to form
closed layers of hydride, as shown in figure 6.6 c). In the end, this can lead to a MgH2
shell around a Mg core, as shown in figure 6.6 d). The shell is the local blocking
layer mentioned above. Once the local blocking layer is formed, the magnesium in
the center will not be reached by hydrogen in any relevant time period. Even if the
shell is only 10 nm thick it will take over 300 years for hydrogen to diffuse through it
at room temperature17. Hence, the local blocking layer is the reason that the sample
will not reach its gravimetric limit of 7.6 wt% [19, 20, 21]. For larger grains not all
magnesium can be hydrided because of the formation of local blocking layers in the
grains. Unlike for the surface blocking layer, no apparent fast diffusion paths allow
to bypass the very low hydrogen diffusion in MgH2. Therefore, because of the local
blocking layer, it is important to reduce the grain size in samples. At some point
a decreasing grain size will lead to hydride formation in the whole grain, thereby
reaching its gravimetric limit.
H. Uchida calculated the average distance l of hydride nuclei in thin films for two
pressures (see figure 2.5 in chapter 2.1.4). For a pressure of 20 hPa a distance
of l = 680 nm was given and for a pressure of 200 hPa a distance of l = 400 nm
[76, 44]. This allows estimating the maximal grain size to fully hydride a grain. A
three-dimensional grain should always be able to fully hydride if it has three or less
nuclei18. Therefore, the maximum nuclei density Ngrain to fully hydride a grain is
equal to:
Ngrain =
3
4pir2grain
.
This assumes 3 nuclei and a grain radius of rgrain. The average nuclei density Nave
in thin films can be calculated from their distance l as calculated by Uchida :
Nave =
1
pi(l/2)2
.
17This assumes a diffusion coefficient of 10−29 m2/s (see figure 6.2)
18For more nuclei the grain may still fully hydride, depending on the position of the nuclei.
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By setting Ngrain = Nave, the maximum grain radius can be calculated for which
the whole grain can form MgH2. For the two pressures measured by Uchida the two
corresponding radii are approximately 290 nm (for a H loading pressure of 20 hPa)
and 170 nm (for for a H loading pressure of 200 hPa). This shows how difficult it
is to fully hydride a bulk sample, which typically has grain sizes in the micrometer
range and above.
While reducing the grain size allows a sample to reach its maximal gravimetric
density, it does not increase the sample kinetics as shown in section 6.3.1. To
improve the system kinetics the grain boundary diffusion has to be improved. One
possible way to achieve this was shown in section 6.3.2. The addition of iron to
magnesium was found to increase the grain boundary diffusion coefficients. In the
literature other materials like aluminum, gallium, indium and cerium were found
to possibly have the same effect [143, 23, 151, 231]. Further research is needed to
find the element or combination of elements and their optimal concentration to reach
high grain boundary diffusion coefficients. Overall, a possible storage medium would
combine small grain sizes (e.g. produced by ball milling) with a low concentration
of additives that improve the grain boundary diffusion. The result would hopefully
posses fast kinetics and a gravimetric density close to pure magnesium.
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7. Summary and outlook
The practical application of magnesium as a hydrogen storage material is limited
by its kinetics [20, 23, 25, 29]. To be more exact, it is the diffusion of hydrogen
through the magnesiumhydride phase that slows down the overall kinetics (the so
called blocking layer effect) [41, 42]. Grain boundaries may offer fast diffusion paths
through the MgH2 and thereby improve the formation behavior. Therefore, this
thesis aimed to unravel the role of grain boundaries on the hydride formation in
Mg-H. This includes deducing the contribution of grain boundaries on the overall
diffusion kinetics in the dihydride phase, which is limited by the blocking layer.
Furthermore, microstructural changes are studied to investigate the influence of
these changes on the kinetic and thermodynamic behavior. Finally, the impact of a
ternary compound (Fe) on the overall diffusion kinetics is investigated as a possibly
improvement.
To study the influence of grain boundaries, grain boundary rich thin films were
prepared. Two preparation techniques were used: ion beam sputtering (IBS) and
pulsed laser deposition (PLD) (see chapter 3.1). This allowed to prepare different
grain morphologies and compare their influence on the overall diffusion. The diffu-
sion was measured by three different techniques: X-ray diffraction (see chapter 3.5),
gas volumetry (see chapter 3.2) and resistance measurements (see chapter 3.3). For
the resistance measurement technique an analytic model was developed that allows
evaluating the volume fraction of the MgH2 at a given time from the resistance.
The volume fraction allows the determination of the diffusion constant, as well as to
evaluate the limiting kinetic process of the measurement. Hence, it can be confirmed
that a given measurement is limited by diffusion and not by another limiting kinetic
process (e.g. hydrogen absorption or phase transformation). The experimental tech-
niques allow to measure the overall system diffusion coefficient of the thin films in
dependency of different parameters like the grain size and gas pressure. One of the
compared parameters was the concentration of iron additives in the thin films. Iron
is known not to solve in magnesium (see reference [69]). Therefore, it may segregate
in grain boundaries and change the grain boundary diffusion. To study the influence
of the grain boundary diffusion and volume diffusion on the overall system diffusion,
finite-element simulations (FEM) were performed (see chapter 3.6).
The grain morphology of the thin films prepared was studied at different states of
the hydrogen loading experiments (see chapter 4). X-ray diffraction (XRD) and
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transmission electron microscopy (TEM) were used to study the grain morphology
before and after hydrogen loading. Before hydrogen loading the IBS films showed
large columnar grains with in-plane grain sizes of about 60 nm. Thicker films showed
somewhat larger in-plane grain sizes. The out-of-plane grain size seems to be equal to
the film thickness, with the exception of some smaller grains at the substrate/film
interface. After hydrogen loading (and unloading), the grains were found to be
equiaxed with grain sizes of around 15 nm. Before hydrogen loading the PLD films
showed mostly equiaxed grains with grain sizes of about 10 nm, along with some
larger grains similar to the grains of the IBS films. After hydrogen loading the large
grains were transformed in smaller equiaxed grains similar to what happened in the
IBS films. The other grains, which were already small and equiaxed before hydrogen
loading, may slightly reduce their grain size during the hydride formation However,
this is not a clear outcome. Overall, the formation of the magnesiumdihydride seems
to lead to a strong nanocrystalline structure.
This nanocrystallisation was confirmed by an in situ TEM and EELS study. A
TEM lamella of an IBS film was loaded in the TEM. It was found that a nucleus
forms at the thinnest point of the lamella and grows half-spherical afterwards. It
was shown that the growing MgH2 forms the nanocrystalline structure. The reason
for the formation of the nanocrystalline structure is believed to be the influence of
high stresses in the thin films. It was shown in the literature that high stresses
form in thin films (in general and for similar Mg thin films), because the in-plane
expansion is prevented by the substrate [76, 88]. This explains the formation of
the nanocrystalline structure as the high stresses result in plasticity, which strongly
changes the grain structure. The nucleation and growth behavior found in the TEM
lamella has been predicted by Uchida et al. [44] in his description of the development
of the blocking layer (see figure 2.5 in chapter 2.1.4). However, in this work it was
found that the hydride additionally grows fingers along the magnesium/palladium
interface. This leads to a closed hydride layer on top of the film, blocking the film
much earlier than the pure half-spherical growth would do.
The hydride can be unloaded by contact with air without the need of increased tem-
peratures. However, the hydride decomposition does not reverse the nanocrystalline
grain structure. The hydride decomposition stands in opposition to the thermody-
namic equilibrium conditions of the bulk system, which would predict a decompo-
sition at temperatures of about 577 K (see section 2.1.1). However, the hydrogen
release was confirmed by resistance measurements, XRD and TEM measurements
(see chapter 4.2). It is known that stresses change the thermodynamic behavior in
thin films [84, 85, 86]. It was shown that high stresses reduce the critical tempera-
ture and thereby reduce the temperature necessary to dehydride a thin film. This
explains the results of this work.
The finite-element simulations gave a better insight into the diffusion process in
magnesiumdihydride containing grain boundaries. The FEM results in dependency
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of time and grain size were compared with the analytic descriptions given by Harri-
son [64] (see chapter 2.2.4). For diffusion coefficients in volume and grain boundary
of similar order of magnitude it was found that the grain size is of major impor-
tance, as it strongly influences which analytic description needs to be applied (see
chapter 6.2.1). It further appears that the Harrison regime A is applicable for larger
grain sizes than the theory would predict. For a large ratio ∆ = DGB/DV > 1000
of the grain boundary diffusion coefficient DGB and the volume diffusion coefficient
DV , Harrison regime C describes the FEM simulations the best. This regime is
completely governed by the grain boundaries and volume diffusion can be ignored.
The large scatter found in the literature regarding H diffusion in MgH2 can be
explained with regards to the results of the FEM simulations. The diffusion in crys-
tals of MgH2 (with no influence of grain boundaries) is found to be in the range of
D ≈ 10−29 m2 s−1 at room temperature. Measurements in samples containing grain
boundaries showed values of 10−16 m2 s−1 to 10−20 m2 s−1. The large difference can
be explained by diffusion in Harrison regime C, which means that the experiments
in samples with grain boundaries measure only the grain boundary diffusion coeffi-
cient DGB. This explains also the larger scatter for measurements containing grain
boundaries. The different samples are expected to have different grain structures and
grain boundary structures. Different grain boundaries have different grain bound-
ary diffusion coefficients DGB, which are measured in the diffusion experiments in
regime C.
The evaluation of the limiting kinetic process confirmed that almost all measure-
ments investigated are limited by a diffusion process (see chapter 5.1). The diffusion
coefficients measured by different techniques during the same measurement fit well
to each other. Overall an average diffusion of DGB = 6.9+140−6.5 ·10−18 m2 s−1 was found
for all samples (see chapter 5.2). No dependence on the grain size was found, which
confirms the finding that the measured diffusion coefficient is the grain boundary
diffusion coefficient (see chapter 6.3.1). Increasing or decreasing the grain boundary
density (by changing the grain size) does not change the speed of transport in the
grain boundary, only the amount of transported diffusant. This explains why the
structural changes during the hydride formation do not influence the grain boundary
diffusion coefficient. An apparent dependence on the loading pressure was found.
However, it can be shown that this dependence is actually a dependence on the
iron content in the thin films (see chapter 6.3.2). Iron seems to increase the grain
boundary diffusion coefficient. It is most probable, that iron segregates at the grain
boundaries and thereby leads to changes in the grain boundary structure. These
changes seem to lead to an improved grain boundary diffusion of hydrogen.
Further insight, into the behavior of the MgH2 grain boundaries, was gained by
adding additional hydrogen into the hydrided thin films (see chapter 6.3.3). This
leads to an increase of the measured resistance. The effect can be explained with
regards to the work of Westerwaal et al. and Demetry [101, 106]. Westerwaal et
al. proposed that the low resistance found in hydrided MgH2 films (MgH2 is an
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insulator) is the result of the grain boundaries, which act as a conducting network.
Demetry et al. confirmed that grain boundaries can improve electric conductivity
for TiO2, another insulator with the same rutile crystal structure as MgH2. The
resistance increase is therefore interpreted to be a result of additional hydrogen
taken up into the grain boundary network, which lowers the conductivity of the
network. A diffusion coefficient can be evaluated during this additional uptake.
It was found to be the same as for the other measurements, which confirms that
for both cases the inward diffusion of hydrogen in the grain boundary network is
measured. For long times a drop of the resistance of the films can be found. This is
most likely the result of formation and diffusion of magnesium defects in accordance
to a similar result found in TiO2 by Nowotny et al. [234]. The origins of the process
need to be confirmed, but it happens on very slow time scales, meaning the process
has a diffusion coefficient of below 10−25 m2 s−1.
To conclude, the results of this work show how magnesium can be improved for the
application as a hydrogen storage material. The kinetics of magnesium is limited
by the diffusion through magnesiumdihydride. This work showed that this process
is dominated by the diffusion through grain boundaries. This leads to two changes
necessary for an efficient storage medium. First, the grain and particle sizes need to
be small. This will lead to a high percentage of hydrided material before a closed
hydride layer (or shell) is formed. Further, the grain boundary diffusion needs to
be improved to reduce the time necessary to hydride the magnesium left under the
MgH2 surface layer. This work indicates one way how this may be ensured. The
addition of iron increases the hydrogen grain boundary diffusion. Further research
is needed in finding the best additive to increase the grain boundary diffusion and
the optimal concentration of the additive.
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Appendices

A. Additions to Experimental
methods
The appendix collects some additions to the experimental methods presented in
chapter 3.2. Figure A.1 shows the two background measurements of the gas vol-
umetry setup without sample or resistance stage (measured by F.Jung). The drop
can probably be attributed to a drift of the membrane in the baratron pressure
gauges and is corrected in the measurements of the diffusion coefficients.
Figure A.2 shows how Z1 and q21 develop in dependence on λ. Both values converge
quickly for λ >10. As most measurements done in this work had λ ≈100 no large
error to measurements is introduced by the error of λ. This is of importance for the
measurements of diffusion coefficients as described in chapter 3.2 and chapter 3.3.
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Figure A.1.: Pressure drop during two hydrogen loading experiments with 122 Pa without
sample or resistance stage. The red line is the pressure increase, because of leakage
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Figure A.2: Change
of q21 and Z1 with in-
creasing values of λ.
Both values converge
quickly for values of
λ > 10. q21 converges
against 2.4674 and Z1
against 0.810 57.
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B. Additional results
The following appendix collects some additional results of this work. While inter-
esting, they are not essential for answering the main research question: How do
grain boundaries influence the diffusion of hydrogen through the magnesiumdihy-
dride. First, some additional information about the studied thin magnesium film
are given. The film thickness of the magnesium and palladium layer is collected in
section B.1.1. Afterwards, additional XRD measurements are discussed in section
B.1.2. Finally, a palladium-magnesium interlayer is presented, which was identified
in the IBS-ETEM sample. The second part of the chapter presents additional re-
sults from the measurements of diffusion coefficients. First, additional data from
the evaluation of the limiting kinetic process is presented (section B.2.1) and later
on additional results regarding the diffusion coefficients (section B.2.2).
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B.1. Structural characterization of Mg thin films
upon hydrogen loading
B.1.1. Film thickness changes upon hydrogen loading
Table B.1 gives the film thicknesses of the Mg thin films and their Pd capping layer.
The values were measured by TEM and, in addition, by a Dektak 150 profilometer
(values in brackets). The values before and after hydrogen loading are not measured
on the same sample but on different samples of the same batch. The values of table
B.1 are plotted in figure 4.12 in chapter 4.3.
Table B.1.: Film thicknesses of the thin magnesium films and their palladium capping
layers. The values were measured by TEM cross sections. In some cases additional mea-
surements were performed using a Dektak 150 profilometer. The values measured in this
manner are given in brackets.
Batch Before hydrogen loading After hydrogen loading
/(nm) /(nm)
magnesium palladium magnesium palladium
IBS-A 638± 27 31± 4 608± 31
(534± 55) (688± 92)
IBS-B 623± 9 28± 5 636± 5 20± 3
(560± 20) (458± 5)
IBS-C (4330± 95) 28± 4
IBS-D 403± 8 34± 3 471± 5 36± 5
(347± 20)
IBS-E 670± 14 45± 3 838± 32 52± 6
(510± 52)
IBS-F 660± 8 40± 3 680± 18 39± 5
PLD-noPd (140± 30)
PLD-Pd 86± 4 33± 4 188± 9 37± 4
IV
B.1. Structural characterization of Mg thin films upon hydrogen loading
B.1.2. XRD measurements of Mg thin films
Additional XRD measurements were done on the PLD and IBS Mg thin films. The
results are of general interest, but do not offer much insight into the influence of
grain boundaries on the hydrogen diffusion. Therefore they are discussed here.
Figure B.1 shows a XRD measurement of a PLD sample. In black a measurement
directly after preparation is displayed, the grey curve belongs to a measurement after
four months storage in air, while the blue curve belongs to a measurement, which
was loaded with hydrogen for three months. Many of the same features reported
in chapter 4.1 about the IBS samples are found again (see figure 4.1). Marked by
black dashed lines are the silicon (400) peak, the magnesium (002) peak and the
palladium (111) and (200) peaks. All of these were discussed for the IBS sample
presented before. The Mg peak is much weaker in this sample as the film is thinner
and the grain size is smaller (see chapter 4.1). A sharp peak can be seen to smaller
2Θ values of the Mg peak. By comparison of the lattice distance values l it can be
identified as the formally forbidden (200) silicon peak (see equation 3.18 in chapter
3.5). The green line may correspond to a (100) Mg(OH)2 peak 1. This would
explain why it is only visible months after preparation. However, it forms even
with a Pd capping layer and for the sample that spent the most time in vacuum
or a hydrogen atmosphere. It is therefore probable that no closed hydroxide layer
is formed, only single hydroxide nuclei. The red lines indicate peaks that cannot
be described by known phases of magnesium, palladium, silicon, magnesiumoxide,
magnesiumhydroxid or magnesiumhydride. This includes the magnesiudihydride
γ-phase, which was described by Ham et al. to form in Mg thin films [71]. One
possible explanation for the peak would be a palladium-magnesium phase. Several
different phases are known (see figure 2.4 in chapter 2.1.4) and it has been confirmed
in another sample studied in this work (compare appendix B.1.3). The peaks are not
visible directly after preparation. While most literature found an intermixing of Mg
and Pd at high temperatures, it can not be excluded that alloy phases form at room
temperature. Singh et al. found a formation during preparation by PLD [37]. This
cannot be confirmed here. However, as discussed in chapter 6.1.1, differences in the
preparation of Singh et al. and the films studied in this work exist. The exact phase
of the possible interlayer could not be identified, making further research necessary.
To confirm that the new peaks discussed above are not only a result of the PLD
preparation figure B.2 shows two IBS samples four and a half months after prepa-
ration. The black curve displays data from a sample stored in air, while the blue
curve displays data from a sample loaded with hydrogen, which spent most of the
time between the loading steps in vacuum. The typical Mg, Pd and Si peaks are
visible again (marked by dashed black lines). The influence of the hydrogen loading
can be seen here. The Pd and Mg peaks shift to the right, indicating smaller lat-
1Compare chapter 2.1.4 for a description of the formation of the MgO/Mg(OH)2 layer
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Figure B.1.: XRD measurement of PLD prepared magnesium thin films after prepara-
tion (black curve), four months after preparation (gray curve) and after hydrogen loading
for three months (blue curve). The black lines mark the magnesium (002), palladium
(111)/(200) and silicon (400) peaks already shown before in figure 4.1. The red lines mark
peaks possibly originating from the palladium-magnesium interlayer. They are discussed
further in the text. The green line marks a peak that may be attributed to a (100) Mg(OH)2
orientation.
tice distances. At the same time the Mg peaks become much weaker. Both effects
can be explained by the change in the Mg microstructure. As discussed in chapter
6.1, the grain structure becomes much more nanocrystalline after hydrogen loading.
This leads to weaker magnesium XRD peaks, as the overall grain volume is reduced.
The decrease of the grain size is a consequence of the lattice expansion of the thin
film and the resulting plasticity. This plasticity strongly reduces the stresses in the
film. The shift of the peaks shows this decrease in the internal stress (for further
information see reference [215]). A green dashed line marks the (100)Mg(OH)2 peak
already found in figure B.1. A new peak marked by a magenta dashed line is found
in the loaded sample. It could fit to (002) Mg(OH)2 peak or a (111) MgO peak.
Because it is only visible in a sample that was in contact with hydrogen and it is
found in combination with the (100) Mg(OH)2 peak it seems more probable to be a
(002) Mg(OH)2 peak. It is unclear why the Mg(OH)2 peaks are only visible in the
loaded sample. This was not the case for the PLD sample where a (100)Mg(OH)2
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peak was found for samples aged in air as well as for samples aged in hydrogen.
Several peaks of a possible palladium-magnesium interlayer are found again. They
all seem to be weaker for the sample that was loaded with hydrogen. A similar, but
weaker, trend is visible for the PLD samples in figure B.1. This may be a result of
the change in microstructure for the samples loaded with hydrogen.
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Figure B.2.: XRD measurement of IBS prepared magnesium thin films that were mea-
sured four and a half months after preparation. The sample characterized by the black
curve is as-prepared, while the sample characterized by the blue curve was loaded with
hydrogen. The black lines mark the magnesium (002), palladium (111)/(200) and silicon
(400) peaks already shown before in figure 4.1. The red lines mark peaks possibly origi-
nating from the palladium-magnesium interlayer. They are discussed further in the text.
The green line marks a peak that may be attributed belong to a (100) Mg(OH)2 orienta-
tion. The magenta peak may belong to a (002) Mg(OH)2 orientation or to a (111) MgO
orientation.
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B.1.3. EELS measurements of a palladium/magnesium
interlayer
Appendix B.1.2 discussed a palladium-magnesium interlayer as the possible origin of
some XRD peaks found in aged samples. This interlayer has been definitely identified
in sample IBS-ETEM by EELS. Figure B.3 shows an EELS map of the interface
between the magnesium thin film and the palladium capping layer. A layer of mixed
composition with an approximate thickness of 10 nm could be identified between the
two. The sample was prepared about a half a year before the experiments. It is
unclear if the layer was present from the beginning or formed in the meantime. The
XRD results of appendix B.1.2 indicate the latter.
Figure B.3: EELS map of the distri-
bution of palladium and magnesium at
their interface. An interlayer of Mg–Pd
forms at the interlayer, separating the
pure magnesium thin film from the pal-
ladium cap.
Pd
Mg
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B.2. Measurement results of diffusion coefficients
of hydrogen in nanocrystalline MgH2
B.2.1. Evaluation of the limiting kinetic process
Sample pH t90 impingement parameter η JMAK regions
/(hPa) /(s)
IBS-A1 800 11 500 5.6 · 1010 2
IBS-A2 300 3600 6.4 · 1010 4
IBS-A3 500 1700 1.1 · 1011 3
IBS-B1 50 11 000 1.3 · 1012 2
IBS-B2a) 800 4000 5.4 · 1011 1
IBS-D1 10 25 000 1 1
IBS-D1 10 118 000 1 1
IBS-E1 25 45 000 1 2
IBS-E1 7 281 000 1 2
PLD-noPd 7 14 500 2.2 · 1011 1
PLD-noPd 7 120 000 1 2
PLD-Pd 10 27 300 1.2 · 1011 1
PLD-Pd 30 840 4.6 · 1010 1
Table B.2.: Overview of parameters for the evaluation of the limiting kinetic process. For
each sample where the hydride volume fraction φMgH2 was evaluated the applied hydrogen
pressure pH is given for the evaluated loading step. t90 gives the time the sample needs to
reach 90 % of the maximum hydride volume fraction. The impingement parameter η was
evaluated by fitting equation 2.30 to the data. The final value gives the number of regions
with different slope n in a plot of ln (ln (1/(1− φMgH2))) over ln(t) (compare equation
2.29). For regions which cover more than 75 % of t90 additional evaluated parameters are
given in table 5.1.
a): The resistance measurement shows an unexplained dip during the measurement. How-
ever, the data was evaluated in the same way as all other samples
Table B.2 collects some additional results of the evaluation of the limiting kinetic
factors. For all evaluated samples it gives the loading pressure and the time needed
to reach 90 % of the reached hydride volume fraction φMgH2. This time is a relevant
parameter, as afterwards no significant changes in the resistance happen anymore.
Additional the evaluated impingement parameter η are give, for large η the JMAK
model can be applied to describe the kinetics. Finally, the number of regions with
different slope in a JMAK plot are given. The final evaluation only uses the region
covering the longest time period. The only exception is sample IBS-E1, as discussed
in chapter 5.1.
Figure B.4 shows the integrated reaction model of the Ginstling-Brounshtein model
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Figure B.4.: Comparison of integrated reaction model, evaluated by resistance measure-
ment, of the Ginstling-Brounshtein model in 2D and 3D for sample IBS-E1 (first time
loaded). The model in both dimensions fits better to the data than the CV model or
Jander’s model (see figure 5.2). This indicates that the kinetics is limited by diffusion in
more than one dimension.
in 2D and 3D plotted as function of time (see chapter 2.3). The fit of these models
for the second region (18 000 s to 45 000 s) is better than any other model tested.
This indicates a diffusion limitation in two or three dimensions.
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B.2.2. Results of overall system diffusion coefficient
measurements
This appendix collects some additional results of the diffusion coefficient measure-
ments. Table B.3 collects all diffusion coefficients measured in samples that were
found to be limited by diffusion (see chapter 5.1). Diffusion coefficients measured by
the three used methods (gas volumetry, resistance measurement and X-ray diffrac-
tion) are given along with the sample name and the hydrogen loading pressure pH .
Table B.3.: Overall system diffusion coefficients measured in this work. The first
columns give the sample name and the applied loading pressure pH . In the following the
measured diffusion coefficients are listed. Three independent methods were used to measure
diffusion coefficients. In situ XRD measurements (DXRD), gas volumetry measurements
(DG) and resistance measurements (DR). Marked in red is the measurement which is
limited by the diffusion process, but not in one dimension as discussed in section 5.1.
a): no new loading, the hydrogen pressure is increased from the previous step.
b): DR is not corrected with the background measurements
Sample pH DXRDove DGove DRove
/(hPa) /(m2 s−1) /(m2 s−1) /(m2 s−1)
IBS-A1 800 (4.3± 2.2) · 10−17 (1.6± 0.9) · 10−17
IBS-A2 300 (7.5± 4.0) · 10−17 (4.6± 2.4) · 10−17
IBS-A3 500 (1.5± 0.8) · 10−16 (1.3± 0.7) · 10−16
IBS-A5 300 (1.3± 0.7) · 10−16
IBS-B1 50 (5.6± 2.9) · 10−17 (1.5± 0.8) · 10−17
IBS-B2 800 (7.4± 4.2) · 10−17 (4.6± 2.4) · 10−17
IBS-C1 300 (6.2± 3.2) · 10−17
IBS-C2 100 (7.2± 3.7) · 10−17
IBS-D1 10 (2.2± 1.2) · 10−18 (2.6± 1.4) · 10−18
10 (7.3± 3.7) · 10−19 (1.2± 0.6) · 10−18
100a) (4.9± 2.5) · 10−17
IBS-E1 25b) (6.2± 3.2) · 10−18 (5.4± 2.8) · 10−18
100a) (1.2± 0.7) · 10−18
PLD-noPd 7 (9.5± 4.9) · 10−19
PLD-Pd 10 (2.8± 1.5) · 10−21
Figure B.5 shows the comparison of the evaluated hydride volume fraction by dif-
ferent methods. The black line shows where data points should be in the case that
all methods yield the same results. Mainly the volume φRMgH2 was evaluated by
the resistance measure as described in chapter 3.3.2. Figure B.5 a) compares these
results with the volume fraction φcMgH2 estimated from the hydrogen concentration
cH taken up by the sample. The hydride volume fraction can be estimated as cH/2,
as the hydride is assumed to grow as a layer parallel to the palladium/magnesium
and magnesium/silicon interface. The comparison shows that φcMgH2 underestimates
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Figure B.5.: Comparison of the evaluated volume fraction of the magnesiumdihydride
φMgH2 by different methods. Figure a) shows the volume fraction at a given time calculated
by the resistance measurement φRMgH2 compared with the volume fraction estimated from
the hydrogen concentration in the sample φcMgH2. Figure b) compares the time needed
to reach 90 % MgH2, on the one side, calculated from the resistance data tR90%MgH2 and
measured by the decrease of the Mg XRD peak tR90%MgH2.
the hydride volume fraction compared with φRMgH2. From chapter 3.3.2 it is known
that φRMgH2 already underestimates the true volume fraction itself. Therefore, φcMgH2
needs to be treated with care. Figure B.5 b) compares the time t90%MgH2 necessary
to reach 90 % of the overall hydride volume fraction. The y-axis gives the time eval-
uated by resistance measurements (tR90%MgH2). The x-axis gives the time evaluated
by the decrease of the XRD magnesium (200) peak (tX90%MgH2). This result is not
completely unambiguous. Three of five samples show the same results independent
of the method. For two samples the resistance overestimated the time needed to
hydride the thin film. However, this is to be expected, as the applied three-layer
model underestimates the true hydride volume fraction at a given time. Therefore,
the film will form hydride faster than the three-layer model predicts. This effect
becomes larger for longer times, corresponding to figure B.5 b). However, overall
the three-layer model seems to describe the hydride evolution well.
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