Since contours of multi-dimensional depth functions often characterize the distribution, it has become of interest to consider structural properties and limit theorems for the sample contours (see [1]). For finite dimensional data Massé and Theodorescu [2] and Kong and Mizera [3] have made connections of directional quantile envelopes to level sets of half-space (Tukey) depth. In the recent paper [4] we showed that half-space depth regions determined by evaluation maps of a stochastic process are not only uniquely determined by related upper and lower quantile functions for the process, but limit theorems have also been obtained. In this paper we study the consequences of these results when applied to finite dimensional data in greater detail. The methods we employ here are based on [5] and [6] .
Introduction
The notion of the center of a data cloud or a probability distribution is useful and sometimes essential for some analyses of real-valued data. The lack of a natural ordering in higher dimensions forces a rethinking of the notion of center, and in (1975) Tukey defined what is now called either Tukey depth or half space depth. Namely, for a distribution, P , and x ∈ R d HD(x, P ) := inf{P (H) : H is a closed halfspace with x ∈ H}.
In this context a median is a point in R d at which the functiuon HD(·) is maximized, i.e., the deepest point. One can also define quantiles by how far from the median a point is, that is, how deep in the data the point is, using the given depth function. Since there can not be one "natural" notion of depth in multi-dimensional linear spaces, other notions of depth have emerged. One prominent one is Liu's Simplicial Depth ( [7] , [8] ).
Due to innovations in computing it has become possible to consider the possibility of dealing with data streams as an infinite dimensional data point, that is, a point in an infinite dimensional (often Banach) space. Some of the successes emanating from the notions of depth for finite dimensional data, suggested that "similar notions" of depth would be useful in the case of infinite dimensional data. A number of approaches have been undertaken, notably, ( [9] , [10] ) of López-Pintado and Romo. However due to the infinite dimensionality many difficulties which did not arise in the finite dimensional case came to light ( [11] , [12] ).
In the recent paper [4] we showed that half-space depth regions determined by evaluation maps of a stochastic process are uniquely determined by related upper and lower quantile functions for the process, and that under suitable conditions the empirical versions of these regions converge to the population regions. The convergence is with respect to a Hausdorff metric (also used for finite dimensional data in [3] and [1]), and include both consistency results and √ n-rates of convergence for the distance between empirical versions and the population version of the regions. Precise statements appear in Proposition 1 and Theorem 1 of section 3.
Our primary focus here is to examine the application of these results to functional data determined by random vectors. In particular, we are interested in what sense they provide an alternative to Tukey half-space depth in R d , and the limit theorems for empirical medians in [13] and [14] based on the argmax of the empirical Tukey depth processes.
The main assumptions required in Theorem 1 can be verified by applying the empirical quantile CLTs in [6] and [5] , or the consistency results obtained in Theorem 2 and Corollary 4 of [4] . These empirical quantile CLTs hold for functional data given by a broad collection of Gaussian processes, martingales, and independent increment processes, and they have Gaussian limits uniformly over the parameter set of the data process and in the quantile levels α ∈ I for I a closed interval of (0, 1). Hence they differ from the limit theorems in [13] and [14] , where the limits are non-Gaussian for data in R d when d ≥ 2, and also that they are established directly without first introducing a corresponding half-space depth.
One of the reasons for the differences is connected with the fact that our empirical quantile processes live on a space of functions, some of which may not be suitably connected with vectors in R d . Lemma 1 of section 4 and Corollary 3 of section 5 examine situations where the Tukey median vector can be determined by our median function. Furthermore, since the index set of our stochastic processes is quite arbitrary, under suitable conditions we are able to apply our results to Tukey depth regions for data in R d , obtaining not only consistency results, but also rates of convergence for the Tukey depth regions in section 5.
A brief outline of the paper is as follows. Section 2 introduces basic notation. Section 3 provides additional notation and states Proposition 1 and Theorem 1 from [4] . Corollary 1 of section 4 provides an application of Proposition 1 to vector valued data taking values in a separable Banach space, and Lemma 1 indicates some connections with the analogue of Tukey depth in this setting. In section 5, when the data is R d -valued, we establish a limit theorem for quantile processes that allows us to apply the stochastic process results of Proposition 1 and Theorem 1 to study convergence of Tukey half space depth regions, their related quantile regions, and also connections to the related Tukey median vector in R d . In particular, we examine connections between the assumptions used in our results to those used in [13] and [14] in sub-section 5.1, and how the smoothing of sub-section 5.2 can be used to allow application of both the consistency results and CLT results in section 5.
We postpone the proofs to section 6, but a number of remarks are included in earlier sections to motivate and understand how the results fit together.
Basic Notation
Throughout the paper E is a nonempty set, D(E) a collection of real-valued functions on E, D E is the minimal sigma-algebra making the evaluation maps θ t : D(E) → R measurable, where
and µ is a probability measure on (D(E), D E ). Of course, the (functional) data of interest are drawn from D(E) and µ is the population distribution or law on D E of the data. It will also be convenient to have i.i.d. stochastic processes X := {X(t) : t ∈ E}, X 1 , X 2 , · · · on some probability space (Ω, F, P ) such that the common law they induce on (D(E), D E ) is µ. For each t ∈ E, we denote the distribution function of X(t) by F t (x) := F (t, x), x ∈ R. In addition, without loss of generality we assume that the sample paths of these processes are always in D(E), and for n ≥ 1 denote the empirical measures for µ on (D(E), D E ) by
To describe the quantile and depth regions in our results we now recall the definition of left and right α-quantiles for real-valued random variables. Definition 1. Let ξ be a real valued random variable with Borel probability law µ ξ , and for x ∈ R set F ξ (x) = P (ξ ≤ x). Then, for α ∈ (0, 1), the left and right α-quantiles of ξ (equivalently, of the distribution function F ξ or the probability law µ ξ ) are defined, respectively, as
Next we turn to the definition of the left and right α-quantile functions determined by a measure ν on (D(E), D E ). In Remarks 1 and 2 that follow we indicate some simplifications of this notation that we employ for our "fixed" measure µ and its empirical measures µ n (ω).
Definition 2. Let ν be a probability measure on (D(E), D E ), {θ t : t ∈ E} denote the evaluation maps in (1), and for each t ∈ E the distribution function of θ t with respect to ν is F θt . Then, for (α, t) ∈ (0, 1) × E, the left and right α-quantile functions determined by ν are
Remark 1. If the measure ν is our "fixed" measure, µ, we simplify to τ α,l (t) := τ α,l (t, µ) and τ α,r (t) := τ α,r (t, µ).
In case we also have τ α,l (t) = τ α,r (t) for all t ∈ E, then to denote their common value we simply write
and note that τ α (t) is the unique function f (t) on E such that for each t ∈ E, f (t) is the left α-quantile of the random variable θ t (·) on (D(E), D E , µ). In addition, note that if X := {X(t) : t ∈ E} is a stochastic process with sample paths in D(E) that induces law µ on (D(E), D E ), then the left and right α-quantile functions determined by µ can be defined by the distribution functions
Remark 2. When the context is clear, in the rest of the paper we often omit the ω in µ n (ω). This gives rise to notation such as
as well as M α,n = M α,µn(ω) , and N α,n = N α,µn(ω) , which are based on the quantile and depth regions of Definitions 3 and 4 below with ν = µ n .
Equality of Quantile and Depth Regions, and Convergence Results
In order to state our results on half-space quantile and depth regions for functional data (or stochastic processes), we observe that if ξ is a real-valued random variable with distribution function F ξ , then for α ∈ (0, 1)
Furthermore, if
Next we turn to the definitions of α-quantile regions, half-space depths, and α-depth regions. 
Remark 3. If the measure ν is our "fixed" measure, µ, we simplify to
where the left and right quantiles are (with respect to µ) as in (6) , and again ignore its dependence on µ.
Definition 4. Let ν be a probability measure on (D(E), D E ). For any real-valued function, h, on E, we define the half-space depth of h with respect to ν and the evaluation maps θ t , t ∈ E, by
and the α-depth regions by
Remark 4. For n ≥ 1, the empirical half-space depths are denoted by D(h, µ n ) and the empirical α-depth regions by
The depth D(h, ·) not only depends on the measure, but is defined in terms of the evaluation maps indexed by E, so in what follows we may also refer to it as the E-depth with respect to the measure involved, or simply as E-depth. In addition, when the stochastic process X induces the law µ on (D(E), D E ), we have
We write Λ * to denote the measurable cover function of a real-valued function Λ on Ω, see [15] , and for U, V subsets of D(E) we denote the Hausdorff distance between U and V (with respect to the sup-norm on D(E)) by
where U = {z ∈ D(E) : inf h∈U sup t∈E |z(t) − h(t)| < }. If U or V is empty, but not both, then
3.1. Equality of depth and quantile regions.
The following proposition shows certain quantile regions are equal to related depth regions. The proposition is quite general, and also applies to the empirical quantiles and the related empirical depths.
Proposition 1. Assume the notation in section 2, and (10) (11) (12) (13) (14) . Then, for α ∈ (0, 1 2 ] and ν any probability measure on (D(E), D E ) we have
In particular, the α-quantile regions and the α-depth regions with respect to µ and also the empirical measures µ n are such that
and for n ≥ 1, ω ∈ Ω,
Remark 5. Although Proposition 1 holds quite generally, it is important to note that there are many situations where the sets in (18) are small. In fact, in many of the examples in [12] these sets have µ probability zero for all α > 0. Nevertheless, it is important to keep in mind that if one wants to examine quantile regions of the type in Proposition 1, then some variety of half-space depth emerges. Finally, with τ 0,l (t) = −∞ and τ 1,r (t) = +∞ for all t ∈ E, which are their natural definitions, we easily see
is assumed to be a linear space, then the maps θ t , t ∈ E, are linear from D(E) into R, and hence M α is convex. If D(E) has a topology such that these maps are continuous, then M α is a lso clos ed. Of course, from (18) the sets N α then have similar properties.
Empirical Regions Converge
In Proposition 1, D(E) is quite arbitrary, except that it supports the probability measure µ = L(X). However, for many standard stochastic processes X := {X(t) : t ∈ E} the set E is a compact interval of the real line or a compact subset of some metric space, and its sample paths may well be continuous, cadlag, or at least uniformly bounded on E. Hence, in such cases we can take D(E) to be the Banach space ∞ (E) with sup-norm ||h|| ∞ = sup t∈E |h(t)|, or some closed linear subspace of ∞ (E) of smoother functions that reflect the regularity of the sample paths of X. The choice of D(E) = ∞ (E) is convenient in that weak convergence results for empirical processes are readily available in this setting. Moreover, if D(E) = ∞ (E) and the sample paths of X are in ∞ (E), then Corollary 1 of [4] and stochastic boundedness of X implies for give n α ∈ (0, 
and
converge in probability to zero with respect to P . Then, for the given α ∈ (0,
, and N α,n are non-empty, and the measurable cover functions (of the Hausdorff distances)
converge in probability to zero with respect to P . In addition, if 1 ≤ a n = O( √ n) converges to infinity, and the measurable cover functions
are bounded in probability, then
are bounded in probability with respect to P .
Remark 6. The assumptions (21) and (22), or (24), are non-trivial, but by applying the results in [6] and [5] one can obtain a broad collection of stochastic processes for which they can be verified for all α ∈ (0, 1) with best possible a n , namely a n = √ n. Then, at least in some situations, one can apply the results in [12] to identify depth regions, which when combined with Proposition 1 allow us to determine the related quantile regions for these processes.
Applications of Proposition 1 to Vector Valued Functional Data
Now we examine the implications of Proposition 1 for functional data taking values in a real separable Banach space B with norm || · || B , dual space B * , and dual space norm || · || B * . That is, the data is given by a B valued random vector W defined on some probability space (Ω, F, P ) which is measurable from F to the Borel sets B of B.
When B is separable, E will be the collection of continuous linear functionals on B of norm one (which we also denote by S * for necessary emphasis in this situation), the topology on E is that given by the dual space norm || · || B * , and
Hence it is easy to see that the Γ(E) ⊆ C(E) ∩ ∞ (E), and we will assume D(E) is a space of real valued functions on E such that
Of course, if B is finite dimensional, then E = S * is compact with respect to the usual Euclidean topology, and we then also have C(E) ⊆ ∞ (E). Although in certain situations it might be useful to choose E to be a different collection of Borel measurable mappings, we take E = S * to link our approach to Tukey depth and Tukey medians in R d . It also provides a linear isometry between B and Γ(E) as defined above, which we turn to now. That is, the map Θ :
is a linear isometry from B into D(E), and onto Γ(E), equipped with the sup-norm, since E = S * implies
Given W, we define the stochastic process X := {X(t) : t ∈ E}, where
Moreover, both Θ and Θ −1 are measure preserving maps. That is, if U ∈ B and V = Θ(U ), then
The Tukey half-space depth for a vector a ∈ B with respect toμ = L(W ) is defined by
and hence
Following the terminology used when
The E-half-space depth of any real-valued function h on E with respect to µ = L(X) is as in (15) with X(t) = Θ(W )(t) = t(W ), t ∈ E. Therefore, (31) and that we are assuming E = S * implies for a ∈ B, h ∈ Γ(E), that
Moreover, for the stochastic process X we immediately have quantile functions for all α ∈ (0, 1), whereas in the vector setting only Tukey median vectors are immediately defined via (32). Hence, it is natural to ask under what circumstances the median function for µ = L(X) determines a Tukey median vector forμ = L(W ). Of course, median vectors as defined using (30) and (32) may not be unique, but they always exist if B = R d , and when B is infinite dimensional even existence is less certain. However, if such a median vector m exists and it has Tukey half-space depth 1 2 , then even for infinite dimensional B under the conditions of Lemma 1 the vector m is unique, and we can link it to the (unique) median function τ 1 2 (·) as in the following lemma. Hence, the stochastic process formulation works well in these circumstances. However, the assumption that T Dμ(m) = 1 2 is crucial for our proof of Lemma 1, so in section 5 we also examine the situation when B = R d and T Dμ(m) < 1 2 . Lemma 1. Assume the distribution function of the random variable θ t (·) defined on (D(E), D E , µ) is continuous and strictly increasing in an open neighborhood of τ 1 2 ,l (t) for each t ∈ E, and the E-depth of any real-valued function h defined on E with respect to µ is given by (15) . Then, (i) the right and left median functions for µ = L(Θ(W )) given by (6) 
and a is unique under these equivalent conditions. 
where for each t ∈ Eτ α,l (t) andτ 1−α,r (t), α ∈ (0, 1)
are left and right quantiles for the random variables ξ t = X t = t(W ) defined using (3). Then, for α ∈ (0,
and T Dμ(a) is the Tukey depth of a ∈ B with respect toμ (see (30)). 
Some consequences when
Here we examine convergence results for quantile sets and depth sets for vector valued data in R d , and the depth is that of Tukey given in (30). The main results are an application of Theorem 1, and are of two types. The first follow by establishing consistency for suitable empirical quantile functions, which allow us to verify the critical assumptions of Theorem 1 in (21) and (22), and the second are CLT results for empirical quantile functions which yield (24) and its consequences. These results are the first step in the proof of Corollary 2, and appear in Theorem 2 below. For the most part, the proof of the empirical quantile CLT results in Theorem 2 follow from [6] and [5] and empirical process theory, and the consistency results for these quantile processes follow from Theorem 2 and Corollary 4 in [4] .
In Corollary 3 we examine when the Tukey median vector can be obtained from our median function under conditions more general than in Lemma 1. Finally, Lemma 2 indicates a smoothing procedure for data in R d so that our results apply to the smoothed data, and it provides a good approximation of the original data, its depth function, and its Tukey median.
Let W, W 1 , W 2 , · · · be i.i.d. R d valued random vectors on (Ω, F, P ) withμ = L(W ) a probability measure on the Borel subsets B d of R d . In addition, without loss of generality we assume that these random vectors take values in R d for all ω ∈ Ω, and for n ≥ 1 denote the associated empirical measures forμ on the Borel subsets of R d bŷ
We also assume E = S * denotes the linear functionals of norm one with respect to the usual Euclidean norm on R d , X = {X(t) := t(W ) : t ∈ E}, and throughout this section that the distribution functions
have densities {f (t, ·) : t ∈ E}. There are some additional assumptions we require on the densities f (t, ·), t ∈ E, and for convenience we label them as follows:
for each t ∈ S * , f (t, ·) is strictly positive, and continuous on
the densities f (t, ·), t ∈ S * , satisfy the uniform equicontinuity condition
and for a closed interval I in (0, 1) there is an θ(I) > 0 satisfying inf t∈S * ,α∈I,|x−τ α,l (t)|≤θ(I)
where τ α,l (t), α ∈ (0, 1), t ∈ E is the unique left α-quantile for the distribution F (t, ·), t ∈ E. Of course, once one has (44) holding, then τ α,l (t) = τ α,r (t) = τ α (t) for all t ∈ S * and α ∈ I. These assumptions may seem strong, but since we will obtain an empirical CLT with Gaussian limit at an arbitrary level α ∈ (0, 1) that is uniform in t ∈ S * , α ∈ I, it is necessary that F (t, ·) has a strictly positive derivative for each t ∈ S * and all x ∈ J t , where J t = {x ∈ R : 0 < F (t, x) < 1}, and that the densities are smooth in t ∈ S * . The conditions (43) and (44) incorporate these conditions in a useful manner, and the condition in (44) is also used to verify the continuity of the function τ α (·) on E f or α ∈ (0, 1), which is needed when we apply Theorem 1 in the proof of Corollary 2. Of course, the condition (42) implies J t = R for t ∈ S * . Now we turn to some observations on the notation used in [6] , [5] , [4] , and how it relates to that in Theorem 1 and section 4.
Since X = {X(t) := t(W ) : t ∈ E} is sample continuous on E = S * and E is compact in the usual Euclidean distance, Remark 8 of [4] along with (44) above and I = [α, α] implies τ α (·) ∈ C(E). In addition, µ = L(X) is a Borel probability measure on C(E) and τ α (·) equals the unique α-quantile function defined through µ as in Remark 1. Moreover, the empirical left and right α-quantile processes are as indicated in (8), and since the data is sample continuous, it follows from the argument in Lemma 3 of [5] that the left and right empirical quantiles are also in C(E). Therefore, we take D(E) = C(E) to be the sup-norm Banach space of continuous functions on E = S * throughout this section. Finally, we observe that the consistency results for empirical quantile processes in [4] and the empirical quantile CLTs in [6] and [5] are for left empirical quantile processes, and in Remark 9 we indicate the necessary modifications for a right α-quantile CLT. Remark 8 and Coroll ary 4 of [4] also deal with modifications for right α-quantiles of the consistency result presented there and in Theorem 2.
d valued random vectors on (Ω, F, P ) withμ = L(W ) a probability measure on the Borel subsets of R d . Also, assume E = S * , X j = {X j (t) := t(W j ) : t ∈ E}, j ≥ 1, the distribution functions F (t, ·) with densities f (t, ·) are such that (44) holds for I a closed subinterval of (0, 1), the left α-quantile function τ α,l (·) is as in Remark 1, and the empirical left α-quantiles are τ n α,l (t) = τ α,l (t, µ n ) as in (8) . Then, τ α,l (·) = τ α,r (·) = τ α (·) for α ∈ I, and with probability one the empirical quantile processes are such that
with probability one. If (44) holds for all closed subintervals I of (0, 1), and we also assume (42) and (43), then for every closed interval I of (0, 1) the empirical quantile processes
satisfy the CLT in ∞ (E × I) with Radon Gaussian limit process limit process
where {G(t, y) : t ∈ E, y ∈ R} is a mean zero Gaussian process with separable support in ∞ (E × R} and covariance E(G(s, x)G(t, y)) = P (X(s) ≤ x, X(t) ≤ y) − P (X(s) ≤ x)P (X(t) ≤ y).
(48)
In addition, for each fixed α ∈ I the empirical quantile processes in (45) and (46) take values in C(E), the continuous functions on E, and the law of large numbers and the CLT hold in C(E) with the sup-norm topology and Gaussian limit as in (47) for this fixed α ∈ I.
Remark 8. To see how Theorem 2 and some aspects of its proof can be used to verify (21) and (22) in Theorem 1, fix α ∈ (0, 1 2 ] and assume α ∈ I, where I satisfies (44). Furthermore, for those α ∈ (0, 1) where (44) holds, the argument in the proof of Theorem 2 implies that τ α,l (·) = τ α,r (·) ≡ τ α (·) ∈ C(E), and we also have τ n α,l , τ n α,r ∈ C(E). Since E is compact and C(E) is separable in the sup-norm, || · || ∞ is measurable with respect to the Borel subsets of C(E). Therefore, (21) of Theorem 1 holds without the use of a measurable cover function.
To verify (22) for the fixed α ∈ (0, 1 2 ] we also need to assume for this α that there exists θ(α) > 0 such that
and define for ω ∈ Ω, t ∈ E, and x ∈ R the distribution functions
Then, arguing as in the proof of Theorem 2 we have
and combining (49) 
is measurable, and converges to zero with P probability one. Hence, under the additional condition in (49) we also have (22) of Theorem 1 holds without the use of a measurable cover function.
Remark 9. Since the assumptions for the CLT in Theorem 2 hold for every closed interval I of (0, 1), the empirical left quantile processes in (46) satisfy the CLT in C(E) for each fixed α ∈ (0, 1), and hence imply the assumptions (21) and (24) , and λ n are the empirical measures determined by λ. Then, using (9), we can use this CLT to get results for the right quantile processes determined by µ = L(X). That is, since λ and λ n are Borel probability measures on D(E) = C(E), we denote the left quantile functions and left empirical quantile functions determined as in Definition 2 with ν = λ and ν = λ n , respectively, by τ α,l (t, λ) and τ α,l (t, λ n ), t ∈ E, α ∈ (0, 1).
By (9), for each α ∈ (0, 1), t ∈ E,
and as before, we write τ 1−α (t, λ) when τ 1−α,l (t, λ) = τ 1−α,r (t, λ), ∀t ∈ E. Of course, since the distribution functions determined by Y = −X are also strictly increasing and continuous we thus have for all t ∈ E that
Furthermore, the assumptions of Theorem 2 holding for X = {X(t) : t ∈ E} imply they also hold for Y = {−X(t) : t ∈ E}. Therefore, Theorem 2 also implies for I a closed subinterval of (0, 1) the right empirical quantile processes
where {H(t, y) : t ∈ E, y ∈ R} is a mean zero Gaussian process with separable support in ∞ (E ×R} and covariance
and g(t, x) = f (t, −x) is the probability density of −X(t), t ∈ E. By using complementation and algebraic manipulations to check covariances one sees that one version of the process {H(t, y)} is given by the process {G(t, −y)}. Then, using (54) and ( 55) we see that for (57) we can equivalently write
Of course, this is what we expect, since for fixed α ∈ (0, 1) our assumptions imply that in the limit the left and right empirical quantiles are equal. In addition, for each fixed α ∈ (0, 1) the empirical quantile processes in (56) take values in C(E), and they satisfy the CLT in C(E) with the sup-norm topology and Gaussian limit as in (57) or (59) for this fixed α ∈ (0, 1). Finally, once Theorem 2 is proved, the right quantile assumptions in (22) and (24) follow from this remark. In particular, in the setting of Theorem 2, under the CLT assumptions we have these conclusions all α ∈ (0, 
converge to zero in probability with respect to P . Furthermore, if Λ is a continuous linear map from C(E) into a separable Banach space F with norm || · || F , and d H,F (·, ·) denotes the Hausdorff distance between subsets of F determined by the norm || · || F , then the measurable cover functions of
converge to zero in probability with respect to P . If (44) holds for all closed subintervals I of (0, 1), and we also assume (42) and (43), then the measurable cover functions of
Remark 10. In the corollary that follows we provide circumstances where the functional median τ 1 2 (t), t ∈ E, and also other α-quantile functions τ α (·), allow us to extract information on the Tukey median vector ofμ = L(W ), as given in (32) when B = R d . A result of this type already appeared in Lemma 1 when the Tukey median ofμ has Tukey depth one half, but the next corollary provides sufficient conditions for this to hold even when its Tukey depth is less than one half. Of course, since throughout this section we are assuming each distribution F (t, ·), t ∈ E, has a density f (t, ·), the maximal Tukey depth is in (0, 1 2 ]. In addition, using Theorem 2 we indicate how our functional estimator of the Tukey median satisfies a Gaussian CLT in these situations. This contrasts with the results in [13] and [14] on R d , where the related limit law is non-Gaussian when d > 1. It also indicates how the results of Corollary 2 can be used, and how these applications differ from what one might anticipate for the regionsM α andN α and their empirical analogues. This difference is mainly a consequence of the fact that although the regionsM 
Furthermore, assume {u 1 , · · · , u d } is the orthonormal basis of R d formed using the Gramm-Schmidt procedure on {t 1 , · · · , t d }, the constants {c j,k : 1
and Λ : C(E) → R d is the linear and continuous map
Then, (44) 
converge to zero in probability with respect to P . Moreover, if we assume (44) holds for all closed subintervals I of (0, 1), and we also assume (42) and (43), then
where G is as in (47), and (B-2): when α 0 = 1 2 we also have that the measurable cover functions of
are bounded in probability with respect to P . 
converge to zero in Rslight differences in the continuity assumptions employed, these minimal direction assumptions are equivalent to our assumption that there exist {t 1 , . . . , t d } ⊆ S * that span R d and satisfy
where T Dμ(m) = α * . Furthermore, examining the equilateral triangle example in section 4 of [14] , and also mentioned in [13] , one can see that the minimal direction assumptions of [14] hold with α * = 4/9, and hence can be used to obtain (A-1) of Corollary 3 with α 0 = 4/9. Furthermore, one can also show that there are three directions where one also has t j (m) := t j , m = τ 1 2 (t j ), 1 ≤ j ≤ 3, and hence we can can obtain the results of (A-2) in Corollary 3 when α 0 = 1/2. Of course, the assumptions needed for Part B of Corollary 3 fail to hold in this example, but smoothing the uniform density determined by the triangle as indicated in the following section, one can then have the results of Part B. Moreover, taking the parameter σ > 0 suitably small will allow one to approximate the original quantities of interest arbitrarily well -see 80, 81, and 82.
Some Additional Comments on Smoothed Data
In case the smoothness assumptions in (42)- (43)- (44) fail to be satisfied, it is natural to ask if the data can be smoothed in a way that changes it very little, and Theorem 2 and its corollaries then apply to this smoothed data. Of course, Proposition 2 of [4] provides one possibility for smoothing when we are focusing on functional data, but in Theorem 2 the probability law of the data is given via the R d valued random vector W . Hence, Lemma 2 below indicates how the smoothing can be done on R d and still retain a good approximation of the original data, its depth function, and its Tukey median. In particular, for W = Y and σ > 0 small, the random vector X σ of the following lemma is a good approximation of W with these properties. Moreover, X σ satisf ies (42)-(43)-(44), and Theorem 2 and Corollary 2 apply to the data given by X σ . If the Tukey median of X σ also satisfies (64), then Corollary 3 also holds for this data. Furthermore, since X σ has a density, Lemma 6.1 of [16] shows it has a Tukey median. Finally, once Lemma 2 is formulated, its proof is rather straightforward, so the details are left to the reader. 
where || · || 1 is the L 1 norm with respect to Lebesgue measure on R d , and for all p ∈ [1, ∞)
(ii) If T D Y and T D Xσ are Tukey half space depth functions for the distributions of Y and X σ , respectively, then they are continuous on R d and
CLT assumptions we have these conclusions for all α ∈ (0, 1), whereas under (44) alone they are restricted to the given interval I. Now let C = {C s,x : s ∈ E, x ∈ R}, where C s,x = {z ∈ Γ(E) : z(s) ≤ x}, s ∈ E, x ∈ R, and define the empirical processes indexed by C (or just E × R) by
where the empirical distributions are
Then, if we setĈ = {Ĉ s,x : s ∈ E, x ∈ R}, whereĈ s,x = {y ∈ R d : s(y) ≤ x}, we have Θ(Ĉ s,x ) = C s,x for all s ∈ E, x ∈ R, and the collection of sets C equals {Θ(Ĉ s,x ) : s ∈ E, x ∈ R}. Since the collection of half-spacesĈ of R d is pointwise separable (see 2.3.3 and 2.3.4 on page 110 of [17] ), and C s,x = Θ(Ĉ s,x ), where the map Θ :
is measurable as it is determined by the supremum over a countable number of pairs in E × R when we identify the set C s,x and the pair (s, x). Moreover, sinceĈ is also a Vapnik-Ĉervonenkis class of sets, Theorems 2.6.4 and 2.5.2 of [17] combine to imply the CLT uniformly over C for all µ = L(W ). That is, the sequence of empirical processes {ν n (t, x) : (t, x) ∈ E × R}, n ≥ 1, satisfies the CLT in ∞ (E × R) with Radon limit law determined by the centered Gaussian process,
Moreover, Lemma 2.10.14 of [17] then implies the Glivenko-Cantelli Lemma uniformly over C for all µ = L(W ) with sup
Hence, under the assumptions (42), (43), and (44), the CLT in ∞ (E × I) for the left empirical quantile processes of (46) with Radon Gaussian limit process limit process as in (47) follows from Theorem 1 of [6] . Furthermore, the fact that the empirical quantile processes in (46) take values in C(E), Theorem 3 of [5] implies that they satisfy the CLT in the separable space C(E) with the sup-norm. Hence the CLT portion of Theorem 2 is proved. Since C is Donsker, then Lemma 2.10.14 of [17] implies it is Glivenko-Cantelli, and hence under (44) Theorem 2 of [4] implies (45). In particular, with α ∈ (0, 1) and I = [α, α], Theorem 2 of [4] implies (45). Hence, the theorem is proved, and, in addition, the conclusions of Remarks 8 and 9 also follow as indicated. Now we turn to the proof of Corollary 2, which is an application of Theorem 1 to obtain convergence of quantile and depth regions in the setting of Theorem 2.
Proof of Corollary 2. Assume M α , M α,n , N α , N α,n are the quantile and depth regions of D(E) = C(E) = C(S * ) built from µ = L(X) and the empirical measures it determines. If α ∈ (0, Similarly, if (44) holds for all closed subintervals I of (0, 1), and we also assume (42) and (43), then Theorem 2 and Remark 9 combine to imply √ n||τ 
