Abstract. We define a new induction algorithm for k-interval exchange transformations associated to the "symmetric" permutation i → k − i + 1. Acting as a multi-dimensional continued fraction algorithm, it defines a sequence of generalized partial quotients given by an infinite path in a graph whose vertices, or states, are certain trees we call trees of relations. This induction is self-dual for the duality between the usual Rauzy induction and the da Rocha induction. We use it to describe those words obtained by coding orbits of points under a symmetric interval exchange, in terms of the generalized partial quotients associated with the vector of lengths of the k intervals. As a consequence, we improve a bound of Boshernitzan in a generalization of the three-distances theorem for rotations. However, a variant of our algorithm, applied to a class of interval exchange transformations with a different permutation, shows that the former bound is optimal outside the hyperelliptic class of permutations.
The Rauzy induction, further developed by Veech [31] , and modified by Zorich [35] and more recently by Marmi, Moussa and Yoccoz [25] , had a tremendous success in solving many problems associated with interval exchange transformations, from unique ergodicity [26] [33] to weak mixing [4] . But, in contrast with the Sturmian case, though this induction gives access to the symbolic dynamics of the trajectories, it is difficult to describe them explicitly and indeed the Rauzy induction was never actually used for that purpose. A partial description of the trajectories was given in [24] , and it aroused interest by defining a different kind of induction; this da Rocha induction was then considered to be dual to the Rauzy induction: the Rauzy induction builds the points where the orbits of the discontinuities of I approximate 0, while the da Rocha induction builds the points where the orbit of 0 approximates the discontinuities of I −1 . Note that (non-constructive) combinatorial characterizations of the language of trajectories were given recently in [16] and [5] .
These inductions are also a fundamental tool in the study of the space of moduli of Riemann surfaces, and the various strata of its unit tangent bundle, through what has been a basic object of interest for the last 25 years, the Teichmüller flow on a stratum; in the case of interval exchanges, we consider the Teichmüller flow for the Riemann surface obtained by glueing parallel opposite sides of a polygon. The Rauzy induction chooses an initial segment of a horizontal separatrix and follows its vertical separatrix till it intersects this initial sgement, and then considers shorter and shorter initial segments. This approach led to the proof of many results, but a basic flaw is that we only consider one horizontal separatrix; the da Rocha induction considers all the horizontal separatrices and one vertical separatrix, and its duality with the Rauzy induction appears in the natural extension of the induction process. The trouble with both procedures is that they destroy the symmetry of the geometrical situation, by giving a special role to one of the separatrices; because of that, each foliation admits several descriptions, and the relative position of the separatrices is not taken into account.
Our aim is to describe a new induction algorithm for interval exchange transformations, which gives information that the existing inductions do not give: our prime motivation is to describe completely the trajectories of points, and to relate both the combinatorial and dynamical properties of the underlying system to the number-theoretic properties of an associated multi-dimensional continued fraction algorithm. But this leads us to a self-dual induction (for the duality mentioned above), which assigns the same role to each horizontal and vertical separatrix.
In this paper, carrying over the results of an earlier work of the authors together with C. Holton [13] , from k = 3 to the much more involved case of 4 intervals and more, we accomplish what we wanted for the class of interval exchange transformations where the permutation is the "symmetric" one σ(i) = k + 1 − i for all 1 ≤ i ≤ k, and where the discontinuities β i of I −1 and γ i of I satisfy the inequalities β 1 < γ 1 < β 2 < γ 2 < · · · < β k < γ k (in this case we say I is a symmetric k-interval exchange transformation with alternate discontinuities); this corresponds to a special case of the hyperelliptic stratum. For this class, we define a new induction algorithm, where at each stage we induce I on a disjoint union of k − 1 intervals, each one containing a discontinuity β i and having its extremities on orbits of the discontinuities γ j . This ensures the self-duality (see [14] for k = 3), and also that each of our intervals is the cylinder of a so-called bispecial factor of the trajectories. Our induction algorithm defines a multi-dimensional continued fraction algorithm generated by the 2k − 2 non-independent parameters corresponding to the lengths of each side of β i in our k − 1 intervals. It constitutes a non-trivial generalization of the Euclid algorithm and, unlike other such algorithms arising in the context of symbolic dynamics [3, 18] , it is defined on a set of full measure. As in the case of the other inductions, it is described by an infinite path in a finite graph, whose vertices are the states of the inductions.
But the self-duality implies that, in contrast to the Rauzy and da Rocha inductions where only one parameter is changed at each step, the induction will be neither unique nor straightforward to implement; as there is no canonical order between the parameters to be changed, there will be choices to make (see Section 2.2). The problem we have to solve is the same as the problem of induction of a train track [28] , which is not solved in the general case. Here we solve it by choosing carefully our set of states. For the Rauzy induction and its multiplicative accelerations, the states are defined by permutations; in our case, as in da Rocha's, each state corresponds to a set of relations between the parameters, suitably described in terms of an abstract object called a tree of relations. Their properties allow us to make the self-dual induction work, and get a deterministic and completely symmetric process.
Each tree of relations describes the induced map of I in the corresponding state of the induction, and the sequence of trees of relations defines inductively the bispecial words of the trajectories; thus the path of our induction through the states in the graph of graphs defines directly the bispecial factors, together with the corresponding intervals, in the same way as the usual coding of Sturmian sequences stems from the sequence of partial quotients of the slope.
Our induction is more difficult to describe for interval exchanges given by arbitrary permutations π: we give an example in a particular case in Section 5. However, the alternating condition on the discontinuities plays a less critical role and is removed in Section 3.1, by changing a finite number of initial steps of the induction and using composite trees of relations.
Our induction algorithm is used to obtain several new results of both a combinatorial and dynamical nature: we give an S-adic presentation of symmetric interval exchange transformations and characterize those whose trajectories are self-similar and generated by a primitive substitution rule. Then we answer a question of Boshernitzan on the repetition of words in the trajectories, and finally we prove a generalization of the well-known 3-distances theorem for rotations (see [1] for a survey); for k-interval exchange transformations in the hyperelliptic class, we prove that the (k − 1)n + 1 subintervals created by the n first iterates of the discontinuities have at most 2k − 1 different lengths, improving the bound 3k − 3 given by Boshernitzan [8] . It is commonly thought that the transformation I behaves "better" when π is in the hyperelliptic class, in the sense that typically results are easier to prove. However, here for the first time to our knowledge, we show an actual difference of behaviour, by showing that Boshernitzan's bound is optimal outside the hyperelliptic class. Another major application of our induction is to obtain, in [15] , new ergodic results concerning 4-interval exchanges, solving some longstanding questions on eigenvalues and the property of simplicity in the sense of Veech [32] .
Acknowledgements.
The authors wish to thank T. Monteil for drawing the pictures.
Interval exchanges.
Definition 1.1. A k-interval exchange transformation I with probability vector (α 1 , α 2 , . . . , α k ) and permutation π is defined by (1)
and this interval is denoted by ∆ i .
We denote by 
Definition 1.4.
A symmetric k-interval exchange transformation is a k-interval exchange transformation I with permutation π = σ where σj = k + 1 − j,
Definition 1.5. The induced map of any transformation T on a set Y is the map y → T r(y) y where, for y ∈ Y , r(y) is the smallest r ≥ 1 such that T r y is in Y (in all cases considered in this paper, r(y) is finite).
Word combinatorics.
We look at finite words on a finite alphabet A = {1, . . . , k}. A word with r letters, w 1 . . . w r , is of length r. The concatenation of two words w and w is denoted by ww . The empty word is the unique word of length zero. 
. . w r = v i+r−1 . We say that w is a factor of v. The empty word is a factor of any v. Prefixes and suffixes are defined in the usual way. Definition 1.7. A language L over K is a set of words such that if w is in L, all its factors are in L, aw is in L for at least one letter a of A, and wb is in L for at least one letter b of A.
A language L is minimal if for each w in L there exists n such that w occurs in each word of length n of L.
The language L(u) of an infinite sequence u is the set of its finite factors.
Definition 1.8.
A language L being fixed, for a word w we call arrival set of w and denote by A(w) the set of all letters x such that xw is in L, and call departure set of w and denote by D(w) the set of all letters x such that wx is in Definition 1.9. Given a word w = w 1 w 2 . . . w r , let w denote the retrograde word of w, that is w = w r w r−1 . . . w 1 .
A language is symmetric if it is is invariant by the operation w → w. Definition 1.10. The symbolic dynamical system associated to a language L is the one-sided shift S(x 0 x 1 x 2 . . .) = x 1 x 2 . . . on the subset X L of A IN made with the infinite sequences such that for every r < s, x r . . . x r+s−1 is in L.
For a word w = w 1 . . . w r in L, the cylinder [w] is the set {x ∈ X L ; x 0 = w 1 , . . . , x r−1 = w r }.
If the transformation I is minimal, all its trajectories have the same finite factors whose set is called the language L(I), and this language is minimal. The arrival sets, departure sets, special words, depend on the language and not on the individual trajectories. In the sequel, a transformation I being fixed, all these objects are those defined by any trajectory of I. If there is no periodic orbit, every word w is a factor of a bispecial word; hence the bispecial words determine the finite factors of the trajectories, and thus the symbolic dynamical system X L(I) .
2 Induction in the symmetric case with alternate discontinuities 2.1 Alternate discontinuities. Definition 2.1. Let I be a k-interval exchange transformation; it has alternate discontinuities if β i < γ i for each 1 ≤ i ≤ k − 1 and γ i < β i+1 for each
Let I be a k-interval exchange transformation with alternate discontinuities; we denote by O i the trajectory of [w ] is the intersection of [w] and the interval [0, x[ or [x, 1[ , where x = I −s γ j , for some j, is in the interior of [w] and no
Proof. The special words of length 1 come from the condition of alternate discontinuities.
A word w is left special if and only [w] intersects two intervals I∆ j and I∆ j , thus if and only if [w] contains a β i in its interior; thus the left special words are all the prefixes of O i , which begin with i,
If a word w is not right (resp. left) special, there exists a unique letter i such that [ If w is right special, then [w] contains in its interior x = I −s γ j for some j. If w is also left special, because of the i.d.o.c. condition there is a unique letter u such that [wu] contains β i : wu is then the shortest left special word extending w to the right, and, if w is the shortest bispecial word extending w to the right,
is either the part of [w] which lies left of x, or the part which lies right of x. Moreover, because of the definition of a cylinder, the interior of [w] cannot contain any I −t γ j for 0 ≤ t < s, while, because of the alternate discontinuities, it cannot contain more than one
Thus, if w is bispecial, the endpoints of the interval [w] are in the union of all the negative orbits of the γ j , 1 ≤ j ≤ k − 1, except that the endpoints are 0 or a γ i for a finite number of the shortest bispecial words.
The self-dual induction(s).
Starting from an interval exchange transformation with alternate discontinuities (this just makes things easier at the initial stages), we aim to build the points where the negative orbits of the discontinuities of I approximate the discontinuities of I −1 . The motivation is that, by approximating the discontinuities of I −1 from the right and the left, we build small intervals around them, and by Proposition 2.1 these correspond to the bispecial words of L(I); but at the same time this allows us to realize the self-duality mentioned in the introduction, with its potential value for the study of the Teichmüller flow on the associated surface [31] . And, as mentioned in the introduction, at some points there will be choices to be made.
Indeed, we want to build k − 1 nested families of subintervals Throughout this paper, γ i,n is the first element I −m γ j , m > 0, 1 ≤ j ≤ k − 1, which falls in the interior of E i,n ; it exists by minimality.
Thus we could tentatively define E i,n+1 by partitioning E i,n into two subintervals [β i − l i,n , γ i,n [ and [γ i,n , β i + r i,n [, and setting E i,n+1 to be the one of these two subinbtervals which contains β i .
However, it may very well happen that, for example, γ 1,n = I −5 γ 1 while γ 2,n = I −2 γ 1 and γ 2,n+1 = I −3 γ 1 , which creates a desynchronization between the tentatives E 1,n+1 and E 2,n+1 ; then it seems natural, and will indeed be necessary, to wait before cutting E 1,n , that is to put E 1,n+1 = E 1,n .
Thus, for each i and n, we decide either to put
Throughout this paper, we say that E i,n is cut on the right if
There are many possible choices of cutting or not at each stage, and thus a priori many self-dual inductions. However, as we have seen above (see also Lemma 2.3 below), for a given interval E i,n , the first strict subinterval to be generated by any self-dual induction is the same, independently of the choices. Thus all sequences of choices for which E i,n+1 = E i,n for infinitely many n yield the same sequences of different intervals, though not numbered in the same way; in that sense there is only one self-dual induction. To define one sequence of choices which makes the induction work is the non-trivial aim of Section 2: this will be defined inductively by using combinatorial considerations.
Thus we define an algorithm which is one of the possible ways to build the sequence of intervals we want; it is indeed an induction algorithm because the intervals E i,n+1 are built from the E i,n by using S n where, throughout this paper, S n denotes the induced map of I on the set
Indeed, all the information about I is given by the S n , n ≥ 0. these maps S n defined on disjoint unions of intervals are the effective object of Our study, and we can completely forget the interval exchange I, which could always be retrieved from the initial S 0 when needed.
2.3
The case of three-interval exchanges. Exchanges of two intervals are just rotations of angle α. Our induction for two intervals finds the iterates of the point 1 − α which approximate the point α, from the right or from the left; as there is only one interval to cut at each stage, there is no choice involved, and what we retrieve is just the additive Euclid algorithm.
We look now at the next case: throughout this section, I is a symmetric 3-interval exchange transformation with alternate discontinuities, satisfying the i.d.o.c. condition.
For each n, we build two disjoint intervals E i,n as explained in Section 2.2, in the following way. Let S n be the induced map of I on E 1,n ∪ E 2,n ; its description will determine the state of the induction at stage n.
We check (using the condition of alternate discontinuities) that for n = 0, S n determines a partition of each E i,n , i = 1, 2, into two new subintervals separated by a point γ i,n , such that S n sends by a translation,
As I preserves the lengths on its continuity intervals, for i = 1, 2 we have γ i,n = β i + r i,n − l i,n , and the relation
Whenever for some n the above description of S n , is satisfied, we say that at stage n we are in state I, and the construction will be the same as for n = 1.
Now, for i = 1, 2, S n is continuous on each of the new subintervals of E i,n , which implies that γ i,n is indeed the first element I −m γ j , m > 0, j = 1, 2, which falls in the interior of E i,n . Thus the tentative E i,n+1 (if we decide to cut) is the one of the two new subintervals which contains β i ; therefore, it is the right one if β i is to the right of γ i,n , that is if l i,n > r i,n , the left one if l i,n < r i,n , while the case where β i = γ i,n , l i,n = r i,n , is excluded by the i.d.o.c. condition.
Substate Ia l 1,n > r 1,n , l 2,n > r 2,n . We decide to cut E 1,n and E 2,n . Then E 1,n+1 = [γ 1,n , β 1 + r 1,n [ and, E 2,n+1 = [γ 2,n , β 2 + r 2,n [ and, for i = 1, 2, l i.n+1 = l i,n − r i,n , r i,n+1 = r i,n . We see that the new intervals satisfy r 1,n+1 = r 2,n+1 .
As for S n+1 , it is also the induced map of S n on E 1,n+1 ∪ E 2,n+1 , and we can describe it by using the description of S n and the definition of the E i,n+1 , as will be done in full generality in the proof of Proposition 2.4 and Figure 1 below; and we check that S n+1 has the same description as S n above, with n replaced by n + 1. At stage n + 1 we are again in state I, and this will be true whenever at stage n we are in Ia.
Substate Ib l 1,n < r 1,n , l 2,n > r 2,n . We decide to cut only E 2,n . This decison will be explained after the full description of the induction.
Then E 1,n+1 = E 1,n while E 2,n+1 = [γ 2,n , β 2 + r 2,n [; l 2.n+1 = l 2,n − r 2,n and the other parameters are unchanged; the description of S n+1 implies that we are again in state I.
Substate Ic l 1,n > r 1,n , l 2,n < r 2,n . We decide to cut only E 1,n . This is deduced from Ib by exchanging 1 and 2, and at stage n + 1 we are again in state I.
Substate Id l 1,n < r 1,n , l 2,n < r 2,n . We decide to cut E 1,n and E 2,n . Then E 1,n+1 = [β 1 −l 1,n , γ 1,n [ and E 2,n+1 = [β 2 −l 2,n , γ 2,n [. The same reasoning as above shows that at stage n + 1 we are in state II described just below.
State II. This state corresponds to the following description of S n : it determines a partition of each E i,n , i = 1, 2, into two new subintervals separated by a point γ i,n , such that S n sends by a translation,
and the tentative E i,n+1 (if we decide to cut) is the one of the two new subintervals which contains β i , the right one if l i,n > r 3−i,n , the left one if l i,n < r 3−i,n , while the case l i,n = r 3−i,n is excluded by the i.d.o.c. condition. Note that in this state l 1,n > r 2,n if and only if l 2,n > r 1,n , hence there will be only two substates. Substate IIa l 1,n > r 2,n , l 2,n > r 1,n . We decide to cut E 1,n and E 2,n .
, and we are in state III described below.
Substate IIb l 1,n < r 2,n , l 2,n < r 1,n . We decide to cut E 1,n and E 2,n . State III. This is symmetrical to state I, with left and right exchanged, and the relation
there are four substates, IIIa to IIId, and the induction goes either to state III or to state II.
Now is the time to explain our decisions of cutting or not cutting. Given that it seems natural to decide cutting, only the decision of not cutting in Ib needs to be discussed (Ic is similar). Thus we decided not to cut E 1,n ; we did it because:
• This does not block the process. If after the induction we have r 2,n+1 > l 2,n+1 we are in Id and we can proceed; otherwise, we are still in Ib and we take the same decision again, decreasing l 2,n+1 by r 2,n+1 = r 2,n , and so on. After a finite number of steps we are in Id and we can proceed.
• This allows us to keep the process in a simple set of states. The other possible decisions would be (except to cut nothing, which would of course block the process) either to cut both intervals, or to cut only E 1,n . In either case, this creates a new state with the relation l 1,n+1 + r 1,n+1 = r 2,n+1 , and the reader can check that the description of S n+1 is more complicated and that, moreover, γ 1,n+1 is not apparent from the description of S n+1 ; γ 1,n+1 will be known when we know S n for some n > n + 1 and there is no way to cut
Because we ensured the process is never blocked, our induction does indeed cut each E i,n for infinitely many values of n, and thus does generate the nested intervals we wanted to build.
The general case: getting started.
Throughout the remainder of Section 2, I is a symmetric k-interval exchange transformation with alternate discontinuities, satisfying the i.d.o.c. condition.
For each n, the disjoint intervals E i,n = [β i − l i,n , β i + r i,n [ and the map S n are as in Section 2.2. The states are again described by relations between the 2k − 2 non-independent parameters l i,n and r i,n , a given set of relations determining the full description of S n in that state. The non-trivial part of the work is again to make choices at each stage so that we keep the process in a simple set of states, and build explicitly the bispecial words.
For n = 0 we recall that E i,0 = ∆ i . We check (using the condition of alternate discontinuities) that S 0 determines a partition of each
The preservation of lengths implies the relations
We prefer to write these relations in the order r 1,0 = r k−1,0 , l k−1,0 = l 2,0 , r 2,0 = r k−2,0 ,. . . . Thus 1 is related to k − 1 by a relation on the r which we choose to call a − relation; then k − 1 is related to 2 by a relation on the l which we call a + relation, and so on. We symbolize this chain of relations by the tree
Trees of relations.
The elements of the set of states in which we shall suceed in keeping the process share with the initial state the fundamental property that each interval is cut in two pieces, namely, S n sends a right part of E i,n onto a left part of some interval E p(i),n , and a left part of E i,n onto a right part of some interval E m(i),n ; this is crucial to ensure that the γ i,n of Section 2.2 are explicit from S n . Not all maps m and p are possible, however, and we shall need an auxiliary (at that point of the paper) map s, which is the identity in the initial state. These maps will be deduced from the set of relations between the parameters, which may also be symbolized by a tree, though as in the case k = 3 we have to allow three types of relations, l i,n = l j,n , r i,n = r j,n , l i,n + r i,n = l j,n + r j,n . Then, for example, l 1,n = l 2,n , l 2,n + r 2,n = l 3,n + r 3,n , r 3,n = r 4,n is symbolized by 1+2=3−4, and we shall consider only sets of relations which may be symbolized in this way. Note that our trees may have more than one branch, a bifurcation being, for example, 1+2=3 and 2−4, or l 1,n = l 2,n , l 2,n + r 2,n = l 3,n + r 3,n , r 2,n = r 4,n .
Thus we introduce abstract objects which we call trees of relations; these will constitute the states of the induction, in the same way as permutations constitute the states of the classical Rauzy or Zorich induction.
Definition 2.2.
A tree of relations G on a finite set K is a (non-oriented) graph with #K vertices i, i ∈ K, and #K − 1 edges labelled+,−, or=, such that G is connected, and two adjacent edges never have the same label.
Each tree can be written in several ways; for example, 1−2=3 and 3=2−1 define the same object. Definition 2.3. Let G be a tree of relations; its bijections are the three maps s, p, m defined on K in the following way
• s(i) is the only j such that there is a= edge between i and j, or s(i) = i if there is no such edge, • p(i) is the only j such that there is a+ edge between s(i) and j, or p(i) = s (i) if there is no such edge, • m(i) is the only j such that there is a− edge between s(i) and j, or m(i) = s() if there is no such edge.
Throughout Section 2 we take K = {1, . . . , k − 1}. The bijections always satisfy
however, not all bijections satisfying these equalities are defined by a tree of relations (take, for example, K = {1, 2, 3}, s = (213), p = (231), m = (312)). The reason for the a priori strange definition of p and m through s will be explained in the discussion after Definition 2.4 below.
Note also that, conversely, the three bijections determine the tree of relations
We now use the tree of relations to describe the states of our induction.
Definition 2.4. Let G be a tree of relations; we say that at stage n we are in state G if the parameters satisfy the following set of relations:
• l j,n + r j,n = l i,n + r i,n whenever there is an edge i=j in G,
• l i,n = l j,n whenever there is an edge i+j in G,
• r i,n = r j,n whenever there is an edge i−j in G, and S n determines a partition of each Because of Section 2.4, at stage 0 we are in state G 0 and we have seen how G 0 symbolizes the set of relations in that state; a similar symbolization can be done in state G as explained in the beginning of the present section.
If at stage n we are in state G, each E i,n has two decompositions: according to its images by S n , into E i,m,n and E i,p,n ; and according to its images by S
Then the preservation of lengths by S n implies the train-track equalities [28] , for
This family of equalities is indeed equivalent to the three families in Definition 2.4, which can be written also, by using Definition 2.3 and adding trivial equalities, for
This equivalence is non-trivial; it can be checked immediately for n = 0 and carried to every n by the induction defined below, or proved for every n by using the tree structure of G n (thus the relations in Definition 2.4 are a consequence of the structure of S n , but at that stage it is simpler to put them in the definition). So the obvious choice for defining p(i) and m(i), as the numbers of the two intervals where S n takes E i,n , implies that we have relations such as l p(i),n = l s(i),n , and not l p(i),n = l i,n . As our symbolization led us to define the trees with an edge i+j if l i,n = l j,n , this explains why the definition of p in Definition 2.3 looks a little unnatural.
The first bijection s of G appears as yet only in the relations. It can be the identity, as in the initial state G 0 ; when s(i) = i, it implies that the two different intervals E i,n and E s(i),n have the same length. The full significance of s will become apparent when we study the bispecial words w i,n such that
as from Theorem 2.8 we get that w i,n and w s(i),n are retrograde of each other; thus, if s(i) = i, w i,n is a palindrome, which is indeed the case at the initial stage where
The reader can now check from Section 2.3 that for k = 3 states I, II, III correspond respectively to the trees of relations 1−2, 1=2, 1+2.
Induction using trees of relations.
We shall now prove the fundamental result that, if at stage n we are in state G, there is a way to make the induction so that at stage n+1 we are in state G , where G is still a tree of relations.
For this, we build a candidate for the new tree G ; thus we define an operation on trees of relations. Definition 2.5. Let G be a tree of relations; a positive induction branch is a maximal connected subtree of G without− edges. A negative induction branch is a maximal connected subtree of G without+ edges. Definition 2.6. Let G be a tree of relations, (s, p, m) its bijections. An instruction on G is an application ι from K to {−, +} such that ιs(i) = ιi for every
An accepted induction branch for the instruction ι is a positive induction branch for which ιi = + on all vertices, or a negative induction branch for which ιi = − on all vertices.
Let B the set of the vertices of all the accepted induction branches for ι. The tree of relations J ι (G) is defined by the vertices i, i ∈ K, and the following edges
the edge between i and j in G stays in J ι (G) with the same label.
Note that J ι (G) is indeed a tree of relations, as the number of vertices and edges and the condition on adjacent edges are preserved.
Lemma 2.2.
The bijections s , p , m of J ι (G) are given by:
Proof. Straightforward.
Going back to the induction, if at stage n we are in state G, the parameters l j,n and r j,n determine whether each β i is in the right or left new subinterval, and thus whether E i,n , if we decide to cut it, will be cut on the left or right; this is summarized by an instruction ι defined on G. But then we have to make choices, of cutting or not in the sense of Section 2.2. Most of these choices would lead to very complicated sets of states and induced maps, much worse that the state with the relation l 1,n + r 1,n = r 2,n we mentioned at the end of Section 2.3, and would not allow a straightforward definition of the next stage. The key to avoid that is to cut intervals in such a way that, if we cut E i,n on the left then E p(i),n is also cut on the left, and similarly if we cut E i,n on the right then E m(i),n is also cut on the right. The aim of ensuring this property led naturally to the use of trees of relations as good describers of the states, and what we do ensure is that at stage n + 1 we shall be in state J ι (G).
Lemma 2.3.
If at stage n we are in state G, the point separating E i,m,n and
In any form of the self-dual induction defined in Section 2.2, the tentative E i,n+1 (if we decide to cut) is
Proof. For 1 ≤ i ≤ k − 1, S n is continuous on each of the intervals E i,m,n and E i,p,n , hence the first element I −m γ j , m > 0, 1 ≤ j ≤ k − 1, which falls in the interior of E i,n , is the point separating them, and this is γ i,n by definition.
We have the relation l s(i),n +r s(i),n = l i,n +r i,n ; and if l i,n −r s(i),n = l s(i),n −r i,n = 0, β i = γ i,n is the left endpoint of E i,p,n , hence its image by S n is the left endpoint of E p(i),n , which is impossible because of the i.d.o.c. condition.
The tentative E i,n+1 (if we decide to cut) is the one of the two new subintervals which contains β i ; therefore, it is the right one if β i is to the right of γ i,n , the left one if β i is to the leftt of γ i,n , while β i = γ i,n has just been excluded.
,n − r i,n > 0, and β i is to the right of γ i,n , while otherwise, because of the relation r m(i),n = r s(i),n , β i is to the left of γ i,n , hence the last conclusions. Definition 2.7. The choices defining our induction are the following: if at stage n we are in the state G with bijections s, p, m, we define the instruction ι by the sign (+ or −)
Let B be the set of vertices of the accepted induction branches for ι; then we decide to cut E i,n for every i ∈ B, and not to cut E i,n for i ∈ B.
Before going further, we check that this is coherent with Section 2.3: in substate Ia the instruction is (+, +), the accepted induction branches are 1 and 2, B = {1, 2}, thus we cut E 1,n and E 2,n ; in substate Ib the instruction is (−, +), the only accepted induction branch is 2, B = {2}, thus we cut only E 2,n ; in substate Id the instruction is (−, −), the accepted induction branch is 1−2, B = {1, 2}, thus we cut E 1,n and E 2,n ; the other cases are similar. 
Proof. The expressions of the new parameters come from Definition 2.7 and Lemma 2.3.
We look at the action of S n+1 on E i,n+1 . Suppose i ∈ B, with ιi = +. Then the situation is completely described in Figure 1 . As p(i) is also in B because of the definition of the accepted induction branches, E p(i),−,n intersects both E p(i),p,n and E p(i),m,n , and
If we start from E i,n+1 by S n , we arrive on the interval E p(i),−,n , which contains E p(i),m,n and intersects E p(i),p,n .
This creates a partition of E i,n+1 : the right subinterval of E i,n+1 with the same length as E p(i),−,n ∩ E p(i),p,n , which is indeed E i,p,n+1 , is sent by S n on E p(i),−,n ∩ E p(i),p,n which is a subset of E p(i),n+1 , and on this interval S n+1 = S n . The left subinterval of E i,n+1 with the same length as E p(i),m,n , which is E i,m,n+1 , is sent by S n on E p(i),m,n ⊂ E p(i)n \ E p(i),n+1 ; then E p(i),m,n is sent by S n on E mp(i),+,n ⊂ E mp(i),n . As p(i) is on the same positive induction branch in B as i, it cannot be on a negative induction branch in B, hence neither can mp(i); hence mp(i) is either on a positive induction branch in B, or not in B, hence E mp(i),n is either cut on the left or not cut, thus E mp(i),+,n ⊂ E mp(i),n+1 . Hence on E i,m,n+1 we have S n+1 = S 2 n , and S n+1 sends E i,m,n+1 onto a subinterval of E mp(i),n . Thus E i,n+1 is indeed partitioned into two subintervals E i,m,n+1 and E i,p,n+1 by a new point γ i,n+1 = S −1 n γ i,p(n) , and we can define p (i) = p (i) and m (i) = mp(i).
A similar reasoning takes care of the case i ∈ B with ιi = − with p (i) = pm(i),
is not cut and S n sends E i,p,n+1 = E i,p,n on E p(i),−,n , which is still Thus we can iterate the self-dual induction, and are sure to stay among states defined by trees of relations. It remains to prove, as in Section 2.3, that our choices do not block the process, namely that each E i,n is cut for infinitely many n. We shall show a little more, but for this we need an abstract lemma which makes a fundamental use of the tree structures: Lemma 2.5. Let G n = J ιn−1 . . . J ι0 G 0 be an infinite sequence of trees of relations on {1, . . . , k − 1} with instructions ι n , and B n the set of the vertices of all the accepted induction branches in G n for ι n . If
• for every i which is not in B n , ι n+1 i = ι n i,
• for all i which are in B n for infinitely many n, ι n i = + for infinitely many n, and ι n i = − for infinitely many n, then for every 1 ≤ i ≤ k − 1, ι n i = + for infinitely many n, and ι n i = − for infinitely many n.
Proof. We prove the lemma by recursion on k; for k = 1, any tree of relations is reduced to a vertex 1, and 1 is always in B n whatever the instruction, thus the conclusion is satisfied.
We have to show that each i is in B n for infinitely many n. Let now i be a vertex which is not in B n for all n > N ; then ι n i is constant, for example +, for n > N . Let C n be the positive induction branch containing i; if j ∈ C n , let (i, x 1 , . . . , x r , j) be the path connecting i with j in C n . We define C n to be the set of those j ∈ C n for which ιx 1 = · · · = ιx r = ιj = +. For n > N , all j in C n are out of B n as otherwise i would be in B n , thus j is not modified by the operations J, and C n ⊂ C n+1 . If, for some n, C n = {1, . . . , k − 1}, then i would be in B n ; thus, for n > N , there exists x ∈ C n , with an edge x+y, and ι n y = −.
For n > N , let D n be the tree G n deprived of the edge x+y, and D n the connected component of D n containing y. All the operations J we make on the G n do not change the edge x+y, thus they project as operations J on the trees of relations D n , with a sequence of instructions (the restrictions of ι n ) satisfying the hypothesis of the present proposition. As D n has at most k − 1 elements, by our recursion hypothesis these instructions must take the values + and − infinitely many times on all vertices of D n , which contradicts the assumption that ι n y = − ultimately.
Proposition 2.6. If, starting from the initial parameters
we iterate infinitely many times the self-dual induction defined in Definition 2.7 and described in Proposition 2.4, then for each 1 ≤ i ≤ k − 1, E i,n is cut on the left (resp. right) for infinitely many n.
Proof. Let us prove that if i is such that E i (n) is cut for infinitely many n, then ι n i = + and ι n i = − for infinitely many n. Indeed, by construction, the left and right endpoints of E i (n) are respectively I a(n) γ b(n) and I a (n) γ b (n) , and there is no point
is cut infinitely often, a(n) → −∞ or a (n) → −∞, and thus there exists c(n) → −∞ such that E i (n) does not contain any I x γ j for c(n) ≤ x ≤ 1. But this contradicts minimality if E i,n is ultimately not cut on the right (resp. left).
Thus our sequence of states G n satisfies the second hypothesis of Lemma 2.5, while the first one is satisfied because of the definition of the instructions; and the conclusion of Lemma 2.5 implies the proposition. Thus our algorithm is indeed able to build the nested intervals defined in Section 2.2. Among the several possible ways to build them, we think it is the simplest, but also, as we shall see in Section 2.8 below, it has the extra advantage of giving an explicit construction of the bispecial words w i,n such that E i,n = [w i,n ].
The graph of graphs.
What is proved in Section 2.6 can be summarized in Proposition 2.7. Through the self-dual induction, I defines an infinite sequence of trees of relations (G n , n ∈ IN), starting from G 0 . The instructions ι n and B n , the set of the vertices of all the accepted induction branches in G n for ι n , satisfy:
• for all i, ι n i = + for infinitely many n, and ι n i = − for infinitely many n.
As for the classical inductions, the self-dual induction is represented by paths in a graph; each vertex of this graph is not a permutation as in the case of the Rauzy induction, but a tree of relations. Γ 4 is made with nine trees of relations: 1−3+2, 2−1+3, 3−2+1, 1=3+2, 2=1+3, 3=2+1, 1−3=2, 2−1=3, 3−2=1. Its edges are described in [15] .
A general combinatorial study of trees of relations is carried out in [11] . We show that a tree of relations G is in Γ k if and only if its bijections satisfy pms(i) = i + 1, 1 ≤ i ≤ k − 2, pms(k − 1) = 1 (as a consequence, trees of relations of every shape exist in Γ k and, if in the definition of Γ k we replace G 0 by another tree of relations on k letters, Γ k remains the same up to a renaming of the letters), and that the number of vertices of Γ k is 3(2k − 2)!/((k + 1)!(k − 2)!).
Description of the trajectories.
We get now an explicit description of the trajectories of a given symmetric k-interval exchange transformation. Let us stress that this is possible also by using the existing induction algorithms such as the Rauzy induction and its accelerations, or the da Rocha induction, but, to our knowledge, this has been done explicitly only for the last one [24] .
Theorem 2.8. The bispecial words of L(I) are generated in the following way, where the three bijections of the tree of relations
G n are denoted by s n , p n , m n : (i) For all n ≥ 0, 1 ≤ i ≤ k − 1, we build words w i,n , P i,n , M i,n such that • E i,n = [w i,n ], • w i,
n is a bispecial word beginning with i and ending with s n (i),
• w i,n is not a factor of w j,n for any i = j, • P i,n is a word beginning with k + 1 − p n (i) and ending with i,
n is a word beginning with k − m n (i) and ending with i,
• w sn(i),n = w i,n , • w i,n P snpn(i),n = P i,n w pn(i),n ; moreover, this word contains no occurrence of any w t,n except the prefix w i,n and the suffix w pn(i),n , • w i,n M snmn(i),n = M i,n w mn(i),n ; moreover, this word contains no occurrence of any w t,n except the prefix w i,n and the suffix w mn(i),n . (ii) The words are built in the following way:
(iii) When w i+1,n = w i,n , it is the shortest bispecial word which admits w i,n as a strict prefix. The bispecial words of L(I) are the empty word and the w i,n ,
Proof. By construction, the interval E i,n is a cylinder. Thus it can be written as [v] for several different words v; as E i,n contains β i , each of these v is left special. Let w i,n be the longest of these v; then w i,n must be also right special.
We check that all assumptions in (i) are satisfied for n = 0 and suppose they are still satisfied for n.
The word w i,n can be followed by two possible letters, k+1−s n (i) and k−s n (i); hence we identify E i,n,p as the cylinder [w i,n (k +1−s n (i)] and E i,n,m as the cylinder [w i,n (k − s n (i))], which implies the claimed value for ι n . Similarly, w i,n can be preceded by two possible letters, k + 1 − i and k − i, and we identify E i,n,+ as
Suppose i ∈ B n and ι n (i) = +. Then, by construction, E i,n+1 is the cylinder [w i,n (k + 1 − s n (i)], this word is left special, it can only be extended to the right in one way, and so are its successors until we arrive at w i,n P snpn(i),n ; the latter is still left special, and E i,n+1 is also the cylinder [w i,n P snpn(i),n ].
But s n p n (i) is on the same positive induction branch as i, hence it is also in B n with ι n (s n p n (i)) = +. Therefore β snpn (i) is to the right of the point γ snpn(i),n , and thus the word (k + 1 − s n p n (i))w snpn(i),n , such that E snpn(i),n,− = I[(k+1−s n p n (i))w snpn(i),n ] is right special. By extending it to the left, we get again right special words, until we reach P i,n w pn(i),n , which is still right special, and thus w i,n P snpn(i),n , which is the same word, is right special. Hence we have identified w i,n+1 as the bispecial word w i,n P snpn(i),n , the longest v such that E i,n+1 = [v], and the shortest bispecial word extending w i,n to the right.
A similar reasoning applies when i is in B n and ι n (i) = −, and there is nothing to prove when i is not in B n .
We show now that no w l,n+1 is a factor of w i,n+1 : we take the case when w i,n+1 = w i,n P snpn(i),n . Then, by the hypotheses (i) at stage n, w j,n is a suffix of w i,n+1 for j = p n (i), and the only w t,n occurring in w i,n+1 are its prefix w i,n and suffix w j,n . But for 1 ≤ t ≤ k − 1, w t,n is a prefix of w t,n+1 , strict for t = j because j is on the same positive induction branch as i; thus no w t,n+1 occurs in w i,n+1 for k = i. A similar reasoning takes care of the case when w i,n+1 = w i,n M snmn(i),n , and the case w i,n+1 = w i,n is immediate.
The computation of the new P and M is similar to the proof of Proposition 2.4, and it implies the remaining assertions of (i) at stage n+1. (iii) is straightforward.
Note that a consequence of Theorem 2.8 is that the language L(I) is symmetric. This could be proved without the induction algorithm, as it is due to the fact that the symmetric permutation satisfies σ −1 = σ, and thus I −1 is conjugate to I. But here we have an explicit realization of the symmetry through the first bijections s n of the trees of relations.
The P and M words are also the names of the Rokhlin towers. Namely, if the interval E i,n is cut into intervals E i,n,m and E i,n,p as in Proposition 2.4, each level I r E i,n,p which does not intersect E i,n is contained in one interval ∆ w(r,i,n,p) , w(r, i, n, p) ∈ {1, . . . , k}, and the same if we replace p by m. This gives two words w(0, i, n, p) . . . w(h 1 , i, n, p) and w(0, i, n, p) . . . w(h 2 , i, n, p), and we check that they are respectively P i,n and M i,n . This is indeed why we have chosen to number the words so that P i,n and M i,n end with i. Thus our algorithm gives also a way to generate any transformation I by six families of Rokhlin towers. When we know the path of I in the graph of graphs, we know how to build these towers recursively, or, equivalently, how to build their names for the partition of [0, 1[ into ∆ i , i = 1, . . . , k; this is proved more directly and used extensively in [15] .
Structure theorem.
Theorem 2.9. Any infinite path (G n , n ∈ IN) in Γ k , starting from G 0 , where the instructions ι n and B n , the set of the vertices of all the accepted induction branches in G n for ι n , satisfy
• for all i, ι n i = + for infinitely many n, and ι n i = − for infinitely many n, is the induction path of at least one symmetric k-interval exchange transformation with alternate discontinuities, satisfying the i.d.o.c. condition.
Proof.
With the graphs G n and the instructions ι n , we build words w i,n , 1 ≤ i ≤ k − 1, n ≥ 0, by the rules in (ii) of Theorem 2.8. Let L be the set of all their finite factors. We check by induction that w sn(i),n = w i,n , thus L is symmetric; L is indeed a language, as every word of L can be extended to the right by construction, and hence to the left because L is symmetric.
Let us show that the w i,n are actually bispecial words of L. The word w i,n can be followed by either P snpn(i),n or M snmn(i),n . Suppose that w i,n+1 = w i,n P snpn(i),n ; then w i,n P snpn(i),n is in L. Let j = s n m n (i), and r be the first integer q ≥ n such that j is in B q and ι q (j) = ι q (s q (j)) = − (it exists by the hypothesis). Then, by the formulas in (ii) of Theorem 2.8, for every n ≤ q ≤ r, there exists a concatenation Q q of P words such that M snmn(i),n Q q is the unique M word at stage q which has j as its last letter. At stage r + 1 there is a bispecial word w t,r+1 = w t,r M snmn(i),n Q r and w t,r has the same last letter as w i,n , thus w i,n is one of its suffixes; thus w t,r+1 has w i,n M snmn(i),n as a factor. Hence w i,n M snmn(i),n is actually in L, and w i,n is right special. A similar reasoning takes care of the case w i,n+1 = w i,n M snmn(i),n . And, as w i,n is also right special, w i,n is bispecial.
As in the proof of Theorem 2.8, we check by induction that all the assertions (except the first one) of (i) of Theorem 2.8 are satisfied, and thus the bispecial words of L are the empty word and the w i,n , n ≥ 0, 1
Now, Proposition 7 of [16] states that a language L is the language of a symmetric k-interval exchange transformation with alternate discontinuities, satisfying the i.d.o.c. condition, if (and only if) it is minimal, the set of words of length 2 is {1k, 1(k − 1), 2(k − 1), 2(k − 2), . . . , (k − 1)2, (k − 1)1, k1}, and, if w is a (non-empty) bispecial word, there exist a and b such that A(w) = {a, a + 1}, D(w) = {b, b + 1}, there are three words of the form xwy for letters x, y and these are (a + 1)wb, aw(b + 1) and either awb or (a + 1)w(b + 1).
Our language L satisfies the condition on words of length 2 by construction. If w is a non-empty bispecial word of L, w is one of the w i,n . By construction, it satisfies the requirements on A(w) and D(w), and, with the above notation, 
we check that L(u 1 ) and L(u r ) have at least a one-letter word in common, otherwise this contradicts the condition on the words of length 2 of L. Take a non-empty word w 0 in L(u 1 ) ∩ L(u r ). By the recurrence property, we can find a word
nor in L , and this implies that there is a bispecial word of L, w 3 , such that two of the four possible words xw 3 y are not in L, and this contradicts the condition on bispecial words. Hence either
and then we can drop u 1 . By iterating the process, we get that L = L(u) for one recurrent infinite sequence u.
Let now w be a factor of u. We look at the possible words v such that wv is right special. If two different such words v and v have a common suffix s, then there exist two different words such that v 1 s and v 2 s are right special, and we find a bispecial word w 4 with four possible xw 4 y, which contradicts the condition on bispecial words. Thus there is at most one such possible v with last letter i, 1 ≤ i ≤ k − 1 (and none with last letter k), and thus there are at most k ways of going from one occurrence of w in u to the next one. Hence any factor w occurs in u at infinitely many places with bounded gaps, and L = L(u) is minimal.
Thus we have found I such that L = L(I) and, by following again the proof of Theorem 2.8, we check that its path by the self-dual induction is the right one.
Given an infinite path, it follows from the above proof and [16] that a vector of length for an associated I is given by (µ[1] , . . . , µ[k]) for any invariant probability µ on the symbolic dynamical sytem X L . Thus for one path there may be several corresponding symmetric k-interval exchange transformations I. The solution I is unique if and only if I is uniquely ergodic (it has a unique invariant probability measure). A famous result of Veech [33] and Masur [26] states that the set of (α 1 , . . . , α k ) in IR +k for which I, defined by the vector (
is uniquely ergodic has full Lebesgue measure. A mainly combinatorial proof of this result, quite in the spirit of the present paper, can be deduced from [8] and [9] . When the solutions are non-uniquely ergodic, the analysis has been conducted in [22] : our induction path corresponds to any symmetric k-interval exchange whose vector of lengths lies in a convex set S, with extremal points [31] . Each 3 Induction in the symmetric and hyperelliptic cases 3.1 Induction using composite tree of relations. In this section, I is a symmetric k-interval exchange transformation, satisfying the i.d.o.c. condition. If the condition of alternate discontinuities is not satisfied, the first bispecial words have a less regular structure (for example, a short word may be extended to the right in more than two different ways), and our self-dual induction will be more complicated -though only for a finite number of initial stages. We define now an appropriate generalization of the trees of relations, and conduct simultaneously the construction in Proposition 2.4 and Theorem 2.8. We do not give explicit proofs as they are basically the same as for the above results.
Definition 3.1.
A composite tree of relationsĜ on a finite set K is the union of a tree of relations G on a subset K of K and, for each element i of
is an integer interval; we denote these edges by j>i or i<j.
The maps s, p, m, h ofĜ are the bijections s, p, m of G, defined on K and the map h from Q to K .
In the sequel we take either K = {1, . . . , k − 1} or K = {2, . . . , k}. Definition 3.2. LetĜ, K, K , h, s be as in Definition 3.1. An instruction ι onĜ associates to each i ∈ H a subsequence of the sequence (−, x, x + 1, . . . , y, +) ,
For a sequence of numbers k n which increases to k − 1, we build intervals E i,n and bispecial words
At stage 0, there are k 0 ≤ k − 1 bispecial words of one letter, j 1 ≤ j 2 ≤ j k0 , and k 0 intervals E i,0 = [j i ]; we have either j 1 = 1 or j k0 = k, but not both. Let K be {1, . . . , k − 1} if j 1 = 1, {2, . . . , k} otherwise. We define K 0 ⊂ K as the set {j 1 , . . . , j k0 }, and
We define a tree of relation G 0 and a composite tree of relationsĜ 0 ; G 0 is
. . otherwise. The extra edges are j>t, for any j < t < j , if j − j+j . At the ends of G 0 :
• if there is an end j 1− j h , then j 1> t for any j h < t < k,
• if there is an end j h+ j 1 , then j h> t for any 1 < t < j 2 ,
• if there is an end j r+ j for r = h, then j r> t for any j r < t < j ,
• if there is an end j r− j for r = 1, then j r> t for any j < t < j r . For i ∈ K 0 , we define w i,0 = i; P i,0 = i unless if there is an end j 1− j h , in which case P j1 = kj 1 ; M i,0 = i unless if there is an end j h+ j 1 , in which case
At stage n, we have defined E i,n , and a composite tree of relationsĜ n , defined by K n ⊂ K, a tree of relations G n , maps s n , p n , m n , h n ; E i,n is partitioned into intervals I[xw i,n ], x ∈ A(w i,n ), by points β j , and into [w i,n x], x ∈ D(w i,n ), by points γ j,n in the negative orbits of the γ i . We denote by l i,n the distance between the left end of E i,n and the smallest of its β j , and by r i,n the distance between the right end of E i,n and the largest of its β j , and by u i,1,n , . . . , u i,z(i,n),n the distances between consecutive β j in E i,n , ordered from right to left (v i,1,n is the distance between the last β j to the right and the last but one, and so on). For i ∈ Q 0 , u i is the length of the interval
The edges ofĜ n correspond to relations between these parameters; i+j means again l i,n = l j,n ; i−j means again r i,n = r j,n ; i=j means now that l i,n + u i,1,n + · · · + u i,z(i,n),n + r i,n = l j,n + u j,1,n + · · · + u j,z(j,n),n + r j,n , and also z(i, n) = z(j, n); i<j means u i = u j,t,n for the t corresponding to the interval
Thus each E i,n is partitioned (by the cylinders I[xw i,n ]) into a left subinterval E i,n,− of length l i,n , a right subinterval E i,n,+ of length r i,n , and intermediate subintervals E i,n,A,t of length v i,t,n , t decreasing from z(i, n) to 1 when we go from left to right. Each E i,n is also partitioned (by the cylinders [w i,n x]) into a left subinterval E i,n,m , a right subinterval E i,n,p and intermediate subintervals E i,n,D,t , t increasing from 1 to z(i, n) when we go from left to right. Furthermore, if s n , p n , m n , h n are the maps ofĜ n , S n the induced map of
To each i in K n we associate a bispecial word w i,n beginning with i and ending with s n (i), words P i,n beginning with max D(p n (i)) and ending with i, M i,n beginning with min D(m n (i)) and ending with i. As for Q n = K \ H n , it is a subset of Q n−1 ⊂ · · · ⊂ Q 0 = K \ H 0 , and for each i ∈ Q n there is a word U i,n beginning with i and ending with s n h n (i). Moreover, we have, for all i ∈ H n , w sn(i),n = w i,n ; w i,n P snpn(i),n = P i,n w pn(i),n , and this word contains no occurrence of any w t,n except the initial w i,n and the final w pn(i),n ; w i,n M snmn(i),n = M i,n w mn(i),n , and this word contains no occurrence of any w t,n except the initial w i,n and the final w mn(i),n . For all i ∈ Q n , w snhn(i),n U i,n = U i,n w hn(i),n , and this word contains no occurrence of any w t,n except the initial w snhn(i),n and the final w hn(i),n .
We show now how to go from stage n to stage n + 1.
It is still true (as at the initial stage) that if they exist, x + 1,. . . , y − 1 are in h −1 n (i). We put − in ι n (i) if w i,n x is left special; for x + 1 ≤ z ≤ y − 1, we put z in ι n (i) if w i,n z is left special, and we put + in ι n (i) if w i,n y is left special. Note that ι n consists (if we replace + by y and − by x) of all the intersections of two consecutive D(tw i,n ).
The choice of which E i,n are cut is also more complicated than in Section 2.6. We define first, as in Section 2.6, the + and − induction branches of G n (which do not depend on ι n ). Then, knowing ι n , we define also mixed induction branches: whenever, for i=j, ι n i contains + and − while ι n j contains neither + nor −, we cut the + induction branch of i=j, keeping the half-branch ending in j and containing i. We do the same for the − induction branch, and we glue these two half-branches together, i=j being the glueing points. Then a +, resp. − induction branch is accepted if ι n i contains +, resp. −, for all its vertices. A mixed induction branch is accepted if ι n i contains + for all the vertices (except possibly the glueing points) on its + half-branches and ι n i contains − for all the vertices (except possibly the glueing points) on its − half-branches (note that the parts of + and − induction branches we have discarded when creating mixed induction branches cannot be accepted for this induction). And B n is again the union of vertices of all accepted induction branches.
If i is not in B n , we put w i,n+1 = w i,n and if i is in B n , with instruction (j 1 , . . . , j r ), we create r successors of w i,n : they are the w i,n W l , where, if j l ∈ h −1 n (i), W l is the word U j l ,n and if j 1 = −, W 1 is M snmn(i),n and if j r = +, W r is P snpn(i),n . Now we name the new bispecial words: w i,n U j,n = w j,n+1 if j ∈ Q n ; w i,n M snmn(i),n = w i,n+1 if j r = +; w i,n P snpn(i),n = w i,n+1 if j 1 = −; if both w i,n M snmn(i),n and w i,n P snpn(i),n are among the new bispecial words, then there is an i=j in G n with no w j,n P t,n and no w j,n M t,n among the new bispecial words, and we decide, for example, that w i,n M snmn(i),n = w j,n+1 and w i,n P snpn(i),n = w i,n+1 (this last choice is arbitrary; we could exchange P and M ). Thus the new bispecial words are still associated to elements of K and
We can now describe the new composite tree of relationsĜ n+1 by the following rules: all edges inĜ n which do not touch points in B n are unchanged; all edges in G n which do not touch glueing points of mixed inductions branches are changed by the rules of Definition 2.6; edges i>j, where i ∈ B n and j is not in ι n i, become edges i > j where i is one of the successors of i (i.e., w i,n is the prefix of w i ,n+1 ) in such a way that, for each successor i of i, the j for which i > j in the new tree form either an interval or an empty set; if i is in B n and has no edge i=t in G n , all the edges i>j where j ∈ ι n i are replaced by i−j 1+ j 2− j 3 . . . or i+j 1− j 2+ j 3 . . . for some order on the j (depending on the instruction through the description of the sets D(xw i,n )); if i and j are in B n and i=j, but this is not a glueing point of a mixed induction branch, the edges i=j, i>t where t ∈ ι n i, and j>t where t ∈ ι n j are replaced by i−t 1+ t 2− t 3 . . .−t s− j or i+t 1+ t 2− t 3 . . .−t s+ j for some order on the t depending on the instructions; finally, if i=j is a glueing point of an accepted mixed induction branch, where ιi contains + and −, then t−i becomes s n (t)=j, t−j is unchanged, t+j becomes t+i, t+i becomes s n (t)=i, while i=j and all the edges i>t, where t ∈ ι n i, and j>t where t ∈ ι n j are replaced by i−t 1+ t 2− t 3 . . .−t s+ j for some order on the t depending on the instructions. ThusĜ n+1 is indeed a composite tree of relations.
The new words P, M, U are built in the following way: if j ∈ K n+1 \ K n , there is no U j,n+1 ; if w i,n is changed, its successors being w i,n W l where W 1 is an M word and no W l is a P word, then the U j,n , j ∈ h −1 n (i), such that w sn(i),n U j,n is not a new bispecial word, are replaced by U j,n W 1 , and P sn(i),n is replaced by several successors, all the P sn(i),n W l named in the same way as the new w j,n+1 ; if w i,n is changed, its successors being w i,n W l where W r is a P -word and no W l is an M word, then the U j,n , j ∈ h −1 n (i), such that w sn(i),n U j,n is not a new bispecial word, are replaced by U j,n W r , and P sn(i),n is replaced by several successors, all the P sn(i),n W l named in the same way as the new w j,n+1 . Every other P , M or U word is unchanged.
By adapting the proof of Proposition 2.5, we check that every w i,n is extended infinitely many times; thus, because of minimality, there exists N such that K N = K, andĜ n = G n is a tree of relations for all n ≥ N . For n ≥ N , the k − 1 bispecial words w i,n begin with the k − 1 different w i,N , i ∈ K, and end by the w sn (i) ,N = w sN sn (i) ,N . The language is still symmetric.
Structure theorem.
We did not give a full formal definition of the induction as it is rather technical, but sinceĜ n+1 depends only onĜ n and ι n , we can define J ιĜ .
Definition 3.3.
A sequence of instructions ι n on K is admissible if:
• there exists a composite tree of relationsĜ 0 on K such that, ifĜ n = J ιn−1 J ιn−2 . . . J ι0Ĝ0 , its maps are s n , p n , m n , h n ; ι n is an instruction onĜ n ,
; let x 1 , . . . , x t be the elements of ι n i which are in [x + 1, x + r], we add x 0 = x if ι n i contains − and x t+1 = x + r + 1 if ι n i contains +; let x 1 , . . . , x t be the elements of ι n s n (i) which are in [x + 1, x + r ], we add x 0 = x if ι n s n (i) contains − and
We build D l similarly by exchanging the signs, and we require
• if i is not in B n , the set of vertices of all accepted induction branches inĜ n for ι n , then ι n+1 i = ι n i, • for each i, ι n i = + for infinitely many n, ι n − = − for infinitely many n,
• for each i ∈ Q 0 (the set of vertices inĜ 0 which have only< edges), there exist n and j such that ι n j ⊃ i.
The complicated second to fifth conditions are just a translation of Figure 2 and the symmetry.
. . .
[w]
I[x (ii) Any such sequence is the induction path of at least one such transformation.
Proof. (i) is the construction above.
The proof of (ii) is similar to the proof of Theorem 2.9, with Proposition 7 of [16] replaced by the more general Theorem 2 of the same paper.
Substitutions. Definition 3.4.
A substitution τ is an application from an alphabet A into the set A of finite words on A; it extends naturally to a morphism of A .
It is primitive if there exists k such that a occurs in τ k b for any a ∈ A, b ∈ A.
A fixed point of τ is an infinite sequence u with τu = u.
A sequence x in A IN is primitive substitutive if x = ψ(u), where u is a fixed point of a primitive substitution on an alphabet A 0 , and ψ is a map from A 0 to A .
A symbolic system X L is a primitive substitutive system if L = L(x) for a primitive substitutive sequence x.
Substitutions enter the picture if, instead of generating all factors of the trajectories by the bispecial words w i,n , we generate them by the words P i,n and M i,n for n large enough. The advantage is that, at least for n large enough, the P i,n+1 and M i,n+1 are given as concatenations of the P j,n and M j,n , which can be described by a substitution τ n on 2k − 2 symbols m i and p i : we put
The symbolic system X L(I) is the shift on all sequences x such that, for every s < t, there exists n such that x s . . . x t is a factor of any P i,n .
Proof. This comes from the minimality of the system. This last result, together with the formulas above, can be interpreted as an explicit presentation of X L(I) as an adic system; see, for example, [34] . We can also say that it is generated by the substitutions τ n . As τ n of any symbol is a word of length 1 or 2, they form a finite family of substitutions, and thus define X L(I) as an S-adic system; see [12] .
It is clear that this result is not optimal, as it is possible to use substitutions on k symbols. This can be done from the present algorithm, by computing return words as in [13] (in all cases for k = 3) or [15] (in examples for k = 4), but, though it is possible in each given example, a general formula seems out of reach for k > 3; from the classical algorithms, no general formula is available either.
The following result is "in the folklore" and holds if we replace our induction algorithm by any classical one, but we state it for sake of completeness. Proof. If the induction path is ultimately periodic, let q be its period and n a fixed integer chosen large enough. The rules defining the P i,n+q and M i,n+q , as a function of the M i,n and P i,n define one substitution on 2k − 2 letters, primitive because of minimality and with a fixed point u. Then, if φ associates to each symbol the corresponding P i,n or M i,n , Proposition 3.2 implies the "if" part.
If the coding is a primitive substitutive system, Theorem 7.2 of [17] implies that the number of induced systems on the union of cylinders is finite (up to a letter-to-letter bijection). As the algorithm defined in Section 2.6 or 3.1 is an induction on the union of cylinders, this means that it is ultimately periodic, which means the induction path is ultimately periodic.
A difficult open question is to prove that a k-interval exchange transformation corresponds to a substitutive system if and only if the lengths of the intervals are algebraic of degree at most k. The "if" part is known, and could be deduced from the above result by using substitutions on k letters, but the "only if" part has been proved only for k = 3 [13] , and in that case the degree always falls to k − 1 = 2.
3.4 The hyperelliptic class. The Rauzy class of a permutation π is defined, for example, in [25] to which we refer the reader; π is in the class of π if and only if some interval exchange with permutation π is related by the Rauzy induction to an interval exchange with permutation π. The Rauzy class of the permutation σ is called the hyperelliptic class, and I is hyperelliptic if its permutation is hyperelliptic. The class is completely described in [29] , though its name was given later; see [23] , for example. A fundamental result of [29] is that any hyerelliptic interval exchange transformation, satisfying the i.d.o.c. condition, induces a symmetric interval exchange on a suitable subinterval; equivalent results are not known for other Rauzy classes.
By inducing in the reverse direction, we can deduce the bispecial factors of a hyperelliptic k-interval exchange transformation from those of a symmetric kinterval exchange transformation by a substitution, and thus we can use all the above results to describe them. However, their generation by a composite tree of relations does not seem to generalize directly. Proof. We suppose first that I is symmetric with alternate discontinuities. By Theorem 2.8, M sn(i),n , resp. P sn(i),n , have a common suffix with w i,n . We check inductively that this suffix is the full M , resp. P , word, unless the P word is equal to the initial P 1,0 and this does not happen for n large enough. Thus both the words M sn(i),n M mnsn(i),n and P sn(i),n P pnsn(i),n exist for all n large enough.
We use now the tree structure of the G n . In any of them, there exists at least one end, namely one vertex i which is the end of only one edge, going to a vertex j which is the end of at most two edges (otherwise G n is not a tree). If i−j, then s n (i) = p n (i) = i and P i,n P i,n is in the language; if i+j, then s n (i) = m n (i) = i and M i,n M i,n is in the language. If i=j−j , when N is the smallest n ≥ n for which i ∈ B n and ι n i = +, at stage N + 1 the only edge touching i is i+j (though j may have other neighbours) and, as above, M i,N +1 M i,N +1 is in the language. If i=j+j , when N is the smallest n ≥ n for which i ∈ B n and ι n i = −, at stage N + 1 the only edge touching i is i−j and, as above, P i,N +1 P i,N +1 is in the language. Thus P i,n P i,n or M i,n M i,n are in the language for abitrarily large n and these are words whose length tends to infinity.
The same reasoning works if I is symmetric, by taking n large enough forĜ n to be a tree of relation. And if I is hyperelliptic, the ww in the language of an induced symmetric interval exchange yield similar words in the language of I. 
The
Proof. The intervals we consider are the cylinders [w] , for all the words w with n letters (we write this, and not that n is the length of w, to avoid confusion with the length of the interval).
We suppose first that I is symmetric and with alternate discontinuities. We check that the intervals [w] and [w] have the same length: this is done by induction on the number of letters of w, as the lengths of the cylinders with n letters are known if we know the lenghts of the cylinders with n − 1 letters and all the words with n letters; see, for example, [8] or Proposition 4 of [16] .
Then we follow Boshernitzan [8] by building what is now called the Rauzy graph (see also [30] and [3] ): if w and w are words of n letters in L(I), we write w → w if there exists a word v with n − 1 letters such that w = av, w = vb, and avb ∈ L(I). If w is not right special, w is not left special, and w → w , then the intervals [w] and [w ] have the same length. Given w, there exists at least one (left or right) special word linked by arrows with w, otherwise there is a periodic orbit and this contradicts the i.d.o.c. condition; thus [w] has the same length as [v] , where v is a word with n letters, and either v is left special, or v → v where v is left special, or v is right special, or v → v where v is right special. By looking also at [w], we can suppose v is left special or v → v where v is left special.
There are k − 1 left special words with n letters, v i,n beginning with i. Let L i,n be the length of [ 
, and the length of a [v] 
Moreover, let W i,n be the shortest bispecial word having v i,n as a prefix, which is also the shortest bispecial word beginning with i and having at least n letters; then W i,n is some w i,q of Theorem 2.8 and, with the notation of Section 2.6, L i,n = l i,q and R i,n = r i,q .
Thus we have proved, as in Boshernitzan [8] but in a particular case, that the cylinders with n letters have at most 3k − 3 different lengths; and these are L i,n , R i,n , and L i,n + R i,n . We shall now improve this estimate by studying the evolution of the W i,n , which are the w i,n with a different numbering, varying with i.
Here W i,n is the word w i,q for some (maybe several) q depending on n and i; the word W i,n is of length at least n, and its last letter is d n (i) = s q (i) for any q such that W i,n = w i,q . Suppose W i,n = W i,n+1 ; then W i,n has n letters. In this case (though not necessarily in general) its retrograde W i,n is W dn(i),n and d n d n (i) = i. Then W i,n+1 is computed from any w i,q such that W i,n = w i,q , by taking the first w i,q = w i,q for q > q.
At the beginning
Suppose that for i = j we have R i,n = R j,n , and an edge i−j in G q for some q such that W i,n = w i,q and W j,n = w j,q . Let r be the smallest q ≥ q such that E i,q is cut on the right; it is also the smallest q ≥ q such that E j,q is cut on the right. If l = s r (i), l = s r (j), we have l = l and w l ,r+1 is the retrograde of w l,r+1 . Let n 1 , resp. n 2 , be the number of letters of w i,r , resp. w j,r ; then W i,n1 = w i,r and W j,n2 = w j,r .
For every n ≤ n ≤ n 1 ∧ n 2 we have R i,n = R j,n = R i,n = R j,n . Then:
• If n 1 = n 2 , the formulas in Section 2.6 give the new relation
and we have an edge l=l in G r+1 , with W l,n1+1 = w l,r+1 and W l ,n1+1 = w l ,r+1 .
• If n 1 < n 2 , W l,n1+1 = w l,r+1 , while W j,n1+1 is a prefix of w j,r , and we have the new relation R j,n = L l,n + R l,n for every n 1 + 1 ≤ n ≤ n 2 . Then W l ,n2+1 = w l ,r+1 . Let n 3 be the number of letters of w l ,r+1 or w l,r+1 : we have n 2 + 1 ≤ n 3 , and W l,n = w l,r+1 for all n 1 + 1 ≤ n ≤ n 3 , hence W l,n2+1 = w l,r+1 . Thus we have the relation
and an edge l=l in G r+1 , with W l,n2+1 = w l,r+1 and W l ,n2+1 = w l ,r+1 .
• The case n 1 > n 2 is similar. Finally, if we have a non-trivial relation L i,n + R i,n = L j,n + R j,n , and an edge i=j in G q for q such that W i,n = w i,q , and W j,n = w j,q , and let r be the smallest q such that E i,q and E j,q are cut, and n 4 the number of letters of w i,r or w j,r , then the relation holds for n ≤ n ≤ n 4 , and either R i,n4+1 = R j,n4+1 , and there is an edge i−j in G r+1 with W i,n4+1 = w i,r+1 and W j,n4+1 = w j,r+1 , or L i,n4+1 = L j,n4+1 , and there is an edge i+j in G r+1 with W i,n4+1 = w i,r+1 and W j,n4+1 = w j,r+1 .
Similar reasonings apply, mutatis mutandis, for the evolution of relations L i,n = L j,n with an edge i+j in G q for some q such that W i,n = w i,q and W j,n = w j,q .
Hence we have proved that there are k − 2 non-trivial relations between the L i,n and R i,n and that they are always of one of the five forms:
Hence the 3k − 3 quantities considered at the beginning of this proof take at most 2k − 1 different values.
When I is symmetric but not with alternate discontinuities, we use the construction in Section 3.1 to get that we have at most 2k − 1 values, and the same relations, for n large enough. For the first values of n, there are less left special words, and we can bound the number of different lengths by 2h − 1 + k − h for some h ≥ k, thus our result is still true.
And the result extends from I to its Rauzy induced map I , as the I −n γ i , n = 0, 1, 2, . . . , are exactly the I −m γ i , m = −1, 0, 1, . . . , which fall into the induction interval (including its right end). Thus our theorem is true also in the hyperelliptic class.
The above proof gives also a way to compute recursively the expression of each of the 2k − 1 lengths. The theorem is still true if we replace the lengths of the intervals by their measures for a given I-invariant probability, as they follow the same rules.
For general (including non-hyperelliptic) k-interval exchange transformations, the number of lengths is bounded by 3k − 3 [8] ; this generalizes the famous three distances theorem for rotations, corresponding to k = 2; see [1] for further references. The bound 2k − 1 in the symmetric case is of course the same for k = 2; it can be deduced from [1] for k = 3, and is new for k ≥ 4; there may be less than 2k − 1 lengths, either because there are "accidental" relations which do not contradict the i.d.o.c. property, or because some L i,n or R i,n is not the length of any cylinder with n letters, as in the Rauzy graph there is a v → v where v is right special and v is left special. The latter phenomenon is known to happen for k = 2, where for infinitely many n there are two distances only; see [6] , for example. But we can prove Proof. For n large enough, there are k − 1 left special words of length n, and 3k−3 quantities L i,n , R i,n , L i,n +R i,n of the previous proof. If these 3k−3 quantities take strictly less than 2k − 1 different values, this creates an extra relation which, going back to the initial state, contradicts the hypothesis of total irrationality. If any of these quantities is not a length, this means (see, for example, [10] ) that n − 1 is the number of letters of a bispecial word. But then, by construction, for each i, the difference between the numbers of letters of W i,n+1 and W i,n is 0 or t n , with t n → +∞ with n. Thus, for n in a set of density one, each of the 2k − 1 above quantities is indeed a length in Theorem 4.2.
the condition of alternate discontinuities, the authors could not find less than 164 states for this permutation, to compare with the 9 states of the symmetric case for k = 4), preventing us from getting a structure theorem as in Section 2.9. Still, it works in particular cases.
A family of examples.
In this section the permutation is π1 = 4, π2 = 3, π3 = 1, π4 = 2. We define a self-dual induction process as in Section 2.6, in a particular case.
Again, we give only the construction, as all the proofs are basically the same as for Proposition 2.4 and Theorem 2.8. The only difference is that here there is no symmetry, so the bijections s and s n are replaced by the identity. The equalities w i,n P snpn(i),n = P i,n w pn(i),n are weakened to w i,n P pn(i),n = P i,n w pn(i),n , for another word P i,n , and similarly for the M words, but these are sufficient to carry out the proofs.
We build unions of k − 1 disjoint intervals E i,n = [β i − l i,n , β i + r ,n [, i = 1, . . . , k − 1, defined as in Section 2.2, such that for bijections p and m, each E i,n is partitioned into a left subinterval E i,m,n and a right subinterval E i,p,n with We define our choices only in the particular cases which will be used for our examples (i) If at stage n we are in state G 0 , G 1 or G 2 and r i,n − l p(i),n = r m(i),n − l i,n > 0 for all i, then for all i we put E i,n+1 = E i,m,n , and we get l i,n+1 = l i,n , r i,n+1 = r i,n − l p(i),n . (ii) If at stage n we are in state G 1 and r i,n − l p(i),n = r m(i),n − l i,n is (strictly) positive for i = 1, then for i = 1 we put E i,n+1 = E i,m,n , and we get l i,n+1 = l i,n , r i,n+1 = r i,n − l p(i),n , while for i = 2, 3 we put E i,n+1 = E i,n . (iii) If at stage n we are in state G 1 and r i,n − l p(i),n = r m(i),n − l i,n is negative for i = 1 and (strictly) positive for i = 2, then for i = 2 we put E i,n+1 = E i,m,n , and we get l i,n+1 = l i,n , r i,n+1 = r i,n − l p(i),n , while for i = 1, 3 we put E i,n+1 = E i,n .
As in the proof of Theorem 4.2, l i,qn , r i,qn , l i,qn + r i,qn are the different possible lengths. We have l 1,qn = l 1,qn+1 , l 2,qn = l 2,qn+1 , l 3,qn = l 3,qn+1 , r 1,qn = l 3,qn+1 + r qn+1 , r 2,qn = l 1,qn+1 + r qn+1 , r 3,qn = l 2,qn+1 + r qn+1 for the four independent parameters defined above.
There are two ways to ensure that the nine lengths thus defined are indeed different:
• the first one is to imitate the reasoning of Theorem 6 of [22] to get that l 1,1 , l 2,1 , l 3,1 and r 1 have no rational relations except the normalization; • the other one is to take a n , b n and c n constant, with a 1 , b 1 and c 1 all different.
Then for all n, l 1,qn+1 , l 2,qn+1 , l 3,qn+1 and r qn+1 are proportional to l 1,1 , l 2,1 , l 3,1 and r 1 , which is the Perron-Frobenius eigenvector of a given primitive matrix, and we check that this eigenvector satisfies no relations implying equalities among the 9 lengths.
