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Abstract
We propose to estimate the head-pose angles (pitch, yaw,
and roll) by simultaneously predicting the pose parameters
from observed high-dimensional feature vectors, and track-
ing these parameters over time. This is achieved by embed-
ding a Gaussian mixture of linear inverse-regression model
into a dynamic Bayesian model. The use of a switching
Kalman filter (SKF) enables a principled way of carrying
out this embedding. The SKF governs the temporal predic-
tive distribution of the pose parameters (modeled as contin-
uous latent variables) conditioned by the discrete variables
associated with the mixture of linear inverse-regression for-
mulation. We formally derive the equations of the pro-
posed switching linear regression model, we propose an
approximation that is both identifiable and computation-
ally tractable, we design an EM procedure to estimate the
SKF parameters in closed-form, and we carry out experi-
ments and comparisons with other methods using recently
released datasets.
1. Introduction
Recent advances in computer vision have demonstrated
the relevance of representing images and image regions
with feature vectors lying in high-dimensional feature
spaces, e.g. SIFT [20], HOG [7], SURF [3], and any
of their variants, or CNN-based features which may be
used in conjunction with regression [15, 34] and tracking
[21]. The rationale of representing image regions with
high-dimensional feature vectors is that the latter suppos-
edly embed hidden information, such as identity or pose.
For example, in the case of face analysis, one can infer
both face recognition and face orientation from such fea-
tures. In the case of face orientation, or head pose, the
task consists of extracting a low-dimensional parameteri-
zation, i.e. pitch, yaw and roll, from the high-dimensional
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feature space – a parameterization of the head-pose mani-
fold. Not surprisingly, some of the best performing head-
pose estimation methods rely either on dimensionality re-
duction followed by regression, [35, 32, 16, 19, 4, 12, 36],
or on high-dimensional-to-low-dimensional regression, e.g.
[28, 22, 8, 10].
Nevertheless, these feature-based approaches estimate
the head-pose parameters from one image and are not de-
signed to track the parameters over an image sequence. The
observed feature vectors contain more than just head pose
information, e.g. variabilities in illumination, appearance,
shape, identity, background, clutter, etc. Moreover, errors in
face localization are inherent, i.e. the bounding-box needed
to extract the feature vector is not always correctly aligned
with the face itself. All these time-varying phenomena may
induce large oscillations and inconsistencies in the estima-
tion of the parameter values, yielding non-smooth temporal
trajectories.
In this paper we propose to simultaneously predict head-
pose parameters from observed feature vectors and to track
these parameters over time, based on embedding regression
into a dynamic Bayesian model. Without loss of generality,
we adopt a HOG-based description of faces, hence we need
to predict a low-dimensional output (head-pose parameters)
from a high-dimensional input (HOG vectors). To solve the
latter we train the regression of [8] which is a generative
Gaussian mixture of linear regression model. The proposed
dynamic model is based on the switching Kalman filter
(SKF) formulation. The proposed SKF governs the tempo-
ral predictive distribution of the pose parameters (which are
continuous latent variables) conditioned by the state vari-
ables (the discrete latent variables associated with the mix-
ture of linear regression formulation). The rationale of plug-
ging regression into a dynamic Bayesian model is that the
latter filters the prediction of the former while taking full
advantage of the rich generative regression formulation.
We formally derive a switching dynamic Bayesian
model, we devise an approximation of this model that is
both identifiable and computationally tractable, we design
an EM procedure that estimate the parameters, and we carry
out experiments and comparisons with other methods. The
principle of the tracker is summarized in Fig. 1 and an ex-
ample is shown in Fig. 2.
The remainder of the paper is organized as follows. Sec-
tion 2 discusses the related work. Section 3 summarizes the
mixture of linear regression method used to predict pose
parameters form the observed data. Section 4 describes
in detail the proposed dynamic Bayesian model and Sec-
tion 5 formally derives closed-form formulas for estimating
the model parameters, i.e. model training. Experiments and
comparisons with other methods are described in Section 6.
Section 7 draws some conclusions.1
2. Related Work
Head-pose tracking has been an actively investigated
topic; head-pose estimation and tracking methods were sur-
veyed [29]. Many approaches rely on extracting facial
landmarks, on tracking these landmarks over the image se-
quence and on estimating a rigid transformation between
consecutive images, e.g. [13, 39], or between consecutive
image pairs, e.g. [41]. Similarly, [24] builds a face graph
based on the landmarks and tracks this graph over the im-
age sequence. Another landmark-based approach [42] con-
sists of using a 3D model of a generic face that embeds
model-centered coordinates of facial landmarks, e.g. nose
tip, eyes, lip corners, etc. The model is first fitted to the face
detected in the first image and then fitted to the subsequent
faces by tracking the landmarks. These methods heavily
rely on landmark detection and tracking as well as on the
robust estimation of the 2D-landmark-to-3D-landmark rigid
transformation, i.e. the pose parameters. Therefore these
methods are limited to frontal views of faces, because the
landmarks are partially or totally occluded in side views of
faces. Moreover, they track the facial landmarks instead of
the pose parameters, hence they do not yield smooth pose
trajectories. The advantage of the proposed method is that it
relies neither on facial landmark detection nor on landmark
tracking. The proposed method, once trained based on pairs
of HOG descriptors and pose parameters, can deal with side
views of faces, unlike landmark-based methods.
Head-pose tracking was also addressed using sampling
methods based on particle filters, which allow to sam-
ple the temporal predictive distribution e.g. [2]. A prin-
cipled way of combining a latent-variable temporal filter
with the observed data is an important issue. In [38] it
is proposed to extract a high-dimensional feature vector
from a face and then to apply PCA to reduce its dimen-
sionality. This assumes that the high-dimensional to low-
1Supplementary material for this paper can be found at
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dimensional mapping is linear (which may not be the case)
and it does not guarantee that the PCA output contains pose
information. Particle filtering can also be combined with
a 3D deformable model and with facial landmarks, e.g.
[9, 37]. As already outlined, landmark extraction is not al-
ways possible. The advantage of the proposed method over
these particle-filter trackers is both theoretical and method-
ological: the feature-space to parameter-space mapping is
combined with a dynamic model, and the estimation of
the model parameters yields closed-form EM procedures.
Moreover, the proposed SKF approximation, which makes
the model computationally tractable, amounts to a varia-
tional approximation, thus yielding an extremely efficient
runtime method.
Switching state space models have also been used to
solve tracking problems. For example, [14], [30] and [18]
show that the use of switching linear models helps tracking.
In [31] switching models are applied for tracking people
in videos in order to obtain motion-capture data, and three
different approaches for inferring the parameters are com-
pared, namely the Viterbi algorithm, variational inference,
and the generalized pseudo Bayesian algorithm of order 2
(GPB2). The reported results obtained with these three ap-
proaches are quite similar. Viterbi has the lowest complex-
ity, GPB2 yields the smoothest parameter trajectories, while
the variational inference achieves a good compromise be-
tween low complexity and smooth trajectories.
The proposed method combines high-dimensional to
low-dimensional mixture of linear regressions with a
switching state-space model. In practice we adopt the GPB2
algorithm which, in combination with the generative regres-
sion model, yields closed-form expressions for the estima-
tion of the tracked parameters. Hence, it is more efficient
than sampling techniques which are often used in conjunc-
tion with generative tracking methods.
3. Mixture of Linear Inverse Regressions
In this section we summarize the mixture of linear in-
verse regressions of [8], which is named Gaussian locally
linear mapping (GLLiM). GLLiM interchanges the roles of
the input (high dimensional) and of the output (low dimen-
sional), such that a low-to-high regression is being learned.
The immediate consequence of this inverse regression strat-
egy is a dramatic reduction in the number of model param-
eters, thus facilitating the task of training.
Let X and Y be two random variables, and let x and
y denote their realizations, where X ∈ RL is the low-
dimensional output (pose parameters) and Y ∈ RD (D 
L) is the high-dimensional input (feature vectors). Once
trained, the goal is to predict x given both an input y and
Figure 1. The method starts by learning a mixture of linear regression that allows the prediction of a head-pose from a HOG vector estimated
from the bounding box of a face. Hence, Eq. (4) (Section 3) is applied at t − 1 (top) and at t (bottom) and head poses are thus predicted,
they are denoted A on the figure. Notice that, because of various perturbations in the data and of inherent flaws in face detection, the two
predictions use two different affine transformations and hence they are associated with two different Gaussian components in the mixture,
e.g. magenta and green on the figure. The proposed dynamic model combines the temporal prediction of the filter from t− 1 to t, denoted
B on the figure, with the pose predicted at t, to yield a filtered pose estimate, denoted C on the figure. The mixture of linear regression is
plugged in the SKF model in a principled way.
Figure 2. Yaw angles predicted with the mixture of linear regression method [10] (top sequence and red plot) and with the proposed method
(bottom sequence and green plot). The ground-truth yaw trajectory is shown in blue.
the model parameters θ, i.e. p(x|y;θ). We consider a in-
verse low-to-high regression, from the output variable X
to the input variable Y , i.e. a generative model, which is
described by a mixture of locally-linear transformations,
y =
∑K
k=1 I(Z = k)(Akx+ bk + ek), where I is the indi-
cator function, Z is a missing-data variable such that Z = k
if and only if Y is the image ofX by the affine transforma-
tion y = Akx + bk, with Ak ∈ RD×L and bk ∈ RD, and
where ek ∈ RD is an error vector capturing both the high-
dimensional observation noise and the reconstruction error
due to the piecewise approximation of a non-linear func-
tion. The missing-data variable Z allows one to write the




p(y|x, Z = k;θ)
× p(x|Z = k;θ)p(Z = k;θ), (1)
where θ denotes the model parameters. Assuming that ek is
a zero-mean Gaussian variable with a diagonal covariance
matrix Σk ∈ RD×D, we obtain that
p(y|x, Z = k;θ) = N (y;Akx+ bk,Σk). (2)
If we further assume thatX follows a mixture of Gaussians
via the same assignment Z = k, we can write that
p(x|Z = k;θ) = N (x; ck,Γk), p(Z = k;θ) = πk, (3)
where ck ∈ RL, Γk ∈ RL×L and
∑K
k=1 πk = 1. Note
that this representation induces a partition of RL into K
regions Rk, where Rk is the region where the transfor-
mation (Ak, bk) is most likely invoked, e.g. Fig. 1. This
model is described by the inverse parameter set θ =
{ck,Γk, πk,Ak, bk,Σk}Kk=1. The model parameters can be
estimated via an EM algorithm. The expectation step com-
putes the responsibilities, namely p(Zn = k|xn,yn;θ
(old)),
given the old parameter values θ(old), while the maximiza-
tion step computes new parameter values via maximiza-
tion of the expected complete-data log-likelihood function,
namely θ(new) = argmaxE[log p(x,y, Z|θ(old))], which
yields a closed-form solution [8]. Initial responsibilities
are obtained by fitting a K-component GMM to the low-
dimensional data {xn}Nn=1.
Once the inverse parameter vector θ is estimated one ob-
tains a low-dimensional to high-dimensional inverse pre-
dictive distribution [8]. The high-dimensional to low-















which is a Gaussian mixture fully defined by the forward






k}Kk=1, that can be
obtained in analytically from the inverse parameters:
c∗k = Akck + bk, Γ
∗






























4. The Dynamic Bayesian Model
The main difference between the probabilistic regres-
sion model outlined in Section 3 and the proposed temporal
model is that the conditional distribution p(x|y) is replaced
with p (xt|y1:t), where t is the time index. The proposed
graphical model is shown on Fig. 3, where Zt is the discrete
latent variable associated with the Gaussian mixture of lin-
ear regression, Xt and Y t are the latent head pose and the
observed high-dimensional feature vector at t, respectively.
Using Bayes rule and marginalization we obtain:
Figure 3. Proposed graphical model









×p(xt,xt−1, Zt = j, Zt−1 = i,yt|y1:t−1)dXt−1. (8)
Under the Markovian assumption and using the condi-
tional independencies associated with the proposed graphi-
cal model of Fig. 3, we can write the term inside the integral
of (8) as follows:
p(xt,xt−1, Zt = j, Zt−1 = i,yt|y1:t−1)
= p (yt|xt, Zt = j) p (xt|xt−1, Zt = j)
× p (Zt = j|Zt−1 = i) p
(




The first probability on the right hand side of this equation,
p (yt|xt, Zt = j) is the Gaussian distribution introduced in
(2). The main difference between the static model and the
dynamic model is that (3) is replaced with:
p(xt|xt−1, Zt = j) = N (xt|Cjxt−1,Qj), (10)
p(Zt = j|Zt−1 = i) = τij . (11)
The parameters of the temporal model will be jointly de-
noted by φ:
φ = {Cj ,Qj , τij , i, j = 1 . . .K}. (12)
By substituting (2), (10), and (11) into (9), by using basic
properties of Gaussian distributions (Gaussian product and
Gaussian integral), e.g. [6], and after some derivations, one






























t|t−1, i, j = 1 . . .K} (15)
and with




t , j = 1 . . .K}. (16)
TheK-component GMM approximation (13) of theK2-
component GMM (14) is necessary in order to avoid an ex-
ponential grow of the number of components, hence it guar-
antees the computational tractability of the temporal model.
As discussed in [27], three approaches have been proposed
to avoid the number of components to explode. Our ap-
proximation is based on the generalized pseudo Bayesian
algorithm (GPBa) of order 2 (GPB2) which, according to
[31], yields a smooth output.
One interesting consequence of replacing (3) with (10)
is that the parameter set θ in Section 3 is replaced with a re-
duced parameter set θr = {Aj , bj ,Σj}Kj=1. Consequently,




















It can be shown that the parameter set (15) can be written as





































dijt|t−1 = yt − Aj(Cjη
i
t−1)− bj , (22)







Eq. (21) defines the covariance of the prediction variable
dynamics, Eq. (22) is the difference between the observa-
tion and the predicted observation, given ηt−1, and Eq. (23)
defines the associated covariance matrix.
The mean (19) can be seen as a “weighted” linear com-
bination of the dynamical prediction Cjηjt−1 and of the
prediction based on observation A∗jyt + b
∗
j , where the
“weights” are covariance matrices. Thus the confidence re-
lated to the covariance matrices defines the weights of the
dynamical prediction and the observation prediction in the
final estimation. Eq. (18) is the associated covariance ma-
trix, which is the inverse of the sum of the precision matrix
of the temporal prediction Pijt−1 and precision matrix Σ∗j
−1
of the observation yt. The GMM proportions in Eq. (20)
are defined as a product between three terms: the propor-
tions of the ith components at t − 1, ρit−1, the switching
filter transition probabilities τij , and N (dijt|t−1|0,S
ij
t|t−1).
Using the mixture reduction scheme explained in [33],
the parameters of the K-component GMM λt can now be
evaluated from the parameters of the K2-component GMM


































5. Estimating the Model Parameters
This section describes the estimation of the parameters
φ in (12) via learning (please consult [27] for a detailed de-
scription). We remind that the estimation of the regression
parameters θ is described in detail in [8] and summarized






. During the E-step we compute the
complete-data expected log-likelihood. First, we express
the complete-data log-likelihood L as follows:




















δ(t, j)δ(t− 1, i) log τij + log p (x1, Z1) ,
(27)
where δ(t, q) is equal to 1 if Zt = q and 0 otherwise. To
complete the E-step we evaluate the above expected log-
likelihood. The M-step maximizes it with respect to the
parameters that must be estimated. Thus we obtain the fol-





























































= Vt−1 + ηt−1η
>
t−1.
Parameters ηt, ηt−1, Vt−1 and Vt,t−1 are obtained using













p (xt|Zt = j, Zt+1 = i,y1:T )
×p (Zt = j, Zt+1 = i|y1:T ) , (30)
where
p(xt|Zt = j, Zt+1 = i,y1:T )
=p (xt|Zt = j,y1:t) p
(




The first term of (31) p (xt|Zt = j,y1:t) is the forward re-













p(yt+1:T |Zt+1 = i,xt) =∫
Xt+1
p (xt+1|xt, Zt+1 = i)
×p
(
















ond term of Eq. (30) can be decomposed as follows, using
[17]:
p (Zt = j, Zt+1 = i|y1:T ) '
p (Zt+1 = i|y1:T )
p (Zt+1 = i|Zt = j) p (Zt = j|y1:t)




p (Zt = j|y1:t) = ρ
j
t (34)
p (Zt+1 = i|y1:t) =
K∑
j=1
p (Zt+1 = i|Zt = j) p (Zt = j|y1:t)
(35)
p (Zt+1 = i|y1:T ) =
K∑
j=1
p (Zt+1 = i, Zt+2 = j|y1:T )
(36)
As outlined in Section 4, the number of component in-
creases (30), hence we merge the Gaussians twice: first
over Zt+1 to obtain a mixture of K Gaussian compo-
nents with mean ηjbt , covariance V
jb
t and proportions
p (Zt = j|y1:T ) = ρ
jb
t , second over Zt and thus we obtain
a single Gaussian component, with mean ηt and covariance
Vt.
To estimate the transition matrix {τij}Ki,j=1 we em-
ploy the Lagrange multiplier method to maximize the log-
likelihood with respect to τij , hence we obtain the following
expression for the transition probabilities:
τij =
∑T
t=2 p (Zt = j|y1:T ) p (Zt−1 = i|y1:T )∑T
t=2 p (Zt−1 = i|y1:T )
(37)
6. Experiments
To gauge the performance of the proposed method we
used two datasets: the Biwi-Kinect head-pose dataset [11]
and the EYEDIAP dataset [25]. Biwi-Kinect comprises
24 videos of 20 different people (16 men and 4 women)
recorded with a Kinect camera. During the recordings peo-
ple were asked to move their heads freely in front of the
camera. 3D head pose (pitch, yaw, and roll angles) anno-
tations are automatically and accurately provided for each
video frame using the face-shift software. The angle values
range from −60◦ to 60◦ for pitch, −75◦ to 75◦ for yaw and
−20◦ to 20◦ for roll. The dataset provides RGB and depth
images as well as the calibration matrices. The 3D nose po-
sitions are provided as well. EYEDIAP is a dataset for gaze
and head-pose estimation. It provides 94 videos of 16 peo-
ple recorded using different configurations, such as static
and turning heads. The dataset provides RGB videos (in
both HD and GVA quality) and depth videos with the asso-
ciated calibrations matrices. For each video, annotations of
both head-pose and gaze are provided for each frame. The
angle values range from −40◦ to 40◦ for pitch and −50◦ to
50◦ for yaw. In our experiments we only used the RGB im-
ages where people are looking at a moving object (named
A FT M in the dataset).
The proposed model, referred to as HPE SKF (head-
pose estimation based on SKF) is compared to the follow-
ing methods: (i) a landmark-based approach that uses the
facial landmark localization method of [39] (Flandmarks)
combined with 2D-to-3D landmark-based pose estimation
method, namely the PnP (perspective n-point) algorithm
available with OpenCV, (ii) a depth head model based on
method [26] that learns a 3D head model using 16 manu-
ally annotated facial landmarks on multiple frames to learn
the model, and ICP (iterative closest point algorithm) to es-
timate the transformation (rotation and translation) of the
head pose between two consecutive frames in order to track
the pose over time, (iii) the regression-based method of [10]
which is referred to as HPE-GLLiM, and (iv) the regression
method [10] combined with a standard Kalman filter [1, 6].
Both (i) and (ii) perform tracking. For evaluation, on the
Biwi-Kinect dataset we used the leave-one-out protocol: all
the data related to one person are put aside and the remain-
ing data of the other persons are used to train the model.
Using the EYEDIAP dataset, we compared our method
against the baseline method of [26] which requires to learn a
person based on his/her 3D head model. In this case we did
not apply the leave-one-out protocol but instead we learned
a person based head-pose regression model (θ) on a subsam-
ple of the frames associated with each person. Then, for
each person we estimate the tracking parameters (φ) over
the whole video. Thus, we obtain a person-based tracking
model for head pose. As a measure of performance, we use
the mean absolute deviation between the ground-truth and
the estimated pose.
Face regions are extracted from images with a face de-
tector [40]. This detector is efficient and robust with both
frontal- and side-views of faces. Using the detection we
Figure 4. Comparison between the estimated pitch angle (top) and
yaw angle (bottom) with three different methods: HPE GLLiM
(red), Kalman Filter (blue), and the proposed HPE SKF (green)
for the Biwi-Kinect dataset.
run a face tracker using particle filtering to extract a face at
each frames of the videos. Nevertheless, the obtained face
regions are noisy, i.e. the bounding boxes are not always
nicely aligned onto the faces. This yields extremely realis-
tic input data for the tested methods, unlike other head-pose
benchmarks that use manually extracted bounding boxes,
e.g. using the nose tip as the bounding box center. From
each face region thus detected, we extract HOG features
with different cell resolutions (in a pyramid-like fashion),
namely 32×32, 16×16 and 8×8 pixels, with block size of
2 × 2 cells and 8 bins to quantize the gradient orientation.
This results in feature vectors of size D = 1888.
The regression parameters θ (Section 3) and the SKF pa-
rameters φ Eq. (12) are learned separately. First, the re-
gression parameters θ are estimated using the EM algorithm
described in [8]. Second, the filtering parameters φ are es-
timated using the method described in Section 5. The co-
variances are initialized with identity matrices and the tran-
sition matrix {τij}Ki,j=1 is initialized with the Battacharrya
distance [5] between two subspaces obtained using the pa-
rameters θ of the low dimensional space defined by Z.
Table 1. Average (Avg.) and standard deviation (Std.) of the ab-
solute error (in degrees) for the pitch, yaw and roll angles (when
applicable) on the Biwi-Kinect dataset. Head bounding boxes are
extracted using a face detection algorithm.
Pitch Yaw Roll
Methods Avg. Std. Avg. Std. Avg. Std.
[39] 13.12 10.79 21.1 14.16 − −
[10] 14.35 13.73 12.52 13.52 10.89 9.82
[1, 6] 27.43 17.61 15.13 12.09 14.62 9.94
HPE SKF 10.03 8.73 8.6 7.21 8.48 8.01
Table 2. Average (Avg.) and standard deviation (Std.) of the ab-
solute error (in degrees) for the pitch and yaw angles on the EYE-
DIAP dataset. Head bounding boxes are extracted using a face
detection algorithm combined with a face tracker.
Pitch Yaw
Methods Avg. Std. Avg. Std.
Funes Mora et al. [26] 4.17 5.59 6.89 14.42
HPE GLLiM [10] 7.94 9.23 10.62 11.95
Kalman filter [1, 6] 23.17 18.67 25.55 21.22
HPE SKF 5.34 8.30 6.68 9.76
The results obtained with the Biwi-Kinect and EYE-
DIAP datasets are summarized in Table 1 and Table 2, re-
spectively, namely the average and standard deviations of
the absolute error between the head-pose estimated values
and the ground-truth values. The proposed tracking method
improves head-pose parameter tracking, compared to all the
other methods. For example, the average error for the yaw
angles in Table 1 is of 8.6◦ while all other methods yield an
error larger than 12◦. We observe the same behavior for the
pitch angle. Moreover, our method also reduces the stan-
dard deviation. Compared to the landmark-based method
of [39], our method is able to provide an estimation for
each test input, whereas the method based on landmarks is
unable to provide an output when some of the landmarks
are not visible due to extreme head orientations. In this
case [39] yields very large errors, e.g. first row of Table 1.
We also note that the proposed HPE SKF method performs
much better than a standard Kalman filter. On Table 2 the
global average error and standard deviations are lower than
Table 1 due to the person-based model learning. The behav-
ior shown in Table 2 follows the same as the one of Table 1,
i.e. our tracking method decreases the head pose estima-
tion average error and standard deviation with respect to the
HPE GLLiM and the classic Kalman filtering. [26] (that
released the EYEDIAP dataset) achieves better results for
pitch, while our method obtains better results for yaw.
7. Conclusions
Head-pose trackers have the advantage of combining in-
formation from both past and present, and hence they avoid
oscillations between consecutive estimations solely based
on independent observations, as it is the case with many
head-pose estimation methods, e.g. Fig. 2 and Fig. 4. Over-
all, the output of our tracking method is both more accurate
and smoother than the output of several head-pose methods
(with and without tracking). Moreover, noisy observations,
e.g. due to badly aligned bounding boxes or to partial occlu-
sions, do not impact too much the proposed tracker because
the temporal model, once properly trained, does not allow
oscillations between consecutive estimations. Furthermore,
our approach does not only reduce both the estimation er-
ror and the standard deviation, it smoothes the estimation
of head poses over the whole video. This is very useful for
other temporal tasks, such as the estimation of eye gaze or
of the visual focus of attention [23].
The method presented in this paper is very general and
it is limited neither to head pose nor to HOG features. It
can be applied to estimate and track the pose parameters of
objects of all kinds, provided that their image appearance
varies as a function of their 3D orientation in a consistent
way. Therefore, one can combine our tracker with other
types of features, such as features obtained by training a
neural network and by substituting the last layer of the latter
with the generative regression model used above.
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