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In typical discrete-time quantum walk algorithms, one measures the position of the walker while
ignoring its internal spin/coin state. Rather than neglecting the information in this internal state,
we show that additionally measuring it doubles the success probability of many quantum spatial
search algorithms. For example, this allows Grover’s unstructured search problem to be solved with
certainty, rather than with probability 1/2 if only the walker’s position is measured, so the addi-
tional measurement yields a search algorithm that is twice as fast as without it, on average. Thus
the internal state of discrete-time quantum walks holds valuable information that can be utilized
to improve algorithms. Furthermore, we determine conditions for which spatial search problems on
regular graphs are amenable to this doubling of the success probability, and this involves diagram-
matically analyzing search using degenerate perturbation theory and deriving a useful formula for
how the quantum walk acts in its reduced subspace.
PACS numbers: 03.67.Ac, 05.40.Fb
I. INTRODUCTION
Discrete-time quantum walks have enjoyed much suc-
cess in the development of digital quantum algorithms
[1–3]. Early on, they were shown to replicate the
speedup of Grover’s quantum search algorithm [4], and
they optimally solve the element distinctness problem [5].
Discrete-time quantum walks can also quickly solve any
AND-OR formula [6], and they are universal for quan-
tum computing [7]. To this day, new algorithmic break-
throughs are routinely developed based on discrete-time
quantum walks, such as a recent scheme for speeding up
backtracking algorithms [8].
The quantum walk can be formulated as a quantum
particle hopping on a graph of N vertices in superpo-
sition, where it is restricted to making local transitions
defined by the edges of the graph. Thus the vertices of
the graph {|1〉, |2〉, . . . , |N〉} form an orthonormal basis
for CN , the Hilbert space of the position of the particle.
Unfortunately, these vertices are not enough to support
a nontrivial quantum walk. Meyer’s seminal work [9, 10]
showed that if the graph is a homogeneous Euclidean
lattice in any dimension (including the line, square lat-
tice, cubic lattice, etc.), the only unitary evolution for
the quantum walk that exists is the trivial translation
operator, times a phase.
To yield a more interesting evolution, Meyer proposed
quantum walk using a d-level quantum particle for a
quantum walk on a (regular) graph of degree d. Then
the d internal states of the particle can encode the d dif-
ferent directions in which the particle can hop, forming
an orthonormal basis for the Hilbert space Cd. For exam-
ple, for a quantum walk on the line, we use a particle with
two internal degrees of freedom, which encode the parti-
cle pointing left or right. Meyer interpreted this internal
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degree of freedom as spin, so the particle would be a two-
component spinor, and he showed that the evolution is
a discretization of the Dirac equation [9, 11]. Algorith-
mically, however, the internal state is often referred to
as a “coin,” resembling flipping a coin to determine the
direction of a random walk [12–14].
Combining the position of the particle and its
spin/coin internal state, the discrete-time quantum walk
evolves in CN⊗Cd. Then the evolution can be made non-
trivial. In particular, it evolves by repeated applications
of the unitary operator
U0 = S · (IN ⊗ C0), (1)
where C0 is a “coin flip” that scatters the direction of
the particle, and S is a shift that causes the particle to
hop to a neighboring vertex based on its direction. In
typical quantum walk processes and algorithms, only the
position of the particle is measured, while its direction is
ignored (i.e., traced out) [3]. The position of the parti-
cle, and perhaps its spatial neighborhood [15], gives the
solution to the computation.
In this paper, we show that the information contained
in the internal state should not be neglected, that it con-
tains valuable information that can speed up quantum
algorithms. In particular, we focus on quantum search
algorithms. The quantum walk formulation of Grover’s
algorithm is search on the complete graph, and it was
shown in [16] to reach a success probability of 1/2 after
pi
√
N/2
√
2 steps when only measuring the position of the
particle. This same result holds for Shenvi, Kempe, and
Whaley’s search algorithm [4], which is a quantum walk
on the hypercube. We show that both of these search
problems can be boosted to succeed with probability 1
by simply measuring the direction of the particle, not
just its position. This doubling of the success probabil-
ity holds for a variety of graphs, and we derive conditions
for which spatial search problems on regular graphs are
amenable to this speedup. To determine this, we ana-
lyze search using a diagrammatic approach to degener-
ate perturbation theory, and we derive a useful formula
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FIG. 1. The complete graph with N = 6 vertices. A vertex
is marked, indicated by a double circle. Identically evolving
vertices are identically colored and labeled.
for how the quantum walk acts in its reduced subspace.
Besides speeding up search, this suggests that the inter-
nal state contains information that can improve other
discrete-time quantum walk algorithms.
II. SEARCH ON THE COMPLETE GRAPH
A. Setup
We begin by specifying the specific coin and shift op-
erators used for the quantum walk (1). The usual coin is
the “Grover diffusion” coin [4]
C0 = 2|sc〉〈sc| − Id, (2)
which reflects the internal state of the particle across its
equal superposition over the coin space
|sc〉 = 1√
d
d∑
i=1
|i〉.
The usual shift for the quantum walk (1) is the flip-flop
shift S [17], which causes the particle to hop and then
turn around (i.e., a particle at vertex i pointing towards
vertex j will jump to vertex j and be pointing towards
vertex i, so S|i〉 ⊗ |i→ j〉 = |j〉 ⊗ |j → i〉).
Initially, we have no information as to which vertex is
marked, so we guess each state with equal probability:
|ψ0〉 = |sv〉 ⊗ |sc〉, (3)
where
|sv〉 = 1√
N
N∑
i=1
|i〉
is the equal superposition over the vertices of the graph,
and |sc〉 is the equal superposition over the coin space
from before. Since we have not yet introduced an oracle,
walking from this initial state according to (1) yields no
information, as expected, so U0|ψ0〉 = |ψ0〉.
To make the quantum walk search, we introduce an
oracle Rw that flips the sign of the marked vertex, as
in Grover’s algorithm [18]. That is, Rw|x〉 = −|x〉 if x is
marked, and Rw|x〉 = |x〉 if x is unmarked. Querying this
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FIG. 2. For search on the complete graph with N = 1024
vertices, the probability in |ab〉 (solid black) and |ba〉 (dashed
red) as a function of the applications of the quantum walk
search operator U .
with each application of the quantum walk, the search
algorithm is to repeatedly apply
U = U0 · (Rw ⊗ Id) (4)
to the initial equal superposition state (3). Then the
number of applications of U equals the number of oracle
queries, which gives the runtime of the search algorithm.
Now we apply this quantum walk search algorithm to
solve the unstructured search problem. This is the quan-
tum walk analogue of Grover’s algorithm [18], and it cor-
responds to search on the complete graph for a vertex
marked by an oracle, an example of which is shown in
Fig. 1. Although this was first solved in [16], we review
it here and then show how measuring the internal state
of the particle doubles the success probability.
Following [16], the system evolves in a 3D subspace. As
denoted in Fig. 1, there are only two types of vertices,
indicated by identical colors and labels: the marked a
vertex and the unmarked b vertices. For the direction,
the a vertex can only point towards b vertices, while the
b vertices can either point towards a or other b’s. Thus
the system evolves in the 3D subspace spanned by
|ab〉 = |a〉 ⊗ 1√
N − 1
∑
b
|a→ b〉,
|ba〉 = 1√
N − 1
∑
b
|b〉 ⊗ |b→ a〉,
|bb〉 = 1√
N − 1
∑
b
|b〉 ⊗ 1√
N − 2
∑
b′∼b
|b→ b′〉.
As shown in [16], after pi
√
N/2
√
2 applications of U , the
system evolves from the initial state |ψ0〉 (3) to roughly
1√
2
(|ab〉 − |ba〉) . (5)
This state is half in |ab〉 and half in |ba〉, and that the sys-
tem indeed evolves to this distribution is shown in Fig. 2,
which plots |〈ab|U t|ψ0〉|2 and |〈ba|U t|ψ0〉|2 as functions
of t; when t = pi
√
1024/2
√
2 ≈ 36, each curve reaches a
probability of 1/2.
3B. Doubling the Success Probability
With the system in this final state (5), measuring only
the position of the particle gives probability 1/2 of find-
ing it at the marked a vertex because of the |ab〉 term
and probability 1/2 of finding it at a b vertex because
of the |ba〉 term. Typically, the analysis would end here,
concluding that the algorithm succeeds with probability
1/2. But now we make a novel observation: if the par-
ticle is at a b vertex, then it is pointing towards the a
vertex. Then one can measure the direction of the parti-
cle (or its internal spin/coin degree of freedom encoding
the direction) to find the marked a vertex. This allows
us to identify the marked vertex with certainty, boosting
the success probability from 1/2 if only the position is
measured to 1 with the internal-state measurement.
More precisely, once the system is in its final state (5),
the boosting procedure is: (i) Measure the position of
the particle in the vertex basis {|1〉, |2〉, . . . , |N〉}, so the
projectors are |1〉〈1|, |2〉〈2|, . . . , |N〉〈N | (with the identity
on the second tensor factor). This collapses the position
of the particle to some vertex v. (ii) Check using the
oracle if this position is marked. If yes, we are done.
(iii) If not, then from (5), we know that v is a b-type
vertex bi with internal state pointing to a. Thus we
measure the internal-state of the particle in the direc-
tional basis {|1〉, |2〉, . . . , |N − 1〉}, so the projectors are
|1〉〈1|, |2〉〈2|, . . . , |N − 1〉〈N − 1|. This collapses the in-
ternal state to some direction c, so the system is now
in the state |bi, c〉. The direction c points from bi to a,
regardless of which bi we obtained with the first mea-
surement. (iv) Check using the oracle if the vertex in
this direction from v corresponds to the marked vertex,
which it asymptotically will be for large N .
We can also consider the procedure as a single measure-
ment in the whole N(N − 1)-dimensional space spanned
by |i, j〉, where i = 1, . . . , N , j = 1, . . . , N − 1. So the
projectors are {|i, j〉〈i, j|}. The first tensor factor again
corresponds to the position of the particle and the sec-
ond tensor factor corresponds to the directions in which
a particle can point. A measurement in this computa-
tional basis collapses the state to some |v, c〉. We then
check using the oracle if position |v〉 is marked, and if not,
we check if the vertex in the direction of |c〉 from |v〉 is
marked. So unlike typical quantum walk algorithms, we
explicitly measure the internal state of the walker rather
than ignore it.
Figure 2 also shows that the probability in |ab〉 and
|ba〉 are roughly identical throughout the entire evolution
of the algorithm, not just at its runtime of pi
√
N/2
√
2
applications of U . Thus throughout its entire evolution,
the success probability can be doubled by including an
internal-state measurement, since success is obtained not
just from the |ab〉 term, but also the |ba〉 term. To prove
this for all time, we use some analysis from [16].
First we write the quantum walk search operator (4)
in the 3D subspace with basis {|ab〉, |ba〉, |bb〉}:
U =
 0 − cos θ sin θ−1 0 0
0 sin θ cos θ
 , (6)
where
cos θ =
N − 3
N − 1 , sin θ =
2
√
N − 2
N − 1 .
Although one can explicitly work out this search operator
(6), we will later derive a useful formula to obtain it. To
determine the evolution of the system, we decompose U
into its eigenvectors and eigenvalues:
|ψ+〉 =

1
2
√
1−cos θ
3+cos θ − i2
1
2
√
1−cos θ
3+cos θ +
i
2√
1+cos θ
3+cos θ
 , E+ = eiφ
|ψ−〉 =

1
2
√
1−cos θ
3+cos θ +
i
2
1
2
√
1−cos θ
3+cos θ − i2√
1+cos θ
3+cos θ
 , E− = e−iφ
|ψ−1〉 =

−
√
1+cos θ
3+cos θ
−
√
1+cos θ
3+cos θ√
1−cos θ
3+cos θ
 , E−1 = −1
where φ is defined such that
cosφ =
1 + cos θ
2
, sinφ =
√
(1− cos θ)(3 + cos θ)
2
.
Note that adding the first two eigenstates yields |bb〉 for
large N :
|bb〉 ≈ 1√
2
(|ψ+〉+ |ψ−〉) .
Since the initial state |ψ0〉 is approximately |bb〉 for large
N , the system after t applications of U is
U t|ψ0〉 ≈ 1√
2
(
U t|ψ+〉+ U t|ψ−〉
)
=
1√
2
(
eiφt|ψ+〉+ e−iφt|ψ−〉
)
.
Plugging in the eigenstates and using eiφt + e−iφt =
2 cos(φt) and eiφt − e−iφt = 2i sin(φt), we get
U t|ψ0〉 ≈ 1√
2

√
1−cos θ
3+cos θ cos(φt) + sin(φt)√
1−cos θ
3+cos θ cos(φt)− sin(φt)
2
√
1+cos θ
3+cos θ cos(φt)
 .
4ab
bbba
−1
− c
os
θ
sin θ
sin θ
cos θ
(a)
ab
bbba
−1
−1
2√
N
2√
N
1
(b)
FIG. 3. For the complete graph, (a) the quantum walk search
operator U in the {|ab〉, |ba〉, |bb〉} basis, and (b) its large N
approximation.
Using this, we can find the difference in probability in
|ab〉 and |ba〉 throughout the evolution:
|〈ab|U t|ψ0〉|2 − |〈ba|U t|ψ0〉|2
≈ 2 sin(φt) cos(φt)
√
1− cos θ
3 + cos θ
≈ sin(2φt) 1√
2N
≤ 1√
2N
.
Since this difference tends towards zero as N increases,
the probability in |ab〉 and |ba〉 are roughly the same for
large N throughout the algorithm’s evolution, not just
at the end of the algorithm. Thus throughout the en-
tire evolution, the success probability can be doubled by
including an internal-state measurement.
C. Intuition and Perturbation Theory
Although the above calculation proves that the success
probability is doubled when incorporating internal-state
measurements, it may not yield much intuition as to why
the doubling occurs. Let us now remedy this, which will
provide necessary insights to prove that the doubling of
the success probability also works for search on a variety
of other graphs.
In the 3D basis, the quantum walk search operator (6)
can be diagrammatically represented as shown in Fig. 3a.
Although such diagrams are often used for continuous-
time quantum walks [19], this seems original for discrete-
time quantum walks despite their seeming obviousness.
For large N , we Taylor expand sin θ ≈ 2/√N and cos θ ≈
1 to yield the operator
U =
 0 −1 2√N−1 0 0
0 2√
N
1
 , (7)
which is visualized in Fig. 3b. This reveals that the am-
plitude at |ab〉 and |ba〉 swap with minus signs with each
ab ba
−1
−1
+ −
−1 1
FIG. 4. By changing the basis from {|ab〉, |ba〉} to {|+〉, |−〉},
when |ab〉 and |ba〉 swap their amplitudes with minus signs,
this is equivalent to applying a minus sign to |+〉 and the
identity to |−〉.
step of the algorithm. Over the course of evolution, this
causes the probability in |ab〉 and |ba〉 to be approxi-
mately equal since any influence from the other basis
states (|bb〉 in this case) is averaged out over both of
them. This is the intuition for |ab〉 and |ba〉 having the
same probability, which furthermore allows the success
probability to be doubled with an internal-state measure-
ment.
This intuition, that |ab〉 and |ba〉 swapping with minus
signs leads to them having equal probability, can be made
more rigorous by changing the basis. Instead of using
{|ab〉, |ba〉, |bb〉}, we use the basis
|+〉 = 1√
2
(|ab〉+ |ba〉) ,
|−〉 = 1√
2
(|ab〉 − |ba〉) ,
|bb〉.
When |ab〉 and |ba〉 swap with minus signs, this change
of basis causes the replacement depicted in Fig. 4. To
express the quantum walk search operator for large N
(7) in this basis, we conjugate it by
T =
(|+〉 |−〉 |bb〉) =
 1√2 1√2 01√
2
−1√
2
0
0 0 1
 .
Then in the new {|+〉, |−〉, |bb〉} basis, the quantum walk
search operator for large N is
U ′ = T−1UT =

−1 0
√
2
N
0 1
√
2
N√
2
N −
√
2
N 1
 .
This can also be expressed diagrammatically, as shown
in Fig. 5a. In this diagram, note that |−〉 and |bb〉 both
have self-loops with weight 1, whereas |+〉 has a self-
loop of weight −1. That |−〉 and |bb〉 have self-loops
of equal weight is of crucial importance—as we prove
next, this causes the system to evolve from |ψ0〉 ≈ |bb〉
to |−〉. This yields the final state (5), which allows the
success probability to be doubled using an internal-state
measurement.
We prove this behavior using degenerate perturbation
theory [20], which is often used to analyze continuous-
time quantum walks [21–25], but here we novelly use it
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FIG. 5. For the complete graph, (a) the quantum walk search
operator U ′ for large N in the {|+〉, |−〉, |bb〉} basis, and (b)
its leading-order terms.
in the discrete-time setting. We break the quantum walk
operator into leading- and higher-order components:
U ′ =
−1 0 00 1 0
0 0 1

︸ ︷︷ ︸
U ′0
+

0 0
√
2
N
0 0
√
2
N√
2
N −
√
2
N 0

︸ ︷︷ ︸
U ′1
.
The leading-order operator U ′0 is expressed diagrammat-
ically in Fig. 5b. Clearly, its eigenstates are |+〉, |−〉, and
|bb〉 with respective eigenvalues −1, 1, and 1. Since |−〉
and |bb〉 are degenerate, including the higher-order terms
U ′1 causes linear combinations of them
α−|−〉+ αb|bb〉
to be approximate eigenstates of the perturbed operator
U ′0 + U
′
1. The coefficients α− and αb can be found by
solving the eigenvalue problem(
U ′−− U
′
−b
U ′b− U
′
bb
)(
α−
αb
)
= E
(
α−
αb
)
,
where U ′−b = 〈−|U ′0 + U ′1|bb〉, etc. Evaluating these ma-
trix elements, we get 1 √ 2N
−
√
2
N 1
(α−
αb
)
= E
(
α−
αb
)
.
Solving this eigenvalue problem yields approximations for
two of the eigenvectors and eigenvalues of U ′0 + U
′
1:
|ψ±〉 = 1√
2
(∓i|−〉+ |bb〉) , E± = 1± i
√
2
N
.
This means |bb〉 is an equal superposition of these eigen-
states:
|bb〉 = 1√
2
(|ψ+〉+ |ψ−〉) .
To show that the system evolves to |−〉 in time
pi
√
N/2
√
2, we write the eigenvalues E± as e±iσ, where
σ ≈ √2/N for large N . Then applying the quantum
walk search operator t times, the system roughly evolves
to
(U ′)t|bb〉 = 1√
2
(
eiσt|ψ+〉+ e−iσt|ψ−〉
)
.
At time
t =
pi
2σ
≈ pi
2
√
2
√
N,
the state becomes
(U ′)t|bb〉 = 1√
2
(i|ψ+〉 − i|ψ−〉)
= |−〉.
This calculation using degenerate perturbation theory
proves that the system evolves from |ψ0〉 ≈ |bb〉 to |−〉,
which were the states with self-loops of weight 1 in Fig. 5,
in time pi
√
N/2
√
2, in agreement with [16]. Relevant to
this paper, this final state allows the success probabil-
ity to be doubled from 1/2 to 1 with an internal-state
measurement.
III. DOUBLING CONDITION
In this section, we find the condition that allows the
success probability to be doubled by an internal-state
measurement, assuming that marked vertices evolve iden-
tically as a, and they are only adjacent to one type of ver-
tex b. This is satisfied by a variety of well-studied spatial
search problems: With one marked-vertex, it includes
the complete graph previously analyzed in Fig. 1 [16],
the hypercube in Fig. 6a [4], and arbitrary-dimensional
periodic square lattices in Fig. 7 [17]. As an example
with multiple marked vertices, it also includes the hy-
percube with two marked vertices on “opposite ends” of
the hypercube, as in Fig. 6b. With this assumption, the
success probability from measuring the position of the
particle comes entirely from |ab〉, and we also have that
U |ab〉 = −|ba〉.
As shown in the previous section, if we additionally
have that U |ba〉 ≈ −|ab〉, then |ab〉 and |ba〉 roughly swap
with minus signs with each step of the search operator.
This causes |ab〉 and |ba〉 to approximately evolve with
equal probability, since any influence is averaged out be-
tween them. Thus to find when an internal-state mea-
surement doubles the success probability, it suffices to
find when U |ba〉 ≈ −|ab〉.
More rigorously, we first show that the initial state |ψ0〉
(3) always has a self-loop with weight 1, to leading-order
and in the appropriate basis. For the complete graph,
this corresponded to |bb〉 in Fig. 5. Then we derive a
useful formula for how U (4) acts on general subspace
basis vectors. Using this, we then find a condition for
6dc
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FIG. 6. Four-dimensional hypercube. (a) A vertex is marked,
indicated by a double circle. (b) Two vertices on “opposite
ends” are marked. Identically evolving vertices are identically
colored and labeled.
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FIG. 7. 2D periodic square lattice. A vertex is marked,
indicated by a double circle. Identically evolving vertices are
identically colored and labeled.
when U |ba〉 ≈ −|ab〉, which implies that |−〉 also has a
self-loop of 1 while |+〉 has a self-loop of −1. Thus from
degenerate perturbation theory, the system evolves from
|ψ0〉 to |−〉, and this final state enables the success proba-
bility to be doubled using an internal-state measurement.
A. Initial State
We begin by proving that the initial state |ψ0〉 =
|sv〉 ⊗ |sc〉 (3) will always, to leading-order, have a self-
loop of weight 1 under the search operation U (4). This is
equivalent to proving that |ψ0〉 is approximately an eigen-
vector of U with eigenvalue 1, for large N . To do this,
we utilize the fact that without the oracle, |ψ0〉 is exactly
a 1-eigenvector of the quantum walk U0 (1) alone. We
prove that the addition of the oracle, which defines the
search operator (4), makes a sufficiently small difference
such that, to leading-order, |ψ0〉 is also a 1-eigenvector of
U .
For simplicity, say there is a single marked vertex |w〉.
Since the oracle reflects through this state, it can be writ-
ten as
Rw = IN − 2|w〉〈w|.
Using this, let us find the error [26] between acting on
|ψ0〉 by U versus U0:
‖(U − U0)|ψ0〉‖ = ‖(U0(Rw ⊗ Id)− U0)|ψ0〉‖
= ‖U0((Rw ⊗ Id)− I)|ψ0〉‖
= ‖U0((IN − 2|w〉〈w|)⊗ Id − I)|ψ0〉‖
= ‖U0(I − 2|w〉〈w| ⊗ Id − I)|ψ0〉‖
= ‖U0(−2|w〉〈w| ⊗ Id)|ψ0〉‖
= ‖U0(−2|w〉〈w| ⊗ Id)(|sv〉 ⊗ |sc〉)‖
=
∥∥∥∥U0( −2√N |w〉 ⊗ |sc〉
)∥∥∥∥
=
2√
N
‖U0 (|w〉 ⊗ |sc〉)‖
=
2√
N
.
In the last line, note that |w〉⊗|sc〉 is a normalized quan-
tum state. Since U0 is a unitary operator, it does not
change the norm of this state, so its norm is 1. Since this
error decreases with N , for large N , the initial state |ψ0〉
is also a 1-eigenvector of U . Thus diagrammatically, the
initial state has a self-loop of weight 1 to leading order,
although it might only manifest itself in the appropriate
basis.
With k marked vertices, the previous error calculation
would result in 2k/
√
N , which still tends to zero for small
numbers of marked vertices, i.e., when k = o(
√
N).
B. Subspace Evolution
Since |ψ0〉 has a self-loop of weight 1, degenerate
perturbation theory implies that the system evolves to
other states with self-loops of weight 1. Since we as-
sume that U |ab〉 = −|ba〉, if we additionally have that
U |ba〉 ≈ −|ab〉, then |−〉 will have a self-loop of weight 1
while |+〉 will have a self-loop of weight −1. Furthermore,
7TABLE I. Subspace basis vectors for search on the complete
graph of N vertices.
|xy〉 |x| |x→ y| |x||x→ y|
|ab〉 1 N − 1 N − 1
|ba〉 N − 1 1 N − 1
|bb〉 N − 1 N − 2 (N − 1)(N − 2)
any other states with self-loops of weight 1 will asymp-
totically have no contribution to |ab〉 or |ba〉. Thus the
system evolves from |ψ0〉 to a state whose success comes
from |−〉 alone. This final state allows the success prob-
ability to be doubled by an internal-state measurement.
So finding when the success probability can be doubled
is equivalent to finding when U |ba〉 ≈ −|ab〉. Since the
b vertices are unmarked, however, finding when U |ba〉 ≈
−|ab〉 is equivalent to finding when U0|ba〉 ≈ −|ab〉, since
the oracle does nothing to the unmarked vertices. To find
when U0|ba〉 ≈ −|ab〉, we now derive a useful formula for
how U0 acts on subspace basis states in general, rather
than only finding U0|ab〉 alone.
Recall that for search on the complete graph in
Fig. 1, the system evolved in a 3D subspace spanned
by {|ab〉, |ba〉, |bb〉}. Such a reduction is also possible
for many well-studied graphs. For example, for search
on the 4-dimensional hypercube in Fig. 6a, the sys-
tem evolves in a 8-dimensional subspace spanned by
{|ab〉, |ba〉, |bc〉, |cb〉, |cd〉, |dc〉, |de〉, |ed〉}, rather than the
full 64-dimensional space from the 16 vertices, each with
4 directions.
Let us generically write a basis state as |xy〉, which
describes a particle in an equal superposition over the x
vertices pointing towards equal superpositions of y ver-
tices:
|xy〉 = 1√|x|∑x |x〉 ⊗ 1√|x→ y|
∑
y∼x
|x→ y〉.
Here |x| denotes the number of vertices of type x, and
|x → y| denotes the number of ways that a particle at
an x vertex can point towards a y vertex. For example,
these quantities are summarized for the complete graph
in Table I. In this table, the row for |ba〉 has |x| = N − 1
because there are N − 1 vertices of type b (see Fig. 1),
|x → y| = 1 because there is one way to point from a
particular b vertex to an a vertex, and |x||x→y| = N −1
is simply the product of these two values.
This product |x||x→ y| is useful for two reasons. First,
the sum of all of them (i.e., summing its column in Ta-
ble I) must equal Nd (for a regular graph of degree d),
so it is a convenient sanity check. Second, these prod-
ucts give the initial equal superposition state (3) in the
subspace basis:
|ψ0〉 = 1√
Nd
∑
x
∑
y∼x
√
|x||x→ y||xy〉. (8)
x
y
y
/y /y
y
1 C0 x
y
y
/y /y
y
2
d
2
d − 1
2
d
2
d
2
d
(a)
x
y
y
/y /y
y
1
C0 x
y
y
/y /y
y
2
d − 1
2
d
2
d
2
d
2
d
(b)
x
y
y
/y /y
y
1 C0 x
y
y
/y /y
y
2
d
2
d
2
d
2
d
2
d − 1
(c)
x
y
y
/y /y
y
1
1 1 C0 x
y
y
/y /y
y
2
d |x→y| − 1
2
d |x→y| − 1
2
d |x→y| 2d |x→y|
2
d |x→y| − 1
(d)
FIG. 8. For a hypothetical graph, an x vertex is adjacent
to three y vertices and two non-y vertices (denoted /y). (a),
(b), and (c) show the three ways that a particle at x can point
towards y, and the action of the coin C0 on this internal state.
(d) shows the sum of the three ways.
For example, for the complete graph, the initial state is
|ψ0〉 = 1√
N(N − 1)
(√
N − 1|ab〉+√N − 1|ba〉
+
√
(N − 1)(N − 2)|bb〉
)
=
1√
N
(
|ab〉+ |ba〉+√N − 2|bb〉
)
.
Now we want to find how the quantum walk operator
U0 (1) acts on a generic subspace basis state |xy〉. This
way, we can find a condition for when U0|ba〉 ≈ −|ab〉,
which allows the success probability to be doubled by an
8internal-state measurement. In particular, we will prove
that U0 acts according to:
U0|xy〉 =
(
2
d
|x→ y| − 1
)
|yx〉
+
∑
z∼x
z 6=y
2
d
√
|x→ y||x→ z||zx〉. (9)
Before proving this very useful equation, let us demon-
strate how to use it for the complete graph with basis
vectors in Table I. For |ba〉, for example, we have
U0|ba〉 =
(
2
d
|b→ a| − 1
)
|ab〉+ 2
d
√
|b→ a||b→ b||bb〉
=
(
2
N − 1(1)− 1
)
|ab〉+ 2
N − 1
√
(1)(N − 2)|bb〉
= −N − 3
N − 1 |ab〉+
2
√
N − 2
N − 1 |bb〉,
in agreement with (6). Thus from very basic properties
of the vertices in Table I, one can determine how the
quantum walk acts on the subspace.
Now we prove (9). Recall from (1) that U0 = S · (IN ⊗
C0). So let us first consider the action of the coin operator
on |xy〉:
(IN⊗C0)|xy〉 = 1√|x|∑x |x〉⊗ 1√|x→ y|
∑
y∼x
C0|x→ y〉.
Let us focus on the last term, C0|x→ y〉, where the
Grover diffusion operator (2) acts on a particular x vertex
pointing towards a particular y vertex. Hypothetically,
say x has structure depicted on the left side of Fig. 8a.
As the figure shows, there may be other y vertices adja-
cent to x, as well as other non-y vertices, which may be
of different types, but for now we just write them all as
/y. When we apply C0, we get the right side of Fig. 8a,
where the amplitude of x pointing towards the original
y is (2/d − 1), while all the other directions get an am-
plitude of 2/d. Now we sum over the y vertices that are
adjacent to the particular x vertex:∑
y∼x
C0|x→ y〉.
In our hypothetical example, the action of C0 on the
other y vertices is depicted in Fig. 8b and Fig. 8c. Then
summing over y ∼ x is simply adding these three figures,
which results in Fig. 8d. In particular, each y direction
gets an amplitude of (2/d−1) from when x points towards
it, plus 2/d for each of the (|x→ y|−1) occurrences that
x points towards the other y vertices. The net result of
this is that each y vertex gets an amplitude of(
2
d
− 1
)
+
2
d
(|x→ y| − 1) = 2
d
|x→ y| − 1.
For the non-y vertices, each one gets an amplitude of
2/d for each of the |x → y| occurrences when x points
towards a y vertex, for a net amplitude of
2
d
|x→ y|.
Combining these, as illustrated in Fig. 8d, we have∑
y∼x
C0|x→ y〉 =
(
2
d
|x→ y| − 1
)∑
y∼x
|x→ y〉
+
2
d
|x→ y|
∑
/y∼x
∣∣x→ /y〉.
Plugging this in, the coin acts on the basis state |xy〉 by
(IN ⊗ C0)|xy〉 = 1√|x|∑x |x〉 ⊗ 1√|x→ y|
(2
d
|x→ y| − 1
)∑
y∼x
|x→ y〉+ 2
d
|x→ y|
∑
/y∼x
∣∣x→ /y〉

=
(
2
d
|x→ y| − 1
)
|xy〉+ 1√|x|∑x |x〉 ⊗ 2d
√
|x→ y|
∑
/y∼x
∣∣x→ /y〉,
where we used the definition of |xy〉. For the second term,
/y sums over the vertices adjacent to x that are not y-type
vertices. These can be many different types of vertices;
summing over these types z that are adjacent to x and
multiplying by
√|x→ z|/√|x→ z| so that we can turn
them into subspace basis vectors
|xz〉 = 1√|x|∑x |x〉 ⊗ 1√|x→ z|
∑
z∼x
|x→ z〉,
we get
(IN ⊗ C0)|xy〉 =
(
2
d
|x→ y| − 1
)
|xy〉
9+
∑
z∼x
z 6=y
2
d
√
|x→ y||x→ z||xz〉.
Finally applying the flip-flop shift S, |xy〉 becomes |yx〉
and |xz〉 becomes |zx〉, and we get (9). 
C. Condition for Doubling Trick to Work
Using (9), it is straightforward to find when U |ba〉 =
U0|ba〉 ≈ −|ab〉. We have
U0|ba〉 =
(
2
d
|b→ a| − 1
)
|ab〉
+
∑
z∼b
z 6=a
2
d
√
|b→ a||b→ z||zb〉.
So we want the first term to dominate as −|ab〉 and the
remaining terms in the sum to be negligible. Since quan-
tum states are normalized, however, if the first term dom-
inates, then the remaining terms are automatically neg-
ligible. That is, it suffices to have
2
d
|b→ a| − 1 ≈ −1.
In other words, we want (2/d)|b→ a| to scale less than a
constant so that −1 dominates. This gives the condition
for U |ba〉 = U0|ba〉 ≈ −|ab〉:
2
d
|b→ a| = o(1). (10)
Since we have assumed graphs where U |ab〉 = −|ba〉, this
condition also provides that U |ba〉 = U0|ba〉 ≈ −|ab〉,
and so |ab〉 and |ba〉 swap back and forth with minus
signs, causing them to evolve with approximately the
same probability. More rigorously, we also showed that
the initial state, to leading-order, has a self-loop of weight
1, which causes the system to evolve to |−〉 rather than
|+〉, allowing the success probability to be doubled by an
internal-state measurement.
In the next section, we apply this condition (10) to spe-
cific spatial search problems to see if they are amenable
to the trick of doubling the success probability using an
internal-state measurement.
IV. EXAMPLES OF SPECIFIC GRAPHS
In this section, we examine specific graphs to deter-
mine if the success probability can be doubled using an
internal-state measurement. All of these graphs satisfy
our assumption that marked vertices evolve as a and are
only adjacent to identically-evolving b vertices. Hence
U |ab〉 = −|ba〉. So we simply need to check the condition
(10) to see if U |ba〉 = U0|ba〉 ≈ −|ab〉. If so, then the
doubling trick works.
A. Complete Graph
We begin with the complete graph in Fig. 1 with one
marked vertex. Although we already analyzed this prob-
lem thoroughly, this serves as a quick sanity check of our
condition (10). Applying it, we get
2
d
|b→ a| = 2
N − 1(1) = o(1),
so the doubling trick works, as expected.
B. Hypercube
Next we consider search on the n-dimensional hyper-
cube for a unique marked vertex, which was the very
first quantum walk search algorithm [4]. An example of
this with n = 4 is shown in Fig. 6a, and it has N = 2n
vertices. Using the condition (10), we get
2
d
|b→ a| = 2
n
(1) = o(1).
Although n = log2N grows slowly withN , for sufficiently
large N , the condition is satisfied. Thus the success prob-
ability can be doubled using an internal-state measure-
ment.
More precisely, [4] showed that for large N , the suc-
cess probability reaches 1/2 after pi
√
N/2
√
2 applications
of the quantum walk search operator (4) when measur-
ing the position of the particle alone. By additionally
measuring the internal-state of the particle, this can be
boosted to a success probability of 1 for large N . This
doubling is also consistent with Section 7 of [27], which
shows that the final state of the search algorithm is half
in |ab〉 and half in |ba〉 (in our notation), and Section 2
of [28], which remarks that the a success probability is
boosted if the coin state can be measured.
We can also generalize this to the case of two marked
vertices that are on “opposite ends” of the hypercube, as
shown in Fig. 6b. In particular, if we label the vertices
as n-bit strings so that strings differing at a single bit are
adjacent, then without loss of generalization, the marked
vertices can correspond to the all 0’s and all 1’s strings.
Then the two vertices evolve identically as a, and they are
only adjacent to b vertices. So success from the position
measurement comes from |ab〉, and U |ab〉 = −|ba〉. The
condition (10) again yields
2
d
|b→ a| = 2
n
(1) = o(1),
and so U |ba〉 ≈ −|ab〉 for large N , and the doubling trick
works.
C. Regular Complete Bipartite Graph
For our third example, we examine search on the regu-
lar complete bipartite graph for a unique marked vertex,
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a
c
c
c
b
b
b
b
FIG. 9. The regular complete bipartite graph of N = 8 ver-
tices. A vertex is marked, indicated by a double circle. Iden-
tically evolving vertices are identically colored and labeled.
an example of which is shown in Fig. 9. The vertices of
a bipartite graph can be separated into two vertex sets,
and vertices are only connected to vertices in the other
set. If it is complete, then vertices are connected to all
the vertices in the other set. Taking it to be regular, the
two vertex sets each have half the vertices. Then it is
easy to check the condition (10):
2
d
|b→ a| = 2
N/2
(1) = o(1),
So the success probability can be doubled with an
internal-state measurement.
D. Square, Cubic, etc. Lattices
For the final example, we start with search on the 2D
periodic square lattice for a unique marked vertex, an
example of which is shown in Fig. 7. Using the condition
(10), we get
2
d
|b→ a| = 2
4
(1) =
1
2
6= o(1).
The condition is not satisfied, so U |ba〉 = U0|ba〉 6≈ −|ab〉.
Thus |ab〉 and |ba〉 do not swap with minus signs, and
they do not evolve with the same probability—the dou-
bling trick does not work.
To see more explicitly why this fails, we can use (9) to
show how U or U0 acts on |ba〉. To do this, note that a
single b vertex is adjacent to: the marked a vertex, two
c vertices, and a d vertex. Then using (9),
U |ba〉 =
(
2
4
− 1
)
|ab〉+ 2
4
√
(1)(2)|cb〉+ 2
4
√
(1)(1)|db〉
=
−1
2
|ab〉+ 1√
2
|cb〉+ 1
2
|db〉.
Clearly, U |ba〉 6≈ −|ab〉, no matter how big N gets.
Generalizing this to search on D-dimensional periodic
square lattices (e.g., D = 2 is the square lattice, and
D = 3 is the cubic lattice) for a unique marked vertex
[17], the condition (10) yields
2
d
|b→ a| = 2
2D
(1) =
1
D
?
= o(1).
For the condition that 1/D to scale less than a constant
to be satisfied, D must scale larger than a constant. That
is, D = ω(1). This implies that the doubling trick does
not work for any constant-dimensional square lattice; the
dimension must grow with the size of the problem.
Similar to the D = 2 case, we can make this more
explicit using (9) to find how U0 acts on |ba〉. Since b is
adjacent to a, one d vertex, and 2(D − 1) c vertices, we
get
U |ba〉 =
(
2
2D
− 1
)
|ab〉+ 2
2D
√
(1)(2(D − 1))|cb〉
+
2
2D
√
(1)(1)|db〉
=
(
2
2D
− 1
)
|ab〉+
√
2(D − 1)
D
|cb〉+ 1
D
|db〉.
Again, for this to be approximately −|ab〉 requires that
D scale greater than a constant.
V. CONCLUSION
Typical discrete-time quantum walk algorithms mea-
sure the position of the randomly walking quantum par-
ticle to determine the result of a computation. So for
search, one usually measures if the particle is located at
the marked vertex while ignoring its internal state. We
have shown, however, that the internal state contains
valuable information that can contribute to the success
of the search. In particular, if the particle is at a neigh-
boring vertex and is pointing towards the marked vertex,
then measuring its internal state reveals the location of
the marked vertex.
For many search algorithms, this additional internal-
state measurement doubles the success probability com-
pared to a position measurement alone. Assuming that
the marked vertices evolve identically as a and have only
one type of neighbor b, which encompasses many spatial
search problems, we gave a condition (10) for when the
doubling trick works. This involved introducing a dia-
grammatic analysis of discrete-time quantum walks us-
ing degenerate perturbation theory and deriving a useful
formula (9) for how the quantum walk operator acts on
its reduced subspace.
Thus the internal state of the particle holds valuable
information that can speed up algorithms. Further work
includes analyzing when the doubling trick works if the
marked vertices are connected to more than one type
of vertex, and how internal state measurements can im-
prove other (non-search) discrete-time quantum walk al-
gorithms.
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