In this paper, we develop an abstract framework for John-Nirenberg inequalities associated to BMO-type spaces. This work can be seen as the sequel of [5] , where the authors introduced a very general framework for atomic and molecular Hardy spaces. Moreover, we show that our assumptions allow us to recover some already known John-Nirenberg inequalities. We give applications to the atomic Hardy spaces too.
Introduction
The first BMO space (space of functions satisfying a Bounded Mean Oscillation) was originally introduced by F. John and L. Nirenberg in [16] . This space naturally arises as the class of functions whose deviation from their means over cubes is bounded. This space is strictly including the L ∞ space and is a good extension of the Lebesgue spaces scale (L p ) 1<p<∞ for p → ∞ from a point of view of Harmonic Analysis. For example, it plays an important role in boundedness of Calderón-Zygmund operators, real interpolation, Carleson measure, study of paraproducts, ... Moreover the BMO space can be characterized by duality as the dual space of the Coifman Weiss space H 1 . This observation was annouced by C. Fefferman in [11] and then proved in [12] .
Here we are interested in one of the most important properties of the BMO space : the so-called John-Nirenberg inequality (see [16] ). This deep property describes the exponential integrability of the oscillations for a BMO-function. More precisely, for Q a ball of the Euclidean space R n then a function f ∈ BM O satisfies
for some constants c 1 , c 2 only dependent on the dimension n. Consequently the oscillation f − − Q f , which was initially supposed to belong to L 1 (Q) (by the definition of BMO), is indeed exponentially integrable on Q. The BMO-norm arise to a self-improvement of the integrability of the oscillation. The first consequence of such inequalities was the equivalence bewteen the spaces BM O q for q ∈ (1, ∞) (where BM O q is based on a control of the oscillations in L q norm). A second important consequence concerns the Hardy space H 1 . Since the duality results (H 1 ) * = BM O, it comes that the Hardy space defined by atomic decomposition with p-atoms, does not depend on the exponent p ∈ (1, ∞) (see the work of R. Coifman and G. Weiss about Hardy spaces [6] ). We just detail these properties as our aim will be to extend these ones in an abstract framework. However BMO space has many properties and the use of this space in real Harmonic Analysis has given rise to many works (related to Calderón-Zygmund operators, Carleson measures, T (1)-theorems, ...).
Unfortunately, there are situations where the John-Nirenberg space BM O is not the right substitute to L ∞ and there have been recently numerous works whose the goal is to define an adapted BMO space according to the context (see [9, 13] ...). For example the classical space BM O is not well adapted to operators such as the Riesz transform on Riemannian manifolds. That is why in [13] , S. Hofmann and S. Mayboroda develop theory of Hardy and BMO spaces associated to a second order divergence form elliptic operators, which also including the corresponding John-Nirenberg inequality. In the recent works [9] and [8] , X. T. Duong and L. Yan studied some new BMO type spaces and proved an associated version of John-Nirenberg inequality on these spaces (with duality results).
In [5] , the authors have developped an abstract framework for atomic Hardy spaces (and proved some results about interpolation with Lebesgue spaces). Without more precised assumptions, it seems to be impossible to get a precise characterization of the dual space of them by a BMO-type space ; although these last ones are well-defined. This framework permit to cover the classical space BM O and those defined in [9] and [13] .
The aim of this article is to continue the study in this abstract framework of BMO-type spaces and to describe assumptions implying John-Nirenberg inequalities associated to these new spaces. We refer to [14, 15, 4] for recent works on general self-improvement properties of some inequalities. Here we are specially interested in John-Nirenberg inequalities. That is why our point of view is based on the associated Hardy spaces and we are looking to Assumptions related to this approach. In detail, our paper is organized as follows: In Section 2, we define our framework of Hardy and BMO spaces and then state our main results concerning John-Nirenberg inequalities (see Theorems 2.7 and 2.9). We postpone theirs proofs to Subsection 2.3. In Section 3, we check that our assumptions are reasonable and that our results generalize some already known particular cases such as the John-Nirenberg inequalities in [16] , [12] , and [9] . In section 4, we present an application of the John-Nirenberg inequalities to the Hardy spaces.
2 An abstract framework for John-Nirenberg inequalities
Hardy and BMO spaces
Let (X, d, µ) be a space of homogeneous type. There exist constants A, δ > 0 such that for all x ∈ X, r > 0 and
where B(x, r) is the open ball with center x ∈ X and radius r > 0. We call δ the homogeneous dimension of X. For Q a ball, and i ≥ 0, we write C i (Q) the scaled corona around the ball Q :
where r Q is the radius of the ball Q and c(Q) its center. Note that C 0 (Q) corresponds to the ball Q and C i (Q) ⊂ 2 i+1 Q for i ≥ 1, where λQ is as usual the ball with center c(Q) and radius
Let us denote by Q the collection of all balls :
Q := {B(x, r), x ∈ X, r > 0} .
We write M for the Hardy-Littlewood maximal operator and for p ∈ [1, ∞), we denote its
Let B := (B Q ) Q∈Q be a collection of L 2 -bounded linear operator, indexed by the collection Q. We write A Q = Id − B Q and B * Q for its adjoint operator. We assume that these operators B Q are uniformly bounded is some Lebesgue space: there exist two exponents p 1 < p 0 belonging to (1, ∞] and a constant 0 < A ′ < ∞ so that :
In the rest of the paper, we allow the constants to depend on A, A ′ and δ.
For convenience, we first recall the definition of atoms, molecules and the corresponding Hardy spaces introduced in [5] . 
where for all i, m i is an (ǫ, p)-molecule and λ i are real numbers satisfying
We define the norm :
Similarly we define the atomic space H 1 p,ato replacing (ǫ, p)-molecules by p-atoms.
We refer the reader to [5] for the first work introducing these notations and these abstract point of view for Hardy spaces (and to [3] for extension in considering Hardy-Sobolev spaces). We emphasize that in [5] and [2] , interpolation results are described. Moreover in [5] the authors have described weak results concerning duality results H 1 − BM O. In the following, we define the BMO spaces.
where we denote B * Q for the adjoint operator of B Q . We write BM O q for the completion of Bmo q for the corresponding norm.
We will see that it could be interesting to define other "molecular" BMO spaces as follows: After these definitions, we can state our main results in the following subsection.
John-Nirenberg inequalities
First we have to make some Assumptions on the operators B Q in order to get John-Nirenberg inequalities. Let us first describe the required properties.
Assumptions. We set q 0 = p ′ 0 and
with the property
Remark 2.6 Let us note that off-diagonal decay (3) is slighty stronger than the following maximal inequality : for all
This comparing between maximal operators is exactly the assumption, required in our previous works [5, 2] , in order to get interpolation results between our Hardy spaces and L p 0 . It is interesting that almost the same assumption seems to be important for both interpolation results and John-Nirenberg inequalities. Specially, we move the reader to Corollary 5.8 of [5] for obtaining adapted version of FeffermanStein inequalities.
Moreover we make the following assumption : there exists a constant c such that
In some cases, we will require the following stronger assumption, which describes that the operators A * Q continuously act on the Bmo spaces : there is a constant c such that
Then we have the two following results.
Theorem 2.7 Let us first assume that the operators B Q depend only on the radius r Q of the ball and that (3), (4) and (5) hold. Then the spaces Bmo q 0 satisfies to John-Nirenberg inequalities. There exist constants ρ 1 , ρ 2 > 0 such that for all function f ∈ Bmo q 0 and every ball
Corollary 2.8 If we are working on the Euclidean space R n , we can just require
instead of (5), see Remark 2.14.
Let us now consider general operators B Q , which could depend on the ball Q.
Theorem 2.9 Let ǫ > 0 and suppose that the coefficients (γ j ) j given by (3) satisfy
instead of the stronger inequality (4). Under (6), the spaces Bmo ǫ,q 0 satisfies to John-Nirenberg inequalities. There exist constants ρ 1 , ρ 2 > 0 such that for all function f ∈ Bmo ǫ,q 0 every ball Q ⊂ X and index k ≥ 0
Remark 2.10 Indeed, we prove a more accurate result in the particular case of non-increasing coefficients γ j . In this case, we can work with the smaller norm
and prove (8) . We let the details to the reader as it just suffices to follow the contribution of coefficients γ j in the proof.
As usual, a John-Nirenberg inequality permits to prove some equivalence in BM O spaces, making varying the exponent.
Corollary 2.11
Under the assumptions of Theorem 2.7 (resp. Theorem 2.9), the norms BM O q (resp. BM O ǫ,q for some ǫ > 0) for q ∈ (q 0 , q 1 ) are equivalent and consequently the spaces BM O q are equal.
Proof :
We only treat the case of the BM O q spaces as it is exactly the same proof for the spaces BM O ǫ,q , using Theorem 2.9 instead of Theorem 2.7. We take two exponents r > q belonging to the range (q 0 , q 1 ) and a function φ ∈ Bmo r ∩ Bmo q . First, using Hölder inequality, we have for
therefore we have the inclusion Bmo r ⊂ Bmo q .
Then it remains to check that Bmo q ⊂ Bmo r . Using John-Nirenberg inequality (obtained in Theorem 2.7), we get a weak inequality for every ball Q
We conclude by invoking Kolmogorov's inequality to get
Proof of Theorems 2.7 and 2.9
The following proof has been written with abstract operators B Q (depending on the ball), as we will refer to it for Theorem 2.9 requiring this abstract framework. Proof of Theorem 2.7: We follow the ideas of [9] . By homogeneity, we can assume that f BM Oq 0 = 1, so we have to prove for any fixed ball Q µ x ∈ Q, B *
Obviously (9) holds for λ ≤ 1 with ρ 2 = 1 and ρ 1 = e. So we only consider λ > 1 and set
Then we get
Using a constant β > 1 (later choosen) and the Hardy-Littlewood maximal operator M, we set
We take a Whitney decomposition of Ω : that is a collection of balls (
The weak-type (1, 1) of the Hardy-Littlewood maximal operator yields
for some numerical constant c 1 > 0.
We choose β such that for all Q 1,i ∩ Q = ∅, Q 1,i ⊂ 2Q. Let us check that this is possible. Indeed for such balls, if r Q 1,i ≤ r Q then we have nothing to do, else we have from (11) :
So we choose β is order that the previous inequality implies r Q ≥ 2r Q 1,i , which yields Q 1,i ⊂ 2Q.
Then we are interested in the following Lemma.
Lemma 2.12 There exists a numerical constant c 2 ≥ 1, such that for all i :
For readibility, we postpone the proof. Let now come back to the proof of our main Theorem. For each i, we repeat the procedure as follows : consider
Then we consider a collection of balls (Q 2,i,m ) m such that
Then we put together all families (Q 2,i,m ) m for all indices i and we get a new family (Q 2,m ) m . We check that
Moreover for all x ∈ Q \ (∪ i Q 1,i ), we already know from (10)
For all x belonging to one ball Q ∩ Q 1,i but not in the associated collection (Q 2,i,m ) m , we have
According to (12) we get :
We iterate this procedure and then associated to a collection (Q k,i ) i , we build for all i a collection (Q k+1,i,m ) m and also a collection (Q k+1,m ) m = ∪ i (Q k+1,i,m ) m satisfying :
• we have
So it results that for all integer k
First case: If q 1 < ∞.
For λ large enough (we have seen at the beginning of the proof that (9) holds for λ 1), we denote a positive integer K ≥ K 0 and a constant γ < 1 such that
It is possible with γ q 1 = lc 1 /β and l ≥ (2β) q 1 /K 0 (β > c 1 beeing chosen large enough, we can found an integer
We remark that we have in particular 1
Now we can estimate as follows
The first term is bounded by
Then we repeat the procedure with B *
The first term (in the last inequality) is now controled by
and the second one is equal to
Thus, by iterating this reasoning, we deduce that
Consequently, since (15)
By the choice of the constant γ and the integer K and (16), it comes
which corresponds to the desired inequality (9) when q 1 < ∞.
Second case:
In this case, we repeat the proof of [9] . For λ large enough, we denote K ≥ K 0 a lare enough integer such that
Then, since (12) and (14), it follows that on
and by iterating on
which yields thanks to (15)
As c 1 /β is a constant smaller than 1 and K ≃ λ, this allows us to obtain the desired inequality.
⊓ ⊔
It remains us to prove Lemma 2.12. We recall the statement with the notations of the previous proof.
Lemma 2.13 There exists a numerical constant c 2 ≥ 1, such that for all i :
Proof : The desired result corresponds to a "local version" of inequality (3.3) in [9] (extended in our abstract framework), which essentialy rests on Proposition 2.6 of [9] . We know that Q 1,i ⊂ 2Q and we have
Let us study the first term. As Q 1,i ⊂ 2Q, Assumption (5) implies :
as β is chosen large enough. So it remains to study the second term A *
To estimate it, we have to use (L q 0 −L q 1 )-off diagonal decays of A Q 1,i as follows. Let denote P the first integer such that 2Q ⊂ 2 P +1 Q 1,i and 2Q ∩ (2 P Q 1,i ) c = ∅. Then since Assumption (3), we decompose
It follows from the property of ball Q 1,i (property c−) in the proof of Theorem 2.7), that there exists another constant κ ′ with for j ≤ P + 1
So it yields
To estimate the second term II. For any j ≥ P + 1, we know that 2 j Q 1,i contains the ball Q and so 2 j r Q 1,i ≥ r Q . So we choose (Q j k ) k a bounded covering of C j (Q 1,i ) with balls of radius r Q and as previously, we get (using that the operators B Q only depend on the radius of the ball Q)
So finally, the estimates of I and II imply (17), which concludes the proof. ⊓ ⊔ Remark 2.14 Let us show how can we obtain Corollary 2.8. As explained in the proof of Theorem 2.7, we use a Whithney decomposition of the set
for Q a ball and β > 1 some fixed parameter. Using the dyadique structure of R d , let us deal we a dyadic cube Q. We can choose a Whithney decomposition of Ω with dyadic (relatively to Q) cubes Q 1,i -see Theorem 5.2 of [14] for a detailed construction -. Then the proof is based on such balls Q 1,i such that Q 1,i ∩ Q = ∅, and Q 1,i ⊂ cQ, for some constant c > 1. We have chosen c = 2 for simplicity but we can consider c = 3/2 for example. Then the dyadic structure of the Euclidean space, implies that Q 1,i is included in Q. Then we reproduce the same argument and Assumption (7) is sufficient to conclude.
To get a result concerning abstract operators B Q (they depend now on the ball and not only on the radius), we have to require some extra properties. In the previous proof, the only one point where we used the property of dependence (on the radii) of the operators B Q , is the inequality (19). So let us just take the notations of the previous proof and recall the problem: for j ≥ P +1, C j (Q 1,i ) ⊂ C j−P (Q) and we have to estimate
From the BM O-norm, we only have information about B * Q (f ) on the ball Q so we do not know how can we control this term. In order to get around this lack of information, we use the BM O ǫ associated to the notion of molecules (see Theorem 2.9).
Proof of Theorem 2.9: For k = 0, we follow the proof of Theorem 2.7. In this one, the only one point where we used the property of dependence (on the radii) of the operators B Q , is the inequality (19). So let us just take the notations of the previous proof and check how can we get around this problem. So we have an integer j ≥ P + 1 (so C j (Q 1,i ) ⊂ C j−P (Q)) and we have to estimate
We also have
Consequently, we get
This estimate permits to conclude the proof of Lemma 2.13 and by this way the proof of the desired inequality for k = 0. For k ≥ 1, we produce the same reasoning, starting from the function
We reproduce the same proof (using Assumption (6)), which we left to the reader. ⊓ ⊔ 3 Check-out of our assumptions in some usual cases
We devote this section to check that our results generalize so already known particular cases and more precisely that our assumptions are satisfying.
The John-Nirenberg space
Consider the Euclidean space X = R n and the usual BMO space. In [16] , the first JohnNirenberg inequalities was proved using a Calderón-Zygmund decomposition (similar to what we previously done). We refer the reader to Chap IV 1.3 of the book [18] for another proof based on the duality
This first BMO space is defined by the operators :
So A * Q is the mean value operator and obviously off diagonal decays (3) hold with q 1 = ∞ and q 0 = 1. In this case Assumption (6) does not hold. However for such operators, the coefficients γ j = 0 as soon as j ≥ 1. So indeed to apply Theorem 2.9, we have just to check Assumption (7), thanks to Corollary 2.8 and Remark 2.10 (in this particular case the spaces BM O ǫ,q are equal to BM O q because γ j = 0 for j ≥ 1), which is
And this one is satisfied as for R ⊂ Q, we have :
Conclusion : In the framework of the classical BMO space, our Assumptions (3) and (7) are satisfied. We recover also the John-Nirenberg inequality (see [16] ).
The Morrey-Campanato spaces
Consider the set X = [0, 1] with its Euclidean structure. We refer the reader to [17] and [7] for works related to Morrey-Campanato spaces and associated John-Nirenberg inequalities.
Let us first define these spaces.
Definition 3.1 For β ≥ 0, s ∈ N and q ∈ (1, ∞), we say that a locally integrable function f ∈ L 1 (X) belongs to the Morrey-Campanato spaces L(β, q, s) if
where for Q a ball (an interval) of X, P Q (f ) is the unique polynomial function of degree at most s such that for all i ∈ {0, .., s}
Remark 3.2 So we remark that L(β, q, 0) exactly corresponds to the previous BMO space as in this case P Q (f ) = − Q f .
In this framework, we set A Q := P * Q in order that L(0, q, s) can be identified to our BMO space. An easy computation gives that P Q (f ) is a polynomial function whose coefficients are given by the quantities
for i ∈ {0, .., s}. So A * Q = P Q can be written as follows
with coefficients c j satisfying
since we are working on X = [0, 1]. It comes that off-diagonal decays (3) hold with q 1 = ∞ and q 0 = 1. As previously since we are working on the Euclidean space and coefficients γ j = 0 as soon as j ≥ 1, it is sufficient to check :
And this property is satisfied as for R ⊂ Q, we have :
The last equality is due to the fact that P Q (f ) is a polynomial function of degree at most s so by uniqueness (in the definition of P R ):
Conclusion : In the framework of the classical Morrey-Campanato spaces L(0, q, s), our Assumptions (3) and (7) are satisfied. We recover also the John-Nirenberg inequality for all q ∈ (1, ∞) (see [17] ). For β > 0, we refer the reader to a forthcoming work of the first author and J.M. Martell [4] (and [14, 15] ), dealing with more general self-improvement properties of inequalities.
General case of semigroup
Let us recall the framework of [9] .
Consider a space of homogeneous type (X, d, µ) with a family of operators (A r ) r>0 satisfying according to a parameter m > 0 the following properties :
• For every r > 0, the linear operator A r is given by a kernel a r satisfying
where n is the homogeneous dimension of the space and N and "other dimension parameter" due to the homogeneous type (N ≥ 0 could be equal to 0).
• (A r ) r>0 is a semigroup : for all t, s > 0 A s A t = A s+t .
To such a collection, we build the following operator : for Q a ball
Let us check that our assumptions hold with q 1 = ∞ and q 0 = 1. Considering a ball Q it comes that
So Assumption (3) is satisfied.
Then it remains us to check Assumption (5). Indeed it corresponds to a local version of Proposition 2.6 of [9] for K = 2. Let us consider a ball Q and another one R ⊂ 2Q, we have to estimate
With denoting by r R and r Q the radii and using the commutativity and the semigroup property of the operators, we have
. Then as r R ≤ 2r Q , Proposition 2.6 of [9] proves that this quantity is bounded by what we called f BM O 1 . Consequently we deduce that Assumption (5) is satisfied too.
Conclusion :
In the framework of [9] , our Assumptions (3) and (6) are satisfied. We can also apply Theorem 2.7 and obtain John-Nirenberg inequalities for the BM O q spaces with q ∈ (1, ∞) and we recover the results of section 3 in [9] .
Case of a semigroup associated to a second order divergence form operator
The aim of this subsection is to compare the results of [13] about John-Nirenberg inequalities for BMO spaces associated to a divergence form operator to our ones.
Let us first recall the framework of [13] . Consider the Euclidean space X = R n and A be an n×n matrix-valued function satisfying the ellipticity condition : there exist two constants Λ ≥ λ > 0 such that ∀ξ, ζ ∈ C n , λ|ξ| 2 ≤ Re Aξ · ξ and |Aξ · ζ| ≤ Λ|ξ||ζ|.
We define the second order divergence form operator
Semigroup associated to such operators satisfies to "Gaffney estimates" : Proposition 3.3 (Lemma 2.5 [13] and [1] ) There exist exponents 1 ≤ p L < 2 < p L < ∞ such that for every p and q with p L < p ≤ q < p L the semigroup (e −tL ) t>0 satisfies to L p − L q off-diagonal estimates, i.e. for arbitrary closed sets E, F ⊂ R n :
for every t > 0 and every function f ∈ L p (E).
In [13] S. Hofmann and S. Mayboroda define for p ∈ (p L ,p L ) a Hardy space H 1 L,p associated to this operator and give several charaterizations. For f ∈ L 1 we have the equivalence of the following norms :
In addition, they prove a molecular decomposition with the following definition : let ǫ > 0 and M > n/4 be fixed, a function m ∈ L 2 is a (p, ǫ, M )-molecule if there exists a ball Q ⊂ R n such that :
Moreover they prove that these spaces H 1 L,p do not depend on p ∈ (p L , p L ) and they identify the dual spaces as a BMO space. For a ball Q, they consider operator B Q given by the radius of the ball by
with a large enough integer M > n/4.
Let us check that our assumptions are satisfied in this case. The operator A Q is given by the semigroup as follows
By expanding the power M , it comes that A * Q is a finite combinaison of semigroups :
So Gaffney estimates (see Proposition 3.3) give us some coefficients γ j (depending on M ) such that Assumption (3) holds for q 1 = p ′ L − ǫ and q 0 = p L ′ + ǫ with ǫ > 0 as small as we want.
It remains to check Assumption (5), which is the goal of the following proposition (in fact we prove the stronger assumption (6)).
Proposition 3.4
In this framework, for t > 0 the semigroup e −tL * acts continuously in BMO spaces. Let write for a (as small as we want) parameter
• There is a constant c such that for all t > 0 and all exponent q ∈ [q 0 , q 1 ]
• Assumption (5) holds:
Proof : Indeed we can prove a more precise result using duality. Thanks to Theorem 1.3 of [13] , the desired result is equivalent to the following : there is a constant c such that for all t > 0 and
where H 1 L,q ′ 1 ,t is the Hardy space built on (q ′ 1 , ǫ) molecules associated to balls of radius lower than 2 √ t. This will be achieved by invoking the following lemma and the fact that the space
and f is a (p, ǫ, 2M )-molecule adapted to a ball Q, then for every t ≥ 0 e −tL (f ) is a (p, ǫ, M ) molecule adapted to the same cube. If f is a (q ′ 1 , ǫ, 2M )-molecule adapted to a ball Q (with r Q √ t), then e −tL (f ) is a (q ′ 0 , ǫ, M ) molecule adapted to the same cube.
Proof : Let us first check the first claim. We need to show that e −tL (f ) verifies (20) for p, up to some multiplicative constant that is uniform in t. We fix now the indices i and k and consider two cases.
as desired, where we have used the L p -boundedness of the semigroup and the normalization of the molecule f (20).
where in the last step we have used Gaffney estimate (Proposition 3.3), L p -boundedness of the semigroup and (20). The desired bound follows in the present case.
where in the last line we have used L p -boundedness of (tL) M e −tL 2 , along the fact that (20) holds with k + M ≤ 2M instead of k, since f is a (p, ǫ, 2M )-molecule. Since we can choose M > n/p, the desired bound follows.
Second claim.
It remains us to check the second claim, stated in the lemma. The proof is the same one as previously with the following modification. We have now to use the off-diagonal decay
of the semigroup and the global boundedness (instead of the L p − L p used before). Since Proposition 3.3, this operation makes appear an extra factor:
The power
|Q| should be bounded below in order than this new coefficient be bounded. That is why we require r Q √ t. ⊓ ⊔ Remark 3.6 To prove that the semigroup operator e −tL continuously acts on the Hardy space H 1 L,p , we refer the reader to the work [10] of J. Dziubański and M. Preisner. It is obvious that the function x → e −tx satisfies to the above assumption of [10] and so the associated multiplier e −tL is bounded on the Hardy space (or at least on the molecules).
Conclusion :
In the framework of [13] , our Assumptions (3) and (6) are satisfied. We can also apply Theorem 2.7 and obtain John-Nirenberg inequalities for the BM O q spaces with q ∈ ( p L ′ , p ′ L ). The precise inequality seems to be new, however we emphasize that the authors in [13] have already obtained an implicit John-Nirenberg inequalities in order to identify their BMO spaces making vary the exponent q ∈ ( p L ′ , p ′ L ) (see Section 10 in [13] ).
Application to Hardy spaces
We devote this section to an application of John-Nirenberg inequalities in the theory of Hardy spaces. We refer the reader to Subsection 2.1 for definitions of atoms and Hardy spaces. We only deal with the atomic Hardy spaces for simplicity but a molecular version of the following results can be obtained too.
First let us give a "Hardy spaces"-point of view of our main Assumption (6). 
Using (21) we get the following properties about Hardy spaces and BMO spaces. Proof : Since its atomic decoposition, we only have to control the L 1 -norm of each atom m = B Q (f Q ) ∈ H 1 p,ato , by a uniform bound. By (21), the estimates for f Q , the doubling property of µ and the fact that M is large enough (M > δ/p ′ works), we have
So we obtain that each p-atom is bounded in L 1 , which permits to complete the proof. ⊓ ⊔ 
