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Abstract—All productive branches of society need an estimate
to be able to control their expenses well. In the energy business,
electric utilities use this information to control the power flow in
the grid. For better energy production estimation of photovoltaic
systems, it is necessary to join multiples geospatial and meteoro-
logical variables. This work proposes the creation of a satellite
data integration platform, with production estimation models,
base stations measurement and actual production capacity. This
work presents statistical, probabilistic and artificial intelligence
models that generate spatial and temporal production estimates
that could improve production gains as well as facilitate the
monitoring and supervision of new enterprises are presented.
Index Terms—Photo-voltaic Energy; Forecasting; Optimiza-
tion; Regression.
I. INTRODUCTION
Estimating the potential of photovoltaic generation is a topic
that has received good attention due to its importance and
interest that the society has on the subject [1]–[3]. Previous
works already takes into consideration the technology used by
the cell and satellite models that aim to define the physical
input parameters such as radiation, temperature and wind
speed [4]–[7].
The use of AI (artificial intelligence) applied to this theme
has been, in some way, limited to time series forecasting of
generation [8]–[10]. This type of prediction is very useful
considering the complete electrical system of a region or
country for balancing supply and demand, enabling greater
predictability for the electrical system operator in relation to
the appropriateness of choosing the correct and cleaner power
sources at the right time. Because they require data from
installed plants, these forecasting techniques are not used to
evaluate new locations for photovoltaic projects.
Works that use AI techniques to predict photovoltaic gener-
ation even before the existence of the system is still incipient.
These analyzes are made involving only GIS (Geographic
Information System) data or specialized software [11]–[14].
This work is product from a partnership between Brazilian foudantations
FITec, FACEPE and UPE university
This work aims to join the use of data science techniques
and AI algorithms for spatial estimation of the photovoltaic
generation potential, enabling a better choice of the location
for the implantation of new photovoltaic plants. The work also
includes the implementation of a hybrid model for time series
forecasting, with daily average generation data from some
plants.
The choice of northeast Brazilian region for case study takes
into account the fact that it is the region with the largest
amount of photo-voltaic generation data available through the
ONS (Brazilian National System Operator) platform. [15],
[16].
The organization of the sections of this paper is as follows.
In the section II will be discussed spatial data obtained from
different sources, all data in this section are obtained from
time averages during all years of collection of each base.
In sections III and IV, two models of spatial estimation of
photovoltaic production are presented. Subsequently, section
V explains the use of time series for daily generation data in
some northeastern plants. Finally, the results are presented in
section VI. Closing the paper, there is a brief discussion in
section VII, where improvements and ideas for posterity are
raised.
II. SPATIAL DATA IN THE BRAZILIAN NORTHEAST
The spatial distribution of the solar resource is a neces-
sary knowledge, obtained from radioactive transfer models
and validation with observational data. By combining data
from the Brazilian Institute of Meteorology (INMET), PVGIS
(Photovoltaic Geographic Information System), Brazilian ONS
and the Brazilian Solar Energy Atlas of LABREN (Renewable
Energy Resource Modeling and Studies Laboratory), it is
possible to create a system capable of estimating the average
capacity factor of a region, being the ratio between the
generated production and the nominal production capacity. The
capacity factor is used in these analyzes, as it is independent
of the size of the plant and the technologies used in solar cells.
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It can be integrated into the system of weather forecast
intelligence, which can be daily or monthly generation for
any plant. The complete system would therefore be able to
provide a spatial estimate of production as well as a specific
time estimate for an existing enterprise. The most important
is, with the joining of databases, to facilitate the search for
new ventures, for both utilities and microgenerators.
The following subsections describe the bases used for
generating a data cube, where each column corresponds to a
different variable. What enables the manipulation of this data
is the fact, being the location (latitude and longitude).
A. Brazilian Solar Energy Atlas
This data comes from the Solarimetric Atlas, authored by
LABREN. Data from 17 years (1999-2015) of collection,
which results, finally, by averaging over time, in a radiation
atlas in Brazil, with annual total and each month. [17], [18].
These data are obtained by satellite, using the BRASIL - SR
model and validated with INMET stations [19], [20]. There
are five columns in all about different ways of interaction of
irradiation in the measurement environment.
• Global Horizontal - Is the total energy per unit area
incident on a horizontal surface, being the sum of the
direct component and the diffuse component
• Tilted - Is the total energy per unit area incident on an
inclined plane at the latitude of the location relative to
the earth’s surface
• Direct Normal - Is the total energy per unit of area coming
directly from the sun that is perpendicular to the surface.
• Diffuse - It is the incident energy on a horizontal surface
per unit area, resulting from the direct solar beam scat-
tering by atmospheric constituents (molecules, particulate
matter, clouds, etc.).
• Photosynthetically active radiation - Energy with pho-
tosynthetic production capacity, associated with biomass
production, plant morphology and plant growth.
B. INMET
The National Institute of Meteorology provides data from
various stations throughout Brazil [21]. In this section these
data are obtained for the same period as the data from the
Brazilian Solar Energy Atlas, between 1999 and 2015, a
temporal average is then made in these data, resulting only
in their spatial component. In the northeast, one can see the
location of the stations, by Figure 1. The following variables
were used:
1) Total Solar Irradiance
2) Number of Days with Precipitation
3) Atmospheric pressure
4) Average Maximum Temperature
5) Average Relative Humidity
6) Average Wind Speed
7) Average Cloudiness
8) Total Precipitation
9) Average Compensated Temperature
10) Average Visibility
11) Average Minimum Temperature
12) Evaporation
Some of these variables are compiled for viewing in Figure
2, all variables were normalized to be scaled from zero to one.
Figure 1: Location of INMET stations in northeastern Brazil.
The larger the circle the higher the altitude.
C. PVGIS
It is a platform that has been developed for over 10 years
by the European Commission JRC (Joint Research Center).
PVGIS can be used to estimate the production of different
types of photovoltaic systems virtually anywhere in the world
[22]. The PVGIS data is fully used, containing the following
columns: monthly average (for all months of the year) of
generation for the photovoltaic system chosen and standard
deviation of monthly generation due to annual variations.
For the Brazilian northeast region, the PVGIS provides two
satellite models, NSRDB [7] and SARAH [23]. To obtain the
PVGIS data, the web service was used, using 1kW peak power
by default and optimum slope of the module [24].
The estimated monthly average production by NSRDB and
SARAH can be viewed respectively by Figures 3 e 4. More
about the methodologies and bases used by PVGIS can be
found at [25], [26]
One reason for not using only PVGIS data to estimate
energy production, is that it is not based on the BRASIL - SR
radiation model, which is the most accurate as it is validated
with local data [19], [20].
D. ONS
Of all the data already shown and discussed, none of
them refer to actual generation information of photovoltaic
systems. The problem is that actual data is available on a
(a) Average Relative Humidity (b) Average Maximum Temperature
(c) Total Precipitation (d) Average Wind Speed
(e) Average Cloudiness (f) Evaporação
Figure 2: Compilation of normalized variables available from INMET
Figure 3: Monthly energy production map, obtained by mod-
eled annual average, in kWh, from the NSRDB.
large scale only to installation companies and utilities. ONS
makes available in its data balance of some plants in Brazil,
but mostly from the Northeast.
Having a more complete database containing power plants
and off-grid generation (when the system is not connected to
a network) data a capacity map could be better mapped. One
methodology that can be used is Kriging interpolation [27],
[28]. For our disposable data, the kriging results in Figure 5,
Figure 4: Monthly energy production map, obtained by the
modeled annual average, in kWh, from the SARAH.
a variogram model based on power function was used [29].
Figure 5: Map of generation capacity factor obtained by
kriging interpolation and location of plants with data available
by ONS in the Northeast
III. VOTING REGRESSOR OPTIMIZATION
From the data cube generated by concatenating all the
spatial bases presented on the previous section, it is possible to
create a regression model using ensemble voting intelligence.
The intention is to visualize how AI would learn about the
production capacity factor spatially, seen in Figure 5.
The vote used is by the average, the result is the mean of
that obtained by several regression models: Linear regression;
Random Forest Regressor [30]; Support Vector Machine Re-
gressor [31]; Adaboost [32]; Bagging [33]; GradientBoosting
[34]; RANSAC (Random Sample Consensus) [35]; Passive
Agressive Regressor [36]; SGD (Stochastic Gradient Descen-
dent) Regressor. All regressors were applied using the Python
scikit-learn package [37].
Each of the regressors has several different parameters, and
not necessarily using them all is the best solution. For this,
a search algorithm was made, aiming to make an optimal
combination of regressors and their parameters.
The algorithm 1 generates a big population, formed by
combining these regressors with random parameters. Having
formed this first random population, the algorithm makes
cross-combinations between the regressors that are used in the
committee with their respective parameters and selects those
that best integrate the committee at each time.
IV. PRODUCTION ESTIMATE BASED ON COVARIANCE AND
CORRELATION MATRICES
A case study2 was done for Pernambuco, one of the nines
states of brazilian northeast, from the data cube resulted of
1Jupyter notebook: https://github.com/hugoabreu1002/Optm_ensenmble_
data_cube/blob/master/Ensemble_on_capacidade.ipynb
2Jypter notebook: https://github.com/hugoabreu1002/PVIA-PE-CovCor/
blob/master/Analise_CovCorr_KNN_e_Integrando_Bases.ipynb
the methodology described in section II. Seeking to generate
a production estimate based only on covariance K and corre-
lation R matrices of INMET and LABREN data variables.
The motivation for this estimate is to consider all possible
variables, in addition to the direct radiation incident, in a given
region. The challenge then is to define, which and how other
variables will influence photovoltaic production.
First, all columns of the data cube must be normalized
on a zero-unit scale. This is necessary so that the order of
magnitude of each variable does not influence. After that,
the covariance and correlation matrices of the data cube are
necessary.
The estimate is given by E, on equation 1. Where X
is the column vector of all variables for each point in the
discret space of Pernambuco’s map; a is the row vector of the
covariance between direct radiation and all others variables
(INMET e LABREN), b is similarly, the line vector referring
to the correlation.
E = a ·X2 + b ·X (1)
The estimate consists of a linear combination of two terms,
a quadratic and a linear. In the quadratic term, the variables
of the column vector are potentiated and multiplied by the
covariance, this indicates that, as all variables are less than or
equal to the unit, the one that distances the most will influence
less. In regions where the variables differ from their maximum,
the effect of covariance information will be reduced.
The linear term, of the correlation, serves to insert the infor-
mation of how much each variable influences the production,
from its relation with the direct radiation.
The signs of the correlation values of the maximum mean
temperature, humidity and precipitation variables were in-
verted, as they negatively influence the generation potential
[38]–[40]. A visualization of the proposed estimation metric
is possible with the Figure 6, along with the comparison with
normal direct radiation.
V. DATA AND TIME SERIES MODELS
The methodology used consists of generating a hybrid
model between an ARIMA (Autoregressive Integrated Moving
Average) and two ANN (Artificial Neural Networks), the
ANNs used are MLP (Mult Layer Perceptron). First, the
ARIMA model generates the forecast for the time series. The
error, obtained by the difference between the time series and
the ARIMA model, is saved in an error time series. In the
second step, the first MLP is used to learn and forecast the
error. Finally, the second MLP seeks the most suitable function
to combine the ARIMA forecast with the error forecast. This
type of modeling has been widely used and discussed in the
literature [41]–[46].
The time series used are obtained from the balance sheet
provided by ONS [15]. These are the average daily power
generation of four photovoltaic plants. The ARIMA model
used in this work makes use of exogenous variables, the
literature references this use as an ARIMAX model. For one
of the plants, seasonality information is also used, resulting in
a SARIMAX model.
Exogenous variables are obtained from other time series
from the INMET data [21], these exogenous variables are
obtained for the same period as the energy generation time se-
ries. Exogenous variables were used: Precipitation, maximum
temperature, minimum temperature, sunshine, average com-
pensated temperature, average relative humidity and average
wind speed. All series are manipulated after scaling between
0 and 1.
To obtain the two well-trained and parameterized MLPs,
both for the non-linear association function and for error
prediction, the entire model is surrounded by a genetic search
algorithm. The algorithm looks for the best parameters for the
MLP that estimates the error and the MLP that generates a
non-linear function that associates pure ARIMA and modeled
error.
In this search, the algorithm generates a population of
MLPs, with random parameters, evaluates these and ranks the
best parameters. After that, a new population is generated,
after a cross between better and worse MLPs. The best MLP is
repeated in the next generation. After crossing, the numerical
parameters change. This new population is re-evaluated and
the cycle continues.
For all series, 80% of training data was stipulated, which is
used to perform the training of the optimization and hybridiza-
tion algorithm, as well as all MLPs and 20% for testing, which
is used to evaluate the final hybrid model.
On top of that, another evolutionary search is carried out
to find, as variables of Lag, amount of data from the past
that is used to visualize the next future data and Forecast,
amount of forecasts from a model. The variables in question
are described:
• Lag Error: Number of samples from the past used to
predict the next future sample of the time series of
the error, obtained from the point-to-point subtraction
between the original time series and the one obtained
by the ARIMA model.
• Forecast Association Error Number of future samples
generated by the modeled error. It is used as one of the
inputs of the associative function between modeled error
and ARIMA series.
• Lag Association Error Number of samples from the
past of the modeled error, is also used as input to the
associative function between modeled error and ARIMA
series.
• Lag Association ARIMA Number of samples from the past
of the ARIMA model series: obtained over the ARIMA
series, it is used as an input for the associative function
between modeled error and ARIMA series.
The chosen genetic algorithm does not take into account
the implicit variability of MLP training, however it was
programmed in order to save the models with the trained
weights, in each generation, not just the topologies.
Each MLP used in the proposed hybrid model has charac-
teristics as shown below:
(a) Normal direct radiation in the state of Pernambuco
(b) Proposed Metric
Figure 6: Visualization of normal direct radiation in the state of Pernambuco and evaluation of the proposed metric
• Activation function {identity, logistics, hyperbolic tan-
gent, relu}
• Learning Rate Update {constant, invscaling, adaptive}
• Solver: adam, lbfgs.
• Hidden Layers Topology.
VI. RESULTS
A. Voting Regressor Optimization III
The section III presents a methodology for the optimization
of voting regressors. The result leads to a reduction of the
error between the actual interpolated production capacity of
Figure 5 and the capacity given by the optimized voting
regressor. When comparing a non optimized voting regressor,
when all objects (the regressors participating of the voting)
are initialized with the default configuration of python scikit-
learn package [37], there is a MAE reduction of 10,43%, (23%
MSE).
The Figure 7a is the visual result of the optimized voting
regressor, while the Figure 7b show the error in o error with
respect to the interpolated capacity factor of Figure 5. It is
seen from these Figures, and looking back to Figure 2 that
the AI has some difficulty in smoothing the boundaries of the
INMET stations.
(a) Capacity factor obtained from the optimized voting regressor (b) Error between AI model capacity factor and interpolatedcapacity factor of Figure5
Figure 7: Comparison between interpolated spatial capacity factor and capacity factor obtained by AI model
B. Production estimate based on Covariance and Correlation
matrices IV
Based on the methodology described in the section IV, it is
possible to assess whether the proposed estimate is closer to
the actual photovoltaic potential than normal direct radiation.
For that, it is necessary that all data are on the same scale and
make a comparison with metrics MSE (Mean Squared Error)
and MAE (Mean Absolute Error), with the satellite model data
PVGIS NSRDB and SARAH, described in the section II. This
can be assessed from the Table I.
Table I: Error assessment between satellite models, normal
direct radiation and proposed metric.
NSRDB Sarah
MSE MAE MSE MAE
Radiação Direta Normal 0.0203 0.1247 0.0515 0.1993
Métrica Proposta 0.0194 0.1057 0.0263 0.1310
C. Hybrid time series forecast model V
Based on the methodology described in the section V, the
result of the hybrid model for some plants is shown in Figure
8. Numerically taking the Table II, which uses some metrics
to evaluate the same result only on the test data, these metrics
are used on the unit scale data.
Each of the daily average generation series resulted in an
optimized topology for the hybrid model. These topologies are
shown below. All results can be accessed 3.
3https://github.com/hugoabreu1002/series_temp_hibrid_ons
Table II: Evaluation of the result of the time series prediction
algorithm using MAE, MSE and MAPE (Mean Absolute
Percentage Error) metrics
Rio Alto Assu 5
MAE MSE MAPE MAE MSE MAPE
ARIMA 0.0722 0.0089 0.1084 0.0888 0.0132 0.1370
Híbrido 0.0640 0.0067 0.0923 0.0839 0.0126 0.1250
Fontes Solar 1 BJL Solar
ARIMA 0.1181 0.0285 0.2647 0.0466 0.0042 0.0728
Hibrido 0.1049 0.0184 0.2511 0.0626 0.0072 0.0975
1) Rio Alto: In this series, the last 86 points are used as test
data. Being the first 340 for training. This result was obtained
from 100 individuals and 7 training periods of the evolutionary
algorithm used. For this series the final models found by the
algorithms are described below:
• ARIMA: P=1, D=1, Q=1;
• MLP For Error Modeling
– activation=’identity’;
– learning rate = ’adaptive’;
– solver=’lbfgs’;
– hidden layers sizes = (114, 30, 10);
– Lag Error = 10.
• MLP For Nonlinear Association Function
– activation = ’identity’;
– learning rate = ’invscaling’;
– solver = ’lbfgs’;
– hidden layers sizes = (35, 44, 3);
– Lag Association ARIMA = 13;
– Lag Association Error = 13;
– Forecast Association Error = 15.
(a) Rio Alto photovoltaic plant, located in Coremas-PB (b) Photovoltaic plant Assu 5, located in Assu-RN
(c) Fontes Solar 1 photovoltaic plant, located in Tacaratu-PE (d) BJL Solar photovoltaic plant, located in Bom Jesus da Lapa-BA
Figure 8: Time series of daily average generation, hybrid model and ARIMA model of some plants in the Northeast.
2) Assu 5: In this series, the last 31 points are used as
test data. The first 122 for training. This result was obtained
from 100 individuals and 7 training periods of the evolutionary
algorithm used. For this series the final models found by the
algorithms are described below:
• ARIMA: P=0, D=1, Q=1;
• MLP For Error Modeling
– activation=’identity’;
– learning rate = ’invscaling’;
– solver=’adam’;
– hidden layers sizes = (78, 51, 8);
– Lag Error = 6.
• MLP For Nonlinear Association Function
– activation = ’tanh’;
– learning rate = ’constant’;
– solver = ’lbfgs’;
– hidden layers sizes = (65, 30, 3);
– Lag Association ARIMA = 7;
– Lag Association Error = 2;
– Forecast Association Error = 15.
3) Fontes Solar 1: In this series, the last 107 points are
used as test data. The first 428 for training. This result was
obtained from 100 individuals and 7 training periods of the
evolutionary algorithm used. For this series the final models
found by the algorithms are described below:
• ARIMA: P=1, D=1, Q=1;
• MLP For Error Modeling
– activation=’tanh’;
– learning rate = ’adaptive’;
– solver=’adam’;
– hidden layers sizes = (9, 30, 7);
– Lag Error = 4.
• MLP For Nonlinear Association Function
– activation = ’relu’;
– learning rate = ’invscaling’;
– solver = ’lbfgs’;
– hidden layers sizes = (39, 33, 3);
– Lag Association ARIMA = 7;
– Lag Association Error = 18;
– Forecast Association Error = 8.
4) BJL Solar: In this series the last 64 points are used
as test data. The first 256 for training. For this series, sea-
sonal information was used, resulting in a SARIMAX model
(Seasonal AutoRegressive Integrated Moving Average with
eXogenous regressors model). This result was obtained from
30 individuals and 5 training periods of the evolutionary
algorithm used. For this series the final models found by the
algorithms are described below:
• ARIMA: P=1, D=1, Q=1;
• Seasonal ARIMA: P=1, D=0, Q=1, s= Monthly
• MLP For Error Modeling
– activation=’relu’;
– learning rate = ’adaptive’;
– solver=’adam’;
– hidden layers sizes = (111, 24, 5);
– Lag Error = 4.
• MLP For Nonlinear Association Function
– activation = ’identity’;
– learning rate = ’invscaling’;
– solver = ’lbfgs’;
– hidden layers sizes = (45, 43, 7);
– Lag Association ARIMA = 8;
– Lag Association Error = 5;
– Forecast Association Error = 18.
VII. DISCUSSION
The results obtained show that the use of AI techniques is
promising to assist in the estimation of the energy production
of photovoltaic plants, both for the estimation of the capacity
factor and for the generation of a new energy production
indicator. Below are some ideas for future work.
In the methodology explained in the section IV it is possible
to add the use of a search algorithm, in order to return weights
to each variable and its covariance and correlation.
In the section II a more elaborate interpolation for INMET
data can be suggested, but the fact that INMET collection sta-
tions are strategically chosen depending on the characteristics
of each microclimate in the Northeast, serves as an argument
for not need for a different interpolation.
Regarding the results presented regarding the section III,
a better way to evaluate would be to make a statistical
comparison, based on several executions of both the opti-
mization algorithm of committees used, and of the standard
initializations of the regressors, preferably defining parameters
random for these.
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