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Introduction
European competition policy, i.e. the design and enforcement of competition rules, is designed to ambiguous, as the use of a "more economic approach" in the merger review implies a shift from simple general rules, such as concentration thresholds, toward a more in depth case-bycase economic analysis. The question is hence whether the merger reform increased the ex ante predictability of decisions based on market and merger characteristics and also how the merger reform changed the decision criteria on which DG Comp bases its merger assessment.
To evaluate the predictability of DG Comp's merger policy, in this paper, I use a dataset con-taining almost all mergers notified to the European Commission between 1990 and 2014. This amounts to 25 years of data on European merger control. Unlike most of the existing literature, rather than assessing mergers at the aggregate level, the data is collected at a more fine-grained level, defining an observation as a particular product and geographic market combination concerned by a merger. 2 Importantly, this allows for studying the factors that cause competitive concerns in specific sub-markets, as mergers typically concern several product and geographic markets that can be affected differently by the concentration. The final dataset used in the empirical analysis contains 22,812 product/geographic market level observations belonging to 2,417 DG Comp merger decisions.
The goal of this paper is, firstly, to study the predictability of DG Comp's merger policy and, secondly, to assess how it changed following the 2004 merger reform. Unlike the existing literature studying the determinants of DG Comp's merger intervention decisions and their predictability, I use the non-parametric random forests algorithm by Breiman (2001) to predict DG Comp's assessment of competitive concerns arising in affected markets due to the merger. This machine learning algorithm is designed to maximize predictive performance rather than estimating causal effects and allows for highly flexible, non-linear interactions between covariates.
First, I train two random forests, one pre-reform and one post-reform, and compare their predictive performance to the predictive performance of a Linear Probability Model (LPM). Second, I study how the predictions of the pre-reform and post-reform random forests differ and how the merger assessment of DG Comp changed following the 2004 merger reform.
I find that the predictive performance of the random forests is much better than the performance of the LPM models. While all models are able to predict the majority outcome of no competitive concerns very well (between 80% and 90% correct predictions), the LPM models do very poorly in predicting the minority outcome of competitive concerns, with only between 16% and 44% correct predictions. In particular, the pre-reform LPM model only correctly predicts about 30% of the competitive concern markets in the pre-reform prediction set, the post-reform LPM model only predicts about 31% of the markets with concerns in the post-reform prediction set correctly. Furthermore, based on these predictions as well as the R 2 , the LPM models would wrongly suggest that the predictability of DG Comp's assessment decreased after the 2004 reform. The random forests however, are able to correctly classify the minority class cases in about 60% of the cases, both pre-and post-reform. Thus, it is not true that the predictability of DG Comp's merger policy decreases post-reform.
Secondly, the random forest trained on pre-reform data only predicts well for the pre-reform period but does significantly worse than the random forest trained on the post-reform data in predicting the minority outcome of competitive concerns for the post-reform period. This suggests, in line with the results of Affeldt, Duso, and Szücs (2019) , that DG Comp's assessment criteria changed post-reform. Based on the two random forests and correcting for the case mix effect, the policy effect shows a decrease in the concern rate of about 1.5 percentage points post-reform. 2 One exception is Mini (2018) , who also uses affected markets as the level of observation.
However, this decomposition only considers the average concern rate rather than investigating for which observations the predictions of the pre-reform and the post-reform random forests differ. Studying post-reform cases for which the predictions of the two random forests differ, I
find that pre-reform DG Comp seems to have relied more on structural indicators in its merger assessment, while post-reform DG Comp seems to base its assessment of competitive concerns more on a case-by-case analysis and less on simple structural indicators such as market shares or concentration measures. Nevertheless, the highly flexible random forest algorithm still allows for high prediction precision. These results are in line with the findings from Affeldt, Duso, and Szücs (2019) , who find the same time-dynamics of DG Comp's decision procedures using causal forests without imposing a different pre-and post-reform model. The paper is structured as follows. In Section 2, I briefly discuss the institutional background of European merger control and the 2004 reform of the EU merger guidelines. In Section 3, I review studies that empirically investigate the determinants and predictability of merger intervention and present some recent papers that employ machine learning techniques for prediction tasks. I describe the dataset used in the empirical analysis in Section 4 and the random forest algorithm employed for prediction in Section 5. I present the prediction results and discuss the change in the decision rules after the merger reform in Section 6 and conclude in Section 7.
Institutional Background
Mergers and merger control are important for firms as well as society and, ultimately, consumers.
While mergers can reduce competition and lead to increases in market power, and, consequently, price increases to the detriment of consumers, they can also lead to important efficiency gains due to economies of scale and scope that are partly passed on to consumers, increasing not only producer surplus but also consumer surplus.
In the European Union (EU), regulation of competition has been undertaken by the European Commission since 1975. Specifically, DG Comp is responsible for enforcing EU rules regarding antitrust, mergers, state aid, and liberalization with the goal of protecting consumer surplus.
The basis for DG Comp's merger policy is the European Communities Merger Regulation (ECMR), which was passed in 1989 and came into force in September 1990. 3 It specifies the scope of intervention and legal competence of the European Commission in merger cases with a "community dimension". The definition of this "community dimension" was broadened by the passing of regulation 1310/97 4 in 1997. In particular, mergers must be notified to the EC if the combined world-wide turnover of the merging parties is sufficiently high, if their combined intra-community turnover is sufficiently high and not too concentrated in one Member State only. 5 This implies that, from 1990 onwards, all major combinations had to be notified and have been scrutinized by DG Comp. Notice that these definitions also include companies that are located, produce, and sell outside of the European Union, as long as their sales to European markets are sufficiently high. Thus, a merger can be subject to the jurisdiction of more than one competition authority. For example, the merger of the two US companies General Electric and Honeywell was ratified by American authorities, but prohibited by the European Commission in 2001. 6 Once it is established that a combination is subject to EC jurisdiction, the merging parties must notify the concentration to the EC prior to its implementation. After the reception of the official notification, the EC publishes a note in the Official Journal of the European Communities and third parties can comment on the proposed merger.
After notification to the EC (and the receipt of all necessary information), so-called phase-1 proceedings are initiated. DG Comp then has 25 working days (which can be extended to a maximum of 35 working days) for an initial assessment of the merger. DG Comp can then clear the proposed merger (phase-1 clearance), clear it subject to remedies proposed by the merging parties (phase-1 remedy), or initiate a more in-depth investigation (phase-2 investigation) depending on whether the proposed transaction raises competitive concerns and whether these can be addressed by initial remedies or not. Furthermore, the merging parties can also withdraw the proposed merger during phase-1 (phase-1 withdrawal).
If DG Comp initiates an in-depth phase-2 investigation, it may take up to 90 working days.
Based on the conclusions from this in-depth investigation of the effects of the merger, DG Comp can again unconditionally clear the merger (phase-2 clearance), clear the merger subject to commitments by the merging parties (phase-2 remedy), or prohibit the merger (phase-2 prohibition).
Again, the merging parties can also withdraw the proposed merger in phase-2 (phase-2 withdrawal). Bergman, Jakobsson, and Razo (2005) argue that withdrawing a merger in phase-2 of the investigation process is virtually equivalent to a prohibition as parties often withdraw a merger before an actual prohibition takes place. Hence, both a prohibition as well as a phase-2 withdrawal suggest that the EC and the notifying parties were unable to find suitable remedies to address the anti-competitive concerns of the proposed transaction.
The ECMR was amended in 2004. This amendment brought significant changes to European merger control with the aim of bringing merger control closer to economic principles: the concept of an efficiency defense was introduced, a chief economist was appointed, the timetable for more than ECU 5 000 million, and b) the aggregate Community-wide turnover of each of at least two of the undertakings concerned is more than ECU 250 million, unless each of the undertakings concerned achieves more than two-thirds of its aggregate Community-wide turnover within one and the same Member State. Regulation 1310/97 assesses a community dimension even if a merger does not meet the original two conditions, provided it satisfies the following four conditions: (a) the combined aggregate worldwide turnover of all the undertakings concerned is more than EUR 2 500 million; (b) in each of at least three Member States, the combined aggregate turnover of all the undertakings concerned is more than EUR 100 million; (c) in each of at least three Member States included for the purpose of point (b), the aggregate turnover of each of at least two of the undertakings concerned is more than EUR 25 million; and (d) the aggregate Community-wide turnover of each of at least two of the undertakings concerned is more than EUR 100 million, unless each of the undertakings concerned achieves more than two-thirds of its aggregate Community-wide turnover within one and the same Member State. 6 See for example Patterson and Shapiro (2001) for a discussion of the case. remedies was improved, and horizontal merger guidelines were issued. The reception of the new merger regulation was generally favorable (Lyons, 2004) .
One of the most significant changes in the horizontal merger guidelines was the move from the old "Dominance Test" (DT) for market power to a "significant impediment of effective competition test" (SIEC). In the old DT test, a merger was declared as incompatible with the common market if it "creates or strengthens a dominant position as a result of which effective competition would be significantly impeded". This implies that pre-reform, the creation or strengthening of a dominant position was a necessary condition for the prohibition of a merger. Thus, mergers that reduced effective competition without creating a dominant position could not be challenged under the old legislation. It is argued that the dominance test was deficient in cases of collective dominance and tacit collusion and that the "substantial lessening of competition" test employed by the United States' Federal Trade Commission (FTC) would be preferable.
In the revised 2004 Merger Regulation the wording of article 8.3 (prohibition) hence reads:
"A concentration which would significantly impede effective competition, in the common market or in a substantial part of it, in particular as a result of the creation or strengthening of a dominant position, shall be declared incompatible with the common market." 7 This revision implies that the creation of a dominant position is no longer a necessary condition for intervention and, therefore, aligns the test used by DG Comp more closely with US practice (Bergman, Coate, Jakobsson, and Ulrick, 2010; Szücs, 2012) .
Previous Literature
Mergers are an important research topic in the field of industrial organization. There are large bodies of theoretical and empirical literatures on questions such as firms' incentives to merge and merger policy effectiveness. Duso, Gugler, and Szücs (2013) identify three dimensions along which merger policy effectiveness can be evaluated: the predictability, correctness, and deterrence effects of a decision. A large part of the literature studying the effectiveness of merger control looks at whether the competition authority made the correct decision in a particular case (ex-post evaluations of merger policy) (Duso, Neven, and Röller, 2007; Duso, Gugler, and Yurtoglu, 2011; Kwoka, 2013) . 8 A correct decision in this context is a decision that achieves the goals set in the legal framework -in the European Union as well as in most other jurisdictions the goal of competition policy is the protection of consumer surplus. A merger that decreases consumer surplus is considered to be anti-competitive. Thus, in order to judge whether a particular decision was correct, one must determine whether a given merger harmed consumer surplus. For example, Duso, Neven, and Röller (2007) use the reaction of competitors' stock market prices to 7 "Dominance" has been defined as ". . . a position of economic strength enjoyed by an undertaking which enables it to prevent effective competition being maintained on the relevant market by giving it the power to behave to an appreciable extent independent of its competitors, customers and ultimately of consumers" by the European Court of Justice in United Brands (27/67, E.C.R. 207, para. 65). 8 Duso (2012) provides a literature review of ex-post merger evaluation studies.
evaluate the degree of pro-or anti-competitiveness for a sample of mergers. 9 They then employ a probit model to estimate the frequency of type I (prohibition of a pro-competitive merger) and type II (clearance of an anti-competitive merger) errors in the decisions.
Instead, the present paper focuses only on the first part of merger policy effectiveness: its predictability. The goal of the paper is to understand how DG Comp decides on interventions in merger cases and whether it is possible to predict DG Comp's decision based on ex ante merger and market characteristics. However, these predictions do not allow for judging whether DG Comp's decision was correct in the sense that it protected consumer surplus.
Therefore, the present paper is specifically related to two strands of the literature. Firstly, by predicting the intervention decision by DG Comp based on ex ante merger characteristics, this paper relates to the literature on the determinants of merger policy intervention by competition authorities and the predictability of decisions, in particular to those papers that empirically review the EU merger policy reform. Secondly, in this paper, I employ machine learning techniques to predict DG Comp's decisions. Hence, on the methodological side, this paper relates to the literature on prediction using machine learning. In the following, I give a brief overview of these two strands of literature.
Policy Predictability
First, to the best of my knowledge, all of the related literature, except the two studies by Bradford, Jackson, and Zytnick (2018) and Mini (2018) , investigate the determinants of merger intervention decisions at the merger level and for a sample of merger cases only. As discussed in detail in Affeldt, Duso, and Szücs (2019) , the scope and depth of the present data allow for going beyond the existing literature by allowing for heterogeneity within merger cases by examining the individual product and geographic markets concerned.
Secondly, the existing literature focuses on studying and discussing the relevant determinants of merger intervention decisions, the difference in policy between the EU and the US, or between the EU pre-and post-merger reform. None of the existing studies focus on the predictive performance of the employed empirical models.
Thirdly, all of the existing literature uses parametric models to empirically study the determinants of merger intervention decisions. Instead, I employ flexible, non-parametric machine learning techniques designed to maximize predictive performance to predict DG Comp's decisions. In particular, as I argue below, these machine learning techniques allow for predicting outcomes well, even for the rare outcome. However, as the focus of the existing literature is not on predictive performance, most papers report the percentage of correct predictions but do not distinguish between correct predictions of the majority and minority class. However, at the extreme, if e.g. 90% of the observations are class 1 and the model classifies 100% of the observations as class 1, then 90% of the cases are correctly predicted but the model is essentially useless as it is unable to correctly predict any of the rare class 2 cases.
Bergman and co-authors study European merger control in a series of papers. In the first study, Bergman, Jakobsson, and Razo (2005) employ a logit model for a sample of 96 EU merger cases to estimate the likelihood of going to phase-2 or prohibition decisions as a function of marketrelevant and political variables. They report an overall rate of correctly classified cases of going to phase-2 of 79% -91% and of the decision to prohibit a merger of 84% -86%. The authors also discuss that while this overall rate of correctly classified cases is relatively high, only between 20% and 27% of the prohibitions are correctly classified while all non-prohibitions are correctly classified. When grouping prohibitions and phase-2 approvals with commitments together, the overall level of predictability lies between 69% and 93% depending on the specification. For one of the models, the authors report that they are now able to classify 100% of the approvals and 75% of the prohibitions/commitments correctly. However, note that the regressions are based only on a sample of 96 merger cases, out of which 17 are prohibitions, 30 are other phase-2 cases, and 49 are other cases. In terms of unbalancedness of the data, only the specification not regrouping prohibitions and approvals with commitments is comparable to the rate of competitive concerns in the dataset that I use. In this specification, the percentage of correctly predicted prohibitions is below 30%, which is much lower than the percentage of correct predictions for the rare class I achieve with my model (see Section 6).
Bergman, Coate, Jakobsson, and Ulrick (2010) examine instead similarities between EU and US merger decisions using a sample of horizontal phase-2 mergers between 1990-2004 for both the EU (109 cases) and the US (166 cases). They estimate a probit model for each regime to evaluate enforcement policy, where the dependent variable is an indicator for intervention (one for prohibition, approval subject to substantial remedies, or withdrawal by the parties at least one month into the phase-2 investigation). The authors report 83% -84% and 87% -91% correct predictions for the EU model and the US model, respectively, depending on the specification.
While they state that in both regimes "challenges are predicted more accurately than are closed investigations" (Bergman, Coate, Jakobsson, and Ulrick, 2010, p.321) , they do not report the percentage of correct predictions for the different outcomes.
In the most recent study of the series, Bergman, Coate, Mai, and Ulrick (2016) The final dataset used in the analysis contains a sample of 151 EU phase-2 cases and 260 US cases, covering the 1993-2013 period. Separate logit models on an intervention indicator variable are estimated EU cases (distinguishing pre-and post-reform) and US cases. While the authors report about 82% correct predictions for the EU models and above 90% correct predictions for the US models, they do not discuss these results in the paper nor do they report the percentage of correct predictions for the intervention and no-intervention cases separately. Szücs (2012) investigates the convergence between US and EU merger policy following the 2004 EU merger policy reform using a sample of 309 EU and 286 US merger cases decided by DG Comp and the FTC, respectively, between 1991 and 2008. For each of the pre-reform EU, post-reform EU and US merger samples, he estimates a logit model on the decision to intervene and then uses the estimated models to predict the probability of intervention for each merger case from the point of view of both competition authorities (similar to Bergman, Coate, Jakobsson, and Ulrick (2010) ). While the US model classifies 86% of the cases correctly, the percentage of correctly classified cases is above 90% for the EU model both pre-and post-reform. The author does not report the percentage of correct predictions for the intervention and no-intervention outcomes separately. Duso, Gugler, and Szücs (2013) evaluate European merger policy effectiveness along three dimensions: the predictability, correctness, and deterrence effects of a decision. Regarding predictability of European merger policy, Duso, Gugler, and Szücs (2013) estimate two probit models (one pre-reform, one post-reform) for a sample of 368 EU merger cases where the intervention decision of DG Comp (remedies or prohibition) is a function of ex ante observable merger characteristics. Model fit is discussed in terms of pseudo R 2 and the percentage of correctly classified observations (71% pre-reform and 76% post-reform). Once again, the percentage of correctly classified cases is not reported for the intervention and no-intervention outcomes separately. Mai (2016) studies the effect of the EU merger policy reform on the probability of a merger being challenged by DG Comp based on a sample of 341 phase-1 and phase-2 horizontal mergers between 1990 and 2012. The probability of a challenge in a probit model pooling pre-and post-reform cases is driven by the market shares of the merging parties, entry barriers, and some other factors. Mai (2016) also estimates separate pre-and post-reform models and applies the methodology used by Bergman, Coate, Jakobsson, and Ulrick (2010), Szücs (2012) and Bergman, Coate, Mai, and Ulrick (2016) by predicting the probability of a challenge for pre-reform mergers using the post-reform model and vice versa. The author reports an overall rate of correct predictions above 80% and up to 90% depending on the specification, where the post-reform models generally perform better than the pre-reform models. As in the papers discussed previously, correct predictions for the different classes are not reported. Bradford, Jackson, and Zytnick (2018) empirically investigate whether European merger control is used for protectionism and find no evidence that DG Comp intervened more frequently or extensively in transactions involving non-EU or US-based firms. Differently from the previous literature and similar to the present dataset, they collect information on all merger cases decided by DG Comp between 1990 and 2014. However, their analysis is still conducted at the level of the merger rather than the concerned product and geographic market. Furthermore, they do not collect information on the structural parameters of market shares, concentration, likelihood of entry, and foreclosure from the case documents. For the linear probability models estimating the probability of challenge, the authors only report R 2 as a measure of model fit and do not discuss the predictive performance of the model at all.
The paper with the most closely related dataset to the one used here is the one by Mini (2018) . Like this paper, and unlike all other existing studies, Mini (2018) also collects information on the universe of EU merger decisions from the publicly available case documents between 1990 and 2013, recording each market concerned by the transaction as a separate observation.
Thus, for each merger, he records potentially many observations and collects similar merger and market level characteristics from the case documents, like those included in the dataset used here. He then estimates probit models at this concerned market level for horizontal overlap markets, interacting all explanatory variables with a post-reform indicator variable. In the first model, the main variables of interest are the merging parties' market shares and the change in market shares, in the second model, the main variables of interest are post-merger HerfindahlHirschman-Index (HHI) 10 as well as the change in HHI due to the merger. For these models, the author reports about 92% correctly predicted observations; however also here predictions are not distinguished by class.
Thus, while most of the existing literature reports the percentage of correctly predicted observations together with the R 2 as an indicator of model fit, Bergman, Jakobsson, and Razo (2005) is the only paper that discusses the lower predictive performance of the model for the rare class.
Most papers report percentages of correctly predicted observations above 80% and up to 90%.
However, once again, if the data contains for example 90% class 1 observations and only 10% class 2 observations and the model classifies 100% of the observations as class 1, then 90% of the cases are correctly predicted but the model is not able to correctly predict any of the rare class 2 cases.
Prediction using Machine Learning
Unlike the existing literature on the effects of the EU merger policy reform, in this paper I employ non-parametric machine learning techniques to predict the intervention decision by DG Comp and to evaluate how the decisions changed post EU merger reform. On the methodological side, this paper therefore relates to the economics literature employing machine learning techniques for prediction tasks. While this list is by no means exhaustive, I mention a few papers here. The topics these papers study are very different from my application, but all studies try to predict an outcome based on observables using machine learning techniques. Not all of them use the random forest algorithm, but they all focus on prediction rather than causal inference employing machine learning techniques that allow for more complex interactions between covariates than do parametric models.
According to Kleinberg, Ludwig, Mullainathan, and Obermeyer (2015) an increasing number of empirical studies consider prediction policy problems. In particular, the authors mention prediction problems in education (e.g. value added of teachers), labor market policy (e.g. unemployment spell length), social policy (e.g. predicting highest risk youth for targeting interventions), and finance (e.g. identifying credit-worthiness of borrowers). Kleinberg, Ludwig, Mullainathan, and Obermeyer (2015) further include an illustrative healthcare application in which they use a sample of Medicare beneficiaries to predict the pay-off of hip or knee replacement surgery. The question the authors ask is whether one can predict which surgeries are futile based on patient characteristics. In order to do so they predict mortality in the 1-12 months after 10 The HHI is defined as the sum of squared market shares of all firms active in the market. hip or knee replacement using Lasso based on patient demographics, co-morbidities, symptoms, injuries, acute conditions, and health care utilization. The predictive performance of the model is however not discussed. Chalfin, Danieli, Hillis, Jelveh, Luca, Ludwig, and Mullainathan (2016) study the selection of the most productive labor input, which is also a prediction policy problem. In particular, they illustrate the use of machine learning techniques in this respect with two applications: they predict worker productivity to improve police hiring practices (lowering police use of force or misbehavior) and teacher tenure decisions (improving teacher value added) using stochastic gradient boosting in the first and regression with lasso penalty in the second application. Explanatory variables include socio-demographic attributes of workers (i.e. police officers or teachers), students, schools and surveys capturing e.g. prior behavior. However, the authors do not discuss the predictive performance of the models in detail. Björkegren and Grissen (2018) use machine learning techniques to predict loan repayment for post-paid mobile subscriptions in a developing country context. In particular, they use random forests and logistic regression with a model selection procedure to predict the probability of loan default using behavioural patterns derived from raw mobile operator transaction records. Model performance is mainly evaluated based on the area under the receiver operating characteristic curve (AUC). For the random forests, the AUC lies between 0.62 and 0.71 depending on the model, which is much lower than the AUCs I achieve with the random forests (see Section 5). Kleinberg, Lakkaraju, Leskovec, Ludwig, and Mullainathan (2018) and Ribers and Ullrich (2018) go one step further by not only predicting outcomes but also studying whether the machine learning algorithm makes better decisions than humans. Kleinberg, Lakkaraju, Leskovec, Ludwig, and Mullainathan (2018) analyze the problem of predicting risk of defendants' committing a crime in the context of judges' bail decisions using gradient boosted decision trees and judging whether machine prediction can improve judges' bail decisions. The authors highlight the importance of unobservable characteristics, selected labels, and omitted pay-offs to properly compare machine prediction and human decisions. In particular, the selective labels problem arises because crime outcomes can be observed only for those defendants who were released by the judges. Hence, crime rates of those defendants who were kept in bail have to be predicted.
However, this is problematic as judges might have based their decisions on unobservables, so the crime rates of released defendants might not be a good proxy for crime rates of detained defendants with similar observable characteristics. To deal with this problem the authors use different econometric strategies including quasi-random assignment of cases to judges.
Ribers and Ullrich (2018) train a random forest on a high-dimensional administrative dataset from Denmark to predict bacterial causes of urinary tract infections. Unlike many machine learning papers tackling prediction centred policy problems, the authors have the advantage of observing labels, i.e. they have patient test outcomes independent of physician prescription choices. This implies that they can actually evaluate whether physicians or the machine made the right prediction. They show that machine predicted bacterial risk is highly correlated with the actual presence of bacterial urinary tract infection. They model the prescription decision as a trade-off between the social cost of prescribing (as it increases resistance) and the curative effect on the patient in case she truly has a bacterial infection. They find that antibiotic prescribing can be lowered by up to 10% with no reduction in the number of treated patients suffering from a bacterial infection based on a machine learning assisted prescription rule that allows to redistribute prescriptions from low risk to high risk patients.
I cannot make this additional step of evaluating whether DG Comp or the machine learning algorithm took the right merger intervention decision. In order to judge the correctness of a decision, I would need a measure of whether a proposed merger is anti-or pro-competitive, i.e. whether it decreases or increases consumer surplus. For example Duso, Neven, and Röller (2007) and Duso, Gugler, and Szücs (2013) use the reaction of competitors' stock market prices for a sample of mergers to determine whether a proposed merger is pro-or anti-competitive in order to evaluate whether DG Comp took the right decision.
Data
The initial merger database contains almost the entire population of DG Comp's merger decisions, both in the dimension of time and with regard to the scope of the decisions encompassed.
The data were obtained from the publicly accessible cases published by DG Comp on the EC's webpage. 11 We start data collection with the very first year of common European merger control, 1990, and include all years up to 2014. This amounts to data on the first 25 years of European merger control. Rather than taking a particular merger case as the level of observation, we collected data at a more fine-grained level and defined an observation as a particular product and geographic market combination affected by a merger. For further details on the merger database as well as the data collection procedure, see the data documentation Affeldt, Duso, and Szücs (2018) .
For the analysis in this study, I do not use all observations contained in the merger database.
First, I drop cases that were referred back to member states as well as phase-1 withdrawals. 12 This leads to a dataset containing 5,109 DG Comp merger decisions, where each decision occupies a number of rows equal to the number of product/geographic markets affected in the specific transaction. This dataset contains a total of 30,995 market level observations and is used in the analysis in Affeldt, Duso, and Szücs (2019) . Appendix A.1 contains summary statistics for this comprehensive dataset.
Secondly, I further reduce the dataset, as I only keep observations of product/geographic markets for which information on the merging parties' joint market share is available and the calculation of the post-merger HHI is possible. The reason is that both the merging parties' joint market share as well as HHI are important criteria taken into account by DG Comp when assessing a merger proposal and, thus, I want to include them in the set of explanatory variables.
This leads to a final dataset used in the empirical analysis containing 22,812 product/geographic market level observations belonging to 2,417 DG Comp merger decisions. All summary statistics and analyses presented in the following are based on this dataset.
As market share information is most frequently missing for phase-1 clearance cases, keeping only observations for which market share information is available leads to a selection issue. If mergers for which market share information is missing are systematically different from mergers for which market share information is available, then the estimated correlation between market share and concentration and any intervention decision also captures this unobserved difference and results would be biased. However, the selection issue is studied in Affeldt, Duso, and Szücs (2019) , where separate OLS regressions are estimated based on the entire sample, based on the sample without available market share information, based on the sample with available market share information, and based on the sample with available market share information including the merging parties' joint market share as well as post-merger HHI as additional explanatory variables. The estimation results show that DG Comp's decision determinants are rather similar across all sub samples. 13 Furthermore, in this paper, I am not seeking to estimate a causal relationship between for example market shares and an intervention decision. I am just interested in a correct prediction of the intervention decision, which does not require unbiased or causal coefficients on the explanatory variables (see Section 5).
The dataset contains, first, information on the name of the acquirer and the target firm as well as the countries of the merging parties, the dates of the notification to the EC and the final decision 14 as well as the type of decision eventually taken by DG Comp (clearance, remedy, and prohibition) or whether the proposing parties withdrew the notification. The data also allows for distinguishing between a phase-1 and a phase-2 decision. Table 1 reports the number of phase-1 clearances, phase-1 remedies, phase-2 clearances, phase-2 remedies, as well as prohibitions distinguishing the pre-reform and post-reform periods. Compared to the full merger database, keeping only observations that contain market share information leads to a slight over-representation of phase-2 cases. 15 Note also that, while the full merger database contains 19 prohibitions and 5 phase-2 withdrawals, for one of the prohibitions and all of the phase-2 withdrawals market share information is not available. Thus, my estimation dataset does not contain any phase-2 withdrawals.
The dataset contains a number of ex ante characteristics of the merger, some of them at the merger level, some of them at the level of the product/geographic markets affected. While Table   2 contains summary statistics of the variables contained in the dataset that vary at the market 13 Mini (2018) claims in his paper that sample selection is not an issue because he uses the universe of horizontal merger cases in his estimation. However, I do not agree with this statement, as he also uses the merging parties' market share as explanatory variable in his estimation and therefore only records cases "provided that the EC disclosed data on merging parties' shares" (Mini, 2018, p.5 ). 14 Note that the notification of a merger and the decision do not necessarily take place in the same year. 15 See Affeldt, Duso, and Szücs (2018) for comparison: In the full merger database about 90% of the cases are phase-1 clearances. Table 3 contains summary statistics for the merger level variables. As I predict DG Comp's assessment separately for the pre-and post-reform periods in Section 6, I also report summary statistics distinguishing pre-and post-reform cases.
The first variable in Table 3 (Intervention) is a dummy variable that indicates whether DG
Comp intervened in a particular merger case. I define this variable to be equal to one if DG Comp prohibited the merger, cleared the merger subject to remedies in phase-1, or cleared the merger subject to remedies in phase-2. 16 The corresponding variable at the product/geographic market level is the first variable in Table 2 , (Concern), which is an indicator variable equal to one if the merger raised competitive concerns in a specific product/geographic market according to DG Comp. This is the case in about 14% of the markets pre-reform and 13% of the markets post-reform. As this variable indicates in which particular markets the merger is likely to be problematic, this is the dependent variable of the empirical analysis presented in Section 6.
Thus, instead of estimating the overall probability of an intervention, I estimate the probability that competitive concerns are found in a market affected by the merger. The higher the fraction of concerned markets in which competitive concerns are found, the higher the likelihood that DG Comp will intervene in a merger case. 17 The other variables contained in both tables are used as covariates in the empirical analysis and describe the merger as well as how the merger affects the concerned markets according to DG Comp's ex ante assessment. However, note that of course all of these variables are based on what the official decision documents state, so to some extent they might reflect the assessment or subjective view (or mistakes) of DG Comp. This issue is present in most papers in this literature. One exception is Duso, Gugler, and Szücs (2013) , who include only truly ex ante observable merger characteristics (such as for example the nationality of the merging parties or whether the concentration is a full merger) as explanatory variables in the probit estimation for 16 In principal, I would also treat a phase-2 withdrawal as an intervention by DG Comp as in Affeldt, Duso, and Szücs (2019) . Given that the phase-2 withdrawals fall out of my estimation dataset due to lack of market share information, the treatment of withdrawals by the merging parties in phase-2 is not an issue here. 17 See also Affeldt, Duso, and Szücs (2019) . In the regressions explaining an intervention decisions at the merger level, the fraction of affected markets in which the merger leads to competitive concerns according to DG Comp positively affects the probability of intervention. intervention. In the working paper version (Duso, Gugler, and Szücs, 2012 ), a second model, the so-called "investigation model", is estimated; it contains results from the merger investigation as additional explanatory variables. The predictive power of this second model, measured by pseudo R 2 as well as the percentage of correctly classified observations, increases significantly compared to the first. 18 Therefore, the predictability of DG Comp's intervention decisions would likely decrease if I based my estimations only on unambiguously objective merger and market characteristics contained in the decision documents (such as, for example, whether the merger is a full merger or not). However, there is a trade-off between basing the estimation only on ex ante observable merger characteristics and omitting important determinants of whether a merger raises competitive concerns, such as market shares or entry barriers. Furthermore, to the extent that the legal system, in which DG Comp is operating, provides a consistency check (e.g. on how market shares should be calculated or in which types of markets entry barriers are high), I
believe that DG Comp's merger assessment should be consistent.
The nature of the merger is described by a number of indicator variables. The dataset contains an indicator variable distinguishing full mergers from acquisition of shares as well as an indicator variable for joint ventures; see Table 3 . At the market level, the dataset contains information on whether a product/geographic market is vertically affected by the merger. Vertically affected markets are markets where one or more of the merging parties operate in a market that is upstream or downstream of a market in which another merging party is active and any of 18 In particular, the pseudo R 2 increases from 0.19 (pre-reform) and 0.25 (post-reform) to 0.68 and 0.59 pre-and postreform, respectively. Also the percentage of correctly classified observations increased from 71% (pre-reform) and 76% (post-reform) to 90% for both the pre-and post-reform models.
their individual or combined market shares at either level is 25% or more. 19 The dataset further includes an indicator variable that is one if the merger is conglomerate in nature in the particular concerned market 20 , see Table 2 . Further indicator variables record whether DG Comp considered barriers to entry to exist and whether DG Comp raised concerns that the merger would foreclose other firms in a particular market. The database also contains a count of the number of competitors in the concerned market and an indicator variable equal to one if no information on competitors is available.
Merging parties face about two competitors on average; however, information on competitors is missing in about 50% of the markets -these are mainly mergers that were cleared in phase-1.
As said before, I only use observations for which information on the market shares of the merging parties could be collected from DG Comp's competitive assessment in the decision document. Thus, data availability is constrained by the extent of DG Comp's analysis. Market share information is collected at the level of the relevant product/geographic market combination. Since the publicly available case documents generally report only market share ranges, the dataset contains the midpoint of the reported market share interval. 21 Therefore, I cannot avoid that market shares contain measurement error leading to endogeneity bias. This is an issue that this study shares with the existing literature. To my knowledge, Mini (2018) is the only one who constructs expected market shares and expected concentration measures rather than using the midpoints of the market share ranges reported by DG Comp. He highlights the issue of measurement error in market shares and HHI and explicitly accounts for it in estimation. In the dataset we only recorded the midpoints of the market shares ranges. Thus, I cannot follow Mini (2018)'s approach. To my understanding it is also unclear in which direction the bias goes. 22 However, as we always recorded the lower bound of the market share range whenever the market share intervals given in the decision were only 5 percentage points wide, I expect that the market shares are underestimated. This measurement error leads to an attenuation bias in the estimated relation between market shares and intervention decision even if the size of the measurement error is not correlated with market share itself. Therefore, I expect that the relation between market shares and intervention decision is underestimated. As stated previously in relation to the selection issue though, I am interested in prediction and not in estimating causal effects of market shares or HHI on intervention decisions. Therefore, I do not require unbiased coefficients (see Section 5).
The market share information allows the calculation of the merging parties' combined market shares and the construction of a post-merger HHI. Mini (2018) , the midpoint approach yields the correct expected value if the random variable has a symmetric marginal distribution which is centered on the midpoint. However, if for a merger case the sum of the upper bounds of all market share intervals (including competitors) is larger than 100%, the midpoint approach is no longer correct: according to Mini (2018) the domains of the marginal distributions of market shares are no longer necessarily the whole range from lower to upper market share bound and the distributions are even no longer necessarily symmetric. And even in cases where the midpoint of the market share range is the expected market share, the change in HHI as well as the contribution of the merging parties to the post-merger HHI would be underestimated. 23 To the extent that I underestimate the merging parties' market shares, any HHI measure will also be underestimated. However, this is especially the case for the Post-merger HHI (low) measure as it assumes that any remaining competitors, for which no information is available, are very small. This is therefore an additional reason to use the Post-merger HHI (high) variable.
how problematic a given merger will be in a particular market. If a merger is unlikely to raise competitive concerns in a market for which concentration is measured by the upper bound of HHI, it will also not raise competitive concerns if the lower bound of HHI is used instead. Lastly, the data include information on the main industry in which a merger took place. The industry is identified by NACE codes, which is the industry classification system used by the European Union to classify different economic activities. For the empirical analysis, I grouped the industries into 25 groups as shown in Table 4 , where some NACE codes are grouped together while primarily the manufacturing industry has been further divided into smaller subgroups.
For 280 pre-reform and 205 post-reform observations, the industry classification was missing.
To avoid losing these observations in the analysis, I returned to the decision documents and manually assigned these mergers to the 25 industry groups.
I additionally define a few further variables. The variables EU acquirer and EU target are indicator variables that are equal to one if at least one of the acquiring or targeted firms is located within the EU, respectively. I include these variables in order to test for differential treatment of mergers by DG Comp depending on the nationality. 24 In order to test whether the holiday season matters for the likelihood of intervention by DG Comp due to resource constraints during these periods, I define two further indicator variables for July/August and December respectively.
Comparing the summary statistics pre-and post-reform, the post-reform mergers seem to be slightly more often full mergers and less often joint ventures than pre-reform. Additionally, they concern more markets post-reform and more product/geographic markets are affected vertically post-reform. Lastly, post-reform, DG Comp defined more geographic markets to be worldwide in nature and identified entry barriers in more markets than pre-reform.
Prediction using Random Forests
In this paper, I use the random forest algorithm by Breiman (2001) implemented in the randomForest package in R (Liaw and Wiener, 2002) to predict whether DG Comp found competitive concerns in the markets affected by a merger and to evaluate how DG Comp's assessment and its predictability changed post EU merger reform. I chose the random forest algorithm over alternatives, such as logistic regression or lasso, because it is able to uncover highly flexible, non-linear functions in a high-dimensional feature space without over-fitting.
Random forests are one example of supervised machine learning techniques that typically use a set of features X to predict an outcome Y. Thus, the goal is to constructŶ(x), which is an estimator of E [Y|X = x], rather than estimating the causal effect of X on Y (Athey, 2018). Therefore, the aim is to reach a low error in the predictionŶ, which does not require the coefficients to be unbiased or causal. Our usual econometric tools, such as regression techniques, are made for causal inference, i.e. for obtaining unbiased estimates of the causal effect of covariates X on outcome Y. As prediction error is a function of not only bias but also variance, these tools do not yield the most accurate predictionŶ (Chalfin, Danieli, Hillis, Jelveh, Luca, Ludwig, and Mullainathan, 2016) . The tools from machine learning, on the contrary, are designed to do exactly this: they adaptively use the data to decide on how to trade off bias and variance to maximize prediction performance while allowing for a rich set of covariates X and functional forms (so higher order interaction terms or trees that allow for a high degree of interactivity between covariates). While the analyst has to provide the list of covariates X, the functional form is at least in part determined as a function of the data.
The random forest algorithm by Breiman (2001) uses regression or classification trees to predict an outcome Y. In a standard CART tree (Classification and Regression Tree), the goal is to predict individual outcomes Y i using the mean outcome Y of observations that are "close" in X-space. To determine which observations are "close", the algorithm starts to recursively split the covariate space (binary splits) until it is partitioned into a set of so-called leaves L that contain only a few observations. The outcome Y i for observation i is then predicted by identifying the leaf containing observation i based on its characteristics X i and setting the prediction to the mean outcome within that leaf:Ŷ
(1)
The algorithm automatically decides on the splitting variables and split points. This is done based on an in sample goodness-of-fit criterion (so essentially how close the predicted outcomes are to the actual outcomes). For regression trees (continuous outcome variable Y), the goodnessof-fit criterion used is the mean squared error; for classification trees (categorical outcome variable Y), the goodness-of-fit criterion is a measure of classification error based on the empirical classification probabilities in the leaves. 25 The algorithm then splits on the covariate at the cut-off value that leads to the greatest improvement in the goodness-of-fit criterion. Once the best split at a given node in the tree is found, the splitting process is repeated in each of the resulting two regions. For CART trees, the splitting process is usually stopped when a specified minimum node size is reached -by default this is a node size of 5 for regression and 1 for classification trees. The tree is then pruned based on some cost-complexity trade-off measure in order to avoid over-fitting (See Hastie, Tibshirani, and Friedman (2008) chapter 9 for further details).
A random forest is essentially an ensemble of regression or classification trees, where the predictions are averaged across trees. 26 A random forest introduces two layers of randomness compared to a single classification tree. First, each individual tree in the forest is grown using a random sample with replacement from the training set. In each tree, one-third of the data is not used for training and can be used for testing (out-of-bag error). Secondly, differently from CART trees, splitting a node in a tree is done based on only a random subset of the covariates X rather than the full set of covariates and each tree is grown to the largest extent possible without pruning. The idea behind random forests is to reduce variance and produce more robust predictions compared to a single tree. Using a different bootstrap sample of the data to grow each tree in the forest as well as splitting each node based on only a subset of the covariates reduces the correlation between the trees in the forest and, therefore, the variance of the predictions (See Breiman (2001) and Hastie, Tibshirani, and Friedman (2008) chapter 15 for further details). Random forests are robust to overfitting and while one must choose the number of trees, the number of variables to be considered for splitting at each node, as well as the node size 27 , it is argued that results do not usually seem to be very sensitive to the choice of these parameters (Liaw and Wiener, 2002) . However, I use 5-fold cross-validation to tune these parameters (see below).
In order to predict the competitive concerns found by DG Comp and to evaluate how the assessment and its predictability changed post EU merger reform, I train two random forests: one based on pre-reform data and one based on post-reform data. For each of the two time periods, 25 The randomForest R package uses the Gini index as measure for node impurity. Specifically, ifp mk is the proportion of class k observations in node m, the Gini index for node m is given by ∑ K k=1pmk (1 −p mk ). 26 For classification problems, the random forest obtains a class vote from each tree and then classifies based on majority vote. 27 The node size is the minimum size of final nodes within a tree.
I randomly split the data into one training set (80% of the observations) used for building the random forest and one hold-out set (20% of the observations) used for out-of-sample prediction.
After training the two random forests on the two training datasets, I first use the pre-reform and post-reform prediction sets to evaluate the predictive performance of the random forests and then, secondly, to study how DG Comp's assessment differs pre-and post-reform.
The random forests are trained to predict competitive concerns in a particular market affected by the merger. Thus, instead of estimating the overall probability of an intervention at the merger level, I estimate the likelihood that competitive concerns are found in a particular market affected by the merger. However, this directly relates to the intervention decision of DG Comp, as the probability of intervention increases with the fraction of affected markets in which competitive concerns are found.
However, training the model at the market level, rather than the merger level, has an important implication. It is unlikely that the observations of the different markets affected by a merger are independent. On the contrary, it is likely that there are unobservables at the affected market level that are correlated across the different markets concerned by a given merger and that influence whether DGComp identified competitive concerns. Furthermore, also the observable characteristics are correlated across affected markets: Firstly, because some observable characteristics only vary at the merger level (and, hence, take exactly the same value across markets).
Secondly, because concerned markets are often very similar markets where, for example, if entry barriers are found to be high in one market, they are likely to be high in another as well. If the data is then simply randomly split into training and hold-out set, for a given merger some concerned markets might end up in the training set and some might end up in the hold-out set used for prediction. Given that the outcome of competitive concerns is highly correlated across affected markets and that the observable characteristics of these observations are very similar or identical in some cases, the predictive performance of this random forest would be overstated if it was assessed based on this hold-out set. The predictive performance should instead be assessed based on a completely independent prediction set.
Consequently, I split the data into training and hold-out sets keeping all markets affected by a given merger together in one set to avoid leakage. I split the data randomly using the R package caTools, which allows for balancing the class distribution of the dependent variable in the training and hold-out sets (Tuszynski, 2014) . This is particularly relevant in this application, as competitive concerns arise in less than 15% of the concerned markets and both the training as well as the hold-out set need to contain observations of both classes. An overview of the means both of the dependent variable Concern as well as of the variables used as predictors in the random forests is given in Table 5 . As the table shows the concern rate of DG Comp is similar for the respective training and prediction sets. However, the table also shows that the training and prediction sets differ in many of the observables, given that the size of the dataset is not extremely large and that I require all markets affected by a merger to be allocated to the same subset of the data. Compared to a balanced split, where the training and prediction sets are similar in all dimensions, I impose a stricter performance test on my prediction models as they also need to be able to classify a quite different dataset well. When growing a random forest, one needs to set some tuning parameters. First, I chose to grow forests containing 1,000 trees each, even though preliminary random forests showed that the overall out-of-bag error rate already stabilizes at about 200 to 300 trees. However, since the stability of the variable importance measures (see Section 6) depends on the number of trees in the random forest (Liaw and Wiener, 2002) , I use 1,000 trees in each of the random forests.
In order to choose both the number of covariates that are considered when splitting a node as well as the node size, I perform 5-fold cross-validation over a tuning grid both for the pre-reform as well as the post-reform random forest. I first split the respective training set (pre-reform and post-reform) into 5 folds, once again keeping all markets concerned by a particular merger together in a fold. 5-fold cross-validation then implies that a random forest is grown using four of the folds as training set and the fifth fold for evaluating model performance, permuting the folds used in training and evaluation. Hence, five different random forests are grown for each set of parameters on the tuning grid, where I tune over the node size and the number of variables considered at each split. 28 For the parameter tuning stage, I use the train function implemented in the caret package in R (Kuhn, 2008) . 29 Based on the results of this tuning stage, I choose a node size of 15 and to consider 12 variables at each split for the pre-reform random forest. The post-reform random forest has a node size of 20 but considers only 7 variables at each split. The results of the parameter tuning using 5-fold cross-validation show however that the model performance is relatively robust over the tuning range of node sizes and covariates considered at each split (see Appendix A.2). 30 The final models of the pre-and post-reform random forests are estimated using the full respective training set.
Lastly, I use the "classweight" option available in the randomForest package. The reason is that the random forest algorithm is constructed so as to minimize the overall error rate. Hence, it will tend to concentrate more on prediction accuracy of the majority class, which can result in poor prediction accuracy of the minority class (Chen, Liaw, and Breiman, 2004) . In my dataset, competitive concerns arise in only about 14% of the affected markets pre-reform and about 13%
of the affected markets post-reform. When I trained random forests without class weights, the out-of-bag error rate for the minority class (markets affected by the merger in which DG Comp found competitive concerns) was above 30%, while the out-of-bag error rate for the majority class was close to zero. However, a prediction model predicting competitive concerns of mergers should be able to filter out problematic cases well, rather than predicting no competitive concerns more or less by default just because in more than 80% of the observations in the training data, there are no competitive concerns. The classweight option of the randomForest package is based on the idea of cost sensitive learning: as the randomForest algorithm is biased towards the majority class, we give the minority class larger weight, i.e. we put a heavier penalty on misclassifying the minority class. According to Chen, Liaw, and Breiman (2004) , these weights are used in two places when training the random forests: firstly, the class weights are used to weight the goodness-of-fit criterion when deciding on splitting variables and split points within the trees; secondly, the class prediction within each terminal node is done by weighted majority vote. I use class weights of 1 : 6 in training the random forests, as this corresponds roughly to the proportion of concern to no concern markets. Using the optimal parameters from the tuning six covariates at each split, I chose a grid that is finer around the default value. 29 Beside the tuning grid, one also needs to decide based on which summary metric the optimal model should be selected. For classification forests, such as in the present application, "accuracy" and "kappa" can be used. The default is to use accuracy, which is simply the fraction of all observations that are correctly classified. However, this metric does not distinguish the classes. In a highly imbalanced dataset with, for example, 80% class 1 observations and 20% class 2 observations, a classifier that would simply predict class 1 for all observations would not be very useful despite achieving accuracy of 80%. Kappa is similar to accuracy but is normalized at the baseline of random chance. Therefore, it compares the overall accuracy with expected random chance accuracy, where a Kappa of zero implies that the classifier performs no better than random classification. Given that the majority of mergers do not raise competitive concerns, I use Kappa to select the optimal model in the tuning stage. 30 In particular, for the default values of a node size of one and six covariates considered at each split, the Kappa for the pre-reform random forest is about 0.5 compared to 0.52 for the optimal values chosen based on the crossvalidation results. For the post-reform random forest, the Kappa for the default values is about 0.34 compared to 0.35 for the values chosen based on cross-validation. Furthermore, the two random forests using the default values for the node size and the number of covariates considered at each split also have very similar out-of-bag error rates as the random forests using the values chosen based on the cross-validation results.
stage, I however grew also pre-and post-reform random forests with class weights of 1 : 4, 1 : 5, and 1 : 7 as a robustness check. These random forests have very similar out-of-bag error rates as the ones using class weights of 1 : 6.
Figures 4 and 5 in Appendix A.3 plot the out-of-bag error rate of the final random forests, distinguishing overall, for class 1 (Concern), and for class 2 (No concern) over the number of trees in the forest. For the pre-reform random forest, the overall out-of-bag error stabilizes at about 9% already at about 200-300 trees. The overall out-of-bag error rate of the post-reform random forest stabilizes at around 15% even earlier. The plots also show that using class weights in the random forests allows for achieving a very low out-of-bag error rate for the minority class (about 8% in the pre-reform random forest, about 5% in the post-reform random forest).
The two random forests produce a prediction of whether competitive concerns arise in a particular market affected by the merger. This prediction is based on the class vote from each tree and then classifying based on majority vote: if more than 50% of the trees in the forest predict competitive concerns for a particular observation, the random forest will predict competitive concerns. However, it could also be that DG Comp's classification threshold is different, maybe DG Comp would even predict competitive concerns if the probability of concerns arising was lower than 50%. Any classification threshold between 0 and 1 leads to a predicted outcome that, For the pre-reform random forest, the AUC is 0.9711, for the post-reform random forests, the AUC is 0.9512, which is very high compared to, for example, an AUC of 0.707 reported by Kleinberg, Lakkaraju, Leskovec, Ludwig, and Mullainathan (2018) or an AUC between 0.62-0.71 reported by Björkegren and Grissen (2018) . An AUC of 0.5 represents random prediction, while an AUC of 1 means perfect prediction.
Estimation Results
In this section, I present and discuss the results based on the two random forests trained as explained in the previous section. Specifically, I first discuss the predictive performance of the random forests compared to the benchmark of a Linear Probability Model (LPM) estimated on the same covariates as the random forests. Secondly, I look into how the assessment of competitive concerns by DG Comp changed post-merger reform and investigate for which type of mergers and affected markets the predictions between the pre-reform and post-reform random forests differ.
Predictive Performance
In this section, I discuss the predictive performance of the random forests trained on the prereform and post-reform data. In order to assess the ability of the random forests to correctly predict DG Comp's competitive concerns, I compare the results to predictions of DG Comp's competitive concerns based on pre-and post-reform LPM models. 31 Figure 1 shows the variable importance for the random forest trained on the pre-reform and the random forest trained on the post-reform training datasets, respectively. The plot shows the weighted total decrease in node impurity from splitting on the respective covariate, where node impurity is measured by the Gini index (see Section 5). sults of Affeldt, Duso, and Szücs (2019) . While, in the pre-reform random forest, the joint market share of the merging parties is by far the most important covariate, its importance measured by the mean decrease in the Gini index decreases in the post-reform random forest. Furthermore, the variable importance plot shows that, while most of the same covariates show up in the upper part of the plot pre-and post-reform, the importance of covariates other than joint market share increases post-reform. In particular, the importance of entry barriers, the post-merger HHI, the number of competitors, vertical aspects, as well as whether the merging parties are from the EU increase in the post-reform random forest compared to the pre-reform random forest. Note also that most of the industry indicator variables seem not to be very important predictors. These results are in line with Affeldt, Duso, and Szücs (2019) , who, without imposing different models pre-and post-reform, find that the importance of structural indicators of market power has declined over time.
I also run simple LPM models on both the pre-and post-reform training datasets containing the same merger and market characteristics as used in training the random forests (see Appendix A.5 for the regression results). I did this in order to compare the predictive performance of a parametric linear model with the predictions resulting from the highly non-linear and nonparametric random forests.
In line with the LPM results of Affeldt, Duso, and Szücs (2019) , in these simple linear models, entry barriers as well as the merging parties' joint market share positively affect the probability that DG Comp will find competitive concerns in a given market affected by the merger both preand post-reform. 32 Furthermore, the magnitude of the estimated coefficients on entry barriers and joint market share decreases post-reform. Lastly, the R 2 is equal to 0.44 for the pre-reform LPM model but decreases to 0.28 in the post-reform LPM model, suggesting that DG Comp's merger assessment became less predictable post-reform. The generalized Hausman specification test clearly rejects the null hypothesis of no significant difference in model coefficients, indicating that separate models pre-and post-reform are in order. 33 Both in the random forest and in the LPM models, the merging parties' joint market share, as well as entry barriers, seem to be the two most important determinants of competitive concerns by DG Comp. While in the pre-reform LPM model the coefficient on the risk of foreclosure is also positive and statistically significant, this variable is less prominent in the variable importance plots of the random forests. The results are also mostly in line with the existing literature, where the presence of entry barriers and the merging parties' combined market share are often found to be the most important predictors of an intervention decision by DG Comp (Bergman, Jakobsson, 32 In the pre-reform model, the risk of foreclosure as well as a merger being notified in the summer season also positively affect the probability of DG Comp finding competitive concerns, while on the other hand vertical aspects as well as an EU wide geographic market definition negatively impact this probability. Post-reform, joint ventures, conglomerate aspects as well as the indicator variable for missing competitor information negatively affect the probability of DG Comp finding competitive concerns. 33 The generalized Hausman specification test used to compare the estimated coefficients across models is based on the joint variance/covariance matrix of the models being tested. The null hypothesis of the Hausman test is that there is no significant difference in the model coefficients. This test is clearly rejected for the two LPM models (chi-squared statistic of 62,559).
and Razo, 2005; Bergman, Coate, Jakobsson, and Ulrick, 2010; Duso, Gugler, and Szücs, 2013; Mai, 2016) . Mai (2016) also finds that the joint market share is a less important predictor postreform. Importantly, Affeldt, Duso, and Szücs (2019) find these patterns over time without imposing different models pre-and post-reform.
Note, however, as explained previously, that the goal of the random forest algorithm is to correctly predict out-of-sample. Thus, I compare the predictive performance of the random forests to the predictive performance of the LPM models in the pre-reform and post-reform prediction datasets. Tables 6 and 7 show the actual as well as predicted concern rates (i.e. the percentage of markets with competitive concerns) by the pre-reform and post-reform random forest and LPM models, respectively. The models trained on the pre-reform training data should predict well the pre-reform prediction data, while the models trained on the post-reform training data should do well in predicting the post-reform prediction data.
The actual percentage of markets in which DG Comp identified competitive concerns was 13.6% in the pre-reform prediction set and 12.8% in the post-reform prediction set. The random forest trained on the pre-reform training set predicts the concern rate in the pre-reform prediction set very well and over-predicts the concern rate in the post-reform prediction set by only 1.5
percentage points. The random forest trained on the post-reform training set over-predicts the concern rate both in the pre-reform, but particularly in the post-reform prediction set, predicting a post-reform concern rate of 24.2%. On the other hand, both LPM models, estimated based on the pre-reform and post-reform training sets, respectively, under-predict the concern rates.
In particular, the LPM model estimated based on the post-reform training set most severely under-predicts the concern rates: it predicts an intervention rate of only 2.8% and 5.1% for the pre-reform and post-reform prediction sets, respectively. Thus, judging based on the predicted concern rates, it seems that the random forest is better than the LPM model in predicting competitive concerns pre-reform. However, it is unclear whether the random forest or the LPM model does better at predicting competitive concerns post-reform, where the random forest heavily over-predicts while the LPM model heavily underpredicts competitive concerns. Thus, I explain in detail why the random forest clearly outperforms the LPM model in the following. In particular, judging simply based on the predicted concern rate might be misleading when drawing conclusions about the predictive performance of different models. Ultimately, we should not care about whether the average concern rate is correctly predicted but in how far the model is able to correctly classify particular observations;
i.e. whether the model is able to identify both class 1 and class 2 cases correctly. Tables 8 and 9 show the percentage of correct predictions for the pre-and post-reform prediction sets based on the random forest as well as the LPM models, respectively. As discussed in Section 3, most existing literature only presents the overall rate of correct predictions but does not distinguish between correct predictions of class 1 and class 2. Mai (2016) reports an overall rate of correct predictions above 80% and up to 90%, Bergman, Coate, Mai, and Ulrick (2016) report about 82% correct predictions for the EU models and Mini (2018) even reports about 90% correctly predicted observations. Table 8 shows between 88% and 90% correct predictions in the LPM -this is therefore in line with the existing literature. However, the random forests also predict between 79% and 88% of observations correctly, which is slightly lower than for the LPM (see Table 9 ). However, at the extreme, if about 90% of the observations are class 1 and the model classifies 100% of the observations as class 1, then 90% of the cases are correctly predicted, even though the model is essentially useless as it is not able to correctly predict any of the rare class 2 cases. Consequently, I distinguish between predictions for markets without competitive concerns (No concern) and markets for which DG Comp found competitive concerns (Concern).
Looking at the results presented in Table 8 , it is noticeable that the No concern outcome is predicted well by both the pre-reform as well as the post-reform random forest both on the pre-reform as well as the post-reform prediction sets. This is also true for the prediction of the No concern outcome by the pre-reform and post-reform LPM models presented in Table 9 . The percentage of correctly predicted No concern observations is above 80% in all models. However,
as No concern is the majority class in the data, it is not surprising that all the models do well in predicting this outcome.
Hence, the predictive performance of the different models should be judged based on how well these models are able to correctly classify observations of the minority class, i.e. markets in which DG Comp identified competitive concerns. Both the pre-reform and post-reform LPM models do very poorly in this respect: the pre-reform LPM model only correctly predicts about 30% of the competitive concern markets in the pre-reform prediction set, the post-reform LPM model only predicts about 31% of the markets with concerns in the post-reform prediction set correctly. The random forest models on the other hand, do significantly better in correctly predicting the minority class. The random forest trained on pre-reform data correctly predicts 58% of the competitive concern markets in the pre-reform prediction set and the random forest trained on post-reform data correctly predicts 61% of the markets raising competitive concerns in the post-reform prediction set.
This shows that the very flexible non-parametric random forests, which are designed to maximize predictive performance, do much better in correctly classifying observations into markets with and without competitive concerns than the LPM models presented for comparison. Even though the minority class is still harder to predict than the majority class, the percentage of correct predictions of competitive concerns achieved by the random forests is doubled compared to the percentage of correct predictions by the LPM models. 34
One reason for the difference in predictive performance between the random forests and the LPM models is that the LPM imposes a linear and additively separable relationship between the covariates and the outcome variable. However, whether a merger raises competitive concerns in a particular market might be determined by a very complex combination of market 34 As a robustness check I also computed the percentage of correct predictions based on a pre-and a post-reform random forest using the default values for the node size (one) and the number of covariates considered at each split (six in this case). These random forests do similar in predicting the No concern outcome with about 95% correct predictions for the pre-reform random forest on the pre-reform prediction set and about 86% for the postreform forest on the post-reform prediction set. They do however worse in predicting the minority class: the pre-reform random forest correctly predicts about 55% of the Concern outcomes in the pre-reform prediction set, the post-reform random forest correctly predicts about 47% of the Concern outcomes in the post-reform prediction set. Nevertheless, the two random forests still do much better in correctly classifying markets with competitive concerns than the LPM models.
and merger characteristics that is very unlikely to be linear and additively separable. A random forest on the other hand, is able to find these potentially complex and non-linear combinations of characteristics that determine whether competitive concerns arise or not and "cuts" the high dimensional characteristic space into regions separating problematic from non-problematic markets. For example, within a given tree, concerns might arise if there are entry barriers and a combined market share above 50% but also if there are no entry barriers, market share above 60% and the merger takes place within a certain industry.
Of course, one could add various interaction terms of covariates in the LPM. However, this can quickly become a very large number of interaction terms (even here with 42 covariates included in the random forests) and it is unclear ex ante which of these interaction terms are actually relevant for predicting the outcome. The random forest, on the other hand, performs model selection -i.e. deciding which combinations of covariates are actually relevant for predicting the outcome -and estimation of the model at the same time.
A second reason for why the random forest performs better than the LPM in correctly classifying the rare class is that by using class weights as one of the tuning parameters, the random forest is able to give the correct classification of minority class observations higher weight than the correct classification of majority class cases.
One caveat of using random forests for prediction tasks must be noted though. While random forests perform very well in predicting outcomes out-of-sample for observations that are similar in their covariates to what the random forest has seen before in the training data, random forests perform poorly in predicting outcomes for out-of-sample observations that are very different in their covariates to the cases contained in the training data. Therefore, if one expects to see out-of-sample observations that look very different from the training data, random forests might not be the optimal predictor. However, in this particular application, this is not a big issue as most of the covariates included in the random forests are dummy variables. Furthermore, for the continuous covariates of joint market share and post-merger HHI, the respective training sets contain observations with market shares ranging from 0% to 100% and post-merger HHI ranging from as low as 650 to the maximum of 10,000. The training data therefore covers the entire characteristics space.
Lastly, Table 8 also shows that the random forest trained on pre-reform data does well in predicting the minority class for the pre-reform prediction set but not for the post-reform prediction set. The equivalent is however not true for the random forest trained on post-reform data. Even though the post-reform random forest is trained on post-reform data only, it actually does slightly better in classifying cases from the pre-reform prediction set into concern and no concern markets than from the post-reform prediction set. Nevertheless, the post-reform random forest is still able to filter out competitive concern markets in the post-reform prediction set much better than the pre-reform random forest. This indicates that the models -and hence also the assessment rule of DG Comp -differ pre-and post-reform. I look at this aspect next.
Pre-Reform versus Post-Reform Predictions
While the random forest trained on pre-reform data does well in predicting outcomes for the pre-reform prediction set, the random forest trained on post-reform data does well in predicting outcomes for the post-reform prediction set. However, the pre-reform random forests does very poorly in predicting the minority outcome in the post-reform period. Based on the actual and predicted concern rates in Table 6 , the so-called case mix and policy effects can be distinguished.
Following the Oaxaca decomposition of Bergman, Coate, Jakobsson, and Ulrick (2010): 1. The difference between the actual post-reform concern rate and the predicted post-reform concern rate using the pre-reform random forest is the policy effect: 12.8% − 14.3% = −1.5 percentage points 2. The difference between the predicted post-reform concern rate using the pre-reform random forest and the actual pre-reform concern rate is the case-mix effect: 14.3% − 13.6% = 0.7 percentage points
This decomposition shows that the merger reform led to an overall slightly less aggressive merger policy by DG Comp. Mini (2018) reports an overall policy effect of about 7 percentage points, which is higher than what I find based on the predictions of the random forests. However, the markets contained in his study are not identical to those I include in my dataset, as Mini only considers horizontal overlap markets, i.e. markets in which both parties are active and where their combined market share is 15% or more.
The Oaxaca decomposition is based only on the average concern rate rather than investigating for which observations the predictions of the pre-reform and the post-reform models differ. Mini (2018) goes a step further and investigates how the importance of market shares and concentration measured by HHI differs pre-and post-reform. He reports the concern rates as well as the policy and case-mix effects by combined market share and HHI buckets, concluding that DG Comp did not change its stance towards mergers with very low market shares nor to the ones with very high combined market share (such as mergers to monopoly). However, in the middle ranges of joint market share, DG Comp challenged fewer mergers post-reform. Table 10 reports the difference in concern rates pre-and post-reform by markets share buckets for my dataset. 35 Unlike Mini (2018) , I find that the challenge rates are statistically significantly different from each other in all market share buckets. As in the results reported by Mini (2018) , DG Comp is less likely to find competitive concerns post-reform in affected markets where the merging parties' market share is above 40%. However, I find that post-reform DG Comp is more likely to find competitive concerns in markets with merging parties' combined market share below 40%, whereas Mini (2018) finds no significant difference for markets with merging parties' market 35 The table is based on the entire pre-and post-reform dataset, i.e. including both the observations from the training as well as the prediction sets. Note that I use the market shares as they are coded in my dataset, which is the midpoint of the interval reported in the decision documents. Therefore, I cannot be sure that actual combined market shares fall within that range. However, the table still provides an indication of the difference in concern rates pre-and post-reform. The table is based on the entire dataset, combining training and prediction sets pre-and post-reform. I use a two-sample test of proportions to determine whether the concern rates differ between the pre-and post-reform period.
shares below 30%. The difference to the results reported by Mini (2018) could be due to the fact that I include all markets in my dataset, whereas Mini only considers horizontal overlap markets. Furthermore, the dataset by Mini includes mergers up to and including 2013, while my dataset also contains merger cases notified in 2014. However, the EC raised the threshold for a horizontally affected market from 15% to 20% combined market share in December 2013.
This could partly explain the higher post-reform concern rate for mergers with relatively low combined market share. Secondly, the higher post-reform concern rate for mergers with relatively low market shares also highlights one major goal of the merger reform: moving from the DT to the SIEC test made it easier to challenge mergers in markets where the merging parties are not dominant, while pre-reform the creation or strengthening of a dominant position was a necessary condition for the prohibition of a merger. Mini (2018) only investigates the differences in concern rates as well as policy and case-mix effects between pre-and post-reform period by market share and concentration buckets. However, it could be the case that DG Comp's merger policy changed in more dimensions than just the importance of market share and concentration levels. In particular, the lower R 2 of the LPM model post-reform as well as decrease in the percentage of correct predictions post-reform also of the random forests, seems to suggest that DG Comp's assessment might be more complex and case-by-case post-reform. The fact that the post-reform random forest is still able to filter out competitive concern markets in the post-reform prediction set well and much better than the pre-reform random forest also suggests that decision criteria changed post-reform. Table 11 shows the predicted Concern and No concern markets based on the two random forests.
In particular, the models differ in their predictions of markets with competitive concerns. In order to investigate how the assessment of DG Comp differs pre-and post-reform, I look at the predictions for the post-reform prediction set only and how the predictions of the pre-reform and post-reform random forests differ for the post-reform period. Table 12 shows the differences in the post-reform predictions of the two random forests distinguishing markets where DG Comp found and did not find competitive concerns. While in 106 markets, both random forests correctly predict competitive concerns (29% of actual markets with competitive concerns), they wrongly both predict no competitive concerns in 207 markets (57% of actual markets with competitive concerns). In 1,964 markets, both random forests correctly predict no concerns (79% of actual markets with no concerns) and in 106 markets they wrongly both predict competitive concerns (4% of actual markets with no concerns). This translates to an overall agreement rate in the predictions of the two random forests of about 83%. However, the interesting cases are in particular those affected markets for which the random forests trained on pre-reform and post-reform data differ in their predictions. In 118 markets where DG Comp found competitive concerns, the post-reform random forest correctly predicts those, while the pre-reform random forest predicts no concerns (32% of actual markets with competitive concerns). Secondly, in 59 markets for which DG Comp raised no concerns, the prediction of the post-reform random forest is correct while the pre-reform random forest incorrectly predicts competitive concerns in these markets (2% of actual markets with no concerns) and in 261 markets with no concerns, the prediction of the pre-reform random forest is correct while the post-reform random forest incorrectly predicts competitive concerns in these markets (10% of actual markets with no concerns).
Consequently, I study in which dimensions the affected markets differ depending on the prediction of the pre-and post-reform random forests. Table 13 compares the mean of the covariates of markets for which the pre-and the post-reform random forests predict competitive concerns, respectively. The markets for which the pre-reform random forest predicts competitive concerns are significantly more likely than the markets for which the post-reform random forest predicts competitive concerns to exhibit risk of foreclosure, to be vertically affected markets and defined as being EU wide geographic markets. On the other hand, they are significantly less likely to exhibit entry barriers and to be defined as national geographic markets. They are also markets in which the merging parties have lower joint market shares than the markets for which the post-reform model predicts competitive concerns. Table 14 compares the mean of the covariates of markets for which the pre-and the postreform random forests predict no competitive concerns, respectively. The markets for which the pre-reform random forest predicts no competitive concerns are significantly less likely to exhibit entry barriers or risk of foreclosure than markets for which the post-reform random forests predicts no competitive concerns. Furthermore, the mergers are less likely to be full mergers and the merging parties have lower combined market share in these markets than in those for which the post-reform random forest predicts no competitive concerns. These differences between the predictions based on the pre-reform and post-reform random forests confirm that pre-reform DG Comp seems to have relied more on market shares in its merger assessment. Thus, the pre-reform model already predicts competitive concerns at lower market shares than the post-reform model and, conversely, the markets for which the pre-reform model predicts no competitive concerns have lower average combined market share than those markets for which the post-reform model still predicts no competitive concerns. Furthermore, the results show that post-reform DG Comp seems to assess mergers more on a case-by-case basis, where cases are not automatically considered to raise competitive concerns just because markets are concentrated, exhibit entry barriers, or are geographically narrowly defined, while mergers in broad geographic markets with relatively low market shares or vertical aspects might still raise competitive concerns. Therefore, although the overall intervention rate decreased slightly post-reform, DG Comp seems to base its assessment of competitive concerns more on a case-by-case economic analysis where a complex interaction between all merger characteristics determines the intervention decision. Of course these potentially complex interactions cannot be easily detected by a simple comparison of means as in Tables 13 and 14 . However, as the prediction results show, the random-forest trained on the post-reform data is able to find these relevant interactions of characteristics and filter out problematic markets much better than the pre-reform random forest or any simple linear model.
Conclusion
One goal of the 2004 EU merger reform was to bring merger control closer to economic principles. Another was to increase legal certainty and transparency of the merger review process as evidenced by the publication of merger guidelines and the institutional changes made. However, the effect of the reform on the predictability of DG Comp's decisions is ambiguous, as the use of a "more economic approach" in the merger review implies a shift from simple general rules, such as concentration thresholds, toward a more in depth case-by-case economic analysis. Thus, the question is whether the merger reform increased the ex ante predictability of decisions based on market and merger characteristics and also how the merger reform changed the decision criteria on which DG Comp bases its merger assessment.
In this paper, I study the predictability of DG Comp's merger policy and assess how it changed following the 2004 merger reform based on a comprehensive dataset covering almost all mergers notified to the EC between 1990 and 2014. Unlike most of the existing literature, rather than assessing mergers at the aggregate, the data is collected at a more fine-grained level, defining an observation as a particular product and geographic market combination concerned by a merger. This allows studying the factors that cause competitive concerns in specific sub-markets, as mergers typically concern several product and geographic markets that can be affected differently by the merger.
In addition, and unlike the existing literature studying the determinants of DG Comp's merger intervention decisions and their predictability, I use non-parametric random forests to predict DG Comp's assessment of competitive concerns arising in affected markets due to the merger.
This machine learning algorithm is designed to maximize predictive performance rather than estimating causal effects and allows for highly flexible, non-linear interactions between covariates.
First, I find that the predictive performance of the random forests is much better than the performance of the LPM models I estimate for comparison reasons. While all models are able to predict the majority outcome of no competitive concerns very well (between 80% and 90% correct predictions), the LPM models do very poorly in predicting the minority outcome of competitive concerns with only between 16% and 44% correct predictions. Furthermore, based on these predictions as well as the R 2 , the LPM models would wrongly suggest that the predictability of DG Comp's assessment decreased after the 2004 reform. The random forests however, are able to correctly classify the minority class cases in about 60% of the cases both pre-and post-reform.
Thus, it is not true that the predictability of DG Comp's merger policy decreases post-reform.
Secondly, I study how the predictions of the pre-reform and post-reform random forests differ for the post-reform period. Based on the two random forests and correcting for the case mix effect, the policy effect shows a decrease in the concern rate of about 1.5 percentage points post-reform. However, this decomposition only considers the average concern rate rather than investigating for which type of mergers and affected markets the predictions of the pre-reform and the post-reform random forests differ. Studying post-reform cases for which the predictions of the two random forests differ, I find that pre-reform DG Comp seems to have relied more on structural indicators, such as market shares and HHI, in its merger assessment, while postreform DG Comp seems to base its assessment of competitive concerns more on a case-bycase analysis and less on simple structural indicators such as market shares or concentration measures. The highly flexible random forest algorithm is able to detect these potentially complex interactions between merger and market characteristics on which DG Comp's decision is based, therefore still allowing for high prediction precision compared to the overly simplistic LPM models.
A. Appendix 
A.1. Summary Statistics Entire Dataset

A.2. Random Forest Tuning Stage
The two plots show the results of the tuning of the node size and the number of covariates considered at each split using 5-fold cross-validation. For the pre-reform random forest, the highest kappa is achieved with a node size of 15 and considering 12 randomly selected covariates at each split. For the post-reform random forest, the highest kappa is achieved for a node size of 20 and considering only 7 randomly selected predictors at each split. 
A.3. OOB Error Rate
The two plots show the development of the out-of-bag error rate as the number of trees included in each of the random forests increases. As random forests bootstrap the training data when constructing the individual trees, one can evaluate the prediction error for an observation by computing the mean prediction error using only the trees in the forest which do not include this particular observation -this is the out-of-bag error (OOB error). 
A.4. ROC Curve
The two plots show the receiver operating characteristic (ROC) curves for each of the two trained random forests. The ROC curve plots the model's true positive rate (sensitivity) versus the false positive rate (1-specificity) as the classification threshold varies over [0, 1] . While the 45 degree line represents random guessing, any point above the 45 degree line is better than random guessing. Points in the top left corner would represent perfect prediction with no false positives and no false negatives. The area under the curve (AUC) is a commonly used measure of precision. For the pre-reform random forest, the AUC is 0.9711, for the post-reform random forests, the AUC is 0.9512, which is very high compared to for example an AUC of 0.707 reported by Kleinberg, Lakkaraju, Leskovec, Ludwig, and Mullainathan (2018) or an AUC between 0.61-0.77
reported by Björkegren and Grissen (2018) . Again, an AUC of 0.5 represents random prediction, while an AUC of 1 represents perfect prediction. We report heteroskedasticity robust standard errors clustered at the industry group level.
Significance at the 1%, 5%, and 10% levels is represented by ***,** and * respectively.
