ABSTRACT Extracellular matrix (ECM) proteins play a major role in the tissues of multicellular organisms. The ECM presents structural support for cells inside a tumor. Meanwhile, it also works homeostatically to mediate the interaction between cells. However, the current bioinformatics tools to predict the ECM proteins seem often fail. This paper introduces a method for predicting the ECM proteins from the protein sequence as well as the molecular characteristics. We report a novel hybrid animal migration optimization and random forest method to predict the ECM protein sequences adapting four various features design methods. Binary animal migration optimization (AMORF) is used to select a near-optimal subset of informative features that are most relevant for the classification. AMORF experiments on a data set, including 145 ECM and 3887 non-ECM proteins. Our algorithm performs 86.4700% accuracy, a sensitive of 84.9655%, a specificity of 86.5261%, a Matthew's correlation coefficient of 0.3627, and an area under receiver operating characteristic of 0.877804. The results confirm that the proposed method is promising. From the results, we can summarize that it can choose small subsets of features and still increase the classification efficiency.
I. INTRODUCTION
The extracellular matrix (ECM) protein is constructed and covered by cells and builds an intricate extracellular meshwork in which cells are transferred to form tissues [1] . In biology, the extracellular matrix (ECM) protein is the extracellular component of animal tissue which provides structural support to the cells. Moreover, the extracellular matrix offers structural support for cells within a tumor affording anchorage for cells and departing tissues; however, it also serves homeostatically to mediate communication between cells and presents survival and signals [2] , [3] . Many proteins of the ECM is connected with cells via cell surface. The resulting focal associations are critical for the preservation of tissue architecture and for holding a kind of cellular processes. Thus, extracellular matrix proteins provide numerous opportunities as therapeutic objectives or diagnostic markers [4] - [6] .
Appreciations to the improvement of the sequencing technologies, massive numbers of DNA and protein sequences have collected in the dataset. Among them, many sequences have unknown functions. Obtaining the relevant information from this sequence is necessary. During the past years, several machine learning methods including covariant discriminate function [11] , support vector machine (SVM) [12] - [14] , the increment of diversity combined with support vector machine (ID_SVM) [15] , [16] and k-nearest neighbor (KNN), have been extended to predict extracellular matrix protein, such as, Naba et al. [7] produced a bioinformatic strategy to predict the silicon ''matrisome'' marked as the ensemble of ECM proteins and associated factors. Seminara et al. [8] recommended that the secretion of EPS drives surface motility by creating osmotic pressure gradients in the extracellular space. An uncomplicated numerical model based on the physics of polymer solutions gives quantitative agreement with experimental measurements of biofilm growth, thickening, and spreading. Du et al. [9] used separate pair consequences. Roca-Cusachs et al. [10] showed a major mechanosensitive pathway in which α-actinin triggers adhesion maturation by connecting integrins. Since the function of protein was very near to the subcellular localization, the capacity of predicting the proteins subcellular localization can be used as the ability to predict the extracellular matrix protein. Although many different methods have been used to solve this bioinformatic problem, those algorithms suffer from slow convergence, numerical instability, and theoretical nonconvergence. Meanwhile, most of those approaches could not guarantee to find the best classification.
In this paper, we describe a novel hybrid approach that connects binary animal migration optimization with random forest (RF) algorithm to predict the extracellular matrix proteins via four various features represents. Binary animal migration optimization is a new heuristic optimization algorithm inspired by the behavior of animal migration that is utilized to select a near-optimal subset of informative features that is most relevant for the classification. AMORF experiments on a dataset including 145 ECM and 3887 non-ECM proteins. Our method performs 86.4700% accuracy, a sensitive of 84.9655%, a specificity of 86.5261%, an MCC of 0.3627 and an AUC of 0.877804. The results show that the proposed method is promising. It can select small subsets of features and still improve the classification accuracy.
II. METHODOLOGY A. DATA SOURCES
In this paper, the dataset is retrieved from Kandaswamy et al. [17] , which consists of 455 extracellular proteins and 4187 non-extracellular proteins. The positive and negative datasets were created fully non-redundant by providing a sequence identity between any two proteins of not more than 70%. Training set: 300 extracellular matrix proteins were randomly picked from 445 extracellular matrix proteins from the positive dataset. Similarly, 300 nonextracellular matrix proteins were randomly chosen from the 4187 non-extracellular matrix proteins from the negative dataset. Test set: 145 extracellular matrix proteins were randomly decided from 445 extracellular matrix proteins from the positive dataset. Similarly, 3887 non-extracellular matrix proteins were randomly obtained from the 4187 nonextracellular matrix proteins from the negative dataset.
B. STATISTICAL FACTORS
Recently, a multivariate statistical analysis on 494 amino acid attributes [18] has been used to reach a small set of five multidimensional mathematical models, which illustrate the highly interpretable covariation among the original characteristics. The five statistical agent scores for each amino acid are presented in Table 1 . Factor 1 explains the simultaneous covariation in the portion of exposed residues. Factor 2 is a secondary structure factor, which expresses the relation of different amino acids. Factor 3 relates amino acid composition in various proteins. Factor 4 reflects the relative amino acid composition in different proteins. Factor 5 refers to electrostatic charge with the high coefficient. To transform the protein sequence to the fixed length vector, the fraction of each amino acid in the given protein sequence is first computed as follows:
Fraction of amino acid i

= total number of amino acid of type i total number of amino acid in protein
; (1)
PseAAC is a web server for producing different kinds of protein pseudo amino acid composition [19] . The heart of PseAAC includes two parts: the first is the feature of amino acid composition, and another is the sequence order correlation. The protein pattern can be expressed as a (20 + λ)-dimensional vector:
Where the first 20 numbers indicate the classic amino acid composition, and the next λ discrete numbers describe sequence correlation factor. While using Chou's web server, six different physicochemical properties are utilized to build a new feature vector. The method also optimizes the weight VOLUME 5, 2017
factor ω and correlation factor λ, which are different for various problems. In this study, the value of the ω is 0.05, and the value of λ is 14.
D. DIPEPTIDE COMPOSITION
Dipeptide composition is popularly employed for reproducing the protein sequence [19] . For each protein sequence, this method can generate 420 elements to represent the protein. In all elements, the conventional amino acid composition (AAC) is denoted by the first 20 elements. Therefore, for each protein sequence, the dipeptide composition method can be computed as follows:
Fraction of dipeptide i = total number of dipeptide i total number of all possible dipeptide ; (3)
E. REDUCED AMINO ACIDS WITH PHYSICOCHEMICAL PROPERTIES
Another feature vector method is the frequencies of reducing amino acids in this paper. Kandaswamy et al. [17] have analyzed 20 amino acids into ten functional organizations with the presences of side chain chemical groups. We apply 24 physicochemical characteristics from the UMBC AAIndex dataset. For each sequence, all physicochemical characteristic values are determined as the sum of characteristic physicochemical value for all residues of the sequence, divided by the length of the sequence. Unlike the method of Kandaswamy et al. [17] , this paper has only one stage.
III. AMO: ANIMAL MIGRATION OPTIMIZATION ALGORITHM
Feature selection plays a critical performance in various pattern recognition problems for eliminating unnecessary and irrelevant features [29] . Feature selection is a problem of combinatorial optimization in machine learning, which lessens the number of features, excludes unnecessary, noisy and irrelevant data and produces in the satisfactory analysis precision. In classification, feature selection approach can be classified into three classes: filter methods, wrapper methods, and embedded methods. Filter method determines the importance of feature by studying the characteristics of the data. Wrapper method is attempted to the duty of the training system in the evaluation process. If the feature selection and learning algorithm are interleaved, it is an embedded method. Popular evolutionary-based feature selection methods are based on the genetic algorithm, differential evolution, and particle swarm optimization and so on. In this paper, we will use a new binary animal migration optimization [20] as the feature selection method.
In animal behavior environment, migration is a widespread aspect of the animal kingdom, which has been investigated intensively. The migration is determined and straightened-out movement affected by the animal's locomotory exertions taking them to new environments [20] . In the migration process, the simple numerical patterns of animal aggregations direct the individual to follow three rules: 1) move to the same direction of your friends; 2) continue adjacent to your friends; 3) avoid collisions with your friends.
To use the animal migration optimization in feature selection, the algorithm needs to change the continuous space into the binary space. Then, in this paper, we propose a binary animal migration optimization.
In animal migration optimization [20] , there are mainly two processes: migration process and population updating process. Suppose that we have a discrete optimization problem in a binary space and a population of candidate individuals. The individual is denoted by a D-dimensional real coded vector.
During the initialization process, we can initialize the jth component of the ith vector as follows:
Where rand i,j [0, 1] is a random number between 0 and 1,
In the migration part, three rules should be considered for an animal. For the first rule, we require that the position of each in the group should be different. For the latter two rules, we need that the individual should run to a new place according to the current situations of its friends. To illustrate the idea of the local community of an animal, we apply the ring topology method [20] . When the ring topology has been built, one neighbor is selected randomly and then generated the position of the animal according to its neighbor:
Where X neighborhood,G is the neighborhood of the current position i. In the population updating stage, some individual in the current population will migrate the current group. Meanwhile, some new animals can find the current population to add it. In other words, some of the population will be renewed by some news with the probability P a . As we know, for the best individual, the probability P a is set to 1. For the worst individual, the probability is set to 1 NP . After creating the new individual X i,G+1 , it will be computed and compared with the original individual. The better value is stored in the population. In this algorithm, the binary value ''1'' expresses that the feature is chosen while the binary value ''0'' expresses the non-selected feature [27] . 
A. RANDOM FOREST METHOD
Random forest algorithm is a well-known data processing method for classification, which works by building a multitude of decision trees at training step and generating the class [28] . This algorithm also performs a kind of crossvalidation based on an out-of-bag sample. In the training process, the algorithm uses different bootstrap sample to create each tree from the original data.
Recently, Matlab version of the random forest algorithm is accessible at http://code.google.com/p/randomforestmatlab/. This Matlab tool includes two major roles: one is ''classRF_train'', which trains provided data, and the other is ''classRF_predict'', which is predicting the new dataset by using the previous model [30] . In this paper, our algorithm is designed by combining the random forest algorithm.
B. OUR METHOD: AMORF
In this section, a binary AMO algorithm combining the random forest algorithm, called AMORF, is proposed to predict the extracellular matrix proteins. In this algorithm, each individual is labeled by a vector with D features x i = {x i,1 , x i,2 , · · · , x i,D }, which each feature in the individual can be denoted by a binary value ''0'' or ''1''. The binary value ''1'' expresses that the feature is chosen while the binary value ''0'' expresses the non-selected feature.
Then, the accuracy of random forest algorithm is marked as the fitness of each animal. The value of the ith animal is calculated as follows:
we set the value for W A between 0.6 and 0.9, which is the weight of the classification accuracy of random forest algorithm. After that, the W B is equal to 1 − W A . As we know, these two different weight is relative to the effect of the accuracy of random forest algorithm and the number of chosen features, respectively. Because the accuracy of random forest algorithm is very important compared with the number of chosen features in our paper, the W A is larger than the value of W B . RF accuracy is the results of random forest algorithm. D is the dimension of the original data, and R indicates the number of features, which is chosen by the proposed algorithm.
Based on the above analysis, hybrid animal migration optimization and random forest based feature selection system are introduced in Figure 1 .
IV. EVALUATION METRICS
In this study, five evaluation methods are used to measure the performance of different algorithms. They are sensitivity, specificity, accuracy, Matthew's correlation coef-VOLUME 5, 2017 ficient (MCC) and area under receiver operating characteristic (ROC) (AUC). Following these five evolution methods, true positive (TP), false negative (FN ), true negative (TN ) and false positive (FP) are considered.
1) Sensitivity
The sensitivity denotes the percent of correctly predicted extracellular matrix proteins:
2) Specificity The specificity denotes the percent of correctly predicted non extracellular matrix proteins:
3) Accuracy The accuracy denotes the percent of correctly predicted extracellular matrix proteins and non extracellular matrix proteins:
4) Matthewss correlation coefficient (MCC)
The MCC is a correlation coefficient between the observed and predicted binary classifications, which returns a value between −1 and +1. The MCC can be described as follows:
5) area under ROC (AUC)
The area under ROC (AUC) is computed on the observed scale and is a measure of the efficacy of prediction of phenotype using a test classifier. The receiver operating characteristic curve is a plot of sensitivity and specificity.
V. EXPERIMENTAL RESULTS
In this paper, to show the effective and efficient of our proposed algorithm, we use the independent test dataset crossover-validation [17] , [24] as the test method, which has been increasingly adopted and widely known by researchers to check the performance of different methods. The wrapper approach uses the inductive algorithm to estimate goodness of a given feature subset. A new swarm intelligent algorithm is employed for choosing some features that are most important for the classification. For the parameters, the population size of binary animal migration optimization is 15, and the stopping condition is 30 for the generation. Four RF models with animal migration optimization (AMORF) based on statistical factors (AMORF1), Chou's PseAAC (AMORF2), dipeptides composition (AMORF3), and reduced amino acids with physicochemical properties (AMORF4) are constructed respectively. Because of animal migration optimization is a random algorithm; we run the algorithm for ten times for every AMORF model. The experimental results are summarized in Table 2 -5. As shown in tables, we can find the AMORF3 can provide the best specificity, overall accuracy, MCC, and AUC. For the sensitivity, the AMORF4 gives the best solution; however, this feature method cannot perform well on three evaluation metrics including the specificity, overall accuracy, and MCC. Meanwhile, as can be seen in table 4, the AMORF3 can obtain 86.4700% accuracy using 127 average features with the sensitive of 84.9655%, the specificity of 86.5261%, the MCC of 0.3627 and the AUC of 0.877804. This result shows that our binary animal migration optimization can reduce the correlated and noisy features. To demonstrate the impact of the four features represents, receiver operating characteristic curves is plotted by deriving from the false positive rate and true positive rate for the classifiers shown in Figure 2 .
To show the performance of these algorithms, in this part, we adopted twenty experimentally supported extracellular matrix proteins as the same as the paper [25] . We experimented the performance of EcmPred, ECMPP [25] and our four different AMORF models using these 20 proteins in Table 6 . As depicted in Table 6 , AMORF2, AMORF3, and AMORF4 can predict 16 proteins correctly. ECMPred and AMORF1 can predict 15 proteins correctly, while ECMPP predicts six proteins for extracellular matrix protein. Based on the above analysis, we can discover that all predictors cannot predict the proteins P27487. It expresses this protein that is hard to predict.
In the final, the proposed four AMORF methods are compared with the well-known classifier ECMPred. We obtain the result of ECMPred from the paper [17] . We use the test benchmark dataset including 145 positive and 3887 negative sequences to test all compared algorithms. The compared results are tabulated in Table 7 . From Table 7 , we can find the AMORF4 can give the best sensitive solution.
The AMORF3 can provide the best results for accuracy, specificity, MCC, and AUC. These four methods are all the better than the EcmPred.
VI. CONCLUSION
In this paper, we introduce an AMORF algorithm to predict extracellular matrix proteins based on four different features represents. The results obtained on training and testing datasets are better than other algorithms. We developed four models with four different feature selection approaches. The results show that the dipeptides composition (AMORF3) is promising, which can balance the number of features and the classification accuracy. Then, our four different models perform better than the EcmPred and EcmPP on experimentally supported ECM proteins. Our model can also contribute to the understanding of some diseases relative to the ECM proteins. In the future, we shall make efforts to implement a web-server for the proposed method. 
