In this paper, we discuss the Bayesian sequential learning on probabilities from incomplete data in decomposable graphical models. We give exact formulas of the posterior distribution, and the posterior mean and the posterior second moment based on a hyper Dirichlet prior distribution and an incomplete observation. The posterior distribution is usually a mixture hyper Dirichlet distribution when there exist incomplete data. In order to approximate the mixture posterior, we choose a single hyper Dirichlet distribution which has the same mean and the same average variance sum as those of the exact posterior.
Introduction
A causal network is represented by a directed acyclic graph whose nodes denote variables and whose edges denote causal relations among variables, and have become one of standard tools in probabilistic expert systems. Spiegelhalter and Lauritzen(1990) and Spiegelhalter and Cowell(1992) have discussed the Bayesian sequential learning on causal networks. The reviews for recent developments on probabilistic expert systems and Bayesian graphical models are given by Spiegelhalter, Dawid, Lauritzen and Cowell(1993) , Buntine(1996) and Cowell, Dawid, Lauritzen and Spiegelhalter(1999) . For causal networks, the probability distribution that satisfies conditional independence restrictions to the graph structure is specified. An acyclic directed graph can be transformed into a decomposable graph. Then the probability distribution can be expressed by the product of marginal distributions on the cliques of a decomposable graph. In case of updating a probability distribution by newly obtained observed data, decomposable graphs provide the local updating method that is feasible an efficient computation, see Lauritzen and Spiegelhalter(1988) and Jensen, Olesen and Andersen(1990) .
In this paper, we discuss the Bayesian sequential learning on probabilities from incomplete discrete data in a decomposable graphical model, using the hyper Dirichlet prior presented in Dawid and Lauritzen(1993) . In the Bayesian sequential learning process, probabilities are updated with posterior means of probabilities. For the Bayesian learning from incomplete data, the posterior distribution is expressed as a mixture distribution. Then a combinational explosion in the number of mixture terms in an exact posterior distribution can not be avoided. We are confronted with difficulties of some unusual computation of posterior distribution analytically. Moreover, the conditional independence assumed in an original graphical model are not preserved. In order to solve these troublesome problems, we present a single hyper Dirichlet distribution which approximate the exact posterior distribution and which has the same means and average variance as those of the exact posterior.
Section 2 describes decomposable graphical models which are tractable and useful in the multivariate data analysis and used in probabilistic expert systems. Section 3 presents a hyper Dirichlet prior distribution as the prior distribution of probabilities. This hyper Dirichlet prior distribution can be uniquely factorized into the product of the Dirichlet prior distribution of marginal probabilities on cliques in a decomposable graph. Section 4 discusses the Bayesian sequential learning from incomplete data. In the Bayesian sequential learning process, observations are obtained one at a time. We give the exact mixture posterior distribution after obtaining one observation. Moreover, we consider a local updating method on graphical models. Section 5 gives a single hyper Dirichlet distribution to approximate the mixture posterior. Finally, Section 6 describes the results of numerical experiments to evaluate the performance of the proposed Bayesian sequential learning.
Decomposable Graphical Models
Let X V = (X 1 , . . . , X n ) be the vector of all discrete random variables X i in a graphical model and V = {1, . . . , n} denote the set of all variables. Associated with each vertex i ∈ V , we shall have a random variable X i taking values in a sample space Ω i . For a subset A ⊆ V , we write X A for {X i | i ∈ A} and Ω A = i∈A Ω i . The joint probability of X V and the marginal probability of X A for A ⊂ V can be written then as
for every x V ∈ Ω V = i∈V Ω i , and
for every x A ∈ Ω A = i∈A Ω i , respectively. The symbol "\" denotes the operator of a difference set. Assume that p V (x V ) is positive for any x V . The conditional probability of X A given X B = x B is also defined as
providing A ∪ B ⊂ V and A ∩ B = ∅ where ∅ denotes the empty set.
A decomposable graphical model can be denoted by a graph G = (V, C) where V is the set of vertices and C = {c 0 , c 1 , · · · , c M } is the set of cliques. Then C = {c 0 , c 1 , · · · , c M } are numbered to satisfy the running interaction property that, for all 1 Lauritzen and Speed(1980) and Wermuth and Lauritzen(1983) for the further details on graphs and decomposable models.
The key property of the decomposable graph G is the factorization of the joint probability. Defining a clique separator for c m ∈ C as
and residual set as r m = c m \ s m , the joint probability p V (x V ) can represented as
The expression {p V (x V )} denotes the set {p V (x V ) | x V ∈ Ω V = i∈V Ω i }, and similar notations are used for simplicity throughout this article.
Hyper Dirichlet Prior Distribution
In this paper, we assume that the prior distribution of probabilities {p V (x V )} is a hyper Dirichlet distribution with hyperparameters {α V (x V )} and is a strong hyper Markov over G, which is called a hyper Dirichlet law in Dawid and Lauritzen(1993) . Then this prior distribution is conjugate with multinomial models. When we use a hyper Dirichlet law as a prior distribution and observed data are complete, the calculation of the posterior can be performed locally, and so it is possible to simplify the posterior analysis, considerably.
Following the hyper Dirichlet law of a decomposable model, for each clique c ∈ C, the marginal probability {p c (x c )} has the Dirichlet distribution π({p c (x c )} | {α c (x c )}) where
We can see that these distributions are hyperconsistent, that is, for any two cliques c i and c j with c i ∩ c j = ∅, we have
so that the distributions for {p ci (x ci∩cj )} and {p cj (x ci∩cj )} have the same marginal distribution with hyperparameters {α ci (x ci∩cj )}. Dawid and Lauritzen(1993) have shown that, given such the hyperconsistent set
Under the hyper Dirichlet law, the prior distribution
where the normalizing constant W 0 is
Example:(Hyper prior Dirichlet distribution) Let a decomposable graphical model consist of three dichotomous variables X V = (X 1 , X 2 , X 3 ) and two cliques C = {c 0 , c 1 } = {{1, 3}, {2, 3}}. Thus the clique separator is s 1 = {3} and the residual set is r 1 = {2}. For this model, we assume that the prior distributions of marginal probabilities {p c0 (x c0 )} and {p c1 (x c1 )} have the Dirichlet distributions with hyperparameters {α c0 (x c0 )} and {α c1 (x c1 )},
Then the prior distribution of marginal probabilities {p c1 (x c1 )} can be factorized as
Naturally, these Dirichlet distributions are hyperconsistent, that is, for x 3 = 0, 1,
Thus the the prior distribution of {p V (x V )} has a hyper Dirichlet distribution
Assume α c (x c ) > 0 for all x c and all c in C.
Bayesian Sequential Learning

Sequential Learning from Incomplete Data
In a sequential updating process, observed data are obtained one at a time. Let X U be a set of observed variables in X V , and ε U be an observed value for X U . When U ⊂ V , the observation X U is an incomplete observation. Assume that the observed data are missing at random in the sense of Rubin(1976) .
Suppose that we observe X U = ε U . Then the likelihood function is
From (3) and (4), we can get the posterior distribution given an observation
where δ is Knonecker's delta defined as
The normalizing constant of the posterior distribution, W εU , can be obtained from
From (3), we can rewrite the above formula as
In the case of incomplete data (i.e., U ⊂ V ), the posterior distribution is a mixture hyper Dirichlet one and it is not a hyper Markov over G. Now we present the exact posterior distribution that is a mixture hyper Dirichlet distribution.
Proposition 1. Given an observation
where the mixing weight
Proof. From (3) and (6), the mixing weight of posterior distribution, λ εV , can be calculated by
Thus we can simplify the exact posterior distribution as
2 The formula (7) interestingly tells us that the posterior distribution given X U = ε U is a weighted average of the posterior distributions given a possible completion ε V of ε U . The mixing weight λ εV in the above equation is the ratio of the prior mean
Setting X U = X V in (7) and thus λ εU = 1, we obtain the posterior mean given one complete observation
From the posterior distribution (7), we can obtain the posterior mean
From (3) and (8), we have
Thus we can rewrite
It is seen that the posterior mean
In a way similar to (8), for X V = ε V , we have the posterior second
Thus we have
Local Updating for Graphical Models
Although the formulas of posterior were obtained in the previous section, the numerical calculations of them are impractical for a large graphical model with many cliques. Now we consider the posterior marginal moments for a clique c in C. We can calculate them by using a method of local updating under the graphical model, see Lauritzen and Spiegelhalter(1988) and Jensen(1996) for the details of local updating methods.
For any c in C, the marginal posterior mean E[p c (x c ) | ε U ] can be easily obtained from
The posterior marginal mean for any c ∈ C can be simplified as follows.
where
we get (12) can be easily calculated by using a local updating method for an observation X U = ε U under the graphical model.
By choosing c as c 0 in (7), the posterior distribution of marginal probabilities {p c (x c )} is
Thus, the posterior second moment of p c (x c ) is
In a way similar way to the marginal posterior means, the posterior second marginal moment for any c ∈ C can be simplified as follows.
Theorem 2 . For any c in C, the posterior second moment
Proof. Since
From (12), we obtain
By using a method of local updating for an observation X U = ε U on the graphical model, (14) 
Approximation of Mixture Posterior
With the increase of the number of incomplete data, we can not avoid a combinational explosion in the number of mixture terms in a posterior distribution. There exist a number of methods for approximating a mixture posterior distribution, either by a unique distribution in the same conjugate family, or by a fewer number of terms, see Titterington, Smith and Makov(1985) , Spiegelhalter and Lauritzen(1990) and Cowell, Dawid and Sebastiani(1996) with deterministic methods, and Madigan and York(1994) , Madigan, Gavrin and Rafty(1995) , and Buntine (1996) with stochastic methods. West(1992) proposed a sequential clustering method to approximate the mixture posterior by a fewer number of Dirichlet distributions. Madigan and York(1995) and Madigan, Gavrin and Rafty(1995) discussed Monte Carlo methods for the Bayesian model averaging, which can be used to approximate the mixture posterior distribution.
Here we approximate the true mixture posterior (7) with a single hyper Dirichlet distribution which has the same means and the "average variance sum" as the true posterior by Spiegelhalter and Lauritzen(1990) . The "average variance sum" of the mixture distribution is defined as
In order to approximate the mixture posterior distribution, we choose a single hyper Dirichlet distribution π({p V (x V )} | {α * V (x V )}) with the "average variance sum" 
where α * = xV α * V (x V ). The parameters {α * V (x V )} are determined so that the approximate and true posterior distributions might have the same means of marginal probabilities, that is,
for all x c and all c in C, and have the same average variance sum, that is, υ * = υ. From the above equations, we have
Thus the precision α * is determined by
Then the marginal parameters can be obtained by
for all x c and all c in C. From these marginal parameters, we can determine the single hyper Dirichlet distribution with parameters {α * V (x V )} to approximate the true mixture posterior. In this deterministic method, the hyper Dirichlet distribution π({p V (x V )} | {α * V (x V )}) retains the hyper Dirichlet prior law for {p V (x V )}, so that good features remain, e.g. the property of a conjugate prior is not lost and the calculation of the posterior can be performed locally. Spiegelhalter and Cowell(1992) discussed some properties of approximating a mixture posterior with a single Dirichlet distribution. Cowell, Dawid and Sebastiani(1996) compared the performance of a number of deterministic and stochastic methods for approximating mixture distribution in numerical experiments and concluded that the deterministic methods generally give a better approximation to the posterior mixture distribution.
Numerical Experiments
We provide numerical experiments with simulated data to examine the performance of the Bayesian sequential learning described in the previous sections.
We consider a graphical model with three dichotomous variables X V = (X 1 , X 2 , X 3 ) and two cliques C = {{1, 3}, {2, 3}}. Under this model, we sequentially generate observations from the probability distribution in Table 1 , which is obtained from the conditional probabilities of smoking, lung cancer and bronchitis in Lauritzen and Spigelhalter(1988) . We select the Jeffrey's noninformation prior as a prior distribution.
There are seven possible observed data patterns whose observed variable sets are (1) (X 1 , X 2 , X 3 ), (2) (X 1 , X 2 ), (3) (X 1 , X 3 ), (4) (X 2 , X 3 ), (5) (X 1 ), (6) (X 2 ) and (7) (X 3 ), where the pattern (1) denotes a completely observed data pattern, other six patterns from (2) to (7) denote incompletely observed data, e.g. (X 1 , X 2 ) denotes that X 1 and X 2 are observed, but X 3 is missing. Let θ denote the proportion of incomplete observations. In this numerical experiments, we consider five cases of θ = 0.00, 0.25, 0.50, 0.75 and 1.00. For example, in the case of θ = 0.75, we sequentially generate each observation which is a complete observation in the probability 1 − θ = 0.25, and is an incomplete one in the probability θ/6 = 0.125 for each of the six incomplete data patterns. The case of θ = 0.00 means that all the data are complete, and the case of θ = 1.00 means that all the data are incomplete.
For each case of θ, we simulate 10000 times in each of which we sequentially generate 100, 200, 300, 400, 500 and 1000 observations and then obtain the average of estimates of {p V (x V )}. We calculate the mean square errors (MSEs) of estimates of {p V (x V )} to evaluate our sequential learning method. These results are summarized in Tables 2 to 7 . Figures 1  and 2 show plots of the MSEs of estimates with each θ for each of the number of observations. Tables 2, 3 and 4 for 100, 200 and 300 observations show that estimates of {p V (x V )} are very close to the true probabilities, even for the case of θ = 0.75, and have two-digit accuracy. For 400, 500 and 1000 observations, the estimates of {p V (x V )} are more accurate than them in 100, 200 and 300 observations, as shown Tables 5, 6 and 7. In comparison with MSEs of estimates in 300 and 500 observations in Tables 4 and 6 and Figures 1 and 2 , we can see that the accuracy of estimates with θ = 1.00 in 500 observations is almost the same as them with θ = 0.750 in 300 observations. In the case of 1000 observations, these estimates have approximately three-digit accuracy for θ = 0.75. Theoretically, the MSEs for 100 observations should reduce to 1/10 of those for 1000 observations. The MSEs are very close to the theoretical values for the cases of θ = 0.25, 0.50 and 0.75 in Tables 2 and 7 and  Figures 1 and 2. In this numerical experiments, we can obtain the estimates of {p V (x V )} having twodigit accuracy in 100 observations, even for the case of θ = 0.75. For the case of θ = 1.00, in order to obtain estimates of {p V (x V )} with two-digit accuracy, we need at least 1000 observations. To increase the number of observations by 10 can improve one-digit accuracy. For example, in our numerical experiments, the minimum value of eight true probabilities is p V (0, 0, 1) of 0.0015. If it is proposed to estimate this probability with four-digit accuracy, it may be need at least 10000 observations.
Conclusion
In this paper, we discuss the Bayesian sequential learning from incomplete discrete data on decomposable graphical models. For an incomplete observation, we derive the exact posterior distribution, the posterior means and the posterior second moment. In these exact results, the incomplete observation must be imputed to all possible completions so that the calculation is usually intractable. We propose a method to approximate the exact posterior distribution by a single Dirichlet distribution. In order to evaluate our method, we examine some numerical experiments. From these simulations, it is seen that the accuracy of estimated probabilities is quite well for the cases of θ = 0.25, 0.50 and 0.75. Our Bayesian learning method has good performance of estimating probabilities from incomplete data. Table 1 . True probabilities {p V (x V )} in Lauritzen and Spigelhalter (1988) 
