We introduce dropout compaction, a novel method for training feed-forward neural networks which realizes the performance gains of training a large model with dropout regularization, yet extracts a compact neural network for run-time efficiency. In the proposed method, we introduce a sparsity-inducing prior on the per unit dropout retention probability so that the optimizer can effectively prune hidden units during training. By changing the prior hyperparameters, we can control the size of the resulting network. We performed a systematic comparison of dropout compaction and competing methods on several real-world speech recognition tasks and found that dropout compaction achieved comparable accuracy with fewer than 50% of the hidden units, translating to a 2.5x speedup in run-time.
Introduction
Dropout [1, 2] is a well-known regularization method that has been used very successfully for feedforward neural networks. Training large models with strong regularization from dropout provides state-of-the-art performance on numerous tasks (e.g., [3, 4] ). The method inserts a "dropout" layer which stochastically zeroes individual activations in the previous layer with probability 1 − p during training. At test time, these stochastic layers are deterministically approximated by rescaling the output of the previous layer by p to account for the stochastic dropout during training. Empirically, dropout is most effective when applied to large models that would otherwise overfit [2] . Although training large models is usually not an issue anymore with multi-GPU training (e.g., [5, 6] ), model size must be restricted in many applications to ensure efficient test time evaluation.
In this paper, we propose a novel form of dropout training that provides the performance benefits of dropout training on a large model while producing a compact model for deployment. Our method is inspired by annealed dropout training [7] , where the retention probability p is slowly annealed to 1 over multiple epochs. For our method, we introduce an independent retention probability parameter for each hidden unit with a bimodal prior distribution sharply peaked at 0 and 1. Similarly to annealed dropout, some units will converge to never being dropped, however, unlike annealed dropout, some units will converge to always being dropped. These units can be removed from the network without accuracy degradation. In general, model compaction has been well investigated. Conventionally, this problem is addressed by sparsifying the weight matrices of the neural network. For example, [8] introduced a pruning criterion based on the second-order derivative of the objective function. L1 regularization is also widely used to obtain sparse weight matrices. However, these methods only achieve weight-level sparsity. Due to the relative efficiency of dense matrix multiplication compared to sparse matrix multiplication, these approaches do not improve test time efficiency without degrading accuracy. [9] introduced additional multiplicative parameters to the output of the hidden layers and regularize these parameters with an L1 penalty. This method is conceptually similar to dropout compaction in that both methods introduce regularization to reduce the dimensionality of internal representations. Dropout compaction can be seen as an extension of this method by replacing L1 regularization with dropout-based regularization. There are several approaches for achieving faster evaluation of neural networks by assuming a certain structure in the weight matrices [10, 11, 12] . Knowledge distillation can also be used to transfer knowledge from larger models to a small model [13] . These methods successfully reduce the computational cost for neural network prediction; however, since those methods restrict the parameter space prior to training, these method may restrict the flexibility of neural networks. Our proposed method attempts to jointly optimize the structure of the neural network and its parameters. This way, the optimization algorithm can determine an effective low-dimensional representation.
Several approaches for reducing numerical precision to speed up training and evaluation have been proposed [14, 15, 16] . Most of these approaches are complemental with our method since our proposed method only changes the dimensionality of hidden layers, but the structure of the network stays the same. In particular, we also apply a basic weight quantization technique in our experiments on automatic speech recognition tasks.
Conventional Dropout Training
In this section, we describe conventional dropout training for feed-forward neural networks. Hereafter, we denote the input vectors by X = {x 1 , x 2 , · · · x T }, the target labels by K = {k 1 , k 2 , · · · k T }, and the parameters of a neural network by
where L is the number of layers and D ( ) is the number of output units in the -th layer.
Dropout training can be viewed as optimization of a lower bound on the log-likelihood of a probabilistic model. By introducing a set of random mask vectors
which defines a subset of hidden units to be zeroed, the marginal log-likelihood of the target labels has the following lower bound: At test time, it is not tractable to marginalize over all mask vectors as in Eq. (1). Instead, a crude (but fast) approximation is applied. In the dropout prediction, the stochastic output of each hidden unit is approximated by the expectation of the output. This expectation can be computed by just scaling down the output by the retention probability.
Retention Probability Optimization
For leveraging the retention probabilities as a unit pruning criterion, we propose to untie the retention probability parameters π ( ) u and put a bimodal prior on them. Then, we seek to optimize the joint log-likelihood log p(K, Π|X , Θ).
Stochastic Gradient Estimation
The joint log-likelihood can be expressed as follows:
where p(Π) is the prior probability distribution of the retention probability parameters. The objective function with respect to the weight parameters Θ is unchanged (up to a constant), so we can follow the conventional dropout parameter updates for Θ. The partial derivative of L with respect to the retention probability π ( )
where the weight function w is approximated as follows:
Here, computing the denominator in the true weight function w t (M) is intractable due to the summation over all binary mask vectors. In the above approximation, we employ the same approximation similarly to prediction in the conventional dropout method, i.e. marginalization over the probability with a random mask p is approximated by the probability computed with scaling downp. The approximated weight function is computed by two feed forward passes: One with a stochastic binary mask and one with expectation scaling.
Variance Reduction with Control Variates
The standard SGD approach uses an unbiased Monte Carlo estimate of the true gradient vector. However, the gradients of L(Θ; Π) with respect to the retention probability parameters exhibit high variance. We can reduce the estimator's variance using control variates, closely following [17, 18] . We exploit the fact that the following equation holds for any C that does not depend on M:
By approximating w t (M) ≈w t (M), this variance-reduced gradient can also be estimated from samples in a minibatch. 
Prior distribution of retention probability
In order to encourage the posterior to place mass on compact models, a prior distribution that strongly prefers π ( ) u = 1 or π ( ) u = 0 is required. We use a powered beta distribution as the prior distribution
By setting α < 1 and β < 1, the prior probability density goes to infinity as π ( ) u approaches 0 and 1, respectively. Thus, we can encourage the optimization result to converge to either π ( ) u = 0 or π ( ) u = 1. The exponent γ is introduced in order to control the relative importance of the prior distribution. By setting γ sufficiently large, we can ensure that the retention probabilities converge to either 0 or 1.
Algorithm
Finally, the stochastic optimization of the retention probabilities with control variates are implemented with the partial gradient introduced in the previous sections. In our experiments, we alternate optimization of the neural network parameters Θ and the retention probabilities Π. Specifically, retention probabilities are optimized after each epoch of conventional dropout training. After each epoch, we can remove hidden units with retention probability smaller than a threshold without degrading performance. Therefore, we can already benefit from compaction during the training phase. 
Experiments
As an example of a real-world application, which requires large-scale deployment of neural networks, we applied dropout compaction to large-vocabulary continuous speech recognition (LVCSR). We performed experiments on three tasks: VoiceSearchL, which contains 453h of voice queries, and VoiceSearchS, which is a 46h subset of VoiceSearchL. GenericFF contains 115h of far-field speech.
As input vectors to the DNNs, we extracted 32 dimensional log Mel-filterbank energies over 25ms frames every 10ms. The DNN acoustic model processed 8 preceding, a middle frame, and 8 following frames as a stacked vector (i.e., 32 × 17 = 544 dimensional input features for each target). Thus, with our feature extraction, the numbers of training examples were 16.5M (VoiceSearchS), 163M (VoiceSearchL), and 41M (GenericFF), respectively. We used a random 10% of the training data as a validation set, which was used for "Newbob"-performance based learning rate control [19] . As an analogy of cross validation-based model selection, we used 10% of the validation set for optimizing the retention probabilities.
The number of hidden units for each layer was determined to be 1 536 and the number of hidden layers was 4. Following the standard DNN/HMM-hybrid modeling approach, the output targets were clustered HMM-states obtained via triphone clustering. We used 2 500, 2 506, and 2 464 clustered states with the VoiceSearchS, VoiceSearchL, and GenericFF tasks, respectively. For fast evaluation, we quantized the values in the weight matrices and used integer operations for the feed-forward computations. These networks are sufficiently small for achieving low latency in a speech recognition service. Therefore, in the experiments, we focus on two use cases: (a) Enabling the use of a larger network within the given fixed budget, and (b) achieving faster evaluation by compressing the current network. For evaluating compaction efficiency, the proposed method was compared against the compaction method based on singular value decomposition (SVD) [12] . The results of the conventional dropout method are not shown since the conventional dropout did not achieve better results than the baseline in those tasks. Instead, we compared our method against the dropout annealing method [7] . The prior parameters for the compaction method were restricted to achieve approximately 50% compression by setting α = β. The dimensionality of the SVD decomposition was adjusted such that the numbers of parameters in the SVD-compacted DNNs were roughly same as those of the dropout compacted DNNs. Table 1 shows the word error rates over the development and evaluation sets. The results in Table 1 show that dropout compaction models starting with a larger structure (use case (a)) yielded the best error rates in all the cases. Regarding use case (b), dropout compaction achieved comparable results to the baseline network in most tasks. Since the 50% compression in the numbers of hidden units corresponds to 25% compression in the numbers of weights in hidden-to-hidden weight matrices, and 40% compression in the overall number parameters, the proposed method achieved approximately a 2.5x speed up in forwarding without degrading accuracy.
Conclusion
In this paper, we introduced dropout compaction, a novel method for training neural networks, which converges to a smaller network starting from a larger network. At the same time, the method retains most of the performance gains of dropout regularization. The method is based on the estimation of unit-wise dropout probabilities with a sparsity-inducing prior. We demonstrated that dropout compaction provides comparable accuracy even when the final network has fewer than 40% of the original parameters on real-world speech recognition tasks. Since computational costs scale proportionally to the number of parameters in the neural network, this results in a 2.5x speed up in evaluation.
