A standard monad of continuations, when constructed with domains in the world of FM-sets [1] , is shown to provide a model of dynamic allocation of fresh names that is both simple and useful. In particular, it is used to prove that the powerful facilities for manipulating fresh names and binding operations provided by the "FreshML" series of metalanguages [2-4] respect α-equivalence of object-level languages up to meta-level contextual equivalence.
Introduction
Moggi's use of category-theoretic monads to structure various notions of computational effect [5] is by now a standard technique in denotational semantics; and thanks to the work of Wadler [6] and others, monads are the accepted way of "tackling the awkward squad" [7] of side-effects within pure functional programming. Of Moggi's examples of monads, we are here concerned with those for modelling dynamic allocation of fresh resources 1 . Since these are not so well-known 2 , let us recall a simple example of such a monad, T . It is defined on the category of Set-valued functors from the category I of finite cardinals and injective functions. Thus an object A of this functor-category gives us a family of sets A(n) of "values in world n", where n is the number of names created dynamically so far; and each injection of n into a larger "world" n gives rise to a coercion from A(n) to A(n ). Then the monad T builds from A an object T A of "computations of A-values" whose value at each n is the dependent sum T A(n) def = Σ m∈I A(n + m). Such "computations" simply create some number m of fresh names and then return an A-value in the appropriate world, n + m. When A is the object of names itself, given by A(n) = n, there is a distinguished global element new : 1 −→ T A (given by the element (1, 0) of the set T A(0) = Σ m∈I m) representing the computation whose evaluation creates a name that is fresh with respect to the current world.
Although this is an attractive notion that has had nice applications (see [9] , for example), such dynamic allocation monads on functor-categories have proved at best difficult and at worst impossible to combine with some other important denotational techniques-for modelling higher-order functions, fixpoint definitions and algebraic identities. The difficulty with higher-order functions is that whilst functor-categories have exponentials, they are not so easy to work with in practice. The difficulty with fixpoints is finding a workable notion of "domain" in functor-categories (out of the several possibilities that present themselves). The difficulty with algebraic identities, such as (let x ⇐ new in e) = e, if x not free in e
(1) (let x ⇐ new; x ⇐ new in e) = (let x ⇐ new; x ⇐ new in e) (2) is that quotienting dynamic allocation monads in order to force such identities interacts badly with the order-theoretic completeness properties needed for fixpoints. In this paper we get past these problems with higher-order functions, fixpoints and algebraic identities in two steps, both of which turn out to greatly simplify matters.
First, we replace use of functor-categories with the category of FM-sets [1] . 3 Although this is equivalent to a category of functors, 4 working with it is almost entirely like working in the familiar category of sets: in particular exponentials are straightforward, as is the theory of domains in FM-sets [4, 11] . The key property of FM-sets is that their elements have a notion of finite support that provides a syntax-free notion of "set of free names": it enables us to make implicit all dependencies upon parameterising names, which turns out to be a convenient simplification compared with the explicit passing of parameterising name sets inherent in the "possible worlds"/functor-category approach.
Secondly, we feed back into denotational semantics the operational insight of [12] that in the presence of fixpoint recursion, it is easier to validate contextual equivalences like (1) (and many other more subtle ones that do not concern us here) by forgetting about evaluation's properties of intermediate namecreation in favour of its simple termination properties. This leads to use of a Felleisen-style operational semantics with frame-stacks (evaluation contexts): see [13] for a survey. If D is the domain of denotations of values of some type, then frame-stacks can be modelled simply by elements of the strict continuous function space D 1 ⊥ where 1 ⊥ = {⊥, } (one element for non-termination, the other for termination); and since expressions are identified if they have the same termination behaviour with respect to all frame-stacks, we can take (D 1 ⊥ ) 1 ⊥ as the domain for interpreting expressions. Thus we are led to the use of the following continuation monad
The notion of "finite support" now enters the picture: within the world of FM-sets, the domain A of names is simply a flat domain ⊥ on the FM-set of atoms. We get an element new ∈ ( ⊥ 1 ⊥ ) 1 ⊥ that models dynamic allocation by defining new to send any α ∈ ⊥ 1 ⊥ to α(a) ∈ 1 ⊥ , where a ∈ is some (or indeed, any) atom not in the support of the function σ. Not only do standard properties of support make this recipe well defined, 6 but new turns out to have good properties, such as (1) (see Remark 1) . We review those parts of "FM-domain theory" that we need in Section 3.
It might seem that the continuation monad (− 1 ⊥ ) 1 ⊥ on FM-domains is too simple to be useful. We show this is not so by using it to prove some extensionality properties of contextual equivalence for the "FreshML" series of metalanguages [2] [3] [4] . In particular we give the first correct proof of the main technical result of [4] , 7 which shows that FreshML's powerful facilities for manipulating fresh names and binding operations do indeed respect α-equivalence of object-level languages up to meta-level contextual equivalence. Section 2 introduces a small version of FreshML, called Mini-FreshML, and states the properties of contextual equivalence we wish to prove. Section 3 gives a monadic denotational semantics for Mini-FreshML using the monad (3) on the category of FM-cpos. We prove the adequacy of this denotational semantics for Mini-FreshML's operational semantics by extending some standard methods based on logical relations for relating semantics to syntax [14] . Section 4 uses the logical relation from the previous section to prove the desired extensionality and correctness properties for Mini-FreshML's representation of object-level syntax involving binders. Finally in Section 5 we draw some conclusions.
Mini-FreshML
We present a small language Mini-FreshML that encapsulates the core freshness features of FreshML [4] and Fresh O'Caml [2] ; the reader is referred to those papers for motivation of the novel language features for manipulating bindable names (expressions of type name) and name-abstractions (expressions of type <<name>>τ ). Mini-FreshML types τ are given by the following grammar:
It is possible to use other continuation monads, by replacing one or other uses of in (3) by other kinds of function space, but this simple version is enough for our purposes here. 6 new is closely related to the "freshness quantifier" N introduced in [1] . 7 In [4] the authors attempted to use a direct-rather than continuation-based monadic semantics that turns out to have problematic order-theoretic completeness properties.
Here δ ranges over a finite set of datatype names and we assume each δ comes with a top-level, ML-style type declaration of the form
where the C k are constructors and the corresponding constructor types σ k are generated from the same grammar as types τ and in particular may involve (simultaneous) recursive occurrences of the datatype names δ. Mini-FreshML expressions e are given by the following grammar, where x ranges over a denumerable set VId of value identifiers, a over another denumerable set of atoms 8 (disjoint from VId).
The values (i.e. expressions in canonical form) of Mini-FreshML, v, form the subset of expressions generated by:
We identify expressions up to α-conversion of bound value identifiers; the binding forms are as follows (with binding positions underlined):
We write e[v/x] for the captureavoiding substitution of a value v for all free occurrences of the value identifier x in the expression e. We say that e is closed if it has no free value identifiers. Even if e is closed, it may well have occurrences of atoms a in it. Note that there are no expression constructions that bind atoms; in particular, although abstraction expressions <<e>>e are used to represent binders in object-level syntax 9 , they are not binding forms in Mini-FreshML itself. In what follows we make heavy use of the operation on expressions of swapping atoms: (a a )·e indicates the result of interchanging all occurrences of the atoms a and a in the expression e.
We only consider expressions that are well-typed, given a typing context Γ consisting of a finite map from value identifiers to types. We write Γ e : τ to indicate that e is assigned type τ in such a typing context Γ (and omit mention of Γ when it is empty). This relation is inductively generated by rules that are mostly standard and which are given in Appendix E. Let us just mention here that atoms a are assigned type name; and that if e is an expression of 8 They are the closed values of type name. 9 The properties of Mini-FreshML contextual equivalence will be such that any atoms in e behave up to contextual equivalence as though they are bound in e ; for example for atoms a, b then <<a>>a turns out to be contextually equivalent to <<b>>b. type name and e one of type τ , then the abstraction expression <<e>>e has type <<name>>τ .
Evaluation of Mini-FreshML expressions can be formalised operationally using a big-step relation ⇓ on 4-tuples (a, e, v, a ), written a, e ⇓ v, a . Here e is a closed expression, v is a closed value, and a ⊆ a are finite sets of atoms with the atoms of e contained in a. The intended meaning of this relation is that in the world with "allocated" atoms a, the expression e evaluates to v and allocates the fresh atoms a − a (evaluation of fresh and let <<x>>x = e in e causes dynamic allocation of fresh atoms-see below). Further details of the relation are given elsewhere [4] . Instead, in this paper we use an equivalent operational semantics based on the notion of frame stacks (or "evaluation contexts")-see [13] for a survey. This abstracts away from the details of which particular atoms and values have been allocated and instead concentrates on the single notion of termination. In this formulation, as evaluation proceeds a stack of evaluation frames is built up. Each of these frames is a basic evaluation context: inside is a hole [-] for which may be substituted another frame (as when composing frames to form a frame stack) or an expression, which may or may not be in canonical form. Formally then, a frame stack S consists of a possibly-empty list of evaluation frames, thus: S ::= [] | S • F. F ranges over frames as follows:
Then the termination relation S, e ↓ (read "e terminates when evaluated in stack S") can be inductively defined by rules that follow the structure of e and then the structure of S. For example:
• S, fresh ↓ holds if S, a ↓ does for some (or indeed as it turns out, for any) a ∈ not occurring in S.
•
The complete definition of the termination relation is given in Appendix D. Since we only need the termination relation here, we state its relationship to the big-step relation ⇓ without proof.
Theorem 1. For any closed Mini-FreshML expression e, [], e ↓ holds iff for any finite set a ⊆ containing the atoms of e, the relation a, e ⇓ v, a holds for some value v and set of atoms a ⊇ a. 2
We wish to consider correctness properties of Mini-FreshML expressions of type δ, where δ is an algebraic data type 10 corresponding to the syntax of some object language. For simplicity we use the untyped λ-calculus as an example object language.
11 Write Λ for the set of λ-terms t, by which we mean abstract syntax trees (not identified up to α-equivalence) given by
where for variables x we are using elements of the set VId of Mini-FreshML value identifiers. To represent such terms in Mini-FreshML we use a top-level type declaration just containing:
For each λ-term t, define a Mini-FreshML expression [t] e by induction on the structure of t as follows.
[ [e] by replacing the occurrences of e with e ). The relation of contextual equivalence, ≈ ctx is the symmetrisation of ctx . Write e ≈ ctx e just when e and e are closed typeable expressions in the relation (and similarly for ctx ). 2
In the next section we show how to formulate a denotational semantics for Mini-FreshML which we can use to prove the following theorem (and other properties of Mini-FreshML contextual equivalence).
Theorem 2 (Correctness for expressions). For any λ-terms t and t , with
10 That is, one where the constructor types σ k in the declaration of the datatype δ (or in the declaration of any other datatype upon which δ depends recursively) do not involve function types. 11 However, our results easily extend to any language with binders specified by a nominal signature [15,
free variables contained in the set {x 0 , · · · , x n } say,
Denotational semantics with FM-cppos
The "FreshML" language design was driven by the ability of the FraenkelMostowski permutation model of set theory with atoms to model binding, α-equivalence and freshness of names [1] . So it is not surprising that to give a denotational semantics to Mini-FreshML we use FM-cppos [11, 4] , which are, roughly speaking, the usual notion of pointed, chain-complete cpo interpreted in that model of set theory.
Recall from [10, 4] that an FM-set 12 is a set X equipped with an action π ∈ perm( ), x ∈ X → π · x ∈ X of the group perm( ) of permutations of the set of atoms (thus ι · x = x, where ι is the identity permutation; and
, where • is composition of permutations); furthermore, it is required that every x ∈ X is finitely supported -meaning that there is a finite subset a ⊆ (called a finite support for x) such that (a a ) · x = x holds for all a, a ∈ − a. (Here (a a ) ∈ perm( ) is the permutation just interchanging a and a .) Each x ∈ X in fact possesses a least finite support which we write as supp(x); thus, for atoms a, a /
holds for all a, a ∈ and x ∈ X. The category of FM-sets and equivariant functions is rich in properties, being in fact equivalent to a wellknown Grothendieck topos (of continuous G-sets, when G is the topological group given by perm( ) endowed by the finite information topology). Here we will just describe the power-objects and exponentials in this topos, since the associated notions of finitely supported subset and function will be important in what follows.
Definition 2 (Finitely supported subsets and functions).
A subset S ⊆ X of an FM-set X is finitely supported if there is a finite set of atoms a ⊆ such that for all a, a ∈ − a and all x ∈ S, (a a ) · x ∈ S. The set of all finitely supported subsets of X becomes an FM-set, denoted PX, once we endow it with the permutation action given by π · S = {π · x | x ∈ S}. (This is indeed the powerobject of X in the topos of FM-sets.) The equivariant subsets S ⊆ X are those finitely supported subsets for which we can take a to be empty (so that x ∈ S implies (a a ) · x ∈ S for all a, a ∈ ). A function f between two FM-sets X and Y is finitely supported if its graph is a finitely supported subset of X × Y ; it is not hard to see that this is equivalent to requiring that there be a finite subset a ⊆ such that for all a, a ∈ − a and all x ∈ X, (a a ) · (f (x)) = f ((a a ) · x) (i.e. f is "equivariant away from a"). The set of 12 FM-sets are called nominal sets in [10] .
all such functions becomes an FM-set, denoted Y X , once we endow it with the permutation action given by
, where π −1 is the inverse of the permutation π. (This is indeed the exponential of X and Y in the topos of FM-sets.) Note that the morphisms from X to Y in the category of FM-sets are precisely the elements of Y X that have empty support. 2
We will make use of a version of Tarski's fixed point theorem in the category of FM-sets:
Lemma 1. An FM-complete lattice is an FM-set L equipped with an equivariant partial order relation such that every finitely-supported subset has a least upper bound (and hence also a greatest lower bound). Then every element f ∈ L L which is monotone possesses a least (pre-)fixed point.
Proof. The subset {x ∈ L | f (x) x} is supported by the same finitely set of atoms that supports f and therefore has a least upper bound. As usual, this is the least (pre-)fixed point of f . Proof. Just note that the classical construction of fix(f ) as the lub of the chain ⊥ f (⊥) f 2 (⊥) · · · can be used here, because this chain is finitely supported (by any a that finitely supports f ). For simplicity, we assume there is a single declaration (4) of a datatype δ (and later take the declaration to be (5)).
13 Following [14] , the denotation of δ is the minimally invariant FM-cppo associated with a locally FM-continuous functor
where for each type τ the functor F τ is defined by induction on the structure of τ as follows:
Here (-) ⊥⊥ is the continuation monad (3) defined in the Introduction; 1 ⊥ and ⊥ are flat FM-cppos on the FM-sets 1 def = { } (trivial action: π · = ) and (canonical action: π · a = π(a)). Let D be the minimal invariant solution to the recursive domain equation D = F (D, D) . Just as Lemma 2 shows that least fixed points can be constructed in the usual way, so can solutions to such domain equations be constructed in this setting using the normal technique of embedding-projection pairs [14, 16] adapted to FM-cppos, using finitely supported ω-chains where classically one uses arbitrary ω-chains. Thus D comes equipped with an isomorphism
and (D, i) is uniquely determined by the fact that the identity on D is fix(φ),
We may now define the denotation
. Denotations of typing contexts are given using a finite smash product:
The denotations of values v (of type τ in context Γ), of frame stacks S (of argument type τ in context Γ) and expressions e (of type τ in context Γ) are given by finitely supported functions of the following kinds: ⊥ models a frame stack accepting a value of type τ and returning for termination, or ⊥ for divergence. Just as the behaviour of expressions is determined by any enclosing frame stack, the denotation of some expression in context is then a function in [[τ ] ]
⊥⊥ that accepts the denotation of a frame stack in context and returns either ⊥ or . Thus, the denotations of expressions in context lie in the underlying set of the continuation monad, where the 'result' set is 1 ⊥ . We have the usual two monad operations for (−) ⊥⊥ , namely the unit return :
and the Kleisli lifting operation lift :
We use the informal notation let d ⇐ e in e 
Here new is the element of ( ⊥ ) ⊥⊥ that sends each α ∈ ( ⊥ ) ⊥ to α(a) Remark 5 (FM-sets of syntax). Note that the expressions of Mini-FreshML form an FM-set. The action of a permutation of atoms on an expression e is given by applying the permutation to the atoms occurring in any syntax tree representing e (recall that we identify expressions up to α-conversion of bound value identifiers); and then the support of an expression is in fact the finite set of atoms occurring in the expression. Furthermore, it is easy to prove that the denotational semantics gives equivariant functions on syntax, so that, for
We wish to use our denotational semantics to prove operational properties of Mini-FreshML expressions. An important stepping-stone in this process is the construction of certain type-indexed logical relations which relate domain elements to values, frame stacks and expressions respectively:
where Val τ is the set of closed Mini-FreshML values of type τ , Stack τ is the set of well-typed frame stacks expecting an argument of type τ , and Exp τ is the set of closed expressions of type τ . These relations are all required to be equivariant subsets in the sense of Definition 2. We also require them to suitably admissible; for example, for each v ∈ Val τ , we require that {d | d . Finally, the relations should satisfy the following properties that follow the structure of types:
In clause (13), i is the isomorphism from (8) and in k :
the kth injection into a coalesced sum. Clause (14) makes use of the support of a value, supp(v); this is just the finite set of atoms occurring in it: see Remark 5. In clauses (16) and (17), the notation ∀d (18)). Clauses (17) and (18) define the logical relations for frame stacks and for expressions in terms of that for values. Clauses (11)- (16) 
Partially ordering its elements by inclusion, it is not hard to see that R τ is in fact an FM-complete lattice (cf. Lemma 1), the greatest lower bound of a finitely supported subset of R τ just being given by intersection. Given R − , R + ∈ R δ , define F τ (R − , R + ) ∈ R τ by induction on the structure of the type τ , as follows:
then the relation we seek is a fixed point
, with the value logical relation at other types given by
It is not hard to see that
is an equivariant function that is order-reversing in its first argument and order-preserving in its second. Therefore
) determines a monotone equivariant function from the FM-complete lattice R op δ × R δ to itself. Therefore we can apply Lemma 1 to deduce that it has a least fixed point,
From this it follows that ∆ + ⊆ ∆ − . So to construct 
whose least fixed point is the identity on D. Since that subset contains ⊥ and is closed under lubs of finitely supported ω-chains, it follows from the construction of fix(φ) in Lemma 2 that the subset contains the identity on D-which means that ∆ − ⊆ ∆ + , as required.
We next give the "fundamental property" of the logical relations we have just constructed. To state the property we need to introduce some terminology for value-substitutions, ψ, which are finite partial functions from value identifiers to values. Given such a ψ, we write e[ψ] for the result of the capture-avoiding simultaneous substitution of ψ(x) for x in e as x ranges over dom(ψ); similarly for value-substitutions into values, v[ψ] and into frame stacks. S[ψ]. Given a typing context Γ, let Subst Γ be the set of all value-substitutions ψ with domain dom(Γ) and such for each x ∈ dom(ψ), ψ(x) is closed. Given ψ ∈ Subst Γ and ρ ∈ [[Γ]], write ρ Γ ψ to mean that the domains of ρ and ψ are equal and for
Lemma 3 (Fundamental property of the logical relations). For all typing contexts Γ, values v, frame stacks S and expressions e, we have that
Proof. These properties follow by induction on the derivation of the typing judgements, using the properties (11)- (18) of the logical relations. 2
Using this we prove:
Theorem 3 (Computational adequacy). Given Γ e : τ , ψ ∈ Subst Γ and S ∈ Stack τ , then
In particular for all closed typeable expressions e ∈ Exp τ , values v ∈ Val τ and frame stacks S ∈ Stack τ , we have:
Proof. The first sentence follows from the second one using a substitutivity property of the denotational semantics
that is proved by induction on the structure of e (and similarly for values and frame stacks). The computational adequacy property for closed expressions is established by first proving a soundness property
S, e ↓ ⇒ E[[e]](S[[S]]) = (20)
by induction on the derivation of S, e ↓. (17) and (18) give the required implication. 2
Extensionality and correctness results
We now examine how the denotational semantics can be used to prove the correctness result stated at the end of Section 2 (Theorem 2), which we recall centres around the notion of contextual equivalence. The quantification over all contexts that is part of the definition of contextual equivalence makes it hard to work with directly. Instead we make use of Mason and Talcott's notion of CIU-equivalence [17] , which for Mini-FreshML we prove (using the logical relation from the previous section) coincides with contextual equivalence.
Definition 6 (CIU-equivalence).
We write Γ e ≈ ciu e : τ to indicate that the typeable expressions e and e of type τ (in context Γ) are CIU-equivalent. This equivalence relation is the symmetrisation of the CIU-preorder relation, written Γ e ciu e : τ , which by definition holds if Γ e : τ , Γ e : τ , and for all closing substitutions ψ ∈ Subst Γ and all closed frame stacks S, S, e[ψ] ↓ implies S, e [ψ] ↓. We write e ciu e (resp. ≈ ciu ) when e and e are closed expressions in the relation.
To show that CIU-equivalence coincides with contextual equivalence we need to turn frame stacks into (evaluation) contexts, as follows. The lemma is proved by a routine induction on the structure of frame stacks, S.
Lemma 4. Define an operation mapping frame stacks S to contexts T (S) by induction on the structure of S:
Then for all typeable stacks S and expressions e, [],
Theorem 4 (Coincidence of ≈ ctx with ≈ ciu ). For expressions e, e then Γ e ctx e : τ iff Γ e ciu e : τ . Thus the relations of ≈ ctx and ≈ ciu coincide.
Proof. We prove that ctx and ciu both coincide with the relation e defined from the denotational semantics and the logical relation as follows:
(where Γ e, e : τ is the obvious conjunction of typing judgements). From the fundamental property (Lemma 3) we have Γ e : τ implies Γ e e e : τ ; and from property (18) of the logical relation for expressions and the definition of ≈ ciu we have that e is closed under composition with ≈ ciu on the right. Therefore Γ e ciu e : τ ⇒ Γ e e e : τ. 
To complete a circle of implications we just have to prove that the contextual preorder is contained within the CIU-preorder. To do so, we first have to show that the "instantiation" part of CIU 14 , i.e. applying a value-substitution to an expression, is contextual. But we now know from (21) and (22) that every CIU-equivalence is also a contextual equivalence. In particular we have β-value conversion
since the corresponding CIU-equivalence is immediate from the definitions of ≈ ciu and the termination relation −, − ↓. Because of the way they are defined, ctx and ≈ ctx are compatible with the various expression-forming constructs of Mini-FreshML, i.e. whenever e ctx e , then C[e] ctx C[e ] for any context C (and similarly for ≈ ctx ). Thus if Γ, x : τ e ctx e : τ and Γ v : τ , then Γ (fun f (x) = e)v ctx (fun f (x) = e )v : τ ; and so by (23), Γ e[v/x] ctx e [v/x] : τ . From this it follows that we have
So if Γ e ctx e : τ , then for all closing value-substitutions ψ ∈ Subst Γ and frame stacks S ∈ Stack τ , using the congruence property of ctx and (24), we have
and the circle of implications is complete. 2
Combining Theorems 3 and 4, we have:
⊥⊥ , then Γ e ≈ ctx e : τ . In particular, if e and e are closed expressions of the same type, then
Remark 1. This result can be used to verify some algebraic identities such as (1) and (2) . For example, if Γ e : τ , and x is an identifier not occurring free in e, then it is straightforward to prove (by induction on the structure of
by Corollary 1.
The second identity of (1) is similarly straightforward to verify.
Although equality of denotation implies contextual equivalence, we do not believe that the converse is always true, i.e. that our denotational semantics is "fully abstract". Failure of full abstraction should hold for not only the usual reasons concerning sequentiality, but also because of the subtle examples of contextual equivalence that hold when dynamically allocated names are combined with higher order functions: see [18, 12] .
We have yet to investigate this question, being concerned in this paper with using our denotational semantics as a tool for establishing extensionality and correctness properties of Mini-FreshML. We now have all the tools needed to prove these properties.
Corollary 2 (Extensionality).
For unit values:
For name values: a ≈ ctx a : name iff a = a ∈ .
For data values:
Proof. Each of these properties of ≈ ctx follows from those required of the logical relation val τ , using the fact that (as in the proof of Theorem 4) ≈ ctx restricted to values coincides with the relation:
We now turn to the issue of relating object language and metalanguage behaviours as discussed at the end of Section 2, using the example of λ-terms for the object language and the Mini-FreshML datatype δ declared in (5).
Lemma 5. For each λ-term t, define a Mini-FreshML value [t] v by induction on the structure of t as follows.
Then for any λ-terms t, t and any value-substitution ψ that maps the free variables of t and t to atoms injectively (i.e.
Proof. By induction on the size of t, making use of the extensionality properties of Corollary 2 and the fact [1, Proposition 2.2] that α-equivalence for λ-terms t ∈ Λ can be inductively defined by the following rules:
Now consider translating a λ-term t into an expression [t] e as in (6) [ψ] provided the bound variables of t are distinct from each other and from the free variables-in other words, provided the "Barendregt variable convention" holds for t. It is convenient to formalise that convention via a structurally inductive definition. For disjoint finite subsets x, x of VId we define a subset Λ(x; x ) ⊆ Λ inductively by the following rules.
If t ∈ Λ(x, x ) then: the free variables of t are contained within x; the occurrences of bound variables of t are mutually distinct and are contained within x ; the sets of free and bound variables of t are disjoint; the support of-i.e. the set of all variables within-the term t is contained within x ∪ x . Note that each term t ∈ Λ is α-equivalent to a term in Λ(x, x ) for some x, x . One can show by induction on the derivation from the above rules that if t ∈ Λ(x, x ), then for any injective substitution ψ : VId → with dom(ψ) = x ∪ x it is the case that
. Hence by Corollary 1 we have Lemma 6. For t ∈ Λ(x, x ) and an injective substitution ψ : VId → with
We are now in a position to prove the correctness theorem. 
Theorem 5 (Form of expressions). For a closed Mini-FreshML expression e of type δ, either e ≈ ctx Ω or e ≈ ctx let x 1 = fresh in · · · let x n = fresh in v for some value v of type δ.
Proof. Using Lemma 7 we see that if e ≈ ctx Ω does not hold, then [], e ↓. We can now apply the forwards direction of Theorem 1 to deduce that there exists some closed value v of type δ and some finite set of atoms a such that ∅, e⇓a, v with supp(v) ⊆ a. Pick a bijection ψ : x ∼ = a, where x = {x 1 , . . . , x n } is a set of value identifiers, and replace each occurrence of an atom a ∈ a in v with ψ 
Conclusion
In this paper we have done domain theory in the world of FM-sets. This combines the kind of refined semantics of fresh names previously associated with functor category techniques with the familiarity and power of classical domain theory for modelling recursive constructs both at the level of terms and of types. The result seems pleasingly useable. We have applied the new approach using a continuation monad with a very simple domain of "results" (1 ⊥ ) to prove properties of FreshML. Variations on this theme seem very promising; for example, replacing 1 ⊥ by S 1 ⊥ for a suitable (recursively defined) FM-cppo of "states" should give a useful denotational semantics of ML-style references with no restriction on the type of value stored-we plan to explore this elsewhere. Finally we should mention that game semantics can also make good use of FM-sets to achieve new full abstraction results: see [19] . 
B Denotation of frame stacks
⊥ maps ⊥ to itself and for nonbottom arguments is defined by induction on the structure of S as follows. (a a ) · d))) ). 
C Denotation of expressions

D Termination relation
S, e ↓ is inductively defined by the following axiom and rules, where e, e , . . . range over expressions, v, v , . . . over expressions in canonical form, and a, a , . . . over atoms.
The definition is split into two parts for clarity.
