Many approaches to tackle the state-space explosion problem of Markov chains are based on the notion of lumpability (a.k.a. probabilistic bisimulation), which allows computation of measures using the quotient Markov chain, which, in some cases, has much smaller state space than the original one. We present a new signature-based algorithm for computing the optimal (i.e., smallest possible) quotient Markov chain, prove its correctness, and implement it symbolically for Markov chains represented as Multi-Terminal BDDs (MTBDDs). The algorithm is very time-efficient because we translate the core operation of the algorithm, i.e., the computation of the signatures, into symbolic operations. Our experiments on various configurations of three example models with different levels of lumpability show that the algorithm (1) handles significantly larger state spaces than an explicit algorithm, (2) outperforms a very efficient explicit algorithm for significantly lumpable Markov chains while it is not prohibitively slower in the worst case, and (3) outperforms our previous optimal symbolic algorithm [10] in terms of running time although it has higher space requirement for most of the configurations.
Introduction
Markov chains are among the most fundamental mathematical structures used for performance and dependability modeling of communication and computer systems. Since the size of a Markov chain usually grows exponentially with the size of the corresponding high-level model, one often encounters the infamous state-space explosion problem, which often makes the analysis of the Markov chain intractable. Many approaches to alleviate or circumvent this problem are implicitly or explicitly based on the notion of lumpability [20] , which allows computation of measures of the original Markov chain using the analysis of a quotient (or lumped) Markov chain, which, in some cases, has a state space much smaller than that of the original one.
Even the quotient Markov chain can be extremely large, and therefore, its explicit (e.g., sparse matrix) representation may not fit in memory. Symbolic data structures such as Multi-Terminal Binary Decision Diagrams (MTBDDs) [8] and Matrix Diagrams (MDs) [7] are widely used to represent large Markov chains using less memory than the explicit approach. Nowadays, algorithms that directly generate symbolic representations of Markov chains from the high-level model are commonplace.
In one form of classification, there are three types of lumping algorithms: state-level, model-level, and compositional. State-level algorithms work directly on the Markov chain (i.e., at the level of the states) and do not use information from the high-level model. They are optimal, i.e., they generate the smallest possible quotient Markov chain, are restricted neither to a specific high-level formalism nor to a specific type of symmetry, and are generally much slower than the other two types.
Both model-level and compositional algorithms exploit information from the high-level model specification to generate quotient Markov chains. Neither types are optimal because, in general, the optimal lumping cannot be computed directly from the high-level model. Finally, both types address a specific (set of) formalism(s). Model-level algorithms are distinguished by the fact that they exploit a restricted type of (user-specified) symmetry while compositional algorithms apply a state-level algorithm to individual components of a compositional model.
Not all model-level algorithms can automatically find and exploit all types of symmetries (See Section 5). Therefore, the statement that the main source of lumpability in a high-level model is symmetry does not imply that modellevel algorithms make state-level algorithms obsolete, as one may argue. Table 1 shows examples of previous work on lumping algorithms for stochastic/probabilistic models, e.g., Markov chains and Markov decision processes. In addition to the classification explained above, it also categorizes them based on whether they use explicit or symbolic state-level model-level compositional explicit [1, 6, 11] [14] PEPA [5] Stochastic Automata Networks [23] Stochastic Activity Networks [15] Interactive Markov Chains symbolic [10] MTBDD-based [12] state-sharing composed models [13] Markov chains [21] PRISM models represented by matrix diagrams Table 1 . Examples of previous work on lumping algorithms in probabilistic settings representation. Fairly related to Markov chain lumping, is bisimulation minimization of non-probabilistic models. Bouali et al. [2] were the first to apply symbolic BDD-based techniques. Wimmer et al. [25] improve upon [2] by presenting a general BDD-based algorithm that computes some of the popular bisimulations.
The shaded area in Table 1 indicates where our new algorithm fits. In [10] , we presented, for the first time, a symbolic state-level algorithm for Markov chains represented as MTBDDs. It was based on the explicit state-level algorithm of [11] and it used a novel BDD-based symbolic partition representation technique mentioned in Section 4. The new algorithm given in this paper has three major differences with that of [10] : (1) Although both algorithms use the partition refinement approach, the new one uses a fixpoint iteration in which the partition is refined with respect to (w.r.t.) all blocks (simultaneously) in each iteration while the old algorithm refines the partition w.r.t. only one block in each iteration, (2) The new algorithm uses a different symbolic representation for partitions that fits nicely with the operations of the fixpoint iteration, and (3) Our experiments on various configurations of three example models show that the new algorithm is faster and less space-efficient than the old one, so they offer different time-space tradeoffs.
Our new algorithm is similar to that of [25] in that both are, at a high-level, based on fixpoint partition refinement, and they use the same partition representation technique.
Our contributions include (1) adapting the bisimulation minimization algorithm for non-probabilistic transition systems of [25] to Markov chains by appropriately modifying the computation of signatures, (2) proving that the adapted algorithm actually works correctly, (3) extending the algorithm to support arbitrary initial partitions (not considered in [1] or [25] ), and (4) providing efficient symbolic implementation of our algorithm.
Our new algorithm is (1) symbolic, and hence, it can handle much larger state spaces than explicit algorithms, (2) optimal, i.e., generates the smallest quotient Markov chain, (3) state-level, i.e., does not rely on the high-level model, and (4) faster than the efficient explicit algorithm of [11] for significantly lumpable Markov chains while not prohibitively slower in the worst case we experimented.
The rest of the paper is organized as follows: Section 2 gives an overview of CTMCs 1 (Continuous Time Markov Chains) and lumpability of CTMCs. Sections 3 and 4 put forward the new contributions of this paper. In the former, we present our fixpoint algorithm for CTMC lumping, prove its correctness, and show how our extention to arbitrary initial partitions works. The latter explains how we perform the algorithm steps symbolically and efficiently. In Section 5, we compare the efficiency of our symbolic algorithm with those of three other algorithms by applying them to several configurations of three example models. We finally conclude in Section 6.
Background
All matrices are real-valued and typeset with bold characters.
All sets are finite and typeset with roman characters. We consider a CTMC M = (S, Q) with state space S and generator matrix Q : S × S → R where Q(s, s) = − s ′ =s Q(s, s ′ ) for all s ∈ S. For a matrix A and B, B ′ ⊆ S, we define
≥0 is the transition rate matrix and D is the diagonal matrix corresponding to Q. We have R(s, ′ is a refinement of PR (or finer than PR) if every block of PR ′ is a subset of some block of PR. In that case, PR is said to be coarser than PR ′ . We denote that by PR ′ ⊑ PR. Often, the final goal of a Markov chain analysis is not the computation of the steady-state or transient probability of its states. Instead, it is the computation of high-level measures such as performance or availability. Many of those high-level measures can be computed using reward values associated with states (i.e., rate rewards) and the stationary and transient probability distributions [18] . In this paper, we do not concern ourselves with those details as they do not contribute to the main ideas of our algorithm.
Sometimes, the desired measures can be obtained from a smaller (quotient) Markov chain using less time and space. The quotient Markov chain is constructed through a partition (or equivalence relation) on the state space of the original Markov chain. For that to be possible, the original Markov chain should satisfy a set of conditions w.r.t. that partition. Following [4] , two of the most important conditions (and the types of lumping they lead to) are outlined in Definition 1. The quotient Markov chain is obtained using Theorem 1.
Definition 1 Consider a CTMC M = (S, Q), and a partition PR of S. Then, w.r.t. PR, M is 1. ordinarily lumpable iff ∀ B, B ′ ∈ PR, s,ŝ ∈ B :
Note that based on Definition 1, any CTMC (S, Q) is ordinarily (but not necessarily exactly) lumpable with respect to the partition {S} because Q(s, S) = 0 for all s ∈ S. In most CTMC analysis situations, rewards, labels, initial probabilities, etc. are associated with states of a CTMC. Those will induce a partition PR ini on the state space; all states with the same reward, label, etc. belong to the same block of the partition. What we are interested in is the coarsest refinement of PR ini with respect to which a CTMC is lumpable. That is what our algorithm computes.
Theorem 1 Let CTMC M = (S, Q) be ordinarily or exactly lumpable w.r.t. a partition PR of S. Then its quotient CTMC M = ( S, Q) is computed as follows:
Although S depends on the selected element of each block of PR, all possible quotient CTMCs will be "equivalent". For more details on the properties of ordinary and exact lumping, see [4] . The conditions for ordinary and exact lumping are so similar that an algorithm for computing the optimal lumping for one can obviously be used for the other. Thus, unless there is a nontrivial difference, we limit our discussion to ordinary lumping.
Signature-based Lumping Algorithm
In this section, we will present our new state-level lumping algorithm for ordinary and exact lumping of CTMCs by adapting the algorithm of Wimmer et al. [25] , which is based on the algorithm of Blom and Orzan [1] .
Most lumping and, in general, bisimulation minimization algorithms (e.g., [11] ) use iterative partition refinement such that in each iteration the current partition is refined w.r.t. a block retrieved from a list of potential splitters.
What distinguishes Blom and Orzan's algorithm is that, in each iteration, it refines the current partition w.r.t. all blocks simultaneously. The algorithm works by computing, in each iteration, the signature of all states w.r.t. the current partition. States are kept in the same block iff they have the same signature. The algorithm stops when it reaches a fixpoint, i.e., a partition that will not be split any further.
Note that signature-based algorithms are independent of the type of representation (i.e., explicit or symbolic) used. In fact, Blom and Orzan used their signature-based algorithm to design an explicit distributed algorithm for branching bisimulation minimization while Wimmer et al. used it to develop a symbolic algorithm.
We will follow the latter approach in this section. We present the signature-based algorithm and prove its correctness. In the next section, we will combine our signaturebased algorithm and the partition representation technique of [25] to develop an efficient symbolic algorithm for lumping CTMCs.
Partition Computation Algorithm
Our signature-based algorithm, refines an initial partition until it reaches a fixpoint. CCP (Compute Coarsest Partition) starts with the initial partition PR 0 = PR ini . In iteration i ≥ 0, it refines PR i into PR i+1 based on the signatures of the states w.r.t. PR i , i.e., all states within the same block of PR i and with the same signature are kept in the same block of PR i+1 . The algorithm iterates until a fixpoint is reached, i.e., PR k+1 = PR k for some k. The desired optimal lumping is the fixpoint (See Figure 1(a) ).
Since the signature captures the essence of the lumping conditions, only changing how the signature is computed makes the algorithm compute the optimal ordinary or exact lumping. In particular, following Definition 1, if the signature of a state is defined as the total outgoing rate from the state to each block of the partition, then optimal ordinary lumping is computed. Similarly, if the signature of a state is defined as the total incoming rate to the state from each block of the partition, then optimal exact lumping is computed.
Figure 1. Pseudocodes of all the symbolic algorithms
More formally, we have:
In the following, we use s ∼ i t as a shorthand for s ∼ PR i t. Using Eqs. (1b) and (1c), we observe that
Proof of Correctness
In the following, we formally prove that CCP terminates, and upon termination, returns the coarsest refinement of PR ini w.r.t. which M is lumpable. The proof is given for ordinary lumping and it is very similar for exact lumping; we only need to replace Q(s, B) with Q(B, s) for any block B and state s.
Lemma 1 CCP terminates after at most n = |S| iterations. Proof. By setting
Lemma 3 PR f is the coarsest refinement of PR ini w.r.t. which M is ordinarily lumpable.
Proof. Based on Lemma 2, M is lumpable w.r.t. PR f . To show that it is the coarsest one, we need to show that any arbitrary refinement PR ′ of PR ini w.r.t. which M is ordinarily lumpable is finer than PR f . We will show, by induction, that PR ′ ⊑ PR i for any i ≥ 0, and therefore,
Using the induction hypothesis, we have s ∼ j t. Since M is ordinarily lumpable w.r.t.
Theorem 2 Algorithm CCP terminates and returns the coarsest refinement of PR ini w.r.t. which M is lumpable. 
Handling Arbitrary Initial Partitions
Note that our algorithm handles an arbitrary initial partition. This is not the case for the algorithms of [1] and [25] 
there would be two cases where PR i+1 ⊑ PR i would not hold: (1) computing optimal ordinary lumping for a CTMC whose absorbing states are not all in the same block of PR ini , and (2) computing optimal exact lumping for a large class of CTMCs.
As an example, consider the exact lumping of the CTMC shown on the left side of Figure 2 in which PR 0 = PR ini = {B 0 , B 1 }, B 0 = {1, 2}, B 1 = {3, 4}, and x, y, q, z, and t are all positive values. Thus, −(2y + w) )}, and
, and
Symbolic Implementation
In this section, we present an efficient symbolic implementation of CCP. In particular, we first introduce MTBDDs, the symbolic data structure we use in this paper, and 2 In a recent correspondence with authors of [25] , we were informed that their algorithm can be extended to handle arbitrary initial partitions by running the algorithm once for each block of the initial partition. This might have efficiency implications though. describe how we use them to represent sets, matrices, partitions, and signatures. Then, we will explain how we compute SIG and SIGREFINE using efficient symbolic operations. Finally, we will present QUOTIENT, an algorithm that computes the quotient CTMC symbolically.
BDDs and MTBDDs
BDDs (Binary Decision Diagrams) [3] 
h → A where A is a finite set. We use calligraphic letters to denote the MTBDD representation of an entity, e.g., R to represent R.
Symbolic Representation of Sets BDDs can be used to represent a finite set S ⊆ {0, 1}
h such that S(s) = 1 if s ∈ S and S(s) = 0 otherwise.
Symbolic Representation of Matrices
MTBDDs are widely used to represent transition matrices of Markov chains and we follow that in this paper. A matrix B : {0, 1}
h × {0, 1} h → A where A ⊂ R can be represented using an MTBDD with 2h binary variables. h variables encode the row index (or source state for a CTMC), and the other h variables encode the column index (or destination state). Although the variable ordering can be arbitrary, we consider the interleaved ordering in which each row variable is immediately followed by its corresponding column variable. Interleaved ordering often leads to smaller MTBDDs for Markov chains that are generated from high-level models [16] . The terminals of the MTBDD represent the values of the matrix elements.
Symbolic Representation of Partitions There are three major methods in the literature used for the representation of a partition PR = {B 0 , . . . , B |PR|−1 } using BDDs:
• To use a BDD PR such that PR(s, t) = 1 iff s ∼ PR t, i.e., iff s and t are in the same block of PR [2] .
• To use k = ⌈lg |PR|⌉ BDDs PR 0 , . . . PR k−1 to represent PR such that PR j is the union of all blocks whose indices have 1 in their j th bit. This method first appeared in [10] and was used in a symbolic algorithm for optimal Markov chain lumping.
• To use an extra set of BDD variables to denote the block index. In particular, the partition is represented by a BDD PR such that PR(s, i) = 1 iff s ∈ B i . This method was first proposed in [25] , which provides a symbolic algorithm for computing various bisimulations of non-probabilistic labeled transition systems.
We will use this approach in this paper since it enables us to efficiently compute SIG and SIGREFINE in a symbolic manner.
Symbolic Representation of Signatures As we mentioned in Section 3, the signature SIG PR (s) of a state s is a set of pairs (B, r) in which B ∈ PR and r ∈ R. Adapting the method of [25] , we represent the signatures of all states of S using an MTBDD G such that G(s, k) = r iff (B k , r) ∈ SIG PR (s).
Unifying the MTBDD variables
As explained above, matrices need two sets of h ≥ ⌈lg |S|⌉ variables for their MTBDD representation, sets need h variables, and partitions need h+k variables where k ≥ ⌈lg |S|⌉ is the number of variables required to represent the block index. To implement the algorithms using CUDD [24] , the efficient (MT)BDD manipulation package that we use in this paper, we fix the sequence of MTBDD variables to represent all types of data. We propose the following sequence of variables:
in the following total order vr 1 , vc 1 , . . . , vr h , vc h , vb 1 , . . . , vb k . We denote the set of all possible row and column indices by
For matrix representation, V 1 and V 2 encode row and column indices respectively and the variables of V 3 are "don't care" because the block index is irrelevant. We use the symbol ⋆ to denote don't care variables, e.g., R(s, t, ⋆) represents the element R(s, t) for s ∈ S r and t ∈ S c . For set representation, V 1 (or resp. V 2 ) is used to encode the states and the variables of V 2 (or resp. V 1 ) and V 3 are "don't care". We call that row encoding (or resp. column encoding). For example, s ∈ S iff S(s, ⋆, ⋆) = 1 for the row encoded BDD S of S. For partition representation, we again use either V 1 (row encoding) or V 2 (column encoding) to encode the states while V 3 encodes the block index. By default, we use the row encoding for sets and partitions. Finally, for signature representation, we always use row encoding, and V 3 encodes the block index.
In the pseudocodes, we need to permute two sequences of MTBDD variables, e.g., to change the encoding of a set or partition from row encoding to column encoding and vice versa. For an arbitrary MTBDD A and two disjoint sequences of MTBDD variables V = {v i } j i=1 and
, the operation PERM(A, V, V ′ ) exchanges the order of v i and v ′ i for all i ∈ {1, . . . , j}. In a number of occasions, we will permute the variables in V 1 (or V 2 ) and V 3 . In order to make PERM well-defined, we assume that k = h. 3 Note that in our implementation, we set k = ⌈lg |S|⌉ to avoid redundant variables in the MTBDD. In that case, PERM(A, V 1 , V 3 ) is still
Computing SIG PR
Assume that a partition PR and the generator matrix Q of a CTMC are given. Signatures of states of S w.r.t. PR, represented as G PR , are computed (for ordinary lumping) as follows:
in which PR ′ (⋆, t, k) = PERM(PR(t, ⋆, k), V 1 , V 2 ). Notice how for each s and k, the appropriate elements of Q are added on the right side of the equation.
The problem with Eq. (3) for computing G is that we need to represent Q symbolically. Observe that Q will have a separate path (i.e., a path whose nodes are not shared by any other path) for each of its diagonal elements, and hence, its MTBDD size grows at least linearly with |S| and that potentially makes it extremely larger than R.
To tackle this problem, we use the transition matrix R(s, t, ⋆) and the diagonal vector D(s, ⋆, ⋆) instead of Q. Note that we are using D(s, ⋆, ⋆) instead of the diagonal matrix D(s, t, ⋆). That is because the former takes a space linear w.r.t. the number of unique diagonal values (which in most cases grows with the size of the high-level model and not |S|) while the latter would have the same problem as Q, i.e., takes a space linear w.r.t. |S|. Therefore, we rewrite Eq. (3) as follows:
The pseudocode of SIG, the function that computes G PR , is shown in Figure 1(b) . The function APPLY(⊲⊳, X , Y), provided by the CUDD package, returns an MTBDD Z such that Z(s, t, k) = X (s, t, k) ⊲⊳ Y(s, t, k) where ⊲⊳ is an arithmetic operator. For an MTBDD A, SUMC(A) returns
Note that all variables in V 2 are don't care in A ′ . SUMC is implemented symbolically using CUDD's addExistAbstract function.
Computing SIGREFINE
Assume that signatures of all states have been computed in G PR i . Now, we want to compute SIGREFINE(PR i ), namely, to generate PR i+1 , a refinement of PR i whose blocks consist of all states with the same value of G PR i .
well-defined if all variables of V 1 are don't care in A, which is the case in our uses of PERM.
We adapt the approach of [25] in which a novel symbolic algorithm, which we call COMPUTEREFINE, is designed. It takes G, the signatures of states of S, as input and constructs a partition whose blocks consist of all states with the same value of G. However, recall that we have the additional condition of s ∼ PR i t for s and t to be in the same block of PR i+1 . In Section 4.4, we propose SIG ′ PR and its corresponding MTBDD representation G
and s ∼ PR t. Therefore, we take the additional condition into consideration by calling COMPUTEREFINE with G ′ PR , instead of G PR , as its input (See Figure 1(c) ).
COMPUTEREFINE needs a specific MTBDD variable ordering in which all variables in V 1 precede all variables in V 3 in the MTBDD. The variable order we mentioned above satisfies such a requirement.
The following observation is the key to the symbolic refinement. Assume we follow the encoding of s ∈ S in the MTBDD G(s, ⋆, k) and we reach a node u s . Note that the MTBDD rooted at u s represents the signature of s, because it encodes the set of pairs of the form (block index, total outgoing or incoming rate) for s. Since the MTBDD is reduced, the path associated with the encoding of another state t ∈ S ends with u s (i.e., u t = u s ) iff t has the same signature as s. In other words, u s is the canonical representation of the signature of s. Therefore, to compute the desired partition from G, we traverse G and we replace each unique node u s by the MTBDD encoding of a unique block number terminated with leaf value 1.
The pseudocode of COMPUTEREFINE is given in Figure 1(f) . It makes the necessary initializations and then calls REFINE which then recursively constructs the MTBDD of the refined partition. computedT able acts as a cache (or more accurately, a memoization table) and stores the results of all previous completed calls. BLOCKINDEXMTBDD returns an MTBDD that encodes the block index given by blockIndex and a leaf value of 1. To have the block indices sequential, we reset the block index counter to zero each time we call COMPUTEREFINE, and increment it by one each time we get to a unique node u s . Note that in line 4 of REFINE, v ∈ V 2 always holds because the variables of V 2 are don't care in G, and therefore, are not explicitly present in the structure of G.
Modified Signature SIG

′
In the following, we propose a modified signature SIG
and s ∼ PR t. Therefore, Eq. (1c) can be rewritten as
To compute SIGREFINE(PR), we simply call
Let λ be a real number such that λ > max s∈S D(s, s). We define SIG ′ PR as follows (See Figure 1(d) 
Computing the Quotient CTMC M
In this section, we present QUOTIENT, an algorithm for the symbolic computation of R, the transition matrix of the quotient CTMC M . It uses indices of blocks of PR to encode row and column indices in R.
QUOTIENT's pseudocode for ordinary lumping is shown in Figure 1 (e) and we assume that PR is represented using row encoding. It first computes the total rate from each state to each block (line 2). It then replaces each of the blocks with its index (line 3) and each of the states with the index of their containing blocks (line 4). That is, for all s, t, and 0 ≤ s, t < n, we have R ′ (s, t, ⋆) = R(s, B t ). The following is the rewriting of QUOTIENT as an equation:
Notice the use of max s∈Sr in Eq.(4) (and MAXR in line 4). Strictly speaking, it is not necessary to look for the maximum, as all nonzero values are the same. One could replace max (and MAXR) by a function that picks any nonzero value (or zero if there is none). But that does not lead to a more efficient QUOTIENT.
Experimental Study
It is often very difficult (if not impossible) to give tight theoretical bounds for the time and space complexity of symbolic algorithms. Therefore, in order to measure the efficiency of symbolic algorithms, they are usually implemented and their performance is experimentally evaluated using a number of typical inputs. In this section, we first mention a number of Markov models from which we derive our input CTMCs. Using those inputs, we then compare the performance of our state-level signature-based symbolic algorithm (which we denote by SSA) with the state-level symbolic algorithm (SA) of [10] , the state-level explicit algorithm (EA) of [11] 4 , and the model-level symbolic algorithm (KSA) of Kwiatkowska et al. [21] . KSA is an MTBDD-based algorithm that exploits symmetry among identical components of a model. The performance factors that we evaluate are the time and space requirements of the algorithms and the size of the quotient CTMCs that they generate.
Our experiments on various configurations of three example models with different levels of lumpability show that our algorithm (1) handles significantly larger state spaces than EA, (2) outperforms EA for significantly lumpable Markov chains, (3) outperforms SA in terms of running time while it has higher space requirement than SA for most of the configurations, and (4) while slower than KSA by a few orders of magnitude, it generates quotient CTMCs that are, in some configurations, several orders of magnitude smaller.
Implementation and Example Models
Our implementation is based on the CUDD package [24] . To generate both the MTBDD and sparse representations of the input CTMCs, we use the probabilistic model checking tool PRISM [17] . Models are represented using a simple and fairly powerful textual language in PRISM. All the code involved in the experiments was compiled using gcc 3.4.4. All experiments were conducted on a Pentium 4 2.66 GHz CPU with 1 GB of RAM running Linux.
We consider three example models from the literature to study the performance of the algorithms: A fault-tolerant parallel computer system (FPCS) [22] , a peer-to-peer (P2P) protocol based on BitTorrent (studied in [21] ), and a cyclic server polling system [19] . For the first model, we converted the SAN (Stochastic Activity Network) specification to the PRISM specification. We got the PRISM specifications of the other two models from http://www.cs.
bham.ac.uk/˜dxp/prism/casestudies/index.php.
The first two models have two parameters N 1 and N 2 . For FPCS, they denote the number of computers in the system and the number of memory modules in each computer, respectively. For P2P, they represent the number of clients and the number of blocks of the file to be transmitted, respectively. The third model has only one parameter and that is the number of servers. For all experiments, we have performed ordinary lumping. Table 2 shows the results of running SSA, SA, EA, and KSA on the example models. Column n gives the state space size of the input CTMC. Since SSA, SA, and EA are all optimal algorithms they generate the smallest quotient CTMC whose size is denoted by n in the table while n KSA denotes the size of the quotient CTMC generated by KSA. Column η gives the number of MTBDD nodes of the input CTMC. Column η X , where X ∈ {SSA, SA, KSA}, gives the number of MTBDD nodes of the quotient CTMC generated by algorithm X. PR SSA and PR SA are the number of MTBDD nodes of the partition representations used by SSA and SA, respectively. The next two columns show the peak number of live nodes (of all MTBDDs used in the implementation) of SSA and SA. Although those numbers do not account for the amount of memory assigned to cache and unique tables, they are still considered a fair indication of the memory usage of the algorithm. The total running time of the algorithms, i.e., partition and quotient computations, for each of the algorithms are given in the last four columns. ML (Memory Limit) or TL (Time Limit) means that the corresponding data is not available because the algorithm ran out of memory or its running time exceeded 2 days (≈ 1.7 × 10 5 seconds), respectively. First of all, the table shows that FPCS and P2P models are extremely lumpable while the Polling model is not.
Results
Note that although the quotient CTMCs generated by SSA and SA are equivalent, we have η SSA = η SA . That is because SSA and SA assign block indices differently and that leads to different MTBDD representations of the quotient CTMC. Otherwise, they would be equal.
It has been observed (e.g., see [16] ) that lumping often increases the size of the MTBDD representation, i.e., η < η. The argument is that the structure regularity of the MTBDD of the quotient Markov chain is lost. Our results shows that for FPCS, we have η < η SSA < η SA , for Polling we have Table 2 . Performance comparison of different symbolic and explicit algorithms η SSA < η, and for P2P, we have η SSA , η SA ≪ η ≪ η KSA . It seems that the truth of the observation depends not only on the model under study but also on the lumping algorithm used.
We also observe that SSA is space-intensive and SA is time-intensive, in general. SSA is consistently much faster than SA; 3 to 52 times faster. However, there is a less clear relationship between their space requirements. For FPCS and Polling, SSA takes between 7 to 18 times more memory while for P2P, SA's space requirement only slightly exceeds that of SSA, i.e., by a factor of 1.07 to 1.62. Note that we could not get results for Polling with N 1 = 18 with either algorithm; due to space limitation for SSA and due to time limitation for SA.
On the partition representation size there does not seem to be a definite winner. For all except one configuration of FPCS and Polling models, the MTBDD of SSA's partition has more nodes than that of SA's partition by a factor of 1.4 to 2.3. However, for the P2P model, the latter is 3.6 to 9 times larger.
A dark cell means that the available implementation of KSA does not support any type of symmetries present in the model; FPCS contains hierarchical symmetries, i.e., symmetrical components used within other symmetrical components, and Polling exhibits cyclical symmetry. 5 In general, n KSA = n since KSA is not optimal, and therefore, may not generate the smallest quotient for all inputs. We observe that (1) KSA is up to 3 orders of magnitude faster than SSA because it extracts symmetry information from the high-level specification of the model, 5 To the best of our knowledge, the theory and implementation of KSA are extendible to hierarchical symmetries in a straightforward manner (similar to [12] ). However, that is not the case for cyclical symmetries.
(2) n is (sometimes, several) orders of magnitude smaller than n KA because both SSA and SA are optimal, (3) both SSA and SA may lead to a much smaller MTBDD representation ( η KSA ≫ η SSA , η SA ) as for all instances of P2P model we tried. Obviously, (2) holds for all models that are lumpable due to symmetries other than those exploited by KSA. For models that have only symmetries exploitable by KSA, KSA is obviously preferred to SSA and SA because it would generate the same quotient Markov chain extremely faster.
Finally, we observe that not only SSA can handle extremely larger CTMCs than EA (see P2P configurations), it is also faster than EA for FPCS and P2P models. We expect that this is the case for all significantly lumpable CTMCs. For the P2P model, the speed advantage over EA would grow quickly if memory was not a bottleneck for SA because EA's running time increases at least linearly with the number of transitions of the CTMC while SSA's running time is growing much more slowly.
However, for models that are not significantly lumpable (or not lumpable at all), such as the Polling model, EA is still more efficient. One important reason is that the number of nodes of the partition representation for such models is large relative to their state space size, and that makes all symbolic operations more expensive. The size of the MTBDD representation of a partition grows at least linearly with the number of blocks of the partition.
Conclusion and Future Work
In this paper, we developed an efficient symbolic statelevel lumping algorithm for Markov chains using the symbolic partition representation data structure of [25] and adapting their algorithms. Our algorithm is iterative and signature-based, meaning that in each iteration it refines all blocks of the current partition based on the signature computed for each state with respect to that partition. We showed how our adaptation supports arbitrary initial partitions, e.g., induced by state rewards, labels, etc.
Our experiments showed that our new symbolic algorithm is faster than our recent symbolic algorithm in [10] but more space-intensive, in general. It is also faster than an efficient explicit algorithm for significantly lumpable CTMCs and not prohibitively slower for other CTMCs. Comparing the algorithm to Kwiatkowska's symbolic model-level algorithm, we observed that although the former is a few orders of magnitude slower, it generates quotient CTMCs that are several orders of magnitude smaller if the underlying CTMC has symmetries other than those exploited by Kwiatkowska's algorithm.
Although there seemed to be no clear winner in terms of space requirement between SSA's and SA's partition representations, we suspect that different assignments of block indices in the two representations hampered a fair comparison. Along with Ralf Wimmer and Holger Hermanns, we are currently carrying out a precise investigation of the timespace trade-off of the two representations.
