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THE BLANCHFIELD PAIRING OF COLORED LINKS
ANTHONY CONWAY, STEFAN FRIEDL, AND ENRICO TOFFOLI
Abstract. It is well known that the Blanchfield pairing of a knot can be expressed using
Seifert matrices. In this paper, we compute the Blanchfield pairing of a colored link with
non-zero Alexander polynomial. More precisely, we show that the Blanchfield pairing of such
a link can be written in terms of generalized Seifert matrices which arise from the use of
C-complexes.
1. Introduction
In the early days of knot theory, most invariants were extracted from the Alexander module
H1(XK ;Z[t±1]) of a knot K ⊂ S3. (Here, given a knot K, we denote by XK = S3 \ νK its
exterior.) In 1957, Blanchfield [2] showed that the Alexander module supports a non-singular
pairing
Bl(K) : H1(XK ;Z[t±1])×H1(XK ;Z[t±1]) → Q(t)/Z[t±1]
which is sesquilinear (i.e. linear over Z[t±1] in the first variable and conjugate-linear over Z[t±1]
in the second variable) and hermitian. The Blanchfield pairing can be expressed in terms of
a Seifert matrix of K, see [9, 12, 14].
Theorem 1.1. If K is a knot and if A is a Seifert matrix for K of size 2g, then the Blanchfield
pairing of K is isometric to the pairing
Z[t±1]2g/(tA−AT )Z[t±1]2g × Z[t±1]2g/(tA−AT )Z[t±1]2g → Q(t)/Z[t±1]
(a, b) 7→ aT (t− 1)(A− tAT )−1b.
Our goal is to extend Theorem 1.1 to links. In this paper, a µ-colored link is an oriented
link L in S3 whose components are partitioned into µ sublinks L1 ∪ · · · ∪ Lµ. Throughout
the text, we denote by XL = S
3 \ νL the exterior of the link. Furthermore, we write ΛS :=
Z[t±11 , . . . , t±1µ , (1−t1)−1, . . . , (1−tµ)−1] for the localization of the ring of Laurent polynomials,
and we denote byQ = Q(t1, . . . , tµ) the quotient field of ΛS . Using this setting, the Blanchfield
pairing for knots generalizes to a sesquilinear pairing
Bl(L) : TH1(XL; ΛS)× TH1(XL; ΛS) → Q/ΛS
on the ΛS-torsion submodule TH1(XL; ΛS) of the Alexander module H1(XL; ΛS) of L. We
refer to Section 2.4 for details. For knots, we recover the Blanchfield pairing from above.
(Here we use that in any knot module multiplication by t − 1 is an isomorphism, i.e. the
Alexander module over ΛS = Z[t±1, (1 − t)−1] is the same as the Alexander module over
Z[t±1], see e.g. [14] for details.)
In order to extend Theorem 1.1 from knots to colored links, we shall make use of C-
complexes and generalized Seifert matrices for colored links [3, 4, 8]. Roughly speaking, a
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C-complex for a µ-colored link L consists in a collection of Seifert surfaces S1, . . . , Sµ for
the sublinks L1, . . . , Lµ that intersect only along clasps. Given such a C-complex and a
sequence ε = (ε1, ε2, . . . , εµ) of ±1’s, there are 2µ generalized Seifert matrices Aε which
extend the usual Seifert matrix (see Subsection 2.1 for the details). We set
H(t) =
∑
ε
µ∏
i=1
(1− tεii )Aε,
where the sum is on all sequences ε = (ε1, ε2, . . . , εµ) of ±1’s. For example, if L is a 1-colored
link (i.e. an oriented link), then
H(t) = (1− t)AT + (1− t−1)A,
where A denotes the usual Seifert matrix as defined in [18]. Finally, we shall call a C-complex
S totally connected if each Si is connected and Si ∩ Sj 6= ∅ for all i 6= j.
Our main theorem reads as follows:
Theorem 1.2. Let L be a µ-colored link. Consider a totally connected C-complex for L and
let Aε be the resulting n×n-generalized Seifert matrices. Define H(t) as above. If H1(XL; ΛS)
is ΛS-torsion, then the Blanchfield pairing Bl(L) is isometric to the pairing
ΛnS/H(t)
TΛnS × ΛnS/H(t)TΛnS → Q/ΛS
(a, b) 7→ −aTH(t)−1b.
(Here H(t)−1 is the inverse of H(t) over Q.)
As the matrix H(t) is hermitian, Theorem 1.2 provides a proof that the Blanchfield pairing
Bl(L) is hermitian. To the best of our knowledge, in the case of links, the only other proof
of this fact was recently given by Powell [17]. Moreover, we know of no computation of the
Blanchfield form for links which are not (homology) boundary links [5, 10].
The main technical ingredient in the proof of Theorem 1.2 is the following result, which
might be of independent interest.
Theorem 1.3. Let L be a colored link, let S be a C-complex for L and let W be the exterior
of a push-in of the C-complex into the 4-ball D4. Let H(t) be the n × n-matrix described
above. Then the intersection pairing on H2(W ; ΛS) is represented by the matrix H(t).
The statement of Theorem 1.3 is well-known for knots, see e.g. [6, Proof of Lemma 5.4]
and [13, Theorem 3]. Note also that a similar statement appears in [15, Proof of Proposition 1],
but there the author obtains the matrix H(t)T instead of H(t), which we think is slightly
incorrect. See also [4, Proposition 6.5] for a similar statement involving finite abelian covers
branched along a C-complex.
The paper is organized as follows. In Section 2, we recall the definitions of generalized
Seifert matrices, twisted homology, intersection forms and Blanchfield pairings. In Section 3
and 4, we consider the exterior of the “push-in of a C-complex” in the 4-ball and its twisted
intersection form. Finally in Section 5, we prove Theorem 1.2 and show that for knots it
recovers Theorem 1.1.
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Notation and conventions. We denote by p 7→ p the usual involution on Q(t1, . . . , tµ)
induced by ti = t
−1
i . Furthermore, given a subring R of Q(t1, . . . , tµ) closed under the
involution, and given an R-module M , we denote by M the R-module that has the same
underlying additive group as M , but for which the action by R on M is precomposed with
the involution on R. Finally, given any ring R, we think of elements in Rn as column vectors.
Acknowledgments. The first author thanks Indiana University for its hospitality and was
supported by the NCCR SwissMap and a Doc.Mobility fellowship, both funded by the Swiss
FNS. The second author was supported by the SFB 1085 “Higher invariants”, funded by
the Deutsche Forschungsgemeinschaft (DFG). The third author was supported by the GK
“Curvature, Cycles and Cohomology”, also funded by the Deutsche Forschungsgemeinschaft
(DFG).
2. Topological preliminaries
In this section, we review the necessary preliminaries needed for the proof of Theorem
1.2. In Subsection 2.1, following closely [4], we recall the definition of C-complexes and
generalized Seifert matrices. In Subsections 2.2 and 2.3, we recall the definition of twisted
homology modules and intersections forms. Finally, Subsection 2.4 deals with the Blanchfield
pairing.
2.1. C-complexes and generalized Seifert matrices. A µ-colored link is an oriented link
L in S3 whose components are partitioned into µ sublinks L1 ∪ · · · ∪Lµ. A C-complex [8] for
a µ-colored link L is a union S = S1 ∪ · · · ∪ Sµ of surfaces in S3 such that:
(1) for all i, Si is a Seifert surface for the sublink of L of color i;
(2) for all i 6= j, Si ∩ Sj is either empty or a union of clasps (see Figure 1);
(3) for all i, j, k pairwise distinct, Si ∩ Sj ∩ Sk is empty.
In the case µ = 1, a C-complex for L is nothing but a Seifert surface for the link L, while
the existence of a C-complex for an arbitrary colored link was established in [3, Lemma 1].
Given a sequence ε = (ε1, . . . , εµ) of ±1’s, let iε : H1(S) → H1(S3 \ S) be defined as follows.
α
Si
Sj
Figure 1. A clasp intersection crossed by a 1-cycle x.
Any homology class in x ∈ H1(S) can be represented by an oriented cycle α which behaves as
illustrated in Figure 1 whenever crossing a clasp. Then, define iε(x) as the class of a 1-cycle
obtained by pushing α in the εi-normal direction off Si for i = 1, . . . , µ. Finally, consider the
bilinear form
H1(S)×H1(S)→ Z, (x, y) 7→ lk(iε(x), y) ,
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where lk denotes the linking number. Fixing a basis of H1(S), the resulting matrices A
ε are
called generalized Seifert matrices of L. As in the introduction, we set
H(t) =
∑
ε
µ∏
i=1
(1− tεii )Aε,
where the sum is on all sequences ε = (ε1, ε2, . . . , εµ) of ±1’s. Since A−ε = (Aε)T , H(t) is a
hermitian matrix with respect to the involution ti 7→ t−1i . Evaluating H(t) at some ω ∈ (S1)µ
yields a hermitian matrix H(ω) with complex coefficients, but note that this is the complex
conjugate of the matrix with the same name in [4, Section 2.2].
We conclude this subsection by introducing some terminology.
Definition. A curve on a C-complex S is called nice if the following conditions are satisfied:
(1) it has no self-intersections,
(2) the restriction to each component Si is an embedding,
(3) it intersects each clasp at most once,
(4) when it intersects a clasp, then it looks locally like in Figure 1.
Lemma 2.1. There exists a basis of H1(S) for which each element is represented by a nice
curve.
Proof. Up to homotopy equivalence, S can be constructed by taking the disjoint union of the
surfaces Si and adding an arc connecting Si with Sj for each clasp. Contracting every surface
to a point produces a graph Γ with µ vertices V1, . . . , Vµ and one edge for each clasp. This
construction yields the short exact sequence
0 →
µ⊕
i=1
H1(Si) → H1(S) pi−→ H1(Γ) → 0,
where the non-trivial maps are respectively induced by the inclusions of the disjoint Si’s into
S, and the projection to the quotient. The surjectivity of pi is immediate since any embedding
of Γ into S produces a right inverse.
It is clear that each H1(Si) admits a basis given by embedded curves that do not intersect
any of the clasps. Thus it remains to find nice curves on S whose images under pi form a
basis for H1(Γ). Next, we say that a path on Γ is simple if it intersects each vertex and each
edge at most once. Consequently, the lemma will follow from the following two assertions:
(1) H1(Γ) admits a basis consisting of simple closed curves,
(2) given any simple closed curve γ on Γ, there exists a nice curve s on S with pi(s) = γ.
The first statement is of course well-known. For the reader’s convenience we sketch the
argument. Let T be a maximal tree in Γ and let e1, . . . , ek be the edges in Γ \ T . We can
connect the end points of each ei by a simple path pi in the tree T . Now, for i = 1, . . . , k, the
curves γi = ei ∪ pi are simple and represent a basis for H1(Γ).
In order to prove the second assertion, observe that each vertex Vi crossed by a simple
closed curve γ is both the initial point of a unique edge crossed by γ and the terminal point
of a unique edge crossed by γ. Next, we pick an embedded curve γi on the corresponding
surface Si connecting the end points of the two clasps. Finally, we define s as the curve on S
which is given by the union of the following paths:
(1) for each edge crossed by γ, we take the corresponding clasp,
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(2) for each vertex Vi crossed by γ, we take the simple closed curve γi on Si.
Since s is clearly nice and satisfies pi(s) = γ, this concludes the proof. 
2.2. Twisted homology and cohomology groups. LetX be a CW complex, let ϕ : pi1(X)→
Zµ be an epimorphism, and denote by p : X˜ → X the regular cover of X corresponding to the
kernel of ϕ. Given a subspace Y ⊂ X, we shall write Y˜ = p−1(Y ), and view C∗(X˜, Y˜ ) as a
chain-complex of free left modules over the ring Λ = Z[t±11 , . . . , t±1µ ]. (The ring Λ is of course
commutative, so any left-module is also a right-module, nonetheless it is quite helpful to keep
in mind the “natural” module structures which would also work over non-commutative rings.)
Given a commutative ring R and a (R,Λ)-bimodule M , consider the chain complexes
C∗(X,Y ;M) = M ⊗Λ C∗(X˜, Y˜ )
C∗(X,Y ;M) = HomΛ
(
C∗
(
X˜, Y˜
)
,M
)
of leftR-modules and denote the corresponding homologyR-modules byH∗(X,Y ;M) andH∗(X,Y ;M).
In particular, one can use the canonical isomorphism of Λ⊗Λ C∗(X˜, Y˜ ) with C∗(X˜, Y˜ ) to re-
cover the homology of the covering space:
H∗(X,Y ; Λ) ∼= H∗(X˜, Y˜ ;Z).
Since localizations are flat, we obtain that H∗(X,Y ; ΛS) = H∗(X,Y ; Λ) ⊗Λ ΛS . For later
use, let us fix some additional notation. Sending a cocycle f ∈ HomΛ
(
C∗(X˜, Y˜ ), Q/ΛS
)
to the ΛS-linear map defined by σ ⊗ p 7→ f(σ) · p yields a well-defined isomorphism of left
ΛS-modules
κ : H i(X,Y ;Q/ΛS) → Hi
(
HomΛS
(
C∗(X,Y ; ΛS), Q/ΛS
))
.
We also consider the evaluation map
ev: Hi
(
HomΛS (C∗(X,Y ; ΛS), Q/ΛS)
)
→ HomΛS (Hi(C∗(X,Y ; ΛS)), Q/ΛS).
The composition ev ◦ κ will allow us to pass from cohomology to the dual of a homology
module. Finally, the following well-known lemma motivates our use of ΛS-coefficients:
Lemma 2.2. Let X be a CW-complex, and let ϕ : pi1(X × S1)→ Zµ be a homomorphism.
(1) If the composition pi1(S
1) → pi1(X × S1) ϕ−→ Zµ sends a generator of pi1(S1) to a
non-trivial element z of Zµ, then the chain complex C∗(X × S1;Z[Zµ][(z − 1)−1]) is
acyclic.
(2) If z is a non-trivial element in the image of ϕ, then H0(X;Z[Z
µ][(z − 1)−1]) = 0.
Proof. A proof of the first statement can be found in [16, Example 2.7]), while a proof of the
second statement follows from the standard calculation of 0-th twisted homology group, see
e.g. [11, Chapter VI.3]. 
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2.3. Intersection forms. Given a compact oriented n-manifoldX, a homomorphism ϕ : pi1(X)→
Zµ and a (ΛS ,Λ)-bimodule M , Poincare´ duality defines isomorphisms of ΛS-modules
Hi(X, ∂X;M) ∼= Hn−i(X;M),
Hi(X;M) ∼= Hn−i(X, ∂X;M).
We now consider the following sequence of ΛS-homomorphisms
Θ: Hi(X;M)→Hi(X, ∂W ;M) PD−−→ Hn−i(X;M) ev ◦κ−−−→ HomΛS (Hn−i(X;M),ΛS).
Here the first map is induced by the inclusion, the second is Poincare´ duality, and the last
was described in Subsection 2.2. Assuming X is 4-dimensional, the intersection form on
H2(X;M) is defined as λ(x, y) = Θ(y)(x). More explicitly, if M = ΛS and if a, b are elements
of H2(X;M), then the twisted intersection form is given by
λ(a, b) =
∑
g∈Zµ
s(a, tg b) tg ∈ ΛS ,
where s denotes the ordinary intersection number on X˜. Notice that λ is hermitian and
sesquilinear over ΛS , in the sense that λ(a, b) = λ(b, a) and λ(pa, qb) = pλ(a, b)q for any a, b ∈
H2(X;M) and p, q ∈ ΛS .
2.4. The Blanchfield pairing of a colored link. Let L = L1 ∪ · · · ∪ Lµ be a colored link
and let XL denote its exterior. Identifying Zµ with the free abelian group on t1, . . . , tµ and
precomposing the epimorphism H1(XL) → Zµ, γ 7→ tlk(γ,L1)1 · · · tlk(γ,Lµ)µ with abelianization
gives rise to the Alexander module H1(XL; ΛS) of L. Assume that H1(XL; ΛS) is torsion
over ΛS , and denote by Ω the following composition of ΛS-homomorphisms:
H1(XL; ΛS)
∼=−→ H1(XL, ∂XL; ΛS) PD−−→ H2(XL; ΛS) BS
−1−−−→ H1(XL;Q/ΛS)
ev◦κ−−−→ HomΛS (H1(XL; ΛS), Q/ΛS),
where PD is Poincare´ duality and BS−1 is the inverse of the Bockstein homomorphism arising
from the short exact sequence
0→ ΛS → Q→ Q/ΛS → 0
of coefficients. It is a consequence of Lemma 2.2 and the long exact sequence of the homology
modules of the pair (XL, ∂XL) with ΛS-coefficients that the first homomorphism is an iso-
morphism. The second map is evidently an isomorphism. The third map is an isomorphism
since we assume that H1(XL; ΛS) is torsion which implies by Poincare´ duality and an Euler
characteristic argument that H1(XL;Q) = H
2(XL;Q) = 0. Finally, the last map is also an
isomorphism. This follows from the Universal Coefficient Spectral Sequence [14, Theorem 2.3]
and the fact, see Lemma 2.2 (2), that H0(XL; ΛS) = 0.
Definition. The Blanchfield pairing of a colored link L with torsion Alexander module is the
pairing
Bl(L) : H1(XL; ΛS)×H1(XL; ΛS)→ Q/ΛS
defined by Bl(L)(a, b) = Ω(b)(a).
It follows from the definitions that the Blanchfield pairing is sesquilinear over ΛS , in the
sense that Bl(L)(pa, qb) = pBl(L)(a, b)q for any a, b ∈ H1(XL; ΛS) and p, q ∈ ΛS . Further-
more, the above discussion shows that this pairing is non-singular.
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3. Pushed-in C-complexes
In this section, we define the notion of a “pushed-in C-complex” in the 4-ball D4, study
its exterior (Subsection 3.1) and compute its fundamental group (Subsection 3.2). Note that
our approach differs slightly from the existing literature [4, 7]: instead of only pushing in the
interiors of the Seifert surfaces, we also push in radially the corresponding sublinks. Moreover
the different Seifert surfaces end up at different depths of the 4-ball.
3.1. The complement of a pushed-in C-complex. Let S = S1∪ · · · ∪Sµ be a C-complex
for a µ-colored link L and view S3 as the boundary of D4. For i = 1, . . . , µ, we pick a
tubular neighborhood Si × [−2, 2] of Si in S3. Furthermore for each i, we fix two surfaces
with boundary S′i, S
′′
i such that S
′
i ⊂ Si ⊂ S′′i , the complement S′′i \ int(S′i) is a union of small
annuli around Li = ∂Si, and the respective unions S
′ and S′′ form C-complexes for links
isotopic to L. Let us fix once and for all an embedding of S3× [0, µ] in D4 such that S3×{0}
agrees with S3 = ∂D4. In order to prevent the different tubular neighborhoods from getting
mixed up, we denote the image of (p, t) under this map by p ? t. For i = 1, . . . , µ, we write
Fi := Li ?
[
0, i− 1
4
] ∪Li?{i− 14} Si ? {i− 14}
and refer to F := F1 ∪ · · · ∪Fµ as the push-in of S. In other words, F is obtained by pushing
each sublink Li radially (at a different depth) into the 4-ball and then capping it off with Si.
Observe that the Fi intersect pairwise in double points and consequently F has boundary L
(in the sense of [4, Section 6]). Since our goal is to study the exterior of F in D4, we define
νF :=
µ⋃
i=1
(
(int(S′′i ) \ S′i)× (−1, 1) ? [0, i) ∪ Si × (−1, 1) ? (i− 12 , i)
)
,
and WF := D
4 \ νF. In order to compute the homology of WF , we shall now decompose the
latter space into more manageable pieces. First of all, denote by
B := D4 \
(
µ⋃
i=1
int(S′′i )× (−1, 1) ? [0, i)
)
the complement of the whole trace of the push-in and observe that B is homeomorphic to a
4-ball. In order to recover WF from B, we first set
Yi := S
′
i \
(⋃
j 6=i
int(S′′j )× (−2, 2)
)
? [0, i−1] ∪ S′i \
(
µ⋃
j=i+1
int(S′′j )× (−2, 2)
)
? [i−1, i− 1
2
]
for i = 1, . . . , µ. Observe that Yi is a closed subset of S
′
i ? [0, i − 12 ] which is homotopy
equivalent to Si. Moreover, making use of the neighborhoods of the Si in S
3, it makes sense
to consider the closed sets Yi × [−1, 1] ⊆ D4. In the definition of the Yi’s, we removed large
enough neighborhoods of the clasps in order to make these sets disjoint. It remains to add
the clasp parts. For i < j, we define the space
Xij := (S
′
i ∩ S′j) ? [0, i− 12 ]
which consists in a disjoint union
⊔
Xkij of contractible spaces, one for each clasp between
Si and Sj . Using the slightly larger neighborhoods of Si and Sj in S
3, we consider the
cross-shaped subset of [−2, 2]× [−2, 2] given by
K := [−1, 1]× [−2, 2] ∪ [−2, 2]× [−1, 1].
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This way, the space WF decomposes as B ∪ Z, where
Z :=
µ⊔
i=1
Yi × [−1, 1] ∪
⊔
i<j
Xij ×K.
Observe that for each nice curve α in S (recall Definition 2.1), the push-offs iε([α]) described
in Section 2.1 can be represented by curves αε which are embedded in the intersection of S3
with
⋃µ
i=1 Yi × {±1} ⊆ ∂B.
3.2. The fundamental group of WF . Given a C-complex S, denote by J the subset of
{1, . . . , µ}2 consisting of pairs (i, j) for which i < j and there exists at least one clasp between
the surfaces Si and Sj .
Proposition 3.1. The fundamental group of WF admits the presentation
〈a1, . . . , aµ | [ai, aj ] = e for all (i, j) ∈ J〉.
Proof. Recall from Subsection 3.1 that WF = B ∪ Z, where B is contractible and Z =⊔µ
i=1 Yi× [−1, 1] ∪
⊔
i<j Xij ×K. Observe that gluing Y1× [−1, 1] to B is homotopically the
same as identifying Y1 × {−1} with Y1 × {1} so that
pi1(B ∪ (Y1 × [−1, 1])) ∼= 〈a1 | a1 · 1 · a−11 = 1〉 = 〈a1〉.
Gluing successively Y2 × [−1, 1], . . . , Yµ × [−1, 1] and repeating the argument adds one new
generator ai for each i. As each inclusion induced map pi1(Yi × {±1}) → pi1(Yi × [−1, 1])
factors through the trivial group pi1(B), no relations are added and thus
pi1
(
B ∪
µ⊔
i=1
Yi × [−1, 1]
)
∼= 〈a1, . . . , aµ〉.
In order to recover WF , it remains to glue back in the contractible “clasp parts” X
k
ij × K
(recall that Xij =
⊔
kX
k
ij), which are only non-empty when (i, j) ∈ J . Note that Xkij × K
and B∪⊔µi=1 Yi× [−1, 1] intersect in P := Xkij×∂K which is homotopy equivalent to a circle.
Moreover, under the inclusion map of P into B∪⊔µi=1 Yi× [−1, 1], a generator of pi1(P ) is sent
(up to inversion) to a commutator of the form [ai, aj ]. Hence, by Van Kampen’s theorem,
one gets
pi1
(
B ∪
µ⊔
i=1
Yi × [−1, 1] ∪ (Xkij ×K)
)
∼= 〈a1, . . . , aµ | [ai, aj ]〉.
Repeating the process for each Xkij immediately yields the proposition. 
Let p : WF → WF be the cover of WF corresponding to the kernel of the abelianization
map pi1(WF )→ H1(WF ) (see Figure 3 for a schematic picture). Recall from the introduction
that a C-complex S is totally connected if each Si is connected and Si ∩ Sj 6= ∅ for all i 6= j.
Proposition 3.1 implies both that the deck transformation group of WF is free abelian of rank
µ and the following result.
Corollary 3.2. If the C-complex S is totally connected, then H1(WF ; ΛS) vanishes.
Proof. If each pair of surfaces in S is joined by at least one clasp, then it follows from Proposi-
tion 3.1 that pi1(WF ) is the free-abelian group on t1, . . . , tµ. This implies that H1(WF ; Λ) = 0,
which by flatness of ΛS also implies that H1(WF ; ΛS) = 0. 
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4. The twisted intersection forms of C-complex exteriors in the 4-ball.
In this section, we describe an explicit isomorphism H1(S)⊗ΛS → H2(WF ; ΛS) (Subsection
4.1) and compute the corresponding intersection form (Subsection 4.2).
4.1. A geometric basis for H2(WF ; ΛS). The goal of this subsection is to provide a con-
venient basis for the ΛS-module H2(WF ; ΛS). In order to state the main result, we briefly
introduce some notation. Given an arbitrary lift B of B to WF and a nice curve α on S, lift
each push-off αε to B, and call it αε ⊂ B. Also, set
sgn ε :=
µ∏
i=1
εi ∈ {±1}, 1 := (1, . . . , 1) ∈ Zµ,
and notice that the following equality holds:
(1)
∑
ε
sgn ε t
1+ε
2 =
µ∏
i=1
(ti − 1).
Next, using Lemma 2.1, we fix once and for all a basis B for H1(S) so that each element of
B is represented by a nice curve, resulting in a set B of representatives. The remainder of
this subsection will be devoted to the proof of the following result.
Theorem 4.1. For each nice curve α on S, there is a closed surface Φα embedded in WF ,
which intersects p−1(B ∩ Z) in the curve ∑ε sgn(ε)t1+ε2 αε. The map
Φ: H1(S)⊗ ΛS → H2(WF ; ΛS)
defined on the elements of B as [α]⊗ 1 7→ [Φα] is an isomorphism of ΛS-modules.
4.1.1. The construction of the surfaces Φα. Given a nice cycle α ⊂ S, there is a Seifert surface
for each αε (viewed as an oriented knot) in ∂B ∼= S3. Pushing the interior of these surfaces
inside B provides properly embedded surfaces Sεα in B whose boundary is α
ε. Lifting these
surfaces to WF as subsets S
ε
α of the fixed lift B of B, one has
∂(t
1+ε
2 S
ε
α) = t
1+ε
2 αε.
In order to build a closed surface from all of these disjoint t
1+ε
2 S
ε
α, decompose α as
(2) α =
(
µ⋃
i=1
αi
)
∪
(⋃
i<j
c(i,j)⋃
k=1
αkij
)
,
where αi is the (possibly empty) subset of α which lies in Si \
⋃
j 6=i Sj and α
k
ij is the (possibly
empty) subset of α corresponding to the clasp indexed by the triple (i, j, k). One can perform
analogous decompositions for each push-off αε yielding segments αεi and α
k,ε
ij . Given two
sequences ε, ε′ which differ only at the index j, say with εj = −1 and ε′j = +1, connect the
two surfaces t
1+ε
2 S
ε
α and −t
1+ε′
2 S
ε′
α by adding a cylinder t
1+ε
2 αj × [−1, 1] ⊆ p−1(Yj × [−1, 1]).
Repeating this process for all ε, ε′ as above, we can now set
Sα :=
⋃
ε
(
sgn(ε)t
1+ε
2 S
ε
α ∪
⋃
{j | εj=−1}
sgn(ε)t
1+ε
2 αj × [−1, 1]
)
,
where the sign sgn(ε) = ε1 · · · εµ is added for the orientations to be consistent. We see from
its construction that Sα is a surface whose boundary lies in the boundary of the union of
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(lifts of) the topological 4-balls Xkij ×K. Consequently, one can find a surface Sclasp whose
components lie in those 4-balls and such that ∂Sclaspα = −∂Sα. We can hence define a closed
surface
Φα := Sα ∪∂ Sclaspα .
Using our set B of nice representatives for the basisB of H1(S), we can now define a ΛS-linear
map
Φ: H1(S)⊗ ΛS → H2(WF ; ΛS)
by [α]⊗ 1 7→ [Φα] for α ∈ B. From the construction of Φ, we get the following formula.
Proposition 4.2. Let ∂ : H2(WF ; ΛS)→ H1(B ∩Z; ΛS) be the boundary map in the Mayer-
Vietoris sequence of WF = B ∪ Z. Then
(3) ∂Φ([α]⊗ 1) =
∑
ε
sgn(ε)t
1+ε
2 [αε]
for each nice cycle α.
Our goal is now to prove that Φ is an isomorphism.
4.1.2. Reducing the problem to a commutativity statement. Recall from Subsection 3.1 that
we decomposed WF into B ∪ Z, where Z :=
⊔µ
i=1 Yi × [−1, 1] ∪
⊔
i<j Xij ×K. We now set
Z1 :=
µ⊔
i=1
Yi × [−1, 1], Z2 =
⊔
i<j
Xij ×K
Sj
Si
Xkij × [−2, 2]× [−2, 2]
Yi × [−1, 1]
Yj × [−1, 1]
Z2
Z1
B
Figure 2. A dimensionally reduced sketch of Z1 and Z2 around a clasp.
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so that three applications of the Mayer-Vietoris exact sequence (together with the fact that
Z2 is made of contractible components) produce the following commutative diagram:
(4)
0

0

H1(B ∩ Z1; ΛS)
a

ψ // H1(Z1; ΛS)

0 // H2(WF ; ΛS)
∂ // H1(B ∩ Z; ΛS) ϕ //
b

H1(Z; ΛS)

H0((B ∩ Z1) ∩ (B ∩ Z2); ΛS) L //
M

H0(Z1 ∩ Z2; ΛS)
N

H0(B ∩ Z1; ΛS)⊕H0(B ∩ Z2; ΛS) // H0(Z1; ΛS)⊕H0(Z2; ΛS).
The next lemma provides a first step towards the understanding of ker(ϕ).
Lemma 4.3. The sequence
(5) 0→ kerψ → kerϕ→ kerL ∩ kerM → 0
of ΛS-modules is exact.
Proof. The previous commutative diagram restricts to
0

0

H1(B ∩ Z1; ΛS)

ψ // H1(Z1; ΛS)

H1(B ∩ Z; ΛS) ϕ //
b
H1(Z; ΛS)

ker(M)
L //
M
ker(N)
N
0 0.
Applying the snake lemma produces the long exact sequence
(6) 0→ kerψ → kerϕ→ kerL ∩ kerM → cokerψ → cokerϕ→ kerN/ imL|kerM → 0.
Since Z1 =
⊔µ
i=1 Yi × [−1, 1] and B ∩ Z1 =
⊔µ
i=1 Yi × {±1}, ψ is clearly surjective and the
result follows. 
Let us describe the strategy we shall use in order to show that the map Φ: H1(S)⊗ΛS →
H2(WF ; ΛS) defined in Subsection 4.1.1 is an isomorphism. Using the short exact sequence
(7) 0→
µ⊕
i=1
H1(Si)
ι−→ H1(S) pi−→ H1(Γ)→ 0,
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used in the proof of Lemma 2.1, we shall define isomorphisms σ and τ that fit into a commu-
tative diagram
(8) 0

0
⊕µ
i=1H1(Si)⊗ ΛS σ //
ι

ker(ψ)
a

H1(S)⊗ ΛS
pi
Φ // H2(WF ; ΛS)
∂,∼= // ker(ϕ)
b
H1(Γ)⊗ ΛS τ //

ker(L) ∩ ker(M)

0 0.
The 5-lemma will then immediately imply that Φ is an isomorphism.
4.1.3. The short exact sequence of H1(S). We fix some notation and recall the short exact
sequence which was used in the proof of Lemma 2.1. Let c(i, j) be the number of clasps
between surfaces Si and Sj in the C-complex S. The clasps will be denoted by C
k
ij for
k = 1, . . . , c(i, j) resulting in a total number c of clasps. Up to homotopy equivalence, S can
be constructed by taking the disjoint union of the surfaces Si and adding an arc connecting
Si with Sj for each clasp C
k
ij . Contracting every surface to a point produces a graph Γ with
µ vertices {Vk} and c edges {Ekij}. We shall consider Γ as an oriented graph, where the edge
Ekij travels from Vi to Vj if i < j. This construction yields the short exact sequence (7), where
the non-trivial maps are respectively induced by the inclusions of the disjoint Si’s into S, and
the projection to the quotient. To get the left vertical sequence of (8), we just tensor (7) with
ΛS , without changing the name of the maps.
B
t2B
t1B
t1t2B
Figure 3. A schematic picture of a small portion of the cover WF , in the
simple case of only two surfaces and one clasp. We represented p−1(B) in
white, p−1(Z1) in dark gray and p−1(Z2) in light gray.
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4.1.4. Constructing the map σ. Recall from Subsection 4.1.2 that WF = B ∪ Z was further
decomposed by observing that Z = Z1 ∪ Z2 with Z1 =
⊔µ
i=1 Yi × [−1, 1] and B ∩ Z1 =⊔µ
i=1 Yi × {±1}. Consequently, if we lift B ∩ Z as a subspace of B, then the restriction of ψ
to the k-th summand of H1(B ∩ Z1; ΛS) is the map (x, y) 7→ x⊗ tk + y ⊗ 1. Since Sk and Yk
are homotopy equivalent, it follows that
kerψ =
µ⊕
i=1
ΛS{(−x⊗ 1, x⊗ ti) |x ∈ H1(Si)}.
One can now define the map σ :
⊕µ
i=1H1(Si)⊗ ΛS → kerψ by
σ(x) =
(∏
j 6=k
(tj − 1)
)
(−x⊗ 1, x⊗ tk)
for x ∈ H1(Sk). Using the description of ker(ψ), the map σ is well defined; it is an isomor-
phism since the (tj − 1)’s are invertible in ΛS . We conclude this paragraph by proving the
commutativity of the top part of (7). Given an element x ∈ H1(Sk), we represent ιx ∈ H1(S)
by a nice cycle α, which only belongs to Sk. Proposition 4.2 hence gives us
∂Φιx =
∑
ε
sgn(ε)t
1+ε
2 [αε].
Notice that, since α is contained in Sk, the curve α
ε only depends on the value of εk. We
thus only have two push-offs for it, which we denote by α+ and α−, as one does in the case
when S consists in a single Seifert surface. We will also denote by εˆ the element in {±1}µ−1
obtained from ε by ignoring εk. We can now rewrite the above formula as
∂Φιx =
∑
ε∈{±1}µ
sgn(εˆ)
∏
j 6=k
t
1+εj
2
j εkt
1+εk
2
k [α
εk ] =
∑
ε′∈{±1}µ−1
sgn(ε′)
∏
j 6=k
t
1+εj
2
j (−[α−] + tk[α+]).
Applying (1) to the sum over the ε′, we get
∂Φιx =
(∏
j 6=k
(tj − 1)
)
(−[α−] + tk[α+]).
Commutativity follows, because by definition of σ and a, we also have
aσ(x) =
(∏
j 6=k
(tj − 1)
)
a(−x⊗ 1, x⊗ tk) =
(∏
j 6=k
(tj − 1)
)
(−[α−] + tk[α+]).
4.1.5. Constructing the map τ . First, we describe the space kerL ∩ kerM by making use of
the following portion of the Mayer-Vietoris diagram (4):
H0((B ∩ Z1) ∩ (B ∩ Z2); ΛS) L //
M=M ′⊕M ′′

H0(Z1 ∩ Z2; ΛS)
H0(B ∩ Z1; ΛS)⊕H0(B ∩ Z2; ΛS).
The spaces B∩Z2, Z1∩Z2 and B∩Z1∩Z2 are all of the form
⊔
i<j Xij×P for some contractible
subset P of ∂K. Consequently the restriction of the cover to each of these subspaces is the
trivial Zµ-covering, and the inclusion induced maps L,M ′ and M ′′ can be understood using
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L
M ′′M ′
Figure 4. The inclusion induced maps L,M ′,M ′′.
Figure 4. It follows that kerL ∩ kerM ′′ is generated by c linearly independent elements vkij ,
one for each clasp Ckij (as illustrated in Figure 5):
(9) kerL ∩ kerM ′′ = SpanΛS{vkij | i < j, 1 ≤ k ≤ c(i, j)}.
Since kerL ∩ kerM is the subspace of kerL ∩ kerM ′′ which is annihilated by M ′, we now
compute the image of vkij under M
′. Observing that H0(B ∩Z1; ΛS) ∼=
⊕µ
i=1H0(Yi × {−1} unionsq
Yi × {1})⊗ΛS and denoting by y±i a positive generator of H0(Yi × {±1}), a short computation
using Figure 4 shows that
(10) M ′vkij = ti(tj − 1)y+i − (tj − 1)y−i − tj(ti − 1)y+j + (ti − 1)y−j .
Let T : C1(Γ)→ SpanΛS{vkij}ijk be the Z-linear map defined on generators by
T (Ekij) :=
∏
l 6=i,j
(tl − 1) vkij .
Note that since Γ is a graph, its first homology group H1(Γ) is a subspace of C1(Γ).
Proposition 4.4. The restriction of T to H1(Γ) takes values in kerL ∩ kerM .
Proof. Since this proof consists in a straightforward computation which combines (10) and
the definition of T , we shall only give the details in a simple case. The general case follows
+ -
- +
-
+
+
-
Figure 5. The elements vkij that span ker(L) ∩ ker(M ′′)
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the exact same steps. Suppose that in our C-complex there are clasps C1ij , C
1
il, C
1
jk, with
i < j < k, then the element γ := E1ij + E
1
jk − E1ik is in H1(Γ). Since
Tγ =
∏
l 6=i,j,k
(tl − 1)
(
(tk − 1)v1ij + (ti − 1)v1jk − (tj − 1)v1ik
)
is contained in kerL ∩ kerM ′′, it only remains to check that M ′Tγ = 0. The immediate
computation
M ′Tγ =
∏
l 6=i,j,k
(tl − 1) · [(tk − 1)(ti(tj − 1)y+i − (tj − 1)y−i − tj(ti − 1)y+j + (ti − 1)y−j )+
(ti − 1)(tj(tk − 1)y+j − (tk − 1)y−j − tk(tj − 1)y+k + (tj − 1)y−k )
−(tj − 1)(ti(tk − 1)y+i − (tk − 1)y−i − tk(ti − 1)y+k + (ti − 1)y−k )] = 0,
which relies on (10) concludes the proof. 
We can now define the ΛS-linear map
τ : H1(Γ)⊗ ΛS → kerL ∩ kerM
as the extension to ΛS-scalars of the Z-linear map T : H1(Γ)→ kerL ∩ kerM .
Proposition 4.5. The map τ is an isomorphism of ΛS-modules.
Proof. We will first identify kerL ∩ kerM with the kernel of a µ × c matrix S. During this
proof, rows of (µ× c)-matrices will be indexed by integers l = 1, . . . , µ and columns by triples
(i, j, k) with 1 ≤ i < j ≤ µ and 1 ≤ k ≤ c(i, j). Using (9) and (10), we see that
kerL ∩ kerM =
{∑
i,j,k
akijv
k
ij | ∀ l = 1, . . . , µ,
∑
j,k
aklj(tj − 1)−
∑
i,k
akil(ti − 1) = 0
}
so that kerL ∩ kerM is the subspace of SpanΛS{vkij}ijk given by the null space of the µ × c
matrix R with (l, ijk)-coefficient (Rijkl ) = ((tj − 1)δil − (ti − 1)δjl). For each l, multiplying
the l-th row of R by (tl − 1) yields a (µ× c)-matrix S whose kernel is still kerL ∩ kerM and
whose (l, ijk)-coefficient is
(Sijkl ) = ((ti − 1)(tj − 1)(δil − δjl)).
Next, multiplying each ijk-column of S by (ti − 1)−1(tj − 1)−1 results in a matrix P whose
(l, ijk)-coefficient is
(P ijkl ) = (δil − δjl).
Since P represents the boundary operator ∂ : C1(Γ)→ C0(Γ), its kernel over ΛS is isomorphic
to H1(Γ) ⊗ ΛS . Consequently, in order to conclude the proof, it only remains to show that
kerS ∼= kerP . The operations we performed on the columns of S give rise to a ΛS-module
isomorphism
vkij 7→ (ti − 1)−1(tj − 1)−1vkij =
(
µ∏
l=1
(tl − 1)
)−1∏
l 6=i,j
(tl − 1)vkij =
(
µ∏
l=1
(tl − 1)
)−1
τ(Ekij)
which restricts to an isomorphism kerP → kerS. Since the (ti − 1) are invertible in ΛS , τ is
an isomorphism. 
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In order to conclude the proof of the reduction discussed in Subsection 4.1.2, it only remains
to prove the next proposition.
Proposition 4.6. The bottom square of (8) commutes.
Proof. Given a nice cycle α in S and a clasp Ckij , define
nkij =

1 if α crosses Ckij from i to j,
−1 if α crosses Ckij from j to i,
0 if α does not cross Ckij at all.
As we will see, the image of [α]⊗ 1 under both τpi and b∂Φ will only depend on this combi-
natorial data. We start with the computation of τpi([α] ⊗ 1). From the definitions of pi and
nkij , it is clear that
pi([α]⊗ 1) =
∑
i<j, k
nkijE
k
ij ,
and consequently the definition of τ yields
τpi([α]⊗ 1) =
∑
i<j, k
∏
l 6=i,j
(tl − 1) nkijvkij .
To conclude, we compute b∂Φ([α] ⊗ 1). Thanks to Proposition 4.2, we have ∂Φ([α] ⊗ 1) =∑
ε sgn(ε)t
1+ε
2 [αε]. Since the map b is the boundary homomorphism in the Mayer–Vietoris
sequence for B ∩Z = (B ∩Z1)∪ (B ∩Z2), it only depends on the behavior of α at the clasps.
For ε ∈ {±1}µ, the part of αε contained in B ∩ Z2 will be a path connecting Si × {εi} to
Sj ×{εj}, whose direction depends on the sign of nkij . Since this data does not depend on the
coordinates of ε different from i and j, we will denote such a strand by α
k,εiεj
ij . The part of
∂Φ([α]⊗ 1) which is contained in B ∩ Z2 is hence∑
ε
sgn(ε)t
1+ε
2
∑
i<j, k
α
k,εiεj
ij =
∑
i<j, k
∑
ε′
sgn(ε′)
∏
l 6=i,j
t
1+εl
2
(
titjα
k,++
ij − tiαk,+−ij − tjαk,−+ij + αk,−−ij
)
,
where ε′ now varies in {±1}µ−2. We observe now that the boundary of (titjαk,++ij − tiαk,+−ij −
tjα
k,−+
ij + α
k,−−
ij ) is given by −nkijvkij (see Figure 6). So, taking into account a minus sign
coming from the Mayer-Vietoris sequence, we get
b∂Φ([α]⊗ 1) =
∑
i<j, k
∑
ε′
sgn(ε′)
∏
l 6=i,j
t
1+εl
2 nkijv
k
ij .
As a last step, we apply (1) to the sum over the ε′, obtaining
b∂Φ([α]⊗ 1) =
∑
i<j, k
∏
l 6=i,j
(tl − 1) nkijvki,j .
This concludes the proof of the proposition.

Combining the reduction of Subsection 4.1.2 with the results of Subsection 4.1.4, we have
now completed the proof of Theorem 4.1.
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−
+
− +
−
+
−+
α−−
−tjα−+
−tiα+−
titjα
++
Figure 6. A representation of the curve (titjα
k,++
ij − tiαk,+−ij − tjαk,−+ij +
αk,−−ij ), in the case where n
k
ij = 1. Observe that its boundary gives the opposite
of the element vkij depicted in Figure 5.
4.2. The twisted intersection pairing of WF . In Subsection 3.1, we decomposed the
exterior of the push-in as WF = B ∪ Z, where B was homeomorphic to the 4-ball. Then,
in subsection 4.1, we used this decomposition to build an isomorphism Φ: H1(S) ⊗ ΛS →
H2(WF ; ΛS). In this subsection, we use the resulting basis of H2(WF ; ΛS) (recall Theorem
4.1) to compute the twisted intersection form λ of WF . More precisely, given α, β ∈ H1(S),
we relate λ([Φα], [Φβ]) to the matrix H(t) described in Subsection 2.1.
Recall from Subsection 2.3, that the formula for λ([Φα], [Φβ]) involves the algebraic inter-
section of Φα with t
gΦβ for each g ∈ Zµ. In order to pinpoint where these intersections take
place, we consider the space
T :=
µ⋃
i=1
Si × [−1, 1] ⊆ S3
so that Φα ⊆
⊔
ε∈{±1}µ t
1+ε
2 B ∪ p−1(T ? 0), where p : WF → WF denotes the covering corre-
sponding to the kernel of the abelianization map pi1(WF ) → H1(WF ) and B ∩ S3 = S3\T˚ .
Moreover, smoothing the corners, T becomes a smooth submanifold of S3 and, as such, its
oriented boundary admits a neighborhood ∂T × [−δ, δ], where the positive part lives outside
of T .
The next lemma will make it possible to transfer information from ∂B to the standard S3.
Lemma 4.7. There exists an orientation preserving homeomorphism between ∂B and S3,
which brings ∂T ? [0, 12 ] ⊆ B to ∂T × [0, δ] ⊆ S3. (Notice that ∂T ? {12} is sent to ∂T × {0},
while ∂T ? {0} is sent to ∂T × {δ}).
We are now ready to prove the main result of this section. This result is precisely Theo-
rem 1.3 from the introduction.
Theorem 4.8. Let H(t) be the matrix described in Subsection 2.1, corresponding to the basis
B of H1(S). With respect to the image of B by the isomorphism Φ of Theorem 4.1, the
twisted intersection form H2(WF ; ΛS)×H2(WF ; ΛS)→ ΛS is represented by H(t).
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∂T × [0, δ]
T
S3
T ? [0, 1]
B
∂T ? [0, 12 ]
∂B
Figure 7. Schematic picture of the statement of Lemma 4.7.
Proof. Fix [α], [β] ∈ B, such that α and β are the nice representatives in B we used to define
the map Φ. We perform homotopies which push Φα and Φβ inside the interior of WF in such
a way that
Φα ⊆ p−1(B) ∪ p−1
(
T ? 1
4
)
, Φβ ⊆ p−1(B) ∪ p−1
(
T ? 1
2
)
,
and that Φα intersect t
gφβ transversally for all g ∈ Zµ. Recalling the construction of Φα
and Φβ, we see that the algebraic intersection of Φα with t
gΦβ can now only happen in the
disjoint union of the 4-balls thB. It follows that
λ([Φα], [Φβ])
def
=
∑
g∈Zµ
s(Φα, t
g Φβ) t
g =
∑
g∈Zµ
∑
ε,ε′∈{±1}µ
sgn(ε) sgn(ε′)s(t
1+ε
2 S
ε
α, t
gt
1+ε′
2 S
ε′
β )t
g.
Moreover, the two surfaces t
1+ε
2 Sεα and t
gt
1+ε
2 Sε
′
β only intersect when they belong to the same
lift of B, i.e. when tgt
1+ε′
2 = t
1+ε
2 . This occurs precisely when g = ε−ε
′
2 and, in this case,
translation invariance gives us
s(t
1+ε
2 S
ε
α, t
gt
1+ε′
2 S
ε′
β ) = s(S
ε
α, S
ε′
β ).
Homotope S
ε
α, S
ε′
β ⊆ B so that their boundaries are respectively αε ? {14} and β
ε′
? {12}.
Consequently, the algebraic intersection s(Sεα, S
ε′
β ) coincides with the linking number in ∂B
of αε?{14} and β
ε′
?{12}, which in turn equals the linking number in ∂B of αε?{14} and βε
′
?{12}.
Lemma 4.7 now provides the existence of an orientation preserving homeomorphism from ∂B
to S3 that brings αε ? {14} to αε × { δ2}, and βε
′
? {12} to βε
′
= βε
′ × {0}. As a consequence,
we obtain
s(Sεα, S
ε′
β ) = lk(α
ε × {δ/2}, βε′) = lk(αε, β).
Putting everything together, we get
λ([Φα], [Φβ]) =
∑
ε,ε′∈{±1}µ
sgn(ε) sgn(ε′) lk(αε, β)t
ε−ε′
2 .
We will now algebraically manipulate this last expression in order to get the desired formula.
Summing on ε′ first and using (1) (applied to the variables t−1i ), we rewrite this as
λ([Φα], [Φβ]) =
∑
ε
sgn(ε) lk(αε, β) t
ε+1
2
∑
ε′
sgn(ε′) t−
1+ε′
2 =
∑
ε
sgn(ε) lk(αε, β) t
ε+1
2
µ∏
i=1
(t−1i −1).
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Then, from the identity εi t
εi+1
2
i (t
−1
i − 1) = 1− tεii , we get
λ([Φα], [Φβ]) =
∑
ε
µ∏
i=1
(1− tεii ) lk(αε, β),
which concludes the proof of the theorem. 
5. Proof of Theorem 1.2
5.1. Preliminary lemmas. Let L be a colored link and let S be a C-complex for L. Given
the exterior WF of the push-in F of the C-complex S, we saw in Section 4 that the intersection
form on H2(WF ; ΛS) could be computed in terms of generalized Seifert matrices. In this
subsection, we prove some technical lemmas which will enable us to relate the above mentioned
intersection form to the Blanchfield pairing on ∂WF .
Lemma 5.1. If the C-complex S is totally connected, then the evaluation map ev ◦κ : H2(WF ; ΛS)→
HomΛS (H2(WF ; ΛS),ΛS) is an isomorphism.
Proof. Since the map
κ : H2(WF ; ΛS) → H2
(
HomΛS
(
C∗(WF ; ΛS),ΛS
))
is easily seen to be an isomorphism. It suffices to show that ev is an isomorphism. Now
we consider the universal coefficient spectral sequence, see e.g. [14, Theorem 2.3], which
starts at E2p,q = Ext
p
ΛS
(Hq(X; ΛS),ΛS), has differential of degree (1 − r, r) and converges
to H∗
(
HomΛS
(
C∗(WF ; ΛS),ΛS
))
. We have H0(WF ; ΛS) = H1(WF ; ΛS) = 0 by Lemma 2.2
and Corollary 3.2. Therefore
ev: H2
(
HomΛS (C∗(WF ; ΛS),ΛS)
) → Ext0ΛS (H2(WF ; ΛS),ΛS)
= HomΛS
(
Hi(C∗(WF ; ΛS)),ΛS
)
is an isomorphism. 
Lemma 5.2. H1(∂WF ; ΛS) is isomorphic to H1(XL; ΛS).
Proof. The boundary of WF decomposes as XL ∪L×S1 ∂νF and the resulting Mayer-Vietoris
sequence with ΛS-coefficients is given by
H1(L× S1; ΛS)→ H1(XL; ΛS)⊕H1(∂νF ; ΛS)→ H1(∂WF ; ΛS)→ H0(L× S1; ΛS).
As the restriction of H1(WF )→ Zµ to H1(Li×S1;Z) sends each meridian to ti, Lemma 2.2 en-
sures that C∗(L×S1; ΛS) is acyclic. Consequently, it only remains to show that H1(∂νF ; ΛS)
vanishes. Away from the c double points of F , the boundary of a tubular neighborhood of
each Fi consists in Fi × S1 for i = 1, . . . , µ. Given a double point Ckij ∈ Fi ∩ Fj , remove the
open disk Dkij which consists in the component of ν(Fj ∩ Fi) containing Ckij . Repeating the
process for each double point produces punctured surfaces X1, . . . , Xµ. The manifold ∂νF
can now be recovered from the union of the Xi × S1 by gluing each Dkij × S1 along the
tori ∂Dkij × S1. The corresponding Mayer-Vietoris exact sequence yields
⊕
i<j
c(i,j)⊕
k=1
H1
(
∂Dkij×S1; ΛS
)→ µ⊕
i=1
H1(Xi×S1; ΛS)→ H1(∂νF ; ΛS)→
⊕
i<j
c(i,j)⊕
k=1
H0
(
∂Dkij×S1; ΛS
)
.
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As each S1 factor arises as a meridian of the link L, one can apply Lemma 2.2 and the claim
immediately follows. 
Lemma 5.3. If H1(XL; ΛS) is torsion, then the inclusion induced map H
2(WF , ∂WF ;Q)→
H2(WF ;Q) is an isomorphism.
Proof. As the Alexander module of L is torsion over ΛS , and Q is flat over ΛS , Lemma
5.2 implies that H1(∂WF ;Q) vanishes. By an Euler characteristic argument, we see that
H2(∂WF ;Q) = 0. Thus the long exact sequence of the pair (WF , ∂WF ) with Q-coefficients
implies that H2(WF ;Q) → H2(WF , ∂WF ;Q) is an isomorphism and the result follows by
duality. 
5.2. Conclusion of the proof. Throughout this section, let S be a totally connected C-
complex for a µ-colored link L. We denote by W = WF the exterior of the push-in F of the
C-complex S as defined in Section 3.1. Corollary 3.2 together with the long exact sequence
of the pair (W,∂W ) yield the short exact sequence
(11) H2(W ; ΛS)→ H2(W,∂W ; ΛS) ∂−→ H1(∂W ; ΛS)→ 0.
Combining this with the isomorphism provided by Lemma 5.3 leads to the following diagram
H2(W ; ΛS) //
Θ

H2(W,∂W ; ΛS)
∂ //
PD
H1(∂W ; ΛS)
PD
//
Ω

0
H2(W ; ΛS) //
ev ◦κuu
H2(∂W ; ΛS)
BS−1
Hom(H2(W ; ΛS),ΛS)

H2(W ;Q)
ev ◦κuu
∼=

H1(∂W ;Q/ΛS)
ev ◦κ
**
Hom(H2(W ; ΛS), Q)

H2(W,∂W ;Q) //
ev ◦κuu
H2(W,∂W ;Q/ΛS)
ev ◦κ
**
Hom(H1(∂W ; ΛS), Q/ΛS)
∂] 
Hom(H2(W,∂W ; ΛS), Q) // Hom(H2(W,∂W ; ΛS), Q/ΛS),
where all homomorphisms are understood to be homomorphisms of ΛS-modules. The top
middle square commutes by duality. All the squares involving evaluation maps clearly com-
mute, while the upper left (resp. right) square commutes by definition of the intersection
(resp. Blanchfield) pairing. Finally the middle rectangle anti -commutes thanks to the follow-
ing algebraic lemma whose statement is a variation on [1, Lemma 4.4].
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Lemma 5.4. Consider the following commutative diagram of chain complexes of ΛS-modules:
0

0

0

0 // A

// B
vB 
hB // C //

0
0 // D
hD //
vD 
E //

F //

0
0 // H //

J //

K //

0
0 0 0.
If J is acyclic, then the following diagram anti-commutes
H−2(D)
vD //
hD
H−2(H)
H−2(E)
vB
−1∼= 
H−1(K)

∼=
OO
H−2(B)
hB // H−2(C),
where the right vertical maps are boundary homomorphisms.
Consequently, if one defines a pairing θ on H2(W,∂W ; ΛS) by the composition
H2(W,∂W ; ΛS)
PD−−→ H2(W ; ΛS)→ H2(W ;Q) ∼= H2(W,∂W ;Q)
→ HomΛS (H2(W,∂W ; ΛS), Q),
where for the third map, Lemma 5.3 was used, then the commutativity of the previous large
diagram immediately implies the commutativity of
H2(W ; ΛS)×H2(W ; ΛS) −λ //

ΛS

H2(W,∂W ; ΛS)×H2(W,∂W ; ΛS) −θ //
∂×∂
Q

H1(∂W ; ΛS)×H1(∂W ; ΛS)
Bl(L) // Q/ΛS .
We pick our basis B for H1(S). This basis yields generalized Seifert matrices Aε for L and
it induces a basis C of H2(W ; ΛS) (recall Theorem 4.1). We endow HomΛS (H2(W ; ΛS),ΛS)
with the corresponding dual basis C ∗. Now we consider the following commutative diagram
of ΛS-homomorphisms
H2(W ; ΛS)

PD // H2(W,∂W ; ΛS)

H2(W,∂W ; ΛS)
PD // H2(W ; ΛS)
ev ◦κ // HomΛS (H2(W ; ΛS),ΛS).
Here the bottom-right map is an isomorphism by Lemma 5.1.
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Claim. With respect to the bases C and C ∗, the homomorphism
Θ : H2(W ; ΛS)→ HomΛS (H2(W ; ΛS),ΛS)
is represented by the matrix H(t)T .
Proof. By definition, the intersection pairing is given by λ(x, y) = Θ(y)(x). In Theorem
4.8, we found out that the matrix representing λ with respect to the basis C is H(t). If
C = {x1, . . . , xn}, we can hence write
Θ(xj) =
n∑
i=1
Θ(xj)(xi)x
∗
i =
n∑
i=1
λ(xi, xj)x
∗
i =
n∑
i=1
H(t)ij x
∗
i =
n∑
i=1
H(t)ji x
∗
i ,
which proves the claim. Notice that in the first equality, the bar appears because of the
involuted structure of HomΛS (H2(W ; ΛS),ΛS), while the last equality is true because H(t) is
a hermitian matrix. 
Now we equip H2(W,∂W ; ΛS) with the basis induced from C
∗ and the two horizontal
isomorphisms. Then, by commutativity of the diagram, the left vertical map is also repre-
sented by H(t)T . Rewriting the previous commutative diagram in terms of these bases, and
setting n = rkZH1(S) one obtains
ΛnS × ΛnS
(a,b) 7→−aTH(t)b //
(a,b)7→(H(t)T a,H(t)T b) 
ΛS

ΛnS × ΛnS

(a,b)7→−aTH(t)−1b // Q

H1(∂W ; ΛS)×H1(∂W ; ΛS)
Bl(L) // Q/ΛS .
Here the middle horizontal map is determined by the top horizontal map, the vertical maps
and the commutativity. So the Blanchfield pairing on H1(∂W ; ΛS) is isometric to the pairing
ΛnS/H(t)
TΛnS × ΛnS/H(t)TΛnS → Q/ΛS
(a, b) 7→ −aTH(t)−1b.
Using Lemma 5.2, this is also the Blanchfield pairing on H1(XL; ΛS), concluding the proof.
5.3. The classical formula for the Blanchfield form. As a reality check we verify that
Theorem 1.1 is indeed a consequence of Theorem 1.2.
Let K be an oriented knot and let A be a Seifert matrix for K of size 2g. Following the
convention of [18] we have A− = A and A+ = AT . Therefore
H(t) = (1− t)AT + (1− t−1)A = −(t−1 − 1)(A− tAT ).
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We consider the following commutative diagram (from which Theorem 1.1 follows):
H1(XK ;Z[t±1])×H1(XK ;Z[t±1])
Bl(K) //
∼=

,,
Q(t)/Z[t±1]

∆K(t)
−1Z[t±1]/Z[t±1] y
++
33
Λ2gS /H(t)
TΛ2gS × Λ2gS /H(t)TΛ2gS
(a,b)7→−aTH(t)−1b //
=

Q(t)/ΛS
=

Λ2gS /(tA−AT )Λ2gS × Λ2gS /(tA−AT )Λ2gS
(a,b)7→aT (t−1−1)−1(A−tAT )−1b //
(v,w)7→((t−1)−1v,(t−1)−1w)

Q(t)/ΛS
=

Λ2gS /(tA−AT )Λ2gS × Λ2gS /(tA−AT )Λ2gS
(a,b)7→aT (t−1)(A−tAT )−1b // Q(t)/ΛS .
Here we use the following:
(1) The Blanchfield pairing of a knot takes values in ∆K(t)
−1Z[t±1]/Z[t±1]. Since ∆K(1) =
±1 it is straightforward to see that the map
∆K(t)
−1Z[t±1]/Z[t±1]→ Q(t)/ΛS
is a monomorphism.
(2) The top rectangle commutes by Theorem 1.2.
(3) In the middle rectangle, we use that −H(t) = (t−1 − 1)(A− tAT ), which also implies
that H(t)T = −(t−1 − 1)(AT − tA). Moreover, we use that t−1 − 1 = (1 − t)t−1 is a
unit in ΛS .
(4) A straightforward calculation shows that the last rectangle commutes.
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