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1. IntroductionLanczos recursions can be used to transform a general matrix eigenvalue problemAx = x(1)into a family of easier matrix eigenvalue problems whose solutions can be used to obtain approximations toeigenvalues and eigenvectors of A. In theory each easier problem is a matrix representation of projectionsof the given eigenvalue problem onto certain Krylov subspaces.We consider two types of recursions for nonsymmetric A. The rst variant, the Arnoldi recursion, isa direct analog of the real symmetric Lanczos recursion applied to a nonsymmetric matrix. For a givenmatrix and vector pair, fA; v1g, the Arnoldi recursion simultaneously generates orthonormal bases for theKrylov subspaces, Kk(A; v1) , associated with that pair, and Hessenberg matrices Hk which are matrixrepresentations of the orthogonal projections of A onto the Krylov subspaces. Theoretically, each stepof the Arnoldi recursion is well-dened. However, at each step in the basic Arnoldi recursion all of thepreviously-generated Arnoldi basis vectors must be kept in storage.Nonsymmetric Lanczos variants consist of two recursions. For a given matrix and vector triplet,fA; v1; w1g, the nonsymmetric Lanczos recursion simultaneously generates bi-orthogonal bases for theKrylov subspaces Kk(A; v1) and Kk(AT ; w1), and tridiagonal matrices Tk which are matrix representationsof the bi-orthogonal projections of A onto these Krylov subspaces. These recursions are an implementationof a two-sided Gram-Schmidt orthogonalization. Therefore, there is no guarantee that they will not breakdown. However, in contrast with the Arnoldi procedure, at any step in a nonsymmetric Lanczos recursiononly a few of the most recently-generated Lanczos vectors must be kept in storage. When A is real andsymmetric and w1 = v1, then the nonsymmetric Lanczos recursions reduce to the real symmetric Lanczosrecursion,We would like to be able to answer the question: `What spectral properties of A control the convergenceof each of these methods'? We have not answered this question but describe several results which mightbe useful in such studies. See for example, the related work [2, 3, 4, 5, 6, 7, 8, 27, 28, 29].In section 2 we outline briey the Arnoldi and the nonsymmetric Lanczos eigenvalue procedures weare considering. In section 3 we exhibit a certain relationship between these two methods. We provethat given any matrix A and any application of a nonsymmetric Lanczos procedure to A, there existsa matrix B with the same eigenvalues as A such that the eigenvalue approximations and unnormalizedresidual norm estimates generated by applying an Arnoldi method to B are identical to those obtained fromthe nonsymmetric Lanczos computation on A. From this we can conclude, at least in exact arithmetic,that any type of eigenvalue convergence observed using the nonsymmetric Lanczos procedure can also beobserved on some other problem using the Arnoldi procedure. Therefore, in this global sense, one of theseprocedures is not better than the other.In section 4 we consider our nonsymmetric Lanczos procedure in more detail, indicating how weimplement it in nite precision arithmetic. As in the symmetric case, convergence of eigenvalueapproximations occurs in conjunction with losses in the biorthogonality of the Lanczos vectors. Usinga symmetrized version of the nonsymmetric Lanczos procedure, we derive a variant of a theorem in Bai [1]connecting losses in biorthogonality to convergence of eigenvalue approximations, relaxing his assumptionsof exact local biorthogonality and normalization.In section 5 we derive a simple unitary invariance for each of these methods. In section 6 we usethis invariance to identify a set of test matrices for Krylov subspace methods and express them in termsof normal matrices. In section 7 we demonstrate that Arnoldi methods preserve the Hermitian{skewHermitian decomposition which characterizes normal matrices. We also demonstrate that if we were ableto select the starting vectors in a nonsymmetric Lanczos procedure appropriately, we could simulate anyeigenvalue convergence using only normal test matrices.In section 8 we consider the Grcar test matrix [29] and several variants of it based upon the test matricesdiscussed in section 6, in an attempt to gain some insight into the behavior of both the Arnoldi and the
nonsymmetric Lanczos procedure. The results of these tests suggest that to characterize the behavior ofthese methods on nonnormal problems it is not sucient to know the singular values of the eigenvectormatrix. They also suggest a potential source of numerical diculties for both types of methods.In [9] we consider similar questions for the problem Ax = b. We use the following notation.1.1. Notation.A = (aij) , 1  i; j  n; n  n real or complex matrixAT = (aji) , 1  i; j  n; transpose of AAH = (aji) , 1  i; j  n; complex conjugate transpose of AD = diag fd1; : : : ; dng ; n n diagonal matrixj(A) , 1  j  n; eigenvalues of Aw(A) = fj(A); 1  j  ngj(A) , 1  j  n; singular values of A where 1  : : :  n = diag f1; : : : ; ngKj(A; b) = span fb; Ab; : : : ; Aj 1bg, jth Krylov subspace generated by A and b(A) = max(A)=min(A); condition number of AkAk2 = max(A); kxk2 = qPnj=1x2jvj, jth vector in any sequence of vectors, Vj = fv1; : : : ; vjgrj =  Azj + jzj, jth residual vector for fj ; zjgRm, m dimensional Euclidean spaceej, jth coordinate vector in Rm where m is specied in the contextêj, jth coordinate vector in Rm+1 where m is specied in the contextIj, j  j identity matrix2. Arnoldi and Nonsymmetric Lanczos Eigenvalue ProceduresIn this section we review briey Arnoldi and nonsymmetric Lanczos, Krylov subspace eigenvalueprocedures. We consider an Arnoldi method and two nonsymmetric Lanczos methods. ConsiderEquation(1) where A is a n n nonsymmetric matrix. A may be real or complex.2.1. Arnoldi MethodsThe Arnoldi method is based upon the Arnoldi recursion [26].Arnoldi Recursion:1. Given v1 with kv1k = 1, for j = 2; 3; : : : compute: vj+1 = Avj2. For each j and for i = 1; : : : ; j compute:hij = vHi vj+1; vj+1 = vj+1   hijvi3. For each j compute: hj+1;j = kvj+1k; and vj+1 = vj+1=hj+1;j:Theoretically, Vj = fv1; : : : ; vkg is an orthonormal basis of the Krylov subspaces Kj(A; v1) and theHessenberg Arnoldi matrices Hj  (hik) are matrix representations of A onto Kj(A; v1) with respectto the Vj. The preceding implementation is a modied Gram-Schmidt orthogonalization of the vectorsfv1; Av1; A2v1; : : :g. Other implementations exist [31]. In matrix form these recursions becomeAVj = VjHj + hj+1;jvj+1eTj where Hj = (hik); 1  i; k  j:(2)
Basic Arnoldi Eigenvalue Procedure:1. Given v1 use the Arnoldi recursion to generate Hessenberg matrices Hj for j = 1; : : : ; m.2. For some j  m compute eigenvalues Hju = u. Compute convergence error estimatesu(m).3. If desired eigenvalues are not converged, increase m and repeat steps 1 and 2.Typically, v1 would be chosen randomly. As with any iterative method there is an assumption that thestarting vector has a projection on each part of the eigenspace to be computed.2.2. Nonsymmetric Lanczos MethodsThe corresponding nonsymmetric Lanczos variants generate two sets of Lanczos vectors, and the Lanczosmatrices are tridiagonal. We consider a nonsymmetric variant which generates nonsymmetric tridiagonalmatrices, and a symmetric variant which generates complex but symmetric Lanczos matrices.The nonsymmetric variant is used in theorem 3.1 where we derive a relationship between it and anArnoldi method. The complex symmetric variant is used in theorem 4.1 where we obtain a theoremrelating losses in biorthogonality of the Lanczos vectors to convergence of eigenvalue approximations. Wenote however, that we could obtain a version of theorem 3.1 which uses the complex symmetric variantbut the statement of the theorem would have to be modied slightly and the notation would be morecomplicated.Nonsymmetric Lanczos Recursion (Nonsymmetric Variant):1. Given v1 and w1 with kw1k = kv1k = 1, set v0 = w0 = 0, and 1 = 1, 1 = 1, and 1 = 0.For each j = 1; : : : ; m compute:vj+1 = Avj and wj+1 = ATwj2. For each j = 1; : : : ; m compute: j = wTj vj+1=wTj vj;pj = vj+1   jvj   jvj 1sj = wj+1   jwj   (jj=j)wj 1j+1 = kpjk; vj+1 = pj=j+1j+1 = ksjk; wj+1 = sj=j+1j+1 = j+1wTj+1vj+1=wTj vj;In this variant the Lanczos vectors are scaled to have unit norm. In the complex symmetric variant theLanczos vectors are scaled so that wTj vj = 1 for each j. There is no agreement as to which variant ispreferable in practice. In both variants the coecients in the recursions are chosen to make the Lanczosvectors Vm = fv1; : : : ; vmg and Wm = fw1; : : : ; wmg biorthogonal. Theoretically, for each m, Vm is a basisfor the Krylov subspace Km(A; v1), and Wk is a basis for the subspace Km(AT ; w1).Nonsymmetric Lanczos Recursion (Complex Symmetric Variant):1. Given v1 and w1 with wT1 v1 = 1, set v0 = w0 = 0, and 1 = 0. For each j = 1; : : : ; mcompute; vj+1 = Avj and wj+1 = ATwj
2. For j = 1; : : : ; m compute: j = wTj vj+1;pj = vj+1   jvj   jvj 1sj = wj+1   jwj   jwj 1j+1 = qpTj sj ; vj+1 = pj=j+1; wj+1 = sj=j+1:In practice, the complex symmetric variant is implemented using a modied two{sided Gram Schmidtorthogonalization.For each variant we can dene Lanczos tridiagonal matricesTk = 0BBBBBBB@ 1 22 2 33 . . . . . .. . . k 1 kk k 1CCCCCCCA ;(3)In the complex symmetric variant k = k and in the nonsymmetric variant k = k . Theoretically, eachTk is the matrix representation of a bi-orthogonal projection of A onto the Krylov subspaces Kk(A; v1) andKk(AT ; w1). We have the following basic procedure for either variant.Basic Nonsymmetric Lanczos Eigenvalue Procedure:1. Given v1 and w1 use the nonsymmetric Lanczos recursion to generate tridiagonal Lanczosmatrices Tk for k = 1; : : : ; m.2. For some k  m compute eigenvalues, Tku = u. Select some subset of the eigenvalues ofTk as approximations to eigenvalues of A. For all relevant  compute convergence errorestimates u(m).3. If the desired eigenvalues are not converged, increase m and repeat steps 1 and 2.Typically, v1 is chosen randomly and w1  v1. If A is a real, normal matrix, and v1 has reasonableprojections on the desired right eigenvectors of A, then setting w1 = v1 may be an optimal choice in termsof the mismatch theorem [25]. .Lemma 2.1. Let A be a real, normal matrix with n distinct eigenvalues. Let v1 have a signicantprojection on each unit right eigenvector of A. Then v1 has a signicant projection on each unit lefteigenvector of A.Proof. Let rj, lj denote unit right and left eigenvectors, 1  j  n. Since A is normal, each lj = rj.Let v1 = Pnk=1 krk. If j is real, then rj is real and lj = rj. If j is complex, then j+1 = j is alsoan eigenvalue, and the projection of v1 on lj equals its projection on rj+1 = rj and its projection on lj+1equals its projection on rj.In matrix form the nonsymmetric Lanczos recursions can be written asAVm = VmTm + m+1vm+1eTmATWm = Wm ~Tm + !m+1wm+1eTm :(4)In the complex symmetric variant, ~Tm = Tm and m+1 = m+1 = !m+1. In the nonsymmetric variant,~Tm =  1m Tmm where m = diag(1; : : : ; m) with 1 = 1 and each j = j 1j=j.In each Krylov subspace method there is a right Ritz vector, zkj = Vkukj=kVkukjk corresponding to anyeigenvalue approximation kj . In the nonsymmetric Lanczos procedures we also obtain a left Ritz vector.In the complex symmetric variant the left vector has the form ykj = Wkukj =kWkukj k. >From recursions( 4),for any k and each j  k, we have, the normalized right residual norm error estimates .
krRj k  kAzkj   kj zkj k  (jk+1ukj (k)jkvk+1k+ kFkk)=kVkujkk:(5)For the nonsymmetric Lanczos procedure we also have the normalized left residual norm estimate.krLj k  kATykj   kj ykj k  (jk+1ukj (k)jkwk+1k+ kGkk)=kWkujkk:(6)Fj and Gj represent the errors introduced into the recursions by the nite precision arithmetic. Existingerror estimates for any kj , when it is considered as an estimate of some eigenvalue  of A, require estimatesof both a right and a left normalized residual norm [25], and the condition of that eigenvalue, cond().kkj   k  cond()max(krRj k; krLj k):(7) In practice we do not know the condition of the eigenvalues, and do not have an estimate of the errormatrices Fj and Gj . If w1 = v1 in the nonsymmetric Lanczos recursions and A is real and symmetric,then both the Arnoldi and the nonsymmetric Lanczos recursions reduce to the real symmetric Lanczosrecursions.Each step of the nonsymmetric Lanczos recursions requires matrix-vector multiplications by both Aand AT . The Arnoldi recursions use only A. However, the computation of the (k + 1)st Arnoldi vectorrequires all k preceding Arnoldi vectors. In contrast, the computation of the (k + 1)st Lanczos vectorrequires only the two most recently-generated left and right Lanczos vectors. Therefore, if there is nore-bi-orthogonalization of the Lanczos vectors, the storage requirements of a basic nonsymmetric Lanczosprocedure are at most some small multiple of the order of A.Since the nonsymmetric Lanczos recursion is an implementation of a two-sided Gram Schmidt bi-orthogonalization of two sets of vectors, it is possible for it to break down even if each set Vk and Wk islinearly independent. Serious breakdown occurs if for some j, wTj vj = 0 but wj 6= 0 and vj 6= 0. If thisoccurs then the recursions cannot be continued. If wj = 0 or vj = 0, then this means an invariant subspacefor either AT or A has been found.Exact breakdown is highly improbable, near breakdowns may cause numerical instabilities. To avoidsuch problems, various look-ahead strategies have been proposed, see e.g. [25, 18]. The discussions inthis paper are equally applicable to the look-ahead variants of these methods. If look-ahead steps areperformed, then the scalar coecients in Equations(4) become matrices, and the Lanczos vectors becomeblock biorthogonal.Assumption 1.1: In any statement or theorem about the nonsymmetric Lanczos procedures we willalways assume that no breakdown has occurred and that all quantities are well-dened.3. A Relationship Between a Nonsymmetric Lanczos Method and an Arnoldi MethodIn this section we use B and C to denote two dierent matrices. We use a superscript A to denotequantities associated with an Arnoldi computation, and use a superscript L to denote quantities associatedwith nonsymmetric Lanczos computations.We want to examine the behavior of the Arnoldi and the nonsymmetric Lanczos procedures as wevary the spectral properties of a matrix. How dierent are these two methods? Can we obtain a generalrelationship between these two methods? In exact arithmetic, we prove that given any matrix B andany application of a nonsymmetric Lanczos procedure to B, there exists a matrix C of the same sizeas B and with the same eigenvalues as B such that the eigenvalue approximations, the matrix residualnorm, and the unnormalized residual norm estimates generated by applying an Arnoldi procedure toC are identical to those obtained from the nonsymmetric Lanczos computation on B. >From this wecan conclude, at least in exact arithmetic, that any type of eigenvalue convergence observed using anonsymmetric Lanczos procedure can also be observed using the Arnoldi procedure on some other problemwith the same eigenvalues . In section 8 we will consider the convergence of these two procedures when
they are applied to the same test problems. In [9] we derive an analog of this theorem for the Ax = bproblem,In Theorem 3.1 we assume that B has n distinct eigenvalues, that the starting vectors have projectionson each of the right and the left eigenvectors of B, and that there is no breakdown in the nonsymmetricLanczos recursions. If there were fewer than n distinct eigenvalues, the recursions would terminate forsome m < n. In this case Theorem 3.1 would still be valid when reworded in terms of m and the distincteigenvalues of B.Theorem 3.1. (Exact arithmetic). Let B be any n n matrix with n distinct eigenvalues. Let v1 beany random vector such that it has a projection on each of the right and the left eigenvectors of B. Applythe nonsymmetric variant of the nonsymmetric Lanczos eigenvalue procedure with w1 = v1. Let V Lk andTLk denote respectively, Lanczos vectors and matrices generated by applying recursions(4) to fB; v1; v1g.Then there exists a n n matrix C with the same eigenvalues as B and a starting vector vA1 such that for1  k  n , the Arnoldi eigenvalue procedure applied to fC; vA1 g , yieldsHAk = TLk andkBV Lk   V Lk TLk k = kCV Ak   V Ak HAk k = jk+1j:(8) Furthermore, for any TLk ukj = kjukjkrRj (B;L)k  kBV Lk ukj   kjV Lk ukjk = krRj (C;A)k  kCV Ak ukj   kjV Ak ukjk = jk+1ukj (k)j(9) Proof. Let TLn = QnUnQnH(10)be any Schur decomposition of Tn.Multiplying both sides of equation(10) on the left by QHn we obtainUnQHn = QHn TLn :(11)Dene V An  QHn , and C  Un. The columns of V An are Arnoldi vectors corresponding to C and to therst column of QHn . For each k  n,kCV Ak   V Ak TLk k = kk+1vAk+1eTk k = jk+1j:(12)Since kvLk+1k = 1, we have thatkBV Lk   V Lk TLk k = kk+1vLk+1eTk k = jk+1j(13)yielding equality of the norms of the residual matrices, see Equation(8).Let TLk ukj = kjukj , and dene ~u equal to the k + 1 vector whose rst k components consist of u andwhose k + 1 component is zero. The corresponding residual for the Arnoldi right Ritz vector satisesrRk (C;A) = CV Ak ukj   kjV Ak ukj = V Ak+1zAk = V Ak+1zLk = k+1ukj (k)vAk+1(14)where zLk = zAk =  (TLk )eukj + kj ~ukj with (TLk )e =  Tkk+1eTk ! ;(15)and zLk ; zAk are the associated Lanczos and Arnoldi quasi-residual vectors. The corresponding unnormalizedresidual for the Lanczos right Ritz vector satisesrRk (B;L) = BV Lk ukj   kjV Lk ukj = V Lk+1zLk = k+1vLk+1ukj (k)(16)
From the orthonormality of the columns of V Ak , we have thatkrRk (C;A)k = kzAk k = kzLk k = jk+1ukj (k)j:(17)By construction kvLk+1k = 1. Therefore,krRk (B;L)k = kzLk k = jk+1ukj (k)j(18)4. Finite Precision Arithmetic and Nonsymmetric Lanczos ProceduresTypically, in nite precision the Lanczos vectors do not remain biorthogonal, and the basic proceduremust be modied. We use modications analogous to our modications for the real symmetric Lanczosprocedure [14]. We require the following assumptions.Assumption 4.1:. Lanczos Phenomenon. For large enough m, all of the desired eigenvalues of A willappear in ! (Tm).Assumption 4.2: Any spurious eigenvalues appearing in the spectra of any Lanczos matrix Tm arecaused by losses in the biorthogonality of the Lanczos vectors and represent reappearances of convergedeigenvalue approximations.Ritz vectors are not computed during the eigenvalue computations so that the storage requirementsfor our eigenvalue computations are very small. Once the eigenvalues have been computed accurately, anappropriate size Lanczos matrix m() can be determined for each relevant eigenvalue approximation and used to compute corresponding eigenvector approximations. These eigenvector computations requireregeneration of the Lanczos vectors.4.1. Spurious EigenvaluesThe success of any Lanczos procedure which does not use reorthogonalization depends upon a procedure foridentifying the spurious eigenvalues which appear when biorthogonality is lost. For the real symmetric case,Paige [22] proposed that error estimates be used to make this identication. An eigenvalue of some Tm wouldbe accepted as good and an approximation to an eigenvalue of A only if its corresponding error estimate wassuciently small. There are two problems associated with that approach. First, any spurious eigenvaluewhich is close to a converged good eigenvalue will typically have an error estimate of the same order ofmagnitude as the estimate for a converged eigenvalue approximation. Thus, the procedure would indicatethat two such eigenvalues were either distinct or should be combined, resulting in losses in achievableaccuracy. Second, if error estimates are used to determine convergence, the user only sees the eigenvalueswhose estimates meet the convergence tolerance, and none of the other Lanczos eigenvalues which are notcopies of converged approximations but whose error estimates do not meet the convergence tolerance. Theaccuracy of these other approximations varies and they cannot be identied using a convergence tolerance.Presumably spurious eigenvalues which are not close to converged eigenvalues would not have small errorestimates and would be excluded on that basis, along with these other good eigenvalues. Error estimatescannot distinquish between these two types of Lanczos eigenvalues. Alternatively, references [24, 30] trackthe convergence of approximations as the size of the Lanczos matrix is increased and only accept convergedapproximations. That approach suers from the same diculties as an approach which uses error estimates.We use a completely dierent approach. No convergence tolerances are used. Our identication test isa simple extension of the test used in our real symmetric Lanczos procedures. This extension is discussedin detail in [11]. The argument requires only the symmetry of the Lanczos tridiagonal matrices and is validin nite precision arithmetic, as long as the error terms in the Lanczos recursions remain small. There isno proof that our test identies all of the extra eigenvalues but it seems to work well in practice. This testis implemented using inverse iteration on the indicated submatrix.C-W Identication Test: A simple eigenvalue  of some Tk which is also numerically an eigenvalueof the submatrix obtained by deleting the rst row and column of Tk is labelled spurious and discarded.
All of the remaining simple and numerically-multiple Lanczos eigenvalues are labelled good, and used asapproximations to eigenvalues of A.Error estimates for relevant simple good eigenvalues  are computed by computing eigenvectors u of theLanczos matrix, Tk, and then computing jk+1u(k)j. Convergence is declared when all relevant estimatesare small. In the nonsymmetric case, the accuracy of the error estimates as measures of convergencedepends upon the error propagation, the condition of the eigenvalues being computed, and the sizes ofvarious vector norms.4.2. Losses in Biorthogonality Imply ConvergenceThe stability of our algorithm depends upon the error propagation. In Theorem 4.1, we derive an apparentlystronger version of a theorem in [1] relating the loss of biorthogonality of the Lanczos vectors to convergenceof Ritz vector approximations. Bai [1] considered a dierent nonsymmetric variant of the nonsymmetricLanczos eigenvalue procedure and obtained extensions of theorems in Paige [20, 21] to the error termsFj and Gj in equations (19). In his proof, Bai assumed exact local biorthogonality and normalizability.We prove a similar result for the complex symmetric variant which requires only -biorthogonality andnormalizability.Theorem 4.1. (Loss of Bi-orthogonality implies Convergence): LetAVj = VjTj + j+1vj+1eTj + FjATWj = WjTj + j+1wj+1eTj +Gj(19) WTj Vj = Ij + j + Lj + Uj(20)where j = diag (1; : : : ; j) with j  (wTj vj   1)Lj = strictly lower triangular part of WTj VjUj = strictly upper triangular part of W Tj Vjand Vj and Wj are n  j, Tj is j  j, and Fj and Gj are n j matrices.Dene Kj  KTj  W Tj Fj   FTj Wj + V Tj Gj   GTj Vj + 2(jTj   Tjj)(21)where Kj is strictly upper triangular.Vi = vTi+1wi ; Wi = wTi+1vi; for 1  i  j ;(22) Dj = diag (d1; : : : ; dj) with di = i[Wi 1   Vi 1] + i+1[Vi   Wi ] :(23)For any Tjui = iui dene corresponding unnormalized right and left Ritz vectorszRi = Vjui and zLi = Wjui :(24)Then for any 1  i  j, zLi T vj+1 +  zRi T wj+1 =  uTi Djui + uTi Kjui + (Vj + Wj )u2i (j)j+1ui(j) :(25)Therefore if kFjk; kGjk; kjk, and kDjk are small, kWjk; kVjk, and kTjk are not too big, and eitherj(zLi )Tvj+1j or j(zRi )Twj+1j is large, then jj+1ui(j)j must be small.We need the following lemmas.
Lemma 4.1. Let T; L and U be as dened in Theorem 4.1. Let C1 = TL  LT and C2 = TU   UT .Then C1 is lower triangular, C2 is upper triangular, andC1(i; i) = i+1Wi   iWi 1C2(i; i) = iVi 1   i+1Vi :(26)Proof. Consider C1. The proof for C2 is similar. C1 is lower Hessenberg. Straight-forward applications ofthe facts Tik = 0 unless k = i  1; i; i+ 1 and Lik = 0 when k  i, yield C1(i; i+ 1) = 0 for all 1  i  j,and the rst half of Equation (26).Lemma 4.2. For each j, WTj rveTj   Vj ejeTj is strictly upper triangular.Proof. The proof follows directly from the denition of Vj .Proof. (Theorem 4.1): >From the nonsymmetric Lanczos recursions (19), we obtainW Tj AVj   WTj VjTj = W Tj rv eTj +W Tj Fj :(27) V Tj ATWj   V Tj WjTj = V Tj rw eTj + V Tj Gj :(28)where we set rv = j+1vj+1 and rw = j+1wj+1. Taking the transposes of both sides of equations (27, 28)we obtain V Tj ATWj   T V Tj Wj = ej  rTvWj+ FTj Wj(29) WTj AVj   T WTj Vj = ej  rTwVj +GTj Vj :(30)Subtracting Equation (30) from Equation (27) we obtainTj W Tj Vj  WTj VjTj = W Tj rv eTj   ej  rTwVj+W Tj Fj   GTj Vj :(31)Subtracting Equation(28) from Equation (29) we obtainV Tj WjTj   Tj V Tj Wj = ej  rTvWj  V Tj rw eTj + FTj Wj   V Tj Gj :(32)Subtracting Equation (32) from Equation (31) we obtainhW Tj rveTj   ejrTvWji+ hV Tj rweTj   ejrTwVji + hW Tj Fj   F Tj Wji+ hV Tj Gj  GTj Vji= hTj WTj Vj  V Tj WjTJi + hTj V Tj Wj  W Tj VjTji :(33)The matrices within each pair of square brackets are skew symmetric. >From Equation (20) and thesymmetry of Tj we have thatTj W Tj Vj  V Tj WjTj + Tj V Tj Wj   W Tj VjTj =2 (Tjj  jTj) + (TjLj   LjTj) + (TjUj   UjTj)+ TjLTj   LTj Tj + TjUTj   UTj Tj :(34)>From Lemma 4.1 we have that ~Lj  (TjLj   LjTj) + TjUTj   UTj Tj(35)is lower triangular and ~Uj  TjLTj   LTj Tj+ (TjUj   UjTj)(36)
is upper triangular. Rewrite Equation (33) ashW Tj rveTj   ejrTvWji+ hV Tj rweTj   ejrTwVji = ~Lj + ~Uj +Kj  KTj :(37)Equate the strictly upper triangular parts of the right and of the left hand sides of Equation (37)hW Tj rveTj   Vj ejeTj i+ hV Tj rweTj   Wj ejeTj i = ~Uj  Dj +Kj :(38)Let Tjui = iui with kuik = 1. If we apply uTi to the left side of Equation (38) and ui to the right side, weobtain (j+1ui(j)) h zLi Tvj+1 +  zRi Twj+1i =uTi ~Uiui   uTi Djui + uTi Kjui + hWj + Vj i u2i (j) :(39)>From Equation (36), uTi ~Ujui = 0 and therefore Equation (39) reduces to Equation (25). Furthermore,uTi Djui = Ej where kEjk  4 (maxi ji+1j) maxi jV;Wi j. Therefore, if kFjk; kGjk; kjk, and the localnear-biorthogonality terms Vi ; Wi ; 1  i  j, are small, and kWjk; kVjk; kTjk are not too large, thenthe right hand side of Equation (39) is small. Therefore, if for some i, either j(zLi )Tvj+1j or j(zRi )Twj+1j,is large, then jj+1ui(j)j must be small. Furthermore, if kFjk and kGjk are small, kvj+1k and kwj+1kare not large, and kVjuik and kWjuik are not too small, Equation (19) implies that the residual normskAzRi   izRi k=kzRi k and kATzLi   izLi k=kzLi k are small, so that convergence, at least in the sense of theresidual norms, has occurred.5. Invariant Properties of Arnoldi and Nonsymmetric Lanczos MethodsTo be able to fully utilize Krylov subspace iterative methods in practical problems we need a betterunderstanding of their convergence behavior. In order to study the numerical behavior of these algorithmswe need test matrices where we can systematically vary spectral properties. In this section we list severaltheorems which identify one such possible class of matrices.We have the following unitary invariance for the real symmetric Lanczos methods [11]. Theorem 5.1is stated for real C but the complex Hermitian analog follows easily. In this section we use C and ~C todenote two matrices which are unitarily similar.Theorem 5.1. (Exact Arithmetic): Let C and ~C be similar real symmetric matrices. Let U be aunitary matrix such that ~C = UTCU . For k = 1; : : : ; K; let TCk , T ~Ck and V Ck , V ~Ck denote respectively,Lanczos matrices and Lanczos vectors, obtained by applying the real symmetric Lanczos recursions to Cand to ~C. If the starting vector for C is v1 and for ~C is v ~C1 = UTv1, then for k = 1; : : : ; K, TCk = T ~Ck , V ~Ck= UTV Ck , and the two computations yield identical eigenvalue approximations, and identical residual anderror norms for the corresponding Ritz vectors.Corollary 5.1. if A is real and symmetric and the arithmetic is exact, to understand the convergencebehavior of a real symmetric Lanczos procedure, it is sucient to consider diagonal test matrices.We consider extensions of Theorem 5.1 to nonsymmetric matrices. We will use these extensions toobtain a family of test matrices. First consider an Arnoldi method.Theorem 5.2. (Exact Arithmetic) Let U be any unitary matrix. Let C be a nonsymmetric matrixand dene ~C  UHCU . For k = 1; : : : ; K;, let HCk , H ~Ck and V Ck , V ~Ck denote respectively, Arnoldi matricesand Arnoldi vectors, obtained by applying the Arnoldi recursions in exact arithmetic to fC; vC1 g and tof ~C; ~v ~C1 g with ~v1 = UHvC1 . Then for each k, HCk = H ~Ck , V Ck = UV ~Ck , and the two computations yieldidentical eigenvalue approximations, and identical residual and error norms for the corresponding Ritzvectors.
Proof. For each k and in exact arithmeticCV Ck = VkHCk + hk+1;kvCk+1eTk and ~C(UHV Ck ) = (UHV Ck )HCk + hk+1;kUHvCk+1eTk :(40)Therefore, for each k, V ~Ck = UHV Ck and H ~Ck = HCk .Since C and ~C are similar, they have the same eigenvalues and if Cx = x with kxk = 1, then~CUHx = UHx. Moreover, for any HCk u = u, the corresponding Arnoldi right Ritz vectors satisfyz ~C = UHzC where we set kzC k = 1. Let  be the eigenvalue of C closest to  and let x be a correspondingunit right eigenvector. Then the error and the residual norms for these eigenvector approximations satisfythe following.keCk k = kzCk   xk = kz ~Ck   UHxk = ke ~Ck k and krCk k = k   CzCk + zCk k = k   ~Cz ~Ck + z ~Ck k = kr ~Ck k:(41)Theorem 5.2 tells us that applications of the Arnoldi procedure to any fC; v1g and to the correspondingfUHCU; UHv1g where U is any unitary matrix will yield the same eigenvalue and Ritz vector convergencebehavior. This is not unexpected since the corresponding starting vectors have the same size projectionson corresponding right eigenvectors. We note that the matrices were not assumed to be diagonalizable.In Theorem 5.3 we use the complex variant of the nonsymmetric Lanczos recursions but the basicarguments are independent of the particular scaling used.Theorem 5.3. (Exact Arithmetic) Let U be any unitary matrix. Let C be a nonsymmetric matrixand dene ~C  UHCU . For k = 1; : : : ; K; let TCk , T ~Ck and V Ck , WCk , V ~Ck , W ~Ck denote respectively, Lanczosmatrices and Lanczos vectors, obtained by applying the nonsymmetric Lanczos recursions in equation(4) toC and to ~C with v ~C1 = UHvC1 and w ~C1 = UTwC1 . Then for each k, TCk , = T ~Ck , V Ck = UV ~Ck , andWCk = UW ~Ck ,where UT is the simple transpose of U . The two computations yield identical eigenvector approximations,and identical residual and error norms for the corresponding right and left Ritz vectors.Proof. For each k and in exact arithmetic,CV Ck = V Ck TCk + k+1vCk+1eTkCTWCk = WCk TCk + k+1wCk+1eTk(42)Similarly, ~C(UHV Ck ) = (UHV Ck )TCk + k+1UHvCk+1eTk~CT (UTWCk ) = (UTWCk )TCk + k+1UTwCk+1eTk(43)Therefore, for each k, TCk = T ~Ck , V ~Ck = UHV Ck and W ~Ck = UTWCk .Since C and ~C are similar, they have the same eigenvalues, and if Cx = x and CT y = y, then~CUHx = UHx and ~CTUTy = UTy. Moreover, for any Tku = u, the corresponding right and left Ritzvectors satisfy zR ~C = UHzR C and zL ~C = UTzL C where we set kzR Ck = kzL Ck = 1. Let  be the eigenvalueof C closest to , and let x and y be corresponding unit right and left eigenvectors. The error and residualnorms satisfy the following.keRk Ck = kzRk C   xk = kzRk ~C   UHxk = keRk ~CkkeLk Ck = kzLk C   yk = kzLk ~C   UHyk = keLk ~CkkrRk Ck = k   CzRk C + zRk Ck = k   ~CzRk ~C + zRk ~Ck = krRk ~CkkrLk Ck = k   CT zLk C + zLk Ck = k   ~CTzLk ~C + zLk ~Ck = krLk ~Ck:(44)Theorem 5.3 tells us that applications of the nonsymmetric Lanczos procedure to any fC; v1; w1gand to any fUHCU; UHv1; UTw1g where U is a unitary matrix will yield the same eigenvalue and Ritzvector convergence behavior. As in Theorem 5.2, equal size projections on each of the left and the righteigenvectors are maintained.
6. Test MatricesFrom Theorems 5.2 and 5.3, we obtain the well-known fact that we can study the behavior of each of theseKrylov methods on normal matrices by considering only complex diagonal matrices. For general matriceswe have the following theorems. Theorem 5.4 provides a form for test matrices.6.1. A Family of Test MatricesTheorem 6.1. (Exact Arithmetic). For either an Arnoldi or a nonsymmetric Lanczos eigenvalueprocedure, all possible sequences of eigenvalue approximations and all corresponding sequences of Ritzvector residual and error norms can be generated by considering matrices of the formA = V HJV  1(45)where  is a diagonal matrix with positive diagonal entries, V is a unitary matrix and J is the Jordancanonical form of A. If A is diagonalizable, then J is a diagonal matrix  of the eigenvalues of A.Proof. Let C be any nn matrix then there exists an invertible matrix X and a Jordan matrix J suchthat C = XJX 1 :(46)Let X = UV H be a singular value decomposition of X . Then C = UV HJV  1UH . Dene~C  V HJV  1. By Theorems 5.2 and 5.3, any one of the two methods will generate the same eigenvalueapproximations and Ritz vector residual and error norms when applied to both C and ~C , when the startingvectors are chosen according to Theorems 5.2 and 5.3. If C is diagonalizable, then X is a matrix ofeigenvectors of C and J is a diagonal matrix of corresponding eigenvalues of C.If A is real and diagonalizable we can replace complex V and  in equation(45) by a real orthogonalmatrix and a real block diagonal matrix with 1  1 and 2  2 blocks, [10]. We can use equations(45) tospecify various eigenvalue distributions and eigenvector spaces. In this paper we focus on diagonalizabletest matrices. In [10] where we study the convergence of iterative procedures for Ax = b, we also considerdefective matrices.6.2. Some Properties of These Test MatricesTheorem 6.1 states that it is sucient to consider eigenvector matrices of the form V H where  is apositive diagonal matrix and V is a unitary matrix. Since for any unitary V and diagonal , B = V HVis normal, the following lemma is a simple restatement of theorem 6.1 in terms of normal matrices.Lemma 6.1. Let A be diagonalizable and dened by equation(45) for some choice of  , unitary V ,and , then A is a positive diagonal similarity transformation of the normal matrixB = V HV:(47)If all of the eigenvalues of A are real, then A is a positive diagonal similarity transformation of a Hermitianmatrix.We observe that the matrices in equation(45) are invariant under any scaling of the  matrices. In ourtest problems we could for example choose a scale  such that wemin k  Ik22 + k 1 1   Ik22 :(48)If 1 > 1 and n < 1, we can approximate this minimization by letting 412 = 1=n2. This suggests ascale of  = 1=p1n for which the scaled singular values and the inverses of the scaled singular values liein the same interval. We used this scale in each example of the form equation(45) which we considered.
7. Arnoldi versus Nonsymmetric Lanczos Methods7.1. A Property of Arnoldi MethodsThe following lemma may indicate that an Arnoldi method should perform well when applied to a matrixwhich is nearly normal. Theorem 7.1 gives a characterization of any normal matrix A in terms of itsHermitian-skew Hermitian decomposition. For a proof, see for example, [10]. We use C to denote aneigenvalue of C.Theorem 7.1. Let A be any n  n matrix. Dene MA  (A + AH)=2 and NA  (A   AH)=2. A isnormal if and only if MANA = NAMA. Equivalently, A is normal if and only if each eigenvector of A isalso an eigenvector of MA and of NA, and each eigenvalue of A is of the form A = MA + iNA for someorderings of the eigenvalues of A, MA, and NA.Theorem 7.1 states that if A is normal we can compute its eigenvectors and eigenvalues by Hermitianeigenvalue computations on MA and iNA and and Hermitian eigenvector computation on either MA orNA. In other words, the Hermitian-skew Hermitian decomposition is the natural decomposition whenthe matrix is normal. Lemma 7.1 states that for any A, and at each stage of an Arnoldi process, theHermitian-skew Hermitian decomposition of A is preserved in the Arnoldi orthogonal projection matricesHk. Therefore, at each stage we are implicitly generating orthogonal projection matrices for MA and NA.Lemma 7.1. (Exact Arithmetic): Let A be any n  n matrix. Apply the Arnoldi recursions to A,generating orthogonal projection matrices Hk = V Hk AVk, k = 1; : : : ; m. ThenMHk = V Hk MAVk and NHk = V Hk NAVk(49)are respectively, orthogonal projection matrices for MA and NA, on the Krylov subspaces.7.2. A Property of Nonsymmetric Lanczos MethodsFor any A dened by equation(45) and the corresponding normal matrix B dened in lemma 6.1, we deriverelationships between the Lanczos matrices, the residual norms and the error norms of corresponding Ritzvectors generated by applying the nonsymmetric Lanczos procedure to both A and B when the startingvectors satisfy the relationships specied in this theorem.This theorem says that to understand the eigenvalue convergence of the nonsymmetric Lanczosprocedure when it is applied to any diagonalizable matrix, it is sucient to understand the behaviorof this procedure when it is applied to normal matrices with certain well-chosen starting vectors. However,the corresponding residual and error norms for the nonnormal and the normal problem are not equal.Moreover, this is not a practical result since to generate the correct starting vectors we would need toknow . We note that one cannot prove a similar result for the Arnoldi procedure. Moreover, if theeigenvalue convergence is monitored by estimates of the residual norms for the Ritz vectors, we would notsee this invariance. The proof is analogous to the proof of Theorem 5.3.Theorem 7.2. (Exact arithmetic): Let A = B 1 where B is a normal matrix. For k = 1; : : : ; K; letTAk , TBk and V Ak , WAk , V Bk , and WBk denote respectively, Lanczos matrices and Lanczos vectors, obtainedby applying the complex symmetric variant of the nonsymmetric Lanczos recursions to fB; v1; w1g and tofA;v1; 1w1g. Then for each k, TAk , = TBk , V Ak = V Bk , and WAk =  1WBk .For any Tku = u, the corresponding right and left Ritz vectors satisfy zR A = zR B andzL A =  1zL B . Let  be the eigenvalue of B closest to , and let x and y be corresponding unitright and left eigenvectors, then the right error norms satisfykeRk Bk = kzRk B   xk = k 1(zRk A   x)k 6= keRk Ak:(50)Similar relationships exist for the right and the left residual norms and the left error norm.
8. Numerical comparisons, Arnoldi versus Nonsymmetric LanczosWe are interested in studying the convergence behavior of Arnoldi and nonsymmetric Lanczos eigenvalueprocedures as we vary the spectral properties of the matrix A. These methods are invariant under shifts.In exact arithmetic either method when applied to A and A + I for any shift  will generate the samevectors, and matrices which dier only by the specied shift. Therefore , without loss of generality, we canrestrict ourselves to test matrices with eigenvalues whose real parts are all positive.We have written a suite of MATLAB [19] codes which allow the user to generate and regenerate testmatrices of the form given in equation(45). The user can also call either a Ax = b routine or a basic realor complex Arnoldi eigenvalue routine. The matlab routines will write a test matrix to a le which canthen be read into the codes for the nonsymmetric Lanczos procedure which are written in Fortran. Outputfrom any of these computations can be plotted using MATLAB routines written specically for such tests.There are also codes for generating pseudospectra of test matrices and contour plots of the pseudospectra.These codes are described in [10].We considered 9 dierent test problems. We applied a complex Arnoldi method with reorthog-onalization and our complex symmetric variant of the nonsymmetric Lanczos method with no re-biorthogonalization to each problem and computed eigenvalue approximations and true errors for varioussize Arnoldi and Lanczos matrices. In each test both methods used the same randomly-generated startingvector. In the nonsymmetric Lanczos tests we set w1 = v1.Ideally we would like to be able to characterize the convergence behavior in terms of the nonnormalityof the test matrix. To be able to make comparisons across dierent test matrices, we would need toeliminate the eects of using dierent starting vectors on dierent problems, and we have not done that.These tests however indicate, at least for these test matrices, that in order to completely characterize theconvergence behavior of the eigenvalue approximations generated by either method, we need not only thesingular values of an eigenvector matrix but also knowledge of the relative sizes of entries in the associatedright singular vector matrix. They also indicate that small but nonzero entries in strategic positions in thesingular vector matrix may interact with the singular values to yield an eigenvector matrix whose columnsare even more poorly conditioned than the singular values of the eigenvector matrix suggest. We willdevelop these ideas in another paper.8.1. Test Problems UsedWe consider 9 dierent examples. For examples 1 8, n = 48, and all have the same eigenvalue distribution.The rst two examples are the Grcar matrix n = 48, [29], and its transpose. We denote this matrix byGr48true. This matrix is real. The subdiagonal entries are  1. The diagonal entries and the entries on therst 3 superdiagonals are 1. All other entries are 0. Each eigenvalue is simple. The eigenvalue distributionis depicted by o's in Fig. 1.We used the MATLAB function EIG to compute right eigenvectors XG of Gr48true and eigenvaluesG. We then used the MATLAB function SVD to compute a singular value decomposition XG = UXXV HXof XG. The singular values X of XG vary from 5:3 10 8 to 4:5. We scaled X using s  1=pn1 andset s = sX .Examples 3 and 4 are normal matrices.Gr48id2  V HX GVX and Gr48id3  V HR GVR;(51)where VR was generated randomly using a uniform distribution and orthonormalized using the MATLABfunction ORTH.Examples 5 and 6 were nonnormal matrices.Gr482  sV HX GVXs 1 and Gr483  sV HR GVRs 1;(52)where VR is the unitary matrix used in examples 3 and 4.
Examples 7 and 8 were also nonnormal.Gr48a2r2b02 aV HX GVXa 1 and Gr48a2r2b03 aV HR GVRa 1;(53)where VR is the unitary matrix used in examples 4 and 6. a was obtained by computing the 48 pointsin the interval [10 4,1] whose logarithms of their square roots are equally spaced in the interval [10 2; 1]and then scaling these numbers by the reciprocal of the square root of the product of the smallest and thelargest values. The scaled values in a varied from 10 2 to 102.Example 9 is of size n = 32. This matrix is bidiagonal with the entries 1=pk on and above the maindiagonal.In Figs 1-4 and 7-14, we use o's to denote the true eigenvalues, x's to denote the Arnoldi approximations,and a combined + and x to denote the Lanczos approximations. In Figs 5-6, we use x to denote the errorsat the smallest size considered, a combined + and x at the next largest size, and + to denote the errors atthe largest size considered. In Figs 15-16 we plot the sizes of entries in certain matrices. In each of thesepictures the 'origin' is the (1; 1) position in the matrix.8.2. ObservationsWe make several comments based upon the tests we have run. However, more testing is needed beforeany denite conclusions can be made. We believe that both Arnoldi and nonsymmetric Lanczos methodscan be eective for computing eigenvalues (and eigenvectors) of many nonsymmetric matrices. We observethat, for examples 1-8, the approximations to the left tails of the eigenvalue distribution converge prior toconvergence of the leading edge.Example 1 is well-conditioned in the sense that its singular values vary from :922 to 3:23. This matrixis however very nonnormal [29]. In Figs. 1-2, for m = 24 and m = 32, we plot the true eigenvalues, thecomplex Arnoldi approximations, and the nonsymmetric Lanczos approximations . We observe that inboth gures the nonsymmetric Lanczos approximations are closer to the actual eigenvalue curve than theArnoldi approximations. At m = 32 the Lanczos approximations have correctly identied the left trailingeigenvalues. The Arnoldi estimates are still on the wrong side of the origin.We ran the same tests using the real Arnoldi method and a real randomly-generated starting vectorin both the Arnoldi and the nonsymmetric Lanczos method. See Figs. 3-4. These plots are very similarto Figs. 1-2. In corresponding tests on the transpose of Gr48true, the order in which the eigenvaluesconverged changed slightly but the overall plots were very similar to the plots for Gr48true.In Figs 5-6 we plot true errors for the eigenvalue approximations generated by each method for dierentsize Arnoldi and Lanczos matrices. The x-axis corresponds to the number of an eigenvalue when theeigenvalues j; 1  j  n, are ordered from algebraically-smallest to algebraically-largest real parts.With this ordering, the numbering moves from left to right along the tails of the eigenvalue distribtuionfor the rst 15 complex pairs of eigenvalues. It then moves to the center of the curved front edge ofthe distribution, moving upwards and downward from that center through 36. 37;38 complete the leftarms of the distribution, afterwhich the numbering resumes along the front edge, continuing up into thetop(bottom) cusp. Comparing Figs. 5 and 6 at m = 40, we observe that the Lanczos errors for the leftportion of the spectrum are smaller than the corresponding Arnoldi errors at that size. By m = 48 thenonsymmetric Lanczos procedure has an approximation to each eigenvalue. Good accuracy is obtained bym = 60.Examples 3 and 4 are normal. Fig. 7 for example 3, and Fig. 8 for example 4, both for m = 24,indicate that the Arnoldi method has identied the shape of the spectrum. The nonsymmetric Lanczositerates are not constrained by the normality and are more scattered than the Arnoldi iterates.Examples 5 and 6 are not normal. The condition number of example 5 is 3:5 with the singular valuesranging from :92 to 3:23. The singular values of the eigenvector matrix range from 5:28 10 8 to 4:5. Thecondition number of example 6 is 2:4 1014. The singular values of example 6 range from 1:1 10 7 to2:5 107. The singular values of the eigenvector matrix range from 5:29 10 8 to 4:6. If we selected the
starting vectors according to Theorems 5.2-5.3, in exact arithmetic, the convergence of example 5 should bethe same as that observed for example 1. Although we did not modify the starting vectors appropriately,the observed convergence is very similar. See Fig. 9. We would like to be able to make a statement aboutdierences corresponding to VX versus VR. A precise statement would require us to take starting vectorswith equal projections on corresponding eigenspaces. We did not do that. In fact we used the same startingvector on both examples and methods. If however we compare Figs 9 and 10, for m = 32, we observebetter convergence for the nonsymmetric Lanczos procedure when V = VR versus V = VX , along the frontedge of the distribution.In examples 7 and 8 we attempted to construct problems with normality between that of Gr48true andGr48id. The norm of example 7 is 2:82. The singular values of example 7 range from 1:16 to 2:82. Thesingular values of the MATLAB eigenvector matrix for example 7 range from 4 10 4 to 4. The norm ofexample 8 is 4:2 103. The singular values of example 8 range from 7:8 10 4 to 4:2 103. The conditionnumber is 5:4  106. The singular values of the MATLAB eigenvector matrix for example 8 range from4 10 4 to 4.In Fig. 11 at m = 32 we observe that both the Arnoldi and the nonsymmetric Lanczos approximationshave correctly identied the left tails of the distribution. There is however still a bulge on the front edgein the Arnoldi plot but it is smaller than in Fig. 9. In Fig. 12 corresponding to V = VR, the bulgeis gone. The dierences between Figs. 11 and 12, and between Figs. 9 and 10, led us to examine thestructure of the V HX matrix. We observed that the numerical shape of this matrix, in terms of the sizesof the nonzero entries in this matrix, enhances the deterimental eects of the small singular values on theresulting eigenvector matrix. For examples 5  8 these enhancements aect portions along the eigenvaluedistribution near the cusps. This structure also allows the matrix to 'conceal' its ill-conditioning. We canillustrate this type of eect more clearly by considering example 9 where even the singular values alone aresucient to prevent nite precisions implementations of either procedure from working properly.Example 9 is well-conditioned and all of the eigenvalues are real, ranging from :176 to 1:0. Thecondition number is 154. The singular values of example 9 range from 10 2 to 1:55. The singular values ofthe eigenvector matrix, however, range from 1:2 10 24 to 5:5. First consider Fig. 13 with m = 24. Bothmethods have computed the 3 right-most eigenvalues correctly but the other approximations form ringsaround the true eigenvalues. If we increase the size to m = 32, we observe in Fig. 14, that the 8 rightmosteigenvalues are approximated by both procedures but the other approximations for both methods formrings around the rest of the spectrum even though the Arnoldi vectors are fully orthogonal and m = n.For this example only 16 singular values are larger than 10 10. Therefore, we might expect theeigenvector matrix to behave as though its rank is less than 32, and it does. Fig. 15 is a contour plot ofthe base 10 logarithms of the absolute values of the entries of the right singular vector matrix. This matrixwas computed by rst using MATLAB to compute an eigenvector matrix for example 9 and then usingMATLAB to compute the singular value decomposition of example 9. We observe that the upper left handportion of this plot corresponds to small entries. Fig. 16 is a contour plot of the base 10 logarithms ofthe absolute values of the entries of the corresponding canonical eigenvector matrix. The gure indicatesthat the numerical rank of this matrix is less than 10. Thus, we can expect to be able to compute at most10 of the eigenvalues of this example. The 'shape' of the singular vector matrix has combined with thesingular values to make things even worse. Since the well-separated eigenvalues converge rst, the actualconvergence is from the right to the left.We also note that w.r.t several of the examples, without scaling , premature termination of the Arnoldirecursions occurred even with limited reorthogonalization. Therefore, for each test we used the scaling andat each step of the Arnoldi procedure incorporated total reorthogonalization of each intermediate Arnoldivector w.r.t all preceding Arnoldi vectors. However, there was no re-biorthogonalization in the Lanczosmethod.
9. SummaryWe obtained several results which may be useful in determining the convergence behavior of eigenvaluealgorithms based upon Arnoldi and nonsymmetric Lanczos recursions. We derived a relationship betweennonsymmetric Lanczos eigenvalue procedures and Arnoldi eigenvalue procedures. We demonstratedthat the Arnoldi recursions preserve a property which characterizes normal matrices, and that if wecould determine the appropriate starting vectors, we could mimic the nonsymmetric Lanczos eigenvalueconvergence on a general diagonalizable matrix by its convergence on related normal matrices. Using aunitary equivalence for each of these Krylov subspace methods, we dened sets of test problems wherewe can easily vary certain spectral properties of the matrices. We used these and other test problemsto examine the behavior of an Arnoldi and of a nonsymmetric Lanczos procedure. The results of thesetests suggest that to completely characterize the behavior of these methods on nonnormal problems it isnot sucient to know the singular values of the eigenvector matrix. They also suggest a potential sourceof numerical diculties for both types of methods. In addition, these tests suggest that a nonsymmetricLanczos procedure may more readily identify key portions of the spectrum of a highly nonnormal matrixthan an Arnoldi method. However, each step of a nonsymmetric Lanczos procedure requires a matrix-vector multiply by both A and by AT . Moreover, the eigenvalue approximations generated by the Arnoldimethod typically exhibit less scatter than those generated by a Lanczos method.There are many open questions regarding the behavior of either or both of these types of methods, andeven questions about the design of tests for comparisons both between methods and for a given method.In [9] we examine similar questions in the context of the problem Ax = b.References[1] Z. Bai, Error analysis of the Lanczos algorithm for nonsymmetric eigenvalue problem, Math. Comp., 62(205)(1994), pp. 209{226.[2] M. Bennani and T. Braconnier, Comparative behaviour of eigensolvers on highly nonnormal matrices. CERFACSTechnical Report TR-PA-94-23 (1994). CERFACS, Toulouse, France.[3] T. Braconnier, Importance of the orthogonalization scheme used for eigensolvers applied to nonnormal matrices,CERFACS Technical Report TR-PA-94-20, (1994). CERFACS, Toulouse, France.[4] T. Braconnier, F. Chatelin and V. Fraysse, The inuence of large nonnormality on the quality of convergenceof iterative methods in linear algebra, CERFACS Technical Report TR-PA-94-07 (1994). CERFACS, Toulouse,France.[5] F. Chatelin, V. Fraysse, and T. Braconnier, Computations in the neighbourhood of algebraic singularities,Numer. Funct. Anal. and Optimiz., 16(3&4) (1995), pp. 287{302.[6] F. Chaitin-Chatelin, Is nonnormality a serious diculty? , CERFACS Technical Report TR-PA-94-18, 1994.CERFACS, Toulouse, France.[7] F. Chaitin{Chatelin, Finite precision computations, reliability of numerical software, CERFACS TechnicalReport TR-PA-94-05 (1994). CERFACS, Toulouse, France.[8] F. Chatelin and V. Fraysse, numerical illustrations by T. Braconnier, Qualitative computing, elements fora theory for nitie precision computation, CERFACS Technical Report TR-PA-93-12 (1993). CERFACS,Toulouse, France.[9] J. Cullum,GMRES versus QMR/BICG methods for solving Ax = b, to appear IBM Research Report, December1995, IBM Research, Yorktown Heights, NY.[10] J. Cullum, Testing iterative methods for nonsymmetric matrices, to appear, IBM Research Report, January1996, IBM Research, Yorktown Heights, NY.[11] J. Cullum, Lanczos algorithms for large scale symmetric and nonsymmetric matrix eigenvalues problems,Proceedings of the Cornelius Lanczos International Centenary Conference, eds. J. David Brown, Moody T. Chu,Donald C. Ellison, and Robert J. Plemmons, SIAM, Philadelphia, PA (1994) pp. 11{31.[12] J. Cullum, W. Kerner, and R. Willoughby, A generalized nonsymmetric Lanczos procedure, Comput. Phys.Comm., 53 (1989), pp. 19{48.[13] J. Cullum and R. Willoughby, A practical procedure for computing eigenvalues of large sparse nonsymmetricmatrices, in Large Scale Eigenvalue Problems, J. Cullum and R. Willoughby (eds.), North-Holland, 1986,pp. 193{240.
[14] J. Cullum and R. A. Willoughby, Lanczos Algorithms for Large Symmetric Eigenvalue Computations, Vol. 1,Theory, Progress in Scientic Computing Vol. 3, eds. S. Abarbanel et al., Birkhauser, Basel, Switzerland (1985).[15] V. Druskin and L. Knizhnerman, Krylov subspace approximation of eigenpairs and matrix functions in exactand computer arithmetic, Schlumberger-Doll Research Note, October 20, 1992, Schlumberger-Doll, Ridgeeld,CT; to appear in Numerical Linear Algebra.[16] R. W. Freund, M. H. Gutknecht, and N. M. Nachtigal, An implementation of the look-ahead Lanczos algorithmfor non-Hermitian matrices, SIAM J on Scientic and Statistical Computing, 14,(1993) pp. 137{58.[17] R. W. Freund, G. H. Golub, Noel Nachtigal, Iterative solution of linear systems, Acta Numerica., 1 (1992),pp.57{100.[18] R. Freund and N. Nachtigal, QMR: a quasi-minimal residual method for non-Hermitian linear systems, Numer.Math., 8 (1992), pp. 43{71.[19] C. Moler et al., MATLAB User's Guide, MathWorks, Inc., 24 Prime Park Way, Natick, MA (1992).[20] C. C. Paige, Accuracy and eectiveness of the Lanczos algorithm for the symmetric eigenproblem, Lin. Alg.Appl. 34 (1980), pp. 235{258.[21] C. C. Paige, Error analysis of the Lanczos algorithm for tridiagonalizing a symmetric matrix , J. Inst. Math.Appl. 18 (1976), pp. 341{349.[22] C. C. Paige, The computation of eigenvalues and eigenvectors of very large sparse matrices, Ph.D. thesis, LondonUniversity, Institute of Computer Science, London, England, 1971.[23] B. N. Parlett, Reduction to tridiagonal form and minimal realizations, SIAM J. Matrix Anal. Appl., 13 (1992),pp. 567{593.[24] B. N. Parlett and J. K. Reid, Tracking the progress of the Lanczos algorithm for large symmetric eigenproblems,IMA J. Num. Anal., 1 (1981), pp. 135{155.[25] B. N. Parlett, D. R. Taylor, and Z.A. Liu, A look-ahead Lanczos algorithm for unsymmetric matrices, Math.Comp., 44 (1985), pp. 105{124.[26] Y. Saad, Numerical Methods for Large Eigenvalue Problems, Manchester University Press, Manchester, UK,1992.[27] L. N. Trefethen, Spectra and Psuedospectra: The Behavior of Non{Normal Matrices and Operators, book inpreparation.[28] L. N. Trefethen, A. E. Trefethen, S. C. Reddy, and T. A. Driscoll, Hydrodynamic stability without eigenvalues,Science, 261 (1993), 578{584.[29] L. N. Trefethen, Pseudospectra of matrices, in D. F. Griths and G. A. Watson, eds., Numerical Analysis 1991,Longman Scientic and Technical, Harlow, UK, 1992.[30] J. M. van Kats and H. A. van der Vorst, Automatic monitoring of Lanczos-schemes for symmetric or skew-symmetric generalized eigenproblems, Report TR-7, Academisch Computer Centrum, Utrecht, The Netherlands,1977.[31] H. F. Walker, Implementations of the GMRES method using Householder transformations, SIAM J. Sci. Stat.Comput. 9(1) (1988), pp. 152{163.























True, Arnoldi, NSLanczos Eigenvalues: gr48true2: m=24, cA,cL,cv1
Fig. 1. Example 1: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=24























True, Arnoldi, NSLanczos Eigenvalues: gr48true2: m=32, cA,cL,cv1
Fig. 2. Example 1: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32























True, Arnoldi, NSLanczos Eigenvalues: gr48true: m=24,rA,cL
Fig. 3. Example 1: Real Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=24



























True, Arnoldi, NSLanczos Eigenvalues: gr48true: m=32,rA,cL
Fig. 4. Example 1: Real Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32




































Complex Arnoldi Eigenvalue Errors: gr48true2c: m=40,44,46
Fig. 5. Example 1: Complex Arnoldi: Logarithms True Errors versus Eigenvalue Number
































NSLanczos Eigenvalue Errors: gr48true2c: m=40,48,60
Fig. 6. Example 1: NS Lanczosi: Logarithms True Errors versus Eigenvalue Number



























True, Arnoldi, NSLanczos Eigenvalues: gr48id2c: m=24, cA,cL
Fig. 7. Example 3: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=24



























True, Arnoldi, NSLanczos Eigenvalues: gr48id3c: m=24,cA,cL
Fig. 8. Example 4: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=24



























True, Arnoldi, NSLanczos Eigenvalues: gr482c: m=32, cA, cL
Fig. 9. Example 5: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32



























True, Arnoldi, NSLanczos Eigenvalues: gr483c: m=32,cA,cL
Fig. 10. Example 6: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32



























True, Arnoldi, NSLanczos Eigenvalues: gr48a2r2b02c: m=32, cA, cL
Fig. 11. Example 7: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32



























True, Arnoldi, NSLanczos Eigenvalues: gr48a2r2b03c: m=32,cA,cL
Fig. 12. Example 8: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=32


























True, Arnoldi, NSLanczos Eigenvalues: compact32: m=24,cA,cL
Fig. 13. Example 9: Complex Arnoldi, NS Lanczos: True Eigenvalues and Estimates, m=24

























True, Arnoldi, NSLanczos Eigenvalues: compact32: m=32,cA m=40,cL
Fig. 14. Example 9: Complex Arnoldi, m=32, NS Lanczos, m=40: True Eigenvalues and Estimates




































Fig. 15. Example 9: Contours, log(abs(V H)-matrix, Eigenvector Matrix, X = UaV H .







































Fig. 16. Example 9: Contours, log(abs(X), X = Eigenvector Matrix
