Abstract. In this paper, an original approach for the segmentation of tensor fields is proposed. Based on the modeling of the data by means of Gaussian mixtures directly in the tensor domain, this technique presents a wide range of applications in medical image processing, particularly for Diffusion Tensor Magnetic Resonance Imaging (DT-MRI). The performance of the segmentation method proposed is shown through the segmentation of the corpus callosum from a dataset of 32 DT-MRI volumes. Comparison with a recent and related segmentation approach is favorable to our method, showing its capability for the automatic extraction of anatomical structures in the white matter.
Introduction
DT-MRI is a medical imaging modality which provides, at each voxel, a symmetric second order tensor that describes the diffusion of water molecules [1] . The diffusion tensor can be thought of as the covariance matrix of a zero-mean trivariate Gaussian distribution that models the diffusion, and is represented by a symmetric and positive definite (SPD) 3 × 3 matrix. Brain imaging is the most common application of diffusion MRI, as it can be employed for the visualization of the fibre tracts in the white matter of the brain.
DT-MRI has proved to be particularly relevant in a wide range of neurological clinical pathologies, such as ischemia, multiple sclerosis or schizophrenia, among others. The interested reader is referred to [2, 3] for a comprehensive introduction to the applications of DT-MRI to brain diseases.
The segmentation of anatomical structures from DT-MRI data is a relatively new topic in medical image processing. In the last years, several authors have addressed the issue of segmentation of white matter internal structures from DT-MRI data, such as the corpus callosum or the corona radiata [4, 5, 6, 7, 8, 9, 10, 11] .
Initially, most of the methods intended for the segmentation of tensor fields were based on scalar or vector values extracted from the tensors [4] . Later, segmentation methods have been proposed working directly in the tensor domain, using tensor dissimilarity measures. Feddern et al. first proposed a level set segmentation method that directly worked on tensor data [5] . In [6] a modified k-means algorithm was proposed by Wiegell et al. to segment the thalamic nuclei from DT-MRI, using a combination of the Mahalanobis voxel distance and the Frobenius tensor distance.
In [12] , Wang and Vemuri proposed the use of a region-based active contour model for the segmentation of tensor fields, using the Frobenius norm of the difference of tensors as a tensor dissimilarity measure.
Jonasson et al., in [11] , faced the segmentation of DT-MRI data from a perspective somehow inspired on a fibre tracking approach. In a level set framework, the speed propagation of the front is proportional to the similarity between the tensors lying on the front and its neighbors, measured in terms of the normalized tensor scalar product.
Wang and Vemuri introduced in [7] a new tensor dissimilarity measure, the Kullback-Leibler (KL) divergence. Starting from the KL divergence, a level set is evolved minimizing an energy functional derived from the Active Contours Without Edges model [13] . This segmentation approach was successfully tested on real DT-MRI data. Its main drawback is, coherently with the Chan & Vese model on which it is grounded, its limitation to a piecewise constant model.
In [8] , Lenglet et al. presented a segmentation approach that proposes the minimization of an energy functional based on the Gaussian modeling of the KL distances from the tensor at each voxel to the mean tensor over each region, thus improving the segmentation with the Chan & Vese model. A new tensor dissimilarity measure, the geodesic distance, was also introduced and applied in this segmentation approach.
Later, Lenglet et al. proposed a definition of Gaussian distributions between diffusion tensors [14, 10] , that are incorporated into the probabilistic setting of the Geodesic Active Regions (GAR) model [15] . This segmentation method has shown to be capable of successfully segmenting internal white matter anatomical structures such as the corpus callosum. However, its performance is limited by the Gaussian modeling of the data; problems can be encountered if the complexity of the data is high enough so as to render the model too simplistic, a fact that affects the robustness and accuracy of the segmentation.
In this paper, a novel segmentation method for tensor-valued data is presented based on the definition of mixtures of Gaussians (MoG) over tensor fields. The model introduced here is, consequently, a generalization of the former proposals, and it is aimed at providing more flexibility in the segmentation and the capability to deal with more complex distributions in the data. The segmentation is performed in a region-oriented level set framework, following the GAR model.
In order to illustrate the performance of the proposed segmentation method, the corpus callosum has been segmented out of a set of 32 DT-MRI volumes. The segmentation of this anatomical structure has been addressed in many of the tensor field segmentation approaches in the literature [4, 8, 9, 10, 11] , and is therefore a good choice for benchmarking. However, the performance of the segmentation approaches in the literature has been customarily validated on a single or few volumes, and a study on a larger dataset has not been performed before.
The remainder of this paper is organized as follows: next section presents the proposed segmentation method, from the definition of MoG on tensors to the derivation of the level set evolution equation. In Section 3, experimental work is presented and discussed in order to validate the method proposed. Finally, a brief summary is presented.
Segmentation Method

Gaussian Mixtures on Tensors
In the work by Lenglet et al. [14, 10] , a Gaussian distribution between tensors belonging to the manifold S + (3, R) of the 3 × 3 real, SPD matrices was defined with the following probability density function (PDF):
The following elements need to be specified to complete the description of the Gaussian distribution:
-T is the empirical mean tensor over a set of N diffusion tensors.
-Λ is the associated covariance matrix, whose size is 6 × 6 for a 3 × 3 tensor (that is, the number of free components).
associates to each matrix β i its 6 free components.
The definition of the Gaussian distribution is general in terms of the metric employed. In their work, Lenglet et al. considered three different choices: Euclidean metric, KL divergence and geodesic distance. As empirical evidence favours the geodesic distance [14, 10] , it will be employed in this work.
Starting from the definition of Gaussian PDF over tensor fields defined before, we now define a new PDF composed of a mixture of Gaussians. For a mixture of K Gaussians, the PDF for a tensor T i will be:
where we denote by Θ the set of parameters: α k , k = 1, . . . , K are the mixing probabilities of the different components of the mixture, and each Gaussian distribution is characterized by its mean tensorT k and its covariance matrix Λ k . In order to estimate the parameter vector Θ, a Maximum Likelihood (ML) approach by means of the EM algorithm will be followed, as it is customary for Gaussian mixtures. Hereafter, and in order to simplify the notation, we will express the dependencies of ϕ i simply as ϕ i (T k ) (note that ϕ i = ϕ(β i ) and β i = β i (T k ). The log-likelihood we seek to maximize will be given by
where we have denoted by g k (T i |Θ k ) the PDF of each of the components of the mixture, with parameters
We first derive the log-likelihood with respect to the mean tensorT k :
In order to provide a more compact expression, we can reformulate the Gaussian distributions on tensors as distributions on vectors, where tensor T i is represented by its free components, t i . Using this representation, the derivative we need to compute can be rewritten:
Indeed,
depends on the choice of the tensor distance, and therefore a closedform expression for the mean tensor cannot be obtained in general. The mean tensor is obtained instead by means of a gradient-ascent evolution process:
If a random initialization is employed for thet (0) k , the iterative process is likely to get stuck in local maxima. Therefore, a k-means algorithm is performed previously to the gradient ascent, so as to obtain the initial mean tensors of each component of the mixture.
With regard to the estimation of the parameters Λ k and α k , their derivation does not change with respect to a vector-valued MoG:
For the estimation of the complexity of the MoG, we will follow the approach by Figueiredo et al. [16] , based on the use of the MDL (Minimum Description Length) criterion and implemented by means of a modified EM algorithm that leads to an integrated model selection and estimation procedure. A maximum number of 5 components was set for each mixture to run the complexity selection algorithm. In practice, for most of the segmentation experiments 3 or 4 components were obtained. It was additionally verified that if the above mentioned maximum was increased (say 6,7), more than 5 components were never selected.
Level Set Evolution
Based on the well-known GAR model [15] , the segmentation we seek to perform is formulated as the minimization of the following energy functional:
where p(T(x)|Θ i ) follows the MoG model introduced in the preceding section. In order to perform the segmentation, the energy functional must be minimized with respect to the statistical parameters Θ i and to the segmenting surface, that is represented by means of the level set function φ. This is done following the twostep Expectation-Maximization technique [17] . For a fixed level set, the statistical parameters are updated with their ML estimators. Next, the segmenting surface is evolved following the level set equation
where δ(φ) is the Dirac function. In the next section, we evaluate the performance of the method proposed through the experimentation on real DT-MRI data.
Experimental Results and Comparisons
Experiments were conducted on the extraction of the corpus callosum from a set of real DT-MRI data in order to validate the segmentation method proposed. Comparisons were also performed with a related recent approach in the literature.
Data acquisition:
The employed dataset consists of DT-MRI volumes of 32 subjects, which were acquired on a 1.5 Tesla scanner. The acquisition parameters were: b value = 1000 sec/mm 2 , TE=1000 msec, TR=89 msec, along six diffusionsensitizing directions. The images were obtained on 79 planes with 128 x 128 pixels per slice
1 . An example of the resulting DT-MRI volumes is shown in Figure 1 , where color coding of the main tensor orientation has been employed.
Experiments:
As for initial contours, the body of the corpus callosum was roughly delineated for 3 central sagittal slices of the volume, upon the visualization of the fractional anisotropy, FA [18] . The delineation and the resulting initial surface are shown for a sample volume in Figure 1 .
In order to illustrate the overall performance for all the volumes in the employed dataset, in Figure 2 we reproduce all the obtained segmentation results. A successful segmentation was achieved for all cases, proving MoG to be a robust model for the data. It can be also seen that the obtained segmentation is capable to capture both the genu and the splenium of the corpus callosum, which are the most difficult regions to segment.
For comparison purposes, we also show some segmentation results of our approach compared to those of the segmentation method in [14, 10] , based on the Gaussian modeling of the tensor probability density function (geodesic distance was also employed for this segmentation method, together with the same initial surfaces and identical segmentation parameters). Although this approach was able to obtain good segmentation results on the employed dataset, it encounters some problems in the region of the splenium in some cases when compared to the MoG approach, and it shows lower accuracy for some other subjects. In Figure 3 , the segmentation results on a number of volumes show a better segmentation in the region of the splenium for the MoG model proposed in this paper. This Fig. 3 . Views of the segmentation results for the corpus callosum of different volumes using Gaussian model [14, 10] (red) and MoG model proposed in this paper (green). Results show a better accuracy of our approach in the region of the splenium (three left cases), and a higher robustness to artifacts (three right cases).
increased performance is related to the ability of the MoG to capture a higher complexity in the data with respect to the single Gaussian model. In the same figure, some other segmentation results are shown where the MoG model shows a better accuracy than that of the Gaussian model, whose results present certain artifacts.
Summary
We have presented a novel technique for the segmentation of tensor fields applied to the extraction of anatomical structures from the brain white matter. The method is based on the definition of Gaussian mixtures on tensor-valued data, and experimental work on the segmentation of the corpus callosum from a large dataset of DT-MRI volumes shows a very good behaviour of the proposed model. Comparison with a recent and related approach based on a single Gaussian modeling is favorable in terms of the segmentation detail in specific areas such as the region of the splenium or robustness in the segmentation. We are currently working on the segmentation of other anatomical structures in the white matter and the shape analysis of the obtained structures.
