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Abstract 
This research scientifically analysed the evolving Complex Network structures of the New Zealand 
Computer Science research community upon multiple levels (Macro, Meso, Micro, Topics). 
Methodological approaches utilised interdisciplinary techniques comprised of data mining, social 
network analyses, scientometrics and data visualisation.  The research sought to identify 
communities, highly influential nodes, research institutions, and their collaborative patterns over 
the last 5 years. Network metrics revealed insights into the structure of the networks.  Collaboration 
networks were generated using a variety of layout algorithms then visually presented in the form of 
knowledge maps.  
Furthermore, Word Co-occurrence networks of terms from both the Titles field and Keywords field 
were constructed and analysed to reveal topic trends and bursts. The mapping of recent New 
Zealand Computer Science research developments was accomplished by using Alluvial diagrams. The 
change of streams over the time period highlights the nature of, and evolving relations within and 
amongst topics. The visual results of this research provide a natural way to reveal information.  
To my knowledge, this is the most comprehensive multilevel study of a specific domain (Computer 
Science) conducted within New Zealand, to date. The applied methods are transferable to other 
domains and interdisciplinary endeavours. A real world application of the applied methodology 
could be an enhancement of the existing interdisciplinary portal (www.nzresearch.org.nz/) with the 
application of multilevel analysis methods. This could enable collaboration and discovery among 
scientists across all disciplines.  
An interactive multimedia presentation of this research including high definition maps and a 3D 
demonstration of the Topic network can be found at: 
https://prezi.com/xisc652hg7ov/master-thesis/?webgl=0 
It accompanies, supports the findings of, and enhances this written research.  
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1:: Introduction  
1::1 Background 
 
Networks are ubiquitously present in our daily lives. Varied and many types of networks surround us 
every day, some of which we may not comprehend as such. Extensive and diverse examples of 
networks would include Cellular networks, Computer networks, Political networks, Friendship 
networks, Family networks, Biological networks, Train networks, Motorway networks, Neural 
networks, the Internet and Support networks. Interestingly, all these real world networks are 
fundamentally very similar in core structure. A network consists of entities which are somehow 
connected to other entities. These connections vary depending on the type of the network. The 
relations between entities can be analysed and visualised, subsequently providing insights into the 
nature of the examined network.  
According to Rosvall (2006, p. 1)“networks make it possible to characterize the complex systems of 
our world, in the same way as a map describes the surrounding landscape.”  
The networks this thesis seeks to analyse are scientific networks. Collaboration or co-author 
networks can be classified as scientific networks. Compared to citation networks, relations between 
co-authors are much stronger. According to Ding (2011, p. 190) “co-authorship networks document 
scientific collaboration through published articles, where nodes are authors and a link represents the 
fact that two authors have written at least one paper together”. These relations can be visualised in 
the form of a network diagram.  
New Zealand has a vibrant Computer Science research community. Researchers in Universities and 
Institutes of Technology play a major role in exploring, investigating and contributing to the 
“Computer Science” body of knowledge. The internet and the availability of vast amounts of data 
held within online databases make it possible to extract structured and unstructured data in an 
efficient manner. A lot of information is locked in unstructured data yet to be discovered for further 
collaboration network analysis. To unlock this information, publications from Computer Science 
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researchers in New Zealand are collected and analysed. In this thesis collaboration networks 
including topic networks will be generated, visualised and analysed. 
A number of challenges were presented during the completion of this thesis. Firstly, the data was 
required to be of the highest possibly accuracy, covering the most up to date and relevant 
publications from various heterogeneous sources. To overcome this challenge, the raw data was 
treated and normalised to achieve a homogenous quality data set ready for further analysis. To 
elucidate Topic networks it was vital to lowercase, stem, and tokenize the data and to remove 
stopwords. Furthermore, data features were selected to aggregate the data for the various levels of 
analysis. A suitable method to reveal and present time changes was essential. Time slicing of the 
data was a vital solution in discovering and presenting variations in time. Additionally, numerous 
data conversions, including two-mode to one-mode networks as well as the creation of different 
network file formats was required. Most importantly, tools, algorithms and networks metrics 
required evaluation and where proven suitable, applied to the data set to analyse, visualise and 
evaluate various generated networks. These outlined tasks highlight the complex nature of this 
research and the challenges faced in achieving a successful outcome. 
 
 
1::2 Major Contribution Of This Thesis 
The motivation for this research is a methodology to create and then analyse the evolution and 
structure of Complex Networks. Collaboration Networks based on publications from New Zealand 
researchers in the Computer Science field were constructed and were the base for all calculations. 
According to Lu and Feng “co-authorship networks form one of the most important subjects in the 
domains of scientometrics and complex networks (2009, p. 2313)”. 
The time period from 2008-2012 was chosen to cover the most current and up to date 
developments in New Zealand. It would be beneficial to gain more information about the relation 
and collaboration patterns of New Zealand researchers in the Computer Science discipline. 
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According to (Thilagam, 2010, p. 646) the evaluation and analysis of collaboration networks is useful 
“for strategic planning of research and development.” This knowledge can be used for a variety of 
different real world usages. 
The study collaboration networks include a variety of disciplines. It can be seen as an 
interdisciplinary research as it includes and combines methods from: 
 Data Mining: Supervised or unsupervised evaluation of large datasets.   
 Data Visualisation: “Visualization provides a natural way to summarize the information in 
order to make it much easier to understand”(Aggarwal, 2011, p. 11). Visualisation of data to 
transform it into information and eventually into knowledge is a major part of this research. 
 SNA (Social Network Analysis): The dependencies of participating actors and their relations. 
 Scientometrics: Quantitative analysis of bibliometric data. 
 Computer Science: Algorithms to perform certain tasks on the network data. 
 Network Science: Metrics and analysis of the structure of (complex) networks  
 Graph Theory: The mathematical foundations for the analysis of graphs (networks).  
Two important disciplines for this research are Data Mining and Data Visualisation and by 
incorporating both disciplines, the discovery of new knowledge was made possible(Bertini & 
Lalanne, 2009). The interdisciplinary approach used in this research “is a key factor for innovation” 
(Thilagam, 2010, p. 646).  
This thesis introduces a methodology which enables the construction, visualisation and analysis of 
scientific collaboration networks. The analysis of the generated networks in this thesis factors the 
weight of the edges as a consideration, as this is an important influence when calculating 
connections between nodes. Most network analysis was conducted with emphasis on the Giant 
Component, which is the biggest connected component in a network. 
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1::3 Organisation Of The Thesis 
This thesis is organised as follows. After an explanation of the main terminology, the data used for 
this thesis will be introduced. Following this, a literature review will provide an overview of similar 
current research in the field of complex collaboration networks, including community detection 
algorithms, topic discovery and data visualisation. A flowchart of the proposed methodology will be 
presented and the individual steps will be explained in detail, including how the data was treated to 
achieve data quality. Consequently the networks will be aggregated depending on the level of 
analysis. The various generated collaboration networks will be analysed, visualised and results will 
be explained. There are multiple levels of analysis; beginning with the Macro level, where country 
collaborations will be examined, followed by the Meso level, which studies institution collaborations. 
The Micro level, in which relations and collaboration patterns between authors will be analysed, is 
next. Finally, various topic networks and topic bursts will be analysed.  The conclusion of this thesis is 
followed by an Appendix which provides additional information, including network graphs, lists and 
the tools used for this research. The list of references utilised concludes this thesis. 
1::4 Explanation of Terminology 
1::4::1 Complex Network (Graph)  
There are many definitions for a network, but for this thesis the definition by Rosvall (2006, p. 1) 
defines it best:  “A network is a map of interactions”. A network is also sometimes referred to as 
graph, especially in a mathematical context.  In this thesis, the word network and graph will be used 
interchangeably throughout depending on the context. Complex Networks are “networks whose 
structure is irregular, complex and dynamically evolving over time”(Boccaletti, Latora, Moreno, 
Chavez, & Hwang, 2006, p. 177). 
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1::4::2 Collaboration Network 
In this thesis the collaboration network refers to co-author networks. “Co-authorship networks are 
an important class of social networks and have been used extensively to determine the structure of 
scientific collaborations” (Liu, Bollen, Nelson, & Van de Sompel, 2005, p. 1464).  
1::4::3 Node 
A collaboration network consists of nodes.  Depending on the level of analysis, the nodes in a 
collaboration network can be authors, institutions, countries or topics.  
1::4::4 Edges 
The nodes in a co-author network are connected by edges. In a co-author network the edges reflect 
the fact that an author has published a paper with another author.  
1::4::5 Weighted edges  
The edges in a network can be weighted, which means that an author (node) has published more 
than one paper with another author. 
1::4::6 Path 
A path refers to the physical connections between two nodes on the network. There can be more 
than one path from one node to another.   
1::4::7 Shortest Path (Geodesic Distance)  
The shortest path, also called geodesic distance, is the shortest connection from one node to 
another on the network.  Sometimes there is more than one shortest path between two nodes 
(Newman, 2003) . 
1::4::8 Directed/Undirected  
The edges on a network can be directed or undirected. The edges in a co-author network are 
undirected in contrast to edges in citation networks which are directed. 
 
 
22 
1::4::9 Degree 
A degree of a node measures how many other nodes it is connected to. In the case of the co-author 
network, the degree of a node is the sum of all co-authors for that particular node in the network. 
1::4::10 Weighted Degree 
The weighted degree takes into account that a node could have authored more than one paper with 
another node. The weighted degree therefore measures the possible multiple connections between 
two nodes.  
1::4::11 Density 
“Density of a network is the proportion of exiting links to the maximum possible number of distinct 
links”(Hossain, Abbasi, Uddin, & Rasmussen, 2011, p. 689). The density of a network reflects how 
well a network is connected. The more links (edges) there are on the network, the higher the density 
of the network. 
1::4::12 Diameter 
“The diameter of a network is the length (in number of edges) of the longest geodesic path between 
any two vertices”(Newman, 2003, p. 173).  
1::4::13 Giant Component 
The giant component is (usually the biggest) fully connected component in a network. This means 
that all nodes can be reached by any other node. The giant component is usually the main focus of a 
network analysis.  
1::4:: 14 Isolates/Weakly Connected Components 
All nodes which are not connected to any other node are isolates. In the collaboration network this 
is the case if an author of paper has not collaborated with any other authors. Weakly connected 
components are a group of connected nodes not connected to the giant component. There can be 
more than one group of weakly connected nodes. 
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1::4::15 Network Layout/Visualisation 
A network can be visualised in many different ways. In this thesis, different layouts will be used to 
emphasise certain phenomena or findings. 
1::4::16 MST (Minimum Spanning Trees) Pathfinder Network Scaling 
This network algorithm will be used to create and visualise a user friendly and readable network. 
Especially for large networks, it is often nearly impossible to see the underlying structure. The MST 
Pathfinder algorithm scales the network down, thus illuminating the pure structure of the network. 
The MST Pathfinder Network Scaling method used here is in fact two algorithms combined. The 
underlying Pathfinder algorithm (Schvaneveldt, Dearholt, & Durso, 1988) was used with an MST 
network scaling approach (Quirin, Cordón, Guerrero-Bote, Vargas-Quesada, & Moya-Anegón, 2008; 
Quirin, Cordón, Santamaría, Vargas-Quesada, & Moya-Anegón, 2008)  and implemented by Chintan 
Tank into the Sci2 (Science of Science) tool (Sci2 Team, 2011c). 
1::4::17 Small-World Structure 
The small world phenomena was first introduced by Stanley Milgram in his innovative paper called 
“The Small-World Problem” (Milgram, 1967) where he conducted an experiment and discovered 
that all people are only separated by an average of six people. This phenomena, which was named 
the “small-world” phenomena was later examined by Watts (1999; 1998) in the network science 
discipline. The network structure at hand will be also be evaluated to see if it has a similar small-
world structure.      
1::4::18 Scientometrics 
“Scientometrics is a distinct discipline that performs quantitative studies of science and 
technology using mathematical, statistical, and data-analytical methods and techniques for 
gathering, handling, interpreting, and predicting a variety of features of the science and 
technology enterprise, including scholarly communication, performance, development, and 
dynamics”(Chen, Börner, & Fang, 2012, p. 2). 
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2:: Data 
2::1 Overview 
“Data acquisition and pre-processing take about 80 percent of a typical project’s effort time” (  rner  
2010, p. 50).  A successful research outcome was highly dependent on the dataset. It was therefore 
vital to produce an appropriate and high quality dataset.  
The data set for this thesis is bibliographic data (title, author, affiliation, etc.) from scientists within 
New Zealand.  The scope of this thesis is limited to publications with content covering “Computer 
Science”.  
2::2 Data Collection 
The primary source was the Scopus database (http://www.info.sciverse.com/scopus/about).  
The Scopus database was chosen because it is “the largest abstract & citation database of peer-
reviewed literature” (The University of Auckland Library, 2013, para 6) which covers “Computer 
Science” literature and it includes (indexes) other domain specific databases like IEEE or ACM.  
Data was downloaded from the Scopus database with a country, affiliation, year and topic query. 
The query for the search was: 
AFFILCOUNTRY(new zealand) AND (LIMIT-TO(PUBYEAR, 2012) OR LIMIT-TO(PUBYEAR, 2011) 
OR LIMIT-TO(PUBYEAR, 2010) OR LIMIT-TO(PUBYEAR, 2009) OR LIMIT-TO(PUBYEAR, 2008)) 
AND (LIMIT-TO(SUBJAREA, "COMP")) 
The query was run in October 2012 initially to get familiar with the dataset and then it was run again 
in February 2013 to retrieve and include the latest titles published in 2012.   
The resulting cleaned data consists of 4413 unique titles for the years 2008-2012. The data fields 
were specified to include the following attributes: 
 
 Authors 
 Title 
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 Year 
 Source title 
 Volume 
 Issue 
 Cited by 
 Affiliations 
 Authors with affiliations 
 Document Type 
Please find in Appendix 1 and Appendix 2 an example of the two different data sets. 
 
 
Figure 1: The Scopus Export Screen 
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Then the data was stored in a data matrix (Excel file). Previously manually collected bibliographic 
data from Institutions and researchers websites contained around 1800 titles which were merged 
with the Scopus data set accordingly. This added titles which were not covered by the database.  
  
Figure 2: Merging Of Different Data Files 
 
By combining both datasets (Scopus/Manually collected data) it is possible to inclusively collect all 
types of publications (articles, conference proceedings, books, reports, etc.) which would be less 
comprehensive than data collection from only one source. A heterogeneous data collection 
approach will produce the most qualitative data set (De Stefano, Giordano, & Vitale, 2011). 
 
Note from the author: 
Please note that while this thesis strives to use the highest possible quality dataset it cannot be 
claimed that this dataset is a 100% complete representation of the Computer Science community in 
New Zealand. While all efforts have been made to collect all relevant data there is a possibility that 
some titles were omitted or an author entry was deleted in the data normalisation process. Therefore 
I would like to ask that no author should be offended or feel misrepresented by this dataset. It is 
certainly not the intention of this thesis or its author, to discredit authors or institutions. It should 
rather be seen as an opportunity to strengthen the ties between authors/institutions and to promote 
collaborative Computer Science research relationships.  
  
Merge 
data 
Scopus data 
Manually 
collected data  
from different sources 
Master file 
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2::3 Type Of Documents 
 
The dataset contains a variety of different document types. Not surprisingly for the Computer 
Science discipline, the majority are conference papers (ca. 65 %), followed by articles (ca. 30 %). 
The remaining 5 % consists of books, editorials, letters, notes, short surveys, errata and reviews.   
 
Document Type 
 Frequency Percent Valid Percent Cumulative 
Percent 
Valid Articles 1314 29.8 29.8 29.8 
Articles in Press 42 1.0 1.0 30.8 
Books 1 .0 .0 30.8 
Conference 
Papers 
2870 65.0 65.0 95.8 
Editorials 100 2.3 2.3 98.1 
Errata 4 .1 .1 98.2 
Letters 5 .1 .1 98.3 
Notes 7 .2 .2 98.4 
Reviews 62 1.4 1.4 99.8 
Short Surveys 7 .2 .2 100.0 
Total 4413 100.0 100.0  
Figure 3: Overview Of Document Types 
2::4 Titles Per Year 
         
Figure 4: Titles Per Year Separate / Cumulative 
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2012 had the lowest measure of titles. This result may be due to data collection ceasing at the end of 
February 2013. Furthermore, some journal articles or conference proceedings may have been 
released in the year 2013 even though the actual publication date is 2012. 
The table below displays the total number of titles collected for this research. 
 Total Number Of Titles Per Year 
Year Frequency Percent Cumulative Percent 
2008 879 19.9 19.9 
2009 925 21.0 40.9 
2010 862 19.5 60.4 
2011 977 22.1 82.6 
2012 770 17.4 100.0 
Total 4413 100.0                                     100.0 
Figure 5: Total Number Of Titles Per Year 
 
After this overview of the collected data, the next chapter will be a literature review covering similar 
methods and analysis techniques used in this thesis.
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3:: Literature Review 
 
The analysis of Complex Networks is becoming increasingly important within scientific disciplines 
such as Computer Science (Pham, Klamma, & Jarke, 2011; Siddharth & Hsinchun, 2010; Steinhaeuser 
& Chawla, 2010), Physics (Newman, 2004b), Biology (Palla, Derényi, Farkas, & Vicsek, 2005) , 
Scientometrics (Chen et al., 2012; Uddin, Hossain, Abbasi, & Rasmussen, 2012) or Social Network 
Analysis (Parthasarathy, Ruan, & Satuluri, 2011). The availability of large data sets from bibliographic 
databases and the increasing processing capabilities of modern computers enables extraction and 
analysis of big data sets in a relatively short time.       
3::1 Introduction To Network Science 
Network Science or the analysis of networks began with the “Kӧnigsberg bridge problem” where the 
mathematician Leonard Euler was trying to find unique paths to cross the “Kӧnigsberg” bridges 
(Boccaletti et al., 2006). Euler transformed the paths into a graph (network) and was able to solve 
the problem mathematically. Even though Euler did not use a visualisation of a network (graph) to 
solve the problem at hand, he “reformulated it in a way that was the equivalent of what is now 
referred to as a graph”(Estrada, 2012, p. 5). A theorem has emerged as a result which states that ”a 
connected graph is Eulerian if and only if every vertex has [an] even degree”(Diestel, 2006, p. 21).  
Networks can be described as “decentralized, naturally evolving systems”(Rosvall, 2006, p. 6) and 
“networks whose structure is irregular, complex and dynamically evolving in time”(Boccaletti et al., 
2006, p. 177) can be classified as Complex Networks. The networks examined in this thesis may be 
regarded as Complex Networks.    
Within this research, all networks (Institution Network, Country Network, and Word Co-occurrence) 
are based on the Co-author Collaboration Network. Nodes are authors and the links between them 
mean that they have published at least one publication together.   
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The networks will be visualised in the form of a network diagram. A network diagram will have a 
similar structure to the simplified figure below. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Basic Network Diagram 
 
After this short introduction to Network Science the next section will review Collaboration Networks. 
   
3::2 Collaboration Networks  
 
The first scientist to examine scientific bibliographic data was A.J. Lottka in 1926 where he (Lotka, 
1926) analysed the frequency distribution of papers in two different journals “to determine, if 
possible, the part which men of different calibre contribute to the progress of science”(G.F.S, 1926, p. 
271).  Lotka discovered that the “number of persons making n contributions is about 1/n2 of those 
making one and the proportion of all contributors that make a single contribution is about 
60%”(Coile, 1977, p. 366) and this finding was subsequently named “Lotka’s Law”.    
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Price (1965, p. 510) published a pioneering article about “Networks of Scientific Papers” where he 
tried to “outline the nature of the total world network of scientific papers.”  In this article he 
analysed citation patterns of papers and created the “Immediacy Factor” which means that the most 
cited papers are generally the most recent papers. 
Herbert A. Simon (1955) published a central paper discovering preferential attachments in a variety 
of real world datasets which can also be transferred to Collaboration Networks as  presented by 
Price (1976).  Simon (1962) also published a ground breaking paper called “The Architecture of  
Complexity” which has significantly influenced subsequent research about Complex Networks, 
including Collaboration Networks. 
 
A new centrality measure called  Betweenness Centrality was first recognised by Freeman (1977), 
proposing a new method to calculate the centrality of a node on a network. This work inspired M.E.J. 
Newman to publish a variety of seminal papers about Collaboration Networks and Community 
finding methods (Newman, 2003, 2004a, 2004b, 2004c, 2006, 2010; Newman & Girvan, 2004; 
Newman & Leicht, 2006) of which “Detecting community structure in networks” is one of the most 
influential papers in this discipline.  
 
Another prominent investigation was conducted by Milgram (1967) in a social science experiment 
examining the shortest path between any two randomly selected people in the USA. The shortest 
path is on average only six steps. This finding, described as the “small world phenomena,” or in a 
more mathematical context, the “small world property” is a fundamental observation in most real 
world networks (Boccaletti et al., 2006). A leading and influential paper by Watts and Strogatz (1998) 
published in the journal Nature made a huge impact on the subsequent analysis of real world 
networks. Watts transferred the “small world phenomena” discovered by Milgram into the network 
science discipline in the form of mathematical formula (Watts, 1999, 2003). The “small world 
property” can be described as the “average shortest path length”(Boccaletti et al., 2006, p. 187)  
between any two nodes on a network.  
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The shortest path between nodes on a network is an essential calculation and plays “an important 
role in the transport and communication within a network” (Boccaletti et al., 2006, p. 182). The 
“small world property” will be investigated in the co-author relationships and community structure 
sections in the macro analysis part of this thesis.  
 
One of the earliest attempts to construct a Co-author network was the Erdӧs number project. 
According to Newman (Newman, 2004c, p. 2) , “your Erdӧs number is the geodesic distance between 
you and Erdӧs in the co-authorship network.” Erdӧs was a famous mathematician who published 
more than 1500 articles in his lifetime (Graham, Ne et il,  Butler, 2013). The smaller the Erdös 
number, the closer the collaboration relationship with Paul Erdös. Consequently, an Erdös number of 
1 means, that a person has published an article directly with Paul Erdös. 
 
A recent study (Sun, Barber, Gupta, Aggarwal, & Han, 2011, p. 121) introduced an approach called 
“PathPredict” which is able to “predict future co-author  relationships”. The authors (Sun et al., 2011, 
p. 122) used data from an online database (DBLP) for their experiments.  A “sequential pattern 
mining algorithm“ was applied to the dataset to structure the data. Then the PathPredict method 
was used to foresee future collaboration networks. They conclude that their approach is able to 
predict future co-authorship patterns relatively accurately. Clearly, this prediction model draws its 
knowledge from existing author relationships. It cannot predict connections between previously 
unconnected authors. 
Another researcher, (Ding, 2011, p. 187) investigated the relationships between “productive 
authors”. The author used data from several online databases to extract author information. 
According to Ding (2011), productive authors do not directly co-author with other productive 
authors, but rather choose less productive co-authors. To achieve these results, Ding (2011, p. 191) 
proposed a path finding algorithm. This algorithm finds the shortest path between two authors by 
calculating the distance between them. It can be seen that this approach is based on Newman 
(2001), who introduced a shortest path algorithm to find co-author networks in 2001.  
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A remarkable study was conducted by (Goldenberg & Moore, 2005, p. 1) who examined the 
possibility of using “Bayesian Networks” to display “co-authorship networks”. Similar to other 
research papers, the authors extracted data from an online database. In this case it was the Medline 
database. What differentiates their approach from the previously mentioned research papers is that 
they use binary data within their approach. The authors converted the collected data to be 
represented either by a zero (0) or a one (1). Next, (Goldenberg & Moore, 2005, p. 2) applied an 
algorithm called “SBNS (Screen-Bayes Net Structure search)” to their dataset to create a Bayesian 
Network which is able to display a network structure of authors. They further proposed a future co-
author prediction table based on the SBNS algorithm. The figure below shows this table for a 
particular author. It also demonstrates the use of the binary data. 
 
 
Figure 7: Prediction For An Author To Collaborate With Another Author (Goldenberg & Moore, 2005, p. 5) 
The prediction of future collaborations between authors is also only possible with authors who have 
previously worked together. Otherwise no prediction, or to be precise, a prediction of 0 (= no 
collaboration) will be made.   
 
“Real networks are not random graphs, as they display big inhomogeneities, revealing a high level of 
order and organization“(Fortunato, 2010, p. 2).  Complex Networks consist of clusters of nodes 
which are densely connected to each other, compared to nodes with only view connections. To find 
those clusters or communities in Complex Networks is the topic of the next section.    
Binary Data 
Prediction 
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3::3 Community Detection In Complex Networks 
 
According to Fortunato and Barthélemy (2007, p. 36),“detecting community structure is fundamental 
for uncovering the links between structure and function in complex network”. 
Finding communities in Complex networks is an important research stream in scientific disciplines 
including Social Science, Biology and Computer Science. This thesis endeavours to find communities 
in scientific collaboration networks. Depending on the level of analysis and aggregation of the 
network, these communities can be a group of Institutions, Authors or Terms derived from 
bibliographical data. Communities in Complex networks can reveal close connections between nodes 
and therefore expose the underlying structure of the network formed by the relations and 
interactions between nodes.  
According to Boccaletti et al. (2006, p. 179) the finding of community structures enables “identifying 
a hierarchy of connections within a complex architecture” and subsequently categorise a network 
into smaller sub networks.  
“The problem of community detection requires the partition of a network into communities 
 of densely connected nodes, with the nodes belonging to different communities being only 
 sparsely connected.”(Blondel, Guillaume, R., & Lefebvre, 2008, p. 2) 
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Algorithms which are able to find clusters or communities in a Complex Network try to solve this 
problem. A visual illustration of the problem is shown in the figure below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8: Illustration Of Applied Community Finding Algorithm 
 
The links between nodes are of a higher density in their vicinity than between further away nodes 
making it possible to group the nodes into communities or modules. If an algorithm is successful it 
will reveal the modularity of the network.  
The Girwan-Newman algorithm and most other community finding algorithms are based on this 
model which is also called the “planted ℓ-partition model” (Lancichinetti & Fortunato, 2009, p. 
561171) which was first introduced by Condon and Karp (2000). 
According to Lancichinetti and Fortunato (2009), this network model assumes that a node has a 
probability called pin  which reflects the connections within the nodes community and a probability 
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called pout  which reflects the connections to another community. The theory is that if pin    pout  
then a group of nodes forms a community. Otherwise, there would only be a randomly connected 
network without any community structure. 
M.E.J. Newman is a prominent and often cited author, contributing significant research in the field of 
community detection in Complex Networks including Co-authorship Networks. Lancichinetti and 
Fortunato (2009, p. 561173) state that the Girwan-Newman algorithm was “the first algorithm of the 
modern age of community detection in graphs.”  His paper “Detecting community structure in 
networks”(Newman, 2004b) for example, was cited more than 1150 times (as of November 2013).  
According to Lancichinetti and Fortunato (2009, p. 561173) this algorithm   
“is a hierarchical divisive algorithm in which links are iteratively removed based on the value 
 of their between- ness, which expresses the number of shortest paths between pairs of 
 nodes that pass through the link.”  
This algorithm tries to cluster the nodes together according to a pre-set rule. The figure below 
graphically demonstrates this algorithm.  
 
Figure 9: Girwan And Newman Algorithm Applied To A Social Network (Newman, 2004b, p. 326) 
 
The Girwan-Newman algorithm has been used by a number of researchers to find clusters in Social 
Networks. Two recent studies (Linjing, Xin, Zhenjiang, Zeng, & Scherer, 2010; Zhang, Feng, Li, Zheng, 
& Zhang, 2010) implemented this algorithm to evaluate Co-authorship Networks. Both studies 
employed a similar approach. Author data was downloaded from online databases. Then it was 
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cleaned and pre-processed in order to make the data useful and machine readable. The Girwan-
Newman algorithm was able to find clusters in both datasets. The figure below is an example of the 
clusters found in the IEEE Intelligent Systems Journal (Zhang et al., 2010, p. 69). 
 
 
Figure 10: Clusters Found In The IEEE Intelligent Systems Journal (Zhang et al., 2010, p. 69) 
 
The study by Linjing et al. (2010) had a three tier setup for their dataset. First they had the Author, 
then the Institution and then the Country level. That sequence is similar to the analysis levels applied 
in this thesis with the addition of the Topic level in the form of the Word Co-occurrence Networks 
generated from the Title and Keyword fields. The graph below visually represents the Collaboration 
Network found in their (Linjing et al., 2010, p. 519) research.   
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Figure 11: Collaboration Network Within Research Institutions (Linjing et al., 2010, p. 519) 
 
Besides the pioneering Girwan-Newman algorithm, some other community detecting algorithms 
have emerged over time. Most of them are more or less based on the Girwan-Newman algorithm. 
Clauset, Newman, and Moore (2004) proposed a fast version of the original Girwan-Newman 
algorithm which enables them to run the algorithm efficiently on large networks.  
In 2005, an algorithm (Palla et al., 2005) was proposed with the ability to find overlapping 
community structures. A computer programme was developed called CFinder (Adamcsek, Palla, 
Farkas, Derenyi, & Vicsek, 2006, p. 1021) which was used to highlight “cliques and overlapping 
modules in biological networks”. It was also successfully used to find clusters and communities in Co-
authorship Networks (Palla, Barabási, & Vicsek, 2007). 
A different approach was used by Rosvall and Bergstrom (2008). The authors (Rosvall & Bergstrom, 
2010, p. 1119) were able to find “communities by compressing the description of information flows 
on networks.” The resulting map of random walks through the network revealed clusters of nodes. 
The method and underlying algorithm by Rosvall and Bergstrom (2008) will be called InfoMap in this 
thesis. 
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Recently, the Blondel Community Finding algorithm (Blondel et al., 2008) provided excellent results 
in terms of quality and speed of the algorithm. According to a community algorithm finding survey 
by Lancichinetti and Fortunato (2009, p. 561174), this algorithm is “based on a local optimization of 
[the] Girwan-Newman modularity” and is able to find clusters efficiently in very large networks, 
(more than 100 million nodes) in a relatively short time.  
The figure below describes a selection of important community finding algorithms used in 
Collaboration Networks and the time when they were created. 
 
 
Figure 12: Overview Of The Evolution Of Community Detection Algorithms Used In Collaboration Networks. 
 
Other methods to identify communities in Complex Networks can be found in the Computer Science 
discipline of Artificial Intelligence. Swarm intelligence for example was used by (De Oliveira & Liang, 
2008; Duan, Wang, Liu, & Lin, 2008; Rees & Gallagher, 2012; Zhewen, Yu, & Jingjing, 2009) in various 
forms to reveal communities within Complex Networks.  A similar approach was used by (Dongxiao, 
Jie, Dayou, Di, & Zhengxue, 2011; He et al., 2012; Jin, Liu, Yang, Liu, & He, 2011; Sadi, Öğüdücü,  
Uyar, 2010; Yan, Junyong, Huijie, & Lian, 2010; Yan, Lian, & Junyong, 2010). They used ant colony 
optimisation methods (algorithms) on large Complex Networks. These Artificial Intelligence methods 
show promising preliminary results which could be used to shape future endeavours. 
Girwan-
Newman  
algorithm, 
2004 
Fast G-N 
algorithm, 
2004 
CFinder 
algorithm, 
2005 
Blondel 
community 
algorithm, 
2006 
InfoMap, 
Rosval-
Bergstrom 
algorithm, 
2007 
 
 
40 
As explained above, community discovery in Complex Networks can be achieved using various 
methods or approaches. How to visualise these networks will be examined in the next section.  
3::4 Network Visualisation  
 
The visualisation of Collaboration networks is an important part of this research. Data “visualization 
provides a natural way to summarize the information in order to make it much easier to 
understand”(Aggarwal, 2011, p. 11). Current literature (Börner, Dall'Asta, Ke, & Vespignani, 2005; 
Börner et al., 2010; B rner, 2010; Cobo, López-Herrera, Herrera-Viedma, & Herrera, 2011; Correa & 
Ma, 2011; Kwakkel, Carley, Chase, & Cunningham, 2012; Liu et al., 2004) suggests an array of tools to 
generate, analyse and visualise networks.  
Different approaches and software were used by different researchers. The following section 
provides a summary of the most commonly used tools and methods. 
Touchgraph (Correa & Ma, 2011; Liu et al., 2004) is Java based software which allows direct import 
from Excel files. Sophisticated settings allow for dynamic and interactive visualisation of network 
graphs. It is unfortunately not open source and relatively expensive (ca. 500 US$). It can be tested 
and downloaded from their website: http://www.touchgraph.com/navigator/sales.  
Furthermore, GraphViz has been used by several academics (Liu et al., 2004; Liu et al., 2005; Price, 
Flach, Spiegler, Bailey, & Rogers, 2011). This powerful software visualisation tool can also be 
implemented as an online application. GraphViz does not allow Excel direct imports. It requires 
either a DOT or a GXL format. The advantage GraphViz has over TouchGraph is that it can be used in 
combination with MatLab. Calculations and algorithms can be applied to the data in MatLab and 
then visualised with the help of GraphViz. A MatLab – GraphViz layout importer could be used for 
easier data transfer between these two tools. This layout converter could be downloaded from the 
MatLab website at http://www.mathworks.com/matlabcentral/fileexchange/24652. GraphViz is 
open source and free to download from http://www.graphviz.org/. 
yEd is an open source graph visualisation software similar to GraphViz. It can be downloaded for free 
from the yWorks website: http://www.yworks.com/en/products_yed_applicationfeatures.html.  
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yEd has been used successfully by (Zhang et al., 2010) to visualise Complex Co-author networks. 
The Network Workbench is an open source toolkit which allows the visualisation of large scale 
network graphs. Amongst others, Katy Börner is the main researcher behind this tool and she is 
using the Network Workbench regularly for the visualisation of Complex Network graphs. The toolkit 
can be downloaded for free from Network Workbench website http://nwb.cns.iu.edu/. The Network 
Workbench has been extensively used by various researchers (Börner et al., 2005; Börner, 
Penumarthy, Meiss, & Ke, 2006; B rner, 2010; LaRowe, Ichise, & Börner, 2007) to prepare data and 
visualise Collaboration Networks. 
The Science of Science (Sci2) Tool was developed by the Sci2 Team (2009). After registration, this 
software can be freely downloaded from http://sci2.cns.iu.edu. According to their website (Sci2 
Team, 2009, para 1) it“ is a modular toolset specifically designed for the study of science. It supports 
the temporal, geospatial, topical, and network analysis and visualization of scholarly datasets at the 
micro (individual), meso (local), and macro (global) levels.” This toolset will be used for the proposed 
research as it offers all relevant algorithms and visualisation tools. The software is able to extract Co-
author Networks without the need to create an adjacent matrix.  
Gephi was developed by Bastian, Heymann, and Jacomy (2009). “Gephi is an open source network 
exploration and manipulation software. Developed modules can import, visualize, spatialize, filter, 
manipulate and export all types of networks” (Bastian et al., 2009, p. 1).  
The MapEquation (Rosvall, 2006; Rosvall, Axelsson, & Bergstrom, 2009; Rosvall & Bergstrom, 2008, 
2010) is a free online toolset which allows the manipulation and visualisation of network data. More 
about MapEquation can be read in Appendix 16::5 of this research.  
 
A unique approach to visualise collaborations between authors was conducted by Huang and Huang 
(2006). After downloading bibliographic data from an online database DBLP (Digital Bibliography & 
Library Project), they weighted the author’s contribution with a formula and loaded the data into 
their visualisation programme. Instead of displaying a network like structure their tool shows the 
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connection of authors with layers of rings sorted by year. The figure below demonstrates this 
approach.  
 
 
 
Figure 13: InterRing Visualizer (Huang & Huang, 2006, p. 4) 
The authors, (Huang & Huang, 2006) claim that this method is superior to a conventional network 
layout as their approach also shows historical author collaborations. However, while advantageous, 
in my opinion, a network structure which displays co-author relationships is more appropriate. 
Historical collaborations between authors could also be displayed in a network structure for 
example, by the using different colours for particular years. 
As described previously, there are a number of different tool sets available to visualise Complex 
Network data. In most tools, “analytics and visualization are interwoven” in the form of 
mathematical calculations and layout algorithms (Aggarwal, 2011, p. 12).  According to Bertini and 
Lalanne (2009, p. 12) the ability to “interactively influence the decisions taken by learning algorithms 
and [contemplate opportunities to] make refinements where needed” is a significant technique for 
knowledge discovery.   
The three main data manipulation and visualisation tools used in this research are Sci2, Gephi and 
the MapEquation as they all allow an agile and integrated approach of data analysis and visualisation 
Co -authors 
Historical 
information 
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which is vital for this research. The next section will explain text mining approaches to discover topic 
networks.  
3::5 Topics Discovery 
Topic networks generated from the bibliographic data revealed current research topics in the 
Computer Science discipline in New Zealand. A knowledge map of topics and how they related to 
each provided valuable insights into current and possible future research streams.    
Analysing and mining text is a complex endeavour. Sangno, Baker, Jaeki, and Wetherbe (2010) 
believe there are two main problems when text mining is conducted. The first is synonymy, which 
means that a text mining task can produce misleading results because of the existence of words with 
the same contextual meaning, and therefore possibly describing a concept in a number of different 
ways. Synonymy could be a problem in the existing dataset. It is possible that terms of topics contain 
synonymies which could slightly alter the outcome of the topic network. A solution would be to 
manually investigate each term and check if there are synonyms. Another approach was used by 
(Ma, Xuan, & Wu, 2010, p. 1) who used the “Chinese Classified Thesaurus (CCT) to segment text” to 
find synonyms within the text. The English equivalent WordNet could be used for automatically 
finding and evaluating synonyms in the New Zealand research dataset. According to the Princeton 
University website (2011, para 1), WordNet is a “tool for computational linguistics and natural 
language processing”. This would also minimise the number of terms in the datasets. This solution 
however, would minimise the diversity of different research topics. Therefore, potential synonymy 
issues will not be considered within the scope of this thesis.  
The second problem Sangno et al. (2010) indicate is polysemy. A result can be incorrect if there are 
words in the text which are spelled the same way but have different meanings depending on the 
context of the sentence. This problem is not considered significant in the existing data set. Polysemy 
usually only occurs in texts with different overall contexts. As the dataset is focused only in the 
Computer Science field it is assumed that the meaning of a word is clear as the subjects of the 
collected data (text) are in the same area.  
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While the community discovery reveals the structure and relations between nodes on a network, 
text mining methods can unlock semantic knowledge. According to (Sangno et al., 2010, p. 2) a VSM 
(Vector Space model) is commonly used where words ”are presented as a mathematical vectors, 
which are one-dimensional arrays ”. Similar research was conducted by Sidorova, Valacich, 
Ramakrishnan, and Evangelopoulos (2008) who collected abstracts from three Information 
technology journals over a long period of time (1985-2006). They (Sidorova et al., 2008, p. 467) used 
the LSA (Latent Semantic Analysis) method and were able to “identify five core research areas” 
within the journals. Sidorova et al. (2008, p. 471), state that the “main idea behind LSA is to collect 
all of the contexts within words appear, and to establish common factors that represent underlying 
factors.” 
Another approach could be to use LDA (Latent Dirichlet Allocation). Griffiths and Steyvers (2004, p. 
5231) “applied this algorithm to abstracts of papers published in PNAS from 1991 to 2001”. This 
approach successfully unlocked the main topics used in the PNAS Journal (Proceedings of the 
National Academy of Science). Ma et al. (2010) were using a related approach to find topics in the 
online database of the China National Knowledge Infrastructure (CNKI). First they used the vector 
space model (VSM) to convert words into a mathematical vector. Then they used an algorithm to 
create clusters. Additionally they (Ma et al., 2010, p. 1) analysed the clusters with a network tool 
(Ucinet) “to discover communities.”  
This approach is similar to that used in this thesis with the aid of various tools (See Appendix 16). 
First the cleaned and normalised text is split into words. Then a network of words was generated 
and visualised in the form of a network, based on the relationships between terms. After that, 
community finding algorithms were able to find clusters in the topic network. 
The next chapter presents the methods used to achieve the goals of this thesis. A flowchart will 
provide an overview and subsequently the various steps will be explained in detail. 
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4:: Methods 
 
This research uses quantitative methods to investigate New Zealand Computer Science Collaboration 
networks. It uses an inductive model also known as a “bottom up” approach (Börner, Boyack, 
Milojević,  Morris, 2012, p. 8) where detailed observations and measurements of the network at 
hand, can lead to a more generalised view of real world networks. 
 
Descriptive models are utilised by examining and evaluating data which will be presented in the form 
of tables and charts as well as “process models, which aim to capture the mechanisms and temporal 
dynamics by which real-world networks are created” (Börner et al., 2012, p. 8). To attain a successful 
outcome, computational methods in the form of formulas or algorithms are applied “to investigate 
richer, more dynamic environments” (Börner et al., 2012, p. 8). This research examines and analyses 
Complex networks on multiple levels which means that the raw data required conversion, migration 
and aggregation into different unique datasets. The practical steps undertaken are outlined in detail 
below. 
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4::1 Flowchart Of Methodology 
The following figure is a flowchart of the methodology used for this research project.
 
Figure 14: Flowchart Of Methodology 
Data collection 
•Primary Source: Data from Scopus bibliographic database 
•Secondary sources: Collect data manually from different sources including New 
Zealand Institutions and New Zealand researchers websites. 
Merge data / 
First clean 
•Merge data into one master file.  Duplicates removed. Stored as Excel and .CSV 
file. 
Pre-processing 
•Normalise and clean data: Same format for all fields (especially author and 
institution names). Lowercase, Stem, Tokenize and Stopword Removal for topic  
and topic burst discovery.  
Prepare 
networks 
•Create different file formats to be imported, read and analysed in different 
computational methods (software) . 
•Feature selection for multi level analyses 
•Different levels of aggregation 
•Macro (Country level), Meso (Institution level), Micro (Author level),Topic and 
Topic burst 
Model 
 
•Convert Bipartite network to one mode networks: Countries network, 
Institution network, Co-author network, Topic network, Topic bursts 
•Construct networks 
 
Calculate 
•Network metrics 
•Statistical information  
•Apply algorithms (Performance Evaluation/Community Detection) 
Visualise 
•Networks, metrics diagrams in an appropriate and user friendly way 
Analyse 
•Analyse the findings 
•Draw conclusions 
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This flowchart was a good theoretical starting point to begin and manage this research. It followed 
the traditional “Waterfall” approach where consecutive process steps are completed before the next 
step is undertaken. In this research it was also necessary to “loop back to repeat a process group 
based on learning from a later process” (Wysocki, 2009, p. 329). Therefore each step in the process 
had a loop back to the previous or an even earlier step. The traditional linear process management 
method was therefore enhanced with an agile approach to adapt to change (newly acquired 
knowledge). As a result, the process was highly agile with constant loop backs to previous iterations 
to improve the overall outcome of this research.  While this approach was very time consuming, the 
discovery of new information caused by a revised step was not seen as a fault, but an opportunity to 
learn, apply that new knowledge and deliver the best possible quality research. 
     
4::2 Steps Explained In Detail 
4::2::1 Data Collection 
Data was collected for the years 2008 to 2012. This scope was chosen to limit the network size to a 
manageable size and to only include the most recent developments. Two different data sources 
were used to cover all relevant publications. The primary source was data from the Scopus 
bibliographic database. Around 5000 titles were downloaded from the Scopus database including 
(but not limited to) conference papers, journal articles, and books which fall under the category of 
“Computer Science”. The secondary data source was data manually collected from Institutions and 
Researchers websites from New Zealand. Around 1800 titles were collected manually and stored in 
an excel file. According to De Stefano et al. (2011), this heterogeneous data collection approach will 
produce the most qualitative data set. 
4::2::2 Merge Data And First Clean 
After the data was collected, the next step was to merge the data into one master file. The resulting 
master file was stored as an Excel and .CSV file. The merging of data from two different files with 
dissimilar formats can cause errors and noisy data. To prevent this, several steps were undertaken. 
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The first step was to find duplicate titles in the data set. The elimination of duplicate titles was 
achieved by sorting the titles in alphabetical order. Duplicate titles were easily spotted with this 
approach and deleted accordingly.  
Secondly, the data was treated with the help of computer programmes (Sci2) and algorithms to find 
duplicates. Then the data was manually re-examined multiple times for anomalies, including 
duplicate titles, misspelled names, missing fields and irrelevant titles which do not belong to the 
Computer Science topic. 
The data in the master file was considered clean if there were no duplicate entries in the publication 
title. During data collection, it was noted that one publication was collected more than once because 
different contributing authors listed the same publication. Consequently, a single publication 
occurrence had to be ensured. 
Unnecessary characters (commas, slashes, full stops, etc.) had to be removed in the data as this was 
regarded as noise. It was important to delete all irrelevant characters to enable loading the dataset 
into the various tools (Scie2, Gephi, etc). As the master file was also exported as a comma delimited 
file (.CSV), it was vital to clean the data from all characters which interfere with the structure of the 
file.  It was also important that all missing values were found and completed. A field with a missing 
value required that the publication was examined via an online search and the missing values were 
completed. The final cleaned master file consisted of 4413 unique titles. 
4::2::3 Pre-processing 
Pre-processing of the data was the next step. The data was normalised and further cleaned. For 
example, it was crucial in conducting this research that all fields have the same format. Data 
extracted from bibliographic databases can be very noisy and may require additional data cleaning 
and normalisation steps. 
The different data sources required different approaches for data normalisation. For example, the 
Author names from the Scopus database had a different format compared to the manually collected 
data. Before further data processing, all records needed to be converted in the same format. This 
criterion is particularly important for the name fields (Author, Institution) as differences in the 
 
 
49 
spelling or format will affect the research results. This was a crucial part in ensuring and attaining a 
successful research project. 
4::2::3::1 Author Names 
 
Although there are interesting approaches which aim to automatically “solve the problem of name 
ambiguity” (Shin, Kim, Jung, & Choi, 2010, p. 1263) it was decided that a combination of a manual 
and computer aided approach provided the best results for this thesis.  
The initial data clean was achieved after the merging of the different files into the master file. 
Additional treatment of the data was necessary to achieve the highest possible data quality. 
 
The first step was to normalise the Author names in the dataset. It was decided that the format for 
the Author name will be the last name followed by the initials to match the Scopus data file. 
Consequently, all manually collected data was changed into the new format after merging the two 
datasets.  
Then the Author names were inspected for errors and different spellings of the same name. The 
Jaro-Winkler algorithm (Winkler, 1990) implemented into Sci2 by Micah Linnemeier  (Sci2 Team, 
2011a) was used to detect similarities in Author names. According to Top, Dowla and Gansemer 
(2007, p. 547) this  
”algorithm counts the number of common characters in two strings if they are within half the 
length of the shortest string of its position in the other string. The algorithm records the 
number of these common characters which occur in order and those that occur out of order.”   
The algorithm was run several times, the output was inspected, and then the Author names were 
corrected or adjusted as required. Please find in Appendix 3 an example of the algorithm output for 
authors below the threshold of 0.95.   
The initial output produced more than 300 similarities above the threshold of 0.95. This meant that 
more than 300 Author names were 95% or more similar to another Author name. These names were 
inspected and if in doubt the papers and/or the website of the particular author was inspected. A 
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decision was made about whether to keep the different authors, or to alter one and merge the 
similar authors. The Jaro-Winkler algorithm was applied numerous times and authors with up to 70% 
similarity were reviewed and checked thoroughly. Then a final manual check was conducted to find 
and rectify oversights missed by the above method. A name ambiguity example discovered was the 
authors "Purvis M.k." and "Purvis M.a." - both from the same Institution (University of Otago).  
According to the Jaro-Winkler algorithm, the names were 93.93939971923828 % similar which could 
infer that they are the same person with just one misspelled second initial. This deduction was 
further substantiated by the fact that both names are affiliated to the “University of Otago”. 
However, Purvis M.k. and Purvis M.a are in fact two different people working at the same institution. 
This was revealed by checking the University’s staff website and the documents produced by the two 
authors.  This example illustrates the difficulty involved in creating an accurate dataset. 
4::2::3::2 Institution Names 
A similar procedure was applied to clean and normalise the Institution names. Firstly, a manual 
check of the data revealed that the Institution names derived from the Scopus dataset were 
presented in varying formats. For example, it included more than 450 different ways to describe 
“The University of Auckland”. Sometimes institutions included the department, PO boxes, different 
street addresses or other irrelevant information (for this thesis) and the format varied for nearly all 
Institution entries. As the dataset also included Institutions from around the world, Institution 
names were sometimes non-English which further complicated the process of normalisation. It was 
decided to manually check every entry of the dataset and normalise it to the following format: 
Institution name, town, country         
Non-English spellings of names were kept where possible, but the spelling and format for an 
Institution was consistent for every entry.  
Next, the dataset was ordered alphabetically by Institution name to check for spelling mistakes or 
other errors. Then it was decided to use the Jaro-Winkler algorithm again to check for similarities 
and to further eliminate errors in the dataset. The algorithm was run several times again and the 
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output was inspected. All names with a similarity of more than 70% were inspected and 
corrected/merged if needed.   
The cleaning and normalisation of the Institution names took several months to complete and was 
one of the most time consuming parts of this thesis.    
 
4::2::3::3 Topic Discovery (Titles, Author keywords) 
 
The titles of the documents needed to be cleaned and normalised to be able to create and analyse 
the word Co-occurrence network.  An inbuilt algorithm in Sci2 (Sci2 Team, 2011b) was able to 
lowercase, tokenize, stem and remove the stop-words in the Title field. This procedure enhanced the 
quality of the data. The treatment of the data will be explained with an example.  
The hypothetical title “The Computerized Creation and Analysis of Complex Networks” will be 
changed as follows: 
 Lowercased: This means that all letters in the title will be converted into lowercase. The title 
becomes: “the computerized creation and analysis of complex networks” 
 Tokenized: This means that the title will be divided into parts, usually separated by a special 
character. In this case it is the “|”. The white space between the words will be removed and 
replaced by “|”. The title will change into: 
“The|computerized|creation|and|analysis|of|complex|networks” 
 Stemmed: Stemming will reduce a word to its most basic form. It “conflates related word 
forms to a common stem by removing suffixes”(Fellbaum, 1998, p. 286). In this example the 
title will be morphed into: “The|comput|creat|and|analysi|of|complex|network” 
 Stopword removal: The last step of the process is to remove low content words “such as 
prepositions and nouns”(Fellbaum, 1998, p. 286) which form the title. Low content words 
are for example “and”, “has” or “give”. The final title is then transformed into: 
“comput|creat|analysi|complex|network”. The complete list of all stopwords used in this 
process may be found in Appendix 4. 
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This data treatment was applied to the complete data set. Consequently, the resulting dataset 
produced a more meaningful and high quality word Co-occurrence network as the unimportant 
words are removed and the rest of the title is structured and ready to be analysed.    
The same procedure was applied to the “Author keyword” field to enable analysis of the extracted 
word Co-occurence network. The two networks were then compared to discern and examine 
differences and/or similiarities. 
 
4::2::4 Prepare Networks And Define Research Questions 
 
After the data was cleaned and normalised, the various networks could be prepared from the master 
file. To derive those networks the master file was converted, read and analysed in different 
computational methods (software programmes or algorithms). The network file needed to be 
converted from the original data file (.csv) into various file formats including “.xlsx” to compute 
statistical metrics with Excel and SPSS, “.scopus”, to import and run the master file into Sci2 tool, 
“.net”, to import and run the file into the Map Equation tool, and “.gephi,”to import and run the file 
in the Gephi tool.  
As this thesis is exploring multilevel Computer Science data analyses, it was essential to extract 
various networks by selecting different features (fields). Different levels of aggregation were used to 
examine several levels of the network. It was also necessary to partition the network into five time 
slots, to enable discovery of the evolving nature of the Collaboration networks.  
The figure below displays the cross-time and multilevel partitioning of the cleaned and normalised 
data. 
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4::2::4::1 Macro Level  
The first level is the Macro level in which the relations between countries are examined. To achieve 
this, the network data had to be aggregated on the Country field.  The research questions this thesis 
seeks to answer in the Macro level relate to the countries and their relations with each other:  
 What are the metrics of the country network? 
 Which countries collaborate with New Zealand?  
 Which countries have the most connections to New Zealand? 
 Is geographic location important in Collaboration networks? 
 Does a knowledge map of collaboration countries reveal information? 
 
4::2::4::2 Meso Level 
The next level to be generated and analysed is the Meso level, which examines the collaborations 
between Institutions. To prepare the networks, the data had to be aggregated on the Institution 
     2008 
2008-2009 
2008-2010 
2008-2011 
2008-2012 
   
Master File: 
Cleaned & Normalised 
Macro Analysis 
Meso Analysis 
Micro Analysis 
Topic Analysis 
 
Figure 15: Cross Time and Multilevel Analysis 
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field. As mentioned before, it was crucial that the data in the Institution field was cleaned and 
normalised and that all Institution names had the same format. The research questions the Meso 
analysis seeks to answer relate only to collaboration patterns of the Institutions: 
 What are the metrics of the Institution networks? 
 Which Institutions collaborate with each other and how are they connected? 
 Are there communities in the Institution collaboration network? 
 Can these communities be revealed? 
 Which network algorithms are best suited to find and display communities?  
 What is the regional distribution of New Zealand institutions? 
 What are the most central Institutions in the network? 
 
4::2::4::3 Micro level 
Thirdly, the Micro level which studies the collaboration patterns between authors was prepared. To 
generate the Co-author network, the data had to be aggregated on the Author field. Again, a 
cleaned and normalised Author field was fundamental to ensuring a true representation of the Co-
author network.  The data and the resulting Co-author networks were the base to answer the 
following research questions:   
 What are the network metrics for the Co-author networks? 
 Who are the most productive authors? 
 Who are the best connected authors? 
 How do the isolate nodes and weakly connected components behave over time? 
 How does the Co-author network evolve over time? 
 Is there a “small world phenomena” on the Co-author network and if so, how can it be 
measured? 
 Is there preferential attachment on the Co-author network and if so, how can it be 
measured? 
 Are there communities within the Co-author network? 
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 What (if any) are the communities and how can they be revealed and visualised? 
 Are there nodes who act as gatekeepers/gateways on the network and how can they be 
identified? 
 Do knowledge maps of Co-author networks provide answers for the questions above?  
The Micro level concluded the three tier Collaboration network analysis based on connections 
between Countries, Institutions and Authors.  
4::2::4::4 Topic Discovery 
The next level of analysis and aggregation was the Title and the Keyword fields to discover topics. 
The cleaned and pre-processed data was aggregated on terms found in the Title field and 
additionally in the Keyword field. The research questions to answer in this section are: 
 What are the network metrics for the Topic Networks? 
 What are the current topics (derived from the Title/Author keywords)? 
 How do the topics connect to each other? 
 Are there communities of connected topics?  
 What are the trends within the Title/Keyword fields? 
 How can change be measured and visualised? 
 Are knowledge maps valuable to reveal underlying trends? 
4::2::4::5 Topic Burst Discovery 
In addition, the topic burst analysis level was prepared.  
The topic burst analysis involves finding bursts of words in a temporal time frame. For this part of 
the research the time frame is again, one year. If a word occurs frequently within one time frame, 
then a burst can be detected and it can be assumed that this word was important in this year. Some 
words burst in more than one year which is an indication that this word seems to be significant over 
a longer period of time. The burst detection algorithm (Sci2 Team, 2013) used is case–sensitive and 
therefore it was vital to normalise the Title and the Author’s Keyword fields.  
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Consequently, to enable the burst analysis, the text had to be lowercased, stemmed, tokenized and 
the stopwords removed. Two different topic bursts were generated and then compared. The first 
burst analysis was generated from the Author’s Keyword field, the second from the Title field.   
For the burst analysis the following parameters were set: 
 Gamma: 0.8 
“The Gamma parameter is the value that state transition costs are proportional to. This 
parameter is used to control how ease the automaton can change states. The higher the 
"Gamma" value, the smaller the list of bursts generated”(Sci2 Team, 2013, para 3). 
The Gamma parameter was set to 0.8 as this produced an appropriate amount of burst 
words.   
 Density Scaling: 2.0 
This parameter was set to 2.0 as this produced the optimum density scale for this research.  
“The "Density Scaling" parameter determines how much 'more bursty' each level is beyond 
the previous one”(Sci2 Team, 2013, para 3). 
The research questions the burst analysis seeks to answer are:   
 Can topic bursts be detected? 
 Which words have the biggest bursts? 
 Do topic bursts from the Title field vary from topic bursts generated by the Keyword field? 
 
4::2::5 Model 
The data from the original data file produced a two mode network. According to Prell (2012, p. 17), 
two mode networks are called “bipartite graphs” when visualised. In this thesis, the two mode 
network refers to connections between two different types of nodes.  
The two types of nodes in this network are the Title node and the Author node. The links from the 
Title node to the Author node automatically create connections between the Author nodes if 
converted to a one mode network.  
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An example of a two mode network is shown below where the nodes with the blue halo are Titles 
and the nodes with the orange halo are Authors.  
 
Figure 16: Two Mode Network Created With Touchgraph 
 
These two mode networks will then be converted to a one mode network by removing the Title 
node and storing the relationship data in an Author relation matrix.  
The figure below displays an example of an Author relation matrix, (created in MatLab), to view 
preliminary results conducted on the dataset.  
Blue node = 
Title 
Orange node = 
Author 
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Figure 17: Author Relation Matrix created in MatLab 
This relationship Matrix is now a representation of a one node network and could be further 
analysed or visualised in the form of a network diagram with only one type of node (Authors). 
All examined and generated networks are intrinsically interlinked to the two mode Co-author 
network which is the basis for this research. Therefore, the originally bipartite network required 
conversion into the different one mode networks which include: 
o Countries Networks (aggregated weighted undirected networks)  
o Institution Networks (aggregated weighted undirected networks) 
o Co-author Networks (aggregated weighted undirected networks) 
o Topic Networks (aggregated weighted undirected networks) 
Then the networks were generated with the aid of different tools. The main tools used to produce 
networks were Sci2, Gephi, MapEquation and Guess. More about these tools is available in Appendix 
16.  
Author 
Relation Count 
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4::2::6 Calculate 
Once the networks were created, the calculations and computational analysis was initiated.  
The calculations included relatively simple statistical information comprised of the number of 
authors and the number of publications per year (cumulative and separate) and more advanced 
measurements defined as network metrics. Network metrics can expose key information and are an 
essential empirical measure in answering the defined research questions. 
The following network metrics required calculation to examine the network structures and to 
uncover the underlying relations between nodes: 
 
 Complete Network (CN) 2008 2008- 
2009 
2008- 
2010 
2008- 
2011 
2008- 
2012 
Nodes      
Isolated/weakly connected 
components 
     
Edges      
Edge weight: Min-Max, Mean      
Density (disregarding weights)      
Average Degree      
Diameter      
Average Shortest Path      
Giant Component (GC)       
Nodes (% compared to CN)      
Isolated/weakly connected 
components 
     
Edges (% compared to CN)      
Edge weight: Min-Max, Mean      
Density (disregarding weights)      
Average Degree      
Diameter      
Average Shortest Path      
MST Pathfinder Network Scaling      
Scaling Ratio      
Nodes      
Edges      
Edge weight: Min-Max, Mean      
Isolated/weakly connected nodes      
Density (disregarding weights)      
Average degree      
Diameter      
Average Shortest Path      
Figure 18: Network Metrics To Calculate, Two Fold Slicing  
 Temporal slicing, to reveal changes in time: 
Evolving 
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The network metrics figure shows that the network was sliced into 5 years. Slicing was necessary to 
enable observing the change in the network over the examined time. The differences across the 
allotted time frames and within the network metrics may reveal trends of how the network evolved 
and changed. 
Additionally, the networks were transformed into different organisational networks to reveal and 
highlight their structure. The Complete Network (including all nodes and edges) was partitioned into 
the Giant Component, and additionally, into the Giant Component (or Complete Network) with MST 
Pathfinder network scaling applied. MST Pathfinder Network Scaling is appropriate when the 
network requires scaling down, thereby reducing the number of edges, but maintaining the 
underling structure, and providing a clearer view of the network.   
The combination of this two fold slicing (time and structure) enabled the discovery of structural 
changes during the examined time period and therefore the evolving nature of the Collaboration 
networks. 
This process was repeated for the various levels of analysis (Macro, Meso, Micro, Topic), subject to 
the research questions defined. The nodes in a network can therefore be Countries, Institutions, 
Authors or Terms. The next section will explain these metrics in detail. 
 
The total number of nodes on the network (dependent on the aggregation level) will be revealed 
including Isolate nodes, which are not connected to the Giant Component. This could for example 
mean that an Institution has not collaborated with another Institution, or that an Author has not 
published with another Author. Weakly connected components are clusters of nodes which are not 
connected to the Giant Component.   
The number of edges will provide an indication of the number of edges (connections) between the 
nodes. Because all the examined networks are weighted networks, the edge weight is considered. 
The Minimum, Maximum and Mean weight provide an insight into the frequency of collaborations 
between individual nodes. The Density calculation of a network reflects how well a network is 
connected. The more links (edges) there are on the network, the higher the density of the network. 
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The average degree of the network is an indication of how well nodes are connected to each other 
on the network. The Diameter is expressed by calculating the longest geodesic distance from one 
node to the other, while the Average Shortest Path can reveal the presence of a “Small World 
Structure”. The size (nodes and edges) of the Giant Component was calculated for all five time slices 
and compared to the size of the Complete network. The density, degree and shortest path 
probabilities revealed insights into the structure of the Giant Component. 
4::2::6::1 Performance Evaluation   
To answer the research questions about the performance of individual nodes, Performance 
evaluation metrics need to be established. In the Micro analysis for example, the questions to be 
answered are “Who are the most productive authors?” and “Who are the best connected authors?” 
Consequently, there are two types of Performance evaluations for individual nodes. Evaluations can 
either be a quantitative (productivity) measure or a connectivity measure. The connectivity 
calculations reveal how well a node is connected or embedded in the Collaboration network. 
The degree, weighted degree and “number of authored works” clearly indicate how productive 
individual nodes are. The degree of a node measures how many other nodes it has collaborated 
with, while the weighted degree considers that a node may have authored more than one paper 
with another node. In the case of the Co-author network, the (weighted) degree of a node, is the 
sum of all co-authors for that particular node in the network.  
Though the (weighted) degree of a node provides some indication of the connectivity of a node on 
the network, there are further advanced Performance evaluations which may establish the 
significance of a node on a network.  Several algorithms originally developed to evaluate “the 
network structure of a hyperlinked environment”(Kleinberg, 1999), can be utilised to measure  the 
importance of individual nodes in the Collaboration networks.  
The Betweenness Centrality measure originally introduced by Freeman (1977) , enhanced by  
Brandes (2001) and later incorporated into the Girvan-Newman algorithm (2002), provides a 
measure about the Centrality of a node on a network. The Betweenness Centrality measures “the 
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number of shortest paths on a network that run through the node”(Newman, 2006, p. 342). A high 
Betweenness Centrality score indicates the centrality, and thereby significance, of a node. 
The HITS algorithm by Kleinberg (1999) provides further information about prominent nodes on the 
network. This algorithm was originally developed to measure influential websites and can easily be 
adapted to Collaboration networks. The HITS algorithm calculates two measurements, first the 
Authority and then the Hubs score. The Authority score is calculated by the in-degree of individual 
nodes. The in-degree is measured by counting all connections pointing to a distinct node. The Hubs 
measurement finds nodes “that have links to multiple relevant authoritative” nodes, previously 
discovered with the Authority score (Kleinberg, 1999, p. 611). The HITS algorithm is therefore an 
“iterative algorithm, that maintains and updates numerical weights for each” node (Kleinberg, 1999, 
p. 611).   
The PageRank algorithm developed by Brin and Page (1998) is probably the most famous algorithm. 
It was the first algorithm to be used in the Google search engine and provided the foundation for 
Google’s success. PageRank uses a probability distribution for the Complete network, consequently 
the total sum of all PageRank Scores on the network totals one (Brin & Page, 1998). The PageRank 
scores therefore express “the probability that a random surfer visits a page”(Brin & Page, 1998, p. 
110). 
 
The above mentioned Performance evaluation methods provide a good indication of individual 
nodes on the various Collaboration networks. These performance evaluations were predominantly 
utilised in the Micro and Meso analysis.   
 
4::2::6::2 Community Detection In Complex Networks 
Finding communities in Complex networks is an involved and complex process. As presented in the 
literature review there are numerous approaches to discover communities in Collaboration 
networks. 
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The Blondel (Blondel et al., 2008) and InfoMap (Rosvall & Bergstrom, 2008) algorithms performed 
very well in recent community finding algorithm surveys (Lancichinetti & Fortunato, 2009; Moradi, 
Olovsson, & Tsigas, 2012) and will consequently be utilised as the two main community finding 
methods in his thesis. Both algorithms were applied to the same dataset and compared with each 
other to reveal differences and similarities in their performance.  
 
4::2::6::2::1 Blondel Community Detection 
 
According to Blondel et al. (2008) this algorithm is based on two steps. The first step was to evaluate 
all nodes on the network. Each node was evaluated several times and compared with nodes in its 
vicinity. The nodes on the network were evaluated or ranked by their Betweenness Centrality score, 
originally proposed by Freeman (1977) and later incorporated into the Girwan-Newman Girvan and 
Newman (2002) algorithm.  Each node tries to maximise its modularity by joining a neighbouring 
node. It only joins though when it can increase its modularity, (which is based on the previous 
evaluation). This step will be repeated until a node cannot increase its modularity and a community 
structure is revealed. The second step is to create a network based on the constructed community. 
Communities are named after the most prominent node in their respective community.   
 
Though this algorithm performed well in recent community finding algorithm surveys, it was also 
chosen because it is inherently based on the renowned Girwan-Newman algorithm, but without the 
limitations of speed and scalability. The Blondel algorithm performs very well with the large 
Collaboration networks at hand. The accuracy of the Blondel algorithm was tested with a sub section 
of the collected data, where the community structure was known a priori.  The algorithm revealed 
the community structure and verified its practicality. 
The following figure describes the calculations for the Blondel algorithm. 
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Blondel Community 
Algorithm 
2008 2008-
2009 
2008-
2010 
2008-
2011 
2008-
2012 
Resolution      
Modularity      
 Number of Communities      
 
The Resolution of the algorithm can be adjusted to achieve various results. The default Resolution is 
the number 1. In preliminary testing, this proved to be the best setting for most calculations. The 
Modularity of the algorithm expresses the quality of the found communities (Newman, 2006). The 
higher the modularity figure, the better the quality of the found communities. The modularity 
number can lie between 0 and 1. A figure above 0.8 is considered to be a very good Modularity.  
4::2::6::2::2 InfoMap Community Detection  
A different approach was used by Rosvall and Bergstrom (2008). The authors (Rosvall & Bergstrom, 
2010, p. 1119) were able to find “communities by compressing the description of information flows 
on networks.”  Random walks and the data flow in the network were used to determine the 
community structure of the network. The resulting map of random walks through the network 
revealed clusters of nodes. Similar to the Blondel algorithm, the InfoMap algorithm names the 
communities (or modules) after the most prominent node in their respective community. Ranking of 
nodes is however not performed by Degree or Weighted degree,  but with the PageRank algorithm 
by Brin and Page (1998). The map generator and the implemented InfoMap algorithm (Rosvall et al., 
2009; Rosvall & Bergstrom, 2008) was applied to the various networks to find communities. This 
algorithm was chosen because of favourable preliminary results. The preliminary results proved that 
the algorithm can be applied to large Complex networks, is fast, and the community detection is 
accurate.  The accuracy was tested and proven by applying the algorithm to a smaller dataset where 
the community structure was known a priori. It also performed well in recent community finding 
algorithm surveys. The fact that the InfoMap approach is completely different to the Blondel 
 Time partitioning from 2008 to 2012 
Metrics 
 
 Figure 19: Blondel Metrics 
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method, made the selection of this algorithm more favourable. The figure below displays the 
expected metrics for the InfoMap algorithm.  
 
 
InfoMap (MapGenerator) 2008 2008-
2009 
2008-
2010 
2008-
2011 
2008-
2012 
Clustered with codelength      
Number of Communities      
Figure 20: InfoMap Metrics 
The “codelength” expresses the compression rate of the clustering algorithm in which the original 
network is transformed to, subsequently showing the number of communities. 
The Blondel and the InfoMap community finding algorithms take edge weight into account, as the 
Collaboration networks in this thesis are all potentially weighted networks. This important feature 
contributed to the selection and application of those algorithms. 
The next section will explain how the generated networks with their respective communities will be 
visualised. 
4::2::7 Network Visualisation 
 
A crucial part for this thesis is to visualise the various networks in an appropriate and user friendly 
way and facilitate the creation of knowledge maps. The output of the visualisation is usually a 
network like structure with nodes and edges, except the alluvial diagram which mimics the streams 
of soil formed in the water. Depending on the examined level, the nodes can be Countries, 
Institutions, Authors or Topics. Edges always define a link between the nodes.  
If a network file is visualised without a layout, ranking or partition it is very difficult to extract 
information. The figures below display an example of the evolution from a raw weighted network 
without treatment into a meaningful knowledge map. 
Time partitioning from 2008 to 2012 
Metrics  
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Figure 21: Network without Treatment                                          Figure 22: Network With Ranking 
 
              
Figure 23: Network with Ranking & Layout                             Figure 24: Network With Ranking, Layout & Partitioning 
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Figure 25: Network With Ranking, Layout, Partitioning & Labels For Nodes And Edges, Detailed View 
 
The above series of figures demonstrates that a fully treated network visualisation provides 
meaningful information about the underlying structure and the relations between the nodes. 
The ranking of the nodes and edges with colour and size has the effect that more important nodes 
(established on predefined settings) are bigger and have a different colour. The same applies to the 
edges connecting the nodes. 
The network layout highlights the internal structure and connections between the nodes, while the 
partitioning shows how groups of nodes belong to each other, based on predefined settings or 
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calculations. These calculations are usually network metrics or node Performance Evaluations. 
Please see chapter 4::2::6::1 for further information about Performance Evaluation.  
In Figure 25, the partitioning was based on the modularity calculation of the network. Each cluster of 
nodes and edges were allocated their respective cluster colour. Finally, Figure 22 shows the finished 
network with ranking, partitioning, layout, also including labels for the nodes and edges.   
There are many possibilities to rank and partition a Collaboration network. Examples include degree, 
weighted degree, number of authored works, PageRank score, modularity class and Betweenness 
Centrality score. Depending on the defined research question and specific network at hand, the 
appropriate rank and partitioning metric needs to be chosen. 
Layout algorithms may be a very powerful tool to highlight or reveal hidden structures in the 
Collaboration network. Different network layout algorithms can emphasise different findings and 
can change the perception of a network immensely. Therefore it is crucial to select and apply the 
appropriate network layout, depending on the emphasis required, and the defined research 
question. The figure below demonstrates that there are four fundamental possibilities to highlight 
features of a network like structure (Gephi, 2013).   
 
Figure 26: Network Layouts Emphasis (Gephi, 2013) 
 
 
Divisions Physical 
Ranking Geographic  
Emphasis Emphasis 
Emphasis Emphasis 
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To accentuate Divisions in a network the OpenOrd network layout algorithm is an appropriate 
choice. OpenOrd is based on Fruchterman-Reingold, uses a “simulated annealing” (Martin, Brown, 
Klavans, & Boyack, 2011, p. 8) approach and is used to emphasise divisions in the network. 
To visualise a network in a physical layout, the ForceAtlas layout can be chosen. It is a force-directed 
layout algorithm. It is a “continuous algorithm, that allows you to manipulate the graph while it is 
rendering” (Gephi, 2012, para 2).  
 
Force directed layouts can be compared to the “physical structure of rods and springs” (Correa & 
Ma, 2011, p. 311). Applied to a network with nodes and edges, the layout stops and reaches its 
equilibrium with “the optimal placement of nodes” in the network (Correa & Ma, 2011, p. 311). The 
Fruchterman-Reingold (Fruchterman & Reingold, 1991, p. 1131) algorithm, where nodes are treated 
”as atomic particles or celestial bodies, exerting attractive and repulsive forces on one another” is 
also useful to display nodes in a natural (physical world) manner.  
The Kamada-Kawai algorithm, uses the “spring model” to find the “optimal layout” of the 
constructed network (Kamada & Kawai, 1989, p. 7) and can also be classified as a physical layout 
algorithm. The Kamada-Kawai layout is used “to spatialize Small-World –Scale-free networks. [It is] 
useful to explore real data to allow a rigorous interpretation of the graph with the fewest biases 
possible”(Kamada & Kawai, 1989, p. 11).) The GEM (GraphEmbedder) algorithm uses the “concept of 
a local temperature, the attraction of vertices towards their barycenter and the detection of 
oscillations and rotations”(Frick, Ludwig, & Mehldau, 1995, p. 390). While these two algorithms may 
be categorised as physical layout algorithms, they provide a more unbiased graphical overview of 
the underlying structure of the network. Both the GEM and the Kamadai-Kawai algorithms can be 
used for an initial visualisation to get a first neutral impression of a network. 
 
The Radial Axis algorithm “groups nodes and draws the groups in axes (or spars) radiating outwards 
from a central circle” (Gephi, 2011, para 3), which makes it ideal to emphasise ranking. Nodes are 
displayed in axis, which can be ordered by the predefined ranking parameter.  This can be useful for 
 
 
70 
example within the Micro analysis, where the nodes are ranked by various performance evaluation 
calculations. The Radial Axis algorithm is appropriate to accentuate ranking and community 
belonging. 
For a geographic visualisation, a Geo Layout should be applied which allows mapping of nodes 
geographically. This can be either a world map or a specific country. The GeoLayout was chosen for 
the Macro analysis, to display the participating countries on the world map. This approach indicates 
the distribution of collaborating countries in the real world, consequently enabling one to draw 
information from this knowledge map. In order to generate a geographic layout, longitudes and 
latitudes need to be collected and assigned to each node. Those accurate coordinates facilitated the 
exact placements on the world map.      
It may also be beneficial to combine different layout algorithms when a single algorithm is unable to 
provide sufficient information. This approach was utilised in the Meso analysis, where the network 
was visualised with a combination of a Radial Axis and Force Direct layout to highlight the 
community structure.  
 
The above mentioned methods are all appropriate in visualising and emphasising certain aspects 
about the Collaboration networks. The only aspect they can not highlight is change during time. 
Therefore a different aproach was applied to emphasise change over the examined time period of 
five years. 
The alluvial generator (Rosvall & Bergstrom, 2010) was used to illustrate time variations in the 
network. The generated network map mimics the alluvial streams of soil layers shaped by the flow of 
water in the earth. This method highlights the change of streams which can be Institutions, Authors 
or Topics in the case of this research, over the examined time period.  
 
This method required the partitioning of the network into at least two time slices. It is also crucial 
that all nodes in the various time sliced networks, comprise the same Node ID throughout the 
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process, otherwise the alluvial diagram would produce inadequate streams. The steps taken to 
produce the alluvial diagrams may be found in Appendix 16::5::2.  
The node clusters are highlighted with colours (the same colour for each year) so that a stream 
develops throughout the time period which makes it possible to observe the change. The figure 
below shows a detailed view of a preliminary alluvial diagram generated form the Keywords field. 
 
 
   
                 
   
 
The alluvial diagram is suitable for collaboration networks seeking to emphasise change over the 
defined time period.   
This section shows that there are a number of options and possibilities to generate, manipulate, and 
visualise networks. However, it is essential that the appropriate method or technique is applied in 
order to achieve the desired outcome. The Results and Analysis section will seek to answer all 
defined research questions.   
4::2::8 Results And Analysis 
In the Results and Analysis section, the findings of the calculations and visualisations are analysed, so 
that conclusions can be drawn. Defined research questions are answered with the proposed 
methodology and techniques. Further research is identified and a real world application of the 
proposed methodology will be suggested. 
Topics 
Time partitioning from 2008 to 2012 
 
Topics 
 
Change in time 
 Figure 27: Alluvial Diagram Explained 
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4::3 Tools 
Besides a high performance computer with 8 GB of RAM and a dedicated graphics card, several tools 
were needed to complete the scope of the thesis. A list and explanation of the tools used to achieve 
the methodology may be found in Appendix 16. 
5:: Results and Analysis 
5::1 Multi levels: Macro, Meso, Micro, Topic  
5::1::1 Macro (Countries) 
 
Figure 28: Wordle Of All Participating Countries 
 
In the years 2008 to 2012, the New Zealand Computer Science community collaborated with a 
variety of countries. It had connections to 73 countries with a total of 376 edges (unweighted). The 
list below shows the top 20 countries (including the number of collaborations) which worked in 
partnership with New Zealand. 
 
More than 80% of the collaborations derive from only 20% (the top 15) of the participating 
countries. 2941 collaborations originate from the top 20% of countries. This means that the USA, 
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United Kingdom, Australia, Germany, China, Canada, Singapore, Japan, France, Netherlands, Italy, 
South Korea, Malaysia, Taiwan and Finland are responsible for more than 80% of all collaborations. 
The remaining 20% of the collaborations are split with the remaining 80% (59) of the countries.  
 
 
Country Number of Collaborations with NZ 
USA 663 
United Kingdom 380 
Australia 350 
Germany 301 
China 278 
Canada 161 
Singapore 137 
Japan 133 
France 107 
Netherlands 92 
Italy 85 
South Korea 73 
Malaysia 71 
Taiwan 59 
Finland 51 
Brazil 47 
Austria 45 
Spain 42 
Sweden 41 
India 37 
Chile 35 
Iran 35 
Switzerland 33 
Denmark 29 
Figure 29: Top 20 Countries New Zealand Collaborated With In 2008-2012 
 
Connections between New Zealand and the USA are by far the strongest, with more than 663 unique 
links between the two countries. The United Kingdom is second with 380 and our largest neighbour, 
Australia is third on the list with 350 connections to New Zealand. 
These findings prove that within the outlined research parameters, geographic location is not 
necessarily a significant impediment when it comes to collaborations as the top two collaborating 
countries (and most other countries) are geographically a long distance away. 
80% of all 
collaborations 
by only 20% of 
the countries 
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Figure 30: Top 20 Countries New Zealand Collaborated With In 2008-2012 
Please find the complete list of all countries New Zealand collaborated with in Appendix 5. 
 
5::1::1::1 Macro Network Analysis  
The resulting network is undirected. It contains 75 nodes and 380 edges. There are no isolated 
nodes. The edges attributes are numeric: The weight of the edges ranges from 1 (min) to 663 (max). 
The mean weight of the edge is 13.24737. The network is weakly connected with no isolates. This 
means that the network is a Giant Component comprised of 74 nodes. The density (disregarding 
weights) of the network is 0.1333. The diameter of the network is 2 and the radius is 1. The average 
path length is 1.8645045045045046. The number of shortest paths is 5550. This means that all 
nodes are very close to each other, which is predictable at the macro level.  
5::1::1::1::1 Degree Distribution 
The degree measures how many unique links one node (in this case country) has to another node. As 
expected, the country with the highest degree is New Zealand as it connects to 73 different 
countries. The lowest degree is 1 and the average degree is 10.027.   
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Figure 31: Degree Distribution 
5::1::1::1::2 Weighted Degree Distribution 
The weighted degree distribution shows the number of links a country has in total with other 
countries.  New Zealand connects to 73 countries with a total of 3637 links to these countries. 
 Predictably, it has the highest weighted degree. The lowest weighted degree is 1 and the average 
weighted degree is 132.474. 
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Figure 32: Weighted Degree Distribution 
 
The chart below shows the top 20 countries by degree and weighted degree. 
Country Degree Weighted Degree 
New Zealand 75 3637 
USA 44 1202 
United Kingdom 42 709 
Australia 30 542 
Germany 37 536 
China 20 397 
Canada 26 318 
France 20 215 
Singapore 20 198 
Japan 27 197 
Netherlands 23 187 
Italy 21 170 
Finland 20 128 
South Korea 9 95 
Spain 17 93 
Malaysia 11 93 
India 17 88 
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Taiwan 13 86 
Brazil 15 82 
Austria 10 73 
Belgium 12 72 
Switzerland 16 68 
Chile 7 68 
Denmark 11 66 
Sweden 10 59 
Figure 33: Top 25 Countries By Degree And Weighted Degree 
Please find in Appendix 6 the complete list of countries with degree and weighted degree. 
 
5::1::1::1::3 Network Map Of Countries 
The geo layout shows the geospatial distribution of the participating countries. The colour and size 
of the countries changes linearly with the increasing number of collaborations reflected in a 
spectrum from light blue to dark red. Similarly, the colour and size of the links changes linearly based 
on the number of collaborations from light blue to dark red.   
 
Figure 34: Geo Layout With Links 
Please find in Appendix 10 a high definition network map. An interactive version of this map can be 
found on the accompanying online presentation.  
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5::1::1::1::4 Network Metrics For The Years 2008-2012 
Complete Network (CN) 2008 2008- 
2009 
2008- 
2010 
2008- 
2011 
2008- 
2012 
Nodes 54 62 68 73 73 
Isolated/weakly connected 
components 
0 0 0 0  
Edges 167 225 286 338 376 
Edge weight: Min-Max, Mean 1-120, 
5.92216 
1-232, 
8.56 
1-353, 
9.95804 
1-514, 
11.92899 
1-663, 
13.24737 
Density (disregarding weights) 0.1167 0.119 0.1255 0.1286 0.1333 
Average Degree 6.1852 7.2581 8.4118 9.2603 10.027 
Giant Component (GC)       
Nodes (% compared to CN) 100 100 100 100 100 
Isolated/weakly connected 
components 
0 0 0 0 0 
Edges (% compared to CN) 100 100 100 100 100 
Figure 35: Network Metrics For All 5 Years 
5::1::1::1::5 Nodes, Degree And Density 
The metrics for the years 2008 to 2012 show that there is a constant increase in all network metrics. 
The number of nodes rises from 54 in 2008 to 73 for the accumulated years 2008-2012. 
The figure below shows that the number of nodes peaks and settles at n=73 in the year 2011 and 
2012. 
 
Figure 36: Node Distribution 
The density and average degree of the Country Network is growing constantly. This can be explained 
by the fact that very few new nodes enter the network during the observed time, while the existing 
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links between the nodes (countries) grow stronger. Consequently, the density and the average 
degree keep growing. 
 
Figure 37: Density Distribution 
 
Figure 38: Average Degree Distribution 
 
5::1::1::1 Key Findings Macro Analysis 
The Country Collaboration network is inherently based on the Institution network which itself is 
interlinked to the Author Collaboration network. Each Institution belongs to a specific country. This 
fact made it possible to aggregate the network on the Country level.  
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Analysis of the Country network revealed the participating countries and their inter relations with 
the New Zealand Computer Science community. 
The metrics of the Country network were calculated and provided further insights into the structure 
of the network.  The network consists of one Giant Component. This was to be expected as all 
countries are connected to New Zealand (which was a prerequisite for this research).   
The analysis showed which countries collaborate with New Zealand. Altogether 73 countries are 
connected to New Zealand of which the USA, United Kingdom, Australia, Germany and China have 
the highest collaboration count. The number of collaborations peaked in the year 2011 with 73 
connected countries and stayed at this score also in the year 2012. New additions to the network 
slowed down and stopped in the year 2011 which explains the rising density and degree of the 
network.  Furthermore, the analysis exposed that a geographic location of a collaborating country is 
not an important factor in Collaboration networks. The metrics and the knowledge map of the 
Country Collaboration network reveal that the geospatial location of the collaborating countries is 
insignificant. New Zealand has strong connections to regions across the world with emphasis on 
Europe, USA, China and Canada.    
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5::1::2 Meso (Institutions) 
5::1::2::1 New Zealand And The Rest Of The World 
5::1::2::1::1 2008-2012 Network Metrics  
Complete Network (CN) 2008-2012 
Nodes 1483 
Isolated/weakly connected nodes 28/48 
Edges 4071 
Edge weight: Min-Max, Mean 1-65, 1.62736 
Density (disregarding weights) 0.0037 
Average Degree 5.4902 
Diameter 8 
Radius 4 
Average Path length 2.7942026340602855 
Number of shortest paths 1972620 
Giant Component (GC)   
Nodes (% compared to CN) 1405 (94.74%) 
Isolated/weakly connected nodes 0/0 
Edges (% compared to CN) 4023 (98.82%) 
Edge weight: Min-Max, Mean 1-65, 1.63435 
Density (disregarding weights) 0.0041 
Average Degree 5.7267 
MST Pathfinder Network Scaling  
Scaling Ratio 2.865 
Nodes 1405 
Edges 1404 
Edge weight: Min-Max, Mean 1-65, 2.23789 
Isolated/weakly connected nodes 0/0 
Blondel Community applied on GC  
Modularity with resolution (1) 0.556 
Number of Communities 15 
Blondel Community applied on GC MST  
Modularity with resolution (1) 0.743 
Number of Communities 55 
Map Equation applied to GC  
Clusterd with codelength  6.73 
Number of Modules 112 
Figure 39: Metrics For The Institution Network 
 
The Giant Component for the years 2008 to 2012 was used to examine the network metrics in detail.  
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The average degree in this affiliation network is 5.727. The degree distribution is shown below. 
 
Figure 40: Degree Distribution 
In comparison, the average weighted degree for this network is 9.359. Please find the weighted 
degree distribution below. 
 
Figure 41: Weighted Degree Distribution 
 
The figures below show the Betweenness Centrality, Authority and PageRank distribution for the 
Institution network. 
Weighted Degree Distribution 
Degree Distribution 
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Figure 42: Betweenness Centrality Distribution 
 
The Authority Scores (HITS) were calculated with the algorithm by Kleinberg (1999).  
 
Figure 43: Authority Distribution 
The Page Rank of each node was determined with the algorithm by Brin and Page (1998) with 
Epsilon = 0.001 and Probability = 0.85. 
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Figure 44: PageRank Distribution 
The top 30 Institutions by weighted degree are listed below. 
 
Figure 45: Top 30 Institutions By Weighted Degree 
Please find in Appendix 11 the top 250 Institutions by weighted degree. 
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The University of Auckland has by far the highest weighted degree with 1324, followed by the 
University of Canterbury with 737.  In fact the first Institutions are all from New Zealand with Unitec 
ranked at number 9. Then the first American (University of Louisville) and Singapore (Nanyang 
Technological University) Institutions appear.   
After running the Blondel algorithm (Blondel et al., 2008) with resolution (Lambiotte, Delvenne, & 
Barahona, 2009) 1.0, the modularity attained 0.556 on the Giant Component and 15 communities 
were detected.  
This network was visualised with a Force Directed layout. The communities are coloured and the 
hubs dissuaded to the edge. A graphical overview of the detected communities can be found in the 
network graph below. 
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Figure 46: 15 Communities Coloured And Hubs Dissuaded To The Edge 
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The communities are named after the largest (by degree) node in their respective community. The 
15 communities in descending order by degree are: 
 
University Of Auckland 
University Of Canterbury 
Victoria University 
University Of Otago 
AUT 
University Of Waikato 
Massey University, AKL 
University Of Washington 
University Of Glasgow 
University Of Texas 
State University Of New York 
Concordia University 
Indian Institute Of Technology 
Kunming University Of Science And Technology 
University Of Goettingen 
 
The University of Auckland is by far the biggest community with 329 community members. The 
second biggest community is The University of Canterbury with 211 community members. Most 
communities contain at least one New Zealand Institution, except the smallest (University of 
Goettingen) which only contains Institutions from Chile, Germany and Canada. 
 
A different approach using the Rosvall and Bergstrom (2008) algorithm produced slightly different 
results on the same network. Instead of only 15 communities, this algorithm found 112 modules 
 
15 Communities 
on the Giant 
Component 
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(commuities). It is clear that the Random Walker method used in this algorithm grouped the 
network in greater detail.   
The network below shows 50 out of 112 modules generated with the Rosvall and Bergstrom (2008) 
algorithm. 
 
 
Figure 47: 50 Out Of 112 Modules In The 2008-2012 Affiliation Network 
 
The biggest module is the University of Auckland which contains 179 nodes. The University of 
Auckland module is displayed below. 
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Figure 48: University Of Auckland Module With 179 Nodes (Showing 80) 
Furthermore, the AUT module contains 78 nodes, including the Unitec node, which are displayed 
below. 
  
Figure 49: AUT Module With 78 Nodes 
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5::1::2::2 2008-2012 Alluvial Diagram  
The Affiliation network has been sliced into 5 annual measures to create an Alluvial diagram to map 
the variation in the network structure. Below are the metrics for the 5 networks individually. 
Complete Network (CN) 2008 2009 2010 2011 2012 
Nodes 465 472 460 508 465 
Isolated/weakly connected 
components 
13/21 10/21 9/20 4/10 10/20 
Edges 1001 918 880 1154 965 
Edge weight: Min-Max, Mean 1-15, 
1.37463 
1-7, 
1.33333 
1-15, 
1.27727 
1-25 
1.38388 
1-12, 
1.30466 
Density (disregarding weights) 0.0093 0.0083 0.0083 0.009 0.0089 
Average Degree 4.3054 3.8898 3.8261 4.5433 4.1505 
Giant Component (GC)       
Nodes (% compared to CN) 437 
(93.97%) 
436 
(92.37) 
423 
(91.96) 
491 
(96.65) 
426 
(91.61) 
Isolated/weakly connected 
components 
0/0 0/0 0/0 0/0 0/0 
Edges (% compared to CN) 992 
(99.10) 
892 
(97.16) 
853 
(96.93) 
1140 
(98.79) 
936 
(93.99) 
Edge weight: Min-Max, Mean 1-15, 
1.37601 
1-7, 
1.34193 
1-15, 
1.27902 
1-25 
1.3886 
1-12 
1.3109 
Density (disregarding weights) 0.0093 0.0094 0.0096 0.0095 0.0103 
Average Degree 4.54 4.0917 4.0331 4.6436 4.3944 
MST Patfinder Network Scaling      
Scaling Ratio 2.275 2.051 2.021 2.327 2.202 
Nodes 437 436 423 491 426 
Edges 436 435 422 490 425 
Edge weight: Min-Max, Mean 1-15, 
1.6422 
1-7, 
1.56782 
1-15, 
1.47156 
1-25, 
1.72041 
1-12, 
1.53176 
Isolated/weakly connected nodes 0/0 0/0 0/0 0/0 0/0 
Map Equation applied on GC      
Clustered with codelength 5.37 5.34 5.27 5.61 5.49 
Number of Communities 40 39 48 42 47 
Figure 50: Network Metrics For The Years 2008 To 2012 
 
The resulting Alluvial diagram shows the Giant Component across all 5 years with highlighting 
respective modules. 
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Figure 51: Alluvial Diagram 2008-2012 Affiliations With Modules 
 
Furthermore, the Alluvial diagram containing only the years 2008 and 2012 was generated and is   
shown below. 
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Figure 52: Alluvial Diagram 2008 And 2012 Only 
The Betweenness Centrality was measured, which is an indication of how central a node is in a 
network. The University of Auckland is by far the most central node in the network followed by the 
University of Canterbury. The figure below shows the top 10 Institutions sorted by Betweenness 
Centrality. 
Institution Betweenness Centrality 
University Of Auckland 452474.0039 
University Of Canterbury 271049.9883 
Victoria University 158169.1416 
University Of Waikato 124102.3277 
AUT 119340.2821 
University Of Otago 108142.3669 
Massey University, Auckland 95920.76556 
Massey University, PN 75410.29229 
Unitec 18981.62023 
Weta Digital 18056.23453 
Figure 53: Top 10 Institutions Sorted By Betweenness Centrality 
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Another network was generated from the Giant Component. This time the MST Network scaling 
algorithm was applied to reduce the number of links. The resolution was set to 1 and 56 
communities were detected with a modularity of 0.746. 
The size distribution for the communities is shown below. The biggest community is the University of 
Auckland containing 27.83% of the Complete Network, followed by the University of Canterbury 
with 16.3 % of the network.
 
Figure 54: Size Distribution Of The Modularity Class 
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Figure 55: Size Distribution Of Communities 
 
The resulting network was visualised with a combination of a Radial Axis and Force Direct layout to 
highlight the community structure.  
 
 
 
95 
 
Figure 56: 2008-2012 Giant Component MST, 56 Communities With Modularity 0.746 
Please find a high resolution network graph in Appendix 13. 
 
Additionally, the network was generated with a Force directed layout to highlight the most 
prominent hubs on the network. The ten biggest hubs according to the Betweenness Centrality 
calculations are coloured blue. 
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Figure 57: MST Giant Component 2008-2012 With 10 Biggest Hubs (coloured blue) 
5::1::2::2 NZ Only Institutions 
5::1::2::2::1 2008-2012 
The New Zealand only affiliation network was extracted from the Giant Component of the Complete 
Network. 
 
Figure 58: New Zealand Towns 2008-2012 In The Network 
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This figure shows that the majority of Computer Science research has been conducted in Auckland. 
With 33.91% it is the leading town, followed by Wellington with 20.11% and then Christchurch with 
14.94%.  
The major Institutions in Auckland are, the University of Auckland, AUT, Massey and Unitec. 
In Wellington, Victoria University is the main contributor and in Christchurch the University of 
Canterbury. The network below displays the New Zealand Institutions coloured by their respective 
regions.
 
Figure 59: New Zealand Institutions Coloured By Their Respective Regions 
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The Radial Axis layout shows the number of nodes (Institutions) per region. 
  
 
 
Figure 60: Radial Axis Layout Ordered By Region 
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Figure 61: Top 20 NZ Institutions By Weighted Degree 
Please find the list of all New Zealand Institutions with their respective degree in Appendix 12. 
5::1::2::3 Key Findings Meso Analysis 
 
The Institution Collaboration network is intrinsically a result of the underlying author connections. 
Each author is affiliated to an Institution which made it possible to aggregate the network on the 
Institution level. The Giant Component of the accumulative network for the years 2008 to 2012 was 
used for the calculations and analysis. The Giant Component had 1405 nodes - 94.74% of the 
Complete Network which consisted of 1483 nodes.  
The Meso analysis revealed which Institutions collaborate with each other and connections between 
each Institution. The Blondel (Blondel et al., 2008) and Rosvall (Rosvall & Bergstrom, 2008) 
algorithms were applied to the Giant Component once with, and again without, MST Network 
scaling on the network and revealed different  communities.   
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On the Giant Component without MST, the Blondel algorithm found 15 communities with a 
modularity of 0.566. With MST network scaling applied, the same algorithm found 56 communities 
with a modularity of 0.743. This shows that the reduction of the links in the network (scaling down) 
caused the modularity to rise and to produce a more detailed community aggregation.  The Random 
Walker approach by Rosvall and Bergstrom (2008) used on the Giant Component without MST found 
instead of 15 communities, 112 modules (communities). This indicates that this method is able to 
find even more details and smaller communities.  
The generated networks and metrics however show very similar findings. 
The University of Auckland is always part of the biggest community, followed by the University of 
Canterbury and Victoria University.  Very strong connections exist between the University of 
Auckland and AUT, as well as Massey and Victoria University. AUT and Unitec are also well 
connected. 
The best connected and most central Institutions were revealed by the Betweenness Centrality 
calculations. According to those calculations, the most central nodes in the Institution network in 
descending order are The University Of Auckland, University Of Canterbury, Victoria University, 
University Of Waikato, AUT, University Of Otago, Massey University - Auckland, Massey University – 
Palmerston North, Unitec, and Weta Digital. 
The Alluvial diagram generated from the Giant Component of the individual years from 2008 to 2012 
shows that the University of Canterbury is the most central (and biggest) community in the year 
2008 followed by the University of Auckland. In 2009 this reversed and the University of Auckland 
remained the most central and biggest module until 2012. AUT improved during the 5 year period 
from the seventh to the third most important community, incorporating the Unitec module. Victoria 
University improved from sixth place in 2008 to fourth place in 2012.    
The regional distribution of New Zealand Institutions illustrates that Auckland is the leading region 
with 33.91%, followed by Wellington with 20.11% and then Christchurch with 14.94%. The major 
Institutions in Auckland are, the University of Auckland, AUT, Massey and Unitec. In Wellington, 
Victoria University is the main contributor and in Christchurch, the University of Canterbury.  
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5::1::3 Micro (Author) 
5::1::3::1 2008-2012 Network Metrics 
The co-author network metrics for the years 2008 to 2012 are displayed below.  
Complete Network (CN) 2008 2008- 
2009 
2008- 
2010 
2008- 
2011 
2008- 
2012 
Nodes 1616 2806 3732 4808 5502 
Isolated/weakly connected 
components 
45/203 77/315 97/373 110/425 130/460 
Edges 3692 6501 9043 12455 14644 
Edge weight: Min-Max, Mean 1-12, 
1.17904 
1-17, 
1.29457 
1-24, 
1.36946 
1-37, 
1.40971 
1-50, 
1.44264 
Density (disregarding weights) 0.0028 0.0017 0.0013 0.0011 0.001 
Average Degree 4.5693 4.6336 4.8462 5.1809 5.3232 
Diameter 24 16 18 16 16 
Average Shortest Path 8.60 6.60 6.84 6.35 6.08 
Giant Component (GC)       
Nodes (% compared to CN) 743  
(45.97%) 
1568 
(55.88%) 
2444 
(65.49%) 
3367 
(70.03%) 
4046 
(73.54) 
Isolated/weakly connected 
components 
0/0 0/0 0/0 0/0 0/0 
Edges (% compared to CN) 2080  
(56.34 %) 
4465 
(68.68%) 
7084 
(78.34%) 
10282 
(82.55%) 
12541 
(85.64%) 
Edge weight: Min-Max, Mean 1-12, 
1.24952 
1-17, 
1.37783 
1-24, 
1.43154 
1-37, 
1.46674 
1-50, 
1.49749 
Density (disregarding weights) 0.0075 0.0036 0.0024 0.0018 0.0015 
Average Degree 5.59 5.69 5.79 6.11 6.20 
Diameter 24 16 18 16 16 
Average Shortest Path 8.68 6.62 6.85 6.35 6.08 
MST Pathfinder Network Scaling      
Scaling Ratio 2.803 2.849 2.9 3.055 3.1 
Nodes 743 1568 2444 3367 4046 
Edges 742 1567 2443 3366 4045 
Edge weight: Min-Max, Mean 1-12, 
1.41105 
1-17, 
1.64965 
1-24, 
1.75481 
1-37, 
1.83957 
1-50, 
1.91026 
Isolated/weakly connected 
nodes 
0/0 0/0 0/0 0/0 0/0 
Density (disregarding weights) 0.0027 0.0013 0.0008 0.0006 0.0005 
Average degree 1.9973 1.9987 1.9992 1.9994 1.9995 
Diameter 49 41 47 61 50 
Average Shortest Path 18.66 15.27 17.52 18.22 17.92 
InfoMap applied on GC      
Clustered with codelength 4.63 4.96 5.13 5.41 5.54 
Number of Communities 60 118 177 233 258 
Blondel Communities  on GC      
Resolution 1 1 1 1 1 
Modularity 0.901 0.912 0.919 0.910 0.904 
Number of Communities 22 31 42 45 46 
Figure 62: 2008-2012 Co-author Network Metrics 
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5::1::3::2 Author Data 
The top 50 authors based on (weighted) degree, and “number of authored works” are below. 
 
Figure 63: Top 50 Authors Based On Degree, Weighted Degree And Number Of Authored Works 
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The metrics of degree, weighted degree and number of authored works is a good measure of the 
productivity (quantity measure) of an author, but it is not necessarily a measure for quality. 
Interestingly, this was highlighted in a critique of the ground breaking paper in 1926 called “The 
frequency distribution of scientific productivity” (Lotka, 1926) where a critic (G.F.S, 1926, p. 271) 
states that  
“one may well ask whether this is a good way of comparing scientific ability. The number of 
papers might seem an index of persistence and industry rather than of ability.” 
 
Who is the best connected author? This is determined by how central a node is in the network. The 
Betweenness Centrality, Authority Score, PageRank and the Hub measurements will provide this 
information. 
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Figure 64: Top 50 Authors Arranged By Betweenness Centrality 
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Other measures to determine the rank of a node are the Authority, PageRank and Hub scores. 
 
Figure 65: Authority Score, The PageRank And Hub Measurements (Ordered By PageRank) 
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5::1::3::3 The Complete Network 2008-20012 
How do the isolate nodes and weakly connected components behave over time? 
 Complete Network (CN) 2008 2008-
2009 
  
2008-
2010 
  
2008-
2011 
  
2008-
2012 
  
Increase in % 
from 2008 to - 
2012 
Nodes 1616 2806 3732 4808 5502 240.47 
Isolated nodes 45 77 97 110 130 188.89 
Weakly connected 
components 
203 315 373 425 460 126.60 
Edges 3692 6501 9043 12455 14644 296.64 
Figure 66: Details Of The Complete Network 
 
The Complete Network contains nodes which are isolated (not connected to any other node) or 
weakly connected components (clusters of nodes not connected to the Giant Component). It is 
interesting to see how the number of isolates and weakly connected components change over time.   
 
Figure 67: Isolated Nodes/Weakly Connected Components 
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Figure 68: Number Of Nodes And Edges In The Complete Network 
 
Accumulatively, from the year 2008 to 2012 there is a 240.47% increase for the nodes and 296.64% 
increase for the edges respectively compared to the base year 2008. 
The isolated nodes increased only by 188.89% and the weakly connected components only by 
126.60 % respectively. This means that the network is absorbing isolate nodes by a rate of 27.31% 
and weakly connected components by a rate of 89.94% over the 5 year period measured.  
Weakly connected clusters are therefore 229.37 % more likely to be assimilated into the Giant 
Component than isolated nodes. 
The assimilation of nodes is also shown in the ratio of nodes for the Complete network and the Giant 
Component. The ratio increases from 45.97% in the year 2008, to 73.54% in the accumulative 
timespan from 2008 to 2012. The Giant Component contains consequently 73.54% of all nodes 
present in the Complete network. The Giant Component will be examined in further detail. 
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Figure 69: The Giant Component Increases In Size 
 
5::1::3::4 2008-2012 Giant Component in Detail  
5::1::3::4::1 Is There A Small World Structure? 
The shortest path probability was computed with the algorithm by Albert and Barabási (2002). 
It shows that the highest probability of the shortest path for the Giant Component for the years 
2008-2013 network is 6.  
 
Figure 70: Shortest Path Probability 
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The average shortest path between any two nodes on the network is consequently relatively small 
and it can be established that a small world phenomenon exists in the Collaboration network. The 
shortest path probability of 6 is exactly the same number Milgram established in his pioneering  
study “The small world problem” (1967). 
The figure below shows the average shortest path as it evolves over time. 
 
Figure 71: Average Shortest Path 
It shows that the average shortest path is getting smaller and settles at the path length P=6. 
The shortest path shows how fast one node (in this case one author) can reach another node on the 
network. These figures correlate with the findings of Leskovec, Kleinberg, and Faloutsos (2007, p. 1) 
who discovered that in real networks   
“the average distance between nodes often shrinks over time in contrast to the conventional 
wisdom that such distance parameters should increase slowly as a function of the number of 
nodes (like O(logn)or O(log(logn)).”   
 
5::1::3::4::2 Clustering Coefficient And Degree Distribution  
 
The average Clustering Coefficient is 0.831. There are a total of 23974 triangles in the network. The 
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was calculated with the Latapy (2008) algorithm. According to Newman(2004c, p. 7) , the Clustering 
Coefficient (C) is usually calculated by: 
  
                                     
                                       
 
In the network at hand, the Clustering Coefficient is the quantitative measure of the number of 
connected triangles on the network.  Latapy (2008, p. 458) states that “a triangle in an undirected 
graph is a set of three vertices such that each possible edge between them is present in the graph.” In 
other words, when an author is connected to at least two more authors as well as being connected 
with each other, a connected triangle exists. The average Clustering Coefficient of 0.831 is quite high 
when compared to other Collaboration networks.  For example Newman (2004c) discovered  that 
the Clustering Coefficient in the Medline Collaboration Network is only  0.066 and for the SPIRES 
Collaboration Network it is 0.726. The high Clustering Coefficient for the New Zealand Collaboration 
network may be reflective of the relatively high average degree of 6.20 in the New Zealand 
Computer Science research community. The degree means that on average an author has 6.20 
connections to other authors. The weighted degree would not be a meaningful measure because the 
weight of a connection does not contribute to the number of triangles in the network. 
  
 
Figure 72: Clustering Coefficient Distribution 
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The degree distribution is shown below.  The average degree is 6.199. 
 
Figure 73: Degree Distribution 
The average weighted degree takes into account that one author can collaborate more than once 
with another author. The average weighted degree for this network is 9.283. 
 
Figure 74: Weighted Degree Distribution 
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The degree distributions for both the weighted and unweighted degree are very similar. Both 
distributions consist of a small number of highly connected nodes and a high number of weakly 
connected nodes. This is an indication of preferential attachment which was first discovered by Price 
(1976) on a bibliographic network. It means that the nodes with an already high degree attract more 
nodes and therefore their degree (and weighted degree) grows faster than nodes with a small 
degree. This phenomenon is referred to as “the rich get richer” (Fortunato, 2010, p. 167). Albert and 
Barabási (2002, p. 71) discovered that “most real networks exhibit preferential attachment, such that 
the likelihood of connecting to a node depends on the node’s degree.”  
When calculating the ratio between the number of total contributions (11843) and the number of 
authors (4046), this observation was confirmed. 76% of all the contributions were only generated by 
20% of the authors which is a sign that there are hubs of authors who generate the majority of 
contributions. 
 
5::1::3::4::3 Density And Size Of The Giant Component 
Giant Component (GC)  2008 2008-2009 2008-2010 2008-2011 2008-2012 
Nodes (% compared to CN) 743  
(45.97%) 
1568 
(55.88%) 
2444 
(65.49%) 
3367 
(70.03%) 
4046 
(73.54) 
Isolated/weakly connected 
components 
0/0 0/0 0/0 0/0 0/0 
Edges (% compared to CN) 2080  
(56.34 %) 
4465 
(68.68%) 
7084 
(78.34%) 
10282 
(82.55%) 
12541 
(85.64%) 
Edge weight: Min-Max, Mean 1-12, 
1.24952 
1-17, 
1.37783 
1-24, 
1.43154 
1-37, 
1.46674 
1-50, 
1.49749 
Density (disregarding weights) 0.0075 0.0036 0.0024 0.0018 0.0015 
Average Degree 5.59 5.69 5.79 6.11 6.20 
Diameter 24 16 18 16 16 
Average Shortest Path 8.68 6.62 6.85 6.35 6.08 
Figure 75: Density And Size Of The Giant Component 
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5::1::3::4::3::1 Does The Density Change In The Giant Component?   
 
The density d of a network is calculated by: 
  
 
        
  
E refers to the number of edges in the network and n to the number of nodes (Prell, 2012, p. 167).  
The ratio determines the density of the network. The density of a network shows how well 
connected the network is by counting the actual edges on the network and compares this to the 
maximum possible number of edges on the particular network.
 
Figure 76: Density Of The Giant Component For The Years 2008-2012 
 
The figure above shows that the density is decreasing which means that the entire network is 
becoming less connected over time. Even though more nodes are added to the network, the overall 
density shrank from 0.0075 in 2008 to 0.0015 for the years 2008-2012.   
Prell (2012) noted the network density shrinks in the observed time because the network is getting 
bigger. Prell’s (2012, p. 170) sentiment is echoed by her belief that “larger networks have a greater 
potential for more ties, this very fact makes it difficult for large networks to have high density 
values.”  
Another reason for the shrinking density might be that the new nodes coming to the network are 
not well connected to the rest of the network. Ties between existing nodes are strengthening (the 
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weight of the edges between nodes increases over time), but it seems to be difficult for newcomers 
to connect well in a short period of time. This is reflected in the huge increase of the maximum edge 
weight from 12 in 2008 to 50 for the years 2008-2012. The mean edge weight just increases slightly 
from 1.24952 in 2008 to 1.49749 for the years 2008 to 2012. The figures below show that the ties 
between existing nodes are gaining strength with time.  
 
Figure 77: Edge Weight Max Increases Intensely 
 
Figure 78: Edge Weight Mean Increases Marginally 
 
While the edge weight max figures increase by 316.67% from 12 to 50, the mean edge weight only 
increases by 0.20%.   
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5::1::3::4::4 How Does The Size Of The Giant Component Change Over Time? 
The size of the Giant Component increases nearly linearly as seen in the figure below while the 
diameter slowly decreased from 24 to 16. 
 
Figure 79: Number Of Nodes In The Giant Component 
 
Figure 80: Diameter Of The Giant Component With Two Spikes 
 
According to (McGlohon, Akoglu, & Faloutsos, 2008, 2011) most real networks experience a gelling 
point where the diameter of a graph spikes. A spike can happen more than once. When the diameter 
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of the network has spiked it “decreases or stabilizes; the giant connected component keeps growing, 
absorbing the vast majority of the newcomer nodes (McGlohon et al., 2008, p. 526).  Two spikes have 
been observed at the Giant Component. The first spike is at 2008 when the network was created and 
the second spike in the year 2010. Before and after the spikes, the diameter settled at d=16.  One 
reason for the spike in 2008 is that the network had a high number of prominent unconnected 
nodes. From the 1616 available nodes, 45 were isolated nodes and 203 were weakly connected 
components. The network was still in its early stages and only 743 nodes (45.97%) were connected 
to the Giant Component. 
        
Figure 81: Complete Network In 2008 With Many Disconnected Nodes/Components (left) / Giant Component (right) 
Many high ranking nodes (according to their degree) and clusters were still disconnected from the 
Giant Component. 
 
 
 
Figure 82: High Ranking Nodes And Components Not Connected To The Giant Component In 2008 
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For example, the overall highest ranking node according to degree (and weighted degree) Zhang M. 
is not connected to the Giant Component in 2008. 
In 2009 these high ranking components were absorbed by the Giant Component and the diameter 
decreased to d = 16. 
A similar scenario happened in 2010 when new components were added to the network which 
caused a slight spike of the diameter to d = 18. The following year most of these components were 
assimilated and the diameter settled finally at d = 16.    
The figures below show the evolving Giant Component in a graphical representation. 
 
 
Figure 83: Giant Component In 2008 
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Figure 84: Giant Component In 2009 
 
 
Figure 85: Giant Component In 2010 
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Figure 86: Giant Component In 2011 
 
 
Figure 87: Giant Component In 2012 
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5::1::3::5 Communities 
Are there community structures? What are the communities and how are they connected? 
Two different methods were used to extract the communities for the network. For the community 
discovery the Giant Component for the years 2008-2012 were used. 
 
5::1::3::5::1 Blondel (2008) Algorithm 
 
First the Blondel (2008) algorithm was applied to the network to discover and extract a possible 
community structure. The Blondel (2008) algorithm was applied with resolution 1 for all five years. 
The resulting modularity was constantly high with figures from 0.901 to 0.919. 
Throughout the years 2008 to 2012 this method discovered a variety of communities. The number of 
communities grew from 22 in 2008 to 46 in 2012. 
 Please find below the overview of the community metrics. 
 
Blondel Communities  on GC 2008 2008-2009 2008-2010 2008-2011 2008-2012 
Resolution 1 1 1 1 1 
Modularity 0.901 0.912 0.919 0.910 0.904 
Number of Communities 22 31 42 45 48 
Figure 88: Community Metrics With The Blondel (2008) Algorithm For The Years 2008-2012 Extracted From The Giant 
Component 
 
The Giant Component for the accumulated network (2008-2012) has been examined in detail for the 
discovered communities. The size distribution (number of nodes) for the communities is shown 
below.  
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Figure 89: Size Distribution For The Giant Component  
 
The size of the communities varies in size and is distributed from 10 to 172 nodes in one community. 
Visually, these communities can be displayed in a network like structure. The figure below shows the 
Giant Component for the years 2008-2012 with all 48 different communities. Each community is 
represented by a distinctive colour.  
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Figure 90: Giant Component For The Years 2008-2012 With All 48 Different Communities 
 
One of the biggest communities is community 0 with 172 nodes (authors). The figure below displays 
community 0 (Chen/Chase) in the Fruchterman-Reingold (1991) network layout.  
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Figure 91: Community 0 With 172 Nodes In The Fruchterman-Reingold (1991) Network Layout 
 
The most productive authors according to degree, weighted degree and number of authored works 
in community 0 are displayed below. 
Name Number_of_authored_work  Degree Weighted 
Degree 
Chen X. 46  86 163 
Chase J.g. 38  90 189 
Hann C. 27  73 152 
Wang W. 16  28 65 
Shaw G.m. 12  41 83 
Figure 92: Top 5 Most Productive Authors in Community 0 
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Another large community is community number 33 with 151 nodes. 
 
 
Figure 93: Community 33 With 151 Nodes In The Fruchterman-Reingold (1991) Network Layout 
The most productive authors according to degree, weighted degree and number of authored works 
in community 33 are displayed below. 
Label Number of authored works Degree Weighted Degree 
Kasabov N. 88 73 201 
Pang S. 34 34 95 
Sarrafzadeh A. 28 39 78 
Mohemmed A. 17 15 38 
Schliebs S. 17 15 39 
Figure 94: Top 5 Most Productive Authors In Community 33 
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The Giant Component for the years 2008-2012 has been further examined with the MST (Minimum 
Spanning Trees) Pathfinder Network Scaling algorithm for improved visualisation of the network. 
This algorithm scales the network down, thus enabling the discovery of the underlying structure of 
the network.  
 
Figure 95: The Giant Component For The years 2008-2012 With The MST Pathfinder Network Scaling Algorithm 
Please find in Appendix 14 a larger version of this network with additional metrics information. 
All 4046 nodes are still connected within the Giant Component with the MST algorithm applied, but 
instead of 12541 edges, only 4055 edges remain, thus allowing a clearer overall picture of the 
network. 
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Moreover, the Giant Component with the MST algorithm applied has been additionally treated with 
the Blondel (2008) algorithm to reveal communities. The modularity for this network peaked with 
resolution 1.2 resulting in 62 communities with a modularity of 0.958. The figure below visually 
presents this network with the Radial Axis layout in reverse order. The communities are coloured 
individually and the most active authors are distributed on the outside of the network followed by 
the next productive author from the same community.
 
Figure 96: Giant Component With MST And 62 Communities 
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5::1::3::5::2 InfoMap  
The InfoMap algorithm (Rosvall & Bergstrom, 2008) was applied to the data next, to discover 
communities. Please find below the overview of the community metrics for the map generator. 
Map Generator applied on GC 2008 2008-2009 2008-2010 2008-2011 2008-2012 
Clustered with codelength 4.63 4.96 5.13 5.41 5.54 
Number of Communities 60 118 177 233 258 
Figure 97: Overview Of The Community Metrics For InfoMap 
 
The figure below shows a partical view of the Giant Component for the years 2008 to 2012. For a 
better overview only 50 modules (communities) are displayed out of 258. The Complete network 
consists of 4046 nodes, 25082 links and 1310 inter module links.    
 
Figure 98: Giant Component For The Years 2008 to 2012 Showing 50 Modules (Communities) In A Circle Tree Layout 
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5::1::3::5::3 Comparison Of Two Prominent Communities (Modules) 
The two previously discovered and examined communities (0 & 33) with the Blondel (2008) 
algorithm were also compared with modules created with the InfoMap algorithm (Rosvall et al., 
2009).  The figure below shows the Chen/Chase module (community 0) with 96 nodes and 850 inter 
module links.  
 
Figure 99: Chen/Chase Module With 96 nodes With Force Directed Layout 
  
The top 5 nodes in this module based on PageRank (Brin & Page, 1998) are displayed below. 
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Figure 100: Top 5 nodes In The Chase/Chen Module Based On PageRank (Brin & Page, 1998) 
 
These authors are the same top 5 nodes in the previously discovered community based on the 
number of authored works. 
The module (community) generated with the InfoMap algorithm is very similar to the one discovered 
earlier with the Blondel algorithm and visualised in the Fruchterman Reingold network layout. The  
figure below displays both networks side by side. 
 
Figure 101: Similar Communities With Two Different Approaches (Left: Blondel, Right: InfoMap) 
 
The same applies to the Kasabov community. The figure below shows this community with all 76 
nodes and 388 inter module links. 
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Figure 102: Kasabov Module With 76 Nodes In The Force Directed Layout 
 
The top 5 nodes in this community are similar to the top 5 nodes in the previously discovered 
community based on the number of authored works. They are not the same however.  The node  
“Sarrafzadeh A.” (which was a high ranking node in the Kasabov community) is not part of this 
community according to the map generator. 
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Figure 103: Top 5 Nodes In The “Kasabov” Module 
 
After examining the two networks in detail it becomes clear that the “Sarrafzadeh A.” node is absent 
in the map generator network (on the right side). 
 
 
 
 
 
Figure 104: Similar Communities With Different Approaches (Blondel Algorithm On The Left, InfoMap On The Right) 
 
The “Sarrafzadeh A.” node is a separate community according to the map generator algorithm. The 
figure below shows the “Sarrafzadeh A.” community. 
 
 
The “Sarrafzadeh A.” node is  
absent in the InfoMap network. 
Not 
present 
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Figure 105: “Sarrafzadeh A.” Community Generated With InfoMap Algorithm With 39 Nodes And 230 Intercommunity 
links 
 
A similar observation can be made with the Blondel algorithm when used with a different resolution. 
This time the resolution was set to 1.2 on the Giant Component with MST applied, resulting in 62 
communities (as previously mentioned). 
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Figure 106: 62 Communities With The Blondel Algorithm Set To Resolution 1.2 
  
 
 
 
Figure 107: Detailed View Of Three Communities In The Giant Component With MST And Resolution 1.2 
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The “Sarrafzadeh A.” node forms its own community which is connected to the “Kasabov N.” 
community with the “Pang S.” node. Because the MST network scaling is used, only the strongest 
(with the highest weight) links are visible. As a result, the link from the “Kasabov N.” community 
goes from the “Pang S.” node to the “Chen G.” node in the “Sarrafzadeh A.” community. “Pang S.” 
and “Chen G.” had the strongest connectivity between these two communities.  
5::1::3::6 Information Flow In Communities 
The information flow within communities can be measured with several metrics. As an example of a 
large community, the “Billinghurst M.” community was examined in detail. This community was 
extracted from the Giant Component and analysed. 
 
 
Figure 108: ”Billinghurst M.” Community Extracted   
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Figure 109: Extracted “Billinghurst M.” Community In 3D space 
 
The figure below displays the network metrics for this community.  
Billinghurst M. Community 2008-2012 
Nodes 159 
Isolated/weakly connected components 0 
Edges 480 
Edge weight: Min-Max, Mean 1-11, 1.64 
Density (disregarding weights) 0.038 
Average Degree 6.038 
Diameter 6 
Average Shortest Path 2.80 
Number of shortest paths 25122 
Average Clustering Coefficient 0.888 
Total triangles 799 
Erdös Number (based on Billinghurst M.) 1.49 
Figure 110: Network Metrics For “Billinghurst M.” Community 
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The metrics reveal that this community is a dense network with a density d= 0.038. The diameter is 6 
with a total of 25122 shortest paths between the nodes. The average shortest path is very small with 
only 2.80. This means for information to reach a node on the network it takes an average of 2.8 hops 
to another node in this community. 
The Erdös number (based on the highest degree node Billinghurst M.) is E= 1.49, which means that 
most information is passed through the central node. The high Clustering Coefficient is also an 
indication of high connectedness and therefore good information flow of all nodes within the 
community.       
 
5::1::3::7 Gateways To Other Communities 
Some nodes act as gateways to other communities. Even though they have strong connections 
within their own community nodes they provide links to nodes in a different community. 
The figures below enable nodes which act as gateways to other communities to be revealed. 
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Figure 111: 2008-2012 Giant Component, MST With Radial Axis Layout 
 
 
 
 
 
 
Example of Gateway 
nodes 
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Figure 112: Example Of Gateway Nodes 
 
Another layout algorithm of the same network shows that the Billinghurst M. node and Chase J.G 
nodes act as gateways to connect two different communities.  
An additional example of a gateway node is “Mohemmed A.”. 
 
Example of Gateway 
nodes 
 
 
139 
 
Figure 113: Node "Mohemmed A." As An Example Of A Gateway Node 
 
The “Mohemmed A.” node connects two large communities by linking to the highest nodes in two 
different communities. According to the community finding algorithm the “Mohemmed A.” belongs 
to the “Kasabov N.” community, but is also connected to the “Zhang M.” community by linking to 
both top nodes in each respective community. 
Gateway nodes are important as they are key nodes to transmit information on the network across 
community borders. Without Gateway nodes the information flow on the network would be 
restricted to communities.      
 
5::1::3::8 Key findings Micro Analysis 
 
The metrics of degree, weighted degree and number of authored works can be used to measure the 
productivity (quantity measure) of authors. By calculating these metrics it was possible to rank the 
Example of Gateway 
node 
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most productive authors. The five most productive authors in New Zealand are Zhang M, Kasabov N, 
Klette R, Gimel'farb G, and Billinghurst M. 
Aside from the productivity ranking, the best connected authors on the network were also 
determined. The Betweenness Centrality, Authority Score, PageRank and Hub measurements 
provided this information. The majority of the productive authors also ranked highly in the Centrality 
of the network, highlighting the correlation between high productivity and Centrality and the 
assumption that the two factors are interlinked.  Interestingly, the most productive author (Zhang 
M.), while still very central on the network is not the best connected author.  
The best connected author according to the Betweenness Centrality calculations is Chen X from the 
University of Canterbury. The five best connected authors in New Zealand based on the PageRank 
algorithm are Billinghurst M, Zhang M, Kasabov N, Chen X, and Xu X. 
Weakly connected components are more likely to get absorbed by the Giant Component than 
isolated nodes. The ratio of nodes in the Giant Component compared to the Complete network 
increased from 45.97% in the year 2008, to 73.54% in the cumulative years 2008 to 2012. Eventually, 
the Giant Component contained 73.54% of all nodes from the Complete network. This illustrates 
that the connections between authors increases with time and that the Giant Component is 
assimilating new authors. 
The size of the Giant Component grows linearly with 743 nodes in the year 2008 to 4046 nodes in 
the accumulated years 2008-2012. Consequently, the Giant Component increases its size by over 
400% in the five year period. At the same time the diameter of the network settles at d=16 in the 
year 2012 with two spikes (or gelling points) in the years 2008 and 2010. The spikes may be 
explained by the fact that highly productive nodes and clusters previously not connected to the 
Giant Component were assimilated. The density of the network decreases from 0.0075 in the year 
2008 to 0.0015 for the years 2008-2012.  The decrease is caused by the growing size of the network 
and the fact that new nodes entering the network are initially not well connected to the rest of the 
network. As a result, the networks density decreases while its size increases. 
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The shortest path indicates how fast one node can reach another node on the network. The average 
shortest path between two nodes on the Co-author network is getting smaller over the examined 
time period and settles at the path length P=6. This trend confirms that a “small world phenomena” 
does exist on the Co-author network.  
Preferential attachment on the Co-author network can be examined by the degree distribution. 
On the Co-author network, a small number of highly connected nodes and a high number of weakly 
connected nodes can be observed. This means that nodes with an already high degree attract more 
nodes and therefore their degree (and weighted degree) grows faster than nodes with a small 
degree. Hubs of highly productive and connected authors can be observed and these hubs of 
authors are responsible for the majority of contributions to the network. 76% of all the contributions 
were generated by 20% of the authors. 
Two different methods were applied to the Giant Component to discover communities. The Blondel 
(2008) method based on calculating the out and in degree of nodes achieved constantly high 
modularity figures ranging from 0.901 to 0.919. The communities increased from 22 in the year 2008 
to 46 in the year 2012.  The number of nodes in these communities range from 10 to 172. 
Communities and networks were visualised with different layout algorithms to emphasise the 
findings. Variations in resolution for the modularity and applying the MST (Minimum Spanning 
Trees) Pathfinder Network Scaling algorithm resulted in 62 communities with a high modularity of 
0.958. The resulting network was then visualised with a Radial Axis layout, in reversed order, to 
accentuate the community structure and information flow on the network. 
The second method used the map generator algorithm by Rosvall and Bergstrom (2008) calculating 
the information flow on the network. The number of communities grew from 60 in the year 2008 to 
258 in the year 2012.  Both methods were compared by examining two communities in detail. Each 
method produced very similar results especially when the resolution of the modularity was adjusted 
to 1.2 with the Blondel method. The key nodes in the compared communities were the same and 
only the number of nodes in the community differed. 
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The community analysis showed that there are strong connections between certain nodes which 
eventually build a community. Communities evolve with new nodes emerging over the five year time 
period. 
 
Information flow is optimal in communities. This was established by investigating a large community 
in detail. Metrics for this community show that it is a dense network with a density d= 0.038, 
diameter m= 6 and average shortest path p=2.80. Consequently, within the investigated community, 
it only takes an average of 2.8 hops for information to travel between nodes on the network. The 
high Clustering coefficient of 0.888 is also an indication of the high connectedness and therefore 
optimal information flow of all nodes within the community.  The flow of information is also optimal 
between nodes in a community.   
Some nodes act as gateways to other communities. Even though they have strong connections to 
their own community nodes, they have links to nodes in different communities. Variations in the 
network layout enabled a clear visualisation of the knowledge maps. Consequently, nodes which act 
as gateways to other communities were revealed.  For example, the author ‘Mohemmed A’ connects 
two different communities (Kasabov/Zhang) thereby theoretically enabling information flow 
between two communities. 
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5::1::4 Topic Networks  
5::1::4::1 Topic Networks 2008-2012 Based On Data From The Title Field 
 
Figure 114: Wordle Based On Data From The Title Field 
Several Topic networks were generated and analysed. The first set of Topic networks were created 
from the Title field which were lowercased, stemmed, tokenized and had stopwords removed. Then 
the network was developed with Sci2 and Gephi. The list below gives an overview of the main 
metrics for the word Co-occurrence networks generated from the Title field. 
Complete Network (CN) 2008 2009 2010 2011 2012 
Nodes 2175 2160 2072 2292 2040 
Isolated/weakly connected 
nodes 
0/6 0/6 0/3 1/7 1/2 
Edges 621854 731423 660882 806480 577561 
Edge weight: Min-Max, Mean 1-193, 
2.13641 
1-263, 
2.2081 
1-224, 
2.1546 
1-235, 
2.30282 
1-172; 
2.13151 
Density (disregarding weights) 0.263 0.3137 0.308 0.3072 0.2777 
Average Degree 571.8198 677.2435 637.917 703.7347 566.2363 
Giant Component (GC) MST      
Scaling ratio 286.701 340.672 319.729 354.497 283.396 
Nodes  
(% compared to CN) 
2164 
(99.49%) 
2147 
(99.39%) 
2068 
(99.81%) 
2276 
(99.30%) 
2038 
(99.90%) 
Isolated/weakly connected 
nodes 
0/0 0/0 0/0 0/0 0/0 
Edges  
(% compared to CN) 
2163 
(0.35%) 
2146 
(0.29%) 
2067 
(0.31%) 
2275 
(0.28%) 
2037 
0.35%) 
Edge weight: Min-Max, Mean 1-193, 
14.27109 
1-263, 
15.39469 
1-224, 
14.821 
1-235, 
15.7953 
1-172, 
14.37439 
Density (disregarding weights) 0.0009 0.0009 0.001 0.0009 0.001 
Average Degree 1.9945 1.9991 1.999 1.9991 1.999 
Map Generator      
Clustered with codelength 4.95 5.30 5.27 5.38 4.93 
Number of Modules 159 286 272 135 144 
Figure 115: Metrics For The Topic Network From The Title Field 
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5::1::4::2 Topic Network 2008 Title Field 
 
The first network was generated for the year 2008. It took more than 30 minutes for the network to 
be generated due to the number of edges and number of triangles (more than 85 million) contained. 
It was necessary to scale the network down as there were too many edges which would make 
visibility difficult. Therefore the MST Pathfinder network scaling algorithm was used to reduce the 
number of edges. The MST Pathfinder algorithm was adjusted to use weight similarity to reduce 
more than 578575 edges to 2175. The scaling ratio was therefore 265.9.  
Furthermore, the Giant Component was extracted from the Complete network so that only one 
completely connected network could be analysed. The Giant Component consisted of 2152 nodes 
(words). This means that 0.989 % of the original network was used.   
The density of the network was reduced immensely (from 0.245 to 0.001) and also the number of 
edges (57575 to 2175) while the average path length grew from 1.75 to 7.47. The downscaling of the 
network made it easier to visualise the resulting network graph and to expose the underlying 
structure. The network revealed the most prominent words for the year 2008 and the links between 
them. The figure below displays the top 50 words discovered from the Word analysis. 
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Figure 116: Top 50 Words From The Title Field From The Year 2008 
 
The total number of unique words for the Word Co-occurrence network of the Giant Component 
was 2152.  
The network exposed the most commonly used words and how these words are connected with 
each other. The figure below illustrates this visually. The nodes are sized linearly according to the 
number of references. The edges are coloured linearly from light blue (low edges weight) to dark red 
(high edges weight).    
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Figure 117: 2008 Co-Word Occurrence Network Generated From Title Field 
A high definition network map may be found in Appendix 7. 
 
The analysis also discovered the words with the most Authority within the network. The Authority 
score for each word was created by running the HITS algorithm (Kleinberg, 1999). This algorithm 
creates an Authority score for each node. The figure below shows the most significant words 
according to their Authority score.  
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Figure 118: Top 20 Words According To Their Authority Score In 2008 
 
This result differs from the Betweenness Centrality score which is showing how central (within the 
network) the node is. The centrality is an indication of how important a node is compared to other 
nodes on the network. The Betweenness Centrality algorithm (Brandes, 2001) shows that 14 nodes 
which also have a high Authority score also appear in the top 20 Betweenness Centrality list. The 
words which appear on both top 20 lists are coloured in red. 
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Figure 119: Top 20 Words According To Their Betweenness Centrality Score 
 
Interestingly, the nodes “Energi” and “Effici” appear in the list. This shows that titles which have 
something to do with energy efficiency play a central role in the New Zealand Computer Science 
community in the year 2008. The nodes “Servi”and “Distribut” are also close to each other on the 
Betweenness Centrality score. This could indicate that distributed services are a major research 
topic.  
 
Communities in this network were further investigated and the Blondel community algorithm 
(Blondel et al., 2008) was used to detect groups of words which could be classified as a community. 
The resolution (Lambiotte et al., 2009) of the modularity was set to 1.0 as this produced the most 
appropriate number of communities from the network. The weights of the edges were also taken 
into account as this is an important feature of the connections between the nodes. The Blondel 
algorithm was run on the MST Giant Component and produced 40 communities with a modularity of 
0.911. The communities are coloured and the layout used for the network is force directed. The 
nodes and edges are resized and coloured linearly according to their degree and weight respectively.  
 
0
200000
400000
600000
800000
1000000
1200000
1400000
1600000
B
as
e
M
o
d
el
U
se
Sy
st
em
N
et
w
o
rk
A
n
al
ys
i
Le
ar
n
D
at
a
P
ro
gr
am
En
er
gi
Ef
fi
ci
In
te
ra
ct
A
lg
o
ri
th
m
A
p
p
lic
Se
rv
ic
D
is
tr
ib
u
t
P
ro
b
le
m
P
e
rf
o
rm
St
u
d
i
R
o
b
o
t
Sh
ar
e
B
e
tw
e
e
n
n
e
ss
 C
e
n
tr
al
it
y 
Sc
o
re
 
Words 
Betweenness Centrality  
 
 
149 
 
Figure 120: 2008 MST Giant Component Word Co-occurrence Network Generated From Title Field With 41 Communities 
 
The 40 communities are of different sizes and cover different topics. For example, community 6 has 
a more linguistic topic (within the field of Computer Science) with Wikipedia as the main node based 
on the Authority score.    
 
 
150 
 
Figure 121: Community 6 In The Co-Occurrence Network 
An additional community covers Medical related Computer Science topics with Tomography and 
Morphometri as the two main nodes based on the Authority score. 
 
Figure 122: Community 11 In the Co-occurrence Network 
 
Community 27, on the other side, seems to have knowledge representation as their main topic. Both 
nodes have the highest Authority score within that group.  
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Figure 123: Community 27 In The Co-occurrence Network 
 
5::1::4::3 Topic Network 2012 Title Field 
 
 
Figure 124: Wordle Of Title Field 
 
The 2012 Word Co-occurrence network was generated from the Title field. The top 50 words based 
on the number of references are displayed below.  
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Figure 125: Top 50 Words In 2012 By References Generated From The Title Field 
 
The network contains a huge amount of edges (577561). Therefore it was also decided to run the 
MST Pathfinder Network Scaling algorithm to create the Giant Component with the weak 
component clustering algorithm which resulted in a scaled down version of the original network. 
Again, this network exposes the most commonly used words and how these words are connected to 
each other. The figure below visually illustrates these word connections. The nodes are sized linearly 
by the number of references. The edges are coloured from light blue (low edges weight) to dark red 
(high edges weight).    
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Figure 126: 2012 Giant Component MST Word Co-occurrence Network From The Title Page 
 
There are strong links between the most commonly used words. This becomes apparent when the 
edges in the network are not rescaled. The figure below shows the difference between the rescaled 
and non-rescaled edges in the network. Node names are omitted to enable a clearer focus on the 
structure of the network. 
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Figure 127: 2012 Giant Component MST, Rescaled Network 
  
Figure 128: 2012 Giant Component MST, Non-Rescaled Network 
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The Authority score for each word was calculated and the top 20 words are displayed below. 
 
Figure 129: Top 20 Authority Score Of Words In 2012 
 
The Betweenness Centrality score was calculated again and the top 20 words are displayed below. 
 
Figure 130: Top 20 Betweenness Centrality Score Of Words In 2012 
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The bars marked in red are the words which appear in both top 20 lists. New words on the 
Betweenness Centrality top 20 list are Studi, Program and New.    
The Blondel (2008) community structure algorithm revealed that there are 55 communities. The 
resolution of the modularity was 0.781. 
The network below vividly reveals the communities with every community being represented by a 
different colour. 
 
 
Figure 131: 2012 Network With 55 Communities 
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Figure 132: 2012 Network With 55 Communities, Edges Rescaled 
 
Figure 133: 2012 Network With 55 Communities, Edges Non-rescaled 
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The size distribution shows the number of nodes in each community. The largest community 
contains nearly 500 nodes. This is community number 4 which has the word base with the highest 
Scoring authority and Betweenness Centrality score. Notably, the majority of the communities are 
comprised of less than 50 nodes. 
 
Figure 134: Size Distribution of Communities 
 
The 2012 Word Co-occurrence network was also analysed with a different community finding 
algorithm. The InfoMap algorithm (Rosvall et al., 2009; Rosvall & Bergstrom, 2008) uses the Random 
Walker method to find (information) flows in the network. Once the communities are discovered a 
super node is generated comprised of all the belonging nodes. This community is called a module. 
The InfoMap algorithm found a different number of communities. The network was clustered with 
codelength 4.93 into 144 modules (supernodes) with 286 inter-module links. The modules are 
named after the node with the highest PageRank. The PageRank algorithm (Brin & Page, 1998) was 
originally developed by Google founders Larry Brin and Sergey Page to be used in the Google search 
engine.  
The Complete network with all modules is displayed in the figure below. 
 
50 nodes 
or less 
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Figure 135: 144 Modules Generated From The Word Co-occurrence Network 2012 Based On The Title Field 
 
The biggest communities (modules) are Base, Model and Use. The modules can be explored to reveal 
the nodes contained within. For example the Data module consists of 55 nodes.  
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Figure 136: Data Module With 55 Nodes 
 
The Software Module on the other hand contains only 25 nodes.
 
Figure 137: Software Module Comprised Of 25 Nodes 
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5::1::4::4 Alluvial Diagram Topic Network 2008- 2012 Title Field 
The complete Co-occurrence network was chronologically split into annual increments from 2008 to 
2012 and annual trends observed. One network was generated for each year. The Giant Component 
was used with MST Pathfinder Network Scaling applied to all networks. The Alluvial diagram was 
generated with the algorithm by Rosvall and Bergstrom (2010) to analyse the annual changes in the 
networks. Modules are coloured and flow chronologically from year to year. 
 
Figure 138: Alluvial Diagram Of The Word Co-occurrence Network 2008-2012 Generated From The Title Field 
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A variation shows only the years 2008 and 2012 to visually highlight changes in the network. The 
resulting Alluvial diagram is displayed below.  
 
 
Figure 139: Alluvial Diagram Of The Word Co-Occurrence Network 2008 and 2012 Generated From The Title Field 
 
The Alluvial diagrams generated from the Title field indicate that some topics changed and became 
more important over the examined time period while other topics retained the same level of 
importance. The first four terms (Use, Base, Model, Network) stay more or less the same.   
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5::1::4::5 Topic Network 2008-2012 based on data from the Author’s Keyword 
 
The Topic networks from the Author’s Keyword field were generated for each temporal snapshot 
within the time interval of one year.  A network for each consecutive year from 2008 to 2012 was 
produced, the Giant Component extracted and scaled down with the MST Pathfinder algorithm. 
Similar to previous data analysis, the Keyword field, had to be cleaned and normalised. Thereafter, 
the Keyword field was lowercased, stemmed, tokenized and removed of stopwords. Then the data 
was loaded into Sci2 and Gephi to generate networks and to calculate the metrics. The figure below 
shows the metrics for all five networks including the number of modules produced with the map 
generator algorithm by Rosvall and Bergstrom. 
Complete Network (CN) 2008 2009 2010 2011 2012 
Nodes 2801 3133 3116 3467 3181 
Isolated/weakly connected 
nodes 
966/968 1132/1134 1009/1012 1147/1148 968/970 
Edges 17542 21697 23738 26698 24183 
Edge weight: Min-Max, Mean 1-13, 
1.11926 
1-14, 
1.16652 
1-15, 
1.15094 
1-34, 
1.1932 
1-19, 1.1566 
Density (disregarding weights) 0.0045 0.0044 0.0049 0.0044 0.0048 
Average Degree 12.5255 13.8506 15.2362 15.4012 15.2047 
Giant Component (GC) MST 2008 2009 2010 2011 2012 
Scaling ratio 9.579 10.878 11.305 11.513 10.946 
Nodes  
(% compared to CN) 
1832 
(65.41%) 
1993 
(63.61%) 
2100 
(67.39%) 
2320 
(66.91%) 
2210 
(69.48%) 
Isolated/weakly connected 
nodes 
0/0 0/0 0/0 0/0 0/0 
Edges  
(% compared to CN) 
1831 
(10.43%) 
1992 
(9.18%) 
2099 
(8.84%) 
2319 
(8.68%) 
2209  
(9.13%) 
Edge weight: Min-Max, Mean 1-13, 
1.47624 
1-14, 
1.62349 
1-15, 
1.60791 
1-34, 
1.63303 
1-19, 1.55772 
Density (disregarding weights) 0.0011 0.001 0.001 0.0009 0.0009 
Average Degree 1.9989 1.999 1.999 1.9991 1.9991 
InfoMap      
Clustered with codelength 4.59 4.69 4.69 4.74 4.70 
Number of modules 204 215 226 251 235 
Figure 140: Network Metrics Word Co-occurrence Network From The Author’s Keyword Field 2008-2012 
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The top 50 words based on the references for the year 2008 and 2012 are displayed below. 
 
Figure 141: Top 50 words Based On References In 2008 From The Keyword Field 
 
Figure 142: Top 50 Words Based On References In 2012 From The Keyword Field 
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5::1::4::6 Alluvial Diagram Topic Network 2008-2012 The Author’s Keyword Field  
 
Then the Alluvial diagram was generated from all five networks to accentuate the variations in the 
network again.The resulting Alluvial diagram for the years 2008-2012 with the first 65 modules is 
shown below. 
 
Figure 143: Alluvial Diagram Generated From The Author’s Keyword Field 2008-2012 
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Figure 144: Alluvial Diagram From 2008 and 2012 Only Generated From The Author’s Keyword Field 
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The comparison between the 2008 and the 2012 network highlighted the changing rank of 
importance of terms (topics) over the period of 5 years. The Alluvial diagram showing only the 2008 
and the 2012 networks illustrates this. Notable changes are visible when those two networks are 
compared. For example, the Network module moved from third biggest module in 2008 to becoming 
the biggest module in 2012. The Network module contains 45 nodes which are displayed below. 
 
Figure 145: Network Module With 45 Sub Modules 
 
The strongest links are to the Neural, Wireless, Sensor and Spike nodes.  
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Another module which became more prominent in 2012 is the Software module which jumped from 
20th to third place. The Software module contains 50 nodes which are displayed in the following 
network graph. 
 
 
Figure 146: Software Module With 50 Sub Modules 
 
The strongest connections in this module are to the nodes Develop, Engin, Architectur, Framework 
and Sourc, while the Develop node has a strong connection to the Agil node.  
The Swarm module was another key module in 2012 which did not appear in 2008. It contains 15 
sub modules with the strongest links to the Particl and Optimis module. 
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Figure 147: Swarm Module With 15 Sub Modules 
 
The Genet module became important in 2012 and reached 7th place in the module ranking. It 
contains 35 nodes with the strongest link to the Program node which is similar in size and the Classif 
node which is short for Classifier. 
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Figure 148: Genet/Program Module With 35 Nodes 
 
Furthermore, the Data module increased in importance in 2012 as it became the 8th most significant 
module. It contains 36 sub modules with the strongest ties to the Mine and Stream sub modules. In 
2012, the Data node had strong connections to the Big node which indicates that the term Big Data 
is becoming an important research stream. 
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Figure 149: Data Module With 35 Sub Modules 
 
2012 also saw the Robot module emerging. The Alluvial diagram shows that the Robot module 
developed with parts from the Image, Interact, Error and Control modules from the year 2008. The 
strongest link is to the Human sub module. Presumably, in 2012 Human Centred Robots were a 
central topic in the field of Robotics. 
Other interesting links are to the Mall, Shop and Job sub module and even to the Meat and Butcheri 
sub modules which may infer the premise that robotics or robotic techniques are implemented in 
meat processing.    
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Figure 150: The Robot Module With 26 Sub Modules 
 
5::1::4::7 Topic Network 2012 Author’s Keyword Field 
 
The Complete network with all 235 sub modules is presented below. This network provides a high 
level overview of the main terms (modules) and their connectedness to the other modules. The 
network is visualised with a force directed layout (Kamada & Kawai, 1989) which places the nodes in 
the optimal position according to physical laws (repulsive and attractive forces on nodes and edges). 
As a result, an unbiased view of the Complete network structure is possible.     
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Figure 151: Word Co-occurrence Network 2012 Generated From The Author’s Keyword Field With All 235 Sub Modules 
 
The network illustrates all current research streams in Computer Science for New Zealand in the year 
2012 and how they are connected. As such, the network may be seen as a current knowledge map of 
Computer Science for New Zealand.  
Model and Network are the most central modules. The Network module connects to a variety of 
other modules including Comput, Algorithm, Secure, and Service. The Model module is directly 
connected to a number of high profile modules including Data, Analysi Image, Inform, System and 
Learn and indirectly to Software (via the Theori module)  or Learn (via the base) module.  
The generated network clarifies how the various topics are connected with each other by showing 
the links between each module. The top 40 modules from this network reveal the current research 
topics in New Zealand Computer Science in descending order.  
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Figure 152: Top 40 Research Streams In Computer Science In New Zealand In 2012 
 
5::1::4::8 Key Findings Topic Network Analysis 
The Topic network analysis focused on two sets of networks based on different data. The first 
analysis focused on the Word Co-occurrence network based on the Title field, the second on the 
Author’s Keyword field. The network metrics showed that both sets of networks are very dense with 
a high connectivity between the nodes. The average number of edges on the Title field networks is 
679640 and on the Author’s Keyword field network, 22772.  Consequently, it was necessary to scale 
 
These are the 40 highest 
ranking modules (topics) for 
the year 2012 in descending 
order.   
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the networks down with the MST Pathfinder Network Scaling algorithm. This helped to determine 
the underlying network structure and to visualise the networks in a more meaningful way. 
An interesting finding is that the number of nodes in the networks from the Title field averaged at 
2148, while the number of nodes from the Author’s Keyword field averaged at 3140. This means that 
the Author’s Keyword network consisted of around 1000 additional terms, which is beneficial for the 
research analysis. Because the keywords were self-chosen by authors to describe their research, the 
Author Keyword network seemed to have more meaningful terms.        
For the analysis, the Giant Component was extracted from the networks. For the Title field network 
this resulted in more than 99% of the Complete network, compared to an average of 67% for the 
Author’s Keyword field network. This discrepancy in numbers could be due to the fact that the Title 
field network included a number of low valued words (disregarded stopwords) which are common in 
many titles. These words established connections to other words in the network which caused the 
high percentage of inclusiveness of the Giant Component. 
Current topics from both sets of networks were extracted and visualised. The top 50 terms for the 
years 2008 and 2012 showed the most commonly used words indicate their importance. The 
Betweenness Centrality calculations and Authority scores provided an additional way to rank the 
terms in the network. An interesting finding was that the nodes “Energi” and “Effici” appeared on 
the Betweenness Centrality score, thus signifying that titles including the terms energy efficiency 
grew in prominence in 2008. 
The networks were visualised with various layout algorithms which exposed how the terms are 
connected to each other. The previously used community finding algorithms from Blondel et al. 
(2008) and Rosvall and Bergstrom (2008) were applied and provided insights into communities in the 
Topic networks. 
Trends in the Topic networks are measurable and visible with Alluvial diagrams. Alluvial diagrams 
provide a natural way to highlight change in the importance of the terms. The Author’s Keyword 
Network provided superior insights into the topic trends. The Author’s Keyword Network analysis 
revealed that the Network module developed into the highest ranking module in 2012 (previously 
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number three), and the Software module jumped from 20th to 3rd place in 2012. Strong connections 
in this module are to the Develop, Engin, Architectur, Framework and Sourc nodes.  
The Swarm module was another emerging module in 2012 which did not appear in 2008. It contains 
15 sub modules with the strongest links to the Particl and Optimis nodes. 
Furthermore, the Data module increased in importance in 2012 as it is the 8th most significant 
module with strong connections to the Mine and Stream sub modules and developing connections 
to the Big node – possibly indicating an important research stream. Another emerging research topic 
in 2012 is the Robot module which developed with parts from the Image, Interact, Error and Control 
modules/nodes. Strong connections in this module are to the Human node, which infers that Human 
Robotics was a central topic in the field of robotics in the year 2012. 
The generated knowledge maps were valuable to explain the underlying structure and to reveal 
connections, communities and changes in a meaningful manner.   
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5::1::5 Topic Bursts 
 
Figure 153: Wordle For Burst Words 
 
5::1::5::1 Burst Analysis Based On The Author’s Keyword Field 
The burst analysis based on the Author’s Keyword field produced a list of 190 burst words with 
specific attributes: Weight, Length, Start, End, Strengths 
Word Weight Length Start End Strengths 
transform 5.956707 1 2012 2012 Strong 
select 4.770701 1 2012 2012 Strong 
genet 4.614709 1 2012 2012 Strong 
test 4.030168 1 2008 2008 Strong 
ict 3.950243 1 2009 2009 Strong 
featur 3.776815 1 2012 2012 Strong 
ipv4 3.69608 2 2009 2010 Strong 
emerg 3.554109 1 2009 2009 Strong 
ipv6 3.412687 1 2010 2010 Strong 
cloud 3.336132 2 2011 2012 Strong 
vista 3.159429 1 2009 2009 Strong 
content 3.074914 2 2011 2012 Strong 
scanner 3.058558 1 2008 2008 Strong 
deform 3.056449 1 2009 2009 Strong 
decis 3.028799 1 2009 2009 Strong 
identif 2.999989 1 2008 2008 Strong 
signal 2.953028 1 2009 2009 Strong 
regress 2.84916 1 2009 2009 Strong 
behavior 2.820382 1 2012 2012 Strong 
worldwid 2.766192 1 2009 2009 Strong 
Figure 154: Top 20 Burst Words Generated From Author’s Keyword Field Sorted By Weight 
Please find the complete list of burst words generated from the Author’s Keyword field in Appendix 
6. 
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The “Weight” and the resulting “Strengths” attribute show how frequent and/or important a word 
was in the time frame. The “Length” attribute displays how long (in a step of years) a burst occurred.   
The resulting temporal visualisations make it easy to examine the bursts in their specific time frame. 
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Figure 155: Temporal Visualisation Of Bursts From Author’s Keyword Field 2008-2012 
The different colours reflect the strengths of the word burst while the thickness and the lengths of a 
line (word) show how important and how long the burst was respectively.  
 
5::1::5::2 Burst Analysis Form The Title Field 
 
The same parameters and settings were used for the burst analysis generated form the Title field. 
The Gamma value was set to 0.8 and the density scale to 2.0. The Title field was lowercased, 
stemmed, tokenized and the stopwords were removed. This produced a burst list of 189 words, a 
similar number to the previous list. Please find below the top 20 (by weight) word bursts and the 
temporal visualisations. 
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Word Weight Length Start End Strengths 
sampl 3.863207 1 2008 2008 Strong 
express 3.862423 1 2009 2009 Strong 
implement 3.814698 1 2010 2010 Strong 
behavior 3.812548 1 2012 2012 Strong 
prefac 3.46211 1 2012 2012 Strong 
sensor 3.429849 2 2011 2012 Strong 
empir 3.401986 1 2010 2010 Strong 
video 3.286966 1 2012 2012 Strong 
transform 3.285895 1 2012 2012 Strong 
standard 3.128729 1 2010 2010 Strong 
ipv4 3.124968 2 2009 2010 Strong 
artifici 3.107496 1 2012 2012 Strong 
cloud 3.093986 2 2011 2012 Strong 
learn 3.088794 2 2011 2012 Strong 
includ 3.086753 2 2011 2012 Strong 
research 2.957983 2 2011 2012 Strong 
optimis 2.929538 1 2012 2012 Strong 
requir 2.772554 2 2011 2012 Strong 
confid 2.770107 1 2012 2012 Strong 
bound 2.767321 1 2012 2012 Strong 
Figure 156: Top 20 Burst Words Generated From Title Field Sorted By Weight 
Please find the complete list of word bursts generated from the Title field in Appendix 7. 
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Figure 157: Temporal Visualisation Of Bursts Derived From The Title Field 2008-2012 
 
5::1::5::3 Key Findings Topic Burst Analysis 
 
Bursts of terms can be detected and they reflect which words or topics were important in a certain 
period of time. Two different data sources were used to analyse bursts. The first burst analysis used 
data from the Author’s Keyword field, the second from the Title field. 
In the examined 5 year period, a number of bursts were detected. The top 20 burst words ordered 
by burst weight were listed and temporal visualisations of the words were shown. 
Firstly, the burst terms derived from the Author’s Keyword field were analysed. 
The highest burst terms in the year 2012 were transform, select, and genet which may conclude that 
genetic programming which includes selecting and transforming parts of the genetic code 
(algorithm) was an important topic in the year 2012. This finding is in line with the previous topic 
analysis where the Genet module reached the 7th place in the module ranking in the year 2012. As a 
result of this outcome, genetic programming may become a very important topic in the future. 
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The analysis shows that cloud computing started to burst in the years 2011 and 2012 and may 
continue to do so. The term Ipv4 bursts in the years 2009/2010 and that transpires with the term 
Ipv6 which bursts in the year 2010. This is the year when the Ipv6 went live globally. Clearly, 
extensive research was devoted to this subject at the time. 
The burst terms generated from the Title field were examined, next. 
The analysis indicates that topic bursts from the Title field had some similarities compared to the 
Keyword based burst analysis, but also some differences. For example, the term Ipv4 was a 
prominent term in the year 2008 and 2009 with a burst weight of 3.124968, but the term Ipv6 does 
not appear in the top 20 burst list. It does burst for two years though with a lower burst weight of 
2.194902 for the years 2008 and 2009.  
The term cloud had similar high burst weights for the years 2011 and 2012 in both analysis, as well 
as the terms transform and behaviour. High ranking burst terms in the Title field analysis were learn, 
video and artifici in the year 2012. The burst term learn was also the third highest ranking module in 
the previous Topic network analysis which reflects the importance of it.   
The burst term analysis did not reveal any new knowledge but was able to emphasise or reaffirm 
certain trends already discovered from the previous Word co-occurrence analysis (from both the 
Title and Keyword fields) and can therefore be an additional tool to examine semantic networks.  
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6:: Conclusion  
 
To my knowledge, this is the most comprehensive multilevel study of a specific domain (Computer 
Science) conducted within New Zealand, to date. The visual results of this research presented in the 
forms of knowledge maps, network maps and diagrams, showcases a natural way to reveal 
information hidden in a large dataset. 
This research scientifically analysed the evolving Complex network structure of the New Zealand 
Computer Science research community on multiple levels (Macro, Meso, Micro, Topics). The 
proposed methodology followed an interdisciplinary approach using techniques from data mining, 
social network analyses, scientometrics and data visualisation to explore, analyse and gather 
knowledge. 
The analysis of Collaboration networks is a time consuming endeavour. While data gathering is 
becoming increasingly easier with the availability of online bibliographic databases, cleaning, 
normalisation and pre-processing of the data is a complex and multi-step procedure. It involves a 
combination of a manual and computer aided methods to achieve the most accurate dataset.  
Conference papers are the dominant form of collaboration with 65 %, followed by journal articles 
with 29.8 %. Combined, this is nearly 95 % of the complete dataset thus an indication that the 
preferred publication medium for the majority of Computer Science research is either of those two 
types. The research identified communities, highly influential nodes, research institutions, and their 
collaboration patterns over the last 5 years. Network metrics revealed insights into the structure of 
the networks. Collaboration networks were generated using a variety of layout algorithms to 
visualise the information in the form of knowledge maps. 
 
This research started from the Macro (Countries) network analysis and drilled further down to the 
Meso (Institution), the Micro (Author) and finally to the Topic network analysis. It became clear that 
the networks are intrinsically interlinked with each other as all generated networks are based on the 
same co-author dataset. Different aggregation of the same underlying data allowed the generation 
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and analysis of the various networks on multiple levels. The ensuing analysis intensified with each 
new level and as results were discovered from each subsequent level, the synthesised findings were 
enriched even more. 
 
The analysis of the Country network revealed the participating countries and their relations. 
The network consisted of one Giant Component showing that 73 countries are connected to New 
Zealand. The USA, United Kingdom, Australia, Germany and China have the strongest ties to New 
Zealand. The metrics and the knowledge map of the Country Collaboration Network reveal that the 
geospatial location of the collaborating countries is insignificant. New Zealand has strong 
connections to regions around the world with emphasis on Europe, USA, China and Canada.    
 
Subsequently, the data was aggregated on the Meso (Institution) level. The Giant Component of the 
accumulative network for the years 2008 to 2012 was used for the calculations and analysis. The 
Giant Component had 1405 nodes which is 94.74% of the complete network. The Meso analysis 
revealed which Institutions collaborate with each other and how are they connected.     
Two different community finding methods were applied to reveal communities and connections 
between Institutions. The University of Auckland was always part of the biggest community, 
followed by the University of Canterbury and Victoria University.  Very strong connections exist 
between the University of Auckland and AUT, and between Massey and Victoria University. AUT and 
Unitec are also well connected. The best connected and most central Institutions were revealed by 
the Betweenness Centrality calculations. The most central nodes in the Institution network in 
descending order are The University Of Auckland, University Of Canterbury, Victoria University, 
University Of Waikato, AUT, University Of Otago, Massey University - Auckland, Massey University- 
Palmerston North, Unitec, and  Weta Digital. The regional distribution of Computer Science research 
illustrates that Auckland is the leading region with 33.91%, followed by Wellington with 20.11% and 
then Christchurch with 14.94%. The major Institutions in Auckland are, The University of Auckland, 
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AUT, Massey and Unitec. In Wellington, Victoria University is the main contributor and in 
Christchurch, the University of Canterbury.  
Furthermore, the Micro (Author) Collaboration networks were generated and analysed. Most 
calculations were based on the Giant Component for the accumulated years 2008 to 2012. The total 
number of authors connected to the Giant Component was 4046 which compromises 73.54 % of the 
Complete network. This also meant that 1456 authors were not connected to the Giant Component. 
The size of the Giant Component grew linearly with 743 nodes in the year 2008 to 4046 nodes in the 
accumulated years 2008-2012. As a consequence, the Giant Component increases its size by over 
400% in the five year period. At the same time, the diameter of the network settles at d=16 in the 
year 2012 with two spikes in the year 2008 and 2010. Spikes can be explained by the fact that highly 
productive nodes and clusters, previously not connected to the Giant Component, were assimilated. 
The density of the network decreases from 0.0075 in the year 2008 to 0.0015 for the years 2008-
2012. The decrease is caused by the growing size of the network and the arrival of new nodes to the 
network which are initially not well connected to the rest of the network. As a result, the networks 
density decreases while its size increases. 
The metrics of degree, weighted degree and number of authored works were used to measure the 
productivity (quantity measure) of authors. The five most productive authors in New Zealand are 
Zhang M, Kasabov N, Klette R, Gimel'farb G, and Billinghurst M. The Betweenness Centrality, 
Authority score, PageRank and the Hub measurements provided information about how well an 
author is connected on the network. As the majority of the productive authors are also highly ranked 
in the centrality of the network, it may be deduced that high productivity and centrality on a 
network are interlinked.  According to the Betweenness Centrality calculations, the best connected 
author is Chen X from the University Of Canterbury while the five highest ranking authors in New 
Zealand based on the PageRank algorithm are Billinghurst M, Zhang M, Kasabov N, Chen X and Xu X. 
 
The average shortest path between two nodes on the Co-author network is getting smaller over the 
examined time period and settles at the path length P=6. It can be concluded that a “small world 
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phenomena” exists on the Co-author network.   Additionally, preferential attachment can be 
measured on the Co-author network. Nodes with an already high degree attract more nodes and 
therefore their degree (and weighted degree) grows faster than nodes with a small degree. Hubs of 
highly productive and connected authors can be observed and these hubs of authors are responsible 
for the majority of contributions to the network. 76% of all the contributions were generated by 20% 
of the authors. 
The previously used community finding methods were also applied to the Co-author networks, and 
the communities on the networks were visualised with different layout algorithms to emphasise 
those findings. The two different methods produced very similar results. The key nodes (Authors) in 
the compared communities remained the same and only the number of nodes in the communities 
differed. 
The community analysis showed that there are strong connections between certain nodes which 
eventually build a community. Communities evolve with new nodes joining over time. 
It can be concluded that information flow is optimal in these communities. This was established by 
investigating a large community in detail. The metrics of the examined community reveal that the 
network is dense with d= 0.038, the diameter m= 6 is small, the average shortest path is only p=2.80 
with a high Clustering Coefficient of 0.888. These measurements prove the high connectivity and 
optimal information flow in communities.  
Moreover, it was discovered that some nodes (Authors) act as gateways to other communities. 
Variations in the network layout highlighted the existence of nodes which act as gateways to other 
communities. These gateway nodes theoretically enable information flow between two 
communities.  
 
Topic networks, (generated from both the Title field and Author’s Keyword fields) were constructed 
and analysed to reveal topic trends and bursts.  
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The network metrics showed that both sets of networks are very dense with a high connectivity 
between the nodes. The networks had to be scaled down with the MST Pathfinder Network Scaling 
algorithm. This scaling down process gave prominence to the underlying network structure. 
To enable analysis, the Giant Component was extracted from the networks. For the Title field 
network this meant that more than 99% of the Complete network is included, compared to an 
average of 67% for the Author’s Keyword field network. This discrepancy in numbers may be 
attributed to the fact that the Title field network included a number of low valued words, as well as 
stop words, which are common in many titles. These words established connections to other words 
in the network which caused the high percentage of inclusiveness of the Giant Component. 
Current topics from both sets of networks could be extracted and visualised. The top 50 terms for 
the year 2008 and 2012 showed the most commonly used words, thus indicating their current 
importance within the Computer Science field. The Betweenness Centrality calculations and 
Authority scores are additional mechanisms used in ranking the terms in the network. 
The networks were visualised with various layout algorithms which exposed how the terms are 
connected to each other. The 2012 network generated from the keywords, illustrates all current 
research streams in Computer Science for New Zealand and how they are connected. As such, this 
may be seen as a comprehensive knowledge map of Computer Science research in New Zealand.  
The topic networks were temporarily sliced into yearly increments between 2008 and 2012, and 
examined in detail to illuminate trends.  The mapping of recent New Zealand Computer Science 
research developments was accomplished by using alluvial diagrams. The change of streams over 
the time period highlights the nature of, and evolving relations within and amongst topics.  For 
example, the Network module developed into the highest ranking module in 2012 (previously 
number three), and the Software module jumped from 20th to third place in 2012. Strong 
connections in this module are to the Develop, Engin, Architectur, Framework and Sourc nodes.  
Furthermore, the Data module increased in importance in 2012 as it is the 8th most significant 
module with strong connections to the Mine and Stream sub modules, and developing connections 
to the Big node which could indicate an important research stream. Another emerging research 
 
 
190 
topic in 2012 is the Robot module, which developed with parts from the Image, Interact, Error and 
Control modules/nodes. Strong connections in this module are to the Human node, which suggests 
that Human Robotics was a central topic in the field of robotics in 2012. 
The generated knowledge maps were fundamental to explaining the underlying structure as well as 
revealing connections, communities and changes in a meaningful manner. 
   
Following the topic network analysis, the bursts of certain terms were investigated from the Title 
field and the Author’s Keyword field. In the examined 5 year period, a number of bursts were 
detected. The top 20 burst words ordered by burst weight were listed, and temporal visualisations of 
the words were shown. For example, the Author’s Keyword field with the highest burst terms in the 
year 2012 were transform, select, and genet thus leading to the supposition that genetic 
programming, which includes selecting and transforming parts of the genetic code (algorithm) was 
an important topic in 2012. This finding correlates with the previous topic analysis where the Genet 
module reached 7th place in the module ranking in 2012. Potentially, genetic programming could be 
a very important topic in the future. 
The Title field analysis had some similarities compared to the Keyword based burst analysis. For 
example, the term cloud had similar high burst weights in 2011 and 2012 in both analyses, as well as 
the terms transform and behaviour. High ranking burst terms in the Title field analysis were learn, 
video and artifici in the year 2012. The burst term learn was also the third highest ranking module in 
the previous word Co-occurrence network analysis which reflects the importance of that term.  The 
burst term analysis highlighted certain trends already discovered from the preceding word Co-
occurrence analysis and may be an additional tool in examining semantic networks. 
 
In my opinion, the proposed methodology and techniques to analyse large scientific Collaboration 
networks was successful. The results and analysis section revealed fascinating and interesting 
knowledge about Computer Science research in New Zealand. A personal highlight was the 2012 
Topic Network which illustrates all current research streams in Computer Science for New Zealand in 
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the year 2012 and the characteristics of their connections. As such, the network could be seen as a 
current knowledge map of Computer Science research for New Zealand. This knowledge map could 
inspire and spark further research. Additionally, current and future Computer Science educational 
curriculums could be tailored to match the Computer Science research being undertaken in New 
Zealand today. 
 
The methods applied in this research are transferable to other domains and interdisciplinary 
endeavours. A real world application of the applied methodology could be an enhancement of the 
existing interdisciplinary online portal (www.nzresearch.org.nz/) with the application of multilevel 
analysis methods. This could enable collaboration among scientists across all disciplines. 
Interdisciplinary research and collaboration are key factors for innovation. 
Future research could include the prediction of upcoming topic trends. This could be achieved by 
applying data mining techniques, such as neural network algorithms, to the existing data set. 
Neural networks learn from historical data and could be one method to predict future topics derived 
from the word Co-occurrence network.   
 
An interactive presentation of this research can be found at: http://tinyurl.com/BerndMartinThesis 
This graphical online presentation enables adaptable zooming to either highlight details or present 
an overall view. Other features include a video demonstration of a word Co-occurrence network in 
three-dimensional space. The visual data analyses and pictorial representations within the 
presentation, accompany, support and enhance the findings of this thesis. 
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7:: Appendices 
Appendix 1:: Scopus Data Set 
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Appendix 2:: Manually Collected Data Set 
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Appendix 3:: Example Of Jaro-Winkler Algorithm Similarity Output 
 
0.944444477558136 similar:  "Robertson G."  "Robertson A." 
0.9444444179534912 similar:  "Li M."  "Lin M." 
0.9444444179534912 similar:  "Li B."  "Lin B." 
0.9444444179534912 similar:  "Liu B."  "Li B." 
0.9444444179534912 similar:  "Li Y."  "Liu Y." 
0.9444444179534912 similar:  "Liu F."  "Li F." 
0.9444444179534912 similar:  "Li W."  "Liu W." 
0.9444444179534912 similar:  "Li C."  "Liu C." 
0.9444444179534912 similar:  "Abdulla W.h."  "Abdulla W." 
0.9444444179534912 similar:  "Nielsen P."  "Nielsen P.m." 
0.9393939971923828 similar:  "Hoermann J."  "Hoermann S." 
0.9393939971923828 similar:  "Laurie C.c."  "Laurie C.a." 
0.9393939971923828 similar:  "Albrecht B."  "Albrecht A." 
0.9393939971923828 similar:  "Dietrich J."  "Dietrich M." 
0.9393939971923828 similar:  "Purvis M.k."  "Purvis M.a." 
Note: Purvis M.k. and Purvis M.a are in fact two different people working at the same institution. 
This was revealed by checking the University’s staff website and the documents produced by the two 
authors.  
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Appendix 3:: List Of Stopwords 
These words (Sci2 Team, 2011d) were removed from the title column.  
a 
about 
above 
across 
after 
afterwards 
again 
against 
all 
almost 
alone 
along 
already 
also 
although 
always 
am 
among 
amongst 
amoungst 
amount 
an 
and 
another 
any 
anyhow 
anyone 
anything 
anyway 
anywhere 
are 
around 
as 
at 
back 
be 
became 
because 
become 
becomes 
becoming 
been 
before 
beforehand 
behind 
being 
below 
beside 
besides 
between 
beyond 
bill 
both 
bottom 
but 
by 
call 
can 
cannot 
cant 
co 
computer 
con 
could 
couldnt 
cry 
de 
describe 
detail 
do 
done 
down 
due 
during 
each 
eg 
eight 
either 
eleven 
else 
elsewhere 
empty 
enough 
etc 
even 
ever 
every 
everyone 
everything 
everywhere 
except 
few 
fifteen 
find 
fify 
fill 
fire 
first 
five 
for 
former 
formerly 
forty 
found 
four 
from 
front 
full 
further 
get 
give 
go 
had 
has 
hasnt 
have 
he 
hence 
her 
here 
hereafter 
hereby 
herein 
hereupon 
hers 
herself 
him 
himself 
his 
how 
however 
hundred 
i 
ie 
if 
in 
inc 
indeed 
interest 
into 
is 
it 
its 
itself 
keep 
last 
latter 
latterly 
least 
less 
ltd 
made 
many 
may 
me 
meanwhile 
might 
mill 
mine 
more 
moreover 
most 
mostly 
move 
much 
must 
my 
myself 
name 
namely 
neither 
never 
nevertheless 
next 
nine 
no 
nobody 
none 
noone 
nor 
not 
nothing 
now 
nowhere 
of 
off 
 
often 
on 
once 
one 
only 
onto 
or 
other 
others 
otherwise 
our 
ours 
ourselves 
out 
over 
own 
part 
per 
perhaps 
please 
put 
rather 
re 
same 
see 
seem 
seemed 
seeming 
seems 
serious 
several 
she 
should 
show 
side 
since 
sincere 
six, sixty 
so, some 
somehow 
someone 
something 
sometime 
sometimes 
somewhere 
still 
such 
system 
take 
ten 
than 
that 
the 
their 
them 
themselves 
then 
thence 
there 
thereafter 
thereby 
therefore 
therein 
thereupon 
these 
they 
thick 
thin 
third 
this 
those 
though 
three 
through 
throughout 
thru 
thus 
to 
together 
too 
top 
toward 
towards 
twelve 
twenty 
two 
un 
under 
until 
up 
upon 
us 
very 
via 
was 
we 
well 
were 
what 
whatever 
when 
whence 
whenever 
where 
whereafter 
whereas 
whereby 
wherein 
whereupon 
wherever 
whether 
which 
while 
whither 
who 
whoever 
whole 
whom 
whose 
why 
will 
with 
within 
without 
would 
yet 
you 
your 
yours 
yourself 
yourselves 
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Appendix 4:: List Of Countries New Zealand Collaborates With In 2008-2012 
Country Number of Collaborations 
Usa 663 
United Kingdom 380 
Australia 350 
Germany 301 
China 278 
Canada 161 
Singapore 137 
Japan 133 
France 107 
Netherlands 92 
Italy 85 
South Korea 73 
Malaysia 71 
Taiwan 59 
Finland 51 
Brazil 47 
Austria 45 
Spain 42 
Sweden 41 
 India 37 
Chile 35 
Iran 35 
Switzerland 33 
Denmark 29 
Belgium 27 
Ireland 23 
Egypt 18 
Pakistan 18 
Israel 17 
Norway 15 
Vietnam 14 
Slovakia 13 
Greece 13 
Indonesia 12 
Fiji 11 
Mexico 11 
Portugal 11 
Czech Republic 11 
Russian Federation 10 
South Africa 9 
Thailand 9 
 
80% of all 
collaborations 
by only 20% of 
the countries 
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United Arab Emirates 9 
Poland 8 
Turkey 8 
Brunei 8 
Argentina 8 
Bulgaria 7 
Nigeria 6 
Slovenia 6 
Serbia 5 
Saudi Arabia 5 
American Samoa 4 
Hungary 3 
Ghana 3 
Romania 3 
Venezuela 3 
Colombia 3 
Morocco 2 
Philippines 2 
Qatar 2 
Kenya 2 
Puerto Rico 1 
Ukraine 1 
Sri Lanka 1 
Ecuador 1 
Uruguay 1 
Tanzania 1 
Iceland 1 
Lithuania 1 
Luxembourg 1 
Greenland 1 
Oman 1 
Costa Rica 1 
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Appendix 5:: List Of Countries With Degree/Weighted Degree 2008-2012 
 
Label Degree Weighted Degree 
New Zealand 74 3637 
Usa 43 1202 
United Kingdom 41 709 
Germany 37 536 
Australia 30 542 
Japan 27 197 
Canada 26 318 
Netherlands 23 187 
Italy 21 170 
Singapore 20 198 
France 20 215 
China 20 397 
Finland 20 128 
India 17 88 
Spain 17 93 
Switzerland 16 68 
Brazil 14 86 
Taiwan 13 86 
Norway 13 41 
Ireland 12 42 
Belgium 12 72 
Vietnam 12 31 
Malaysia 11 93 
Denmark 11 66 
Austria 10 73 
Sweden 10 59 
South Korea 9 95 
South Africa 9 24 
Portugal 9 25 
Romania 9 14 
Israel 8 40 
Hungary 8 13 
Chile 7 68 
Greece 6 26 
Pakistan 5 23 
Turkey 5 17 
Slovenia 5 10 
Czech Republic 5 15 
Russian Federation 5 17 
Saudi Arabia 5 9 
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Poland 4 17 
Slovakia 4 18 
United Arab 
Emirates 
4 14 
Tanzania 4 4 
American Samoa 3 8 
Mexico 3 18 
Thailand 3 12 
Iran 3 37 
Puerto Rico 3 3 
Indonesia 3 30 
Brunei 3 13 
Iceland 3 5 
Venezuela 3 7 
Bulgaria 3 12 
Qatar 3 4 
Lithuania 3 5 
Oman 3 3 
Egypt 2 55 
Fiji 2 12 
Nigeria 2 7 
Ukraine 2 2 
Sri Lanka 2 2 
Argentina 2 12 
Philippines 2 6 
Serbia 2 6 
Colombia 2 4 
Kenya 2 3 
Luxembourg 2 3 
Greenland 2 3 
Costa Rica 2 2 
Morocco 1 2 
Ecuador 1 1 
Ghana 1 3 
Uruguay 1 1 
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Appendix 6:: List Of Burst Words Generated From Author Keywords 2008-2012 
 
Word Weight Length Start End Strengths 
transform 5.956707 1 2012 2012 Strong 
select 4.770701 1 2012 2012 Strong 
genet 4.614709 1 2012 2012 Strong 
test 4.030168 1 2008 2008 Strong 
ict 3.950243 1 2009 2009 Strong 
featur 3.776815 1 2012 2012 Strong 
ipv4 3.69608 2 2009 2010 Strong 
emerg 3.554109 1 2009 2009 Strong 
ipv6 3.412687 1 2010 2010 Strong 
cloud 3.336132 2 2011 2012 Strong 
vista 3.159429 1 2009 2009 Strong 
content 3.074914 2 2011 2012 Strong 
scanner 3.058558 1 2008 2008 Strong 
deform 3.056449 1 2009 2009 Strong 
decis 3.028799 1 2009 2009 Strong 
identif 2.999989 1 2008 2008 Strong 
signal 2.953028 1 2009 2009 Strong 
regress 2.84916 1 2009 2009 Strong 
behavior 2.820382 1 2012 2012 Strong 
worldwid 2.766192 1 2009 2009 Strong 
portfolio 2.759439 1 2009 2009 Strong 
sql 2.73656 1 2012 2012 Strong 
vision 2.727876 2 2008 2009 Strong 
refin 2.712736 1 2008 2008 Strong 
commun 2.696488 1 2009 2009 Strong 
use 2.665042 1 2010 2010 Strong 
internet 2.650288 1 2008 2008 Strong 
minimum 2.648801 1 2008 2008 Strong 
geometr 2.648801 1 2008 2008 Strong 
sketch 2.633091 1 2010 2010 Strong 
stream 2.625253 1 2012 2012 Strong 
synthesi 2.616269 1 2012 2012 Strong 
smooth 2.584991 1 2008 2008 Strong 
nonlinear 2.553599 1 2010 2010 Strong 
educ 2.538313 1 2009 2009 Strong 
measur 2.525982 1 2009 2009 Strong 
artifici 2.525982 1 2009 2009 Strong 
basi 2.521307 1 2008 2008 Strong 
media 2.462929 2 2008 2009 Strong 
window 2.461489 2 2009 2010 Strong 
abstract 2.455022 1 2009 2009 Strong 
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matrix 2.446786 1 2009 2009 Strong 
increment 2.426868 1 2008 2008 Strong 
correct 2.426868 1 2008 2008 Strong 
harmon 2.411983 1 2012 2012 Strong 
calibr 2.347236 1 2010 2010 Strong 
feedback 2.319521 2 2011 2012 Strong 
dielectr 2.317385 2 2011 2012 Strong 
ture 2.314643 2 2011 2012 Strong 
wireless 2.310491 2 2011 2012 Strong 
cell 2.298848 1 2010 2010 Strong 
oper 2.279526 1 2010 2010 Strong 
postgradu 2.270813 1 2009 2009 Strong 
multimod 2.26861 1 2008 2008 Strong 
join 2.245425 1 2012 2012 Strong 
recommend 2.245425 1 2012 2012 Strong 
android 2.245425 1 2012 2012 Strong 
panoram 2.236963 1 2010 2010 Strong 
uncertainti 2.207523 1 2012 2012 Strong 
speaker 2.20543 1 2008 2008 Strong 
bound 2.169074 1 2012 2012 Strong 
animat 2.166794 1 2009 2009 Strong 
make 2.158179 1 2009 2009 Strong 
held 2.142374 1 2008 2008 Strong 
touch 2.129992 2 2011 2012 Strong 
blend 2.123856 2 2008 2009 Strong 
capac 2.085488 2 2011 2012 Strong 
key 2.08347 2 2011 2012 Strong 
insulin 2.082797 2 2011 2012 Strong 
visual 2.080318 1 2008 2008 Strong 
sme 2.071069 1 2009 2009 Strong 
coevolut 2.041437 1 2012 2012 Strong 
pedagogi 2.026199 3 2010 2012 Strong 
xp 2.017261 2 2009 2010 Strong 
inject 1.990369 2 2008 2009 Medium 
spare 1.97552 1 2009 2009 Medium 
2d 1.958609 1 2012 2012 Medium 
denial 1.952972 1 2010 2010 Medium 
compress 1.95108 2 2011 2012 Medium 
light 1.920012 1 2012 2012 Medium 
gaussian 1.920012 1 2012 2012 Medium 
gibb 1.88681 2 2011 2012 Medium 
search 1.883908 1 2012 2012 Medium 
tertiari 1.871156 1 2009 2009 Medium 
link 1.861795 1 2009 2009 Medium 
effort 1.861795 1 2009 2009 Medium 
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gene 1.861795 1 2009 2009 Medium 
evalu 1.858914 1 2010 2010 Medium 
sensit 1.851419 2 2011 2012 Medium 
notat 1.849252 2 2011 2012 Medium 
gaze 1.805888 2 2011 2012 Medium 
sampl 1.798083 1 2012 2012 Medium 
veloc 1.798083 1 2012 2012 Medium 
spectrum 1.796011 3 2010 2012 Medium 
hand 1.793029 1 2008 2008 Medium 
novic 1.793029 1 2008 2008 Medium 
improv 1.782349 2 2009 2010 Medium 
attribut 1.775831 1 2009 2009 Medium 
fingerprint 1.754684 1 2012 2012 Medium 
packet 1.754684 1 2012 2012 Medium 
passiv 1.747634 1 2010 2010 Medium 
air 1.747634 1 2010 2010 Medium 
mass 1.747634 1 2010 2010 Medium 
museum 1.747634 1 2010 2010 Medium 
abnorm 1.747634 1 2010 2010 Medium 
affect 1.730611 1 2008 2008 Medium 
perspect 1.730611 1 2008 2008 Medium 
eros 1.728417 2 2009 2010 Medium 
climat 1.728417 2 2009 2010 Medium 
acquisit 1.691648 3 2010 2012 Medium 
random 1.677134 1 2012 2012 Medium 
simplif 1.676648 2 2008 2009 Medium 
fit 1.66109 1 2009 2009 Medium 
goal 1.654014 2 2008 2009 Medium 
neuro 1.632943 1 2012 2012 Medium 
fault 1.620233 1 2010 2010 Medium 
driver 1.618562 2 2011 2012 Medium 
load 1.618513 2 2011 2012 Medium 
experiment 1.618513 2 2011 2012 Medium 
care 1.618333 2 2011 2012 Medium 
zigbe 1.618191 2 2011 2012 Medium 
mainten 1.618191 2 2011 2012 Medium 
heart 1.618191 2 2011 2012 Medium 
characterist 1.618191 2 2011 2012 Medium 
evid 1.618191 2 2011 2012 Medium 
hyper 1.617929 2 2011 2012 Medium 
offshor 1.617929 2 2011 2012 Medium 
mine 1.61287 2 2011 2012 Medium 
strateg 1.610922 2 2009 2010 Medium 
subspac 1.606135 1 2008 2008 Medium 
revers 1.606135 1 2008 2008 Medium 
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implicit 1.606135 1 2008 2008 Medium 
peer 1.590567 3 2008 2010 Medium 
node 1.575973 1 2009 2009 Medium 
indic 1.575973 1 2009 2009 Medium 
quadrat 1.575973 1 2009 2009 Medium 
ident 1.575973 1 2009 2009 Medium 
invari 1.572069 1 2008 2008 Medium 
layer 1.570438 1 2010 2010 Medium 
success 1.570438 1 2010 2010 Medium 
skill 1.565868 1 2009 2009 Medium 
valid 1.565868 1 2009 2009 Medium 
express 1.555382 1 2009 2009 Medium 
decomposit 1.555382 1 2009 2009 Medium 
iec 1.552699 1 2012 2012 Medium 
maximum 1.552699 1 2012 2012 Medium 
mix 1.552699 1 2012 2012 Medium 
branch 1.550586 1 2012 2012 Medium 
liquid 1.550586 1 2012 2012 Medium 
collis 1.547317 2 2011 2012 Medium 
capac 1.544509 1 2009 2009 Medium 
symmetri 1.542123 1 2010 2010 Medium 
affin 1.542123 1 2010 2010 Medium 
theorem 1.510698 1 2012 2012 Medium 
delay 1.510261 3 2010 2012 Medium 
cuda 1.510261 3 2010 2012 Medium 
hardwar 1.510025 1 2008 2008 Medium 
auditori 1.510025 1 2008 2008 Medium 
area 1.493183 2 2009 2010 Weak 
author 1.492308 1 2010 2010 Weak 
phone 1.492308 1 2010 2010 Weak 
2nd 1.481047 1 2009 2009 Weak 
pwm 1.481047 1 2009 2009 Weak 
sbpp 1.481047 1 2009 2009 Weak 
adult 1.481047 1 2009 2009 Weak 
stereovis 1.481047 1 2009 2009 Weak 
strobe 1.481047 1 2009 2009 Weak 
programm 1.475301 1 2008 2008 Weak 
reactiv 1.470821 1 2009 2009 Weak 
transfer 1.468982 1 2010 2010 Weak 
echell 1.46837 1 2012 2012 Weak 
solv 1.46837 1 2012 2012 Weak 
transduc 1.46837 1 2012 2012 Weak 
photogrammetri 1.46837 1 2012 2012 Weak 
wood 1.46837 1 2012 2012 Weak 
librarian 1.46837 1 2012 2012 Weak 
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hough 1.46837 1 2012 2012 Weak 
spectro 1.46837 1 2012 2012 Weak 
intercultur 1.464144 1 2010 2010 Weak 
multilevel 1.464144 1 2010 2010 Weak 
telecar 1.464144 1 2010 2010 Weak 
6to4 1.464144 1 2010 2010 Weak 
world 1.449221 1 2009 2009 Weak 
pastur 1.4481 1 2008 2008 Weak 
tandem 1.4481 1 2008 2008 Weak 
repeat 1.4481 1 2008 2008 Weak 
nearest 1.4481 1 2008 2008 Weak 
cerebr 1.4481 1 2008 2008 Weak 
microrobot 1.4481 1 2008 2008 Weak 
comparison 1.4481 1 2008 2008 Weak 
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Appendix 7:: List Of Burst Words Generated From Title Field 2008-2012 
 
Word Weight Length Start End Strenghts 
sampl 3.863207 1 2008 2008 Strong 
express 3.862423 1 2009 2009 Strong 
implement 3.814698 1 2010 2010 Strong 
behavior 3.812548 1 2012 2012 Strong 
prefac 3.46211 1 2012 2012 Strong 
sensor 3.429849 2 2011 2012 Strong 
empir 3.401986 1 2010 2010 Strong 
video 3.286966 1 2012 2012 Strong 
transform 3.285895 1 2012 2012 Strong 
standard 3.128729 1 2010 2010 Strong 
ipv4 3.124968 2 2009 2010 Strong 
artifici 3.107496 1 2012 2012 Strong 
cloud 3.093986 2 2011 2012 Strong 
learn 3.088794 2 2011 2012 Strong 
includ 3.086753 2 2011 2012 Strong 
research 2.957983 2 2011 2012 Strong 
optimis 2.929538 1 2012 2012 Strong 
requir 2.772554 2 2011 2012 Strong 
confid 2.770107 1 2012 2012 Strong 
bound 2.767321 1 2012 2012 Strong 
natur 2.765811 1 2012 2012 Strong 
edg 2.762557 1 2012 2012 Strong 
queri 2.737636 1 2010 2010 Strong 
valid 2.689146 1 2009 2009 Strong 
tier 2.682919 2 2011 2012 Strong 
xml 2.652011 1 2010 2010 Strong 
driven 2.644235 2 2011 2012 Strong 
transit 2.63349 3 2010 2012 Strong 
inspir 2.622133 1 2009 2009 Strong 
game 2.607885 2 2011 2012 Strong 
subseri 2.594375 1 2012 2012 Strong 
resourc 2.592695 1 2012 2012 Strong 
complex 2.573972 1 2012 2012 Strong 
processor 2.569431 1 2008 2008 Strong 
event 2.518961 2 2011 2012 Medium 
trace 2.471141 1 2008 2008 Medium 
cognit 2.463037 1 2010 2010 Medium 
architectur 2.453762 1 2008 2008 Medium 
spatio 2.419879 1 2012 2012 Medium 
calcul 2.393829 2 2011 2012 Medium 
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deform 2.335572 1 2009 2009 Medium 
recoveri 2.311366 2 2009 2010 Medium 
scanner 2.275 1 2008 2008 Medium 
verif 2.271853 1 2008 2008 Medium 
step 2.268881 1 2009 2009 Medium 
sql 2.249381 1 2012 2012 Medium 
mathemat 2.249381 1 2012 2012 Medium 
percept 2.203564 2 2011 2012 Medium 
higher 2.203564 2 2011 2012 Medium 
defin 2.203564 2 2011 2012 Medium 
ipv6 2.194902 2 2009 2010 Medium 
plan 2.19159 1 2009 2009 Medium 
multimod 2.173889 1 2008 2008 Medium 
tool 2.101665 1 2009 2009 Medium 
liquid 2.077331 1 2012 2012 Medium 
condit 2.063443 1 2010 2010 Medium 
augment 2.055074 1 2008 2008 Medium 
swarm 2.051821 1 2012 2012 Medium 
move 2.033175 2 2008 2009 Medium 
textur 2.033175 2 2008 2009 Medium 
increas 2.02182 2 2009 2010 Medium 
bed 1.993828 1 2010 2010 Weak 
ota 1.993828 1 2010 2010 Weak 
market 1.992125 1 2009 2009 Weak 
form 1.970617 1 2008 2008 Weak 
blind 1.937612 3 2010 2012 Weak 
resili 1.936646 1 2009 2009 Weak 
radio 1.911679 1 2010 2010 Weak 
imbal 1.903221 1 2012 2012 Weak 
opportun 1.903221 1 2012 2012 Weak 
person 1.902212 1 2009 2009 Weak 
reason 1.898269 1 2012 2012 Weak 
versus 1.895673 1 2012 2012 Weak 
finit 1.890238 1 2012 2012 Weak 
singl 1.863756 1 2008 2008 Weak 
featur 1.854333 1 2012 2012 Weak 
modul 1.82168 1 2010 2010 Weak 
agreement 1.798806 1 2010 2010 Weak 
grapevin 1.798806 1 2010 2010 Weak 
media 1.797656 3 2010 2012 Weak 
visualis 1.781834 1 2009 2009 Weak 
economi 1.779512 1 2008 2008 Weak 
portabl 1.779512 1 2008 2008 Weak 
instrument 1.775264 1 2008 2008 Weak 
captur 1.775264 1 2008 2008 Weak 
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posit 1.770739 1 2008 2008 Weak 
window 1.769646 1 2009 2009 Weak 
diagram 1.760042 2 2011 2012 Weak 
touch 1.729449 2 2011 2012 Weak 
uncertainti 1.728992 1 2012 2012 Weak 
deep 1.728992 1 2012 2012 Weak 
nonparametr 1.728992 1 2012 2012 Weak 
goal 1.728992 1 2012 2012 Weak 
pacif 1.727304 1 2009 2009 Weak 
animat 1.727304 1 2009 2009 Weak 
sustain 1.726308 1 2012 2012 Weak 
element 1.720699 1 2012 2012 Weak 
note 1.720699 1 2012 2012 Weak 
autonom 1.71571 1 2009 2009 Weak 
cooper 1.714763 1 2012 2012 Weak 
context 1.714113 1 2010 2010 Weak 
connectionist 1.709291 2 2008 2009 Weak 
belief 1.709291 2 2008 2009 Weak 
ant 1.709291 2 2008 2009 Weak 
share 1.708495 1 2012 2012 Weak 
explor 1.705236 1 2012 2012 Weak 
term 1.689112 2 2011 2012 Weak 
genom 1.677805 1 2008 2008 Weak 
tempor 1.670392 1 2010 2010 Weak 
road 1.668287 2 2011 2012 Weak 
bluegreen 1.668287 2 2011 2012 Weak 
stroke 1.668287 2 2011 2012 Weak 
convex 1.668287 2 2011 2012 Weak 
obstacl 1.668287 2 2011 2012 Weak 
prostat 1.668287 2 2011 2012 Weak 
feedback 1.659591 2 2011 2012 Weak 
shape 1.659591 2 2011 2012 Weak 
high 1.651791 1 2008 2008 Weak 
gene 1.637402 1 2009 2009 Weak 
metric 1.629197 2 2011 2012 Weak 
boiler 1.603651 1 2010 2010 Weak 
classifi 1.602042 2 2011 2012 Weak 
welcom 1.591106 2 2011 2012 Weak 
like 1.583703 1 2009 2009 Weak 
correspond 1.583703 1 2009 2009 Weak 
author 1.583703 1 2009 2009 Weak 
rigid 1.58049 1 2008 2008 Weak 
long 1.568428 2 2011 2012 Weak 
group 1.561137 1 2010 2010 Weak 
composit 1.558456 1 2009 2009 Weak 
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spars 1.557495 1 2012 2012 Weak 
ethnic 1.557495 1 2012 2012 Weak 
penetr 1.557495 1 2012 2012 Weak 
android 1.557495 1 2012 2012 Weak 
spectrometri 1.557495 1 2012 2012 Weak 
macrodivers 1.557495 1 2012 2012 Weak 
confer 1.556967 2 2009 2010 Weak 
signatur 1.554644 1 2012 2012 Weak 
opinion 1.554644 1 2012 2012 Weak 
english 1.551712 1 2012 2012 Weak 
scalabl 1.548699 1 2012 2012 Weak 
solut 1.548699 1 2012 2012 Weak 
fuzzi 1.547658 2 2009 2010 Weak 
mediat 1.539206 1 2010 2010 Weak 
numer 1.539206 1 2010 2010 Weak 
public 1.538054 2 2011 2012 Weak 
extract 1.535823 1 2012 2012 Weak 
gpus 1.521877 3 2010 2012 Weak 
encod 1.519609 3 2010 2012 Weak 
vista 1.51782 1 2009 2009 Weak 
age 1.51782 1 2009 2009 Weak 
xp 1.51782 1 2009 2009 Weak 
attribut 1.51782 1 2009 2009 Weak 
island 1.51782 1 2009 2009 Weak 
list 1.51782 1 2009 2009 Weak 
heterogen 1.507687 2 2011 2012 Weak 
storag 1.507687 2 2011 2012 Weak 
paper 1.496704 2 2011 2012 Weak 
probabilist 1.496704 2 2011 2012 Weak 
symmetri 1.494889 1 2010 2010 Weak 
ipv4-v6 1.494889 1 2010 2010 Weak 
pipelin 1.494889 1 2010 2010 Weak 
blendshap 1.488662 2 2011 2012 Weak 
interpret 1.488662 2 2011 2012 Weak 
unknown 1.488662 2 2011 2012 Weak 
rbf 1.48332 1 2008 2008 Weak 
amplitud 1.48332 1 2008 2008 Weak 
southern 1.48332 1 2008 2008 Weak 
erp 1.48332 1 2008 2008 Weak 
subtre 1.48332 1 2008 2008 Weak 
microwav 1.48332 1 2008 2008 Weak 
offset 1.48332 1 2008 2008 Weak 
floor 1.48332 1 2008 2008 Weak 
aspect 1.478468 1 2008 2008 Weak 
correct 1.478468 1 2008 2008 Weak 
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smooth 1.478468 1 2008 2008 Weak 
close 1.477327 2 2011 2012 Weak 
resolut 1.473337 1 2008 2008 Weak 
vehicl 1.473337 1 2008 2008 Weak 
provis 1.461501 2 2008 2009 Weak 
gnss 1.452017 1 2009 2009 Weak 
smes 1.452017 1 2009 2009 Weak 
personalis 1.446975 2 2011 2012 Weak 
left 1.446975 2 2011 2012 Weak 
think 1.446975 2 2011 2012 Weak 
intracellular 1.443264 2 2009 2010 Weak 
forens 1.443264 2 2009 2010 Weak 
experiment 1.439637 1 2009 2009 Weak 
wiki 1.439637 1 2009 2009 Weak 
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Appendix 8:: Word Co-occurrence Network Generated From Title Field 
 
 
 
 
211 
Appendix 9: Word Co-occurrence Network (title field) With 41 Communities 
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Appendix 10:: Geo Layout With Affiliating Countries  
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Appendix 11:: 250 Top Institutions 2008-2012 By Weighted Degree 
Label Town Country W-Degree Degree Authority PageRank Number of 
triangles 
University Of Auckland  Auckland  New 
Zealand 
1324 544 0.057666 0.06824378 1227 
University Of 
Canterbury 
 Christchurch  New 
Zealand 
737 346 0.036716 0.04112235 753 
Victoria University  Wellington  New 
Zealand 
493 229 0.024336 0.0273234 541 
Aut  Auckland  New 
Zealand 
377 165 0.017564 0.02029733 322 
University Of Otago  Dunedin  New 
Zealand 
356 169 0.017988 0.019614 385 
Massey University  Auckland  New 
Zealand 
301 155 0.016506 0.01843105 329 
University Of Waikato  Hamilton  New 
Zealand 
257 159 0.016929 0.01972526 317 
Massey University  Palmerston 
North 
 New 
Zealand 
184 118 0.012591 0.01402083 279 
Unitec  Auckland  New 
Zealand 
155 46 0.004973 0.00526663 84 
University Of Louisville  Louisville  Usa 102 4 5.29E-04 6.38E-04 4 
Nanyang Technological 
University 
 Singapore  Singapore 98 29 0.003174 0.00306889 82 
University Of Oxford  Oxford  United 
Kingdom 
67 31 0.003386 0.00251698 171 
University Of Glasgow  Glasgow  United 
Kingdom 
65 36 0.003915 0.00371912 99 
National University Of 
Singapore 
 Singapore  Singapore 65 26 0.002857 0.0028078 64 
University Of 
California 
 Los Angeles  Usa 62 34 0.003703 0.00306143 122 
University Of 
Washington 
 Seattle  Usa 57 41 0.004444 0.00355662 223 
University Of Texas  Austin  Usa 54 35 0.003809 0.00357622 101 
University Of 
Edinburgh 
 Edinburgh  United 
Kingdom 
49 27 0.002963 0.00210163 169 
Lincoln University  Lincoln  New 
Zealand 
48 20 0.002222 0.00265731 12 
Tsinghua University  Beijing  China 48 20 0.002222 0.00221267 40 
University Of 
Mansoura 
 Mansoura  Egypt 47 3 4.23E-04 4.87E-04 3 
University Of New 
South Wales 
 Sydney  Australia 45 24 0.002645 0.00258933 57 
Weta Digital  Wellington  New 
Zealand 
44 32 0.003492 0.00373129 47 
Swinburne University 
Of Technology 
 Melbourne  Australia 43 15 0.001693 0.00168716 29 
University Of 
Queensland 
 Brisbane  Australia 40 21 0.002328 0.00231094 48 
State University Of 
New York 
 New York  Usa 39 25 0.002751 0.00202901 128 
Imperial College  London  United 
Kingdom 
38 24 0.002645 0.0025058 68 
Rmit University  Melbourne  Australia 38 20 0.002222 0.00198069 85 
Queensland University 
Of Technology 
 Brisbane  Australia 37 11 0.00127 0.00116436 23 
Monash University  Melbourne  Australia 36 23 0.002539 0.00246148 74 
Rochester Institute Of 
Technology 
 Rochester  Usa 36 17 0.001905 0.00162194 63 
University Of Victoria  Victoria  Canada 36 10 0.001164 0.0011816 13 
University Of 
Technology 
 Sydney  Australia 35 27 0.002963 0.00268314 89 
Telecom New Zealand  Wellington  New 34 15 0.001693 0.00160187 28 
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Zealand 
Nanjing University  Nanjing  China 34 14 0.001587 0.00159894 29 
University Of 
California 
 San Diego  Usa 33 24 0.002645 0.00230996 87 
National Institute Of 
Water And 
Atmospheric Research 
 Wellington  New 
Zealand 
33 18 0.00201 0.00183857 56 
Cornell University  Ithaca  Usa 32 12 0.001376 0.00117118 29 
University Of 
Manchester 
 Manchester  United 
Kingdom 
31 15 0.001693 0.00163364 30 
University Of Paris  Paris  France 30 18 0.00201 0.00195037 41 
University College  London  United 
Kingdom 
30 19 0.002116 0.00170927 76 
Christchurch Hospital  Christchurch  New 
Zealand 
30 12 0.001376 0.00133309 21 
University Of Sydney  Sydney  Australia 29 13 0.001481 0.0013268 35 
University Of 
Newcastle 
 Callaghan  Australia 28 22 0.002434 0.00217094 77 
University Of British 
Columbia 
 Vancouver  Canada 28 18 0.00201 0.00184999 43 
Industrial Research 
Limited 
 Wellington  New 
Zealand 
28 14 0.001587 0.00158409 19 
University Of 
Amsterdam 
 Amsterdam  
Netherlands 
28 13 0.001481 0.00138605 32 
Information Science 
Research Centre 
 Palmerston 
North 
 New 
Zealand 
28 10 0.001164 0.00122413 18 
University Of 
Melbourne 
 Melbourne  Australia 27 12 0.001376 0.00136047 28 
Christian Albrechts 
University 
 Kiel  Germany 27 10 0.001164 0.00122117 19 
Clausthal University Of 
Technology 
 Clausthal  Germany 27 9 0.001058 0.00104728 17 
University Of 
Saskatchewan 
 Saskatoon  Canada 25 7 8.46E-04 8.71E-04 8 
Van Der Veer Institute  Christchurch  New 
Zealand 
25 7 8.46E-04 8.19E-04 13 
University Of 
Wisconsin 
 Wisconsin  Usa 24 18 0.00201 0.0021016 29 
Katholieke Universiteit 
Leuven 
 Leuven  Belgium 24 20 0.002222 0.00207317 48 
Manukau Institute Of 
Technology 
 Auckland  New 
Zealand 
24 16 0.001799 0.0019064 29 
University Of 
Muenster 
 Muenster  Germany 24 14 0.001587 0.00145876 35 
National Chiao Tung 
University 
 Hsinchu  Taiwan 24 11 0.00127 0.0012805 18 
University Of 
Augsburg 
 Augsburg  Germany 24 7 8.46E-04 8.40E-04 13 
Max Planck Institute  Leipzig  Germany 23 18 0.00201 0.00191679 45 
University Of 
California 
 Berkeley  Usa 23 14 0.001587 0.001733 22 
Mit  Cambridge  Usa 23 16 0.001799 0.00164891 46 
Agresearch  Hamilton  New 
Zealand 
23 16 0.001799 0.0015609 58 
University Of London  London  United 
Kingdom 
23 13 0.001481 0.00145024 25 
Southeast University  Nanjing  China 23 7 8.46E-04 8.50E-04 11 
National Institute Of 
Information And 
Communications 
Technology 
 Tokyo  Japan 23 3 4.23E-04 4.21E-04 3 
Lancaster University  Lancaster  United 
Kingdom 
22 18 0.00201 0.00210132 35 
Concordia University  Montreal  Canada 22 22 0.002434 0.00186749 105 
King's College  London  United 22 16 0.001799 0.00168609 34 
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Kingdom 
University Of 
Waterloo 
 Waterloo  Canada 22 15 0.001693 0.00165884 30 
Purdue University  West 
Lafayette 
 Usa 22 16 0.001799 0.00163328 43 
Institute For Infocomm 
Research 
 Singapore  Singapore 22 8 9.52E-04 9.03E-04 15 
Tarbiat Moallem 
University 
 Tehran  Iran 22 4 5.29E-04 5.65E-04 3 
Microsoft Research  Redmond  Usa 21 17 0.001905 0.00173577 52 
University De 
Versailles-saint 
 Quentin  France 21 20 0.002222 0.00172089 91 
Humboldt University  Berlin  Germany 21 19 0.002116 0.00140875 142 
University Of 
Connecticut 
 Farmington  Usa 21 17 0.001905 0.00121153 136 
Durham University  Durham  United 
Kingdom 
21 11 0.00127 0.00118813 18 
Daimler Research  Sindelfingen  Germany 21 10 0.001164 0.0011831 17 
Industrial Research 
Limited 
 Auckland  New 
Zealand 
21 7 8.46E-04 8.70E-04 13 
Chinese Academy Of 
Sciences 
 Beijing  China 20 20 0.002222 0.00186059 73 
Karlsruhe Institute Of 
Technology 
 Karlsruhe  Germany 20 15 0.001693 0.00165199 38 
Tu Darmstadt  Darmstadt  Germany 20 15 0.001693 0.00157579 33 
Louisiana State 
University 
 Baton Rouge  Usa 20 16 0.001799 0.00141006 67 
Erasmus University 
Rotterdam 
 Rotterdam  
Netherlands 
20 13 0.001481 0.0014058 28 
University Of 
Bordeaux 
 Bordeaux  France 20 17 0.001905 0.00121153 136 
Queen's University  Kingston  Canada 20 13 0.001481 0.00114579 68 
Nokia Research Center  Helsinki  Finland 20 10 0.001164 0.00108514 23 
University Of 
Wurzburg 
 Wurzburg  Germany 20 9 0.001058 0.00107305 18 
Trinity College  Dublin  Ireland 20 5 6.35E-04 6.51E-04 5 
Shanghai Jiao Tong 
University 
 Shanghai  China 20 5 6.35E-04 6.44E-04 4 
Tu Munich  Munich  Germany 19 12 0.001376 0.00146705 18 
University Of Arizona  Tucson  Usa 19 16 0.001799 0.00142678 73 
University Of Sao 
Paulo 
 Sao Paulo  Brazil 19 11 0.00127 0.00126678 21 
University Of Illinois  Champaign  Usa 19 12 0.001376 0.00126247 24 
Keck Graduate 
Institute 
 Claremont  Usa 19 17 0.001905 0.00121153 136 
University Of 
Heidelberg 
 Heidelberg  Germany 19 17 0.001905 0.00121153 136 
Stellenbosch 
University 
 Matieland  South 
Africa 
19 17 0.001905 0.00121153 136 
Embl-ebi  Hinxton  United 
Kingdom 
19 17 0.001905 0.00121153 136 
Novartis Pharma Ag  Basel  Switzerland 19 17 0.001905 0.00121153 136 
Medical College Of 
Wisconsin 
 Milwaukee  Usa 19 17 0.001905 0.00121153 136 
California Institute Of 
Technology 
 Pasadena  Usa 19 17 0.001905 0.00121153 136 
University Of Rostock  Rostock  Germany 19 17 0.001905 0.00121153 136 
Tata Institute Of 
Fundamental Research 
 Bangalore  India 19 17 0.001905 0.00121153 136 
Rostock University  Rostock  Germany 19 17 0.001905 0.00121153 136 
Virginia Polytechnic 
Institute And State 
 Blacksburgh  Usa 19 17 0.001905 0.00121153 136 
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University 
University Of 
Nottingham 
 Nottingham  United 
Kingdom 
19 11 0.00127 0.00119117 23 
University Of Bari  Bari  Italy 19 10 0.001164 0.00104641 30 
Macquarie University  Sydney  Australia 19 8 9.52E-04 9.70E-04 14 
University Of Teesside  
Middlesbrough 
 United 
Kingdom 
19 7 8.46E-04 7.97E-04 13 
Islamic Azad 
University 
 Tehran  Iran 19 4 5.29E-04 5.76E-04 2 
University Of Bristol  Bristol  United 
Kingdom 
18 16 0.001799 0.00173482 43 
Stanford University  Stanford  Usa 18 14 0.001587 0.00147394 40 
Helsinki University Of 
Technology 
 Helsinki  Finland 18 14 0.001587 0.00129403 52 
Software Competence 
Center Hagenberg 
 Hagenberg  Austria 18 9 0.001058 0.00113485 13 
Ucla  Los Angeles  Usa 18 10 0.001164 0.00113392 15 
Aalto University  Aalto  Finland 18 9 0.001058 0.00101466 19 
Jefe Departamento 
Mejora Miento 
Genatico De 
Eucalyptus 
 Cmpc  Chile 18 6 7.41E-04 7.12E-04 15 
Universita Laval  Laval  Canada 18 6 7.41E-04 7.12E-04 15 
Universidad Del Bio-
bio 
 Biobio  Chile 18 6 7.41E-04 7.12E-04 15 
Universidad Austral  Biobio  Chile 18 6 7.41E-04 7.12E-04 15 
Osaka University  Osaka  Japan 17 14 0.001587 0.00129558 60 
Northwestern 
University 
 Evanston  Usa 17 12 0.001376 0.00126996 23 
Vienna University Of 
Technology 
 Vienna  Austria 17 12 0.001376 0.00125384 31 
Hong Kong University 
Of Science And 
Technology 
 Hong Kong  China 17 8 9.52E-04 9.77E-04 11 
Inria  Grenoble  France 17 6 7.41E-04 7.23E-04 7 
Kobe University  Kobe  Japan 17 2 3.17E-04 3.09E-04 1 
University Of Tokyo  Tokyo  Japan 16 12 0.001376 0.00144479 18 
University Of 
Southampton 
 Southampton  United 
Kingdom 
16 12 0.001376 0.00138422 21 
Brown University  Providence  Usa 16 13 0.001481 0.00133515 34 
University Of 
Hertfordshire 
 Herts  United 
Kingdom 
16 15 0.001693 0.00132956 71 
Cold Spring Harbor 
Laboratory 
 Cold Spring 
Harbor 
 Usa 16 14 0.001587 0.0012687 69 
Arizona State 
University 
 Tempe  Usa 16 14 0.001587 0.00125815 69 
La Trobe University  Melbourne  Australia 16 11 0.00127 0.00117111 22 
Otago Polytechnic  Dunedin  New 
Zealand 
16 10 0.001164 0.00103903 22 
Research Institute For 
Knowledge Systems 
 Maastricht  
Netherlands 
16 11 0.00127 0.0010194 48 
University Of Zurich  Zurich  Switzerland 16 7 8.46E-04 8.58E-04 9 
Tu Clausthal  Clausthal  Germany 16 7 8.46E-04 8.33E-04 14 
Carleton University  Ottawa  Canada 16 7 8.46E-04 8.29E-04 14 
National Institute Of 
Health Research And 
Development 
Research 
 Timika  Indonesia 16 8 9.52E-04 8.11E-04 28 
Indian Institute Of 
Technology 
 Delhi  India 15 12 0.001376 0.00135543 28 
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University Of Leeds  Leeds  United 
Kingdom 
15 12 0.001376 0.00132234 22 
University Of Western 
Australia 
 Crawley  Australia 15 11 0.00127 0.00128628 24 
Newcastle University  Newcastle  United 
Kingdom 
15 14 0.001587 0.00128023 54 
Environment Waikato  Hamilton  New 
Zealand 
15 11 0.00127 0.0010194 48 
Manaaki Whenua 
Landcare Research 
 Hamilton  New 
Zealand 
15 11 0.00127 0.0010194 48 
Indiana University  Bloomington  Usa 15 9 0.001058 9.50E-04 20 
International Islamic 
University 
 Kuala Lumpur  Malaysia 15 8 9.52E-04 9.01E-04 15 
Graz University Of 
Technology 
 Graz  Austria 15 7 8.46E-04 7.91E-04 15 
Polytechnique De 
Mons 
 Mons  Belgium 15 5 6.35E-04 6.01E-04 10 
Vtt Electronics  Helsinki  Finland 15 5 6.35E-04 6.01E-04 10 
University Of Sannio  Sannio  Italy 15 4 5.29E-04 5.48E-04 5 
University Of Milan  Milan  Italy 14 12 0.001376 0.00135433 21 
Brunel University  London  United 
Kingdom 
14 11 0.00127 0.00131873 17 
National Institute Of 
Water And 
Atmospheric Research 
 Christchurch  New 
Zealand 
14 13 0.001481 0.00121829 49 
University Of Twente  Twente  
Netherlands 
14 14 0.001587 0.00119957 62 
University Of Colorado  Boulder  Usa 14 11 0.00127 0.00119067 25 
University Of Texas  Houston  Usa 14 13 0.001481 0.00114246 68 
Wuhan University  Wuhan  China 14 9 0.001058 0.00103332 17 
Deakin University  Melbourne  Australia 14 9 0.001058 0.00102737 19 
University Of Chicago  Chicago  Usa 14 8 9.52E-04 9.41E-04 13 
Universiti Teknologi 
Malaysia 
 Kuala Lumpur  Malaysia 14 8 9.52E-04 9.38E-04 14 
University Of South 
Australia 
 Adelaide  Australia 14 7 8.46E-04 8.20E-04 15 
University Of 
Delaware 
 Newark  Usa 14 4 5.29E-04 5.59E-04 6 
Agh University Of 
Science And 
Technology 
 Krakow  Poland 14 3 4.23E-04 4.01E-04 3 
Intel Corporation  Santa Clara  Usa 13 13 0.001481 0.00119528 58 
Open University  Milton Keynes  United 
Kingdom 
13 9 0.001058 0.0011199 13 
Telefonica  Barcelona  Spain 13 12 0.001376 0.00110935 47 
Yale University  New Haven  Usa 13 12 0.001376 0.00104231 66 
Wesleyan University  Middletown  Usa 13 12 0.001376 0.00104231 66 
Emory University  Atlanta  Usa 13 12 0.001376 0.00104231 66 
University Of Kent  Kent  United 
Kingdom 
13 9 0.001058 0.00102279 15 
Utrecht University  Utrecht  
Netherlands 
13 9 0.001058 0.00102252 16 
University Of 
Wollongong 
 Wollongong  Australia 13 8 9.52E-04 9.76E-04 11 
City University  Hong Kong  China 13 8 9.52E-04 8.78E-04 18 
Johns Hopkins 
University 
 Baltimore  Usa 13 8 9.52E-04 8.53E-04 16 
University De Nantes  Nantes  France 13 7 8.46E-04 7.89E-04 13 
Duke University  Durham  Usa 13 5 6.35E-04 6.12E-04 7 
Nara Institute Of 
Science And 
 Nara  Japan 13 4 5.29E-04 5.29E-04 5 
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Technology 
Unam  Mexico City  Mexico 13 3 4.23E-04 4.62E-04 2 
University Of Cagliari  Cagliari  Italy 13 3 4.23E-04 4.24E-04 3 
University Of Brunei  Brunei 
Darussalam 
 Brunei 13 3 4.23E-04 4.07E-04 2 
Landcare Research  Lincoln  New 
Zealand 
12 9 0.001058 0.00116275 7 
University Of Helsinki  Helsinki  Finland 12 11 0.00127 0.00115805 25 
Yahoo Research  Santiago  Chile 12 9 0.001058 0.00103469 19 
University Of Toronto  Toronto  Canada 12 9 0.001058 0.00102453 19 
University Of Western 
Macedonia 
 Kozani  Greece 12 9 0.001058 0.00102133 18 
University Of Southern 
Queensland 
 Toowoomba  Australia 12 10 0.001164 0.00100827 31 
Computer Science 
Teachers Association 
 New York  Usa 12 8 9.52E-04 9.48E-04 15 
University Of Padova  Padova  Italy 12 8 9.52E-04 9.36E-04 11 
Delft University Of 
Technology 
 Utrecht  
Netherlands 
12 8 9.52E-04 9.33E-04 14 
University Of 
Groningen 
 Groningen  
Netherlands 
12 8 9.52E-04 9.29E-04 12 
Market Economics 
Limited 
 Auckland  New 
Zealand 
12 10 0.001164 9.29E-04 45 
Vrije University  Amsterdam  
Netherlands 
12 8 9.52E-04 9.15E-04 13 
Tinbergen Institute  Tinbergen  
Netherlands 
12 8 9.52E-04 9.09E-04 17 
Singapore University 
Of Technology And 
Design 
 Singapore  Singapore 12 8 9.52E-04 8.51E-04 18 
University Of Natural 
Sciences 
 Ho Chi Minh 
City 
 Vietnam 12 7 8.46E-04 8.09E-04 13 
Cardiff University  Cardiff  United 
Kingdom 
12 6 7.41E-04 7.62E-04 7 
University Of Trento  Trento  Italy 12 6 7.41E-04 7.55E-04 6 
Monash University  Seangor  Malaysia 12 6 7.41E-04 7.36E-04 8 
Georgia State 
University 
 Atlanta  Usa 12 5 6.35E-04 6.86E-04 5 
University Of Leipzig  Leipzig  Germany 12 5 6.35E-04 6.64E-04 5 
Keele University  Staffordshire  United 
Kingdom 
12 5 6.35E-04 6.25E-04 5 
Martin Luther 
University 
 Halle  Germany 12 4 5.29E-04 5.10E-04 3 
Beijing University Of 
Posts And 
Telecommunications 
 Beijing  China 12 4 5.29E-04 5.00E-04 4 
Shizuoka University  Shizuoka  Japan 12 3 4.23E-04 3.97E-04 3 
Aalborg University  Aalborg  Denmark 11 11 0.00127 0.00119199 23 
University Catholique 
De Louvain 
 Louvain  Belgium 11 11 0.00127 0.00118023 22 
National Sun Yat-sen 
University 
 Kaohsiung  Taiwan 11 10 0.001164 0.00112935 14 
Israel Institute Of 
Technology 
 Haifa  Israel 11 10 0.001164 0.00111512 26 
University Of Western 
Ontario 
 Toronto  Canada 11 10 0.001164 0.00111184 21 
University Of Freiburg  Freiburg  Germany 11 10 0.001164 0.00107351 26 
Charles Darwin 
University 
 Darwin  Australia 11 10 0.001164 0.00103589 30 
Vtt  Helsinki  Finland 11 11 0.00127 9.76E-04 55 
Software Gmbh  Stuttgart  Germany 11 11 0.00127 9.76E-04 55 
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Esecurity Technologies  Guemligen  Switzerland 11 11 0.00127 9.76E-04 55 
Yahoo Inc.  Sunnyvale  Usa 11 11 0.00127 9.76E-04 55 
Politehncia University 
Of Bucarest 
 Bucarest  Romania 11 11 0.00127 9.76E-04 55 
General Motors 
Corporation 
 Detroit  Usa 11 11 0.00127 9.76E-04 55 
Norwegian Computing 
Center 
 Norsk 
Regensentral 
 Norway 11 11 0.00127 9.76E-04 55 
Nextwindow Limited  Auckland  New 
Zealand 
11 9 0.001058 9.68E-04 19 
Slovak University Of 
Technology 
 Bratislava  Slovakia 11 8 9.52E-04 9.67E-04 11 
University Of 
Cambridge 
 Cambridge  United 
Kingdom 
11 8 9.52E-04 9.52E-04 13 
New Zealand Centre 
For Ecological 
Economics 
 Palmerston 
North 
 New 
Zealand 
11 10 0.001164 9.29E-04 45 
Alchemists Ltd.  Hamilton  New 
Zealand 
11 10 0.001164 9.29E-04 45 
Kyoto University  Kyoto  Japan 11 8 9.52E-04 9.16E-04 13 
Curtin University Of 
Technology 
 Perth  Australia 11 8 9.52E-04 9.15E-04 15 
D-citynetwork  Sydney  Australia 11 11 0.00127 8.93E-04 55 
Australia And New 
Zealand Land 
Information Council 
 Canberra  Australia 11 11 0.00127 8.93E-04 55 
European Commission 
Joint Research Centre 
 Ispra  Italy 11 11 0.00127 8.93E-04 55 
Hungarian Association 
For Geo-information 
(hunagi) 
 Budapest  Hungary 11 11 0.00127 8.93E-04 55 
University Of 
Osnabruck 
 Osnabruck  Germany 11 11 0.00127 8.93E-04 55 
Canada Centre For 
Remote Sensing 
 Ottawa  Canada 11 11 0.00127 8.93E-04 55 
Nextspace  Auckland  New 
Zealand 
11 11 0.00127 8.93E-04 55 
Shibaura Institute Of 
Technology 
 Tokyo  Japan 11 7 8.46E-04 8.90E-04 12 
University Of 
Nebraska 
 Lincoln  Usa 11 7 8.46E-04 8.80E-04 11 
Australian National 
University 
 Canberra  Australia 11 7 8.46E-04 8.72E-04 8 
Royal Institute Of 
Technology 
 Stockholm  Sweden 11 6 7.41E-04 8.67E-04 5 
University Of Tsukuba  Tokyo  Japan 11 6 7.41E-04 8.60E-04 10 
American Health And 
Wellness Institute 
 Verona  Usa 11 8 9.52E-04 8.45E-04 24 
La Sapienza University  Rome  Italy 11 8 9.52E-04 8.43E-04 24 
University Of Ljubljana  Ljubljana  Slovenia 11 7 8.46E-04 8.12E-04 11 
University Of Liege  Liege  Belgium 11 7 8.46E-04 7.95E-04 11 
University Of Florida  Gainesville  Usa 11 6 7.41E-04 7.92E-04 5 
Desert Research 
Institute 
 Reno  Usa 11 6 7.41E-04 7.69E-04 8 
Athabasca University  Athabasca  Canada 11 6 7.41E-04 7.31E-04 9 
Leibniz University  Hannover  Germany 11 6 7.41E-04 7.27E-04 7 
University Of Sheffield  Sheffield  United 
Kingdom 
11 6 7.41E-04 7.13E-04 6 
New Jersey Institute 
Of Technology 
 Newark  Usa 11 5 6.35E-04 7.08E-04 5 
National Chung Cheng 
University 
 Chiayi  Taiwan 11 5 6.35E-04 6.93E-04 5 
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Appendix 12:: Institutions Within New Zealand Only With Degree/Weighted Degree 
Institution Degree Weighted 
Degree 
Town 
University Of Auckland 50 185  Auckland 
University Of Canterbury 37 172  Christchurch 
Victoria University 27 100  Wellington 
Aut 13 98  Auckland 
University Of Otago 24 93  Dunedin 
Massey University 21 78  Auckland 
Massey University 23 53  Palmerston North 
University Of Waikato 25 53  Hamilton 
Unitec 6 51  Auckland 
Van Der Veer Institute 7 25  Christchurch 
Lincoln University 10 25  Lincoln 
National Institute Of Water And Atmospheric Research 13 24  Wellington 
Christchurch Hospital 4 20  Christchurch 
Industrial Research Limited 6 20  Auckland 
Telecom New Zealand 3 19  Wellington 
Agresearch 13 19  Hamilton 
Manukau Institute Of Technology 10 18  Auckland 
Information Science Research Centre 4 12  Palmerston North 
Manaaki Whenua Landcare Research 9 12  Hamilton 
Environment Waikato 9 12  Hamilton 
Industrial Research Limited 5 11  Wellington 
Geospatial Research Centre 1 10  Christchurch 
National Institute Of Water And Atmospheric Research 9 10  Christchurch 
Canterbury District Health Board 3 9  Christchurch 
Maf Biosecurity New Zealand 5 9  Wellington 
Alchemists Ltd. 8 9  Hamilton 
Market Economics Limited 8 9  Auckland 
New Zealand Centre For Ecological Economics 8 9  Palmerston North 
Landcare Research 8 8  Palmerston North 
Landcare Research 4 7  Lincoln 
Areograph Limited 1 7  Dunedin 
Sli Systems 4 7  Christchurch 
Agresearch 4 6  Christchurch 
Syft Technologies Limited 2 6  Christchurch 
Weta Digital 3 5  Wellington 
Orana Wildlife Park 4 5  Christchurch 
Stellaris Dance 1 5  Hamilton 
Auckland Bioengineering Institute 2 5  Auckland 
Ministry Of Agriculture And Fisheries 5 5  Wellington 
Harris Consulting 5 5  Wellington 
Landcare Research 4 5  Dunedin 
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Lincoln Ventures Limited 1 5  Lincoln 
Hortresearch 5 5  Lincoln 
Allan Wilson Centre For Molecular Ecology And 
Evolution 
2 4  Palmerston North 
Christchurch Women's Hospital 2 4  Christchurch 
S.l. I. Systems Inc. 4 4  Christchurch 
Southern Photonics Limited 4 4  Auckland 
Otago Polytechnic 3 3  Dunedin 
Aranz Scanning Ltd. (asl) 1 3  Christchurch 
Middlemore Hospital 2 3  Auckland 
Otago University 3 3  Dunedin 
Alcatel-lucent 3 3  Auckland 
Te Arawa 3 3  Tuhourangi 
Palmerston North Hospital 2 3  Palmerston North 
Lcatel-lucent 1 3  Wellington 
Department Of Conservation 2 3  Wellington 
N-squared Software 2 3  Palmerston North 
Eastern Institute Of Technology 3 3  Napier 
Macdiarmid Institute For Advanced Materials And 
Nanotechnology 
3 3  Wellington 
Quest Integrity Group Nzl Limited 3 3  Lower Hutt 
Riddet Institute 1 3  Auckland 
Rafter Radiocarbon/massey University 3 3  Auckland 
Nextwindow Limited 1 3  Auckland 
Gen-i 1 3  Christchurch 
Alchemist 3 3  Rotorua 
Paric Limited 1 2  Auckland 
International Telematics Ltd. 2 2  Auckland 
Palaecol Research Ltimited 1 2  Christchurch 
Waikato Hospital 1 2  Hamilton 
Abb Limited 1 2  Napier 
Biomatters Limited 2 2  Auckland 
Jade Software Corporation 2 2  Christchurch 
Auckland District Health Board 2 2  Auckland 
Respiratory Services 2 2  Auckland 
Measurement Solutions 1 2  Dunedin 
2 Heayns Pl 2 2  Feilding 
Agresearch 2 2  Palmerston North 
Intermech Limited 1 2  Auckland 
New Zealand Institute For Plant And Food Research 1 2  Auckland 
Opus International Consultants 2 2  Auckland 
Google 2 2  Auckland 
David Butler Associates Ltd. 1 2  Nelson 
Anti-reflective Technologies Ltd. 1 2  Auckland 
Opus International Consultants 2 2  Napier 
Scion 2 2  Rotorua 
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Simplar Limited 2 2  Wellington 
Wellington Institute Of Technology 1 1  Wellington 
Highnam Associates Ltd. 1 1  Auckland 
Dl Consulting Ltd. 1 1  Hamilton 
Affinity Limited 1 1  Wellington 
Palmerston North City Library 1 1  Palmerston North 
Whisper Tech. Ltd. 1 1  Christchurch 
Compacsort Limited 1 1  Auckland 
Trans Power N.z. Ltd. 1 1  Wellington 
Te Papa Tongarewa 1 1  Wellington 
Waiariki Institute Of Technology 1 1  Rotorua 
Hewlett-packard 1 1  Auckland 
Rurallink 1 1  Hamilton 
State Services Commission 1 1  Auckland 
Mcdiarmid Institute For Advanced Materials And 
Nanotechnology 
1 1  Auckland 
New Zealand Institute For Crop And Food Research 1 1  Lincoln 
Reserve Bank Of New Zealand 1 1  Wellington 
Ecoworks Nz Ltd 1 1  Gisborne 
New Zealand Institute Of Economic Research 1 1  Wellington 
Dairynz 1 1  Hamilton 
2 Haven Grove 1 1  Lower Hutt 
National Isotope Centre 1 1  Lower Hutt 
Vector (nz) Ltd. 1 1  Auckland 
Department Of Intensive Care 1 1  Christchurch 
77-pieces Limited 1 1  Wellington 
Medialab Ltd. 1 1  Wellington 
Auckland Regional Council 1 1  Auckland 
New Zealand Tertiary College 1 1  Auckland 
Dynamic Controls Ltd. 1 1  Christchurch 
Orion Health 1 1  Auckland 
Freelance Designer 1 1  Dunedin 
Catch Limited 1 1  Auckland 
Hortresearch 1 1  Hamilton 
World45 Ltd. 1 1  Dunedin 
Ministry Of Agriculture And Forestry 1 1  Wellington 
Trade Me 1 1  Wellington 
Inro Technologies Limited 1 1  Auckland 
Westpac New Zealand Limited 1 1  Auckland 
Hodderbalog-writing Editing Publishing 1 1  Wellington 
Plant And Food Research 1 1  Christchurch 
Compac Sorting Equipment Ltd 1 1  Auckland 
Auckland War Memorial Museum 1 1  Auckland 
Kinetic Engineering 1 1  Auckland 
The Plant And Food Research Institute Of New Zealand 1 1  Hamilton 
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Energy Efficiency And Conservation Authority 1 1  Wellington 
Tait Electronics Limited 1 1  Christchurch 
Ais 1 1  Auckland 
Library Consortium Of New Zealand 1 1  Auckland 
Opus International Consultants 1 1  Wellington 
New Zealand School Of Music 1 1  Wellington 
Mozilla Corporation 1 1  Auckland 
Queens Academic Group 1 1  Auckland 
Toko Primary School 1 1  Taranaki 
Metriq Limited 1 1  Auckland 
G. A. Carnaby And Associates 1 1  Christchurch 
Telecom 1 1  Wellington 
New Zealand Forest Research Institute 1 1  Rotorua 
New Zealand Defence Force 1 1  Auckland 
Telemetry Research Limited 1 1  Auckland 
Kordia 1 1  Wellington 
Kitware Inc. 1 1  Auckland 
New Zealand Brain Research Institute 1 1  Christchurch 
Mighty River Power Limited 1 1  Auckland 
Auckland City Hospital 1 1  Auckland 
Christchurch Polytechnic 1 1  Christchurch 
Alcatel Lucent 1 1  Wellington 
Wairua Consulting Limited 0 0  Waitakere 
Nzrs 0 0  Auckland 
Lusit New Zealand Ltd. 0 0  Auckland 
Docrec Ltd. 0 0  Nelson 
Niwa 0 0  Wellington 
University Of Otago 0 0  Christchurch 
Cawthron Institute 0 0  Nelson 
Lexaloffle Games 0 0  Wellington 
Dione Complex Systems 0 0  Auckland 
Ace Training Limited 0 0  Auckland 
New Zealand Electronic Text Centre 0 0  Wellington 
Photonics Industrial Research Limited 0 0  Wellington 
Endace Technology 0 0  Hamilton 
Matakina Technology Limited 0 0  Wellington 
International Sematech Manufacturing Initiative (ismi) 0 0  Auckland 
Pingar Research 0 0  Auckland 
Ministry Of Education 0 0  Wellington 
Starpath Project 0 0  Auckland 
Genesis Power Limited 0 0  Auckland 
Christchurch Polytechnic Institute Of Technology 0 0  Christchurch 
Nextspace 0 0  Auckland 
 
Institutions 
with no inter 
NZ 
Collaboration 
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Institutions with a 0 degree (weighted or unweighted) do not have collaborations with another New 
Zealand Institutions.  A PO Box or address in the Institution field means that the person authoring 
the paper did not belong to an Institution at the time.  
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Appendix 13:: 2008-2012 Giant Component MST, 56 Communities With Modularity 0.746. 
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 Appendix 14:: 2008-2012 Giant Component MST  
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Appendix 15: Reference Network For This Thesis (Fruchterman-Reingold Layout) 
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Appendix 16:: Tools used in this Thesis 
Several tools were needed to complete the scope of the thesis. Besides a high performance 
computer with 8 GB of RAM and a separate Graphics card the following software/tools were used.  
16::1 Scopus 
Scopus is the bibliographic database from which most of the data was retrieved. Having used the 
Scopus database for several years it was a natural choice to select it as the primary source for the 
data collection. With Scopus it was possible to collect “Computer Science” data from one interface at 
the same time covering a multitude of relevant sources. Scopus is not a free database, in order to 
have access, an institutional subscription is necessary. According to their website “Scopus is the 
world’s largest abstract and citation database of peer-reviewed literature” and it “contains 49 million 
records”(Elsevier, 2013, para 1). Scopus provides an easy to use interface and allows a customised 
search for specific criteria. 
For this thesis it was important to search only for a specific topic (Computer Science) in a specific 
country (New Zealand). Scopus was able to provide the raw data including Author keywords and 
Abstracts which were also used for analysing topic developments.  
16::2 Scie2 
The Scie2 tool (Sci2 Team, 2009, para 1) was developed by the Sci2 team at the Cyberinfrastructure 
for Network Science Center (http://sci.slis.indiana.edu/). 
The software was the core tool for the analysis. It provided many important features which were 
essential for conducting this research. Besides the many algorithms and data specific options, the 
most important feature was that it could generate network data. This means that the tool was able 
to convert raw data into a format which makes it possible to view the data as a network. The 
network data could then be saved in a network specific file format either to be used by other tools 
for further analysis or for visualisation.    
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These are the features which were used most in this research: 
 Load raw data 
 Clean data, detect duplicates.  
 Extract various networks (weighted undirected) 
o Country level 
o Affiliation level 
o Author level 
o Word Co-occurrence (Topic ) 
 MST Pathfinder network Scaling 
 Network analysis (Shortest path, weak component clustering, degree, etc.)  
 Network visualisation preparation 
16::3 Gephi 
“Gephi is an open source network exploration and manipulation software. Developed modules can 
import, visualize, spatialize, filter, manipulate and export all types of networks”(Bastian et al., 2009, 
p. 1). Gephi can be used as a standalone tool or as an additional add on in the Sci2 tool. Network 
files generated with the Sci2 could be opened directly from the Sci2 interface into Gephi. This was a 
very useful feature and helped streamlining the process of analysis. Consequently, network files did 
not require conversion into different file formats thus avoiding potential data loss in the file 
conversion process.    
Gephi has a very powerful 3D rendering engine and it was possible to produce high resolution 
network graphs with this tool. Another useful feature was the inbuilt data laboratory and a 
multitude of network layout algorithms. The modular and open source nature of the tool enabled 
the addition of a number of different useful features and algorithms. For example the OpenOrd and 
Noverlap network layout algorithm proved to be very suitable for this research.    
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These are the main Gephi features used for this thesis: 
 Load network files from Sci2  
 Generate network analysis metrics 
o Degree 
o Diameter 
o Density 
o HITS 
o PageRank 
o Modularity 
o Clustering Coefficient 
o Erdös Number 
 Ranking by weight or other network metrics 
o Nodes  
o Edges 
 Partition network by modularity or other network metrics 
o Nodes  
o Edges 
 Network layout algorithms 
 Export network graphs 
 Export files from the data laboratory for further analysis into Excel or SPSS 
 
16::4 GUESS 
GUESS is the default graph visualisation and exploration choice in the Sci2 tool. It was used 
extensively in this research to create and investigate the Collaboration Networks. GUESS was 
developed in 2006 as “a novel system for graph explorations that combines an interpreted language 
with a graphical front end that allows researchers to rapidly prototype and deploy new 
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visualizations”(Adar, 2006, p. 791). GUESS was used in addition to Gephi as it was possible to run 
different graph visualisation algorithms compared to GUESS. 
16::5 MapEquation 
The map generator and the alluvial generator were both used in this research to further examine 
collaboration patterns and to map change in the collaboration network.   
16::5::1 The map generator 
The map generator and the implemented InfoMap algorithm (Rosvall et al., 2009; Rosvall & 
Bergstrom, 2008) is a tool which allows one to generate and visualise communities (modules) from 
the network. 
These steps were undertaken to use the map generator: 
 Load data into Sci2 
 Generate the network data with Sci2 (Co-author network, Word Co-occurrence network, 
etc.) 
 Export the network files as .net files 
 Load .net file into the map generator 
 Run clustering algorithm (find modules) 
 Visualise, adjust and save network diagram 
 
16:5::2 The alluvial generator 
The alluvial generator (Rosvall & Bergstrom, 2010) was used to illustrate temporal variations in the 
network.  
These steps were conducted in using the alluvial generator: 
 Split data file into 5 slices (one slice per year, e.g. 2008 -2012)  
 Load each slice into Sci2 individually 
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 Generate the network data with Sci2 (Co-author network, Word Co-occurrence network, 
etc.) 
 Export the network files as .net files 
 Load each slice into the map generator 
 Rank nodes with PageRank algorithm 
 Run clustering algorithm (find modules) 
 Run Alluvial algorithm 
 Visualise, fine tune, adjust and save Alluvial network diagram 
 
16::6 SPSS Statistics 
The IBM software tool SPSS Statistics (IBM, 2013) was used to calculate more advanced statistical 
metrics.  
 
16::7 Excel 
Excel (and the .csv file format) was used to store the master file of the collected data. Excel was also 
very useful in the data cleaning process (sorting data) and to calculate basic statistics and visualise 
them in the form of charts. Excel was also used to transform data into different file formats. 
16::8 Adobe Illustrator (AI) 
This image processing software was used to fine tune and manipulate the high definition network 
graphs. It was especially useful when working on the Geo layout for the Country network. The edges 
and nodes for the Geo layout were imported from the Gephi file and a world map was superimposed 
with a new layer. The Geo layout generated in Gephi was not 100% in line with the superimposed 
world map, so the nodes and edges were accordingly adjusted. 
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