Abstract: Future industrial control/multimedia applications will increasingly impose or benefit from wireless and mobile communications. Therefore, there is an enormous eagerness for extending currently available industrial communications networks with wireless and mobility capabilities. The RFieldbus European project is just one example, where a PROFIBUS-based hybrid (wired/wireless) architecture was specified and implemented. In the RFieldbus architecture, interoperability between wired and wireless components is achieved by the use specific intermediate networking systems operating at the physical layer level, i.e. operating as repeaters. Instead, in this paper we will focus on a bridge-based approach, which presents several advantages. This concept was introduced in (Ferreira, et al., 2002) , where a bridge-based approach was briefly outlined. Then, a specific Inter-Domain Protocol (IDP) was proposed to handle the Inter-Domain transactions in such a bridge-based approach (Ferreira, et al., 2003a) . The major contribution of this paper is in extending these previous works by describing the protocol extensions to support inter-cell mobility in such a bridge-based hybrid wired/wireless PROFIBUS networks.
INTRODUCTION
1 PROFIBUS is one of the most popular fieldbus protocols, with several hundreds of thousands of installations currently in operation worldwide. It was standardised in 1996, as EN 50170 (EN 50170, 1996) , by CENELEC and, more recently in 2000, by IEC as IEC61158 -Fieldbus Standard for use in Industrial Systems.
In the last years, eagerness emerged concerning extending the capabilities of PROFIBUS to cover functionalities not previously considered: industrial wireless communications (Haehniche and Rauchaupt, 2000; Alves et al., 2002; Rauchhaupt, 2002) and the ability to support industrial multimedia traffic .
The RFieldbus European project (Rauchhaupt, 2002) is just one example of that effort, where PROFIBUS was extended for encompassing hybrid wired/wireless communication systems.
In RFieldbus, interoperability between wired and wireless components is achieved by the use of intermediate networking systems operating at the physical layer level (i.e. as repeaters), resulting in a "broadcast" network with a single logical ring (just one token rotating between the masters). The main advantage of such a single logical ring (SLR) approach is that the effort for protocol extensions is not significant.
However, there are a number of advantages in using a multiple logical ring (MLR) approach to such type of hybrid systems. This concept was introduced and discussed in (Ferreira et al., 2002) where a bridgebased approach (thus, layer 2 interoperability) was briefly outlined. In that work, references to how some complex functionalities (such as the handoff between adjacent wireless cells) could be supported with minimum protocol extensions and still maintaining the compatibility with legacy PROFIBUS technologies were briefly described.
The main advantage of a bridge-based solution is that it provides traffic segmentation, thus improved responsiveness for transactions between stations belonging to the same logical ring, and error containment within each domain. In (Ferreira et al., 2003a) , all implementation details concerning an InterDomain Protocol (IDP) which is able to support InterDomain Transactions (IDT) are thoroughly described. This paper extends previous works on the analysis and proposal of the required protocol extensions to support the inter-domain (inter cell) mobility of wireless nodes, therefore with a particular focus on the handoff functionalities.
The reminder of this paper is organised as follows. In Section 2 some fundamental aspects of the PROFIBUS protocol are presented. Then, in Section 3, we introduce the context and describe the main concepts related to bridge-based hybrid wired/wireless PROFIBUS networks. In Section 4, the mechanisms and protocols for supporting inter-cell mobility of wireless stations are described in detail. The concepts of Global Mobility Manager (GMM) and Domain Mobility Manager (DMM) are introduced. In Section 5, we discuss the approach proposed in this paper, namely concerning some timing characteristics. Finally, in Section 6, we draw some conclusions and outline the ongoing work.
RELEVANT ASPECTS OF PROFIBUS
This section addresses some features of the PROFIBUS protocol that are relevant for this paper.
Message Cycle
In PROFIBUS, master stations may initiate message transactions, whereas slave stations do not transmit on their own initiative but only upon (master) request. A transaction (or message cycle) consists of the request frame from the initiator (always a master station) and the associated acknowledgement or response frame from the responder (either a master or a slave station). The acknowledgement (or response) must arrive before the expiration of the Slot Time, otherwise the initiator repeats the request the number of times defined by the max_retry_limit, a PROFIBUS Data Link Layer (DLL) parameter.
A PROFIBUS master is capable of executing transactions during its token holding time (T TH ), which is given a value corresponding to the difference, if positive, between the target token rotation time (T TR ) parameter and the real token rotation time (T RR ). For further details, the reader is referred to (EN5017, 1996; Tovar and Vasques, 1999) .
Ring Maintenance Mechanisms
In order to maintain the logical ring, PROFIBUS provides a decentralised (in every master station) ring maintenance mechanism. Each master maintains two tables -the Gap List (GAPL) and the List of Active Stations (LAS). Optionally it may also maintain a Live List (LL).
The Gap List consists of the address range from TS (This Station address) until NS (Next Station address, i.e., the next master in the logical ring). Each master station in the logical ring starts to check its Gap addresses every time its Gap Update Timer (T GUD ) expires. This mechanism allows masters to track changes in the logical ring: addition (joining) and removal (leaving) of stations. This is accomplished by examining (at most) one Gap address per token visit, using the FDL_Request_Status frame.
The LAS comprises all the masters in the logical ring, and is generated in each master station when it is in the Listen Token state after power on. This list is also dynamically updated during operation, upon receipt of token frames.
The Live List mechanism requires an explicit request from the PROFIBUS DDL user (via a management FMA1/2 request). This service returns the list of all active stations (masters and slaves).
Token Passing Procedure
The token is passed between masters in ascending address order, except for the master with the highest address, that must pass the token to the master with lowest address. Each master knows the address of the Previous Station (PS), the address of the Next Station (NS) and, obviously, its own address (This Station address -TS).
If a master receives a token addressed to itself from a station registered in the LAS as its predecessor, then that master is the token owner, and may start processing message cycles. On the other hand, if a master receives the token from a station, which is not its PS, then it shall assume an error and will not accept the token. However, if it receives a subsequent token from the same station, it shall accept the token and assume that the logical ring has changed. In this case, it updates the PS with the new address.
If after transmitting the token frame, and within the Slot Time, the master detects valid bus activity, it assumes that its successor owns the token and is executing message cycles. Therefore, it ceases monitoring the activity on the bus.
In case the master does not recognise any bus activity within the Slot Time, it repeats the token frame and waits another Slot Time. If it recognises bus activity within the second Slot Time, it assumes a correct token transmission. Otherwise, it repeats the token transmission to its next station for the last time. If still, there is no bus activity, the token transmitter tries to pass the token to the next successor of its LAS. It continues repeating this procedure until it founds a successor.
BASICS ON HYBRID WIRED/WIRELESS PROFIBUS NETWORKS

Network Components and Basics on Bridge Operation
A hybrid wired/wireless fieldbus network is composed by stations with a wireless interface (usually radio) that are able to communicate with wired (legacy) stations.
The wireless part of the fieldbus network is supposed to include at least one radio cell. Basically, a radio cell can be described as a 3D-space where all associated wireless stations are able to communicate with each other. Our architecture considers two types of domains.
A Wired Domain is a set of (wired) stations intercommunicating via a wired physical medium. A Wireless Domain is a set of (wireless) stations intercommunicating via a wireless physical medium. In the example of Fig. 1 In such a system, all communications are relayed through base stations: BS1 and BS2. Each base station uses two radio channels, one to transmit frames to wireless stations (the downlink channel), and another to receive frames from the wireless stations (the uplink channel). Since all frames in wireless domains are relayed through base stations, the downlink signal quality can be assessed by wireless stations to perform the inter-cell mobility (further detailed in Section 4). We will assume, in the remaining of the paper, that M5 and M7 include the base station functionalities in their wireless front-end, thus, structuring radio cells (wireless domains) 1 and 2, respectively.
Note also that the network operation is based on the Domain-Driven Multiple Logical Ring (MLR) schema, described in (Ferreira, et al., 2002) . Therefore, each wired/wireless domain has its own logical ring. In fact, each bridge includes two masters ( Fig. 2) : one belonging to the wired domain and the other belonging to the wireless domain.
In the example of Fig. 1 , four different logical rings exist:
Obviously, our approach could be generalised to bridges interconnecting more than 2 domains.
We are also assuming that the network topology is tree-like, and that routing is based on MAC addresses. Traffic is relayed from one bridge master to the other if the destination address is included in the Routing Table   ( RT) of the incoming side. Obviously, every bridge must include two tables (one for each bridge master). This approach imposes the use of a single address space, where every station in the network has a unique MAC address. This implies that bridge masters must read all frames, even if the destination address does not correspond to their own address. 
Interoperability Between Domains
The communication between stations belonging to different domains; that is, Inter-Domain Transactions (IDT), is supported by the Inter-Domain Protocol (IDP) proposed in (Ferreira et al., 2003a) . The IDP not only defines the format of frames exchanged between bridges, but also specific bridge functionalities. In this section, we will just briefly describe the IDP.
When an initiator makes a request addressed to a station in another domain (an Inter-Domain Request), all stations belonging to the initiator's domain discard the frame, except the bridge masters (BMs) belonging to that domain. Only one of these BMs then handles the request frame. We denote this bridge master, i.e. the first bridge master in the path from the initiator to the responder, as BM i , where i stands for initiator. The relayed frame, denoted as an Inter-Domain Frame (IDF), is coded using the IDP (Ferreira et al., 2003a) . Bridges perform routing based on the MAC addresses contained in the frames and on the routing table (RT) of the incoming side.
The IDF embeds the original request (or response) and additional information that allows both the decoding of the embedded frame and the matching between the request and the respective response. The BM i is capable of matching a response to the related pending request, using the information contained in the IDF embedding the response, and by using the information contained in the List of Open Transactions (LOT). The LOT contains information about the request frame, such as destination and source addresses. It also contains a tag, the Transaction Identifier (TI), which must be included in the IDF related to the request and also in the respective IDF response.
The IDF embedding the request is relayed by the other bridges in the path until reaching the bridge master that connects to the domain the responder belongs to (the last bridge master in the path) -bridge master BM r , where r stands for responder. Then, this bridge reconstructs the original request frame and transmits it to the responder, a standard PROFIBUS responder station (e.g., a wireless DP slave).
When BM r receives the immediate response to that request, it encodes the frame using the IDP. This IDF will be relayed until reaching bridge master BM i , where it will be decoded and stored.
In order to conclude the transaction, the initiator periodically repeats the (same) request until receiving the related response. When BM i receives the (repeated) request, it responds to the initiator using the stored response frame meanwhile obtained. This mechanism is completely transparent from the point of view of the initiator, since BM i emulates the responder in a way that the initiator station considers the responder station as belonging to its domain.
Considering the system scenario illustrated in Fig. 1,  Fig. 3 represents a simplified timeline regarding a transaction between master M3 and slave S6. 
SUPPORTING INTER-DOMAIN MOBILITY
In RFieldbus, the inter-domain mobility depends on the assessment period , which is periodically triggered by one of the masters (the beacon master). Each base station sends beacons in its radio channel, in order for the wireless stations to assess the quality of the different channels, after which, the wireless stations may switch to the channel offering the best signal quality. Note that as there is only one token rotating (single logical ring system) there is no message loss and no need for specific registration mechanism. However, the approach described in Section 3 (bridge-based intermediate systems) requires a more sophisticated handoff procedure. The main reason is that the system has multiple logical rings. Mobile wireless stations must implement radio channel assessment and switching mechanisms, and also mechanisms to support stations joining/leaving the logical rings.
In (Ferreira et al., 2002) , the authors briefly described the possibility of using the native PROFIBUS ring management mechanisms to support inter-cell (interdomain) mobility. However, additional mechanisms must be added to guarantee no errors, no loss of frames or frame order inversion concerning inter-domain transactions (IDT).
Therefore, in this paper we propose a hierarchically managed handoff procedure that fulfils these requirements. One master in the overall system implements the global mobility management functionality -the Global Mobility Manager (GMM). In each domain, one master controls the mobility of stations belonging to that domain -the Domain Mobility Manager (DMM). Finally, the bridges must implement specific mobility services. The GMM must know the addresses of all the bridges and DMMs in the system. Each DMM must know the addresses of the bridges in its domain. For example, and concerning the scenario illustrated in Fig. 1, M1 assumes both the role of GMM and the DMM of wired domain 1. Bridge masters M5, M7 and M8 assume the role of DMMs for wireless domain 1, wireless domain 2 and wired domain 2, respectively.
The role of these management entities and the different phases involved in the proposed handoff will be described next.
Phases of the Handoff Procedure
The handoff procedure starts with a Start Handoff Procedure message sent by the GMM. This message is sent periodically, according to the mobility requirements (e.g. maximum foreseeable speed) of the mobile stations. All bridges in the network relay this message, which then triggers a sequence of actions that are briefly outlined in Fig. 4 . 
Phase 3
After collecting all Ready for Beacon Phase messages from the DMMs, the GMM starts the assessment phase by broadcasting the Start Beacon Phase message. Upon receiving this message, the DMMs start emitting beacons. Wired domains may resume intra-domain transactions, but they are not capable of performing inter-domain transactions (IDTs) while the bridges belonging to their domains do not receive the route update messages related to the mobile nodes. The mobile stations use the beacon frames to evaluate the quality of the different radio channels and to decide if they switch the radio channel (or not). So, every mobile station willing to handoff must switch to the new radio channel, before ending the beacon transmission.
Phase 4
After the end of the beacon phase, every wireless DMM (still holding the token) inquires all mobile stations in order to detect if they still belong to its domain. After this, mobile slaves are capable of answering requests, but mobile masters must still enter the new logical ring using the standard PROFIBUS ring management mechanisms. Since the routing table entries related to mobile stations have been cleared, only when the bridges receive updated routing information, at the end of the Handoff Procedure, they may restart routing IDTs related to mobile stations.
Details on the Handoff Procedure
State Machine for the GMM. The operation of the GMM is based on the state machine depicted in Fig. 5 . We are considering that there is a mobility timer used to trigger the Handoff Procedure in a periodic fashion.
At power on, the GMM enters into the INACTIVE state, and the mobility timer is loaded with the Handoff Procedure period (which depends on the dynamics of the mobile stations The completion of an IDT triggers the IDT_FINISHED transition. When all IDTs have been completed, the bridge enters into the WINQUIRY (Wait Inquiry message) state (ALL_IDT_FINISHED transition). In the WINQUIRY state, the bridge only communicates with its domain DMM, using the Inquiry service. In this state, when the bridge receives an Inquiry frame and it has mobility related messages, it responds (RESP transition), otherwise, no response is sent (NO_RESP transition).
When the beacon transmission starts, the bridge returns into the INACTIVE state and clears the entries related to  mobile  stations  in  its  routing  table  (START_BEACON transition) . Thus, all bridges must know the addresses of all mobile stations in the system. From this point forward, the bridges are capable of relaying IDTs, if requested. Obviously, IDTs related to mobile stations will only be relayed when the bridge receives the related Route Update messages.
The description of the mobility related messages can be found in (Ferreira et al., 2003b) . 
EXAMPLE SCENARIO AND TIMING DISCUSSION
In order to outline an example of the Handoff Procedure, we are considering a network scenario as depicted in Fig. 1 . For the sake of simplicity, we also consider that there is no additional traffic in the network, except for an Inter-Domain Transaction (IDT) between master M2 and slave S7, an Intra-Domain Transaction between M2 and S5, the token, and mobility-related messages. We are also considering that both M3 and S6 will execute a handoff. Fig. 8 supports the following description.
Example Scenario
The From this point forward, slave S6 is capable of answering requests, but master M3 must still enter into the new logical ring using the standard ring management procedures. This is illustrated in Fig. 9 .
Message B1.5 is the route update message related to station S6, but the message related to station M3 is only sent when M3 effectively enters the logical ring. When master M2 receives the token, it repeats request M2.1, but it will only be relayed by bridge B3 when M9 receives the token, after the end of the beacon phase. Nevertheless, intra-domain transactions in wired domain 2 are possible during this period. M9 uses the Gap Update mechanism in order to include M3 in its logical ring, thus it sends FDL_Request_Status requests B3.3, B3.4 and B3.5, respectively addressed to stations with addresses 0, 1 and 2 (considering that station M9 HSA is equal to 9). Finally, M9 sends FDL_Request_Status request B3.5, which is addressed to M3, it replies with the Ready to Enter Logical Ring message, subsequently M9 passes the token to M3. To make the entry procedure fast, master stations must have a low Gap update factor.
A Discussion on Timeliness
Quantifying the duration of the different phases of the handoff procedure enables a notion of the latencies involved in this procedure.
In order to be able to obtain figures for the example presented in Section 5.1, we are making the following assumptions:
-data rate of 1.5Mbps; -all data frames have equal duration (approximately 154µs); -the beacon frames (the same type of frame as the token frame) have a duration of 30µs; -bridge relaying latency is 200µs; -Slot Time is 66µs; -and wired/wireless bit rates and frame formats are identical.
Using these assumptions, Table 1 presents the results for the example scenario. Note also a second column (in shading) that contains the results for the case of 12Mbps.
The inaccessibility time for the wired domains is equal (for the depicted scenario) to the duration of the inquiry phase, 1640µs and 1450µs, respectively for wired domain 1 and wired domain 2. Only during this time it will not be possible to perform intra-domain transactions (IDTs) in the wired domains. IDTs will only be possible when the mobile nodes join their new domains. Thus, a station in wired domain 2 is not able to exchange messages with S6 for a time span of 5540µs, and with M3 for a time span of 7202µs. Note however that these are not worst-case values. They only reflect reasonable figures for the actual scenario mentioned in Section 5.1. In fact, these values result from a relaxed scenario in terms of number of concurrent transactions (both inter-domain and intradomain). Nevertheless, the applications envisaged for wireless applications are not expected to require very tight control loops. Examples of such applications are handheld terminals, AGVs or multimedia devices (Pacheco et al., 2002) . It is also obvious that if the bit rate increases to 12Mbps (PROFIBUS already supports it), the latencies involved in the handoff procedure are significantly reduced.
CONCLUSIONS AND ON-GOING WORK
In this paper, we have detailed and analysed mechanisms for supporting inter-domain mobility of mobile stations in hybrid wired/wireless bridge-based PROFIBUS networks. In such an architecture, the communication between the different domains is supported by an Inter-Domain Protocol. This protocol enables the use of standard PROFIBUS stations, since the additional functionalities are implemented by specific bridge devices responsible for emulating the behaviour of the responder stations.
In the proposed architecture, mobile/wireless stations may move between different wireless cells using a Handoff Procedure hierarchically managed by the Global Mobility Manager (GMM) and several Domain Mobility Managers (DMMs).
A crucial aspect of the proposed mobility protocol is its ability to cope with the timing requirements of distributed applications. Although in this paper we have discussed some aspects related to timeliness, it is an ongoing work the development of a simulation tool, which implements the proposed protocols. This tool is now is now in the last stages of development and will enable further temporal characterisation of the proposed architecture. Another objective of this simulation tool is to assess possible enhancements in the protocol in order to increase its performance, e.g. in order to reduce the time needed by a master to enter into a new logical ring.
In this paper, and for the sake of simplicity, we did not make any references to any kind of error detection/recovery mechanisms, which obviously are necessary. This issue is also being addressed in the related on-going work.
