Abstract. We prove that a certain family of flat surfaces in genus 3 does not fulfill Veech's Dichotomy. These flat surfaces provide uncountably many minimal but nonergodic directions. The conditions on this family are a combinatorical one and an irrationality condition. The Arnoux-Yoccoz surface fulfills this conditions.
Flat surfaces
Suppose (X, ω) is a flat surface, i.e. X is a Riemann surface and ω is an abelian differential (or holomorphic one-form) on X. Integrating this differential gives rise to an atlas, which in turn leads to a metric euclidean outside the zeros of ω and with cone type singularities with angle 2π(k + 1) at a zero of order k. For a given angle ϑ ∈ S 1 , there exists a vector field, defined on the complement of the zeroes of ω, such that the flow lines of the vector field are leafs of the horizontal foliation of e −iϑ ω. A flow line of this vector field is called a saddle connection in direction ϑ if it joins two singularities and has no singularity in its interior. There are countably many saddle connections on a given flat surface. The group SL(2, R) acts on the moduli space of flat surfaces by post-composition with the charts given by integrating ω. Let SL(X, ω) be the stabilizer under SL(2, R) of the flat structure on (X, ω), i.e. SL(X, ω) = {A ∈ SL(2, R) : there is an affine linear diffeomorphism f : X → X such that in moduli space A(X, ω) = (X, f * ω)}. We call a flat surface a Veech surface if SL(X, ω) ⊂ SL(2, R) is a lattice. We may ask for the dynamical properties of the directional flow on a flat surface (X, ω). W. A. Veech proved that Veech surfaces fulfill the Veech dichotomy, i.e. for any ϑ ∈ S 1 the flow in this direction is either periodic or minimal and uniquely ergodic, [Vee89] . It is known that in genus 2 this is an equivalence, see C. McMullen's paper [McM05] . There are some examples by J. Smillie and B. Weiss of non-Veech surfaces that fulfill the Veech dichotomy in genus 5 and higher, [SW06] . We will try to spread some light on what happens in genus 3. Acknowledgement. I would like to thank U. Hamenstädt for numerous discussions and a careful reading as well as Y. Cheung, P. Hubert and M. Möller for numerous discussions on this topic.
A family of surfaces in genus 3
In [HLM07] and [HLM06] P. Hubert, E. Lanneau and M. Möller are dealing with a special family of flat surfaces: so called 2T2C-surfaces. By definition these are flat surfaces of genus 3 that admit a direction ϑ, such that the saddle connections in direction ϑ decompose the flat surface into two tori T 1 and T 2 and two cylinders C 1 and C 2 . Figure 1 shows a 2T2C-surface. Under certain circumstances, a 2T2C-surface is an element of the hyperelliptic locus L of the non-hyperelliptic component 1 H(2, 2) odd , the set of all genus-3 abelian 1 More on connected components of the moduli space of abelian differentials can be found in Kontsevich's and Zorich's paper [KZ03] . Figure 1 . A 2T2C-splitting. Glueings are made as indicated and by vertical translations.
differentials with two zeroes of order two and with odd spin structure 2 . Namely, the condition for 2T2C-surfaces to be an element of the hyperelliptic locus can be phrased in the following way: If the two cylinders C 1 and C 2 represent the same class in the space of flat surfaces modulo isometries preserving the horizontal direction (marked isometries for short), i.e. if there is an isometry between C 1 and C 2 which maps horizontal lines to horizontal lines, then the flat surface is an element of L . The same statement is true if the marked isometry classes of the two tori T 1 and T 2 coincide. According to [HLM06] we will call a 2T2C-surface a 2T fix 2C-surface if the first condition holds, i.e. the hyperelliptic involution fixes the two tori and exchanges the two cylinders. We call the according splitting a 2T fix 2C-splitting. We formulate the main result of this note as a theorem: Proof. Let (X, ω) be the genus-3 Arnoux-Yoccoz surface. Hubert, Lanneau and Möller examined the Teichmüller disc of the Arnoux-Yoccoz surface in their paper [HLM07] . They proved that (X, ω) admits a 2T fix 2C-splitting, nonperiodic in both tori (this is Lemma 5.4, especially Claim 5.5). Using the above result we conclude that there are uncountably many minimal, nonergodic directions on (X, ω).
Remark. More on the Arnoux-Yoccoz surface can be found in [AY81] .
To prove Theorem 2.1, we follow the ideas of Y. Cheung and H. Masur in [CM06] very closely. Recall their ideas: Let (X,ω) ∈ H(2) be an L-shaped genus-2 flat surface, i.e. we are given a splitting of (X,ω) into one torusT and one cylinderC. Suppose that the direction of the splitting is minimal inT . Inductively applying Dehn twists along wisely chosen simple closed curves leads to new splittings meeting the minimality condition again. To find these simple closed curves, Cheung and Masur exploit a theorem of McMullen, which in turn is based on Ratner's theorem. Moreover, they are able to control the area exchanged between two splittings, the angle between the directions of two splittings and the heights of the vectors giving 2 We do not need properties of the spin structure explicitly. A definition can be found in, say, [KZ03] . the splittings. The minimality condition is an important ingredient in this step. Using these pieces of information about the generated splittings, a theorem of Masur and Smillie leads to nonergodic directions. We will use the same strategy. We just have to make sure that 2T fix 2C-surfaces (which in some sense look like double-L surfaces) behave in a way very much the same like Cheung's and Masur's L-shaped surfaces do. Sections 3, 4 and 5 contain the proof of Theorem 2.1.
Let (X, ω) ∈ L be a 2T fix 2C-surface and let π be projection X → CP 1 coming from the hyperelliptic involution. Let Q(1, 1, (−1) 6 ) be the stratum of quadratic differentials on CP 1 with two simple zeros and six simple poles. On CP 1 there exists a unique quadratic differential q such that (CP 1 , q) ∈ Q(1, 1, (−1) 6 ) and π * q = ω 2 . Conversely let (CP 1 , q) ∈ Q(1, 1, (−1) 6 ) be given. Pulling back q to the two-sheeted cover π : X → CP 1 , branched at the simple poles of q, we get an Abelian differential ω with π * q = ω 2 and (X, ω) ∈ L . This gives a local GL(2, R)-equivariant isomorphism between L and Q(1, 1, (−1) 6 ). In [Lan05] E. Lanneau has shown that Q(1, 1, (−1) 6 ) and Q(1, 1, 1, 1), the principle stratum of quadratic differentials in genus 2, are locally GL(2, R)-equivariant isomorphic, thus studying L arises naturally as it is the next easy case beyond abelian differentials in genus 2. Both strata Q(1, 1, (−1) 6 ) and Q(1, 1, 1, 1) have complex dimension 6, and so has L . The paper [Lan05] contains more information on these strata, including further references to Kontsevich, Masur, Smillie, Veech and Zorich. Let u 1 , . . . , u 6 be saddle connections as shown in Figure 2 . These saddle connections may serve as a set of local coordinates for a neighborhood of a 2T fix 2C-surface (X, ω) in the hyperelliptic locus L . A result of H. Masur and J. Smillie ([MS91] ) states that in every stratum of quadratic differentials the Hausdorff dimension of the set of non-ergodic directions on a generic point is positive, hence there are uncountably many non-ergodic directions on a generic 2T fix 2C-surface. Our result fits in this picture: Slightly deforming a 2T fix 2C-surface in L (in other words: varying u 1 , . . . , u 6 in an open neighborhood) does not destroy the property of being a 2T fix 2C-surface, thus this property is an open condition and therefore the set of 2T fix 2C-surfaces has positive (Lebesgue-) measure in L . Hence [MS91] gives uncountably many non-ergodic directions for almost all 2T fix 2C-surfaces. The prerequisites on the splitting-direction (i.e. non-periodicity in the tori T 1 and T 2 ) locally rule out a countable union of real codimension-1-submanifolds: The direction of u 1 must not be the direction of any vector neither in the lattice spanned by u 3 and u 4 nor in the lattice spanned by u 5 and u 6 (see claim in proof of Corollary 3.3). For chosen u 2 , . . . , u 6 both lattices exclude countably many directions for u 1 .
So we see that the set of admissible flat surfaces for our construction is locally the complement of a nullset. Thus we are in the generic case for [MS91] . In some sense Theorem 2.1 actually gives more information than [MS91] : we have a concrete description of the set of exceptional surfaces and therefore we can check whether a given surface meets our conditions or not, compare Corollary 2.2.
Splittings and twisting a splitting
Our task is to prove the theorem stated above. We will use an inductive process to construct the nonergodic directions. In this section we will collect some pieces of information on splittings. The following section is devoted to the inductive argument, which in turn will give the desired result in the last section. First, let us fix some notation.
Definition. Consider a 2T fix 2C-surface. Let α + , α − , β + and β − be the saddle connections that give the 2T fix 2C-splitting into tori T 1 , T 2 and cylinder C 1 , C 2 as shown in Figure 1 , i.e. ∂T 1 = α − − α + and ∂T 2 = β − − β + (consider the geodesics to be running from bottom to top). Denote by w the common holonomy of these saddle connections. Let C be the common marked isometry class of C 1 and C 2 . We will denote the splitting by (T 1 , T 2 , C, w) for short. The splitting is called irrational if the direction of w is a minimal direction on both tori T 1 and T 2 . By Λ 1 , Λ 2 and Λ c we will denote the lattices defining the tori T 1 , T 2 and the marked isometry class C.
Remark. In [HLM07] , a splitting is called irrational, if the direction is minimal in at least one torus. We need the stronger condition of nonperiodicity in both tori.
Remark. In our notation, the hyperelliptic involution interchanges α + and α − as well as β + and β − , see [HLM07] .
We need to speak about the oriented areas of parallelograms and about the areas of marked isometry classes of cylinders.
Definition. Let v × w be the signed area of the parallelogram spanned by two vectors v and w: the absolute value of v × w equals the euclidean area of the parallelogram and the sign is chosen to be positive if the pair (v, w) is positively oriented, negative otherwise. Let area(C) be the area of one and, hence, the common area of all representating cylinders of the marked isometry class C.
Given a tupel (T 1 , T 2 , C, w) such that on a representating cylinder in C there is a closed curve which length and direction equal the length and direction of w and such that curves in direction of w don't close up with length less or equal to |w| on T 1 and T 2 , we can construct a pair (X, ω) of a genus-3 Riemann surfaces X and an abelian differential ω on X by slitting the tori T 1 and T 2 and two copies C 1 and C 2 of a cylinder in C such that the holonomy of each slit equals w, and gluing the slitted surfaces according to the pattern shown in Figure 1 . The flat structures on the tori and the cylinders coincide on the slits. The abelian differential ω on the resulting surface X is given by these flat structures, compare K. Strebel [Str84, Paragraph 12 .3]. Let v 1 , v 2 be the holonomy vectors of simple closed curves in T 1 and T 2 , joining the initial point of the slit to itself, not intersecting the interior of the slit, and let v c := v c1 = v c2 be the common holonomy of curves in C 1 and C 2 , joining the zero of ω on one boundary component of the cylinder to the second zero on the other boundary component. In Figure 1 , these curves might be the bottom lines of the cylinders and tori, for instance. The parallelogram spanned by v j and w, j ∈ {1, 2, c}, is isometrically embedded in the respective torus or cylinder, therefore |v i × w| ≤ area(T i ), i ∈ {1, 2}, and |v c × w| ≤ area(C). If the simple closed curves concatenate to the core curve of a cylinder, they must have compatible orientations: v j × w > 0 for all j ∈ {1, 2, c} or v j × w < 0 for all j ∈ {1, 2, c}. Conversely, suppose that v 1 , v 2 , v c are three primitive vectors such that the conditions on area and orientation are satisfied. The area condition assures that on C 1 and C 2 there are curves with holonomy v c , joining the zero of ω on one boundary component of the cylinder to the second zero on the other boundary component, and that on T j , j ∈ {1, 2}, there is a pair of simple closed curves with holonomy v j joining the initial/terminal point of the slit to itself. The orientation condition allows us to concatenate these curves.
We consider a pair (X, ω) ∈ L that admits a 2T fix 2C-splitting (T 1 , T 2 , C, w). The following lemma answers the question, under which conditions a Dehn twist leads to another 2T fix 2C-splitting. This lemma corresponds to Lemma 3.1 in [CM06] .
Proof. Suppose v j × w > 0 for j ∈ {1, 2, c}. The inequality v j × w k > 0 will be referred to as (j), j ∈ {1, 2, c}. If v 1 × (v 2 + 2v c ) > 0 we consider α + , otherwise α − (thanks to the hyperelliptic involution, the other α ± will be realized by a single saddle connection, too). So assume v 1 × (v 2 + 2v c ) > 0. First, let k < 0. As the SL(2, R)-action preserves cross products, we may assume that w is vertical and v 1 is horizontal. The inequalities (1), (2) and (c) tell us that, as in Figure 3 , the vector w k is above the lower boundary, hence the only possibility to hit (the image of) a singularity is by reaching (or by crossing) the upper boundary. Moreover, if w k crosses the upper boundary once, it will not come back from above. Let vert(x) denote the vertical part of a vector x. We examine equation (1) more closely:
. This implies that w k does not cross the upper boundary and therefore does not hit a singularity beside at its endpoints. Hence, α + is realized by a single saddle connection and so is α − .
Q w
w Figure 3 . A splitting vector w and its twist w ′ . The horizontal cylinder Q is not affected. Now let k > 0. After applying the SL(2, R)-action we may assume w to be vertical and v 2 + 2v c to be horizontal. This causes vert(v 1 ) to be negative since v 1 × (v 2 + 2v c ) > 0. Again, the inequalities (1), (2) and (c) tell us that w k is above the lower boundary, and, if it crosses the upper one, it will stay above. The inequalities (2) and (c) lead to
thus vert(w) > −k vert(v 1 ). As above, α + is realized by a single saddle connection and so is α − . In a similar manner we conclude for v j × w < 0 and v j × w k < 0, j ∈ {1, 2, c} and for v 1 × (v 2 + 2v c ) < 0. The same reasoning applies to β + and β − instead of α + and α − .
Remark.
• The new splitting is a 2T fix 2C-splitting again: the two cylinders in the new splitting are isometric as flat surfaces, and the isometry may be chosen to preserve the horizontal direction.
• An easy computation shows that good partners fulfill the conditions for this lemma with |k| ≤ 9.
Similar to Cheung and Masur, we want to get new irrational splittings from old ones by applying Dehn twists. In order to prove the above lemma, we need the following 
Then at least one of the three splittings is irrational in the respective
Remark. The lemma is symmetric with respect to T 1 and T 2 in the sense that one of the three splittings is irrational in T k 2 , too. Of course, this k may be different from the k that we got for T 1 . This lemma is very much the same as Lemma 4.2 in Cheung's and Masur's article [CM06] , we only have to adjust their proof slightly.
Proof. Let Q be a maximal cylinder in the direction of v 1 in T 1 that is disjoint from w, see Figure 3 . Let γ 0 be a simple segment in Q that concatenates with α + to form a simple closed curve in T 1 . Let v 0 = hol(γ 0 ). Then Λ 1 , the lattice of T 1 , is generated by v 0 + w and v 1 . We claim: The vector w is a scalar multiple of an element in Λ 1 (rational for short), if and only if w is rational in Λ 0 = v 0 , v 1 . Indeed: For a,b ∈ Z and c ∈ R ≥0 , w = c(av 0 + bv 1 ) is equivalent to (1 + ac)w = c(a(v 0 + w) + bv 1 ) with (1 + ac) = 0 since v 0 + w and v 1 are linearly independent. This proves the claim. Now, T 1 and T k 1 share the same cylinder Q. Therefore, w k is rational in Λ Suppose that the conditions of Lemma 3.2 are satisfied. The above lemma tells us that each of the three triples (w 1 , w 2 , w 3 ), (w 4 , w 5 , w 6 ) and (w 7 , w 8 , w 9 ) contains one splitting that is irrational in the respective torus T k 1 . Call these vectorsw 1 , w 2 andw 3 . Applying Lemma 3.3 in (T 1 , T 2 , C, w) again, this time with respect to the triple (w 1 ,w 2 ,w 3 ) and to the torus T 2 , we get at least one splitting, that is irrational in T 
The areas on the right hand side are easily computed: area(T 1 \ Q) = |v 1 × w| and area(T
For the second statement, we remark that the construction is symmetric in T 1 and T 2 .
The inductive process
We are going to apply an inductive process to find uncountably many nonergodic directions. In order to handle this inductive process we need an algebraic lemma that gives information about some orbit closures. The following notations will be helpful: Let G = SL(2, R) and let N be the unipotent subgroup of upper triangular matrices. We will look at the action of N on triples of unimodular lattices. This action is given by the diagonal group of N which we denoted by N ∆ . For s ∈ R, let G s = {(g, (n s ) −1 gn s ) : g ∈ G} be the twisted diagonal of G, where n s = 1 s 0 1 . Two lattice Λ 1 and Λ 2 are said to be strongly non-commensurable if there is no s ∈ R such that Λ 1 and n s Λ 2 are commensurable. 
Proof. The first case is Corollary 5.3 in [HLM06] . The second case can be proved as follows: Ratner's theorem tells us that we can write
We note that π 1,2 (H) = G s under the projection π 1,2 to the two first factors and π 1,3 (H) = G×N under the projection π 1,3 to the first and third factor ([McM07] , Theorem 2.6), therefore H < G s × N . We need to show equality. Let (g, (n s ) −1 gn s , n) ∈ G s × N . As the image of H under π 1,3 equals G × N and as (g, n) ∈ G × N , we know that (g, g * , n) ∈ H for some g * ∈ G. The first projection gives π 1,2 ((g, g * , n)) ∈ G s , hence g * = (n s ) −1 gn s and therefore (g, (n s ) −1 gn s , n) ∈ H.
We can handle the inductive process using this proposition. Again, we make use of Cheung's and Masur's ideas. Namely we will adopt their ideas of [CM06, Proposition 4.6].
Proposition 4.2. Given an irrational 2T fix 2C-splitting (T 1 , T 2 , C, w) and ε > 0, there exist two new irrational 2T fix 2C-splittings with small change of direction ∠(w, w ′ ) < ε and such that the area exchanged is smaller than ε.
Proof. For convenience, suppose w to be horizontal. Let Λ 1 , Λ 2 , Λ c denote the lattices of T 1 , T 2 , C. Let ε ′ > 0 be small. We will consider two cases. First, let Λ 1 and Λ 2 be strongly non-commensurable. In this case , y) )| · |x||y|, thus for i ∈ {1, 2} we have
if only ε ′ is small enough. We will refer to these inequalities as Properties (P). We use the (G × G × N )-action to make ∠(v * c , w) close to π/2. This will cause |v * 
is close to zero, too, and |v * c × w| = area(C). Therefore the inequalities |v *
Before we proceed with the next step, we will consider the commensurability case. Let Λ 1 and n s Λ 2 be commensurable for some s ∈ R. We want to find (v *
2 ||w|. Let x be the horizontal and y be the vertical coordinate of n s v * 2 . We compute the quotient |v * 2 ×v * c | |v * 2 ×w| and write the sines in terms of x and y, using that sine is approximately linear for small angles: In both cases -commensurable and strongly non-commensurable lattices -we approximate (v * 1 , v * 2 , v * c ) in N ∆ -orbits of (Λ 1 , Λ 2 , Λ c ) and note that N ∆ preserves cross products and leaves w invariant. Hence, there is a (v 1 , v 2 , v c ) ∈ (Λ 1 , Λ 2 , Λ c ) with Properties (P), (Q) and (R). For ε ′ small enough, these are good partners and thus give rise to two irrational 2T fix 2C-splittings (one for k < 0 and one for k > 0). The lengths of vectors in a given lattice are bounded from below. Using the equality |sin(∠(x, y))| = |x×y| |x||y| we see that |max(∠(v 1 , w), ∠(v 1 , v 2 ), ∠(v 1 , v c ))| is small and therefore we have ∠(w, w ′ ) < ε. Furthermore, using Proposition 3.4, area(T 1 ∆T ′ 1 ) < 2|v 1 ×w|+|k|(|v 1 ×v 2 |+2|v 1 ×v c |) < ε and similarly area(T 2 ∆T ′ 2 ) ≤ ε for small ε ′ .
Uncountably many nonergodic directions
In this section we build a binary rooted tree such that the geodesics in the tree represent nonergodic directions on (X, ω). The elements of the tree are directions of irrational splittings of (X, ω). Our starting point is the direction w of our initial splitting (T 1 , T 2 , C, w). For every direction w n at level n, called parent, we will construct two different subsequent directions w 1 n and w 2 n , called the children, such that these directions give rise to 2T fix 2C-splittings with ∠(w n , w , where ε n > 0 is an arbitrary number smaller than all angles between any pair of parents and children constructed so far. In detail, given w n and ε n we apply Proposition 4.2 with ε < εn 4 to find two different children w 1 n and w 2 n with the desired properties. The resulting tree contains 2 n directions of irrational splittings at its n-th level. The geodesics in this tree represent different converging sequences of splitting directions: the angles between two subsequent directions converge to zero. The series of the changes of area will converge to a value smaller then the limit of the geometric series. We want to apply a lemma of Masur and Smillie and get an uncountable number of nonergodic directions:
Lemma 5.1. Let (T n 1 , T n 2 , C n , w n ) be a sequence of 2T fix 2C-splittings of (X, ω) and assume that the directions of the vectors w n converge to some direction ϑ. Let h n > 0 be the component of w n perpendicular to ϑ and let a n bound the change of area from above: a n = max(area(T We have to show that in every geodesic the heights h n perpendicular to the limiting direction of the splitting vectors w n converge to zero. To see this, we first compute h n+1 ≤ 2|wn×wn+1| |wn+1|
using sin(∠(x, y)) = |x×y| |x||y| and the fact that ∠(w n , ϑ) ≤ 2∠(w n , w n+1 ). Secondly, we note that the length of w n tends to infinity. Third ingredient is |w n × w n+1 | = |w n × (w n + k(v 1 + v 2 + 2v c ))| ≤ 9(area(T 1 ) + area(T 2 ) + 2 area(C)). Combining these three facts, we see that h n converges to zero.
Thus, this construction gives an uncountable number of nonergodic directions. As there are at most countably many nonminimal directions, we can find uncountably many minimal and nonergodic directions. Theorem 2.1 is proven.
