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Abstract
In this paper we discuss the conditions under which the coupled KdV and coupled Harry Dym
hierarchies possess inverse (negative) parts. We further investigate the structure of nonlocal parts
of tensor invariants of these hierarchies, in particular, the nonlocal terms of vector fields, conserved
one-forms, recursion operators, Poisson and symplectic operators. We show that the invertible cKdV
hierarchies possess Poisson structures that are at most weakly nonlocal while coupled Harry Dym
hierarchies have Poisson structures with nonlocalities of the third order.
Keywords and phrases: Energy dependent Schro¨dinger spectral problem, invertible cKdV and cHD
hierarchies, recursion operator, nonlocal structures
1 Introduction
The energy-dependent Schro¨dinger spectral problem has been introduced by Jaulent and Miodek in
[1] in the two-field case. It has been generalized to an arbitrary number of components by Mart´ınez
Alonso [2] who also presented its multi-Hamiltonian structure and gave the problem its present name.
Antonowicz and Fordy have further investigated this problem in a series of papers ([3],[4],[5],[6],[7]).
They demonstrated that this spectral problem leads to two families of coupled (multicomponent) soliton
hierarchies: the coupled KdV (cKdV) and the coupled Harry-Dym (cHD) hierarchies. In their approach
one simultaneously obtains the evolution equations of the hierarchy together with the set of independent
closed one-forms (variational derivatives of Hamiltonians), which can be obtained with the help of a
recursion relation, solvable under additional conditions. The specification of these conditions fixes the
type of the hierarchy (either cKdV or cHD).
In this paper we complete their work by finding the conditions under which both types of hierarchies
have also negative parts (i.e., when the recursion operator is explicitly invertible) and present a first few
flows of these negative hierarchies. Further, using the results from [8] and [9], we investigate the structure
of nonlocal parts of all Hamiltonian structures associated with both types of hierarchies: we show that all
Hamiltonian and symplectic structures of the cKdV-type hierarchies are at most weakly nonlocal while
the cHD-type hierarchies have Hamiltonian and symplectic structures that are nonlocal up to third order,
i.e., they have terms up to ∂−3 in their nonlocal parts. We also present compact formulas for the highest
nonlocalities of all these quantities.
1
2 The spectral problem
We start by recalling the basic facts about coupled (multicomponent) KdV and Harry Dym hierarchies
following the papers [4], [5] and [7] (see also [10]). Let us consider the Schro¨dinger equation
LΨ ≡ (ε∂2 + u)Ψ = 0 (1)
where Ψ = Ψ(x, t) and u = u(x, t) are smooth functions of x and t and where ∂ = ∂∂x , together with the
auxiliary linear problem of the form
Ψt =
(
1
2
P∂ +Q
)
Ψ. (2)
The functions P and Q will be specified below.
The system (1)-(2) is compatible, i.e., has nontrivial solutions for Ψ provided that (LΨ)t = 0 which
yields
1
2
ε(Pxx + 4Qx)Ψx +
(
εQxx − uPx −
1
2
Pux + ut
)
Ψ = 0.
Here and below the subscripts x and t denote the derivatives with respect to x and t respectively. Thus,
the equations
Pxx + 4Qx = 0, εQxx − uPx −
1
2
Pux + ut = 0
constitute a set of sufficient conditions for the existence of a common solution Ψ(x, t) to (1)-(2). The
first equation can be replaced by Q = − 1
4
Px, and then the second one reads
ut = JP ≡
(
1
4
ε∂3 +
1
2
(u∂ + ∂u)
)
P, (3)
where J is a third-order differential operator given above. Assume now that both ε and u are polynomial
functions (of the same degree) of a new parameter λ so that
u =
N∑
k=0
uk(x, t)λ
k , ε =
N∑
k=0
εkλ
k, (4)
where εk are N +1 arbitrary (so far) real constants. Then J is polynomial as well: J =
∑N
k=0 Jkλ
k with
Jk =
1
4
εk∂
3 +
1
2
(uk∂ + ∂uk) , k = 0, . . . , N. (5)
Assume further that also P (and thus Q) depends polynomially on λ so that
P =
m∑
k=0
Pkλ
m−k, m ∈ N. (6)
It is not the only possibility (for example, in [10] we have considered a rational dependence of P on λ
which leads to hierarchies with sources) but here we restrict ourselves to (6). Plugging (4) and (6) into
(3) we obtain, for any fixed m ∈ N, the following (N + 1)-component system of evolution equations
ur,tm = J0Pm−r + · · ·+ JrPm , r = 0, . . . , N (7)
(with Pi = 0 for i < 0) and the following recursion on Pi
J0Pk−N + J1Pk−N+1 + · · ·+ JNPk = 0, k = 0, . . . ,m− 1. (8)
Note that the natural parameters N and m are independent; N will be the number of fields in the
hierarchies that originate in this scheme while m enumerates the flows within a chosen hierarchy. The
recursion (8) starts at k = 0 with the equation JNP0 = 0 and it can be effectively solved either when
uN = 0 or when εN = 0. In the case of uN = 0 we have JN =
1
4
ε∂3 which leads to P0 and thus Pr
depending explicitly on x which we do not consider here. We must therefore assume (and will stick
2
to this throughout the whole article) that εN = 0 so that JN =
1
2
(uN∂ + ∂uN) = u
1/2
N ∂u
1/2
N which
implies that JN is invertible with the inverse J
−1
N = u
−1/2
N ∂
−1u
−1/2
N , where ∂
−1 is a formal inverse of ∂
(∂∂−1 = ∂−1∂ = 1). The recursion (8) allows now to compute P0, P1 and so on up to Pm−1 as differential
functions of u with Pm undetermined since Pm does not enter the formulas (8). In the construction given
in [7] one can demonstrate that in order to embed (7) into an infinite hierarchy with well-defined and
explicitly computable Pm for all m ∈ N one must make a reduction of the system (7) to an N -component
system by assuming either that uN is constant (to make the coefficients in the hierarchy as simple as
possible, the most convenient choice is to set uN = −1) or that u0 = −a
2 (a is a constant). The first
choice leads to the coupled KdV hierarchy, the second to the coupled Harry Dym (cHD) hierarchy. But,
in fact, under the additional assumption (ε0 = 0 in the KdV case and u0 = −a
2 = 0 in the HD case) one
can invert the operator J0 which makes it possible to construct both KdV and HD negative hierarchies
even in the multicomponent (coupled) case. The existence of the inverse cKdV hierarchy was mentioned
in [7], but never treated in detail. The one-field case of the inverse HD hierarchy was considered in [11].
There is actually a third possibility of obtaining a reversible hierarchy in this scheme: by putting
εN 6= 0 but uN = 0 and ε0 = 0 we also arrive at an invertible hierarchy but it can be shown that this
hierarchy is just a reparametrization of the invertible coupled Harry Dym hierarchy described below.
3 Some algebraic structures and their nonlocal parts
In order to state our results we need to introduce some algebraic objects and to discuss their nonlocal
parts. Following Antonowicz and Fordy, denote by B0 the Hamiltonian operator
B0 =


− J1 − J2 · · · −JN
− J2 −JN
... · · ·
−JN


and by R the following nonlocal operator of (1, 1)-type
R =


0 . . . 0 −J0J
−1
N
IN−1
−J1J
−1
N
...
−JN−1J
−1
N

 (9)
where, as in the previous section,
Ji =
1
4
εi∂
3 +
1
2
(ui∂ + ∂ui) , i = 0, . . . , N (10)
with ui = ui(x, t), i = 0, . . . , N , and with εN = 0 so that JN =
1
2
(uN∂ + ∂uN) = u
1/2
N ∂u
1/2
N is invertible.
Here and below IN−1 stands for the (N − 1)× (N − 1) unit matrix. Note also that (9) implies that the
operator R† adjoint to R has the form
R† =


0
...
0
IN−1
−J−1N J0 −J
−1
N J1 · · · −J
−1
N JN−1

 (11)
(since J†i = −Ji for all i). It can be proved that the operator R is a hereditary recursion operator [12]
meaning that its Nijenhuis torsion vanishes. Let us now assume that the operator J0 is also invertible
(this can be achieved either by putting ε0 = 0 or by putting u0 = 0, as discussed below). Then R is
invertible with
R−1 =


−J1J
−1
0
...
−JN−1J
−1
0
IN−1
−JNJ
−1
0 0 · · · 0


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which implies
(
R−1
)†
=


−J−10 J1 · · · −J
−1
0 JN−1 −J
−1
0 JN
IN−1
0
...
0

 .
Now, since R is invertible, and due to the fact that R is hereditary, the infinite family of operators
Bs = R
sB0, s ∈ Z (12)
is a family of compatible Poisson operators. The operators Bs are purely local for s = 0, . . . , N ; explicitly,
they have the form
Bs =


J0
J0 J1 0
· · ·
...
J0 J1 · · · Js−1
−Js+1 · · · −JN−1 −JN
... · · ·
0 −JN−1 −JN
−JN


, s = 0, . . . , N (13)
so that B0 is as above and
BN =


J0
J0 J1
. . .
...
J0 J1 . . . JN−1

 .
As we will show below, all the other Bs are nonlocal.
Since B0 is invertible and Poisson, its inverse Ω0 = B
−1
0 is a closed two-form. We can therefore also
define a family of two-forms
Ωs =
(
R†
)s
Ω0, s ∈ Z. (14)
Moreover, according to the theorem given below, Ω−1s = B−s so that all Ωs constitute a family of closed
two-forms.
Theorem 1 For the families Bs and Ωs defined above we have
BsΩ−s = IN for s ∈ Z.
Proof. Since Bs = R
sB0 we have R
s = BsΩ0 so that
(
R†
)s
= Ω0Bs (note that Ω
†
0 = −Ω0 and
B†s = −Bs) and thus Ωs =
(
R†
)s
Ω0 = Ω0BsΩ0. We have then
BsΩ−s = R
sB0Ω0B−sΩ0 = R
sB−sΩ0 = R
sR−sB0Ω0 = IN
Let us now choose two one-forms γ0 and γ−1 (they will be ”starting points” of our hierarchies later
on) so that
γ0 = (0, . . . , 0, ϕ)
T with ϕ ∈ KerJN , γ−1 = (ψ, 0, . . . , 0)
T with ψ ∈ KerJ0. (15)
We have then
γ0 ∈ Ker
(
(R†)−1
)
, γ−1 ∈ Ker(R
†)
so that (
R†
)−1
γ0 = 0, R
†γ−1 = 0. (16)
4
Moreover, it is easy to check that γ0 belongs to the kernel of each of the operators B0, . . . , BN−1
γ0 ∈ KerBs for all s = 0, . . . , N − 1. (17)
We define now two families of one-forms
γs =
(
R†
)s
γ0, γ−s =
((
R−1
)†)s−1
γ−1, s = 1, 2, . . . (18)
and it follows from (16) and (18) that for any two non-negative s and p we have
(
R†
)s
γ−p =
{
γ−p+s for s < p
0 for s ≥ p
and
((
R−1
)†)s
γp =
{
γp−s for s ≤ p
0 for s > p
(19)
We can now show exactly which γi belong to KerBs for any given s ∈ Z.
Lemma 2 From the property (17) it follows that
γ−s, . . . , γ−s+N−1 ∈ Ker(Bs) for 0 ≤ s ≤ N,
γ−N−s, . . . , γ−1 ∈ Ker(BN+s) for s > 0, (20)
γ0, . . . , γs+N−1 ∈ Ker(B−s) for s > 0.
Proof. The condition (17) means that Bsγ0 = 0 for s = 0, . . . , N−1. But Bsγ0 = R
sB0γ0 = B0
(
R†
)s
γ0
= B0γs so that
γ0, . . . , γN−1 ∈ Ker(B0). (21)
Further, if 0 ≤ s ≤ N and if p ≥ 0 then Bsγp = R
sB0γp = B0
(
R†
)s
γp = B0γp+s = 0 as soon as
p + s ≤ N − 1 (by (21)), i.e. as soon as p ≤ N − s − 1. If we still have 0 ≤ s ≤ N but p < 0 then
by the same calculation Bsγp = B0
(
R†
)s
γp = 0 whenever s ≥ −p or p ≥ −s (due to the first formula
in (19)). This proves the first formula in (20). The argument for BN+s is similar. Finally, for s > 0,
B−sγp = B0
(
R†
)−s
γp is equal to 0 for 0 ≤ −s + p ≤ N − 1 (by (21)) and it is also equal to 0 for
p = 0, . . . , s− 1 (by the second formula in (19)). This yields the third formula in (20).
Thus, the purely local Poisson tensors Bs, s = 0, . . . , N have N Casimir one-forms γi each, while all
the other Poisson tensors Bs,(which will be shown to be nonlocal) have N + s Casimir one-forms γi each.
In this article we will study the leading nonlocal terms of invariant tensor objects (vector fields, closed
one-forms, closed two-forms, Poisson tensors and recursion operators) for the invertible coupled KdV and
coupled Harry Dym hierarchies. In order to do this, we have to establish some facts about nonlocal linear
differential operators. Throughout the whole article we will deal with linear matrix pseudo-differential
operators of the form
Φ = Φ>−n +
p∑
α=1
Wα∂
−nϕTα , (22)
where n ∈ Z+, Wα and ϕα are some column matrices with entries being some functions of x and where
Φ>−n denotes the part of the operator Φ that contains all the local terms and all the nonlocal terms up
to ∂−n+1. We will also call the number n the order of nonlocality of the operator Φ. By Φ−n we mean
the highest nonlocal term of the operator Φ in (22), i.e.,
Φ−n =
p∑
α=1
Wα∂
−nϕTα .
We will now state an important theorem that generalizes formula (7) from [9].
Theorem 3 Consider two linear matrix nonlocal differential operators of the form
Φ = Φ>−n +
p∑
α=1
Wα∂
−nϕTα and Φ˜ = Φ˜>−m +
p˜∑
α=1
W˜α∂
−mϕ˜Tα (23)
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where m and n are some natural numbers and where Wα, ϕα, W˜α, ϕ˜α are some column matrices with
entries being some functions of x. Assume that all the products ϕαW˜β in (23) are not constant. Then,
the product Φ Φ˜ has nonlocality of order max{m,n} and its highest nonlocal term is in the case of n > m
given by (
Φ Φ˜
)
−n
=
p∑
α=1
Wα∂
−n
[
Φ˜† (ϕα)
]T
in case of n = m it is given by
(
Φ Φ˜
)
−n
=
p∑
α=1
Wα∂
−n
[
Φ˜† (ϕα)
]T
+
p˜∑
α=1
Φ
(
W˜α
)
∂−nϕ˜Tα
and in the case of n < m it is given by
(
Φ Φ˜
)
−m
=
p˜∑
α=1
Φ
(
W˜α
)
∂−mϕ˜Tα .
The proof of this theorem consists in a rather straightforward computation based on the following
lemma:
Lemma 4 If f is a non-constant function of x then
∂−nf∂−m =


(∂−nf)∂−m + lower, for n < m
(∂−nf) ∂−n + (−1)n∂−n (∂−nf) + lower, for n = m
(−1)m∂−n (∂−mf) + lower, for n > m
where the word ”lower” means nonlocal terms of lower order of nonlocality.
One proves this lemma by repeated integration by parts. Now, the repeated use of Theorem 3 leads
to
Theorem 5 Suppose that no ϕαWβ in the operator Φ given by (22) is constant. Then the s-th power Φ
s
(s ∈ Z+) of the operator Φ has nonlocality of the same order as Φ and the following formula is valid
(Φs)−n =
s−1∑
j=0
p∑
α=1
Φj (Wα) ∂
−n
[(
Φ†
)s−1−j
(ϕα)
]T
. (24)
One proves this theorem by induction. A special case of this theorem (for n = 1) can be found in [9],
but it includes the erronous coefficients
(
s−1
j
)
that are not present in the correct version of the formula.
4 Invertible coupled KdV hierarchy
We are now in position to define our invertible hierarchies. The invariant one-forms of both hierarchies
will be generated by the formulas (18). Let us start with the invertible coupled KdV hierarchy. This
hierarchy originates from (7) when we set ε0 = εN = 0, uN = −1 and use the powers of R
† and (R†)−1
as described above.
Definition 6 The invertible N -component coupled KdV (invertible cKdV) hierarchy is the family of flows
(i.e. systems of evolutionary PDE’s)
d
dt−s
u = K−s ≡ Brγ−r−s, s = 1, 2, . . . and for all r > −s
(25)
d
dts
u = Ks ≡ Brγ−r+s+N , s = 0, 1, 2, . . . and for all r ≤ s+N
6
where u = (u0, . . . , uN−1)
T , ui = ui(x, t), Br are Hamiltonian operators defined in (12) with ε0 = εN = 0,
uN = −1, where γs are one-forms given by (18)
γs =
(
R†
)s
γ0, γ−s =
((
R−1
)†)s−1
γ−1, s = 1, 2, . . . (26)
with γ0 and γ−1 given by
γ0 = (0, . . . , 0, 2)
T , γ−1 = (u
−1/2
0 , 0, . . . , 0)
T . (27)
Note that γ0 and γ−1 defined by (27) do satisfy (15) so that γ0 ∈Ker
(
(R†)−1
)
while γ−1 ∈∈Ker(R
†).
Explicitly, for the invertible cKdV hierarchy we have
J0 =
1
2
(u0∂ + ∂u0) ,
Ji =
1
4
εi∂
3 +
1
2
(ui∂ + ∂ui) , i = 1, . . . , N − 1,
JN = −∂.
Note also that (25) implies
Brγ−s = Kr−s, for all r < s, Brγs = Ks+r−N for all r ≥ N − s (28)
and also
Ks = R
sK0, s = 1, 2, . . . with K0 = B0γ0, (29)
K−s =
(
R−1
)s−1
K−1, s = 1, 2, . . . with K−1 = B0γ−1, (30)
so that by the definition above all the vector fields Ks have infinitely many equivalent Hamiltonian
representations. If we denote by (Ks)i the i-th component of the vector field Ks then the first few
members of this double-infinite hierarchy are
(K−1)i = −
1
4
εi
(
u
−1/2
0
)
xxx
− ui
(
u
−1/2
0
)
x
−
1
2
uixu
−1/2
0
(K0)i = ui−1,x
(K1)i = ui−2,x +
1
4
εi−1uN−1,xxx + uN−1,xui−1 +
1
2
uN−1ui−1,x
while the first few one-forms γs are given by
γ−2 =
(
1
4
ε1u
−1/2
0
(
u
−1/2
0
(
u
−1/2
0
)
xx
−
1
2
(
u
−1/2
0
)2
x
)
+
1
2
u
−3/2
0 , u
−1/2
0 , 0, . . . , 0
)T
γ−1 = (u
−1/2
0 , 0, . . . , 0)
T
γ0 = (0, . . . , 0, 2)
T
γ1 = (0, . . . , 0, 2, uN−1)
T
γ2 =
(
0, . . . , 0, 2, uN−1, uN−2 +
1
4
εN−1uN−1,xx +
3
4
u2N−1
)T
.
Moreover, due to the hereditary property of R, we have that [Ki,K j ] = 0 for all i, j ∈ Z, dγi = 0 (γi are
all exact one-forms), LKiR = 0 for all i ∈ Z, LKiγj = 0 for all i, j ∈ Z.
Now, it is possible to show that
γs = (Ps−N+1, . . . , Ps)
T , s = 1, 2, ... with Pα = 0 for α < 0
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with Ps defined in (6) being exactly the same as those originally given in the papers of Antonowicz and
Fordy. That means that our hierarchy is indeed a negative extension of the cKdV hierarchy considered in
[4]. Note also that this hierarchy depends on N − 1 free parameters ε1, . . . , εN−1 (since both ε0 and εN
are zero, contrary to the case considered in [4] where it depended on N parameters ε1, . . . , εN). Let us
also remark that in the one-field case (i.e., when N = 1 so that only u0 evolves) our hierarchy becomes
equivalent to the dispersionless KdV hierarchy.
Let us now investigate the nature of nonlocalities arising from the invertible cKdV hierarchy. We
start by observing that if we split the operators R and R−1 into their positive (purely local) and negative
(purely nonlocal) parts then we obtain
R = R+ +R− = R+ +
1
4
K0∂
−1γT0 (31)
R−1 =
(
R−1
)
+
+
(
R−1
)
−
=
(
R−1
)
+
+K−1∂
−1γT−1
(R+ = R>−1 and R− = R−1 in the notation from the previous chapter) so that both R and R
−1 have
nonlocalities of order 1.
Theorem 7 The vector fields Ks are local for all s ∈ Z.
Proof. We will prove this statement inductively with respect to s and separately for the positive and for
the negative part of the hierarchy. First consider the positive hierarchy. The vector K0 is local. Assume
now that Ks is local. Then, due to (31)
Ks+1 = R(Ks) = R+(Ks) +
1
4
K0∂
−1γT0 Ks
and obviously R+(Ks) is local due to the assumption that Ks is local. Since all Ks are symmetries for all
γs we have that LKsγ0 = 0 which since dγ0 = 0 yields d 〈γ0,Ks〉 = 0 where d is the operator of exterior
differentiation and where 〈·, ·〉 is the dual map between cotangent and tangent spaces. Thus, γT0 Ks is a
total derivative so that ∂−1γT0 Ks is purely local. This completes the inductive step. The proof for the
negative part is similar. Since K−1 is local we have
Ks−1 = R
−1(Ks) =
(
R−1
)
+
(Ks) +K−1∂
−1γT−1Ks
and ∂−1γT−1Ks is purely local by the same argument as above, since LKsγ−1 = 0.
A similar theorem is valid for one-forms γs.
Theorem 8 The one-forms γs are local for all s ∈ Z.
Proof. The proof is analogous to the proof of previous theorem: one proves it by induction with
respect to s separately for the positive and for the negative hierarchy. We give the proof only for
the positive hierarchy. The (nontrivial) one-form γ0 is local. Assume that γs is local. Then, since
R† =
(
R†
)
+
+
(
R†
)
−
=
(
R†
)
+
− 1
4
γ0∂
−1KT0 ,
γs+1 =
(
R†
)
+
(γs)−
1
4
γ0∂
−1KT0 γs.
But obviously
(
R†
)
+
(γs) is local due to the assumption while, since LK0γs = 0, K
T
0 γs is a total derivative
so that ∂−1KT0 γs is purely local. This completes the induction.
The situation is different when we consider the Poisson operators Bs.
Theorem 9 The operators B0, . . . , BN are local. All the others operator Bs are nonlocal of order 1 with
the nonlocal terms of the form
(BN+s)− = −
1
4
s∑
j=1
Kj−1∂
−1KTs−j+1, s ∈ Z+
(B−s)− = −
s∑
j=1
K−j∂
−1KT−s+j−1, s ∈ Z+
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Proof. Due to the fact that R− =
1
4
K0∂
−1γT0 we have, according to formula (24) in Theorem 5
(Rs)− = (R
s)−1 =
1
4
s−1∑
j=0
Rj(K0)∂
−1
[(
R†
)s−1−j
γ0
]T
=
1
4
s−1∑
j=0
Kj∂
−1γTs−1−j = (32)
=
1
4
s∑
j=1
Kj−1∂
−1γTs−j
for all s ∈ Z+. Thus, for all s ∈ Z+ and due to the fact that B0 is local we have (Bs)− = (R
sB0)− =
(Rs)−B0 which by formula (32) above yields
(Bs)− =
1
4
s∑
j=1
Kj−1∂
−1γTs−jB0 =
1
4
s∑
j=1
Kj−1∂
−1
(
B
†
0γs−j
)T
= −
1
4
s∑
j=1
Kj−1∂
−1 (B0γs−j)
T
since B†0 = −B0 and due to the fact that ∂
−1γTB = ∂−1(B†γ)T for any linear pseudo-differential operator
B and any column matrix γ with entries depending on x. Thus, since B0γs−j = 0 for s = 1, . . . , N and
j = 1, . . . , s (γs−j are the Casimir forms for B0 for all s = 1, . . . , N and j = 1, . . . , s due to Lemma 2) we
see that (Bs)− = 0 for s = 0, . . . , N . Moreover, due to (28), B0γN+s−j = Ks−j for j = 1, . . . , s and thus
(BN+s)− = −
1
4
N+s∑
j=1
Kj−1∂
−1 (B0γN+s−j)
T
= −
1
4
s∑
j=1
Kj−1∂
−1KTs−j+1.
Similarly, due to the fact that
(
R−1
)
−
= K−1∂
−1γT−1 we obtain, by the same formula (24) in Theorem
5 that for all s ∈ Z+
(
R−s
)
−
=
(
R−s
)
−1
=
s−1∑
j=0
R−j(K−1)∂
−1
[((
R−1
)
†
)s−1−j
(γ−1)
]T
=
s−1∑
j=0
K−j−1∂
−1γT−s+j = (33)
=
s∑
j=1
K−j∂
−1γT−s+j−1
and thus by computations similar to the above we obtain
(B−s)− =
(
R−s
)
−
B0 =
s∑
j=1
K−j∂
−1γT−s+j−1B0 =
s∑
j=1
K−j∂
−1
(
B
†
0γ−s+j−1
)T
=
= −
s∑
j=1
K−j∂
−1 (B0γ−s+j−1)
T
= −
s∑
j=1
K−j∂
−1KT−s+j−1.
Thus, all Bs except B0, . . . , BN are nonlocal of order 1.
Finally, let us discuss the nonlocalities of symplectic forms Ωs defined through (14). In order to
establish the leading nonlocal term of Ωs by applying Theorems 3 and 5 to Ωs =
(
R†
)s
Ω0 we need first
to establish the leading nonlocal term of Ω0.
Theorem 10 Ω0 has nonlocality of first order and its leading nonlocal term is given by
(Ω0)− =
1
4
N−1∑
j=0
γj∂
−1γTN−1−j . (34)
One can prove this formula by showing that (34) is a simultaneous solution to all equations
(BsΩ0)− = (R
s)− , s ∈ Z.
We skip the proof as the computations involved are similar to those for nonlocal parts of Bs operators.
Now we can calculate the nonlocalities of Ωs by applying Theorems 3 and 5 to Ωs =
(
R†
)s
Ω0. The
result of this calculation is presented (without proof) in the theorem below.
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Theorem 11 The closed two-forms Ωs =
(
R†
)s
Ω0 are nonlocal of first order (weakly nonlocal) with
nonlocal terms given by
(Ωs)− =
1
4
N+s−1∑
j=0
γj∂
−1γTs+N−1−j, s ∈ Z+,
(Ω−s)− =
1
4
N−s−1∑
j=0
γj∂
−1γT−s+N−1−j +
s∑
j=1
γ−j∂
−1γT−s+j−1, s ∈ Z+.
5 Invertible coupled Harry Dym hierarchy
There is a second possibility for choosing the constants in J 0 and JN so that both operators become
invertible, which guarantees the existence of both positive and negative hierarchies, namely, to take, as
before εN = 0 and then to put u0 = 0. The operators Ji attain then the form
J0 =
1
4
ε0∂
3,
Ji =
1
4
εi∂
3 +
1
2
(ui∂ + ∂ui) , i = 1, . . . , N − 1,
JN =
1
2
(uN∂ + ∂uN ).
We can therefore define the invertible coupled Harry Dym (invertible cHD) hierarchy as follows:
Definition 12 The invertible N -component coupled Harry Dym hierarchy is the family of flows
d
dt−s
u = K−s ≡ Brγ−r−s, s = 1, 2, . . . and for all r > −s
(35)
d
dts
u = Ks ≡ Brγ−r+s+N , s = 0, 1, 2, . . . and for all r ≤ s+N
where u = (u1, . . . , uN)
T , ui = ui(x, t), Br are hamiltonian operators defined in (12) with εN = 0, u0 = 0
and where γs are one-forms given by (18)
γs =
(
R†
)s
γ0, γ−s =
((
R−1
)†)s−1
γ−1, s = 1, 2, . . . (36)
with
γ0 =
(
0, . . . , 0, u
−1/2
N
)T
∈ Ker
(
(R†)−1
)
, γ−1 = (−2, 0, . . . , 0)
T ∈ Ker(R†) (37)
(again γ0 and γ−1 are chosen as in (15)). Thus, formally, both hierarchies have the same algebraic
structure (apart from the fact that now the nontrivial variables are u1, . . . , uN ); the formulas (28)-(30)
are still valid, but of course the exact form of invariant one-forms γi and vector fields Ki differ. Explicitly,
for the invertible cHD hierarchy we have
(K−2)i = ui+1,x −
1
ε0
εiu1,x −
4
ε0
ui∂
−1u1 −
2
ε0
ui,x∂
−2u1
(K−1)i = ui,x
(K0)i =
1
4
εi−1
(
u
−1/2
N
)
xxx
+ ui−1
(
u
−1/2
N
)
x
+
1
2
ui−1,xu
−1/2
N
(with ui = 0 for i < 1 or i > N) so that the negative part is no longer local. Below we prove that the
positive part is still local. Note also that this hierarchy depends now on N parameters: ε0, . . . , εN−1. The
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first few conserved one-forms of the invertible cHD hierarchy are
γ−2 =
(
4
ε0
∂−2u1,−2, 0, . . . , 0
)T
γ−1 = (−2, 0, . . . , 0)
T
γ0 =
(
0, . . . , 0, u
−1/2
N
)T
γ1 =
(
0, . . . , 0, u
−1/2
N ,−
1
4
εN−1
[
u−1N
(
u
−1/2
N
)
xx
−
1
8
u
−7/2
N (uN,x)
2
]
−
1
2
u
−3/2
N uN−1
)T
.
As in the cKdV case, the positive part of the above hierarchy coincides with the coupled Harry Dym
hierarchy in [6] after putting a = 0. We also see that the negative part of the sequence of γi is nonlocal;
we prove below that the positive γi’s are local. Let us thus consider the leading nonlocal parts of all the
objects of the invertible cHD hierarchy. We first establish the nonlocal parts of the recursion operator R
and its inverse R−1. We obtain (cf. (31))
R = R+ +R− = R+ −K0∂
−1γT0 (38)
R−1 =
(
R−1
)
+
+
(
R−1
)
−
=
(
R−1
)
+
+
2
ε0
u∂−2γT−1 +
1
ε0
K−1∂
−3γT−1.
Thus, contrary to the cKdV case, R−1 has nonlocality of order 3 while R is still nonlocal of order 1.
Similarly to the cKdV case, we obtain by induction that
Theorem 13 The vector fields Ki and the conserved one-forms γi are local for all i ∈ Z+.
The structure of nonlocalities in the operators Bs differs from the cKdV case.
Theorem 14 The operators B0, . . . , BN are local. All the others operator Bs are nonlocal with the
leading nonlocal terms of the form
(Bs+N )−1 =
s∑
j=1
Kj−1∂
−1KTs−j+1, s ∈ Z+
(B−s)−3 = −
1
ε0
s−1∑
j=0
K−j−1∂
−3KT−s+j, s ∈ Z+
Again, one proves this theorem by applying Theorem 3 and Theorem 5 to the operator Bs = R
sB0.
Thus, the negative operators are nonlocal of order 3. The above theorem can now be used to discuss the
nonlocalities of the closed two-forms Ωs defined through (14). We begin by establishing the form of the
nonlocal part of Ω0.
Theorem 15 Ω0 has nonlocality of first order and its leading nonlocal term is given by
(Ω0)− = −
N−1∑
j=0
γj∂
−1γTN−1−j. (39)
This theorem can be proved just as in the cKdV case. Now, by applying again Theorem 3 and
Theorem 5 to the operator Ωs =
(
R†
)s
Ω0 with Ω0 given by (39) we obtain the following theorem.
Theorem 16 The symplectic operators Ωs =
(
R†
)s
Ω0 are nonlocal of first order for s > 0 and of third
order for s < 0 and their leading nonlocal terms are given by
(Ωs)− = −
N+s−1∑
j=0
γj∂
−1γTs+N−1−j, s ∈ Z+
(Ω−s)−3 = −
1
ε0
s∑
j=1
γ−j∂
−3γT−s+j−1, s ∈ Z+
11
6 Conclusions
In this paper we have stated some natural conditions under which the coupled Korteweg-de Vries and
the coupled Harry Dym hierarchies, introduced in the paper [1] in the two-field case and developed in
papers [2]-[7], are invertible, i.e., possess negative parts. We studied the structure of nonlocalities of
various tensor invariants of these hierarchies. It turns out that all the vector fields and conserved one-
forms of the invertible cKdV hierarchy are local while all its Poisson operators are either local or at most
weakly nonlocal. Finally, all symplectic operators of the hierarchy are weakly nonlocal. In the case of the
invertible cHD hierarchy only vector fields and conserved one-forms of the positive part are local, while
Poisson operators of this hierarchy are either local or have nonloclities of first or third order. Moreover,
all symplectic operators of the invertible cHD hierarchy are nonlocal of first or third order. The main
tool for our considerations was a generalization of formulae (7) and (8) from [9], that is, Theorems 3 and
5 above.
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