This article provides a selection of examples of the many ways that a link can be made between a journal article (whether in a data journal or otherwise) and a dataset held in a data repository. In some cases the method of linking is well established, while in others, they have yet to be rolled out uniformly across the journal landscape. We explore ways in which these examples might be implemented in a data journal, such as Geoscience Data Journal, as explored by the PREPARDE project. 
Introduction
The UK Jisc-funded Peer REview for Publication & Accreditation of Research data in the Earth sciences (PREPARDE) project 1 aimed to investigate the policies and procedures required for the formal publication of research data, in particular focussing on those required for the smooth operation of a data journal (Callaghan et al., 2013) . Part of the project investigated the various methods for cross-linking between a data (or other) article and a dataset held in a data repository.
This article discusses cross-linking between journal publishers and data repositories for the purposes of data publication. It identifies a number of possible routes for crosslinking and discusses the issues and barriers associated with them. We discuss the type and reason for the cross-linking approach, current procedures, how to implement the approach, and further work and issues. In all cases, the business case for cross-linking needs to be made; for the paper publishers, if a link takes a great deal of time and effort to make and/or maintain, but only results in a small number of clicks, then that method of cross-linking is not sustainable. In most cases, cross-linking improves visibility of both the dataset catalogue page and the journal article.
Note that this paper is not meant to be a comprehensive survey of all the methods of cross-linking between article and dataset available; rather it is a selection of illustrative examples already in existence. Unfortunately, due to the number and wide variety of types of cross-link and, in some cases, their lack of maturity, it is also not possible to compare and contrast the options to provide definitive answers as to which method is the most appropriate in any given situation. Cross-linking is a part of the wider data publication environment and so is related to other initiatives, including ORCID 2 and Thomson Reuters Data Citation Index 3 , though space restrictions limit us from discussing these in any more detail.
Cross-Linking using DOIs (or Other Permanent Identifiers)
For a data journal, permanent linking to the dataset that is the subject of the data article is essential to enable persistent access and appropriate peer review (also investigated in detail by PREPARDE). Data citation also allows datasets linked with any primary scientific article to become part of the formal scientific record, in a transparent way, and allows citation metrics for the datasets to be gathered. These metrics can then provide an indication of the dataset's impact. The citations themselves can be used to track what other uses the dataset is being put to and provide transparency of the research process.
At this time, DOIs in citations are primarily used for journal articles, and the research culture is such that datasets are rarely cited. However, several groups have come together to promote the use of data citation. DataCite is one of these, and acts as a minting authority and registry for the assignment of DOIs to datasets. The British Atmospheric Data Centre (BADC), along with the other NERC environmental data centres and other national, international, institutional and subject-based repositories, are collaborating with DataCite in order to mint DOIs for datasets held in their archives.
Note that DOIs are not the only permanent identifiers that can be used for data, but they are used as the default in this section because one of the aims of PREPARDE was to demonstrate a working cross-linking system between a data journal (Geoscience Data Journal) and a data repository (BADC), both of which are set up to use DOIs as permanent identifiers for data. A full discussion of alternative identifiers is beyond the scope of this paper, but is very well handled by (Duerr et al., 2011) . Figure 1 shows the main page of a data paper in the Geoscience Data Journal (GDJ). As can be seen, the dataset details are shown at the start of the data paper to make the dataset prominent as the focus of the article. Core elements of the DataCite metadata schema are also displayed so that the details of the dataset are both machine-and human-readable. Figure 2 shows the dataset details in the reference list. The dataset is included as a full reference in the reference list to give it equal weight to other publications, and to allow it to be picked up by citation tracking mechanisms, which only operate on the references list. The core metadata elements chosen are also appropriate to the traditional reference structure, e.g. author, publication year, title, publisher. This follows DataCite recommendations for the citation of datasets.
The dataset identifier at the start of the paper is hyperlinked to the dataset landing page using a DOI search. If a DOI is not provided (i.e. an alternative unique identifier, such as an accession code, has been used) then the URL can be hard-coded instead. In the reference list, the reference is linked in the conventional manner -Wiley Online Library (Wiley's online publishing platform) automatically detects the DOI in the reference and uses the DOI resolver service 6 to hyperlink to the cited material (in this case, the dataset). In cases where the dataset does not have a DOI, the link cannot be inserted automatically, but the reference details should be sufficient for the data to be sourced manually. Accession number-based URLs would be hyperlinked, however.
To create the return link from the dataset to the data article, GDJ sends an autogenerated email to inform the data repository (in this example, BADC) when the data article is published (providing the DOI of both the original dataset and of the data article). The data repository then manually (or automatically) updates its dataset landing page with a link to the published data paper (Figure 3) . The benefit of this cross-linking approach is that it takes advantage of existing mechanisms to turn article DOIs into hyperlinks in the online version of the journal article. As DOIs are functionally identical regardless of what they identify, no new tools or processes need to be created.
The main drawback to this method of cross-linking is that informing the data repository that a dataset held in their archive has been cited via email is not scalable (Figure 4 ). Hence we propose a registry to act as an intermediary between data centres and journal publishers ( Figure 5 ). At this time, no such registry exists, and care will need to be taken to address its sustainability, as it constitutes a single point of failure. This risk is balanced against the benefit of easier and more standardised transfer of information between repository and journal. However, some of the aspects required are already met by the DataCite metadata store. DataCite have standardised a set of bibliometric metadata that they require before a DOI for a dataset can be minted by a repository. These metadata are then made openly available via the DataCite metadata search.
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This search is also available as an API using Solr Search Handler for the API calls.
9
Given a DOI, a journal 7 Retrievable from: doi:10.5285/E8F43A51-0198-4323-A926-FE69225D57DD 8 DataCite metadata search interface: http://search.datacite.org/ui 9 Endpoint for the DataCite API: http://search.datacite.org/api doi:10.2218/ijdc.v9i1.310 can then easily locate the DOI standard metadata. DataCite also has a content resolver.
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What is missing is the return link, where the journal can inform the repository that a dataset has been cited (directly or via DataCite).The OpenAIRE repository 11 has also been suggested as a potential registry to link between datasets and publications, as they are aiming to collect this linking information as part of their core business 12 .
There is a need for research on whether links from dataset records to data articles are followed by users. Journals can be partly achieve this by looking at referrals to identify what proportion come from the dataset landing page. It is worth noting that, in general, links to pages also help with Google page rankings, improving the discoverability of both the article and the dataset. However, Google's current policy means that most regular Google searches will demote journal articles in search results. This statement may therefore only be true of Google Scholar searches.
Data Repository Banner Ads
For articles where data repositories are explicitly mentioned (even if a dataset is not formally cited) a banner ad and link to the data repository could be placed on the article page. This would allow readers of the article to get quickly to the repository hosting the data, where they could search for the data or other information. This has been implemented in some journals, although it is not common practice. For example, Elsevier collaborates with selected data repositories to show banner links next to relevant articles on ScienceDirect (Keall, 2012), 13 providing extra visibility for the data repository ( Figure 6 ). Callaghan et al. | 169 pre-generated banner could be added to the paper sidebar. If the article refers to a dataset using a DOI, then the banner could link directly to the DOI landing page. If not, it should link to the main page of the repository. For efficient text mining, a taxonomy and controlled vocabulary list of repository names and identifiers (such as accession numbers) would need to be created. The main drawback for this method is that webpage real estate tends to be congested, so research would be required to determine whether a fixed ad or a flyover image and link would be more appropriate. In addition, a relationship would be needed between the journal and the repository to ensure that the artwork/logo used for the advert is up to date, and the link used is correct and direct.
Geographical Maps
Another example of cross-linking, particularly relevant to Geoscience Data Journal and other Earth Sciences journals, takes advantage of geolocation data present in the dataset's metadata within the repository (or in the DataCite metadata) to plot the locations on an interactive map, enabling readers to quickly and easily view where the observational data were measured. For papers referring to multiple datasets with geolocation metadata, the positions of the locations can be plotted on the same map, giving an indication of the relative locations.
This form of mapping is currently done by Pangaea (Figure 7 ) as a standard part of their dataset catalogue and DOI landing pages, using Google Maps as its base layer. Figure 8 shows an example of how that geolocation data from Pangaea is shown within the Elsevier ScienceDirect article webpage. There are two potential ways of making this cross-link. The first option is to query the dataset's geolocation metadata, as stored in the host repository. Following extraction of this metadata, they can be ingested and added to the dataset metadata, as stored in the journal, and used to plot the dataset spatial extent on a third party map (e.g. Google Maps). The repository would need to provide an API or similar for the journal to query its metadata catalogue. However, because different repositories have different metadata doi:10.2218/ijdc.v9i1.310 schemas, journals will need to create multiple methods for metadata collection, which is not scalable.
The second option involves a recent development in the DataCite metadata schema (DataCite, 2013) which recommends the use of the GeoLocation property (with point and box sub-properties). This would enable the journal to pull geolocation data directly from the DataCite metadata store along with the other metadata properties (such as title, creator, etc.) that it already ingests, allowing the journal to collect geolocation metadata from multiple repositories without having to map from the different repository metadata schemas to a standard schema. This could potentially allow the spatial information of datasets from different data repositories to be shown on the same map. Clicking on the map could send the reader to the dataset landing page, or allow other features, such as zooming in on an area. Another use case would be to allow journal readers to search for papers based on the geographic location or spatial extent of the datasets referred to in the papers.
We believe it is best for journals to ingest the minimum metadata necessary for citation, and all other metadata to remain in a single source, i.e. the data centre. The data journal would then use an API to look up elements of the metadata that it wanted to make use of, such as geolocation metadata to display a map.
A geolocation cross-link is obviously of use to journals in the geosciences but is also the most obvious way to combine multi-disciplinary datasets and seed new research, as was the case in the Jisc-funded Halogen 16 project. However, the idea of an interactive viewer that could be used for a wide range of data types and fields where an interactive display would be useful to readers.
The main disadvantage of this cross-linking approach is the proliferation of different methods to get the required geolocation data from different repositories. Standardisation is therefore key, and the new Geolocation property in the DataCite metadata schema is a promising first step. The EU's INSPIRE directive could also be a route for standardisation, although we believe that the DataCite standard may be more accessible and easier to implement.
As with all interactive features, care must be taken to ensure that the value to the journal reader outweighs the effort involved in implementing them.
Pulling Metadata from the Data Repository into Journal Workflows
The pre-publication metadata can be shared between repositories and journals at the article submission stage and reduces duplication of effort by the author in entering the dataset metadata twice, and ensures consistency of information between the two sites. For data repositories that require significant quantities of metadata, it may be possible to produce a tool that automatically generates a first draft data article in a highly structured format. Such a tool could even operate to produce a downloadable document suitable for editing in a word processing software ready for uploading (in appropriate format) to the journal submission site. At this time however, the interest in data publication is not such that the effort required to generate this tool is warranted. An example of sharing metadata between a repository and a journal can be seen in Figure 9 , where the figshare widget in the article not only provides access to the dataset used in the article, but also enables the dataset to be previewed using open source Callaghan et al. | 171 viewers, provides repository metadata about the dataset (namely number of views, shares, downloads etc), and includes its own dataset legend (Lawrence, 2012) . Figshare provide F1000Research with a line of xml code to install the widget on the article HTML. This is mainly done by email at the time of writing, but figshare are working on an API for automatic creation of the widget code. . The widget provides access to the data in figshare, enables the metadata to be previewed within the article, and provides repository metadata about the dataset (namely number of views, shares, downloads etc.).
A simple manual workflow could be implemented so that the author inputs minimal dataset information, such as the DOI, and the journal's editorial office or production team could use the DOI to locate the metadata and add the necessary information into the journal article. As a first step, a restricted list of data centres would need to be compiled, and access to this service limited to datasets held in those data centres. The data centre would need to provide an API or other mechanism for the journal to ingest the metadata into the journal submission system (see also the PREPARDE project report on repository accreditation). There would also need to be a standardised mapping between the repository metadata and the journal metadata, e.g. core elements of the DataCite metadata schema. This method of cross-linking is currently being investigated with a view to implementation by several other generic repositories, including Dryad, Zenodo and DataVerse. Again, implementation of these embedded widgets requires many-to-many relationships to be built up to map the dataset metadata appropriately, which is not scalable in the long term, though a third party registry and common standards for dataset metadata could go a long way to alleviate this. Standards would also allow automatic ingestion and mapping of metadata. Journal publishers often have multiple editorial systems in place, which are often supplied by a third party and in use by other publishers, so making changes to these editorial systems would be difficult and time consuming.
There is also a question of how much dataset metadata reviewers expect to see on the journal site. Potentially, it would be less confusing for the reviewers and editorial staff to see the dataset metadata on the repository site, rather than mixed in with the article metadata. However, some metadata, e.g. a legend explaining the dataset, and details showing views, downloads, shares and citations are all information that are very useful for the article reader and also help to highlight how valuable the raw data itself may be.
Data Behind the Graph
One of the main aims of data publication is to make the research in articles more easily verifiable and reproducible by enabling the data underlying the article to become more visible. Increased accessibility to the data behind the graph also enables other researchers to make direct comparisons with previously published, or as yet unpublished, results. Where there is a plot in the journal article, clicking on it would redirect the reader to the subset of the data used to create that plot.
The OECD, as part of their ActiveCharts.org project, has provided an interactive site for re-mixing, visualising and sharing various statistics from the OECD's databases. Figure 11 shows an example of one of the graphs, while Figure 12 shows the raw data used to create it. The remixed graph can be shared and saved as a variety of formats for input into presentations, and can also be embedded into webpages. The functionality in ActiveCharts.org could be integrated into journal paper webpages, although at this time embedding an active chart into a webpage only provides 18 Retrieved from: http://activecharts.org/share/a7dd3bae149b2aba5b8f0d895e00d364 the published chart -the user has to click on the link in the shared chart to get back to ActiveCharts.org, where they can then modify the visualisation of the data.
Similar technology has been developed recently by F1000Research, who have released a beta version of a data plotting tool, enabling readers to re-plot raw spreadsheet data, changing the x and y-axis as appropriate. Figure 13 shows the author's plot and the raw data, and Figure 14 shows an example re-plot that a reader or referee could create by changing the x-axis and only plotting a couple of the metrics on the yaxis, thus enabling the data to be 'played with' on the fly within the article itself. tool showing the raw data and the author graph of that data (Nichols et al., 2013) . Figure 14 . An example re-plot of the data in Figure 13 using the F1000-Research data plotting tool.
GDJ is a data journal, and so is primarily concerned with publishing information about datasets without the need for drawing conclusions from the data. For this reason, the figures in GDJ are likely to be examples of representative sections of the dataset being published. At a simple level, for a time-series graph representing, for example, a single day of measurements, it would be possible for the user to click through and download the file containing that day's worth of measurements. This is assuming that the repository can offer download of the data at that resolution, which may not always be the case. The link to that particular file would have to be managed carefully, as it may not be appropriate to assign a DOI to a single file. This also ties in with the issue of citation granularity, where the data behind the graph becomes a citeable entity in its own right, though related to the larger cited dataset. This issue is still being discussed by the community, and as yet, no clear guidance on how to deal with it has emerged.
For most other journals, figures are more likely to be generated from processed data stored on the researcher's local workstation, and will probably not be ingested into a data repository in a formal way, although some journals (e.g. F1000Research) are including the raw data behind all the results published in their articles. Some repositories (e.g. figshare) allow files to be deposited which could contain the data used to generate a single figure, and assign DOIs to those files. In that case, it would be possible to link from the figure to the data file. It is also possible to imagine a mixed ecosystem in the future, where repository-managed data, cross-linked with research articles, exists alongside small, specific, image-related datasets that are hosted alongside, and much more closely bound to, the articles themselves in the form of supporting information.
This method of cross-linking relies on authors being willing and able to submit the exact data subsets they used to create each figure, and therefore may involve additional work, both in producing the subsets, but also archiving them properly (though this may vary according to the journal). There would need to be a general consensus between authors and publishers of the benefits of this additional work towards publication.
Figures submitted to a journal for publication will be transformed by the publication process as a matter of course.
Recommendations and Conclusions
This report has outlined a number of potential methods for cross-linking between journals and repositories for the purposes of data publication, and we have also investigated how they might be implemented in a journal. The first, linking using DOIs, is the most established and has been demonstrated in Geoscience Data Journal and others. Of the many cross-linking examples detailed here, their primary benefit to the reader is in connecting the reader directly to the data that underlies the research publication. This may be done in a variety of different ways, with different costs and benefits associated with each.
There are three main recommendations forthcoming from this work:
1. Standardisation of metadata: For cross-linking to be scalable across multiple journals and data repositories, automatic processes for the linking and sharing of metadata need to be developed. These processes require common standards that are applicable across a wide range of research domains. The project therefore recommends the use of the DataCite metadata schema as a common metadata kernel for sharing and exchanging dataset metadata. It is also recommended that an agreed geolocation standard is implemented, given the wide range of multidisciplinary datasets that can be combined in this way.
2. Use of DOIs and data citation: As DOIs are persistent and actionable links, and are commonly used across the majority of publishers for linking between papers, it is recommended to use them for linking articles to data. This linking should be done in the context of a formal data citation, where other information about the dataset is given, including the creators, title, publishers and date of publication. This project recommends the DataCite citation structure given in the DataCite metadata schema v3.0 (DataCite, 2013), although where appropriate to the scientific domain, other permanent identifiers may be used. Citations of data should be included in the references list of the article, and the journal's author guidelines should be updated to request authors to cite the datasets used in their article (preferably using DOIs).
3. Role of a centralised, third-party registry: There is a role for a centralised, third-party registry and metadata broker in data publication to simplify the IJDC | General Article doi:10.2218/ijdc.v9i1.310 Callaghan et al. | 175 process of passing information between data repositories and journals. As yet this registry does not exist, though some existing initiatives (DataCite, OpenAIRE) provide some aspects of the service that would be required of this registry. Although not data-related, CrossRef also provide some aspects of this registry service. We recommend that this be investigated through the Publishing Data Interest Group of the Research Data Alliance.
