We consider the switched-affine optimal control problem, i.e., the problem of selecting a sequence of affine dynamics from a finite set in order to minimize a sum of convex functions of the system state. We develop a new reduction of this problem to a mixed-integer convex program (MICP), based on perspective functions. Relaxing the integer constraints of this MICP results in a convex optimization problem, whose optimal value is a lower bound on the original problem value. We show that this bound is at least as tight as a similar bound obtained from another well-known MICP reduction (via conversion to a mixed logical dynamical system); our numerical study indicates it is often substantially tighter. Using simple integer-rounding techniques, we can also use our formulation to obtain an upper bound (and corresponding sequence of control inputs). In our numerical study, this bound was typically within a few percent of the optimal value, making it attractive as a stand-alone heuristic, or as a subroutine in a global algorithm such as branch and bound. We conclude with some extensions of our formulation to problems with switching costs and piecewise affine dynamics.
Switched-affine control
A switched-affine system has the form x t+1 = A ut x t + b ut , t = 0, 1, . . . , where x t ∈ R n is the state at time t, u t ∈ {1, . . . , K} is the control input at time t, and A 1 , . . . , A K and b 1 , . . . , b K are given matrices and vectors. At each time period, the control input selects from a given finite set of affine dynamics. We assume, without loss of generality, that (A i , b i ) = (A j , b j ) for i = j. Switched-affine systems arise in various engineering applications, for example as models of switched-mode power supplies and power conversion circuits.
The switched-affine control problem is minimize T t=0 g t (x t ) subject to x t+1 = A ut x t + b ut u t ∈ {1, . . . , K},
where the constraints must hold for t = 0, . . . , T − 1. The problem variables are the system states x 0 , . . . , x T ∈ R n and the control inputs u 0 , . . . , u T −1 . The problem parameters are the dynamics (A i , b i ) for i = 1, . . . , K and the stage cost functions g 0 , . . . , g T . We assume the stage cost functions g t : R n → R ∪ {∞} are convex and extended valued, which allows us to represent convex state constraints in the stage cost function. We define the state constraint set as X t = {x | g t (x) < ∞}, so the objective is infinite unless x t ∈ X t holds for t = 1, . . . , T . We can use g 0 to encode a given initial condition, so that X 0 = {x init }, for some x init ∈ R n . The switched-affine control problem (1) is NP-hard in general, and can be solved globally only at great computational cost (in the worst-case). However, by reformulating it as a mixed-integer convex program (MICP), lower bounds on the optimal value can be obtained by relaxing the integer constraints, and upper bounds can be obtained by applying an integerrounding heuristic to the relaxed solution. These bounds can be used as the basis for a global solver (using, e.g., branch and bound), or alternatively, the rounding procedure can be used as a heuristic to produce a good, if not optimal, sequence of control inputs. The success of both methods (i.e., the run-time of a global solution algorithm, or the quality of the heuristic control input sequence) depends crucially on the MICP reformulation (and the tightness of the bounds it produces).
In this paper, we give a new MICP formulation than achieves better bounds than those obtained from another popular reformulation technique. Although we focus on the specific problem given in (1), we give some extensions of our approach to some related problems in §6.
Previous work
Many approaches exist for optimal control of switched systems; a summary can be found in [Sag09] . Here we mention some particularly relevant techniques.
Reformulation as a mixed logical dynamical system. Switched-affine systems are a special case of hybrid systems, i.e., systems involving continuous and logical dynamics. A standard approach to solve (1), proposed by Bemporad, Torrisi, and Morari [TB04] , is to first convert the switched-affine system into an equivalent mixed logical dynamical (MLD) system, which expresses the system using a combination of linear and binary constraints on the original variables and some auxiliary variables (see [BM99] for details on MLD systems). Minimizing a sum of convex functions of the system states can therefore be expressed as an MICP. We will call this the MLD approach to solving (1), and will briefly describe it in §2.
Disjunctive programming. Problem (1) can be cast as a disjunctive program, i.e., an optimization problem in which decision variables must lie in the union of some sets (see [Bal79] ). Ceria and Soares [CS99] show that minimizing a convex function over the union of convex sets can be equivalently formulated as an MICP, using lifted variables and perspective functions. This technique has seen much application in process engineering (see, e.g., [GT13] ); for some other applications, see [GL12] . Several works apply disjunctive programming to switched-affine optimal control; the first appears to be by Stursberg and Panek [SP02] . Oldenburg and Marquardt [OM05, OM08] give a detailed account of how to formulate complex switched dynamic constraints using a disjunctive programming framework. Disjunctive programming techniques have also been suggested for deriving mixed logical dynamical systems; see [BG06] .
Iterated Bellman inequalities. Wang, O'Donoghue, and Boyd [WOB14] give a method for obtaining lower bounds for several hard optimal control problems, including switchedaffine systems. The bounds are obtained by maximizing a quadratic approximate value function, evaluated over some initial state distribution, while constraining it to be an underestimator of the true value function (using a chain of Bellman inequalities).
Contributions
In this paper, we give a new formulation of (1) as a mixed-integer convex program, based on perspective functions. We can then obtain a lower bound on (1) by relaxing the integer constraints and solving the resulting convex optimization problem. We show that this lower bound is at least as good as the lower bound obtained by relaxing the MICP of the MLD formulation; our numerical study suggests that this difference is often substantial. We also show how to combine our formulation with a simple shrinking-horizon heuristic to get upper bounds on (1). Again, our numerical study suggests that this upper bound is substantially tighter than the upper bound obtained using the same shrinking-horizon heuristic with the MLD formulation.
Our formulation is of course related to, and derivable from, several other approaches, although not in simple or obvious ways. Our formulation is derivable from the standard MICP reformulation procedure for (convex) disjunctive programs, as given in [CS99, GT13] ). However, it differs from the "convex hull" approach followed in [SP02] , which involves minimizing the original objective function over the convex hull of the disjunctive constraints. Instead, our formulation is obtained by first considering an epigraph formulation of (1), then treating all constraints as disjunctive constraints (even if the constraint is the same for all disjunctions); only then do we apply the convex hull relaxation. Our reformulated objective function is therefore the greatest convex function which agrees with the original objective function over the original feasible set.
Our lower bound can also be derived from the approach of [WOB14] (when modified to apply to a finite-horizon problem). In particular, if we take a chain of T Bellman inequalities, and restrict our search to value function under-estimators that are affine (instead of quadratic), then the problem of maximizing the value function under-estimator (evaluated at x init ) is the dual of our formulation.
Outline
In §2, we review an approach to solving (1) by conversion to a mixed logical dynamical system, as given in [BTM01] (we refer to this as the MLD formulation). In §3, we give an alternate MICP formulation based using perspective functions, and we prove its equivalence to (1). In §4, we show that the bound obtained from integer relaxation of the perspectivebased formulation is at least as tight as the corresponding MLD-based lower bound. In §5, we give an example with numerical results, and in §6, we give some extensions of our method to problems similar to (1).
MLD formulation
In this section we review a standard approach to solve (1) by optimizing over an equivalent MLD system, as described in [BTM01] . (For simplicity, we refer to this as the MLD formulation, although other methods for converting switched-affine systems to MLD systems are possible.) Here we make the assumption that the dynamics update expressions are bounded over X t , i.e., m
for all x t ∈ X t for some known vectors m i t , M i t ∈ R n (the inequalities are taken to be elementwise). (When this assumption does not hold, standard practice is to take m i t to be sufficiently small, and M i t sufficiently large, so that they can reasonably be expected not to affect the problem solution. This is often called a big-M method.) Under this assumption, the MLD formulation of (1) is: minimize
where the first, second, and last constraints must hold for t = 0, . . . , T − 1 and i = 1, . . . , K, and the third and fourth must hold for t = 0, . . . , T − 1. In addition to x t , the variables include y i t ∈ R n and s i t , for t = 0, . . . T − 1 and i = 1, . . . , K. This problem can be solved using standard mixed-integer convex programming techniques (e.g., branch and bound).
Bounds and approximate solutions. To get a lower bound on the optimal value of (2), we can relax the integer constraints:
(3) (Here we let the variables s i t be in the interval [0, 1], instead of the two point set {0, 1}.) This problem is convex (hence easily solved), and its optimal value is a lower bound on the optimal value of (1). We call this problem the MLD relaxation of (1).
An upper bound for (1) can by found by choosing an initial condition x 0 and a sequence of switching controls u 0 , . . . , u T −1 , simulating the dynamical system according to x t+1 = A ut x t + b ut , and evaluating the objective function T t=0 g t (x t ). The relax-and-round method for choosing a sequence of switching controls starts from a solutionx t ,z i t ,s i t of the MLD relaxation (3). We then take x 0 =x 0 and u t ∈ argmax i∈{1,...,K}s i t . A more sophisticated (and typically much better) upper bound can be found by taking u 0 ∈ argmax i∈{1,...,K}s i 0 , as in the relax-and-round method. We then compute x 1 = A u 0 x 0 + b u 0 , and repeat the procedure, solving a new relaxed problem with initial state x 1 and horizon length T − 1. This technique requires solving T convex optimization problems of decreasing size. We refer to this as the shrinking-horizon bound (as in [SBZ10] ). It often produces a good, if not optimal, choice of switching controls, as well as an upper bound on the optimal value of the switching control problem. (Of course, these heuristics may also fail to find a feasible point, even if one exists.)
Perspective formulation
In this section we give an alternative formulation of (1) based on perspective functions.
Perspective of a function. Recall that the perspective of an extended-value convex function g : R n → R ∪ {∞} is the function p : R n+1 → R ∪ {∞} defined by: Because θs/ θs + (1 − θ)r ∈ [0, 1], we can apply Jensen's inequality to g to obtain
which is Jensen's inequality for p. Now take x ∈ R n , s > 0, and (y, r) = 0. Then p θx + (1 − θ)y, θs + (1 − θ)r = θsg(θx/θs) = θp(x, s).
Because p(y, r) = 0, this is Jensen's inequality. The remaining cases ((x, s) = (y, r) = 0, and p(x, s) = ∞) satisfy Jensen's inequality trivially.
Perspective formulation. The perspective formulation of (1) is:
where first three constraints must hold for t = 0, . . . , T − 1, and the last constraint must hold for t = 0, . . . , T − 1 and i = 1, . . . K. In addition to x t , the variables are z i t ∈ R n and s i t , for t = 0, . . . T − 1 and i = 1, . . . , K. The function p t is the perspective of g t .
Problem (4) can be solved using an MICP solver. We note that even if g t is closed, p t may not be (e.g., if g t is a norm), which may lead to difficulties representing p t in a numerical solver. This can be readily addressed by adding a small quadratic regularization term to g t .
Proof of equivalence.
To see the equivalence of (1) and (4), take any x t , z i t and s i t (for appropriate t and i) that are feasible for (4) (i.e., they satisfy all constraints, and the objective value is finite). For each t from 0 to T − 1, we have s i t = 1 for exactly one value of i; denote this value as u t . Because the objective is finite, and because s i t = 0 for i = u t , we must also have z i t = 0 for i = u t . The value of the objective is then
and the first constraint implies
Then x t and u t are a feasible point for (1) with the same objective value as our feasible point for (4).
Similarly, if x t and u t are feasible for (1), we define
for t = 0, . . . , T − 1. It is easy to check that x t , z i t , and s i t (for appropriate t and i) satisfy all constraints for (4). We can then apply (5) to show that the objective values of (1) and (4) agree.
Bounds and approximate solutions. The same procedures used to bound the optimal value of (2) can be used to bound the optimal value of (4), or produce an approximate solution. To obtain a lower bound, we solve a relaxation of (4):
We call this the perspective relaxation of (1). The same relax-and-round and shrinkinghorizon methods can be used to find an approximately optimal choice of switching controls, and therefore also an upper bound on the optimal value of (1).
Comparison of lower bounds
In this section we prove that the lower bound obtained from the perspective relaxation (6) is at least as tight as the bound from the MLD relaxation (3). To do this, we will show that, given an arbitrary feasible point for (6), we can construct a feasible point for (3) with lower objective objective value. We only treat the case in which the assumption of §2 holds; otherwise, the MLD method cannot be used.
In particular, suppose x t , z i t , and s i t (for appropriate values of t and i) are a feasible point for (6). From the definition of perspective, for p t to be finite (and thus for our point to be feasible), we must have z 
for all i and j, and all t = 0, . . . , T − 1.
Constraint satisfaction. Now we show that by defining y
we have that x t , y i t , and s i t satisfy all constraints of (3). The first constraint is obtained by applying (7) with j = i, and noting that the middle term is equal to y i t . We now consider the second constraint. By summing (7) over all j = i, and using , and noting equivalence with the first constraint of (6). Finally, the last two constraints are equivalent to constraints of (6).
Rearranging these inequalities yields
Objective bound. We now show the objective value of the new point for (3) is lower than that of the original point for (6). The objective of (3) is
where I t = {i | s i t = 0}. We are justified in replacing x t with this sum because
Because p t (z 
Example
In this section we give numerical results for a specific example, linear-quadratic switching control, with stage cost function
The function g 0 is used to encode an initial condition, so that
The perspective of g 0 is
In this case (4) is a mixed-integer second-order cone program, and can be solved using several available solvers, such as ECOS-BB, an extension of ECOS [DCB13] , and MOSEK [AA00] . The mean and median of the ratio of each bound to the optimal value, as well as the percentage of instances for which the bound is infinite, for the randomly generated instances of the linear-quadratic switching control example.
Tightness of bounds.
To test the tightness of the various bounds, we generated 250 random instances of the linear-quadratic switching control problem, with state dimension n = 3, K = 5 different switched dynamics, horizon length T = 20, stage cost matrix Q = I, and state bound x max = 3. (We chose relatively small problems so they could be solved globally in reasonable time. Our formulation, however, scales to problems with far larger dimensions.) The dynamics matrices were randomly chosen as A i = I + 0. 
. . , T , where each element of the vector a i is the ℓ 1 -norm of the corresponding row of A i ). For each random instance we first computed the optimal value by solving the mixed integer problem (4) globally, using CVX [GB14, GB08] , with MOSEK [AA00] as the solver. All 250 instances were feasible. We then computed four bounds on the optimal value: two lower bounds from the relaxations (3) and (6), and two upper bounds from shrinking-horizon heuristic based on (3) and (6). For each instance, the bounds were scaled by the optimal value, so that the lower bounds are between 0 and 1, and the upper bounds are 1 or greater.
The means and medians of the four (scaled) bounds across the 250 instances are shown in table 1. Because the shrinking horizon bounds resulted in an upper bound of ∞ for some instances (even though all problem instances were feasible), the means of both upper bounds are infinite; we also show in table 1 the fraction of instances for which each upper bound is infinite. Note that the median of the shrinking-horizon bound using the perspective formulation is 1.03, meaning that in the majority of instances, this heuristic produced a bound within three percent of the optimal value. The histograms of all four bounds are shown in figure 1.
Solve time. We also performed a simple comparison of the time required to solve the MLD formulation (2) and the perspective formulation (4) globally. We used the same numerical parameter values that we used for comparing the tightness of the bounds; however, due to the difficulty of solving (2) globally, we consider only the first 10 of the 250 instances, and we terminated the solver if it took longer than 10 5 seconds. We used CVX with MOSEK, The global solve times of the MLD formulation (2) and the perspective formulation (4). Points below the black line were solved more quickly using (4) than (2). Points on the dotted red line were terminated early.
running on a Linux machine with an AMD A6-3600 processor. The results are shown in figure 2. Using the MLD formulation, the mean solve time was around 14 hours (with half of the instances terminated by time-out) The mean solve time for (4) was around 10 minutes, and the maximum solve time was 1 hour.
Extensions
We conclude with some extensions of the perspective-based reformulation for problems that are not in the form of problem (1).
Switching costs. To incorporate switching costs, we add T −1 t=0 h t (u t−1 , u t ) to the objective of (1), where h t (i, j) > 0 is the cost of transitioning from dynamics i to dynamics j. We take u −1 ∈ {1, . . . , K} to be a known parameter. (Intuitively, u −1 gives the dynamics applied just before our problem begins.) An equivalent MICP is obtained by adding to the objective of (4). Switch-dependent stage costs. In some applications, the stage cost function may depend on u t , so that the objective of (1) becomes
