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1. Introduction
Weopen this sectionwith some notations: For amatrix A,M (A), A′, A−, A+, rk(A), tr(A), λ(A) denote the linear subspace
spanned by the columns ofmatrix, transpose, g-inverse,Moore–Penrose inverse, rank, trace, maximumeigenvalue ofmatrix
A, respectively. The n× n identity matrix is denoted by In. The space of all p× qmatrices and the space of all n-dimension
vectors are denoted by Rp×q and Rn, respectively.
Let us consider the general multivariate linear model
Y = XB+ ε,
E(Vec(ε)) = 0, Cov(Vec(ε)) = σ 2∆⊗Σ, (1.1)
where Y = (y1, y2, . . . , yn)′ is an n × q matrix of observable random variables. X is a known n × p matrix of full column
rank. B is an unknown p× q regression coefficient matrix. ε is an n× q unobservable random matrix.∆ andΣ are known
q × q and n × n nonnegative definite matrices, respectively. σ 2 > 0 is an unknown parameter. Vec(ε) denotes the vector
made of the columns of ε. E(·) and Cov(·) denote the expectation and covariance matrix of random vector, respectively.
For estimating the unknown parameter B, we concern ourselves with the minimaxity of linear functions of Y , i.e., matrix
linear estimators. We denote £ by the class of all matrix linear estimators of B. i.e.,
£ = {LY |L is any p× n real constant matrix} .
To evaluate matrix estimators D(Y ) of B, For every B ∈ Rp×q and σ 2 > 0, we define the loss function of D(Y ) as
Lθ (B, σ 2;D(Y )) = θ tr(Y − XD(Y ))
′(Y − XD(Y ))+ (1− θ)tr(D(Y )− B)′X ′X(D(Y )− B)
σ 2tr(∆)+ tr(B′X ′Σ+XB) . (1.2)
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Here θ ∈ [0, 1] is a weight coefficient. The numerator of the loss function Lθ is proposed by using the idea of Zellner’s [20]
balanced loss. In the loss function (1.2), we choose the denominator σ 2tr(∆) + tr(B′X ′Σ+XB) such that the maximum
risk function of D(Y ) does not rely on parameters σ 2 and B. The way of choosing the denominator is similar to the one
used by Yu [19]. Zellner’s balanced loss function takes both precision of estimation and goodness of fit of model into
account. Therefore, it is a more comprehensive and reasonable standard than quadratic loss and residual sum of squares.
It has attracted considerable attention in the literature under different setups. For more details, the readers are referred to
Rodrigues and Zellner [12], Giles et al. [4], Ohtani et al. [9], Ohtani [10,11], Gruber [5], Jozani et al. [8], Arashi [1], Xu and
Wu [17], Hu and Peng [6,7], and Cao [3].
We also denote D by the space of all matrix estimators D(Y ) of B such that the expected value of the loss Lθ is finite. It
should be noted that £ is included in D .
For every B ∈ Rp×q and σ 2 > 0, we define the risk function of D(Y ) as
RLθ (B, σ
2;D(Y )) = E(Lθ (B, σ 2;D(Y ))).
If the element is finite, thus the optimality of an estimator D0(Y ) ∈ D , such as domination, admissibility, minimaxity and so
on, is evaluated by its risk in the range spaces of risk function. This paper only deals with the minimax estimator of B, which
is defined as follows.
Definition 1.1. D∗(Y ) is said to be a minimax estimator, if
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2;D∗(Y )) = inf
D(Y )∈D
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2;D(Y )).
Some results related to admissible and minimax estimators of the normal mean matrix have been established. For
example, Berger et al. [2] and Tsukuma [13–15] investigated Bayesian hierarchicalmodels for estimation of the normalmean
matrix. Some common properties of minimax estimators were discussed in their work. Firstly, mostminimax estimators are
nonlinear shrinkage estimators. Secondly, the estimate class considered there is the class of all estimators, whichmakes the
estimator be studied for normal populations. Since we discuss theminimaxity of estimators in the class of linear estimators,
we do not need the normal assumption. Meanwhile, we only need to compare the performance of all linear estimators, but
do not need to take into account the comparison between linear estimators and nonlinear estimators when using linear
estimators in practice. Moreover, it is a problem whether linear estimators are minimax in the class of linear estimators
since we need to obtain the linear minimax estimator in the class of linear estimators before studying the minimaxity
of linear estimators in the class of all estimators. Therefore, it is motivated to study matrix linear minimax estimators of
regression coefficient in linear model (1.1). In the literature, a lot of vector linear minimax estimators of estimable functions
of regression coefficient in linear estimators class have been provided under quadratic loss. For example, Xu [16] obtained
linear minimax estimators of estimable functions of regression coefficient in the class of linear estimators when covariance
matrix is positive definite. Yu [18] extended the result to the linear model with the nonnegative definite covariance
matrix and obtained the minimax estimators in a subset of homogeneous linear estimators class. For the stochastic effects
linear model, Yu [19] studied the linear minimax estimator of stochastic regression coefficients and parameters under
quadratic loss function. However, no systematic work has been done about the minimaxity of linear estimators in a general
multivariate linear model allowing for relations between the nonnegative definite covariance matrix and the design matrix
under a balanced loss function.
In this paper, under balanced loss function (1.2), we give the matrix linear minimax estimators of regression coefficient
matrix in a linear model with the nonnegative definite covariance matrix, allowing for relations between the design matrix
and the covariance matrix, and prove the uniqueness of matrix linear minimax estimators in the sense of almost surely on
the suitable hypotheses.
The rest of this paper is organized as follows. In Section 2, we give the main results. Proofs of main results are presented
in Section 3. Concluding remarks are given in Section 4.
2. Main results
In the following, we first give some preliminaries. Suppose rk(Σ) = r and let Q = (Q1,Q2) be an orthogonal matrix such
that
Q ′ΣQ =

Λ 0
0 0

, Λ = diag(λ1, λ2, . . . , λr)with λi > 0, i = 1, 2, . . . , r.
HereQ1 ∈ Rn×r ,Q2 ∈ Rn×(n−r). Obviously,Σ = Q1ΛQ ′1,Σ+ = Q1Λ−1Q ′1,Q2Q ′2 = In−Σ+Σ,M (X ′) = M (X ′Q1)+M (X ′Q2).
Let V = X ′X, S = (1− θ)V− 12 X ′X . Since µ(S ′) ⊂ µ(X ′), SB is estimable and
S = (1− θ)V− 12 X ′Q1Q ′1X + (1− θ)V−
1
2 X ′Q2Q ′2X , T1Q
′
1X + T2Q ′2X, (2.1)
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where T1 = (1− θ)V− 12 X ′Q1, T2 = (1− θ)V− 12 X ′Q2. If µ(X ′Q1) and µ(X ′Q2) are the orthogonal subspace of Rp, then the
decomposition of (2.1) is unique. It is easy to verify that the decomposition of (2.1) is unique if and only if ΣXX ′(In −
Σ+Σ) = 0.
We now consider the minimaxity of LY ∈ £ for estimating B. To examine the minimaxity of LY under the loss function
Lθ , we need to restrict the space of covariance matrixΣ and the estimate class £. We define the restricted space as
V = {Σ |ΣXX ′(I −Σ+Σ) = 0,Σ ≥ 0},
and the restricted estimate class as
£0 =

LY |L is any p× n real constant matrix and LQ2Q ′2X = V−1X ′Q2Q ′2X

.
In the following, we will give the motivation of the restricted space V and the estimate class £0, respectively.
Lemma 2.1. In linear model (1.1), if LY ∈ £ and Σ ∈ V , then sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) exists if and only if LQ2Q ′2X =
V−1X ′Q2Q ′2X. Moreover, sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = h(L˜). Here h(L˜) = max{f (L˜), g(L˜)}, f (L˜) = C2 + tr(L˜Σ L˜′), g(L˜) =
λ

(L˜Q1 − T1)Λ 12 PΛ 12 (L˜Q1 − T1)′

, C2 = tr(θΣ − θ2V−1X ′ΣX), P = Λ− 12Q ′1X(X ′Σ+X)−1X ′Q1Λ−
1
2 , L˜ = V 12 (L− θV−1X ′).
Proof. According to the definition of RLθ (B, σ
2; LY ), we have
RLθ (B, σ
2; LY ) = σ
2tr(∆)f (L˜)+ tr(L˜XB− SB)′(L˜XB− SB)
σ 2tr(∆)+ tr(B′X ′Σ+XB) .
Therefore,
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = max
f (L˜), supB∈Rp×q
B≠0
tr(L˜XB− SB)′(L˜XB− SB)
tr(B′X ′Σ+XB)
 . (2.2)
Since LQ2Q ′2X = V−1X ′Q2Q ′2X , that is L˜Q2Q ′2X = T2Q ′2X , then
sup
B∈Rp×q
B≠0
tr(L˜XB− SB)′(L˜XB− SB)
tr(B′X ′Σ+XB)
= sup
B∈Rp×q
B≠0
tr(L˜Q1Q ′1XB− T1Q ′1XB)′(L˜Q1Q ′1XB− T1Q ′1XB)
tr(B′X ′Σ+XB)
.
Now suppose that {ξ1, . . . , ξqk} is a set of standard orthogonal basis onM

Iq ⊗Λ− 12Q ′1X

, where k = rk

Λ−
1
2Q ′1X

. Let
ξ = (ξ1, . . . , ξqk), then P = ξξ ′, and we have
sup
B∈Rp×q
B≠0
tr(L˜Q1Q ′1XB− T1Q ′1XB)′(L˜Q1Q ′1XB− T1Q ′1XB)
tr(B′X ′Σ+XB)
= sup
B∈Rp×q
B≠0
Vec ′(B)[Iq ⊗ X ′Q1(L˜Q1 − T1)′(L˜Q1 − T1)Q ′1X]Vec(B)
Vec ′(B)(Iq ⊗ X ′Σ+X)Vec(B)
= sup
η∈Rqk
η≠0
η′ξ ′[Iq ⊗Λ 12 (L˜Q1 − T1)′(L˜Q1 − T1)Λ 12 ]ξη
η′ξ ′ξη
= λ[(L˜Q1 − T1)Λ 12 PΛ 12 (L˜Q1 − T1)′] = g(L˜),
which combines with (2.2) to establish sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = h(L˜).
On the other hand, if sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) exists, let sup B∈Rp×q
B≠0
tr(L˜XB−SB)′(L˜XB−SB)
tr(B′X ′Σ+XB) = a, then tr(L˜XB− SB)′(L˜XB− SB) ≤
atr(B′X ′Σ+XB) for every B. SinceΣXX ′(In −Σ+Σ) = 0, suppose B = (X ′Q2Q ′2X)+X ′Q2(LQ2 − T2)′T , where T ∈ Rp×q, then
we have
(L˜Q1 − T1)Q ′1XB = (L˜Q1 − T1)Q ′1XX ′Q2(Q ′2XX ′Q2)+(LQ2 − T2)′T = 0.
In a similar way, we have B′X ′Σ+XB = 0. Consequently, B′(L˜Q2Q ′2X − T2Q ′2X)′(L˜Q2Q ′2X − T2Q ′2X)B = 0 for every B, this is
equivalent to L˜Q2Q ′2X = T2Q ′2X , that is, LQ2Q ′2X = V−1X ′Q2Q ′2X . 
This lemma implies that condition LQ2Q ′2X = V−1X ′Q2Q ′2X makes the maximum risk function of LY only rely on the
unknown matrix L. This means that it is sufficient to study the matrix linear minimax estimator of B in £0 ifΣ ∈ V .
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Lemma 2.2. In linear model (1.1), if Σ ∈ V and LY ∈ £0, then
inf
LY ∈£0
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2; LY )
exists.
Proof. Let LY ∈ £0, thenwe have L˜ = T2Q ′2X(X ′(In−Σ+Σ)X)+X ′(In−Σ+Σ)+N(In−P0), where P0 = (In−Σ+Σ)X(X ′(In−
Σ+Σ)X)+X ′(In −Σ+Σ),N ∈ Rp×n. Now, we have
f (L˜) = C2 + tr(NΣN ′) , f (N),
g(L˜) = λ[(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′] , g(N).
Therefore,
h(L˜) = max{f (L˜), g(L˜)} = max{f (N), g(N)} , h(N).
According to Lemma 2.1, infLY ∈£0 sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) exists if and only if for LY ∈ £0, h(L˜) assumes theminimum value.
That is, for N ∈ Rp×n, h(N) assumes the minimum value. In fact, if f (N) = C2, then h(N) = max{C2, g(N)}. Obviously, it
has a minimum value. If f (N) ≠ C2, that is, tr(NΣN ′) ≠ 0, then NQ1 ≠ 0. Therefore, h(N) = max{C2 + tr(NQ1ΛQ ′1N ′),
λ[(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′]} is a nonnegative continuous function of N , and lim tr(NN′)→+∞
tr(NΣN′)≠0
h(N) = +∞, which yields
that h(N) has a minimum value. According to the above situations, we know that h(N) assumes the minimum value, that is,
infLY ∈£0 sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) exists. 
This lemma shows that there exists a matrix linear minimax estimator of B in £0, and that L∗Y ∈ £0 is a matrix linear
minimax estimator of B if and only if there exists N∗ ∈ Rp×n which minimizes h(N). Here L∗ = θV−1X ′+ (1− θ)V−1X ′P0+
V−
1
2N∗(In − P0). It can be seen from the above lemmas that the condition Σ ∈ V guarantees the matrix linear minimax
estimator exists in £0.
We now suppose that the singular value decomposition of matrix T1Q ′1X(X ′Σ+X)−1X ′Q1Λ
− 12 is
T1Q ′1X(X
′Σ+X)−1X ′Q1Λ−
1
2 = K

F 0
0 0

R′,
where F = diag(f1, f2, . . . , ft) with f1 ≥ f2 ≥ · · · ≥ ft > 0, t = rk

T1Q ′1X(X ′Σ+X)−1X ′Q1Λ
− 12

, K and R are p × p and
r × r orthogonal matrices, respectively.
We denote
Ci =

i
j=1
(fj − fi)2 + C2
 1
2
, i = 1, 2, . . . , t,
m = max
1≤i≤t
{i : Ci ≤ fi} , (2.3)
and
Jf =
m
i=1
f 2i + C2
m
i=1
fi +

m
i=1
fi
2
− (m− 1)

m
i=1
f 2i + C2
 .
Obviously, we have
Ct ≥ Ct−1 ≥ · · · ≥ C1 = |C | > 0,
and
C2 +
m
i=1
(fi − Jf )2 = J2f .
Suppose F1 = diag(f1, . . . , fm), F2 = diag(fm+1, . . . , ft), and Γf = diag(f1− Jf , . . . , fm− Jf ). Let K1 be the firstm columns
of matrix K . Then we have the following results.
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Theorem 2.1. Under linear model (1.1) and loss function (1.2), let Σ ∈ V ,M ∈ Rp×n, then the following statements hold:
(1) if C1 ≤ f1, then L1Y is a matrix linear minimax estimator of B in £0 and
inf
LY ∈£0
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = J2f ,
where L1 = θV−1X ′ + (1− θ)V−1X ′P0 + V− 12 K1(Im − Jf F−11 )K ′1T1Q ′1X(X ′Σ+X)−1X ′Σ+ +M(In −Σ+Σ)(In − P0).
(2) if C1 > f1, then L2Y is a matrix linear minimax estimator of B in £0 and
inf
LY ∈£0
sup
B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = C2,
where L2 = θV−1X ′ + (1− θ)V−1X ′P0 +M(In −Σ+Σ)(In − P0).
Theorem 2.2. Under linear model (1.1) and loss function (1.2), let Σ ∈ V , then any two matrix linear minimax estimators of B
in £0 are equal with probability 1, that is, L1Y (or L2Y ) is the unique matrix linear minimax estimator of B if C1 ≤ f1(or C1 > f1),
where L1 and L2 are the same as that given in Theorem 2.1.
Corollary 2.1. In linear model (1.1), if Σ > 0, then the following statements hold:
(1) if C1 ≤ f1, then θV−1X ′Y + (1− θ)V− 12 K1(Im − Jf F−11 )K ′1V
1
2 (X ′Σ−1X)−1X ′Σ−1Y is the unique linear minimax estimator
of B in £.
(2) if C1 > f1, then θV−1X ′Y is the unique linear minimax estimator of B in £.
In the following, motivated by a referee’s suggestion, we will give an example to illustrate the use of the above results.
Now we first give the following lemma.
Lemma 2.3. In linear model (1.1), let Σ ∈ V , then V−1X ′Y is the unique matrix linear minimax estimator of B in £ under loss
Lθ1 , where Lθ1 is defined as Lθ1(B, σ
2;D(Y )) = tr(Y−XD(Y ))′(Y−XD(Y ))
σ 2tr(∆)+tr(B′X ′Σ+XB) .
Example 2.1. Suppose the considered model is such that
Y = B+ ε,
E(Vec(ε)) = 0, Cov(Vec(ε)) = σ 2∆⊗ In. (2.4)
According to the model (2.4), we have Σ = X = In and n = p. Therefore, C2 = θ(1 − θ)n, K = R = In, F = (1 − θ)In,
f1 = f2 = · · · = fn = 1− θ and C1 = [θ(1− θ)n] 12 . By Corollary 2.1, the following statements hold:
(1) If 0 ≤ θ ≤ 1n+1 , then Y − (1− θ) nn(1−θ)+√n(1−θ)(1−nθ)Y is the unique minimax estimator of B in £.
(2) If 1n+1 < θ ≤ 1, then θY is the unique minimax estimator of B in £.
It is interesting to observe that the unique minimax estimator is a linear shrinkage estimator according to the example.
Furthermore, if 1n+1 < θ ≤ 1, the unique linear minimax estimator θY is approaching closely to the unique minimax
estimator of B under loss Lθ1 with θ increasing. Correspondingly, the goodness of fit of model plays a more important role
in the balanced loss function with θ increasing towards 1.
3. Proofs
3.1. Useful lemma
In order to prove Theorem 2.1, we first give some lemmas.
Lemma 3.1. If N ∈ Rp×n minimizes h(N), then C2 + tr(NΣN ′) = λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

, where h(N) =
max

C2 + tr(NΣN ′), λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

.
Proof. Now, let us prove it by contradiction. If C2+tr(NΣN ′) > λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

, then letN1 = (1−a)N ,
where a > 0 is small enough. By direct operations, we have
C2 + tr(N1ΣN ′1) = C2 + (1− a)2tr(NΣN ′) < C2 + tr(NΣN ′),
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and
λ

(N1Q1 − T1)Λ 12 PΛ 12 (N1Q1 − T1)′

= λ

((NQ1 − T1)− aNQ1)Λ 12 PΛ 12 ((NQ1 − T1)− aNQ1)′

≤ λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

+ a2λ

NQ1Λ
1
2 PΛ
1
2Q ′1N
′

+ aλ

−(NQ1 − T1)Λ 12 PΛ 12Q ′1N ′ − NQ1Λ
1
2 PΛ
1
2 (NQ1 − T1)′

.
For any a > 0 sufficiently small, we have
a2λ

NQ1Λ
1
2 PΛ
1
2Q ′1N
′

+ aλ

−(NQ1 − T1)Λ 12 PΛ 12Q ′1N ′ − NQ1Λ
1
2 PΛ
1
2 (NQ1 − T1)′

< C2 + tr(NΣN ′)− λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

.
Hence,
λ

(N1Q1 − T1)Λ 12 PΛ 12 (N1Q1 − T1)′

< C2 + tr(NΣN ′).
Therefore, h(N1) < C2 + tr(NΣN ′) = h(N), which is a contradiction to the assumption of this lemma.
On the other hand, if C2+ tr(NΣN ′) < λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

, then let N2 = T1Q ′1+ (1−a)(NQ1Q ′1−T1Q ′1),
where a > 0 is sufficiently small. By direct operation, we have
λ

(N2Q1 − T1)Λ 12 PΛ 12 (N2Q1 − T1)′

= λ (N2Q1Q ′1 − T1Q ′1)X(X ′Σ+X)−1X ′(N2Q1Q ′1 − T1Q ′1)′
= (1− a)2λ (NQ1Q ′1 − T1Q ′1)X(X ′Σ+X)−1X ′(NQ1Q ′1 − T1Q ′1)′
= (1− a)2λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

< λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

,
and
C2 + tr(N2ΣN ′2) = C2 + tr(N2Q1ΛQ ′1N ′2)
= C2 + tr(N2Q1Q ′1Q1ΛQ ′1Q1Q ′1N ′2)
= C2 + tr[(NQ1Q ′1 + aT1Q ′1 − aNQ1Q ′1)Q1ΛQ ′1(NQ1Q ′1 + aT1Q ′1 − aNQ1Q ′1)′]
= C2 + tr(NΣN ′)+ a2tr[(T1Q ′1 − N)Σ(T1Q ′1 − N)′] + 2atr[(T1Q ′1 − N)ΣN ′]
for any a > 0 sufficiently small, we have
a2tr

(T1Q ′1 − N)Σ(T1Q ′1 − N)′
+ 2atr[(T1Q ′1 − N)ΣN ′]
< λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

− C2 − tr(NΣN ′).
Consequently, we have
C2 + tr(N2ΣN ′2) < λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

,
Hence, h(N2) < λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

= h(N), which contradicts the assumption of this lemma. Therefore,
C2 + tr(NΣN ′) = λ

(NQ1 − T1)Λ 12 PΛ 12 (NQ1 − T1)′

. 
Lemma 3.2. If N ∈ Rp×n minimizes h(N), then there exists a diagonal matrix Γ = diag(h1, h2, . . . , ht) with 0 ≤ hi ≤ fi, i =
1, 2, . . . , t such that NQ1Q ′1 = K

Γ 0
0 0

R′Λ−
1
2Q ′1.
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Proof. Let NQ1Q ′1 = KAR′Λ−
1
2Q ′1, where A = K ′NQ1Λ
1
2 R =

A11 A12
A21 A22

, A11 = (aij)t×t . Suppose
hi =
aii 0 ≤ aii ≤ fi
0 aii ≤ 0
fi aii > fi
i = 1, 2, . . . , t,
and Γ = diag(h1, h2, . . . , ht),N3Q1Q ′1 = K

Γ 0
0 0

R′Λ−
1
2Q ′1.
In the following, let us prove NQ1Q ′1 = N3Q1Q ′1. If NQ1Q ′1 ≠ NQ1Λ
1
2 PΛ−
1
2Q ′1, then let N4 = NQ1Λ
1
2 PΛ−
1
2Q ′1. Obviously,
NQ1Q ′1X = N4Q1Q ′1X and (N − N4)ΣN ′4 = 0. Now, we have
f (N) = f (N4)+ tr[(N − N4)Σ(N − N4)′]
= f (N4)+ tr[(NQ1 − N4Q1)Λ(NQ1 − N4Q1)′]
which together with NQ1 ≠ N4Q1 establishes f (N) > f (N4). On the other hand, we have g(N4) = g(N), then h(N4) ≤ h(N),
which is a contradiction to the assumption of this lemma. Therefore, NQ1Q ′1 = NQ1Λ
1
2 PΛ−
1
2Q ′1. Thus
(NQ1 − T1)Λ 12 P = NQ1Λ 12 − T1Q ′1X(X ′Σ+X)−1X ′Q1Λ−
1
2
= K

A11 − F A12
A21 A22

R′,
and
g(N) ≥ λ[(A11 − F)′(A11 − F)] ≥ max
1≤i≤t
[(aii − fi)2] ≥ max
1≤i≤t
[(hi − fi)2].
By direct operations, we have
g(N3) = λ

PR

(Γ − F)(Γ − F)′ 0
0 0

R′P

≤ max
1≤i≤t
[(hi − fi)2].
Hence, g(N) ≥ g(N3). On the other hand, we have
f (N) = C2 + tr(NQ1Q ′1Q1ΛQ ′1Q1Q ′1N ′) = C2 + tr

A11 A12
A21 A22

A11 A12
A21 A22
′
.
If NQ1Q ′1 ≠ N3Q1Q ′1, then f (N) > f (N3). Therefore, h(N3) ≤ h(N), that is, h(N3) also assumes a minimum value. According
to Lemma 3.1, we have g(N) > g(N3). Thus, h(N3) < h(N), which contradicts the assumption of this lemma. Therefore,
NQ1Q ′1 = N3Q1Q ′1. 
Lemma 3.3. If C1 ≤ f1 and h(N) assumes the minimum value, then NQ1Q ′1 = K1Γf R′1Λ−
1
2Q ′1 and h(N) = J2f .
Proof. It follows from Lemma 3.2 that
NQ1Q ′1 = K

Γ 0
0 0

R′Λ−
1
2Q ′1.
The matrices K , R,Γ , F can be written in the partitioned form
K = (K1, K2, K3), R = (R1, R2, R3), Γ =

Γ1 0
0 Γ2

,
where Γ1 = diag(h1, . . . , hm), Γ2 = diag(hm+1, . . . , ht), and K ′1K1 = R′1R1 = Im. We now have
h(N) = max

C2 +
t
i=1
h2i , (f1 − h1)2, . . . , (ft − ht)2

.
Denote
N5Q1Q ′1 = K1Γ1R′1Λ−
1
2Q ′1.
If Γ2 ≠ 0, then we have
f (N) > f (N5),
g(N5) = max{(f1 − h1)2, . . . , (fm − hm)2, f 2m+1, . . . , f 2t }.
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If g(N5) < g(N), thenwe candeduce from the inequality f (N) > f (N5) that h(N5) < h(N), which contradicts the assumption
thatNminimizes h(N). If g(N5) = g(N), thenwehave h(N5) = h(N), that is, h(N5) assumes aminimumvalue. It then follows
from Lemma 3.1 that f (N) = f (N5), which is a contradiction to the inequality f (N) > f (N5), and hence g(N5) > g(N), that
is,
max{(f1 − h1)2, . . . , (fm − hm)2, f 2m+1, . . . , f 2t } > max{(f1 − h1)2, . . . , (ft − ht)2}.
This together with f1 ≥ f2 ≥ · · · ≥ ft > 0 yields f 2m+1 > (fi − hi)2, i = 1, 2, . . . , t and
f 2m+1 > C
2 +
t
i=1
h2i . (3.1)
Inequality 0 ≤ hi ≤ fi together with fm+1 > fi − hi establishes
0 ≤ fi − fm+1 < hi, i = 1, 2, . . . ,m.
It then follows from the definition of the numberm that
f 2m+1 < C
2 +
m
i=1
h2i
which contradicts the inequality (3.1), and hence Γ2 = 0. Therefore, NQ1Q ′1 = K1Γ1R′1Λ−
1
2Q ′1. If equality C2 +
m
i=1 h
2
i =
(f1 − h1)2 = · · · = (fm − hm)2 does not hold, then we might as well assume
C2 +
m
i=1
h2i > (fl − hl)2 = min1≤i≤m{(fi − hi)
2}. (3.2)
If hl > 0, we take b ∈ (0, hl) such that
(fl − (hl − b))2 ≤ max
1≤i≤m
{(fi − hi)2}.
Denote
N6Q1Q ′1 = K1ΓblR′1Λ−
1
2Q ′1
where Γbl = diag(h1, . . . , hl−1, hl − b, hl+1, . . . , hm), then f (N6) < f (N) and g(N6) = g(N), which contradicts Lemma 3.1.
If hl = 0, inequality fl ≥ fl+1 ≥ · · · ≥ fm together with Eq. (3.2) yields hl = hl+1 = · · · = hm = 0, fl = fl+1 = · · · = fm
and fl ≤ fi − hi, i = 1, 2, . . . , l. Therefore C2 +mi=1 h2i ≤ f 2l , which is a contradiction to Eq. (3.2). Consequently, we have
C2 +
m
i=1
h2i = (f1 − h1)2 = · · · = (fm − hm)2. (3.3)
According to the definition of the numberm, Eq. (3.3) is consistent and its solution is hi = fi− Jf , i = 1, 2, . . . ,m. Moreover,
we have C2 +mi=1 h2i = J2f . Hence, hi = fi − Jf , i = 1, 2, . . . ,m, C2 +mi=1 h2i = J2f . Therefore, NQ1Q ′1 = K1Γf R′1Λ− 12Q ′1
and h(N) = J2f . 
3.2. Proofs of main results
Proof of Theorem 2.1. Firstly, let us prove the result (1). By the conditions of this theorem and Lemma 3.3, we know that
h(N) assumes theminimumvalue provided thatNQ1Q ′1 = K1Γf R′1Λ−
1
2Q ′1. This impliesN = K1Γf R′1Λ−
1
2Q ′1+M1(In−Σ+Σ),
whereM1 ∈ Rp×n. Therefore, the matrix linear minimax estimator of B is
L˜Y = T2Q ′2X(X ′(In −Σ+Σ)X)+X ′(In −Σ+Σ)Y
+ K1Γf R′1Λ−
1
2Q ′1(In − P0)Y +M1(In −Σ+Σ)(In − P0)Y . (3.4)
Since T1Q ′1X(X ′Σ+X)−1X ′Q1Λ
− 12 = K1F1R′1 + K2F2R′2, we have
K1Γf R′1Λ
− 12Q ′1 = K1Γf F−11 K ′1(K1F1R′1 + K2F2R′2)Λ−
1
2Q ′1
= K1(Im − Jf F−11 )K ′1T1Q ′1X(X ′Σ+X)−1X ′Σ+,
which together with Eq. (3.4), L˜ = V 12 L− θV−1X ′ andM = V− 12M1 yields the result (1).
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In the following, let us prove the result (2). It is easy to verify thatm given in Eq. (2.3) does not exist if C1 > f1. Hence,Γ1 =
Γ2 = 0. Therefore, NQ1Q ′1 = 0which implies that N = M1(In−Σ+Σ). This together with L∗ = θV−1X ′+ (1−θ)V−1X ′P0+
V−
1
2N∗(In − P0) yields that the linear minimax estimator of B is θV−1X ′Y + (1− θ)V−1X ′P0Y +M(In −Σ+Σ)(In − P0)Y .
Moreover, infLY ∈£0 sup B∈Rp×q
σ2>0
RLθ (B, σ
2; LY ) = C2. 
Proof of Theorem 2.2. We only prove the result when C1 ≤ f1, since another result can be proved in a similar way. Let
L1Y and L2Y are any two matrix linear minimax estimators of B in £0, It then follows from Theorem 2.1 that there exists
M2 ∈ Rp×n such that L1Y − L2Y = M2(I −Σ+Σ)(In − P0)Y . According to the definition of P0, we have
E(L1Y − L2Y ) = 0, D(L1Y − L2Y ) = 0,
that is, P(L1Y = L2Y ) = 1. 
Proof of Corollary 2.1. IfΣ > 0, then £0 = £,Q2 = 0,Σ+ = Σ−1 andΣXX ′(I −Σ+Σ) = 0. By Theorems 2.1 and 2.2, the
results of Corollary 2.1 hold. 
Proof of Lemma 2.3. By direct computation, we have
sup
B∈Rp×q
σ2>0
RLθ1 (B, σ
2; V−1X ′Y ) = tr(Σ − V−1X ′ΣX)
and for LY ∈ £
sup
B∈Rp×q
σ2>0
RLθ1 (B, σ
2; LY ) ≥ sup
B∈Rp×q
σ2>0
RLθ1 (B, σ
2; V−1X ′Y ).
Therefore,
inf
LY∈£ supB∈Rp×q
σ2>0
RLθ1 (B, σ
2; LY ) = tr(Σ − V−1X ′ΣX),
and V−1X ′Y is the unique linear minimax estimator of B in £ under loss Lθ1 . 
4. Concluding remarks
In model (1.1), matrix linear minimax estimators of B in the subset of all matrix linear estimators class under balanced
loss function Lθ have been obtained. The uniqueness of matrix linear minimax estimators is also proved on the suitable
conditions. However, the problem that theminimaxity ofmatrix linear estimators in the class of all estimators has remained
to be solved.
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