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Abstract
We consider graphical representations of generalized Carlitz sequences of polynomials. These generalized Carlitz se-
quences are based on certain numeration systems of the natural numbers. We establish conditions under which a sequence
of properly rescaled graphical representations converges to a limit (w.r.t. Hausdor6 distance).
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1. Introduction
It has been observed in the past that certain iteration processes generate number- or symbol-tables such that the associated
graphical representations, when properly rescaled, lead to a self-similar compact set.
This scaling procedure was <rst proposed in [20] for the time evolution patterns (orbits) of linear cellular automata
with states in the ring of integers modulo a prime power, see also [19,21]. Later, the limit set obtained by this rescaling
procedure was called ‘rescaled evolution set’, see [12,13]. There it was shown that rescaled evolution sets exist for the
broader class of so-called m-Fermat cellular automata. These are cellular automata whose evolution rule is de<ned by a
polynomial P(x)∈R[x], where R is a commutative ring, such that P(x)m = P(xm).
Among others, Bondarenko [4], and Sved [18], observed that many classical number sequences reduced modulo m also
exhibit certain self-similarity features. Using an idea in [12,13], the fractal structure of Gaussian binomial coeEcients and
the Stirling numbers of the <rst and second kind modulo a prime power was described in [15]. Earlier this was done for
the binomial coeEcient modulo a prime power with a di6erent method in [10]. The basic idea is to consider these classical
number sequences as orbits of (time dependent) cellular automata. For all number tables under investigation it turns out
that the underlying cellular automata are linear automata with the m-Fermat property. Therefore a rescaled evolution set
exists and thus explains the observed self-similarities in the number table itself. In [12,13] it was also shown that the
self-similar structure of the rescaled evolution set of m-Fermat cellular automata can be described by a hierarchical iterated
function system and also by an appropriate matrix substitution system. Other classes of matrix substitutions are studied
in e.g., [2,17]. In [3], a general explanation for the existence of rescaled evolution sets is given within the framework of
automatic sequences, e.g., [9], covering all of the above mentioned cases.
In [1,11], a generalization of the m-Fermat concept led to so-called m-Carlitz sequences of polynomials, de<ned as
follows.
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Let t ∈N and let t =∑si=0 timi be its m-adic expansion. A sequence of polynomials (Pt(x))t∈N is called an m-Carlitz
sequence if
Pt(x) =
s∏
i=1
Pti (x
mi ):
Since the m-Carlitz sequences of polynomials make use of the m-adic representation of integers, it is natural to consider
sequences of polynomials (Pn)n∈N which are related to U -numeration systems of natural numbers, see [8]. The purpose
of this paper is to establish the existence of rescaled evolution sets for sequences of polynomials which are based on such
U -numeration systems.
The paper is organized as follows. In Section 2, we present the necessary facts on U -numeration systems and introduce
(U; r)-Carlitz sequences. Section 3 states the main result giving conditions under which a rescaled evolution set for a
(U; r)-Carlitz sequence exists. The rest of Section 3 provides examples of (U; r)-Carlitz sequences which satisfy the
conditions of the main theorem.
2. Preliminaries
In this section, we introduce the necessary notions on U -representations of natural numbers. A general reference is
e.g. [16].
2.1. U -representation of natural numbers
The U -representation of natural numbers or the U -numeration system were introduced by Fraenkel [8] as a generalization
of the Zeckendorf representation [23,22].
Let U = (un)n∈N be an increasing sequence of integers such that u0 = 1 and
1¡ sup
{
un+1
un
| n∈N
}
= b¡∞:
Let A= {0; 1; : : : ; D} where D is the largest integer such that D¡b.
A U -representation of a natural number n is a word ts : : : t1t0 such that tj ∈A; j = 0; : : : ; s, and
n= tsus + · · ·+ t1u1 + t0u0;
where ts = 0. The set A is called the canonical alphabet of the U -representation. The sequence U is called the base of
the U -numeration system. Moreover, every natural number n has a U -representation, which can be obtained as follows.
There exists a maximal s∈N such that us6 n¡us+1. Let
n′ = n−
[
n
us
]
us
and let ts=[n=us], where [x] denotes the integer part of x∈R such that x=[x]+ ; 06 ¡ 1. Repeating the above for n′
and so on, one obtains a U -representation of n. This algorithm is called the greedy algorithm. The representation obtained
by the greedy algorithm is called the normal U -representation. The U -representation ts : : : t0 of the natural number n is
the normal U -representation if and only if
tj−1uj−1 + · · ·+ t0u0 ¡uj
for all j = 1; : : : ; s.
Example 1. (1) Let U = (bn)n∈N; b∈N; b¿ 2. The canonical alphabet is A = {0; : : : ; b− 1}. In this case one has that
the normal U -representation of a natural number is the radix representation to base b (or b-adic expansion). Note further
that every natural number has only one U -representation.
(2) (Fibonacci numbers). Let U = (un)n∈N u0 = 1; u1 = 2, and un+2 = un+1 + un. Since 0¡un+1=un6 2 for all n∈N,
the canonical alphabet is A = {0; 1}. The normal U -representation of a natural number n is the so-called Zeckendorf
representation, see [23], it is described as: if
n= tsus + · · ·+ t0u0
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is a U -representation of n, then it is the normal U -representation if and only if tj+1tj = 0 for j = 0; : : : ; s − 1, i.e., there
are no consecutive 1’s in ts : : : t0. Note that there are natural numbers that have more than one U -representation.
A nonnormal U -representation of a natural number n is the lazy Fibonacci representation introduced in [6]. It is given
by
n= tsus + · · ·+ t0u0;
where tj+1 + tj¿ 1 for j = 0; : : : ; s − 1. In other words, there are no consecutive zeros in ts : : : t0. If ts : : : t0 is any
U -representation, where U = (un) is the Fibonacci sequence, of an integer n, then the lazy representation is obtained by
replacing any occurrence of 100 in ts : : : t0 by 011, and iterating this procedure.
2.2. The language of a U -numeration system
Let A be the canonical alphabet of a U -representation. A∗ denotes the free monoid generated by A, i.e.,
A∗ = {ts : : : t0 | tj ∈A; 06 j6 s; s∈N} is the set of all words with letters in A and the empty word j. A subset L
of A∗ is called a language, e.g., [14]. The map
: A∗ → A∗;
ts : : : t0 → ts : : : t1
is called the shift map or simply shift. The iterates of the shift are denoted k =  ◦ k−1. Note that (t0)= j. For t ∈A∗,
tk denotes the word consisting of k times the word t.
Denition 2.1. Let k0; k1 ∈N; k0¿ 1. The language L ⊆ A∗ is called (k0; k1)-shift invariant if
k0+k1 (!)0k1 ∈ L
for all words !∈ L.
A (k0; 0)-shift invariant language is simply called k0-shift invariant, and a (1; 0)-shift invariant language is called shift
invariant.
Denition 2.2. Let k0; k1 ∈N; k0¿ 1. The language L ⊆ A∗ is called (k0; k1)-right extendable if
k1 (!)0k0+k1 ∈ L
for all !∈ L.
A (k0; 0)-right extendable language is called a k0-right extendable language, and a (1; 0)-right extendable language is
called right extendable.
Denition 2.3. Let U = (un)n∈N be a base of a U -numeration system with canonical alphabet A. The set
L(U ) = {ts : : : t0 | ts : : : t0 is the normal U -representation of an n∈N; s∈N}
is called the normal language of U .
We de<ne the evaluation map w: L(U )→ N by
w(ts : : : t0) = tsus + · · ·+ t0u0:
The inverse of w is de<ned by 〈n〉U , i.e., w(〈n〉U )=n. By ‖ts : : : t0‖U = s+1 we denote the length of a word. The notation
‖n‖U means the length of the word 〈n〉U .
By Proposition 7.3.6 in [16] one has the following characterization of L(U ).
Lemma 2.4. If U = (un)n¿0 is the base of a U -numeration system with canonical alphabet A, then tn : : : t0 ∈A∗ is in
L(U ) if and only if
tj−1 : : : t06 〈uj − 1〉U
in the lexicographic order for all j = 0; : : : ; n+ 1.
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Example 2. (1) The normal languages given in Example 1 are shift invariant and right extendable. The language obtained
by the lazy Fibonacci representation is shift invariant and not (k0; k1)-right extendable for any k0; k1 ∈N.
(2) Let U = (un) with u0 = 1; u1 = 2, and un+2 = 2un+1 + un. The normal language L(U ) ⊂ {0; 1; 2}∗ is (1; 1)-shift
invariant and right extendable.
(3) Let U = (un); u0 = 1; u1 = 3, and un+2 = un+1 + un. The canonical alphabet is A = {0; 1; 2}, the normal language
L(U ) is shift invariant and (1; 1)-right extendable, but not right extendable.
(3) Let U = (un); u0 = 1; u1 = 2, and un+2 = 6un. The canonical alphabet is A = {0; 1; 2}, the normal language is
(2; 0)-shift invariant (not shift invariant) and (2; 0)-right extendable (not right extendable).
(4) Let U = (un), where un = 2n+1 − (−1)n. Then A = {0; 1; 2}. The normal language is (2; 0)-shift invariant and
(1; 2)-right extendable, but not right extendable.
2.3. Linear U -numeration systems
A U -numeration system with base U = (un)n∈N is called a linear U -numeration system if the sequence U satis<es a
linear recurrence with integer coeEcients, i.e., there exist k ∈N and aj ∈Z; j = 1; : : : ; k such that
un+k = a1un+k−1 + · · ·+ akun
holds for all n∈N. The polynomial
P(x) = xk − a1xk−1 − · · · − ak−1x − ak
is called the characteristic polynomial of the linear (recursive) sequence U . If ∈R is a zero of P(x) such that ||¿ ||
for every other root ∈C of P(x), then  is called the dominant root of P(x).
Note further that every polynomial P(x)∈Z[x] with leading coeEcient 1 induces a linear recurrence. However, the
sequence obtained in this way is not necessarily the base of a U -numeration system.
2.4. -representations
We briePy introduce the notion of -representations of real numbers x∈ [0; 1], see [16]. Let ¿ 1 be a real number,
and let [x] denote the integer part and {x}¿ 0 denote the fractional part of a real number. For x∈ [0; 1] set r0 = x and
de<ne for i¿ 1, xi = [ri−1]; ri = {ri−1}. Then
x =
∞∑
i=1
xi
 i
:
The sequence (xi)i∈N is called the -expansion of x and is denoted d(x). Note that the sequence d(x) takes its values
in the alphabet {0; : : : ; []}.
If a -expansion of x terminates in the constant sequence 0, i.e., d(x) = t1 : : : tm0∞, then we say that the -expansion
of x is <nite. The set of all -expansions for x∈ [0; 1[ is denoted D.
Of particular interest is the -representation of x = 1. If d(1) is <nite, i.e., d(1) = x1 : : : xn0∞ then we consider the
modi<ed sequence d∗ (1) = (x1 : : : xn−1(xn − 1))∞. If d(1) is not <nite, then d∗ (1) = d(1).
2.5. (U; r)-Carlitz sequences of polynomials
Let U = (un)n∈N be the base of a U -numeration system with canonical alphabet A = {0; : : : ; D}. Let R be a (<nite)
commutative ring with 1. Let Pj(x)∈R[x; x−1]; j = 1; : : : ; d, be polynomials in x and x−1 with coeEcients in R and let
P0(x) = 1.
Denition 2.5. Let U=(un)n∈N be a base of a numeration system and let r ∈N such that r¿ 2. A sequence P=(Pt(x))t∈N
of polynomials in R[x; x−1], with P0(x) = 1, is called a (U; r)-Carlitz sequence if for any t ∈N
Pt(x) = Pts (x
rs) : : : Pt1 (x
r)Pt0 (x);
where 〈t〉U = ts : : : t0.
Remarks. (1) It follows from the de<nition that the speci<cation of polynomials Pj(x), for j = 1; : : : ; D; P0(x) being 1,
de<nes a (U; r)-Carlitz sequence.
(2) Carlitz sequences of polynomials are introduced in [5]. They are (U; r)-sequences with U =(pn)n∈N with p a prime
number and R = Fp, the <eld with p elements, and with r = p. In [1,11] the notion of b-Carlitz sequence is introduced.
It corresponds to the case U = (bn)n∈N; b∈N; b¿ 2 and r = b and polynomials with coeEcients in a ring R.
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(3) A (U; r)-Carlitz sequence can also be regarded as a generalization of a one-dimensional cellular automaton. The
latter is given as a (U;p)-Carlitz sequence with U = (pn)n∈N; r=p a prime number and R= Fp and polynomials of the
form Pj(x) = P(x)j ; j = 0; : : : ; p− 1 for a <xed polynomial P(x)∈ Fp[x; x−1].
(4) A variant of a (U; r)-Carlitz sequence of polynomials is the outer (U; r)-Carlitz sequence. Its de<nition is verbatim
the same as De<nition 2.5 replacing the formula for Pt by
Pt(x) = Pts (x)
rs : : : Pt1 (x)
rPt0 (x)
for all t ∈N and 〈t〉U = ts : : : t0.
If R=Fp the <eld with p elements and p a prime number, then every (U;p)-Carlitz sequence is an outer (U;p)-Carlitz
sequence and conversely. This follows from the fact that P(x)p = P(xp) for all P(x)∈ Fp[x; x−1].
3. Graphical representation and limit sets
We denote (H(R2); dh) the space of nonempty compact subsets of R2 equipped with the Hausdor6 metric dh induced
by the l1 norm on R2; ‖("; #)‖1 = |"|+ |#|, see for example [7].
For later use we begin with two elementary remarks. An open rectangle with center ("; #)∈R2 and size 12; 1; 2 ¿ 0,
is the set
r1 ;2 (("; #)) = {(x; y) | |x − "|¡1; |y − #|¡2}:
For A∈H(R2) and 1; 2 ¿ 0 the rectangular collar is given as
R1 ;2 (A) =
⋃
(";#)∈A
r1 ;2 (("; #)):
%s; t :R2 → R2 denotes the maps of the form
%s; t(x; y) =
( x
s
;
y
t
)
:
Lemma 3.1. Let A; B∈H(R2).
(1) If A ⊂ R1 ;2 (B) and B ⊂ R1 ;2 (A), then dh(A; B)6 1 + 2.
(2) Let s; t ¿ 0. If A ⊂ R1 ;2 (B) and B ⊂ R1 ;2 (A), then
dh(%s; t(A); %s; t(B))6
1
s
+
2
t
:
The easy proofs are left to the reader.
Let P = (Pt(x))t∈N be a sequence of polynomials in R[x; x−1] where R is a ring with 1. We write
Pt(x) =
∑
k∈Z
p(k; t)xk :
Denition 3.2. Let P be a sequence of polynomials in R[x; x−1]. For m∈N; m¿ 1 the set
Xm(P) = {(k; t) |p(k; t) = 0; 06 t ¡m; k ∈Z}
is called the mth graphical representation of P.
The following de<nition generalizes the notion of scaling sequence introduced in [12].
Denition 3.3. Let P be a sequence of polynomials in R[x; x−1]. The sequence ((sn; tn))n∈N is called a scaling sequence
for P if the sequence of rescaled graphical representations
(%sn;tn(Xtn(P)))n∈N
is a Cauchy sequence in (H(R2); dh).
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If the sequence of rescaled graphical representations is a Cauchy sequence, then it has a limit. The following theorem
provides a criterion for the existence of such a limit in case of a (U; r)-Carlitz sequence.
Theorem 3.4. Let U =(un)n∈N be the base of a numeration system and let P=(Pt(x))t∈N be a (U; r)-Carlitz sequence.
If the normal language L(U ) of U is (k0; k1)-shift invariant and (k0; k2)-right extendable and if∑
n∈N
(n
)n
¡∞;
where
(n =
k0n+j−1∑
s=k0
∣∣∣∣ )n)n+1 us − us−k0
∣∣∣∣
and )n = uk0n+j for a given j∈{0; 1; : : : ; k0 − 1}, then the sequence (rk0n+j ; )n)n∈N is a scaling sequence for P.
Proof. Let A= {0; : : : ; D} be the canonical alphabet of the U -numeration system. In order to show that the sequence
(%rk0n+j ;)n(Xuk0n+j (P)))n∈N (1)
is a Cauchy sequence, we <rst prove the existence of two constants C1; C2 ¿ 0 such that
%
rk0 ;
)n+1
)n
(X)n+1 (P)) ⊆ RC1 ;C2(n(X)n(P)); (2a)
X)n(P) ⊆ RC1 ;C2(n
(
%
rk0 ;
)n+1
)n
(X)n+1 (P))
)
: (2b)
We begin with inclusion (2a). To this end let (k; t)∈X)n+1 (P), this means that the kth coeEcient, p(k; t), of the polynomial
Pt(x) is di6erent from zero and due to De<nition 3.2 t ¡ )n+1. Let 〈t〉U = ts : : : t0 be the normal representation of t, then
ts : : : tk0+k10
k0+k1 ∈ L(U ) is the normal representation of tˆ6 t ¡ )n+1 (see Lemma 2.4). Since P is a (U; r)-Carlitz sequence
it follows that
Ptˆ(x) = Pts (x
rs) : : : Ptk0+k1 (x
rk0+k1 )
is a factor of
Pt(x) = Pts (x
rs) : : : Ptk0+k1 (x
rk0+k1 ) : : : Pt0 (x):
It follows that, since p(k; t) = 0, there exists an integer kˆ and a constant c1 such that |k − kˆ|¡c1 and p(kˆ ; tˆ) = 0. Note
that c1 is given by
|k − kˆ|6
k0+k1−1∑
l=0
deg
(
Ptl(x
rl)
)
6D
k0+k1−1∑
l=0
rl = c1;
where D =max{deg Pj(x) | j = 0; : : : ; d}. Furthermore, one has
06 t − tˆ = tk0+k1−1uk0+k1−1 + · · ·+ t0u06 c2
for an appropriate constant c2.
The (k0; k1)-shift invariance of the normal language L(U ) implies that
k0+k1 (ts : : : t0)0
k1 = ts : : : tk0+k10
k1
is the normal representation of t∗, i.e., 〈t∗〉U = ts : : : tk0+k10k1 . Moreover, since k0 ¿ 0, one has that t∗¡)n. By the
(U; r)-Carlitz property of P, one has
Pt∗(x) = Pts (x
rs−k0 ) : : : Ptk0+k1 (x
rk1 ):
Comparing this with Ptˆ(x) it follows that
Ptˆ(x) = Pt∗(x
rk0 ):
Due to this relation it follows that k∗ = k=rk0 ∈Z and
p(k∗; t∗) = 0:
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In other words, if (k; t)∈X)n+1 (P), then there exists a (k∗; t∗)∈X)n(P) which is close to (k=rk0 ; ()n=)n+1)t). Indeed, one
has ∣∣∣∣∣k∗ − kˆrk0
∣∣∣∣∣=
∣∣∣∣∣ krk0 − kˆrk0
∣∣∣∣∣6 c1rk0 6C1
for the <rst coordinate and for the second coordinate∣∣∣∣ )n)n+1 t − t∗
∣∣∣∣=
∣∣∣∣∣∣ )n)n+1
(
s∑
l=0
tlul
)
−
s∑
l=k0+k1
tlul−k0
∣∣∣∣∣∣
which can be bounded as follows:∣∣∣∣ )n)n+1 t − t∗
∣∣∣∣6D
 s∑
l=k0+k1
∣∣∣∣ )n)n+1 ul − ul−k0
∣∣∣∣
+ )n
)n+1
k0+k1∑
l=0
tjuj:
As s¡uk0n+j , the <rst sum has (n as an upper bound, and since lim sup un+1=un = b¡∞ it follows that there exists a
constant C2 such that∣∣∣∣ )n)n+1 t − t˜
∣∣∣∣6C2(n:
In other words, inclusion (2a) holds for appropriate constants C1; C2.
It remains to show inclusion (2b). To this end, let (k; t)∈X)n(P), i.e., p(k; t) = 0 and t ¡ )n. Let 〈t〉U = ts : : : t0 be
the normal representation of t, then ts : : : tk20
k2 is the normal representation of Rt, and Rt6 t ¡ )n. Due to the (U; r)-Carlitz
property of P it follows that P Rt(x) is a factor of the polynomial Pt(x). By arguments similar to those of the previous
case, there exist constants c3; c4 such that p( Rk; Rt) = 0 and
| Rk − k|6 c3
and
|Rt − t|6 c4:
Using the fact that the normal language L(U ) is (k0; k2)-right extendable one obtains the normal representation of t∗ as
〈t∗〉U = ts : : : tk20k0+k2 such that Rt ¡ t∗¡)n+1. The (U; r)-Carlitz property of the polynomials implies that
Pt∗(x) = P Rt(x
rk0 );
which implies that p(k∗; t∗) =p( Rk; Rt) = 0, where k∗ = Rkrk0 . Since t∗¡)n+1 it follows that (k∗; t∗)∈X)n+1 (P). It remains
to estimate the distance between the points %rk0 ;)n+1=)n(k
∗; t∗) and (k; t). By arguments similar to those used for inclusion
(2a) one obtains constants C1; C2, such that inclusion (2b) holds.
Using inequalities (2) one obtains in combination with Part 2 of Lemma 3.1
dh(%rk0n+j ;)n(%rk0 ; )n+1)n
(X)n+1 (P))); %rk0n+j ;)n(X)n(P)))6
C1
rk0n+j
+
C2(n
)n
:
Now, by telescoping cancellation:
dh(%rk0(n+m)+j ;)n+m(X)n+m(P)); %rk0n+j ;)n(X)n(P)))6C1
m∑
i=0
1
rk0n+i+j
+ C2
m∑
i=0
(n+i
)n+i
:
Due to the assumption on
∑
(n=)n and due to the fact that r¿ 2, it follows that sequence (1) is a Cauchy sequence.
Remarks. (1) As the proof reveals, the values k1 and k2 are not important for the scaling sequence, they inPuence the
convergence rate of the rescaled graphical representations.
(2) If K ⊂ R2 is a compact subset and if K(k; t) = {(x; y)+ (k; t) | (x; y)∈K} denotes the translation of K by (k; t)∈R2,
then
X˜m(P) =
⋃
(k; t)∈Xm(P)
K(k; t)
is also a graphical representation. Since dh(Xm(P); X˜m(P)) = C for all m∈N, Theorem 3.4 holds for every graphical
representation. In the <gures we use the graphical representation with K = [− :5; :5]× [− :5; :5].
In order to <nd examples for Theorem 3.4 above, we develop some simple criteria for U -numeration systems which
satisfy the hypotheses of Theorem 3.4. We begin with the condition
∑
(n=)n ¡∞.
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Lemma 3.5. Let U = (un)n∈N be a base for a U -representation and let
(ˆn =
n∑
j=1
∣∣∣∣ unun+1 uj − uj−1
∣∣∣∣ :
If the series
∑
(ˆn=un converges, then the series
∑
(n=)n converges.
Proof. The assertion is clear if k0 = 1. We therefore assume that k0 ¿ 1. For "∈{0; : : : ; k0 − 1} consider the ‘products’
-" =
"∏
i=0
uk0n+j+i
uk0n+j+i+1
=
uk0n+j
uk0n+j+"+1
:
Then one has the following identity
uk0n+j
uk0n+k0+j
us − us−k0 = -k0−1us − -k0−2us−1 + -k0−2us−1 − -k0−3us−2 + · · ·+ -0us−k0+1 − us−k0 :
Using the fact that sup un+1=un ¡∞ one obtains a constant C¿ 0 such that∣∣∣∣ uk0n+juk0n+k0+j us − us−k0
∣∣∣∣6C k0−1∑
i=0
∣∣∣∣ uk0n+j+k0−iuk0n+j+k0−i+1 us−i − us−i−1
∣∣∣∣ :
This shows that
(n =
k0n+j∑
s=k0
∣∣∣∣ uk0n+juk0n+k0+j us − us−k0
∣∣∣∣6C k0−1∑
i=0
k0n+j∑
s=k0
∣∣∣∣ uk0n+j+k0−iuk0n+j+k0−i+1 us−i − us−i−1
∣∣∣∣
and therefore
(n6C
k0−1∑
i=0
(ˆk0n+j+k0−i :
Using the fact that
1
uk0n+j
(ˆk0n+j+k0−i =
uk0n+j+k0−i
uk0n+j
(ˆk0n+j+k0−i
uk0n+j+k0−i
for i = 0; : : : ; k0 − 1 and that sup un+1=un ¡∞ one obtains
(n
uk0n+j
6C1
k0−1∑
i=0
(ˆk0n+j+k0−i
k0n+ j + k0 − i
for an appropriate constant C1 ¿ 0. Now the convergence of
∑
(ˆn=un implies the convergence of
∑
(n=uk0n+j .
The following lemma provides a simple criterion for the existence of
∑
(ˆn=un.
Lemma 3.6. Let U = (un)n∈N be a base for a U -representation. If there exist ¿ 1 and a constant C¿ 0 such that
un = C
n + g(n)
for all n¿ n0 and g :N→ Z satis:es
|g(n)|6K/n
for K ¿ 0 and /¡ and all n¿ n0, then the series
∞∑
n=0
(ˆn
un
converges.
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Proof. One has
(ˆn =
n∑
j=1
∣∣∣∣ unun+1 uj − uj−1
∣∣∣∣
and rewriting the summands as∣∣∣∣ unun+1 uj − uj−1
∣∣∣∣= ∣∣∣∣(−un+1 + un) ujun+1 + uj − uj−1
∣∣∣∣
one obtains
(ˆn6
∣∣∣un+1

− un
∣∣∣ n∑
j=1
∣∣∣∣ ujun+1
∣∣∣∣+ n∑
j=1
∣∣∣uj

− uj−1
∣∣∣ :
Due to the assumptions on un one easily sees that there exists K2 ¿ 0 such that the right-hand expression in the last
inequality is bounded by K2/n, yielding (ˆn6K2/n. This gives
∞∑
n=0
(ˆn
un
6
∞∑
n=0
(/

)n K2
C + g(n)= n
¡∞
since 0¡/¡ and due to the properties of g.
Corollary 3.7. If U is the base of a linear numeration system such that its characteristic polynomial has a simple
positive dominant root greater than 1, then∑ (n
)n
¡∞:
The proof follows from the fact that the condition on the characteristic polynomial implies that Lemma 3.6 applies, and
hence, also Lemma 3.5.
The question whether a normal language L(U ) satis<es the condition on shift invariance and extendability in
Theorem 3.4 is more delicate. We begin with linear U -numeration systems.
Lemma 3.8. Let U = (un)n∈N be the base of a U -numeration system de:ned by p(x) = xd+1 − adxd − · · · − a0. If
aj; j = 0; : : : ; d are integers such that 06 aj6 ad and a0 ¿ 0, then there exists k∗ ∈N such that L(U ) is (1; k∗)-shift
invariant and (1; k∗)-right extendable.
Proof. As a <rst step we prove that the polynomial has a dominant real root ¿ 1 such that ad ¡¡ad + 1. The
existence of a dominant positive root  follows immediately from the Perron Frobenius Theorem for the matrix
ad : : : a0
1 0 : : : 0
0 1 : : : 0
...
. . .
...
0 : : : 1 0

whose characteristic polynomial is p(x) . It remains to show that  satis<es ad ¡¡ad + 1. To this end consider the
polynomials qj(x) for j = 0; : : : ; d recursively de<ned as q0(x) = x − ad and qj+1(x) = xqj(x)− ad−j for j = 0; : : : ; d− 1.
We say that the polynomial qj has Property Z if there exists a j ∈ [ad; ad +1[ such that qj(j) = 0 and if x¿j , then
qj(x)¿ 0 and the derivative q′j(x)¿ 0.
Obviously, q0 has Property Z. Now suppose that qj(x) has Property Z. Then there exists a j ∈ [ad; ad + 1[ such that
qj(j) = 0 and if x¿j , then qj(x)¿ 0 and q′j(x)¿ 0. We show that qj+1 has Property Z. Indeed, one computes
qj+1(j) = jqj(j)− ad−j =−ad−j6 0
and
qj+1(ad + 1) = (ad + 1)qj(ad + 1)− ad−j¿ 1
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since qj(ad + 1) is a positive integer and ad−j6 ad. Therefore there exists a root of qj+1 in [j; ad + 1[. Note that the
root is equal to j if ad−j = 0, otherwise it is larger than j .
To prove that there is no larger root we compute
q′j+1(x) = qj(x) + xq
′
j(x)
and one sees that q′j+1(x)¿ 0 for all x¿ j . This shows that qj+1 has the Property Z. By induction it follows that
qd(x) = p(x) has Property Z. In other words, the dominant root of p is equal to d.
Due to the de<nition of the sequence (un)n∈N one has
un+d+1 − 1 = adun+d + · · ·+ a1un+1 + a0un − 1
for all n¿ 0. As a next step we establish the existence of an n0 such that
06 un+d+1 − 1−
j∑
s=0
ad−sun+d−s ¡ un+d−j (3)
holds for all n¿ n0 and all j = 0; : : : ; d− 1. Dividing by un+d−j , one obtains the equivalent inequalities
06
un+d+1
un+d−j
− 1
un+d−j
−
j∑
s=0
ad−s
un+d−s
un+d−j
¡ 1:
Using the fact that limn→∞ un+1=un =  the above expression becomes
06  j+1 −
j∑
s=0
ad−s
j−s ¡ 1;
which is true for all n¿ n0 and all j = 0; : : : ; d− 1. In other words, there exists an n0 such that inequalities (3) hold for
all n¿ n0 and all j = 0; : : : ; d− 1.
For n= n0 + k(d+ 1) + j; k¿ 1 and j = 0; : : : ; d, one has
un0+k(d+1)+j − 1 = adun0+k(d+1)+j−1 + · · ·+ a0un0+(k−1)(d+1) − 1
= adun0+k(d+1)+j−1 + · · ·+ (a0 − 1)un0+(k−1)(d+1)+j
+ un0+(k−1)(d+1)+j − 1:
As a consequence of Inequalities 3 one <nds that the normal representation of un − 1 with n= n0 + k(d+ 1)+ j is given
by
〈un − 1〉U = (ad : : : (a0 − 1))k!n;
where  = j, the empty word, for j = 0 or  = adad−1 : : : ad+1−j for j = 1; : : : ; d and ‖!n‖6 n0 for all n∈N. This also
shows that a word 1= 1n+n0 : : : 1n0!∈A∗ with ‖!‖= n0, is in n0 (L(U )) if and only if
1j+n0 : : : 1n06 
n0 (〈un0+j − 1〉U )
holds for all j=0; : : : ; n, see Lemma 2.4. This characterization of n0 (L(U )) implies that n0 (L(U )) is shift-invariant and
right-extendable. Which yields that L(U ) is (1; n0)-shift invariant and (1; n0)-right extendable.
Corollary 3.9. If U = (un)n∈N is a base of a U -numeration system as in Lemma 3.8, then (rn; un)n∈N is a scaling
sequence for any (U; r)-Carlitz sequence.
Proof. Lemma 3.8 guarantees (1; k∗)-shift invariance and (1; k∗)-right extendability of the underlying language, one of
the conditions in Theorem 3.4. In the proof of Lemma 3.8, it was also made clear that the characteristic polynomial
had a dominant real root ¿ 1. As a consequence, also Corollary 3.7 applies, implying that the convergence condition of
Theorem 3.4 is also satis<ed. Thus all conditions in Theorem 3.4 are ful<lled.
Example 3. Let U = (1; 2; 3; 4; 10; 24; 54; 116; 252; : : :) be the sequence with recurrence relation un+4 = 2un+3 + 2un and
u0 = 1; u1 = 2; u2 = 3; u4 = 4. De<ne a (U; 2)-Carlitz sequence P = (Pt(x))t∈N, where Pt(x)∈ F2[x−1; x] and
P0(x) = 1; P1(x) = x
−1 + 1 + x; P2(x) = 1 + x:
Since the generating polynomial p(x) = x4 − 2x3 − 2 of the U -sequence satis<es the conditions of Lemma 3.8,
Corollary 3.9 applies. Therefore (2n; un)n∈N is a scaling sequence for P. Fig. 1 displays a few successive elements
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Fig. 1. Five successive elements in the sequence of rescaled graphical representations of Example 3.
of the sequence of rescaled graphical representations (%2n;un(X˜un((P)))n∈N. It seems that the nature of the limit becomes
already clear after a few steps.
Another method to obtain languages which are (1; k∗)-shift invariant and (1; k∗)-right extendable is provided by the
following
Lemma 3.10. Let ¿ 1 be a real number. If U = (un)n∈N is the base of a U -numeration system such that
un = C
n + g(n);
where C¿ 0 is a constant and
∑
n∈N |g(n)|¡∞, then there exists a k∗ ∈N such that L(U ) is (1; k∗)-shift invariant
and (1; k∗)-right extendable.
Proof. Let d∗ (1) = (xn)n¿1 denote the modi<ed -representation of 1, see Section 2.4. As a <rst step we shall show that
there exists an i0 ∈N such that for all i¿ i0 and all n∈N it holds that
06 ui+n − 1− )1ui+n−1 − · · · − )nui ¡ui: (4)
To this end, we use un = C n + g(n) and Inequality 4 becomes
06  i+n −
n∑
l=1
)l
i+n−l +
1
C
(
g(i + n)− 1−
n∑
l=1
)lg(i + n− l)
)
¡ i +
g(i)
C
:
This transforms into
0¡ n −
n∑
l=1
)l
n−l +
1
C i
(
g(i + n)− 1−
n∑
l=1
)lg(i + n− l)
)
¡ 1 +
g(i)
C i
:
Due to the construction of d∗ (1) one has 06 
n −∑nl=1 )l n−l ¡ 1 for all n∈N. Since ∑ |g(n)|¡∞, there exists a
C1 ¿ 0 such that∣∣∣∣∣ 1C
(
g(i + n)− 1−
n∑
l=1
)lg(i + n− l)
)∣∣∣∣∣6C1
for all i and all n, it follows that there exists an i0 such that the above inequality and therefore Inequality 4 hold for all
i¿ i0 and all n∈N.
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This shows that for i0 and n∈N the normal representation of un+i0 − 1 is of the form )1)2 : : : )n! and ! is a word of
length i0. We therefore conclude that 1= 1n : : : 11 ∈ i0 (L(U )) if and only if
1j : : : 116 )1 : : : )j
holds for all j = 1; : : : ; n. This shows that L(U ) is (1; i0)-shift invariant and (1; i0)-right extendable.
Corollary 3.11. If U is a base of a U -numeration system as in Lemma 3.10, then (rn; un)n∈N is a scaling sequence for
every (U; r)-Carlitz sequence.
Proof. Obviously, Lemma 3.6 holds, and as a consequence the convergence condition of Theorem 3.4 holds, besides the
(1; k∗)-shift invariance and (1; k∗)-right extendability as established in Lemma 3.10 above. Thus Theorem 3.4 applies.
Corollary 3.12. Let p(x) = xd+1 − adxd − · · · − a1 − a0 ∈Z[x] be such that p(x) has a simple root ¿ 1 and such that
every zero  of p(x) which is di;erent from  satis:es ||¡ 1. If the sequence U =(un)n∈N de:ned by p(x) is the base
of a U -numeration system, then (rn; un)n∈N is a scaling sequence of a (U; r)-Carlitz like sequence.
The proof follows from the fact that the condition on the roots imply that the conditions of Lemma 3.10 are satis<ed
and hence Corollary 3.11 applies.
Note that, if p(x) is minimal for  and the conditions of Corollary 3.12 hold, then  is a Pisot number (see, e.g., [16]).
This means that Pisot numbers and their minimal polynomials provide examples for Corollary 3.12.
Example 4. (1) Let U = (1; 2; 5; 12; 29; 70; 169; 408; : : :) be the sequence with recurrence relation un+2 = 2un+1 + un and
u0 = 1; u1 = 2. Consider the (U; 2)-Carlitz sequence P = (Pt(x))t∈N with polynomials in F3[x−1; x] determined by
P0(x) = 1; P1(x) = x
−1 + 1 + x + x2; P2(x) = 2x
−2 + x−1 + 2x + x2:
Since the roots of the generating polynomial p(x) = x2 − 2x− 1 are 1±√2, Corollary 3.12 applies, and (2n; un)n∈N is a
scaling sequence for P. Fig. 2 displays a few successive elements of the sequence of rescaled graphical representations
of P. Again we observe that the last picture already gives a good idea about the nature of the limit.
(2) Let U = (un)n∈N as in (1) above. Fig. 3 illustrates how the limit depends on the polynomials. It displays
%256;408(X˜408(P)) as an approximation of the limit set of the (U; 2)-Carlitz sequences based on di6erent sets of poly-
nomials P0(x); P1(x); P2(x).
Fig. 2. Four successive elements in the sequence of rescaled graphical representations of Example 4.
178 A. Barb,e et al. / Discrete Applied Mathematics 143 (2004) 166–181
Fig. 3. The rescaled graphical representations %256;408(X˜408(P)) for di6erent (U; 2)-Carlitz sequences with base U as in Example 4, for
di6erent polynomials P0(x) = 1; P1(x); P2(x)∈ F3[x−1; x]. (a) P1(x) = 1; P2(x) = x−1 + x; (b) P1(x) = x−1; P2(x) = x−1 + 1 + x;
(c) P1(x) = 1 + 2x; P2(x) = 2x−1; (d) P1(x) = 2x−1 + 1; P2(x) = x−1 + 2; (e) P1(x) = x−1 + x; P2(x) = x−1 + 1 + x; (f)
P1(x) = x−1 + x; P2(x) = x−1 + 1 + 2x; (g) P1(x) = x−1 + 1 + x; P2(x) = 1; (h) P1(x) = x−1 + 1 + x; P2(x) = 2x−1 + 2 + 2x;
(i) P1(x) = x−1 + 1 + 2x; P2(x) = 2x−1 + 2 + x.
The following lemma provides a language L(U ) which is (k; 0)-shift invariant and (k; 0)-right extendable, and which,
according to Theorem 3.4, will lead to k di6erent scaling sequences for the related Carlitz sequences.
Lemma 3.13. Let u0 = 1¡u1 ¡ · · ·¡uk0−1 ¡a be natural numbers. Then the sequence (un)n∈N such that un+k0 = aun
is the base of a U -numeration system. Moreover, (n = 0 (see Theorem 3.4 for the de:nition) for all n∈N and L(U )
is (k0; 0)-shift invariant and (k0; 0)-right extendable.
Proof. It is easy to see that
uk0n+j = a
nuj
for all n∈N and j = 0; : : : ; k0 − 1. Since (n is the sum of expressions of the form∣∣∣∣ uk0n+juk0n+k0+j us − us−k0
∣∣∣∣ ;
the explicit formula immediately implies that each summand is equal to zero. This shows the assertion on (n.
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To prove the shift and extension properties of L(U ) one considers for i=1; : : : ; k0 the normal U -representation of ui−1
as
ui − 1 = "(i)i−1ui−1 + "(i)i−2ui−2 + · · ·+ "(i)0 u0:
Multiplication by a gives
aui − a= "(i)i−1aui−1 + "(i)i−2aui−2 + · · ·+ "(i)0 au0:
Due to the recursive de<nition of (un)n∈N one has aun = un+k0 and this transforms the above equation to
ui+k0 − a= "(i)i−1ui+k0−1 + · · ·+ "(i)0 uk0+0:
Moreover, one easily sees that
〈uk0+i − a〉U = "(i)i−1 : : : "(i)0 ;
where ∈A∗. Adding a and subtracting 1 from the above equation one obtains
ui+k0 − 1 = "(i)i−1ui+k0−1 + · · ·+ "(i)0 uk0 + a− 1:
As a− 1¡uk0 = a, this means that 〈ui+k0〉U = 〈ui − 1〉U 〈a− 1〉U . By induction one therefore obtains
〈uk0n+i〉= 〈ui − 1〉U 〈a− 1〉nU
for all n∈N; i = 1; : : : ; k0. This shows that L(U ) is (k0; 0)-shift invariant and (k0; 0)-right extendable.
As Lemma 3.13 above has shown that all conditions of Theorem 3.4 are satis<ed, we can now state
Corollary 3.14. Let U be as in Lemma 3.13. If P is a (U; r)-Carlitz sequence, then (rk0n+j ; uk0n+j)n∈N; j=0; : : : ; k0− 1,
is a scaling sequence for P.
Example 5. Consider the sequence U=(1; 2; 6; 12; 36; 72; 216; 432; : : :) with recurrence relation un+2=6un and u0=1; u1=2.
The canonical alphabet is {0; 1; 2}. Let P = (Pt(x))t∈N, with Pt(x)∈ F3[x; x−1] and
P0(x) = 1; P1(x) = x
−1 + x; P2 = x
−1 + 1 + x
be a (U; 2)-Carlitz sequence. According to Corollary 3.14, there are two scaling sequences, namely (22n; u2n)n∈N and
(22n+1; u2n+1)n∈N. Fig. 4 shows a few consecutive elements of the sequence of rescaled graphical representations
(%22n;u2n(X˜u2n(P)))n∈N and (%22n+1 ; u2n+1 (X˜u2n+1 (P)))n∈N. As it seems, the <rst rescalings already give an idea about how the
limit looks like.
Note that, although the limits appear to be di6erent, each of them is, if properly rescaled, contained in the other.
We conclude with some remarks on open problems.
All <gures in this paper suggest that the rescaled evolution sets of (U; r)-Carlitz sequences also exhibit a certain degree
of self-similarity. Deciphering of this self-similarity in terms of a hierarchical iterated function system would enable us
to construct a much more accurate impression of the limit set. Moreover, if this hierarchical iterated function system is
related to a matrix substitution system, it would be possible to compute the box counting fractal dimension of the rescaled
evolution set. However, due to the often nonrational scaling in the t-direction it seems very unlikely that such a matrix
substitution exists.
Another interesting question is related to the condition P0(x) = 1 in the de<nition of a (U; r)-Carlitz sequence. Experi-
ments, see Fig. 5, indicate that even in the case P0(x) = 1 rescaled evolution sets for (U; r)-Carlitz sequences do exist.
So far no proof has been found.
Another, probably even more diEcult question, is the existence of scaling sequences for genuine outer (U; r)-Carlitz
sequences (i.e., those that cannot be reduced to the regular case dealt with in this paper), mentioned in Section 2.5,
Remark (4).
Finally, are there also scaling sequences for Carlitz sequences based on more exotic numeration systems involving
negative digits and complex integers?
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Fig. 4. Three consecutive elements in the two sequences of rescaled graphical representations of Example 5.
Fig. 5. The rescaled graphical representations %256;408(X˜408(P)) for di6erent (U; 2)-Carlitz sequences with base U as in Example 4 and
(a) P0(x) = x−1 + 1 + x; P1(x) = x−1 + 2x; P2(x) = 1; (b) P0(x) = x−2 + 1 + x2; P1(x) = x−1 + 1 + x; P2(x) = x−1 + 2 + x.
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