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Abstract 
Two topics in the formulation and implementation f meshless methods are considered: the smoothing of the approx- 
imating functions at concave boundaries and the speedup of the calculation of the approximating functions and their 
derivatives. These techniques are described in the context of the element free Galerkin method, but they are applicable 
to other meshless methods. Results are presented for some elastostatic problems which show a moderate improvement in 
the accuracy of the smoothed interpolant. The speedup in calculating the shape functions is about a factor of two. 
Keywords: Solid mechanics; Numerical approximation 
AMS classification: 73V20 
1. Introduction 
Recently, interest has grown in a new class of methods for which there is yet little agreement as 
to an appropriate name: gridless, meshless, element-free, clouds, point element and diffuse elements 
are some of the names which have been applied to this class of methods. The essential feature of 
meshless methods is that the discrete model is completely described by nodes, and in some cases, a 
CAD-like data base which describes the domain. The discrete equations are formulated so that the 
interaction between the nodes is transparent to the user. We will consider a particular form of this 
class of methods called the element-free Galerkin (EFG) [4], but the techniques described here are 
applicable to other meshless methods. 
The data structure of the EFG method consists simply of the coordinates of the nodes and a 
description of the boundaries of the domain and any interior surfaces uch as cracks or interfaces. 
The potential advantages are: 
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• models for two and three dimensional objects only require nodes and no data or assumed structure 
on the interconnection f the nodes is needed; 
• adaptivity becomes relatively easy, since it is only necessary to add nodes; 
• problems uch as progressive crack growth and moving interfaces can be easily handled without 
remeshing. 
Meshless methods have been used for some time. The first of these methods were smoothed- 
particle hydrodynamics methods [7, 8], often known by the acronym SPH, which were originally 
developed for the simulation of dust clouds in astrophysics. In their original form, they were not 
intended for continua, but subsequently it was discovered that they performed reasonably well in 
hydrodynamics. Recently, they have been applied to materials with strength, i.e., materials with 
resistance to shear [2]. In these applications the success of the methods has been limited: their 
accuracy does not match that of comparable finite element methods, particularly near boundaries and 
they are subject o spatial instabilities in tension. 
The discretization i SPH is based on the following approximation of the function u(x): 
uh(x) = f~ m(x -  y, h)u(y)dt2y (1) 
where W(x-  y, h) is a weight function with compact support; h is a parameter which determines 
the size of the support of W(x-  y). 
An alternative approach to the formulation of gridless methods is to use moving least square 
approximations, which are described in Section 2. The first to use moving least square interpolants 
in conjunction with a Galerkin method were Nayroles et al. [15]. They used the term diffuse elements 
for their method, because in their development, the construction of moving least-square approximation 
is explained as a diffuse way to connect element values to nodal values; they were evidently unaware 
of the previous discovery of this class of approximants. They applied their method to linear problems 
of heat conduction. At about the same time, Batina [3] developed a gridless method and applied 
it to the Navier-Stokes equations. He considered the weight function w(r) constant over a given 
radius and used collocation to formulate the discrete equations. Another form of these methods are 
generalized finite difference methods, see [12]. 
Belytschko et al. [4] applied moving least square approximants o solve problems of elasticity and 
crack propagation. They found that to satisfy the patch test with moving least squares approximants, 
accurate valuations of the derivatives and integrals in the weak form are essential (see [5, 13]). 
They obtained very good accuracy and showed that the method is particularly useful for growing 
crack problems. In [4, 13], a so called visibility test was used to define the nodes which influence 
a function at a given point. This leads to discontinuous approximations, and although convergence 
can be demonstrated, this is unappealing in some cases. 
In this paper, a modified construction of the domain of influence is given for concave domains 
which leads to continuous approximations. In addition, a technique for speeding up the computation 
of the function and its derivatives i  given. 
An outline of the paper is as follows. In Section 2, the construction of continuous moving least 
square approximations i  described. Section 3 describes a technique for speeding up the compu- 
tation of the approximation and its derivatives. Numerical examples which show improvements in
accuracy due to the smooth approximation are given in Section 4, followed by the conclusions in 
Section 5. 
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2. Continuous approximation 
The objective in a meshless method is to obtain an approximation to a function u(x)  strictly in 
terms of parameters at a set of nodes and, in some cases, a description of the boundaries of the 
domain. This boundary description includes any interior surfaces of discontinuity, such as cracks or 
interfaces between different materials. 
Consider a domain f2 with boundary F. The nodes in the domain are denoted by xi, I = 1 , . . . ,N .  
The arrangement of nodes can be quite arbitrary, although certain regularity conditions have to be 
observed; for example, the nodes in the domain cannot all be collinear. Each node is associated with 
a weight function of compact support wz = w(x  - x~), which is also called a window function; some 
examples of weight functions are given later. The support of w(x  - xI)  is also called the domain of 
influence. 
The sizes of the supports of wz play a crucial role in the performance of various meshless methods. 
The minimum size of the support depends on nodal spacing. The performance of the approximation 
can often be improved by increasing the size of the supports. Let the domain of influence of node 
I be denoted by ~.  We then require that 
w~(x) = w(x  - xl)>~O Vx E ~1. (2) 
In computations, it is not necessary to delineate the exact extent of the domain of influence - it can 
be defined simply by the requirement that x E ~1 if the inequality w(x  - x~) > 0 holds. 
The weight function is defined as the function of a single parameter s. If the ray from x to xl 
does not intersect any boundaries, the simplest definition of s is given by the distance between the 
two points, i.e., 
= IIx - xill. (3) 
If the direct ray between x and xl intersects any boundaries, then the parameter s is redefined by 
using a measure of distance along a path which lies entirely within the domain. The procedure is 
illustrated in Fig. 1. In each case, the expression (3) for s is replaced by an expression for the 
distance along a path consisting of two straight lines which lie entirely within the domain, so 
s = IIx, - xcll + IIx - xcll (4) 
where Xc is a point selected so that the two rectilinear line segments are entirely within f2. 
The three weight functions that we have used are the exponential, the cubic spline, and the quartic 
spline. Let 7 = S/Sma x. Then 
• Gaussian: 
(e  -(~/°4)2 for 7~<1, 
w(~)= 0 fo r~> 1. 
(Sa)  
• Cubic spline: 
g - 4~ 2 + 4S 3 for 7 ~< 1, 
4 4-3 for 1 (5b) w(7)= g -47+472-gs  g < ~<1, 
0 fo rT> I. 
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Fig. 1. Scheme for computing the weight function parameter s. 
• Quartic spline: 
{ 1-6~ 2+8~ 3-33  -4 fo r~<l ,  w(~) = 0 for ~ > 1. (5c) 
Since the size of the domain is given by (2), i.e., w(s) is zero on the boundary of its support, it 
follows that the weight function will be a continuous function. 
In the moving least square approximation, uh(x) is given by 
m 
u (x) : (6) 
i=| 
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where m is the number of terms in the basis, pi(x) are monomial basis functions, and ai are their 
coefficients, which as indicated, are functions of the spatial coordinates X. The coefficients ai are 
obtained by performing a weighted least square fit, which is obtained by minimizing the quadratic 
form 
1 
2 
J = c w(x - XI) c pi(x~h(x) - UI (7) 
I i 
where w(x - xr) is a weighting function. Eq. (7) can be rewritten in the form 
J = (Pa - u)~H’(Rz - u) 
where 
(8) 
and 
w(x-x1) 0 . . . 
0 
W(x) = . 
w(x-x2) ... 
. . 
0 0 . . . 
To find the coefficients, we obtain the extremum of J by 
dJ 
- = A( - B(x)u = 0 
da 
where 
A = PT W(x)P, 
B = P' W(x). 
So we have 
a(x) = K’(x)B(x)u. 
The dependent variable uh can then be expressed as 
Uh(X) = 2 @,(X)U~ 
Z=l 
where the shape functions are given by 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) @ = [@l(X), . . .) G,(x)] = pT(x)L4-1(x)B(x). 
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It has been shown that the kernel approximation of (1) and the moving least square interpolant are 
fundamentally related, (see [4, 11]). If we start with the continuous form of (7), which is obtained by 
replacing the summation on I by an integral over the domain, then the kernel function approximation 
of (1) is obtained with a modified weight function; Liu et al. [10] call this ratio of the modified 
and original kernel the correction term. The correction increases the accuracy of the SPH method 
dramatically. 
The effect of the redefinition of the weight function across a crack is shown in Figs. 2 and 3. 
Fig. 2 shows the weight function and a shape function for a moving least square approximation 
based on the visibility test in the presence of a crack [5]. As can be seen, the weight function 
is discontinuous along the crack and on a surface emanating from the crack tip. Fig. 2(b) shows 
that this results in several discontinuities in the shape function: along the crack and along the rays 
emanating from the crack tip to the nodes around it. The discontinuity along the crack is desirable, 
since the solution is usually discontinuous across a crack and this violates no requirements of a trial 
function for a Galerkin solution. However, the other discontinuities are within the domain. Thus they 
can pose difficulties, although the convergence of the discontinuous shape functions can be proved 
by methods imilar to those used for nonconforming elements [9]. 
Fig. 3 shows the weight function and shape function for the new construction. As can be seen, 
the weight function wraps around the tip of the crack, but a discontinuity remains across the crack 
surface, which permits the shape functions to be discontinuous across the surface. The shape function 
derivatives are discontinuous across the crack because of the relationship between s and the spatial 
coordinates. However within the domain the shape function is continuous. The performance of these 
new meshless hape functions is compared to the discontinuous shape functions in Section 4. 
3. Generalization of moving least squares 
3.1. Derivation 
Consistency, which in the finite element literature is often called completeness, i  the ability of an 
approximation to reproduce xactly a polynomial of a certain order. The objective of this section is 
to develop faster procedures for the computation of the shape function derivatives by posing these 
calculations as consistency conditions. 
The linear consistency requirements for shape functions ~l(x) are 
• ,(x) -- 1, (18a) 
1 
q~i(x)xl = x, (18b) 
1 
• , (x )y ,  = y. (18c) 
1 
Note that enforcing (18a) is equivalent to the construction of a signed partition of unity [6]. 
Let the shape functions be given by 
(Dz(X) = ~X (x)f(x~ )Wz(X) (19) 
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Fig. 2. Discontinuous weight and shape function near crack tip; crack originates at y = 3, x = 0 with tip at x = 5, y = 3. 
Shape function is for node at x = 6, y = 6.5. 
with 
~T = (0~I(X),  ~X2(X) ' ~3(X) )  
and 
(20) 
f ( xl ) T = ( f l (X,, ys ), f 2(xs, Yl ), f 3(x,, Yl))- (21 ) 
Here f (x~)  are a set o f  functions which enhance the performance o f  the kernel w(x-  x:). A 
polynomial  basis is usually included among these functions, but it is also possible to include singular 
functions and other special solutions to enhance the accuracy o f  the approximation in situations 
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Fig. 3. Wrap-arotmd weight and shape function near crack tip; crack originates at y = 3, x = 0 with tip at x = 5, y = 3. 
Shape function is for node at x = 6, y = 6.5. 
such as the presence o f  cracks. The function ~Tf  has been cal led the correction function in [10] 
when used to restore consistency; however,  it can also be used for purposes other than restoring 
consistency. 
Now we want the shape functions (19) to exact ly interpolate any linear polynomial ,  which means 
they satisfy the l inear consistency condit ions (18). Let p be defined as 
p(x)  T = (p~(x) ,  p : (x ) ,  p3(x)) 
= (1 ,x ,y )  
(22) 
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so p is a vector consisting of the terms of a linear polynomial. Now we write the consistency 
conditions (18) in the following form: 
~I(X)p(X l  ) = p(x ) .  (23)  
i 
The equations become 
A~ = p(x) = (24) 
where 
Aij -- ~ WK(X)pi(xK)f)(XK). (25) 
K 
It is computationally convenient to shift the origin of coordinates to the point of evaluation (x', y') 
with (24) becoming 
E'] A~= 0 (26) 
0 
with 
"~7 = ~ WK(X)pi(XK -- X')J](XK -- X'). (27) 
K 
In the case when f = p and p is a polynomial basis, the A matrix is the standard moment matrix. 
It can be shown then that the shape functions are identical to those used by EFG. 
3.2. Faster derivative computation 
In the standard EFG method the derivatives of shape functions are computed by 
~l,j = (pTA-IBI),j 
T --1 =p,/A B1 +pT(A-1),/BI +pTA-IB1,/ (28) 
with A~ l computed by 
A~j I = -A - I  A,jA -1 (29) 
Here a different approach to finding derivatives of shape functions is proposed. Let us differentiate 
(24) with respect o x. (We will compute everything in the shifted coordinate system as in (27) 
and so will not use the bar notation to differentiate quantities computed in the original and shifted 
coordinate systems.) 
A x~ + A~x =p,x(X) = • (30) 
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First to solve (24) for ~, A is LU decomposed, with the decomposition stored. Then since we already 
know ~ we can solve 
A~,x = P,x - A,x~ (31 ) 
for ~,x. Because we already have the LU decomposition of A we just need to perform a back 
substitution plus one matrix-vector product o get e,x. Similarly, 
Aat, y = p,y - A,yo~ (32) 
with 
p,y(x)  = . (33) 
The derivatives of the shape functions are then given by 
¢I)I,j = ((Xl -~- O~2(Xl --- X t)  -Jr- O~3(YI - -  y ' )  )WI, j 
+(cq,j + c~2,j(xi - x ' )  + ~3,j(Yl - y' ) )wi .  (34) 
Higher derivatives can now be obtained by the same technique, i.e., by differentiating (30) and (32) 
and shifting all the known terms to the right side of the equation and using previously the obtained 
LU decomposition to do back substitution. 
The above technique for computing shape functions and their derivatives is about twice as fast as 
standard EFG when used in two dimensions with Smax equal to 2. 
4. Numerical results 
4.1. Plate with a hole 
The problem of a plate with a hole subject to a unit traction in the x direction at infinity is 
examined. The problem is shown in Fig. 4. The solution for the infinite plate is given in [16] as 
a2(~ ) 3a4 
axx ---- 1 - ~- cos(20) + cos(40) + ~gr4 cos(40), (35) 
a2 (1  cos(20) _ cos(40)) 3a4 (Tyy - -  F2 - -  ~ cos(40), (36) 
a2(~ ) 3a4 
¢7xy - -  r2 sin(20) + sin(40) + ~ sin(40). 
To model a 
the problem is modeled due to the symmetry. The following parameters were used for this problem: 
a = 1; s = 5. An element background mesh consisting of quadrilaterals was used for the quadrature 
of the weak form; 4 x 4 Gaussian quadratm'e over the elements was used. 
(37) 
finite plate the tractions from the exact solution are applied. Only the upper quadrant of 
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Fig. 4. Plate with a hole based on fourfold symmetry; tractions at the outside boundaries are prescribed according to the 
infinite plate solution. 
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Fig. 5. Convergence for the plate with a hole. 
Convergence results in the energy norm are given in Fig. 5 for two sizes of the domain of influence 
of the weight function. As can be seen, for small domains of influence, the continuous shape functions 
perform almost exactly like the discontinuous hape functions, while for larger domains of influence, 
the continuous shape functions are more accurate than the discontinuous hape functions. 
4.2. Mode I crack problem 
The second problem concerns the singular field at a crack tip. A closed form solution for a crack 
problem can be constructed by using the well-known near tip field in a domain about the crack tip 
and prescribing the displacements along the boundary according to this field. The displacement field 
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Fig. 7. Typical mesh used for near tip crack problem. 
for a mode I crack is [1] 
Ux(X) = ~K/w/~cos(~)  [~: - l+2s in2(0) l  , (38a) 
Uy(X) = "~ V ~ sin x + 1 -- 2 cos 2 , (38b) 
where r is the distance from the crack tip and 0 is the angle measured from the line of the crack 
(see Fig. 6); a typical mesh is shown in Fig. 7. 
Fig. 8 shows the stress distribution at r = 0.2a for a crack of length a for discontinuous hape 
functions; the same stress distributions for the continuous hape functions are shown in Fig. 9. Both 
stress fields exhibit substantial oscillations in the proximity of the crack tip. The radial distributions 
of stress for discontinuous and continuous hape functions at 0 = 0 ° are shown in Figs. 10 and 11, 
respectively. Away from the crack tip, both sets of stresses agree well with the closed form solution. 
It is of interest hat the computed stresses do not replicate the singular behavior of the exact crack 
field, but they provide accurate stress intensity factors. 
The stress intensity factors were computed by the domain integral method of [14]. The normalized 
stress intensity factors as a function of the domain size are given in Fig. 12; the domain is a square 
area centered at the crack tip. Regular meshes of 9 × 9 and 17 × 17 nodes were used to obtain these 
results. The results with the continuous hape functions are more accurate in both cases. The results 
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Fig. 8. Stress distribution using discontinuous shape functions along r = 0.2 a, 0 = 0 - 180 °. 
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Fig. 9. Stress distribution using continuous shape functions along r = 0.2a, 0 = 0 - 180 °. 
exhibit some dependence on domain size: the domain must be of  the order of  half the crack length 
to obtain accurate results. 
5. Discussion and conclusions 
A new procedure has been developed for shape functions in the element-free Galerkin method 
so that the functions are continuous in domains with concave corners. The procedure ntails only a 
simple redefinition of  the parameter which governs the decay of the weight function. Results obtained 
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Fig. 11. Stress distribution using continuous hape functions along r = 0 - 0.2 a, 0 -- 0 °. 
with the new weight function have been compared to those obtained with discontinuous functions. 
In general the overall accuracy is improved, although not markedly; the rate of convergence r mains 
unchanged. In problems involving singularities, the accuracy of domain integral measures of the 
strength of the singularity are also improved. 
One of the major disadvantages of the meshless methods, and the element-free Galerkin method 
in particular, is the increased computational cost. This additional computational burden arises from 
several sources: 
(1) the need to identify the nodes in the domain of influence for all points at which the approxi- 
mating function is calculated; 
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Fig. 12. Stress intensity factors as a function of J-integral domain size. 
(2) the relative complexity of the shape functions, which increases the cost of evaluating it and 
its derivatives; 
(3) the additional burden of dealing with essential boundary conditions. 
The new method for the calculation of moving least square approximants and their derivatives deals 
with the second in the above list. The method is based on the direct imposition of the consistency 
conditions on the approximation function. This leads to a set of linear algebraic equations for the 
coefficients and their derivatives. Comparison with original formulations of the method show a 
twofold increase in speed in the computation of the derivatives. This represents a substantial increase 
in the speed of the method. 
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