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Abstract
We consider the synchronized periodic oscillation in a ring neural network model with two differ-
ent delays in self-connection and nearest neighbor coupling. Employing the center manifold theorem
and normal form method introduced by Hassard et al., we give an algorithm for determining the Hopf
bifurcation properties. Using the global Hopf bifurcation theorem for FDE due to Wu and Bendix-
son’s criterion for high-dimensional ODE due to Li and Muldowney, we obtain several groups of
conditions that guarantee the model have multiple synchronized periodic solutions when the transfer
coefficient or time delay is sufficiently large.
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In the past twenty years, there has been an extensive research on the dynamics of de-
layed differential equations representing neural network. For example, Wang and Zou [19]
investigated global stability and bifurcation to a bidirectional associative memory neural
networks with delays. Baldi and Atiya [1] proposed the following simple neural network
model:
dui(t)
dt
= −ui(t)
Ti
+ Tii−1f
(
ui−1(t − τii−1)
)
, i = 1,2, . . . , n, (1)
and investigated the effects of delays on its dynamical properties. From then on, many
authors have focused on bifurcation and existence of periodic solutions to model (1) with
n = 2, (e.g., see [5,6,8,16,21]). Recently, Wei and Li [20] employed the global Hopf bifur-
cation theorem for functional differential equations given by Wu [22] and high-dimensional
Bendixson’s criterion of ordinary differential equations given by Li and Muldowney [13],
studied the global existence of periodic solutions to model (1) with n = 3. In 1999, Camp-
bell [3] generalized (1) to a network with ring construction where each element receives
two time-delayed inputs: one from itself and another one from the previous element, and
gave sufficient conditions for local stability and bifurcation. Several papers (e.g., see [2,4,9,
18,24]) reported the progress of the neural network with a ring when n is fixed. Wu et al. [7,
23,24] investigated the so-called phase-locked oscillation and synchronization stability.
Their results show that delayed network model possess certain complex dynamical behav-
iors. Yuan and Campbell [25,26] generalized the synchronized stable result and equivariant
Hopf bifurcation in [24] to the following general model:
x˙i (t) = −xi(t)+ αf
(
xi(t − τs)
)+ β[g(xi−1(t − τ))+ g(xi+1(t − τ))]
(i mod n). (2)
They analyzed the bifurcation and stability of non-trivial synchronous solutions from the
trivial solution in (2) and discussed the stability of the equivariant Hopf bifurcation.
We know that synchronization is a very important and special property which means
x = (x1(t), x2(t), . . . , xn(t)) is a solution of (2) with x1(t) = x2(t) = · · · = xn(t) when
t −h, h = max{τs, τ }.
The purpose of this paper is to investigate the synchronous bifurcation of (2). We restrict
our discussion to Hopf bifurcation and would ask some related questions: What kind of
conditions can ensure the occurrence of the synchronized Hopf bifurcation? How about
its stability? Where is the periodic solution from Hopf bifurcation when the parameter is
varied?
Under the point of synchronization, the model is reduced to the scalar delay differential
equation:
x˙(t) = −x(t)+ αf (x(t − τs))+ 2βg(x(t − τ)). (3)
We assume that f,g ∈ C3, and satisfy the following condition:
(H1) f (0) = g(0) = 0, f ′(0) = g′(0) = 1, −∞ < lim f (x), g(x) < ∞.
x→±∞
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distributions of the roots of its characteristic equation associated with the linearization of
(3) is usually complicated since it contains two delays. (see, e.g., [2,11,14]).
Firstly, employing the result on the distribution of the zeros of a transcendental poly-
nomial given in Ruan and Wei [17], we analyze the stability of the trivial solution and the
existence of Hopf bifurcation to (3) where the transfer coefficient β , which measures the
normalized synaptic strength of neighbor-interaction, is regarded as the bifurcation para-
meter. Based on the analysis, using the center manifold theory and normal form method
introduced by Hassard et al. [12], we give the direction and stability of Hopf bifurca-
tion in the center manifold. By using the global Hopf bifurcation theorem in [22] and the
high-dimensional Bendixson’s criterion in [13], we study the global existence of periodic
solutions when β or time delay τ is regarded as bifurcation parameter, respectively. The re-
sults show that, under certain conditions, the model (2) has multiple synchronous periodic
solutions when β or τ is large enough.
The paper is organized as follows: in Section 2, we present the local Hopf bifurcation
and stability of the trivial solution. Section 3 deals with the properties of Hopf bifurcation
on the center manifold. The global existence of multiple periodic solutions is discussed in
Section 4. Finally, in Section 5, the numerical simulation is carried out for an example.
2. Stability analysis
Under the hypothesis (H1), the linearization of (3) at the trivial equilibrium point x = 0
is
u˙(t) = −u(t)+ αu(t − τs)+ 2βu(t − τ), (4)
the characteristic equation is
λ = −1 + αe−λτs + 2βe−λτ . (5)
In what follows, the analysis on the distribution of the roots to Eq. (5) is based on the
conclusion given in [17]: the sum of the order of the zeros of (5) in a open right-plane can
change only if a zero appears or accesses the imaginary axis as parameters (α,β, τs, τ ) are
varied.
Lemma 2.1. If β = 0,
(i) when −1 α < 1, all the roots of Eq. (5) have negative real parts;
(ii) when α < −1, there exists τ 0s > 0 such that all the roots of Eq. (5) have negative real
parts when τs ∈ [0, τ 0s ), and (5) has at least one root with positive real part when
τ > τ 0s , where
τ 0s =
1√
α2 − 1
(
2π − Arccos 1
α
)
;
(iii) when α > 1, there exists a root in Eq. (5) which has positive real part;
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real parts.
Proof. If β = 0, the characteristic equation becomes
λ = −1 + αe−λτs . (6)
(i) When α = 0, λ = −1 < 0, let iω (i is the unit of imaginary part, ω > 0) be a root of
Eq. (6); we have
1 = α cosωτs, ω = −α sinωτs, (7)
yielding ω2 = α2 −1, which does not hold when |α| < 1. When α = −1, for (6), there is no
pure imaginary root, and λ = 0 is not its root. These imply that there is no root appearing
on the imaginary axis when α ∈ [−1,1), the conclusion (i) follows.
(ii) When α < −1, from the definition of τ 0s , we know that (τ 0s ,
√
α2 − 1) is a root of
Eq. (7), i.e., ±i√α2 − 1 is a pair of pure imaginary root of (6) with τs = τ 0s .
Clearly, τ 0s is the first value of τs > 0 such that (6) has root appearing on the imaginary
axis. Therefore, all the roots of (6) have negative real parts when τs ∈ [0, τ 0s ).
Let λ(τs) = R(τs) + iω(τs) be the root of (6) satisfying β(τ 0s ) = 0 and ω(τ 0s ) =√
α2 − 1. We can derive
dλ
dτs
= −αλe
−λτs
1 + ατse−λτs ,
then
R′(τ 0s ) = Re
(
dλ
dτs
∣∣∣∣ λ=iω
τs=τ 0s
)
= ω
2
(1 + τs)2 + (ωτ 0s )2
> 0.
Thus (6) has at least one root with positive real part when τs > τ 0s .
(iii) If we rewrite the characteristic equation (6) as
λ+ 1 − αe−λτs = 0, (8)
and denote the left-hand side of (8) as ∆(λ) = λ+ 1 − αe−λτs , when α > 1, we have
∆(0) = 1 − α < 0 and lim
λ→+∞∆(λ) = +∞,
so there exists a λ∗ ∈ (0,+∞) such that ∆(λ∗) = 0, i.e., Eq. (6) has at least one positive
real root.
(iv) When α = 1, it is easy to check that λ = 0 is a root of Eq. (6), and (6) has no pure
imaginary root. For a contradiction, assuming that (6) has a root with positive real part
denoted by λ(α) = R(α) + iω(α) satisfying R(1) > 0, then R(α) > 0 when α < 1 and
close to 1. This contradicts to (i). Therefore the conclusion follows. 
We can illustrate the results of Lemma 2.1 in Fig. 1.
Next, we regard β as the bifurcation parameter, for fixed (α, τs) in the shaded region in
Fig. 1, to investigate the distribution of the roots to (5).
For convenience, we make the following further assumptions:
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(C1) |α| < 1;
(C2) α < −1, τs ∈ [0, τ 0s ) and τs − 1α .
Lemma 2.2. Suppose either (C1) or (C2) is satisfied. Then there exists a sequence values
of β , denoted as
· · · < β−1 < β−0 < 0 < β+0 < β+1 < · · ·
such that Eq. (5) has a pair of purely imaginary roots ±iω±j when β = β±j (j = 0,1, . . .);
moreover, all the roots of (5) have negative real roots when β ∈ (β−0 , β0) with β0 =
min{β+0 , 1−α2 }, where
β±j = −
ω±j + α sinω±j τs
2 sinω±j τs
, (9)
ω±j is the root of
tanωτ = −ω + α sinωτs
1 − α cosωτ (10)
under assumption (C1), or the root of
cotωτ = −1 − α cosωτs
ω + α sinωτs (11)
under (C2).
Proof. The characteristic equation (5) has a pair of purely imaginary roots ±iω when
ω,α,β, τs, τ satisfy
1 − α cosωτs = 2β cosωτ, ω + α sinωτs = −2β sinωτ. (12)
If (C1) is satisfied, it can be observed that
1 − α cosωτs > 0 and lim
ω→∞(ω + α sinωτs) = ∞,
there exists a ω¯ > 0 such that, for ω > ω¯, y1 = −ω+α sinωτs1−α cosωτs < 0, as shown in Fig. 2(thicker black curve). Denote ωj (j = 0,1, . . .) as the solution of (10), and define βj =
−ωj+α sinωj τs , then (ωj ,βj ) is a solution of (12).2 sinωj τs
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If (C2) is satisfied,
ω + α sinωτs > ω + αωτs = ω(1 + ατs) 0, (13)
the function y2 = − 1−α cosωτsω+α sinωτs makes sense for ω > 0. Similarly, denote ωj as the solution
of (11), βj in (9), then (ωj ,βj ) is the solution of (12).
Those imply that ±iωj is a pair of purely imaginary roots of (5) when β = βj , whereas
when β = βj , (5) has no purely imaginary root.
We divide {βj } into two subsets by reordering the sub-index j : {βj } = {β−j } ∪ {β+j }
such that
· · · < β−1 < β−0 < 0 < β+0 < β+1 < · · · ,
and ω±j is the correspondent of β
±
j , then the proof for the first part is done.
It is observed that, for Eq. (5), λ = 0 is a root if and only if β = 1−α2 ; the roots with
β = 0 have negative real parts when (C1) or (C2) is satisfied; β−0 , β+0 is the first value of
β < 0, β > 0 respectively, such that (5) has zeros appearing on the imaginary axis. Hence,
the last conclusion follows. 
Let λ(β) = R(β)+ iω(β) be a root of Eq. (5) such that R(βj ) = 0, ω(βj ) = ωj .
Lemma 2.3. Under the assumptions τ > τs , and (C1) or (C2),
βjR
′(βj ) > 0 for j  j0  0, (14)
further,
βjR
′(βj ) > 0 for j  0, (15)
if (C1) and −1 < ατs  π are satisfied.
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dλ(β)
dβ
= 2e
−λτ
1 + ατse−λτs + 2βτe−λτ , (16)
then (
dλ(β)
dβ
)−1∣∣∣∣
β=βj
= βj (τ − τs)+ 12
[
(1 + τs) cosωjτ − τsωj sinωjτ
]
+ i
2
[
(1 + τs) sinωjτ + τsωj cosωjτ
]
. (17)
If (C1) holds, we have, from (12), βj cosωjτ = 12 (1 −α cosωjτs) > 0 (j  0). Clearly,
there exists a j0  0 such that
ωj + α sinωjτs > 0 (18)
for j  j0, then βj sinωjτ < 0 (j  j0). Therefore, the inequality (14) follows from
Eq. (17).
If (C2) is satisfied,
ω + α sinωτs > ω + αωτs = ω(1 + ατs) 0,
from (9) and (12), we have βj sinωjτ < 0 for j  0, and limj→∞ |βj | = ∞. So there
exists j0  0 such that (14) is hold.
If (C1) and −1 < ατs  π are satisfied, we have a stronger result. To see this, we need
to show that (18) is hold for any j  0.
When α > 0 and 0 ωτs  π , it is straightforward that ω + α sinωτs  0; while when
α  0 and ωτs > π , ω + α sinωτs  ω − α > πτs − α  0; when α < 0, ω + α sinωτs 
ω + αωτs = ω(1 + ατs) > 0. Therefore, ωj + α sinωjτs > 0 for any j  0 under the
assumptions. That means, βj sinωjτ  0 for any j  0. The proof is finished. 
Applying the above lemmas and Hopf bifurcation theorems for functional differential
equations in [10], we have the following results presenting the stability and existence of
Hopf bifurcation to the synchronized system (3).
Theorem 2.4. Under the assumption in Lemma 2.3,
(i) (3) undergoes a Hopf bifurcation at β = β±j , j  j0;
(ii) the zero solution is asymptotically stable when β ∈ (β−0 , β0), unstable when β is out-
side of the interval [β−j0 , β+j0];(iii) moreover, under (C1), if −1 < ατs  π , the zero solution is unstable when β is outside
of the interval [β−0 , β0] and Hopf bifurcation occurs at β = β±j , j  0.
Proof. (i) The conclusions in Lemma 2.3 indicate that the transversality condition for Hopf
bifurcation is satisfied under the assumption, so Hopf bifurcation occurs at β = βj , j  j0.
(ii) It is well known that the solution is locally asymptotically stable if all the roots of
the characteristic equation have negative real parts and unstable if at least one root has
positive real part.
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real parts when β lays outside of the interval [β−j0 , β+j0], and the definitions of β−0 and β0
imply that all the root of (5) have negative real parts when β ∈ (β−0 , β0), so the conclusion
is followed.
(iii) It is straightforward from Lemma 2.3. 
Remark 2.1. To identify the properties when β is beyond the interval [β−j0 , β+j0] under (C2),
we observe that as the solutions of (11), ωj ∈
( jπ
τ
,
(j+1)π
τ
)
, j = 0,1, . . . , and
β−k = −
ω2k + α sinω2kτs
2 sinω2kτs
< 0,
β+k = −
ω2k+1 + α sinω2k+1τs
2 sinω2k+1τs
> 0, k = 0,1,2, . . . .
Let λ(β) = R(β) + iω(β) be the root of Eq. (5) satisfying R(β±k ) = 0, ω(β±k ) = ω±k ,
with ω−k = ω2k and ω+k = ω2k+1. Similar to what we have done in Lemma 2.3, it is clear
that R′(β−0 ) 0 and R′(β
+
0 ) 0.
Then we have the following results.
Lemma 2.5. If (C2) and
τ 2s +
1
α
(
1 + τ
2π
− ατ
)
τs − τ
α
(
1 − 1
2π
)
 0 (19)
are satisfied, then
R′
(
β−k
)
 0, k = 0,1, . . . . (20)
Proof. Since R′(β−0 ) 0, we only need to show (20) for k  1.
We know that sinω2kτ > 0, then in (17), it is sufficient to verify that
β−k (τ − τs)+
1
2
(1 + τs) cosω2kτ  0. (21)
Because ω2k  2πτ , for k  1,∣∣β−k ∣∣=
∣∣∣∣ω2k + α sinω2kτs2 sinω2kτs
∣∣∣∣ ω2k + αω2kτs2 = ω2k(1 + ατs)2  πτ (1 + ατs),
which implies β−k −πτ (1 + ατs), thus
β−k (τ − τs)+
1
2
(1 + τs) cosω2kτ −π
τ
(1 + ατs)(τ − τs)+ 12 (1 + τs).
Clearly,
−π
τ
(1 + ατs)(τ − τs)+ 12 (1 + τs) 0
is equivalent to (19) holds. The conclusion follows. 
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τ 2s +
1
α
(
1 + τ
3π
− ατ
)
τs − τ
α
(
1 − 1
3π
)
 0 (22)
are satisfied, then
R′
(
β+k
)
 0, k = 0,1, . . . . (23)
Proof. Similarly, since R′(β+0 ) 0, sinω2k+1τ > 0 and ω2k+1 
3π
τ
for k  1,
∣∣β+k ∣∣=
∣∣∣∣ω2k+1 + α sinω2k+1τs2 sinω2k+1τs
∣∣∣∣ ω2k+1 + αω2k+1τs2 
3π
τ
(1 + ατs)
2
,
therefore
β+k (τ − τs)+
1
2
(1 + τs) cosω2k+1τ  3π2τ (1 + ατs)(τ − τs)−
1
2
(1 + τs)
= 1
2
[
3π
τ
(1 + ατs)(τ − τs)− (1 + τs)
]
.
It is easy to check that
3π
τ
(1 + ατs)(τ − τs)− (1 + τs) 0
is equivalent to (22) holds. This completes the proof. 
3. Direction and stability of Hopf bifurcation
In this section, we will use the center manifold and normal form theories introduced
in [12] to study the direction of Hopf bifurcation and stability of the bifurcating periodic
solutions on the center manifold.
We define the phase space as C = C([−h,0],R), (h = max(τs, τ )) associated with the
norm |φ| = sup−hθ0 |φ(θ)| for φ ∈ C, and expand (3) at the trivial solution as
x˙(t) = −x(t)+ αx(t − τs)+ 2βx(t − τ)+G
(
x(t − τs), x(t − τ)
)
, (24)
where
G
(
x(t − τs), x(t − τ)
)= 1
2
[
a1x
2(t − τs)+ a2x2(t − τ)
]
+ 1
3!
[
b1x
3(t − τs)+ b2x3(t − τ)
]+ h.o.t
and
a1 = αf ′′(0), a2 = 2βg′′(0), b1 = αf ′′′(0), b2 = 2βg′′′(0).
According to the analysis in the preceding section, (5) with β = βj has a pair of simple
pure imaginary roots iωj . We denote βˆ = βj , ωˆ = ωj and β = βˆ + µ for convenience,
where µ ∈R is regarded as the bifurcation parameter.
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there exists a bounded variation function η(θ,µ) such that
−φ(0)+ αφ(−τs)+ 2(βˆ +µ)φ(−τ) =
0∫
−h
dη(θ,µ)φ(θ).
In fact, the above equality holds by choosing
η(θ,µ) = −δ(θ)+ αδ(θ + τs)+ 2(βˆ +µ)δ(θ + τ)
in θ ∈ [−h,0].
For φ ∈ C1([−h,0],R), we set
L(µ)φ =
{
dφ(θ)
dθ
, θ ∈ [−h,0),∫ 0
−h dη(ξ,µ)φ(ξ), θ = 0,
N(µ)φ =
{
0, θ ∈ [−h,0),
F(µ,φ), θ = 0.
Then (24) can be written as
x˙t = L(µ)xt +N(µ)xt . (25)
For ψ ∈ C1([0, h],R), define
L∗ψ =
{− dψ(s)
ds
, s ∈ (0, h],∫ 0
−h dη
T (t,0)ψ(−t), s = 0.
For φ ∈ C[−h,0] and ψ ∈ C[0, h], using the bilinear form
〈ψ,φ〉 = ψ¯(0)φ(0)−
0∫
−h
θ∫
0
ψ¯(ξ − θ) dη(θ)ϕ(ξ) dξ,
we know L∗ and L = L(0) are adjoint operations.
By the results in Section 2, we assume that ±iωˆ is an eigenvalue of L, so it is also
an eigenvalue of L∗. Clearly, q(θ) = eiωˆθ is an eigenvector of L corresponding to iωˆ,
q∗(s) = Deiωˆs is an eigenvector of L∗ corresponding to −iωˆ. From 〈q∗(s), q(θ)〉 = 1, we
can obtain D = [1 + ατse−iτs ωˆ + 2βˆτe−iτ ωˆ]−1.
Following the algorithms given in [12] and using a computation process similar to that
in [21], we can obtain the coefficients which will be used in determining the important
quantities:
g20 = D¯[a1e−2iωˆτs + a2e−2iωˆτ ], g11 = D¯(a1 + a2),
g02 = D¯[a1e2iωˆτs + a2e2iωˆτ ],
g21 = D¯
[
a1
(
2e−iωˆτsw11(−τs)+ eiωˆτsw20(−τs)
)
+ a2
(
2e−iωˆτw11(−τ)+ eiωˆτw20(−τ)
)+ b1e−iωˆτs + b2e−iωˆτ ], (26)
where
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iωˆ
eiωˆθ − g¯02
3iωˆ
e−iωˆθ +E1e2iωˆθ ,
w11(θ) = g11
iωˆ
eiωˆθ − g¯11
iωˆ
e−iωˆθ +E2, (27)
and
E1 = − a1e
−2iωˆτs + a2e−2iωˆτ
1 + αe−2iωˆτs + 2βˆe−2iωˆτ − 2iωˆ , E2 = −
a1 + a2
−1 + α + 2βˆ . (28)
Because each gij in (26) is expressed by the parameters and delays in (3), we can compute
the following quantities:
c1(0) = i2ωˆ
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
, µ2 = −Re(c1(0))
R′(βˆ)
,
T2 = − Im(c1(0))+µ1ωˆ
′(βˆ)
ωˆ
, γ2 = 2 Re(c1(0)).
It is well known that µ2 determines the directions of the Hopf bifurcation: if µ2 > 0 (< 0),
the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic solutions
exist for β > βˆ (< βˆ); γ2 determines the stability of the bifurcating periodic solutions:
the bifurcating periodic solutions are orbitally stable (unstable) if γ2 < 0 (> 0); and T2
determines the period of the bifurcating periodic solutions: the period increase (decrease)
if T2 > 0 (< 0).
If the functions f and g in (3) satisfy
(H2) f ′′(0) = g′′(0) = 0 and f ′′′(0) = g′′′(0) = 0,
we can get
µ2 = − ωˆf
′′′(0)
2R′(βˆ)
∆1
∆
, γ2 = f
′′′(0)∆1
∆
, (29)
where
∆ = (1 + ατs cos ωˆτs + 2βˆτ cos ωˆτ )2 + (ατs sin ωˆτs + 2βˆτ sin ωˆτ )2,
∆1 = (1 + ατs cos ωˆτs + 2βˆτ cos ωˆτ )− ωˆ(ατs sin ωˆτs + 2βˆτ sin ωˆτ ),
which covers the result given in [25] when f (x) = g(x) = tanhx.
From the proof of Lemma 2.3, we know that, if either (C1) or (C2) holds, then there
exists an integer j0 such that βˆ cos ωˆτ > 0, βˆ sin ωˆτ < 0, where βˆ = βj with j  j0. The
above inequalities hold for j  0 when (C1) and −1 < ατs < π are satisfied.
Then from (12), and τ > τs , it follows that, 1 + ατs cos ωˆτs + 2βˆτ cos ωˆτ > 0, and
−ατs sin ωˆτs − 2βˆτs sin ωˆτ > ωˆτs  0. Therefore, it yields that the sign of f ′′′(0) deter-
mines the sign of γ2 and µ2R′(βˆ) since ∆ > 0 and ∆1 > 0. In fact, γ2 < 0 (respectively
> 0) and µ2R′(βˆ) > 0 (respectively < 0) when f ′′′(0) < 0 (respectively > 0).
Summarizing the above result, we have
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the direction of the Hopf bifurcation at βˆ ∈ {β+j } (βˆ ∈ {β−j }) is supercritical (subcriti-
cal) (respectively subcritical (supcritical)), and the bifurcating periodic solutions on the
center manifold are orbitally asymptotically stable (respectively unstable) for j  j0
when f ′′′(0) < 0 (respectively > 0). The conclusions hold for j  0 provided (C1) and
−1 < ατs < π are satisfied; particularly, for the original system (3), when βˆ = β−0 or
βˆ = β+0 with β+0 < 1−α2 , the stability of the bifurcating periodic solutions is the same as
that on the center manifold.
So far we analyzed the local dynamical properties: the asymptotic stability of the equi-
librium and the existence of a Hopf bifurcation from the characteristic equation of the
linearization of the network in a neighborhood of the equilibrium.
4. Global existence of periodic solutions
In this section, we will study the global existence of non-trivial periodic solution using
global Hopf bifurcation theorem given by Wu [22].
At first, we introduce some notations:
X = C([−τ,0],R), N = {(xˆ, β,T ): xˆ is a fixed point},
Σ = Cl{(x,β, τ ): x is a T-periodic solution}⊂ X ×R ×R+,
and C(0, β−j ,
2π
ω−j
) (C(0, β+j ,
2π
ω+j
)) denotes the connected component of (0, β−j ,
2π
ω−j
)
((0, β+j ,
2π
ω+j
)) in Σ .
In what follows, we study the global continuation of the local Hopf branch of the syn-
chronized system (3) from the point (0, β±j , 2πω±j ) ∈ N , j = 0,1,2, . . . .
To simplify the analysis and computation, we assume τs = 0 or τs = τ . Due to the
similar process, we only study the case τs = 0, and recall the system with τs = 0 as
x˙(t) = −x(t)+ αf (x(t))+ 2βg(x(t − τ)), (30)
its characteristic equation is
λ = −1 + α + 2βe−λτ . (31)
4.1. Regarding β as parameter
Similar to the proof of Lemmas 2.2 and 2.3, we have the following results on the distri-
bution of the roots to Eq. (31) when β is considered as parameter.
Lemma 4.1. If α  1, there exists a sequence values of β , denoted as
· · · < β−1 < β−0 < 0 < β+0 < β+1 < · · ·
such that
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(1) for α < 1,
ω+j ∈
(
(2j + 32 )π
τ
,
2(j + 1)π
τ
)
,
ω−j ∈
(
(2j + 12 )π
τ
,
(2j + 1)π
τ
)
, j = 0,1, . . . , (32)
are the roots of
tanωτ = − ω
1 − α , (33)
and
β±j =
1 − α
2 cosω±j τ
; (34)
2) for α = 1,
ω+j =
(2j + 32 )π
τ
, ω−j =
(2j + 12 )π
τ
, j = 0,1, . . . ,
and
β+j =
(2j + 32 )π
2τ
, β−j = −
(2j + 12 )π
2τ
, j = 0,1, . . . ;
(ii) β±j R′(β±j ) > 0 for j  0, where R(β) is the real part of the root of (31) denoted by
λ(β) = R(β)+ iω(β) with R(β±j ) = 0 and ω(β±j ) = ω±j , respectively;
(iii) all of the roots of Eq. (31) have negative real parts when β ∈ (β−0 , 1−α2 ), and at least
one with positive real part when β is outside of [β−0 , 1−α2 ].
In the proof of (iii), we only need to verify β+0 > 1−α2 . In fact, if iω is a root of (31),
then
1 − α = 2β cosωτ, ω = −2β sinωτ,
which gives ω =√4β2 − (1 − α)2. That means, |β| > |1−α|2 , therefore, β+0 > 1−α2 when
α  1.
To investigate the global properties of the solution, we present some basic results first.
Lemma 4.2. The periodic solutions of (30) are uniformly bounded if the parameter β is
bounded, i.e., |β| β¯ with β¯ > 0.
Proof. Let x(t) be a periodic solution of (30), and x(t1) = M , x(t2) = m be its maximum
and minimum value, respectively, then x′(t1) = x′(t2) = 0, and
M = αf (M)+ 2βg(x(t1 − τ)), m = αf (m)+ 2βg(x(t2 − τ)).
The assumption (H1) implies that there exist B1 > 0 and B2 > 0 such that, for all x ∈ R,
|f (x)| B1, |g(x)| B2. Therefore, for |β| β¯ ,
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The proof is finished. 
Lemma 4.3. Equation (30) has no non-constant periodic solution when β = 0.
Proof. Let x(t) be a periodic solution of (30) with β = 0, and M = x(t1) be the maximum
of x(t). Then x(t) satisfies the equation x′(t) = −x(t)+αf (x(t)) and −M +αf (M) = 0,
which imply that x(t) ≡ M , the conclusion follows. 
Lemma 4.4. Equation (30) has no periodic solution of period τ .
Proof. Let x(t) be a periodic solution of period τ , then x(t) is a periodic solution to the
following ordinary equation
dx
dt
= −x + αf (x)+ 2βg(x). (35)
Similar to Lemma 4.3, we know that (35) has no non-constant periodic solution, this com-
pletes the proof. 
Lemma 4.5. If αf ′(x) < 1 for x ∈R, (30) has no periodic solution of period 2τ .
Proof. Let x(t) be a periodic solution of period 2τ , and set y(t) = x(t − τ), then
(x(t), y(t)) is a periodic solution of the following equations:
x′ = −x + αf (x)+ 2βg(y), y′ = −y + αf (y)+ 2βg(x). (36)
Denote
P(x, y) = −x + αf (x)+ 2βg(y), Q(x, y) = −y + αf (y)+ 2βg(x);
we have
∂P
∂x
+ ∂Q
∂y
= −1 + αf ′(x)− 1 + αf ′(y) = −2 + α(f ′(x)+ f ′(y))< 0
when αf ′(x) < 1. By the Bendixson’s criterion, (36) has no periodic solution in the (x, y)-
plane.
If x∗ = 0 is a fixed point of Eq. (30), the linearization around x∗ is
dy
dt
= −y(t)+ αf ′(x∗)y(t)+ 2βg′(x∗)y(t − τ),
where y = x − x∗.
For this case, the result is similar to that in Lemma 2.3. 
Lemma 4.6. If αf ′(x) < 1, then βjR′(βj ) > 0 for j  0, where βj and R′(βj ) have the
similar meaning as in the previous sections.
The following main result is obtained by using the theorems given in [22].
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j + 1 periodic solutions for each β > β+j or β < β−j+1, j = 0,1,2, . . . .
Proof. In what follows, we only verify the case of β > β+j .
First note that
F(xt , β, τ ) = −x(t)+ αf (x(t))+ 2βg(x(t − τ))
satisfies the hypotheses (A1)–(A3) in [22] with
(xˆ0, α0,p0) =
(
0, β+j ,
2π
ω+j
)
, ∆
(0,β+j ,
2π
ω
+
j
)
(z) = z + 1 − α − 2βe−zτ .
It can also be verified that (0, β+j ,
2π
ω+j
) are isolated centers, then by Lemma 4.1, there exist
ε > 0, δ > 0 and smooth curve z: (β+j − δ,β+j + δ) → C such that
∆
(
z(β)
)= 0, ∣∣z(β)− iω+j ∣∣< ε
for all β ∈ [β+j − δ,β+j + δ], and
z
(
β+j
)= iω+j , d Re(z(β))dβ
∣∣∣∣
β=β+j
> 0.
Denote Tj = 2π
ω+j
, and Ωε = {(0, T ): 0 < u < ε, |T − Tj | < ε}. Clearly, if |β − β+j |  δ
and (u,p) ∈ ∂Ωε such that ∆(0,β,T )(u + 2πiT ) = 0, then β = β+j , u = 0 and T = Tj . This
verifies the assumption (A4) in [22] for m = 1.
Moreover, putting
H±
(
0, β+j ,
2π
ω+j
)
(u,T ) = ∆(0,β+j ±ε,T )
(
u+ i 2π
T
)
,
we have the crossing number
γ1
(
0, β+j ,
2π
ω+j
)
= degβ
(
H−
(
0, β+j ,
2π
ω+j
)
,Ωε
)
− degβ
(
H+
(
0, β+j ,
2π
ω+j
)
,Ωε
)
= −1. (37)
Similarly, if x∗ is a non-zero fixed point, from Lemma 4.6, we can also get
γ1
(
x∗, β+j ,
2π
ω+j
)
= degβ
(
H−
(
x∗, β+j ,
2π
ω+j
)
,Ωε
)
− degβ
(
H+
(
x∗, β+j ,
2π
ω+
)
,Ωε
)
= −1.j
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(0, β+j ,
2π
ω+j
) in Σ is non-empty. From Lemma 4.3, it is known that the projection of
C(0, β+j ,
2π
ω+j
) onto the β-space is contained in (0,+∞). Therefore,
∑
(xˆ,β,T )∈C(0,β+j , 2πω+
j
)
γ1(xˆ, β,T ) < 0,
and hence C(0, β+j ,
2π
ω+j
) is unbounded by [22, Theorem 3.3].
From the definition of ω+j in (32), there exists an integer nj such that
2njπ
τ
> ω+j >
3π
2τ
, j = 0,1,2, . . . ,
hence
τ
nj
<
2π
ω+j
<
4τ
3
< 2τ.
Note the difference for ω−j here:
2njπ
τ
> ω−j >
5π
2τ
, j = 1,2, . . . , but ω−0 >
π
2τ
,
so we cannot obtain 2π
ω−0
< 2τ as others. That is why we can not extend the conclusion for
β < β−0 .
Applying Lemma 4.5, we know that τ
nj
< T < 2τ , then when (x,β,T ) ∈ C(0, β+j , 2πω+j ),
the projection of C(0, β+j , 2πω+j ) onto the T-space is bounded; onto x-space is also bounded
from Lemma 4.2; while onto the β-space is bounded below from Lemma 4.3. There-
fore, the projection of C(0, β+j , 2πω+j ) in β-space includes the interval [β˜,+∞) for some
β˜ ∈ (0, β+j ). Otherwise, there exists β+j > β˜ such that the projection of C(0, β+j , 2πω+j ) is
bounded by [0, β˜).
The description completes the proof of the theorem. 
4.2. Regarding the delay τ as parameter
In this subsection, we consider the delay τ as the bifurcation parameter, and employ
a high-dimensional Bendixson’s criterion of Li and Muldowney [13] combining with the
global Hopf bifurcation theorems in [22] to investigate the global existence of periodic
solutions of (30).
First of all, we study the dynamics of (30) by analyzing the distribution of its character-
istic roots. Let λ(τ) = R(τ) + iω(τ) be a root of (31) such that R(τ¯ ) = 0,ω(τ¯ ) = ω¯, for
some τ¯ . Then we have
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Proof. By direct computing, we have
R′(τ¯ ) = ω¯
2
∆2
,
where ∆2 = ω¯2τ¯ 2 + [1 + τ¯ (1 − α)]2. The conclusion follows. 
Parallel to the results in Theorem 2.4, we have
Theorem 4.9. Suppose (H1) is satisfied. Then
(i) if |β| < |1−α|2 and α < 1, the zero solution of (30) is asymptotically stable for all
τ  0;
(ii) if β > 1−α2 , the zero solution of (30) is unstable for all τ  0;
(iii) if |β| > |1−α|2 , there exists a sequence values of τ , 0 < τ0 < τ1 < · · · < τj < · · · , such
that (30) undergoes a Hopf bifurcation at x = 0 when τ = τj , j = 0,1, . . . , where
τj = 1
ω¯
[
Arccos
1 − α
2β
+ 2jπ
]
, j = 0,1, . . . , (38)
and
ω¯ =
√
4β2 − (1 − α)2.
Additionally, if β < 0, the zero solution of (30) is asymptotically stable when τ ∈
[0, τ0) and unstable when τ > τ0.
According to Theorem 4.9, we can obtain the bifurcation diagram. Figure 3 shows that
the lines β = 1−α2 and β = − 1−α2 (α < 1) divide the (α,β)-plane into three parts, S1, S2
and S3. S1 is an absolutely stable region, S2 is a conditionally stable region and S3 is an
unstable region.
Let
D1 =
{
(α,β): |β| < |1 − α|
2
, α < 1
}
, D2 =
{
(α,β): β < −1 − α
2
, α < 1
}
,
Fig. 3. Bifurcation diagram for α and β .
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D3 =
{
(α,β): β <
1 − α
2
, α  1
}
, D4 =
{
(α,β): β >
|1 − α|
2
}
.
These regions are shown in Fig. 4.
Lemma 4.10.
(i) π2 < ω¯τ0 < π when (α,β) ∈ D2;(ii) 0 < ω¯τ0  π2 when (α,β) ∈ D3;
(iii) 3π2  ω¯τ0 < 2π when (α,β) ∈ D4 and α  1;
(iv) π < ω¯τ0 < 3π2 when (α,β) ∈ D4 and α > 1.
Proof. Since they are all similar, we only verify (i).
From the meanings of ω¯ and τ0, we know that (ω¯, τ0) satisfies
1 − α = 2β cos ω¯τ0, ω¯ = −2β sin ω¯τ0. (39)
(α,β) ∈ D2 implies β < 0 and 1 − α > 0, then sin ω¯τ0 > 0 and cos ω¯τ0 < 0. Hence ω¯τ0 ∈
(π2 ,π), this completes the proof of (i).
Similar to Theorem 4.7, we have
Theorem 4.11. Under the assumption (H1), if αf ′(x) < 1 for all x ∈ R and β > |1−α|2 ,
then (30) has at least j + 1 periodic solutions when τ > τj , j = 0,1, . . . .
We only need to notice that ω¯τ0 > π if β > |1−α|2 , then
2π
ω¯
< 2τ0  2τj , j  0.
The rest of the proof is similar to that of Theorem 4.7. 
Next, we investigate the global existence of periodic solutions in (30) when β < − 1−α2
and α < 1.
Li and Muldowney [13] generalized the classical Bendixson’s criterion to n-dimensional
ordinary differential equations
x˙ = f (x), x ∈ Rn, f ∈ C1, (40)
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Let ∂f
[2]
∂x
be the second additive compound matrix (defined in [15]) of the Jacobian
matrix ∂f
∂x
.
Lemma 4.12. Let D ∈ Rn be a simply connected region, and assume the family of linear
system
z′(t) = ∂f
[2]
∂x
(
x(t, x0)
)
z(t), x0 ∈ D,
is equi-uniformly asymptotically stable, then
(i) D contains no simple closed invariant curves including periodic orbits, homoclinic
orbits and heteroclinic orbits;
(ii) each semi-orbit in D converges to a simple equilibrium.
In particular, if D is positively invariant and contains an unique equilibrium x¯, the x¯ is
global asymptotically stable in D.
Now, we consider the system
x˙1 = −x1 + αf (x1)+ 2βg(x2),
x˙2 = −x2 + αf (x2)+ 2βg(x3),
x˙3 = −x3 + αf (x3)+ 2βg(x4),
x˙4 = −x4 + αf (x4)+ 2βg(x1). (41)
For the functions f and g, we make additional assumption
(H3) There exist αi > 0, (i = 1,2,3,4,5) such that
sup
x∈R4
{
−2 + α[f ′(x1)+ f ′(x2)]+ 2α1
α2
∣∣βg′(x3)∣∣,
−2 + α[f ′(x1)+ f ′(x3)]+ 2α2
α3
∣∣βg′(x4)∣∣+ 2α2
α4
∣∣βg′(x2)∣∣,
−2 + α[f ′(x1)+ f ′(x4)]+ 2α3
α5
∣∣βg′(x2)∣∣,
−2 + α[f ′(x2)+ f ′(x3)]+ 2α4
α5
∣∣βg′(x4)∣∣,
−2 + α[f ′(x2)+ f ′(x4)]+ 2α5
α1
∣∣βg′(x1)∣∣+ 2α5∣∣βg′(x3)∣∣,
−2 + α[f ′(x3)+ f ′(x4)]+ 2
α2
∣∣βg′(x1)∣∣
}
< 0.
Lemma 4.13. If the hypotheses (H1) and (H3) are satisfied, then the system (41) has no
non-constant periodic solutions.
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Let
V (x1, x2, x3, x4) = 12
(
x21 + x22 + x23 + x24
)
,
the derivative of V along a solution of (41) is
dV
dt
∣∣∣∣
(41)
= −(x21 + x22 + x23 + x24)+ (αf (x1)+ 2βg(x2))x1
+ (αf (x2)+ 2βg(x3))x2 + (αf (x3)+ 2βg(x4))x3
+ (αf (x4)+ 2βg(x1))x4.
(H1) implies that there exists a constant L > 0 such that |f (x)|  L and |g(x)|  L for
x ∈R. Set a = max{|α|, |2β|}, then
dV
dt
∣∣∣∣
(41)
−(x21 + x22 + x23 + x24)+ 2aL(|x1| + |x2| + |x3| + |x4|).
Hence, there exists M > 1 such that
√
x21 + x22 + x23 + x24 M guarantees dVdt |(41) < 0.
This shows that the solutions of (41) are uniformly bounded.
Denote y = (x1, x2, x3, x4) and
F(y) = (−x1 + αf (x1)+ 2βg(x2),−x2 + αf (x2)+ 2βg(x3),
− x3 + αf (x3)+ 2βg(x4),−x4 + αf (x4)+ 2βg(x1)
)T ;
we have
∂F
∂y
=


−1 + αf ′(x1) 2βg′(x2) 0
0 −1 + αf ′(x2) 2βg′(x3) 0
0 0 −1 + αf ′(x3) 2βg′(x4)
2βg′(x1) 0 0 −1 + αf ′(x3)


and ∂F [2]
∂y
= (aij )6×6 with
a11 = −2 + α
(
f ′(x1)+ f ′(x2)
)
, a12 = 2βg′(x3), a13 = a14 = a15 = a16 = 0,
a21 = 0, a22 = −2 + α
(
f ′(x1)+ f ′(x3)
)
, a23 = 2βg′(x4), a24 = 2βg′(x2),
a25 = a26 = 0,
a31 = a32 = 0, a33 = −2 + α
(
f ′(x1)+ f ′(x4)
)
, a34 = 0, a35 = 2βg′(x2),
a36 = 0,
a41 = a42 = a43 = 0, a44 = −2 + α
(
f ′(x2)+ f ′(x3)
)
, a45 = 2βg′(x4),
a46 = 0,
a51 = −2βg′(x1), a52 = a53 = a54 = 0, a55 = −2 + α
(
f ′(x2)+ f ′(x4)
)
,
a56 = 2βg′(x3),
a61 = 0, a62 = −2βg′(x1), a63 = a64 = a65 = 0,
a66 = −2 + α
(
f ′(x3)+ f ′(x4)
)
.
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∂y
, we refer to [13]. Then the second compound system
Z˙ = ∂F
[2]
∂x
Z, (42)
is
z˙1 =
(−2 + α(f ′(x1)+ f ′(x2)))z1 + 2βg′(x3)z2,
z˙2 =
(−2 + α(f ′(x1)+ f ′(x3)))z2 + 2βg′(x4)z3 + 2βg′(x2)z4,
z˙3 =
(−2 + α(f ′(x1)+ f ′(x4)))z3 + 2βg′(x2)z5,
z˙4 =
(−2 + α(f ′(x2)+ f ′(x3)))z4 + 2βg′(x4)z5,
z˙5 = −2βg′(x1)z1 +
(−2 + α(f ′(x2)+ f ′(x4)))z5 + 2βg′(x3)z6,
z˙6 = −2βg′(x1)z2 +
(−2 + α(f ′(x3)+ f ′(x4)))z6,
where x(t) = (x1(t), x2(t), x3(t), x4(t))T is a solution of system (41) with x(0) = x0 ∈ R4.
Set
W(t) = max{α1|z1|, α2|z2|, α3|z3|, α4|z4|, α5|z5|, |z6|}, (43)
then the direct calculation leads to the following inequalities:
d+
dt
α1|z1|
(−2 + α(f ′(x1)+ f ′(x2)))α1|z1| + 2α1
α2
∣∣βg′(x3)∣∣α2|z2|,
d+
dt
α2|z2|
(−2 + α(f ′(x1)+ f ′(x3)))α2|z2| + 2α2
α3
∣∣βg′(x4)∣∣α3|z3|
+ 2α2
α4
∣∣βg′(x2)∣∣α4|z4|,
d+
dt
α3|z3|
(−2 + α(f ′(x1)+ f ′(x4)))α3|z3| + 2α3
α5
∣∣βg′(x2)∣∣α5|z5|,
d+
dt
α4|z4|
(−2 + α(f ′(x2)+ f ′(x3)))α4|z4| + 2α4
α5
∣∣βg′(x4)∣∣α5|z5|,
d+
dt
α5|z5|
(−2 + α(f ′(x2)+ f ′(x4)))α5|z5| + 2α5
α1
∣∣βg′(x1)∣∣α1|z1|
+ 2α5
∣∣βg′(x3)∣∣|z6|,
d+
dt
|z6|
(−2 + α(f ′(x3)+ f ′(x4)))|z6| + 2
α2
∣∣βg′(x1)∣∣α2|z2|,
where d+
dt
denotes the right-hand derivative. Therefore,
d+
dt
W
(
Z(t)
)
 µ(t)W
(
Z(t)
)
,
with
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{
−2 + α[f ′(x1)+ f ′(x2)]+ 2α1
α2
∣∣βg′(x3)∣∣,
−2 + α[f ′(x1)+ f ′(x3)]+ 2α2
α3
∣∣βg′(x4)∣∣+ 2α2
α4
∣∣βg′(x2)∣∣,
−2 + α[f ′(x1)+ f ′(x4)]+ 2α3
α5
∣∣βg′(x2)∣∣,
−2 + α[f ′(x2)+ f ′(x3)]+ 2α4
α5
∣∣βg′(x4)∣∣,
−2 + α[f ′(x2)+ f ′(x4)]+ 2α5
α1
∣∣βg′(x1)∣∣+ 2α5∣∣βg′(x3)∣∣,
−2 + α[f ′(x3)+ f ′(x4)]+ 2
α2
∣∣βg′(x1)∣∣
}
< 0.
Thus, under the hypothesis (H3), and by the boundedness of the solutions to (41), there
exists a δ > 0 such that µ(t)−δ < 0, and hence
W
(
Z(t)
)
W
(
Z(t)
)
e−δ(t−s), t  s > 0.
This establishes the equi-uniform asymptotic stability of the second compound sys-
tem (42). Therefore, the conclusion follows from Lemma 4.12. 
Theorem 4.14. Suppose (H1), (H3) and β < − 1−α2 , α < 1 are satisfied. Then the system
(30) has at least j + 1 non-constant periodic solutions when τ > τj , j  0, where τj is
defined in (38).
Proof. Similar to the proof of Theorem 4.7, let C(0, τj , 2πω¯ ) be the connected compo-
nent through (0, τj , 2πω¯ ), j  0, then C(0, τj ,
2π
ω¯
) is unbounded, while the projection
C(0, τj , 2πω¯ ) onto x-space is bounded, and onto the parameter τ -space belongs to (0,+∞),
because (30) with τ = 0 has no non-constant periodic solution.
We claim that (30) has no periodic solution of period 4τ . Otherwise, let x(t) be a pe-
riodic solution of (30) with period 4τ , set xi(t) = x(t − (i − 1)τ ) (i = 1,2,3,4), then
(x1(t), x2(t), x3(t), x4(t)) is a periodic solution to the ordinary differential system (41).
This leads to a contradiction to Lemma 4.13.
By Lemma 4.10, we know that ω¯τ0 > π2 , then
2π
ω¯
< 4τ0  4τj , j  0. This implies,
when (x(t), τ, T ) ∈ C(0, τj , 2πω¯ ), τnj < T < 4τ , where nj is an integer. Thus the projection
of C(0, τj , 2πω¯ ) onto the T -space is bounded. Therefore, there exists τˆ ∈ (0, τj ] such that
the projection of C(0, τj , 2πω¯ ) contains the interval [τˆ ,∞). The proof is finished. 
Remark 4.1. Theorems 4.11 and 4.14 give the conditions on α and β which ensure that
(30) has at least j + 1 periodic solutions when τ > τj , j = 0,1, . . . . In fact, we have
the following conclusion: if |β| > |1−α|2 , then (30) has at least j periodic solutions when
τ > τj , j = 1,2, . . . , since 2πω¯ < τ1, j = 1,2, . . . .
J. Wei, Y. Yuan / J. Math. Anal. Appl. 312 (2005) 205–229 2275. Numerical simulation
As an example, we consider (30) with f (x) = g(x) = tanhx:
x˙(t) = −x(t)+ α tanhx(t)+ 2β tanhx(t − τ).
When the transfer coefficient β is regarded as a parameter, we know that if α < 1, the
system (29) has at least j + 1 periodic solutions when β is either β > β+j or β < β−j+1,
(j = 0,1,2, . . .) from Theorem 4.7 since 0 < f ′(x) 1. Fixing the values of α and τ , we
can calculate the critical values of β using (33) and (34).
The numerical simulation in Fig. 5 shows the good agreement with the result given
in Theorem 4.7. When α = 0.5, τ = 5, we pick up three critical value of β: β−1 ≈ −3.94,
β−2 ≈ −5.82 and β−3 ≈ −7.70, and choose β−2 < β = −4.5 < β−1 and β−3 < β = −6 < β−2 ,
respectively. It is observed that when |β| increases, the period and amplitude of the periodic
solution are getting larger.
When the time delay is considered as a parameter, by Theorems 4.11 and 4.14, we have
(a) if α < 1 and β > 1−α2 , it has at least j + 1 periodic solutions when τ > τj , j =
0,1,2, . . .;
(b) if α < 1 and −2+2α3 < β < 1+α2 , it has at least j + 1 periodic solutions when τ > τj ,
j = 0,1,2, . . . .
The result in (a) comes from Theorem 4.11 directly, while in (b) follows from Theo-
rem 4.14 by setting α1 = 1, α2 = 23 , α3 = α4 = 98 and α5 = 34 .
The results can be illustrated by Fig. 6 which shows that in the shaded regions, the
system (30) has at least j + 1 periodic solutions when τ > τj .
Fig. 5. Numerical simulation for α = 0.5, τ = 5 and β = −4.5,−6.
228 J. Wei, Y. Yuan / J. Math. Anal. Appl. 312 (2005) 205–229Fig. 6. Schematic figure of the partition of (α,β)-plane.
Fig. 7. Numerical simulation for α = 0.5, β = −0.3 and τ = 4,8,30.
We can find some periodic solutions by choosing a point in the shaded regions and using
different initial values of x and varying the value of time delay τ . The numerical simulation
result is exhibited in Fig. 7. These numerical simulation results constitute excellent valida-
tions of our theoretical analysis. It is noted that, in Fig. 7, when τ is less than the first value
τ0 occurring Hopf bifurcation, the solution is asymptotically stable. As τ crosses τ0, there
exists periodic solutions with the period and amplitude values increasing as time delay τ
increasing. We can compute the critical values of τ which are τ0 ≈ 7.71, τ1 ≈ 26.7, and
τ2 ≈ 45.6, etc., when α = 0.5 and β = −0.3.
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