In this work we introduce the use of powerful tools from geometric measure theory (GMT) to study problems related to the size and structure of sets of mutual absolute continuity for the harmonic measure ø + of a domain Ø = Ø + ⊂ R n and the harmonic measure ø
iii) Every point of G is the vertex of a cone in Ø. Moreover if C denotes the set of "cone points" of ∂Ø, then H 1 (C\G) = 0 and ø(C\G) = 0.
iv) H 1 (S) = 0.
v) S consists (ø a.e.) of "twist points" (a geometrical characterization of S). See [9] for the definition of twist point.
vi) For ø a.e. Q ∈ G we have that These results are a combination of work of Makarov, McMillan, Pommerenke and Choi. See [9] for the precise references.
Recall that the Hausdorff dimension of ø (denote by H − dim ø) is defined by
H − dim ø = inf {k : there exists E ⊂ ∂Ø with H k (E) = 0 and (1. 2) ø(E ∩ K) = ø(∂Ø ∩ K) for all compact sets K ⊂ R n } Important work of Makarov [17] shows that for simply connected domains in R 2 H − dim ø = 1, establishing Oksendal's conjecture in dimension 2. Carleson [6] , and Jones and Wolff [12] proved in general for domains in R 2 with a well defined harmonic measure ø, H − dim ø ≤ 1. T. Wolff [21] showed, by a deep example, that, for n ≥ 3, Oksendal's conjecture (H − dim ø = n − 1) fails. He constructed what we will call "Wolff snowflakes", domains in R 3 , for which H − dim ø > 2 and others for which H − dim ø < 2. In Wolff's construction, the domains have a certain weak regularity property, they are non-tangentially accessible domains (NTA), in the sense of [11] , in fact, they are 2-sided NTA domains (i.e. Ø and int(Ø c ) are both NTA) and this plays an important role in his estimates. Here, whenever we refer to a "Wolff snowflake," we will mean a 2-sided NTA domain in R n , for which H−dim ø = n−1. In [16] , Lewis, Verchota and Vogel reexamined Wolff's construction and were able to produce "Wolff snowflakes" in R n , n ≥ 3, for which both H − dim ø ± > n − 1, and others for which H − dim ø ± < n − 1. They also observed, as a consequence of the monotonicity formula in [1] , that if ø + ≪ ø − ≪ ø + then H − dim ø ± ≥ n − 1.
Returning to the case of n = 2, when Ø is again simply connected, bounded by a Jordan curve, ø + = ø and ø − equals the harmonic measure for int(Ø c ), Bishop, Carleson, Garnett and Jones [4] showed that, if E ⊂ ∂Ø, ø + (E) > 0, ø − (E) > 0, then ø + ⊥ ø − on E if and only if H 1 (T n(∂Ø)∩E) = 0, where Q ∈ T n(∂Ø) ⊂ ∂Ø if ∂Ø has a unique tangent line at Q. Recall that ∂Ø admits a decomposition relative to ø ± , ∂Ø = G ± ∪ S ± ∪ N ± (see (1.1)). Let E ⊂ ∂Ø be such that ø + ≪ ø − ≪ ø + on E and ø ± (E) > 0, then, because of [4] , modulo sets of ø ± measure 0, E ⊂ T n(∂Ø). Using Beurling's inequality, i.e. the fact that for Q ∈ ∂Ø and r > 0, ø + (B(Q, r))ø − (B(Q, r)) ≤ Cr 2 , and the characterization above for G ± and S ± (see ii), vi) and vii)) we conclude that ø + ≪ H 1 ≪ ø − ≪ ø + on E. Thus, sets of mutual absolute continuity of ø − , ø + are "regular" and hence obviously of dimension 1.
In [3] , motivated by this last result, Bishop asked whether in the case of R n , n ≥ 3, if ø − , ø + are mutually absolutely continuous on a set E ⊂ ∂Ø, ø ± (E) > 0, then ø ± are mutually absolutely continuous with H n−1 on E (modulo a set of ø ± measure zero) and hence dim H (E) = n − 1. On the other hand, Lewis, Verchota and Vogel [16] conjectured that there are "Wolff snowflakes" in R n , n ≥ 3 with H − dim ø ± > n − 1, for which ø + , ø − are not mutually singular. In this paper we study these issues, for domains which verify the weak regularity hypothesis of being 2-sided locally NTA, (a condition which, of course, Wolff snowflakes verify). This condition ensures that we have scale invariant estimates for harmonic measures. In the n = 2 case, the condition is equivalent to locally being a quasi-circle, but it is weaker than that when n > 2. We expect that versions of our results will still be valid under even weaker regularity assumptions. We would like to stress though that no flatness assumption is made in this work, and that has been one of the main points that we wanted to address here, as well as the new introduction of the techniques from GMT ( [19] ), combined with the blow-up analysis in [14] .
Our main result is that, for n ≥ 3, ∂Ø = Γ * ∪ S ∪ N , where ø + ⊥ ø − on S, ø ± (N ) = 0, and on Γ * , ø + ≪ ø − ≪ ø + , dim H Γ * ≤ n − 1 and if ø ± (Γ * ) > 0, dim H Γ * = n − 1, where dim H denotes the Hausdorff dimension of a set. As a consequence there can be no "Wolff snowflake" for which ø + , ø − are mutually absolutely continuous. We also show that Γ * = Γ * g ∪ Γ * b ∪ Z, ø ± (Z) = 0, where in Γ * g , H n−1 is σ-finite, ø − ≪ H n−1 ≪ ø + ≪ ø − , while on Γ * b , for a Borel set E we have that if ø ± (Γ * b ∩ E) > 0 then H n−1 (Γ * b ∩ E) = +∞. If in addition we assume that H n−1 ∂Ø is a Radon measure, we show that Γ * is (n − 1) rectifiable. In this case, we must have ø ± (Γ * b ) = 0, and hence ∂Ø = Γ * g ∪ S ∪ N , ø ± ( N ) = 0 and Γ * g is rectifiable.
Our approach is the following. Using the blow-up analysis developed in [14] , at ø ± a.e point on the set where ø + and ø − are mutually absolutely continuous, the tangent measures to ø ± (in the sense of [19] , [18] ) are harmonic measures associated to the zero set of a harmonic polynomial (see Theorem 3.4) . Using the fact that for almost every point a tangent measure to a tangent measure is a tangent measure, (see [18] ) and the fact that the zero set of a harmonic polynomial is smooth except for a set of Hausdorff dimension n − 2 (see [10] ), one shows that at ø ± a.e. point on this set, (n − 1) flat measures always arise as tangent measures to ø ± . They correspond to linear harmonic polynomials. We then show, and this is the crucial step, that if one tangent measure is flat, on the set of mutual absolute continuity, then all tangent measures are flat (see Theorem 4.1).
To accomplish this we use a connectivity argument from [19] . The key point is that if a tangent measure is not flat, being the harmonic measure associated to the zero set of a harmonic polynomial of degree higher than 1, its tangent measure at infinity is far from flat ( see Lemma 4.1), and a connectivity argument in d-cones of measures, in the metric introduced by Preiss in [19] , gives a contradiction. Modulo a set of ø ± measure 0, let Γ * be the points in the set of mutual absolute continuity for which one (and hence all) tangent measures are (n − 1) flat. An easy argument (see Lemma 2.4 and the proof of Theorem 4.1) shows that dim H Γ * ≤ n − 1. To conclude that if ø ± (Γ * ) > 0, dim H Γ * = n − 1, one uses the Alt-Caffarelli-Friedman monotonicity formula, of [1] as in [16] . If H n−1 ∂Ø is a Radon measure, one can show that its density on Γ * is 1, H n−1 ∂Ø a.e., which shows that Γ * is (n − 1) rectifiable (see [18] ).
We believe that the techniques we use in showing that if one tangent measure to ø ± is (n − 1) flat, all of them are, at points of mutual absolute continuity, should also prove useful in other situations.
Some results in geometric measure theory
We start this section with some basic definitions in GMT. Then we recall two families of "distances" between Radon measures in Euclidean space which are compatible with weak convergence. They were initially introduced in [19] . We finish the section with a general theorem whose consequences yield several results concerning the structure of the boundary of a domain based on the relative behavior of interior harmonic measure with respect to exterior harmonic measure.
Recall that if Φ is a Radon measure in R n
Definition 2.1. Let Φ and Ψ be Radon measures in R n . Let K be a compact set in R n define
We denote by
Remark 2.1. Let Φ be a Radon measure in R n . For x ∈ R n and r > 0 define T x,r : R n → R n by the formula T x,r (z) = (z − x)/r. Note that:
whenever at least one of these integrals is defined
Definition 2.3. Let µ, µ 1 , µ 2 , . . . be Radon measures on R n . We say that {µ i } converges weakly to µ, µ i ⇀ µ if 
We now introduce a scale invariant relative of F r , which behaves well under weak convergence and scaling.
Definition 2.4 ( [19], §2)
i) A set M of non-zero Radon measures in R n will be called a cone if cΨ ∈ M whenever Ψ ∈ M and c > 0.
ii) A cone M will be called a d-cone if T 0,r [Ψ] ∈ M whenever Ψ ∈ M and r > 0.
iii) Let M be a d-cone, and Φ a Radon measure in R n such that for s > 0, 0 < F s (Φ) < ∞ then we define the distance between Φ and M by
, Ψ : Ψ ∈ M and F s (Ψ) = 1 .
We also define
Remark 2.2. Note that if M is a d-cone and Φ is a Radon measure
In fact if µ = lim 1ı→∞ µ i then by Lemma 2.1 µ i ⇀ µ and for s > 0
Thus without loss of generality we may assume that F s (µ i ) > 0 (at least for i large enough). Since
Thus for any Ψ ∈ M with F s (Ψ) = 1 we have
Letting i → ∞ and combining (2.4) and (2.7) we have that
A similar calculation done reversing the roles of µ and µ i yields the inequality
which proves the statement iii) in Remark 2.2. Definition 2.5. i) Let η be a Radon measure in R n . Let x ∈ R n , a non-zero Radon measure ν in R n is said to be a tangent measure of η at x if there are sequences r k ց 0 and
ii) The set of all tangent measures to η at x is denoted by Tan (η, x). Remark 2.3. For η a non-zero Radon measure and x ∈ R n , Tan (η, x) is a d-cone. Moreover {ν ∈ Tan (η, x) : F 1 (ν) = 1} is closed under weak convergence (see [19] 2.3). Definition 2.6. The basis of a d-cone M of Radon measures is the set {Ψ ∈ M : F 1 (Ψ) = 1}. We say that M has a closed (respectively compact) basis, if its basis is closed (respectively compact) in the topology induced by the metric 
Then for a Radon measure η and x ∈ spt η if 
Then for a Radon measure η and x ∈ spt η if (2.14)
Note that the condition stated in Corollary 2.1 is stronger than condition (P) and a simple argument shows it.
Proof of Theorem 2.1: We proceed by contradiction; i.e. assume that Tan (η, x) ⊂ M, Tan (η, x) ∩ F = ∅ but there exists ν ∈ Tan (η, x)\F. Since F is closed there exists ǫ 1 ∈ (0,
Without loss of generality we may assume that s i < r i . Let τ i ∈ s i r i
, 1 be the largest number such that τ i r i = ρ i satisfies (2.16)
Hence for all α ∈ (τ i , 1)
We claim that τ i → 0 as i → ∞. In fact, otherwise there exists a subsequence τ i k → τ ∈ (0, 1), and 
and for every r > 1,
Moreover a simple calculation shows that for i large enough
Since ǫ 1 < 1, λ = 2 1+ǫ 1 > 1 and by Proposition 2.2 there is τ > 1 so that F τ r (Ψ) ≤ λF r (Ψ) for every Ψ ∈ M and every r > 0. For r ≥ 1 and i large enough there is Ψ ∈ M so that F τ r (Ψ) = 1 and
Combining (2.20), (2.23) and i) in Remark 2.1 we conclude that for p = 1, 2, · · · , τ > 1 (as above), and i large enough
Thus for any s > 0, (2.24) ensures that
By the compactness theorem for Radon measures there exists a subsequence i k such that
converges to a Radon measure Φ ∈ M (as M has a closed basis), satisfying F 1 (Φ) = 1. Therefore
Combining iii) in Remark 2.2 with (2.18) and (2.19) we have that
Since ǫ 1 < ǫ 0 /2 (2.26) and (2.24) contradict condition (P). This concludes the proof of Theorem 2.1.
We next recall a couple of results from [19] and [18] . They provide additional information about Tan (Φ, x) for a Radon measure Φ and x ∈ spt Φ. The first result yields conditions that ensure that Tan (Φ, x) has a compact basis. As we will see these conditions are satisfied by the harmonic measures considered in this paper. The second result states that tangent measures to tangent measures of Φ are tangent measures of Φ.
Theorem 2.2 ( [19] Corollary 2.7)
Let Φ be a Radon measure in R n , and x ∈ spt Φ. Tan (Φ, x) has a compact basis if and only if
Finally we present a couple of results which will be used later in the paper.
Definition 2.7. A Radon measure ø in R n is said to be locally doubling if for every compact set K ⊂ spt ø there exists C = C k ≥ 1 and R K = R > 0 such that for Q ∈ K, and s ∈ (0, R) Proof. Since Ψ ∈ Tan (ø, Q), and ø is locally doubling by Remark (3) in 14.4 [18] we have that there are a sequence r i ↓ 0 and a positive constant c such that
Since ø is locally doubling there exists C 0 ≥ 1 and R > 0 such that for P ∈ B(Q, 2(R 0 + 1)) and s < R, ø(B(P, 2s)) ≤ C 0 ø(B(P, s)). Thus for r ≤ min{R, 1} and i large enough so that r i (R 0 + 1) < R we have
where
Thus (2.31) ensures that x ∈ spt Ψ. This shows that lim
The following lemma is a simple geometric measure theory fact which allows us to give an estimate on the Hausdorff dimension of sets which approach (n − 1)-planes locally.
The following proof is an adaptation of the argument used in [20] to prove Lemma 3 in Chapter 3, §4.
Proof. Let Q ∈ Σ. Given ǫ > 0 there exists r Q,ǫ > 0 such that for r < r Q,ǫ there exists
Note that for ǫ > 0
Without loss of generality we may assume that 0 ∈ Σ. Let k ∈ N. For j 0 ≥ 1 cover Σ j 0 ∩ B(0, k) by sets {C s } s≥1 of diameter less than δ > 0. Choosing δ < 1 2 j 0 we can ensure that each such set is contained in a ball of center Q ∈ Σ j 0 and radius r Q = diam C s for some s with Q ∈ C s less than δ, i.e. r Q < 1 10 r Q,ǫ . Note that B(Q, r Q ) ∩ L(Q, r Q ) can be covered by N ǫ −n+1 balls {B l } l centered in L(Q, r Q ) with radius 5ǫr Q and such that the balls of same center and radius ǫr Q are disjoint. Here N > 0 is an absolute constant that only depends on n. Thus for γ > 0 (2.37)
Letting δ → 0 we conclude that ∀ j ∈ N, and γ ≥ − ln(4N 5 n−1 )/ ln(5ǫ)
Thus (2.36) ensures that
and ǫ > 0. Letting ǫ → 0 we conclude that H n−1+γ (Σ ∩ B(0, k)) = 0,for all γ > 0 and hence H n−1+γ (Σ) = 0 also. This implies that dim H Σ ≤ n − 1.
3 Two sided locally non-tangentially accessible domains • ∂Ø + = ∂Ø − = ∂Ø.
• There exist points X ± ∈ Ø ± such that for every point Q ∈ ∂Ø there exists 0 < R < min{δ(X + ), δ(X − )} satisfying u ∈ C 0 (B(Q, R)) ∩ H 1 (B(Q, R)), where δ(X) = dist (X, ∂Ø)) and
and G ± (−, X ± ) denote the Green function of Ø ± with pole at X ± .
Notation: If Ø is admissible so is int Ø c . Let Ø be an admissible domain we denote by ω ± the harmonic measure of Ø ± with pole X ± . Note that in this case
The monotonicity formula of Alt, Caffarelli and Freidman plays a role in this work. We recall several of the results which will be used later.
is an increasing function of r for r ∈ (0, R) and γ(Q, R) < ∞.
Note that the ACF-monotonicity formula ensures that
exists and it is a non-negative finite quantity. A combination of the results of Alt-CaffarelliFriedman, Beckner-Kenig-Pipher and Brothers-Ziemer asserts that if γ(Q) > 0 then all blow-ups of the boundary at Q are (n − 1)-planes (see [1] , [2] and [5] ). This last fact will not be used here.
Our immediate goal is to estimate γ(Q, r) in terms of ω ± and u ± . Let ϕ ∈ C ∞ c (R n ). The harmonic extension v ϕ of ϕ to Ø (i.e ∆v ϕ = 0 in Ø and v ϕ = ϕ in ∂Ø) satisfies Q, r) ). Here v ± ϕ denotes the harmonic extension of ϕ to Ø ± . Hence by (3.4) we have
Note that ∆(u ± ) 2 = 2|∇u ± | 2 ≥ 0 because u ± is zero on the support of the measure ∆u ± . Using Cacciopoli's inequality as well as the fact that (u ± ) 2 is subharmonic (and therefore the averages over spheres are increasing as a function of the radius) we have for Q ∈ ∂Ø that
We have proved the following result:
Here C only depends on n. Thus Beurling's inequality (see [9] Chapter IV, Theorem 6.2 and Chapter VI, proof of Theorem 6.3) holds in higher dimensions. 2. Harnack Chain Condition. Given a compact set K ⊂ R n there exists R = R K > 0 and M = M K > 1 such that if ǫ > 0, and X 1 , X 2 ∈ Ø ∩ B(Q, r 4 ) for some Q ∈ ∂Ø ∩ K, r < R, d(X j , ∂Ø) > ǫ and |X 1 − X 2 | < 2 k ǫ, then there exists a Harnack chain from X 1 to X 2 of length M k and such that the diameter of each ball is bounded below by M −1 min{ dist (X 1 , ∂Ø), dist (X 2 , ∂Ø)}. If Ø is unbounded we require that R = ∞.
If Ø is bounded and locally NTA then Ø is NTA as defined in [11] .
In particular since most of the results concerning the behaviour of non negative harmonic measures on NTA domains are local, suitable modifications hold for locally NTA domains. We briefly summarize the most important ones in the current context. here C only depends on K.
Lemma
for all Y ∈ B(Q, r) ∩ Ø. Here C only depends on K.
Lemma 3.4 ( [11], Lemma 4.8) Let Ø be a locally NTA domain. Given a compact set K ⊂ R n for Q ∈ ∂Ø ∩ K, 0 < 2r < R K and X ∈ Ø\B(Q, 2r). Then
where G(A(Q, r), X) is the Green function of Ø with pole X. 
where C ≥ 1 only depends on K.
Definition 3.4.
A domain Ω ⊂ R n is 2-sided locally non-tangentially accessible if Ω ± are both locally NTA.
Lemma 3.6
Let Ω ⊂ R n be a 2-sided locally NTA domain, then Ω is an admissible domain.
Proof. Lemmas 3.2 and 3.3 ensure that there exists M > 1 depending on the NTA constants of Ø ± such that for X ± ∈ Ø ± , and for r <
where β and C depend on n and the NTA constants of Ø ± .
We claim that there exist η > 0 and R ∈ (0, R 0 ) so that
Note that (3.20)
and
where Q X ∈ ∂Ø is such that |X − Q X | = δ(X). The notation a ∼ b means that there exists a constant, C > 1 such that
Note also that for X ∈ B + X j i ,
Combining this remark with the doubling property of ø ± (see [11] , 4.9 & 4.11), (3.23) and (3.24) we obtain that for X ∈ B + X j i ,
Combining (3.20), (3.22) and (3.26) we obtain
If η < β 1−β the series in the r.h.s. in (3.27) converges. The estimate for G − (−, X − ) is identical. Thus using (3.18), (3.15) and (3.27) we conclude that (3.28)
Hence u ∈ H 1 (B(Q, r)) and Ø is admissible.
Theorem 3.2 Let Ø ⊂ R n be a 2-sided locally NTA domain. Given a compact set
The proof is a straightforward combination of the doubling property of ø ± (see (3.16)), (3.9), (3.14) and (3.15). The constants that appear (3.29) and (3.30) depend on the set K.
We turn our attention to the tangent structure of 2-sided locally NTA domains.
Let Ø ⊂ R n be a 2-sided locally NTA domain. Let {r j } j≥1 be a sequence of positive numbers such that lim j→∞ r j = 0. Consider the domains
and the measures
Note that Lemma 3.4 ensures that given a compact set K ⊂ R n containing Q, for j large enough (depending only on K)
Here C K is a constant that only depends on K and A ± (Q, r j ) denote the non-tangential points associated to Q at radius r j in Ø ± .
The boundary Harnack principle (see Lemma 3.3) yields that for N > 1, X ∈ B(0, N ) and j large enough depending only on N
Thus combining (3.32) and (3.34) we obtain that
Furthermore since ø ± are locally doubling (see Lemma 3.5) 
Here ø ± ∞ are the harmonic measures of Ø ± ∞ with pole at infinity, corresponding to u ± ∞ , i.e. ∀ϕ ∈ C ∞ c (R n ),
For the proof of this theorem see [14] section 4.
When Ø is a 2-sided locally NTA domain, by the differentiation theory of Radon measures (see [7] ) we know that
Note that:
• ø + (Λ 2 ) = 0, ø − (Λ 3 ) = 0 and ø ± (Λ 4 ) = 0.
• ø + ⊥ ø − in Λ 2 ∪ Λ 3 .
• ø + Λ 1 and ø − Λ 1 are mutually absolutely continuous.
• By the Radon-Nikodym theorem h ∈ L 1 loc (ø + ) and
Note that ø ± (Λ 1 \Γ) = 0.
Theorem 3.4
Let Ω ⊂ R n be a 2-sided locally NTA domain. For Q ∈ Γ (defined in (3.49) ) the blow up procedure in Theorem 3.3 yields
Furthermore there exists η = η(n) > 0 such that if Ω is a η-Reifenberg flat domain (i.e for each compact set K ⊂ R n there exists r K > 0 so that for P ∈ ∂Ø ∩ K, and r ∈ (0, r K ), β ∞ (P, r) < η(n)), then u ∞ is linear. Here
D[∂Ø ∩ B(P, r); L ∩ B(P, r)], and D denotes the Hausdorff distance between sets.
Proof. Let Q ∈ Γ, and {r j } j≥1 a sequence of positive numbers such that lim j→∞ r j = 0. Suppose that (3.38), (3.39), (3.40), (3.41) and (3.42) hold. Let ϕ ∈ C c (R n ) then (3.53)
In particular if spt ϕ ∈ B(0, M ) then
Thus using the fact that ø + is locally doubling (3.54) yields
Since Q ∈ Γ letting j → ∞ we obtain (3.55)
Since u ∞ is continuous in R n , it is weakly harmonic and therefore harmonic in R n . Note that u ∞ (0) = 0. An argument similar to the one that appears in the proof of Theorem 4.4 in [14] shows that u ∞ is a harmonic polynomial. Theorem 4.1 in [13] shows that given δ > 0 there exists η > 0 such that if Ø is η-Reifenberg flat then ø + is δ-doubling as in Definition 4.4 in [14] . The same argument as in the proof of Theorem 4.4 in [14] shows in this case that if ø + is δ doubling with nδ < 1 then u ∞ is linear. 
Proof. Theorem 3.1 in [13] shows that if η is small enough depending only on n then Ø is a 2-sided locally NTA domain. Thus by Theorem 3.4 for Q ∈ Γ all blow-ups of ∂Ø at Q are the zero set of linear polynomial that is an (n−1)-plane. For Q ∈ ∂Ø, the last remark in Theorem 3.4 ensures that lim r→0 β ∞ (Q, r) = 0. Thus given ǫ > 0 there exists r Q,ǫ > 0 such that for r < r Q,ǫ ; β ∞ (Q, r) < ǫ, which implies that there exists an (n − 1) plane L(Q, r) through Q so that
Thus for Q ∈ ∂Ø, lim r→0 β ∂Ø (Q, r) = 0. Lemma 2.4 yields the conclusion of the corollary.
4 Tangent structure and size of Γ Let F be the set of (n − 1) flat measures in R n , i.e.
(4.1)
Note that since G(n, n − 1) is compact, F has a compact basis, and it is closed under weak convergence of Radon measure.
Lemma 4.1 Let h be a harmonic polynomial in R n such that h(0) = 0 and {h > 0} and {h < 0} are unbounded NTA domains. Let ø be the corresponding harmonic measure, i.e. ∀ϕ ∈ C ∞ c (R n )
There exists ǫ 0 > 0 (depending on the NTA constant of {h > 0} and on n) such that if for some r 0 > 0
Remark 4.1. Note that h is the Green's function with pole at infinity for {h > 0} and ø is its corresponding harmonic measure.
Proof. Let τ > 1 and r ≥ r 0 there exists Ψ ∈ F such that F τ r (Ψ) = 1 and
Applying (4.6) to τ j r for j = 1, · · · , ℓ with ℓ ∈ N and r ≥ r 0 , then multiplying the outcomes we obtain
Since ø is a doubling measure with doubling constant depending only on the NTA constant of {h > 0} and on n (see [15] Lemma 3.1 or [11] Lemma 4.9, 4.11) from the definition of F r (see Definition 2.1) we have that there is C > 1 such that for r > 0 (4.8)
Combining (4.7) and (4.8) we obtain (4.9)
Thus (4.10)
By Lemma 3.4 in [15] (see also Lemma 4.8 in [11] ) we know that there exists C > 1 depending only on n and on the NTA constant of {h > 0} such that
Here A(0, r) ∈ {h > 0} denotes a nontangential point for 0 at radius r > 0. Combining (4.10) and (4.11) we have (4.12)
If 1 + δ = τ β with β ∈ (0, 1) then (4.12) becomes (4.13)
Note that by choosing δ = 4ǫ 0 (with ǫ 0 > 0 to still be determined) then τ ǫ 0 ,δ = τ 0 = 2 1 n and 1 + δ = 1 + 4ǫ 0 = τ β/n for some τ ∈ (1, 2 1/n ) and β ∈ (0, 1) provided ǫ 0 < 1 4 (2 1/n − 1). For s ∈ (0, τ r 0 ) there is ℓ ≥ 1 such that τ ℓ−1 r 0 < s ≤ τ ℓ r 0 . For such s, the boundary Harnack's inequality (for NTA domains (see Lemma 3.3 [15] , also Lemma 4.4 [11] )), combined with (4.13) yields
Since h is harmonic using its Poisson integral formula and computing its second derivatives (as in the proof of Theorem 4.4 in [14] ) from (4.14) we obtain that for X ∈ B(0, s)
Since β < 1 letting s → ∞ we conclude that h is a polynomial of degree 1, and therefore ø is an (n − 1) flat measure.
We will now return to the question of the extent to which the relative behavior of the interior and exterior harmonic measures determines the size of the boundary of a domain. 
Proof. For Q ∈ Γ the blow-up procedure described in Theorem 3.3 always yields a harmonic polynomial (see Theorem 3.4). Let h be a tangent harmonic polynomial of u at Q, with {h > 0} {h < 0} (unbounded NTA domains) and ν the corresponding harmonic measures to h ± . By [10] the zero set of h, i.e. ∂{h > 0} decomposes into a disjoint union of the embedded C 1 submanifold h −1 {0} ∩ {|Dh| > 0}, together with a closed set h −1 {0} ∩ |Dh| −1 |0| which is countably (n − 2)-rectifiable. Furthermore by Lemma 2.3, spt
Thus, for ø a.e. Q ∈ Γ, F ∩ Tan (ø, Q) = ∅, which proves that ø ± (Γ 0 ) = 0. Our goal is to use Corollary 2.1 combined with Lemma 4.1 to show that for Q ∈ Γ * , Tan (ø, Q) ⊂ F. Let M = F ∪ Tan (ø, Q). Recall that F the set of all (n − 1) flat measures is a d-cone with compact basis. Since ø is a doubling Radon measure Theorem 2.2 ensures that for Q ∈ Γ, Tan (ø, Q) is a d-cone with compact basis. Hence M is also a d-cone with compact basis. Moreover F ⊂ M, and F is relatively closed with respect to weak convergence of Radon measures. By Lemma 4.1 there exists ǫ 0 > 0 such that if d r (µ, F) < ǫ 0 for all r ≥ r 0 , then µ ∈ F. Corollary 2.1 ensures then that for Q ∈ Γ * , Tan (ø, Q) ⊂ F. Lemma 2.3 guarantees that all blow ups of ∂Ø at Q converge in the Hausdorff distance sense to an (n−1)-plane. Thus for Q ∈ Γ * , lim r→∞ β ∞ (Q, r) = 0. As in the proof of Corollary (3.1) this implies that for Q ∈ Γ * lim r→0 β * Γ (Q, r) = 0. By Lemma 2.4 we conclude that dim H Γ * ≤ n − 1.
Corollary 4.1 Let Ω be a 2-sided locally NTA domain. Then the boundary of Ø can be decomposed as follows:
Here Γ * is as in Theorem 4.1, S = Λ 2 ∪ Λ 3 (see (3.46) and (3.47)) , and
Proof. We only need to show that that (4.22) holds whenever ø ± (Γ * ) > 0. By (3.12) for Q 0 ∈ ∂Ø,
2 ) and 0 < r < r 0
Letting r tend ot 0 in (4.24) we obtain that Proof. Our strategy consists in proving that the density of H n−1 Γ * exists and is 1 a.e.. Then we appeal to Theorem 17.6 in [18] , which provides a rectifiability criteria.
First we prove that for Q ∈ Γ * (see (4.17) for the definition)
For Q ∈ Γ * and δ > 0 by Theorem 4.1 there exists r 0 > 0 so that for r < r 0 there exists L(Q, r) an (n − 1) plane containing Q so that
Since Ø ± satisfy the corckscrew condition, we may assume that for r < r 0 there exist A ± (Q, r) ⊂ Ø ± so that We may assume that A + (Q, r) − Q, n(Q, r) ≥ 2δr. If Z ∈ B(Q, r) and Z − Q, n(Q, r) ≥ 2δr then Z ∈ Ø + , otherwise Z ∈ Ø − (since Z ∈ ∂Ø by (4.27)) and by connectivity there would be a point P ∈ ∂Ø in the segment joining A + (Q, r) to Z. Such P would satisfy P − Q, n(Q, r) ≥ 2δr which contradicts (4.27). This proves that Thus for x ∈ L(Q, r) ∩ B Q, r √ 1 − 4δ 2 a simple connectivity argument shows that there exists P ∈ ∂Ø such that P = (x, t) with |t| < δr. Hence P ∈ ∂Ø ∩ B(Q, r). If π Q,r denotes the orthogonal Since ø + Λ 1 and ø − Λ 1 are mutually absolutely continuous, and Γ ⊂ Λ 1 , see (3.49), Γ g and Γ b are well defined. By (3.12) for Q 0 ∈ ∂Ø, r 0 < 1/8 min{δ(X + ), δ(X − )}, Q ∈ Γ ∩ B(Q 0 , Proof. Let (4.39)
Q ∈ Γ g ; 2 −i ≤ lim sup 
