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This paper is devoted to the following question of a very classical nature. 
Let P(x)=aOxm+a,x”~’ + ... +a,, Q(~)=b~x”+bix”-‘+ ... +b, be 
two polynomials in one variable. Let Res(P, Q) be the resultant of P and 
Q. By definition (see any textbook in algebra, e.g., [l]) it is a polynomial 
in the coefficients ai and bj uniquely up to sign determined by the condi- 
tions that it is irreducible over h and vanishes whenever P and Q have a 
common root. Consider the decomposition of Res(P, Q) into the sum of 
monomials, 
Res(P, Q) = c c,,aPb4, 
P.4 
(1) 
where p=(po,pl ,..., pm)eZ”,+‘, q=(qO,ql ,..., q,)EiP’++l, uP=ni@, 
bq =flj by. We want to find an explicit description of all monomials 
occurring in (1) and the corresponding coefficients cpq. In particular, con- 
sider the Newton polytope N= N,,, of Res(P, Q), i.e., the convex hull in 
[Wm+n+2 of the set {(p, q): cpq #O}. It turns out to be a very interesting 
convex polytope, and we describe explicitly its face lattice. Surprisingly 
enough, although the problem seems to be very natural we were not able 
to find it in the literature. For example, in [Z] there are given several 
expressions for Res(P, Q) but not in terms of monomials. Since the number 
of monomials in Res( P, Q) increases very rapidly with the growth of m and 
n, maybe it required some courage just to begin working on this problem! 
Our interest in this kind of problem arose from the study of hyper- 
geometric functions related to toric varieties (see [3-51). They can be 
roughly described as follows. Let A be a finite set of Laurent monomials in 
several variables. We associate to A a holonomic system of linear differen- 
tial equations on the function Q(u), u = (u,),~~ E CA. This system is called 
A-hypergeometric system, and its solutions are A-hypergeometric functions. 
The study of singularities of the A-hypergeometric system leads to an 
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interesting algebraic theory of so-called A-discriminants, Roughly speaking 
the A-discriminant is a polynomial funtion on CA defining the variety of 
singularities of the A-hypergeometric system. A-discriminants include as 
special cases ordinary determinants and their multidimensional analogues 
(so-called hyperdeterminants [6]) as well as classical discriminants and 
resultants. So the theory of A-discriminants is of independent interest; it 
was developed by the authors in [7-91. Remarkably, the Newton polytope 
N, of the A-discriminant admits an explicit description in terms of 
geometry of the set A and its convex hull Q. Roughly speaking the vertices 
of N, correspond to triangulations of Q with vertices on A. Therefore, 
algebraic properties of A-discriminants turn out to be closely connected 
with combinatorial geometric properties of Q and A. 
In the process of developing the general theory of A-discriminants we 
discovered that it gives us new interesting results even in the special case 
of the classical discriminant and resultant for polynomials in one variable. 
The goal of this paper is to present these results in the most self-contained 
and elementary manner. 
The paper is organized as follows. In Section 1 we formulate all main 
results on the structure of the convex polytope N,,,. It turns out that the 
polytope N,,, has some resemblance with the hypersimplex A,,,z which can 
be defined as the section of the unit cube in KY+” by the hyperplane 
{C xi = m}. Namely, N,,,, and A,,, have the same dimension {m + n - 1) 
and the same number of vertices (“,’ n ). But they are not combinatorially 
equivalent. 
Sections 2 and 3 contain the proofs of the results of Section 1. In 
Section 2 we give several combinatorial descriptions of the vertices of N,,, 
deducing them from the general results on A-discriminants. Then in 
Section 3 we describe the face lattice of N,.,. This is done in a completely 
elementary way although it is possible in principle to deduce this also from 
the general theory. 
Section 4 is devoted to the discussion of the coefficients cPq in (1). 
General theory gives us only the coefficients corresponding to vertices of 
the Newton polytope; in our case all these coefficients are equal to f 1. We 
give an answer for all c,, in terms of the classical theory of symmetric 
functions. This answer presumably suggests that there is no simple general 
formula for all the coefficients in the A-discriminant. 
Finally, in Section 5 we formulate and prove the analogous results for 
the Newton polytope N, of the classical discriminant D(P) of a polynomial 
P(x) of degree r in one variable. All the arguments are essentially the 
same as for the resultant but are much easier. It turns out that N, is 
combinatorially equivalent to a (r - l)-cube. The description of all the 
coefficients in D(P) still remains an interesting open problem. 
NEWTON POLYTOPES 239 
1. NEWTON POLYTOPE OF THE RESULTANT: FORMULATION OF 
THE RESULTS 
Let m, n>l and P(x)=aoxm+a,x”-‘+ ... +a,, Q(x)=b,x”+ 
blxnP 1 + . . . + b, be two polynomials in one variable. Let a,, . . . . TV, be 
roots of P(x), and pl, . . . . /I,, roots of Q(x) so that P(x) =a,(~--c(,) ... 
(x - a,), Q(x) = h,(x - /I,). . . (x - j?,). This immediately implies 
a;T ‘! Q(ai) = 4X n (@i - 13,) = ( - 1 Y KY fl JV,). (2) i, i i 
The resultant Res(P, Q) by definition is equal to each of three expres- 
sions in (2). It follows that Res(Q, P) = ( - l),, Res( Q, P). 
It is well known that Res(P, Q) is a polynomial in a,, . . . . a,, b,, . . . . b, 
with integral coefficients. This follows at once from the “fundamental 
theorem on symmetric polynomials” saying that any symmetric polynomial 
~(cx,, . . . . a,) is a polynomial in elementary symmetric polynomials 
%(C(l 9 -.., a,), and the Vietae theorem which claims that e,(a,, . . . . cr.,,,) = 
t - 1 Jk a&o. 
Our goal is to investigate the decomposition (1) of Res(P, Q) into the 
sum of monomials. Denote by S= S,,, the set {(p, q) E ??m++“+*: cPy #O> 
and let N= N,,, c [w m + n +’ be the convex hull of S. It follows at once from 
(2) that the resultant satisfies three quasihomogeneity conditions: 
PROPOSITION 1. For any (p, q) E S,,, we have 
Tpk=n, Cqr=w 
I 
o<;<m(m-k)pk+ 1 (n-Oq,=mn. (3) 
. . O~l~tZ 
ItfollowsthatdimN6(m+n+2)-3=m+n-l.DenotebyVerNthe 
set of vertices of N. Let Sz= {(p,, . . . . pm)~Hm+l: pi>,O, C p,=n}. By (3), 
s= xn,n cs;xs;. 
THEOREM 2. For any PE Sr there is exactly one qE SL such that 
(p,q)EVerN, oiz. qi=l{i: O<i<m, p,,+ ... +pi= j}l. Similarly, for any 
qEs: there is exactly one p E Sz such that (p, q) E Ver N, viz. pi = 
({j:OQj<n, qo+ ... + qi = i}l. In other words, each of the projections 
Ver N + ST and Ver N + SL is a bijection. 
THEOREM 3. Let (p, q) and (p’, q’) be two different vertices of N. Then 
they are connected by an edge if and only if there are two indices 0 < i< 
i’<m such thatp,=p;for k#i, i’ andp,=pk=Ofor i<k<i’. 
EXAMPLE. For m = n = 2 the convex polytope N is shown in Fig. 1. 
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FIGURE 1 
THEOREM 4. N,,,n is the set of points (p, q) E W” +n+2 satisfying linear 
equations (3) and linear constraints 
Pi20 (O<i<mj, (4) 
qj>O (O,( j,<n), (5) 
o<~<j(i-k)Pk+ 1 (j-~)q,2ij (O<i<m,O<jjn). (6) 
. . OCI< j  
To describe the face lattice of N,,,, we need some terminology and 
notation. For any two integers k< 1 let [k, I] = (r E Z: k< r < 11. Let 
i < i’, j< j’, A subset L c 2’ is called a lattice path from (i, j) to (i’, j’) if 
L= {(ik,jk), k= 1, . . . . I}, where (il, j,) = (i, j), (il, j,) = (i’, j’) and for any 
k = 1, . . . . I- 1 a point (ik+l, j,,, ) is either (i,+ 1, j,) or (ik, j,+ 1). We 
write L= L[(i, j) -+ (i’, j’)], pr, L= [i, i’], and pr, L = [j, j’]. 
Let L be a lattice path, ifzpr, L, je pr,L. We define 
p,(L)= I{$ (i,j)EL)I - 1, q,(L)=I{i:(i,j)EL}I-1 (7) 
(see Fig. 2). 
0 0 
k l l 
p(L) i (O,Z,O,l), q(L) = m,zo) 
FIGURE 2 
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For any (i, j) E [0, m] x [O, n] let h, be the afline-linear function on 
R” +” + ’ defined by 
h,= 1 (i-k)p,+ c (j-1)q,-ij. 
O<k<i O<l<j 
(8) 
Let Ic [0, m], Jc [0, n], Cc [IO, nz] x [0, n]. Denote by F(I, J, C) the 
set of points (p, q) E R” + n + 2 satisfying (3) to (6) and the equalities pi = 0 
for ~EI, qjEJforjEJ, and h,=O for (i, j)EC. 
We say that a triple (I, J, C) is saturated if it satisfies the following condi- 
tions: 
C is a disjoint union of lattice paths Lk[(ik, j,) + (i;, j;)], 
k=l , . . . . r, where (iI, j,) = (0, 0), (i:, j:) = (m, n), and ii < ik+ 1, 
j;< j,,, for k= 1, . . . . r- 1. (9) 
Let I(C)= {ii, i,, ii, i,, . . . . ii- ,, i,}. Then iE pr,Lk belongs to 
I if and only if i $ I(C) and p,(L,) = 0. Similarly, let J(C) = 
(A, j2, A, A, . . . . j:-, , jr}; then Jo pr2 L, belongs to J if and 
only if j$ J(C) and qi(L,) = 0. (10) 
The lattice paths L,, . . . . L, will be called the components of C, and we 
write r(C) = r, the number of components. 
THEOREM 5. For any saturated triple (I, J, C) the set F(Z, J, C) is a 
(non-empty) face of N,,,,. Conversely, for any face F of N,,,, the triple (I= 
{i~[O,ml:p,[,=O},J= {jE[O,n]:qj1,=0},C= {(i,j)E[O,m] x 
CO, nl: h, IF=O}) is saturated, and F= (I, J, C). Furthermore, for two 
saturated triples (Z, J, C) and (I’, J’, C’) we have F(Z, J, C) c F(Z’, J’, C’) tf 
and only zf IX I’, J 1 J’, and C I> C’. 
THEOREM 6. dim Nm,n = n + m - 1, and for any saturated triple (Z, J, C) 
we have 
codim F(Z, J, C)= JZupr,CI + JJupr,CJ -r(C)-2. (11) 
THEOREM 7. Let m, n 2 2. Then N,,,, has exaclty (mn + 3) dtfferent 
facets (i.e., faces of codimension l), viz., its intersections with the hyper- 
planes pi=0 (ie [0, ml), q,=O (jE [O, n]), h,=O ((i, j)E Cl, m- 11 x 
CLn-11). 
Theorems 2 to 7 will be proved in the next two sections. 
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2. VERTICES OF N,,,: PROOF OF THEOREM 2 
We fix natural numbers m and n and keep all the notation of Section 1. 
Let 5? be the set of all lattice paths from (0,O) to (m, n). Define the 
mapping L H (p(L), q(L)) from 2 to S; x Sk as 
P(L) = (PO(L), ...> P,(L)), 4(L) = (40(L), ...? q,(L)) (12) 
(see (7)); in other words, pO(L), p,(L), . . . are the lengths of successive verti- 
cal sections of L scascanning from left to right while qO(L), ql(L), . . . are the 
lengths of successive horizontal sections of L scanning from bottom to top 
(see Fig. 2). 
Clearly, the mapping LI-+ p(L) is a bijection between 2 and Sr while 
the mapping L H q(L) is a bijection between 2 and SL. Therefore, 
Theorem 2 is equivalent to the following statement: 
THEOREM 2’. The ampping LH (p(L), q(L)) is a bijection between 3’ 
and Ver N. 
We shall deduce Theorem 2’ from the general result on A-discriminants 
[9, Theorem 11. For convenience we reproduce here some of the general 
definitions and results on A-discriminants. 
Let A be a finite subset of Hk. Each point w  = (oi, . . . . wk) E A determines 
the Laurent monomial x”’ = xy’ . . . ~2 in variables x,, . . . . xk. We identify 
the vector space CA = {(u,), o EA} with the space of Laurent polynomials 
f(x) = CoeA u,x”. We say that f E CA is degenerate if there is x(O) E (@*)k 
such that f(x’“‘) = 8flax,(x(“‘) = . . . = @/8x,(x’“‘) = 0. Let D c C=A be the 
Zariski closure of the set of all degenerate J If codim D = 1 then by the 
A-discriminant we mean a polynomial AA(f) = AA((a,)) in the variables v, 
which is irreducible over Z and vanishes on D (it is determined up to sign). 
If codim D > 1 we put AA(f) = 1. 
The resultant Res(P, Q) is a special case of an A-discriminant corre- 
sponding to A = {(i, 0), (j, 1): ie [0, m], je [0, n]}. Indeed in this case 
f(x,, x2) E CA has the form f(xi, x2) = P(xi) + x,Q(x,), and definitions 
readily imply AA(f) = Res(P, Q). 
Let N, c [WA be the Newton polytope of A,, i.e., the convex hull of the 
set SA= {P=(P~)EZA+: the monomial up = n, up occurs in AA}. Let Q 
be the convex hull of A (in our case Q is the trapezoid shown in Fig. 3). 
FIGURE 3 
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Suppose that the toric variety corresponding to A is smooth (it is so in the 
case of the resultant). Then Theorem 1 from [9] claims that the vertices of 
N, are in a natural bijective correspondence with the so-called 
D-equivalence classes of regular triangulations of Q with vertices on A. We 
shall not repeat here the general definitions but just show what they mean 
when Q is our trapezoid. 
A triangulation of Q is simply a decomposition of Q into the union of 
disjoint triangles with the vertices on A (it is easy to see that any such 
triangulation is regular in the sense of [4, 5, 81). The D-equioalence 
relation on the set of triangulations is generated (in our special case) by the 
following relation: T- T’ if T’ is obtained from T by a subdivision of a 
triangle into the union of two smaller triangles. We say that a triangulation 
T is D-basic if the union of any two of its triangles is not a triangle. 
Evidently D-basic triangulations form the set of representatives of 
D-equivalence classes. Denote the set of all D-basic triangulations of the 
trapezoid Q by Y. 
For any TEY define the vectors p(T)~z”+‘, q(T)EZ”+’ as follows. 
Let pi(T) = 1 b - cl if there is a triangle CJ E T with vertices (i, 0), (b, 1 ), and 
(c, 1 ), otherwise p,(T) = 0. Similarly, let qj( T) = 1 b - cl if there is a triangle 
CJ E T with vertices (j, 1 ), (b, 0), and (c, 0), otherwise q,(T) = 0. 
Theorem 1 from [9] implies at once 
THEOREM 2”. The mapping TH (p(T), q(T)) is a bijection between F 
and Ver N. 
To deduce Theorem 2’ from Theorem 2” it suffices to construct a bijec- 
tion cp: F -+ dip such that (p(cp( T)), q((p( T))) = (p(T), q(T)) for any TE F. 
Let T be a D-basic triangulation of the trapezoid Q. Let sk,(T) be the 
union of all edges of all triangles c E T, and sky(T) = sk,( T) - (segments 
[(0, 0), (m, 0)] and [(0, l), (n, l)]) be the polygonal line formed by the 
edges of our triangles which connect two horizontal edges of Q. Let w(T) 
be the sequence (w,, w2, . . . . w,) of vertices of sky(T) scanning successively 
from the left end. So wi is one of the vertices (0,O) or (0, l), w, is one of 
the vertices (m, 0) or (n, l), and for any k the points wk and wk+ lie on the 
opposite edges of Q. Evidently, T is uniquely determined by w(T). 
We assign to T the sequence of points uk = (ikr j,) E Z’, k = 0, 1, . . . . r 
as follows. Let u0 = (0, 0), and for k > 0 define uk = (i, j,- 1) if wk = (i, 0), 
and uk = (ik- i, j) if wk = (j, 1). It is easy to see that the polygonal line 
L= uk>O CUP-l, k u ] is a lattice path from (0,O) to (m, n), and we define 
cp( T) = L. An example is given in Fig. 4. 
The proof that cp is a bijection between F and 3 such that (p(cp(T)), 
q((p( T))) = (p(T), q(T)) for any T E F is straightforward. This completes 
the proof of Theorem 2. 
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3. FACE LATTICE OF Nm,n: PROOF OF THEOREMS 3 TO 7 
Theorems 3 to 7 can also be deduced from the corresponding general 
results on A-discriminants. But it is more in spirit of the present paper to 
deduce them directly from Theorem 2. We shall use it in the equivalent 
form of Theorem 2’, i.e., parametrize the vertices of N,,, by the lattice 
paths L E 9. We shall denote by uL the vertex (p(L), q(L)) defined by (12). 
First we prove that each point (p, q) E N,,, satisfies the linear constraints 
from Theorem 4. Inequalities (4) and (5) are obvious. 
PROPOSITION 8. For any L E Y the vertex vL satisfies (6), i.e., hij(uL) 2 0 
for any (i, j) E [0, m] x [0, n]. Moreover, hii =0 if and only if (i, j) E L. 
Proof. Let us treat L as a polygonal line on the plane R2 connecting the 
points (0,O) and (m, n) (see Fig. 2). It immediately follows from definitions 
that CO</c<i (i-k) PALI is equal to the area between the path L, the 
x-axis, and the line x = i; similarly, C Os,Gi (j-I) q,(L) is equal to the area 
between the path L, the y-axis, and the line y = j. But it is evident that the 
sum of these two areas is not less than the area of the rectangle (0 <x < i, 
0 < y < j}, i.e., not less than ij; moreover, the equality holds if and only if 
(i, j) E L. This proves our statement. 1 
Remark. The above proof shows that the inequality hij(vL) 20 is a 
discrete analog of the well-known Young inequality (see [lo]). 
Denote temporarily by N&,, the convex polyhedron in [W”+“+* defined 
by the linear equalities (3) and linear inequalities (4) to (6) (Theorem 4 
claims that Nk,, = N,,,,). Recall the notion of a saturated triple (I, J, C), 
where Ic [0, m], Jc [0, n], Cc [0, m] x [0, n], and the notation 
F(h J, Cl= {(A q)~K,,: pi=0 for iei; q,EJ for ~EJ; h,=O for 
(i, j) E C} (see Section 1). Clearly, the faces of Nh,, are exactly the 
non-empty sets F(Z, J, C). The next result follows at once from definitions 
and Proposition 8. 
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hOPOSITION 9. Let (I, J, C) be a saturated triple, and L E 2. The vertex 
vL belongs to F(I, J, C) if and only if L 3 C, p;(L) = 0 for i E I - pr, C, and 
qj(L)=O for je J-pr,C. 
PROPOSITION 10. For any saturated triple (Z, J, C) there is a lattice path 
L E 2 such that vL E F(Z, J, C). 
Proof Let Lk[ ( ik, jk) -+ (ii, j;)] be the components of C scanning 
from left to right (see Section 1). Let L; be the lattice path from (ii, j;) to 
(ik + 1, j, + I ) which goes horizontally from (i;, j;) to (ik + , , j;) and then 
vertically to (ik + 1, j, + I ). Let L be the union L, u . . . u L, u 
L;v ... uL;-,. Then L~Candp,#Ofor i$pr,C, qj#Ofor j$przC, so 
VIE F(I, J, C) by Proposition 9. 1 
PROPOSITION 11. For any face F of Nk,, the triple (I = ( i E [0, m J : 
pi IF=O}, J = {j E [0, n]: qj IF = 01, C = {(i, j) E: [0, m] x [0, n]: 
h, ) F = 0 > ) is saturated, and F = F(I, J, C). 
Proof. The equality F= F(Z, J, C) is evident, so it remains to prove that 
(I, J, C) satisfies (9) and (10). 
The fact that C contains (0,O) and (m, n) is evident from (3). Now we 
prove that C cannot contain two points (i, j), (i’, j’) such that i < i’ and 
j <j’. Consider the following identity which is an easy consequence of (8): 
h,+hi7.-A,,-hi,= (i’-i)(j- j’). (13) 
Evaluating (13) at VE F we see that if (i, j), (i’, j’) E C then h,(v) = 
h;,,(v) = 0, and so h,,(v) + hi,(v) < 0. But this contradicts (6). 
Clearly, the property of C just proved implies that C is a disjoint union 
of lattice paths Lk[(ik, j,) + (ii, jk)], k= 1, . . . . r, where (i,,j,) = (0, 0), 
(i: , j:) = (m, n), and i; < ik+ 1, j; 6 j,, 1 for k = 1, . . . . r - 1. To prove (9) it 
remains to show that the L,‘s can be chosen so that the inequalities 
i; < in+ r, j; <j, + r become strict. Clearly, this follows from the next two 
statements: (a) if (i, j), (i’, j) E C, and i < k < i’ then (k, j) E C; (a’) if (i, j), 
(i,j’)ECand j<l<j’then (i,l)EC. 
To prove (a) we shall use the identity which is again an easy conse- 
quence of (8): 
hV+h,Y=hi+l,j +hi’-l,j+ 1 Pk. (14) 
i < k < i 
Evaluating (14) at VE F we see that if (i, j), (i’, j)E C then h,(v) = 
hi,(v) = 0, and so each summand in the right-hand side of (14) vanishes on 
F. Therefore, (i + 1, j) and (i’ - 1, j) belong to C. Repeating the argument 
if necessary we see that (k, j) E C for i < k < i’ which proves (a). The proof 
of (a’) is completely the same. This proves that C satisfies (9). 
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As for (lo), we shall prove only the statements related to I (the proof 
of the statements about .Z is completely analogous). First we prove the 
following statement: (b) if (i, j) E C, in Z, and Ii’ - il = 1 then (i’, j) E C. 
If 1 d i < m - 1 then (b) follows just as above from the identity 
2h,+pi=hi-1.,~+h,+l,,’ (15) 
which is a special case of (14). For (i, j) = (0, 0), i’ = 1 the statement (b) is 
evident since h,O = p,,, and for (i, j) = (m, n), i’= m - 1 it follows from the 
identity 
Finally, the identity h, + j = hOi + p. shows that for ja 1 the conditions 
(0, j) E C and 0 E Z cannot hold simultaneously; similarly, if j < n - 1 then 
the conditions (m, j) E C and m E I cannot hold simultaneously. 
The property (b) just established and the definitions (see (10)) readily 
imply that if either iE Z(C), or iE pr, L, and p,(L,) #O, then i# I. The con- 
verse part of (10) follows at once from the next statement: if (i, j), (i’, j) E C 
and i < k < i’ then k E I. But this is an immediate consequence of (14). 1 
Now we are able to prove Theorems 4 and 5. By Theorem 2 and 
Proposition 8, N,,,? c Nh,,. Clearly, Nh., is bounded; i.e., it is the convex 
hull of a finite set. To prove that N& = Nm,n it suffices to show that each 
vertex of Nh,, is of the form uL. But this follows at once from Proposi- 
tions 10 and 11. This proves Theorem 4. Moreover, replacing Nk,, by Nm,n 
in Proposition 11 we get all statements of Theorem 5 except the last one. 
The remaining part of Theorem 5 follows at once from the next lemma. 
LEMMA 12. Let (I, J, C) be a saturated triple. Then 
(a) The intersection of all lattice paths L E 3’ such that vL E F(Z, J, C) 
is equal to C. 
(b) For any iE[O,m]-(Zupr,C) there is LEY such that VIE 
F(Z, J, C) and pi # 0. 
(b’) For any j~[O,n]-(Jupr,C) there is LEY such that VIE 
F(Z, J, C) and qi # 0. 
ProoJ: (a) Let L E 9 be the lattice path constructed in the proof of 
Proposition 10. Let L’ E 8 be another lattice path containing C and such 
that for any k= 1, . . . . r - 1 the part of L’ connecting (iL, jk) and 
(ik+l,jk+l ) first goes vertically to (i;, j, + , ) and then horizontally to 
(ik+lyjk+l ). Evidently, vL, as well as vL belongs to F(Z, J, C), and 
L n L’ = C, which proves our statement. 
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(b) Let ie [i;+ 1, ik+l - 11. Then the desired L can be constructed 
as follows: it differs from the one from Proposition 10 only in the part con- 
necting (i;,j;) and (ik+i,jk+i ), and this part goes first horizontally to 
(i, j;), then vertically to (i, j, + i) and finally horizontally to (ik + 1, j, + 1). 
The fact that uL E F(Z, .Z, C) follows at once from Proposition 9, and we 
have P,(L) =jk+ I - j; > 0. The proof of (b’) is completely analogous. 1 
Now we begin to prove Theorem 6. The fact that dim N,,, = rn + n - 1 
follows by inducton on min(m, n) from the next proposition. 
PROPOSITION 13. (a) Each of the polytopes N,,, and N,,, is linearly 
isomorphic to the simplex A”. 
(b) Zf m, n>2 and 1 di<m- 1, 1< j<n- 1 then the intersection of 
N with the hyperplane h,= 0 is a facet of N,,, which is affinely 
isI;orphic to Ni, j x N, ~ i,n _ j. 
Proof (a) Clearly, the projection (p, q) -+ q is a linear isomorphism of 
N,,, onto the standard simplex A” c R”+ ’ (similarly for N,, ,). 
(b) Clearly, Nrn,? n {h, = 0} is a proper face of N,,, . Now define the 
linear mappings f: [wl+j+zx [Wm-i+n-i+z + fJ3m+n+Z and g: [Wm+n+Z + 
lRi+j+2 x I&!‘+~+~-~+~ as follows. For (p’, q’) E R’+’ x Rj+‘, (p”, q”)E 
[W”~‘+‘x[W”~j+‘define(p,q)=f((p’,q’),(p”,q”))byp,=p~forO~k6 
i-1,pi=pj+p;l,p,=p;l_jfori+1~k~m;q,=q~forO~1~j-1,qj= 
q,’ + qi, qr = q;- j for j + 1 6 1 d n. Conversely, define ((p’, q’), (p”, 4”)) = 
g(p,q) by the formulas pb=pk for O<k<i-1, p:=j-CoGkGi-,pk, 
p;I=n-j-~i+I<k<mpk, p;=~~+~ for l<k<m-i; q;=q, for Og 
l<j- 1,4;=i-Co;,,j-, 41, qR=m-i-Cj+,.,..q,, q;1=4r+j for 1 d 
I< n - j. Using the description of N,,, given by Theorem 4 it is 
straightforward to verify that f and g define mutually inverse isomorphisms 
between N,,,, n {h,=O) and N,.jx N,pi,,pj. 1 
Now we prove the formula (11) from Theorem 6 for codim F(Z, .Z, C). 
Let C be defined by (9). Using repeatedly Proposition 13(b) we see that 
N,., n {h, = 0 for (i, j) E C} is naturally isomorphic to the product 
rI l<k<r-1 N, +, _ ,L,~~ *I ~ X. This allows one to reduce the proof of (11) to 
the crucial special case when C= ((0, 0), (m, n)}, Zc [l, m - 11, Jc 
[ 1, n - 11. We have to prove that in this case codim F(Z, .Z, C) = (II + IJI. 
Let H,J denote the afline subspace of R” + n + 2 defined by (3) and the 
conditions pi = 0 for ie Z, q, = 0 for Jo .Z. By definition, F(Z, J, C) = 
ff,nNrn,n. It is easy to see that H,J is of codimension 111 + lJ[ + 3 in 
R” + ’ + ‘. Therefore, the codimension of F(Z, J, C) in N,,, is not less than 
111 + IJl. On the other hand, consider all lattice paths L E 2 which contain 
either a vertical segment [(i, 0), (i, n)] f or some i# Z, or a horizontal seg- 
ment [ (0, j), (m, j)] for some j 4 J. There are exactly (m + n - (II - IJI ) 
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such lattice paths, and it is easy to see that the corresponding vertices uL 
are affinely independent; i.e., their convex hull is a simplex of dimension 
(mfn- 1 - II) - I.Zl). But all these vertices lie in F(Z, .Z, C) so 
codim F(Z, J, C) = 111 + IJI. This completes the proof of Theorem 6. 
Theorem 3 describing edges of N,,, follows easily from Theorem 6. 
Indeed, (11) implies at once the following characterization of edges of N,,,,. 
PROPOSITION 14. A face F(Z, J, C) is an edge of N,,,, if and only if 
r(C)=2, Zupr,C=[O,m], and Jupr,C=[O,n]. 
In other words, Proposition 14 means that two vertices uL and uLS lie on 
an edge if and only if there are two points (i, j), (i’, j’) E L n L’ such that 
i < i’, j < j’ and L and L’ differ only by the part connecting (i, j) and 
(i’, j’) and L 3 C(i, j), (i’, Al u Cti’, A, (i’, 01, L’ 1 C(i, ih (i, j’)l u 
[(i, j’), (i’, j’)]. Theorem 3 is simply a reformulation of this statement. 
The remaining Theorem 7 also follows at once from (11). 
4. COEFFICIENTS OF THE RESULTANT 
In this section we discuss the problem of computation of the coefficients 
cp4 in the decomposition (1) of the resultant Res(P, Q). There is a general 
formula for the coehicients of “extreme” monomials in the A-discriminant, 
i.e., those corresponding to the vertices of the Newton polytope 
[9, Theorem 11. For the resultant it is especially simple. 
PROPOSITION 15. Zf (p, q) is a vertex of the Newton polytope N,,, then 
the coefficient cPq is equal to (- 1)pL+2p2+ ‘.’ +mpm. 
Following the general strategy of this paper we shall give an elementary 
proof of this result. More generally, we shall give a formula for all coef- 
ficients in Res(P, Q). For this we associate to vectors p and q the partitions 
p = ( l"', 2p2, . ..) mPm) and v = (lql, 2q2, . . . . nqn). We shall use the notation and 
terminology from [ 111; in particular the notation above means that p has 
pi parts equal to i for each i= 1, . . . . m. 
For any two partitions A= (A, 2 I, 2 . . .) and p = (cl1 > pL2 2 . ..) denote 
by d,” the number of (0, 1)-matrices with row sums Ai, A,, . . . and column 
sums p,, p2, . . . . This is one of the fundamental combinatorial functions 
(see, e.g., [ 111). Evidently, dt = 0 unless A and p are of the same weight 
(the weight of A is 111 = A, + A2 + . ..). The necessary and sufficient condi- 
tions for dj to be non-zero are given by the Gale-Ryzer theorem (see, e.g., 
[lo]). Recall that the dominance partial order on the set of partitions is 
definedasL~C1ifandonlyifI1I=1~land;i,+...+~i~C1,+...+~ifor 
each i > 1. The Gale-Ryzer theorem claims that d; # 0 if and only if II < $ 
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where p’ is the partition conjugate to p (if p = ( lpl, 2p2, . . . . mPm) then 
p’ = (pl + p2 + . .. + Pm,, pZ + . . . + p,, . . . . p,)); moreover, dir = 1. It 
follows that the matrix (di) with rows and columns indexed by partitions 
is invertible, and the inverse matrix also has integral entries. Denote the 
inverse matrix by (c$). 
PROPOSITION 16. The coefficient cpg in (1) is equal to ( - 1)“’ cRm,- ,, 
where u and v are the partitions corresponding to p and q, and (n”‘) - v is the 
partition (nqO, (n - l)ql, . . . . lqn-I). 
Proof For each partition I = (A, > A2 B . ..) denote by m, = 
mAa,, . . . . Q,) the symmetrized monomial, i.e., the sum of all distinct 
monomials of the form ~(:,‘a;12 . . . . Denote by eA = (c(i) . . . . a,) the product 
of elementary symmetric polynomials el,(cli, . . . . LX,) elz(cll, . . . . a,) . . . . 
Expanding this product we obtain the well-known formula 
e,=xdtm,. 
A 
(16) 
Therefore, we have 
m,=Ccse,. (17) 
P 
Now let c~i, . . . . a, be the roots of P so by definition (see (2)) we have 
Res(P, Q) = a: ni Q(cx~). Expanding this product we see that 
Res(P, Q) = at 1 bqmC,m)-,(crl, . . . . c(,) 
= C i~bqc~nmlp ,e,(a, , . . . . a,). 
4.P 
It remains to use the equality ek(al, . . . . CC,) = (- l)k a,/ao. 1 
This proposition and the Gale-Ryzer Theorem imply 
PROPOSITION 17. For any (p, q) E S,,, the partitions p = 
(1 P’, 2p*, . ..) mPm) and v = ( lql, 2q2, . . . . nqn) satisfy the relation u 2 [(n”) - v]‘. 
Zfu= [(n”)-v]’ then ~~~=(-l)~~l. 
Our next result shows that the conditions on (p, q) E S,,, given by 
Proposition 17 are equivalent to the conditions (4) to (6) from Theorem 4. 
More precisely, we have 
PROPOSITION 18. Let (p, q) E S; x S;, and u, v be the corresponding 
partitions. Then (p, q) E N,,, if and only if p > [(n”) - v]‘. Moreover, 
(p, q) is a vertex of N,,, ifand only if p= [(C)-v]‘. 
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Proof It is the well-known property of the dominance order that 
p > [(n”) - v]’ if and only if p’ < [(n”) - v]. The definitions readily imply 
that the latter relation is equivalent to 
o<;<j(i-mk+ c (j-Oq,>ij . . 04/<j 
for all i, j such that 0 < j < n and 
qo+ ... +qj-ldi<qo+ ... +q,. (6’) 
By Theorem 4, to prove the first statement of the proposition it remains 
to show that for (p, q) E Sz x SL the condition (6’) implies (6). So suppose 
that (p, q) E SF x Sz satisfies (6’) and let us verify (6), i.e., that h,> 0 for 
all 0 < i < m, 0 < j < n (see (8)). Clearly, for any fixed i it suffices to con- 
sider only those j such that h, is minimal possible. This means in particular 
that ~?,<h,,~~, and h, <hhj+,. But then we have qo+ ... + qj.- 1 <i< 
qo+ ..' + q, so h, Z 0 by (6’), as required. The remaining statement about 
the vertices of N,, follows directly from definitions and Theorem 2 (or 
Theorem 2’). 1 
Proposition 15 follows at once from Propositions 17 and 18. 
Remark. It is an intriguing question whether it is possible to simplify 
the expression for the coefhcients cpy given by Proposition 16 and to extend 
it to more general A-discriminants. At present we do not see such an 
opportunity. 
5. NEWTON POLYTOPE OF THE DISCRIMINANT 
Let P(x) = aOxr + alxrp ’ + . . . + a, be a polynomial in one variable. By 
definition the discriminant D(P) = D(ao, a,, . . . . a,) is a polynomial which is 
irreducible over Z and vanishes whenever P has multiple roots. If c1r, . . . . a, 
are the roots of P(x) then D(P) is given by 
D(P)=+‘n (ai-aj)2 
i<j 
(18) 
(see, e.g., [ 11) so deg D = 2r - 2. 
Analogously to the resultant we decompose D(P) into the sum of 
monomials, 
D(P) = c cpup, 
P 
(19) 
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where p=(pO,pl ,..., p,)~z’,+’ and aP=niap’. Let S,= {p~Z’++l: 
cp#O}, and N,cR’+’ be the convex hull of S,, i.e., the Newton polytope 
of D(P). The following result is completely analogous to Proposition 1. 
PROPOSITION 19. For any p E S, we have 
Fp,=2r-2, C(r-k)pk=r(r-1). 
k 
(20) 
We shall show that vertices of N, are naturally numerated by subsets 
SZc[l,r-11. To any a=(i,,...,i,)c[l,r-1] with i,< . . . <i, we 
associate a point p = p(Q) E Z’+ ’ as follows: pi=0 for iE [l, r-l] -!S; 
pik=ik+l-ik-l for k= 1, . . . . s (with the convention i, = 0, i,, I = r); 
pO=i,-1, pr=r-i,S-l. 
THEOREM 20. (a) Each p(Q) is a vertex of N,, and the correspondence 
Q + p(Q) is a bijection between the subsets of [ 1, r - l] and the vertices 
OfNv 
(b) Ifs2 = (ii, . . . . i,} then the corresponding coefficient c,,(,) in (19) is 
eql to nOGkGs (- l)(ik+l-‘k)(ik+l-‘kp ‘I/* (ik+ 1 - ik)ik+lpik (with the conven- 
tion i,=O, P+l=r). 
This follows at once from the theory of A-discriminants (see [9]). In this 
case A = [0, r] c Z, and Q c R is a segment. Therefore, the subsets of 
[ 1, r - 1 ] are in bijective correspondence with triangulations of (Q, A): 
a subset Sz = {ii, . . . . i,} corresponds to the triangulation [0, r] = 
u Ciky jk+l 1. Having this in mind we see that Theorem 20 is a special case 
of Theorem 1 from [9]. 
Now let us state the analogues of Theorems 4 to 7. For any in [0, r] let 
gi be the afhne-linear function on Rr + ’ defined by 
gi= c (i-k)p, -i(i- 
O<k<i > 
1). (21) 
THEOREM 21. N, is the set of points PE llY+’ satisfying linear equations 
(20) and linear constraints 
PiBo3 g,>O (iE [l, r- 11). (22) 
Now for any E, !2c [l, r- l] let F(E,Q)= (PEN,: pi=0 for ieS, 
g,(p) =0 for icL2). By Theorem 21 the faces of N, are exactly the 
non-empty subsets F(Z, Sz). 
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THEOREM 22. (a) F(E, 9) # 0 if and only zf Sn Q = a, and in this 
cause we havedimF(E,Q)=r-l-/El-(521. Inparticular, dimN,=r-1. 
(b) A vertex p(U) belongs to a face F(E, $2) if and only if Q c Q’ c 
[l,r-11-E. 
COROLLARY 23. N, is combinatorially equivalent to a (r - 1 )-cube. 
Proof of Theorems 21 and 22. Theorem 21 is an immediate consequence 
of the general results on A-discriminants. But we can deduce it from 
Theorem 20 essentially the same way as Theorem 4 was deduced from 
Theorem 2 but much easier. 
Denote temporarily the polyhedron defined by (20) and (22) by N:. To 
prove that N, c N: it suffices to verify that each vertex p(B) satisfies (22). 
This follows from the next lemma which is proved by direct calculation. 
LEMMA 24. Zf a= {il,,,,,is} and iE[i,,i,+,] then g,(p(Q))= 
(ik+ 1 - i)(i- i/J. 
To prove the inverse inclusion we first observe that p0 = g,, and 
p, = g,- , on N:. It follows that N: is bounded, i.e., is a convex polytope. 
Now for any E, Oc[l,r-1] let F’(E,Q)=(~EN:: pi=0 for ie.5, 
g,(p) =0 for in 52). Clearly, the faces of N: are exactly the non-empty 
subsets F’(.Z, Sz). 
LEMMA 25. Zf En Q # QI then F’(E’, $2) = 0. 
This follows at once from the obvious identity 
2-p,= -gi-I+2gjegi+1 (ic [l, r- 11). 
Furthermore, Lemma 24 implies at once. 
(23) 
LEMMA 26. For ie [l, r- l] we have gi(p(Q))=O ifand only ifiE52. 
By Lemmas 25 and 26 if F’(E, Q)#@ then F’(,Z, 52)~ 
F’( [l, r - l] -Q, Q) 3 p(Q). So each vertex of N; is some p(Q) hence 
N: = N,. This proves Theorem 21. Moreover, all other statements in 
Theorem 22 except the formula for dim F(E, ~2) also follow from our 
lemmas. 
Let BnSZ=a so Qc[l,r-11-E. By Theorem22(b), F(Z,Q) con- 
tains p(Q) and all p(sZ u {i}), i~([l,r-l]-E)-Q. But it is clear that 
these points are aflinely independent hence dim F(E, Q) 2 r - 1 - lE/- IQl. 
The opposite inequality follows from the fact that linear parts of all 
affine-linear functions on IF!‘+ ’ defining F(E’, Q) are linearly independent 
which is easy to prove. This completes the proof of Theorems 21 and 22. 1 
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Looking at (23) we recognize in its right-hand part of the Cartan matrix 
of the root system of type A, _ I . This suggests the following interpretation 
of N, in terms of a root system. Let R be the root system of type A, _ I in 
a real vector space V with a standard choice of simple roots tli , . . . . a, _ i and 
the corresponding fundamental weights ol, . . . . o,- 1 (see [12]). Let as 
usual p = C wi be the half-sum of all positive roots. Consider the convex 
polytope P(2p) c V consisting of the points x E V such that all the coef- 
ficients pi, gi in the decompositions x=C pioi and (2p-x) =C gicri are 
nonnegative. 
Now let UCW+’ be the affine subspace of codimension 2 defined by 
(20). Define the afline mapping cp: U+ V by cp(p) = x1 Gigr- 1 pioi. 
PROPOSITION 27. (a) cp is an isomorphism of affine spaces. 
(b) For anypEU we have 2p-Cp(p)=C,<ic,-, gi(p)ai. 
(c) We have cp(N,) = P(2p). Moreooer, x E P(2p) lies in cp(N, n Zy ‘) 
if and only if all the coefficients pi, gi in the decompositions x = C pioi and 
(2p - x) = C g,cl, are nonnegative integers. 
Proof (a) is obvious, (b) follows at once from (23), and (c) from 
Theorem 21. 1 
Remarks. (a) It is well known that the set cp(N, n Zy ‘) just described 
has the following representation-theoretic interpretation: it consists of the 
dominant integral weights occurring with non-zero multiplicity in an 
irreducible a/,-module Lzp with highest weight 2p. It has also another inter- 
pretation: x E cp(N, n h:+ ‘) if and only if L, is an irreducible constituent of 
L, @L, ; the fact that these two interpretations give the same answer was 
conjectured by B. Kostant and proved quite recently by one of the authors 
(A.Z.) together with A. D. Berenstein. It would be interesting to give a 
representation-theoretic interpretation of the coefficients cp in the decom- 
position (19) of the discriminant. 
(b) The construction of the convex polytope P(2p) can be extended 
in an obvious way to an arbitrary root system R and arbitrary regular 
dominant weight 1 instead of 2~. It turns out that this polytope is always 
combinatorially equivalent to a cube of dimension rk R. 
In conclusion let us briefly discuss the relationships between the 
resultant and discriminant. First, it is well known (see [l]) that 
D(P) = &-a;’ Res(P, PI), where P, = dP/dx. It is easy also to express D(P) 
as the resultant of two polynomials of degree r - 1, viz., D(P) = const. 
Res(P,, Pz), where P*(x) = (i3/Jy)( y’P(x/y)) IJ.= 1. Translating this state- 
ment into the language of Newton polytopes we obtain 
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PROPOSITION 28. Let x R’ x R’ + W+ ’ be defined by 
Z(P0 ?‘.‘, Pr~1,401...rqr-,)=(Por Plfqo,..., P”e1+4,-2,4,-1). 
Then z(N,-,,,-,)=N,, andn(S,-,.,+,)~S,. 
On the other hand, it follows at once from (2) and (18) that 
(Res(P, Q))‘= D(PQ)/D(P) D(Q). It would be interesting to place this 
identity into the context of general A-discriminants. 
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