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Abstract 
Periodic composites of dielectrics have attracted intensive discussion recently 
as some of them were found to possess ranges of frequency over which electro-
magnetic waves are not allowed to propagate. These artificially-made solids are 
termed Photonic Band Gap materials (or photonic crystals) and the ranges of 
frequency with no propagation modes are called photonic band gaps. Many 
physical processes may be altered when performed within the materials. In 
particular, the spontaneous atomic processes with radiative emission are sup-
pressed. These novel materials have applications in the design of optoelectronic 
devices. Plane wave expansion calculation for the photonic band structures 
will be discussed. The method systematically tackles the problem by diago-
nalising large matrices. The dispersion relation of the electromagnetic wave 
is also examined within a k p approach. The k p theory has been proven to 
be successful in calculating the electronic band structures in semiconductors. 
Numerical results will be given for the propagation of electromagnetic wave in 
square arrays of dielectric cylinders embedded in a host of unity dielectric con-
stant. For two dimensional lattice of different dielectric cylinders, the feasibility 
of the k p method is studied in terms of the integrals which are analogous to 
the momentum matrix elements in the electronic k p theory. Finally, an empir-
ical tight-binding scheme is suggested. The validity and the practicality of the 
scheme will be discussed. 
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Chapter 1 
Introduction 
1.1 Photonic Band Gap materials 
The propagation of electromagnetic wave inside an object with dielectric func-
tion e(r) and magnetic permeability fi(r) is governed by the equations : 
•
 X
 (去• X E(r)) - S€(r)EW = ° (L1) 
• X X H( r )) _ ‘ " ( 卿 ) = 0 (1.2) 
where E is the electric field, H is the magnetic field, c is the speed of light 
and cd is the angular frequency of the wave. These wave equations are derived 
from the Maxwell's Equations if there is no dissipation in the object. The 
condition is fulfilled provided that there is no free electric charges and free 
electric current and e(r) is positive definite. When /x(r) is independent of r, 
the propagation is solely determined by the dielectric function. Except the 
vectorial nature of the electromagnetic fields, inspection suggests that Eq. (1.1) 
shares some similarities with the Schrodinger equation in quantum physics [lj. 
The eigenvalues in both equations are related to the frequencies of the waves. 
Moreover, the electric field is analogous to the probability wave of an electron 
in solids and e(r) is the counterpart of the periodic potential which the electron 
experiences. It should be noted that the periodicity of the potential leads to the 
energy bands of electrons and forbidden gap in solids [2, Ch.7]. It is natural to 
1 
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expect the same events will happen in the case of electromagnetic wave when 
e(r) is periodic [3]. Certainly, we cannot neglect the situation that fi(r) is 
periodic with constant dielectric function and that both e(r) or /i(r) vary in 
space with the same periodicity. 
Experiments and calculations have shown that electromagnetic wave of 
specific frequency is not allowed to propagate in some specific periodic com-
posites of two dielectrics [4]-[9]. The magnetic permeability fi{r) is taken to 
be unity, as in typical dielectrics. The periodicity of dielectric function e(r) 
means that there is a lattice structure underlying the composite. The structure 
can be classified according to the classification in solid state physics [2, Ch.l]. 
The PBG material which is firstly realised in laboratory is a fee lattice [4]. It 
is artificially produced by systematical drilling on a block of dielectrics with 
dielectric constant equal to 13. The unit cell of the PBG materials is of the 
order of millimeter . A roughly cylindrical void of the dielectrics is centered at 
the fee Wigner Seitz Cell of the man-made lattice, and the remaining volume 
is occupied by air. It is found that there is a range of frequency around 13 
- 1 6 GHz over which electromagnetic wave is not allowed to pass through the 
system. The range is termed photonic band gap and such a system is called 
Photonic Band Gap (PBG) material.1 
Most PBG materials considered and fabricated so far are made out of 
two dielectrics. A matter of dielectric constant e is embedded periodically in 
a host of dielectric constant eb [10, l l j . This makes e(r) piecewise-constant in 
space. The materials are therefore characterised by two system parameters : 
the dielectric contrast e/eb and the filling ratio f which is the volume ratio of 
the matter of dielectric constant e to the unit cell. The fee lattice of roughly 
cylindrical voids has been fabricated with f 二 0.2, 0.3 and 0.38. The one 
with f 二 0.2 acquires the largest forbidden gap among the three drilled blocks, 
l i t is to be abbreviated as PBG materials throughout this thesis. 
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Calculation starting with Eqs. (1.1) and (1.2) suggests the gap remains open 
for dielectric contrast as low as 4.41. A diamond structure of spheres was also 
proposed and evaluated to possess photonic band gap [5]. The gap exists even 
at e/ek = 4. Apart from the structures of solid spheres, f ee lattice of air spheres 
in dielectric background is identified theoretically to have gap [8]. Recently, an 
ordered stacking of dielectric rods has been predicted theorectically and verified 
experimentally to possess a forbidden gap in the microwave region [12]. For 
filling ratio about 0.3，the dielectric contrast can be decreased down to 3.61 
with gaps still open. All the systems proposed so far are fabricated in the 
millimeter scale. The gap can be made to lie within the optical range if the 
typical length of the unit cell is reduced to the submicron scale.2 
Two-dimensional PBG materials have been studied extensively for two 
specific lattice structures, namely, square and triangular arrays [6, 7], [13]-[18]. 
The systems are in general arrays of rods of dielectric constant e placed in a 
background of dielectric constant eb. Therefore, it is easier to produce them in 
laboratory than the 3-dimensional ones. The price for the ease of fabrication 
is that the electromagnetic wave is free from the periodic structure if it travels 
along the direction parallel to the rods. However, there may be a photonic band 
gap to the electromagnetic waves which propagate in a direction perpendicular 
to the rods. The existence of the gap for these electromagnetic waves can be 
evaluated 3 on using two scalar equations (section 2.2)，insteads of Eqs. (1.1) 
and (1.2). Consider an array of cylindrical air rods in dielectric host, i.e. e 二 1. 
The triangular lattice can open a gap for some filling ratio f when e6 > 7.07 
[7]. However, the square lattice does not possess a gap for any filling ratio f , if 
6b < 7.29 [6]. That is, the triangular arrays of air rods can possess a photonic 
band gap in a lower background dielectric constant eb. As for a square array of 
cylindrical rods in vacuum, i.e. 66 = 1, calculations to be discussed in section 
2It will become clear after the discussion on Eq. (2.11). 
3This is not true if, say, the dielectric constant of the rods is anisotropic. 
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2.2 show that it does not possess a gap for 1.5 < 6 < 10 and 0.05 < f < 0.785.4 
The absence of gap is due to the result which is predicted by one of the scalar 
equations.5 This difference between the scalar equations leads to a study on 
the spatial variation of the electromagnetic fields in some 2-dimensional arrays 
[18]. It suggests that, if each of the dielectrics composing the PBG materials is 
connected in space, gap is more likely to exist. Although the condition should 
be justified through further analysis, it is consistent with numerical calculations 
done on the cubic lattices of spheres which are allowed to overlap [19]. 
The existence of forbidden gap is important to some fundamental pro-
cesses. Any emission of photon of energy within the gap is not allowed. It alters 
many basic physics processes, e.g. radiative atomic process can be prohibited 
when performed within the PBG materials. Another is related to photon local-
ization [20]. It has been suggested that, if the randomness is not far away from 
periodic, the localization of light can be studied easier in a way analogous to 
weak localisation of electrons [21]. A simple technique to tackle the problem is 
to treat the randomness as perturbation applied to the periodic PBG materials. 
Aside from academic research, PBG materials may be useful for the 
design of electronic devices [3]. It can be used as frequency selector since it ef-
fectively blocks electromagnetic waves with frequencies inside the photonic band 
gap. In the case of the ordered stacking of dielectric rods mentioned above [12], 
for example, the attenuation coe伍cient of two unit cells is 42dB. Furthermore, 
the 2-dimensional arrays of dielectric rods in vacuum are ready to use as polar-
ization filters. The suppression of electromagnetic wave of certain frequency is 
highly useful in the development of solar cells, semiconductor laser components 
and other quantum electronic devices. The positive dielectric constant of PBG 
materials, like the ones fabricated, enables the electromagnetic fields to be re-
4The result is consistent with Ref. [7]. 
5The equation is the Scalar II equation, Eq. (2.16). 
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sponded at low resistive loss. When coupled with laser diode, for instance, it 
prohibits the emission of the photon of frequency within the gap without any 
dissipation and hence suppresses spontaneous emission. ‘ 
PBG materials are also very interesting when defects are introduced [16, 
22, 23]. Experiments and calculations have been carried out after imperfections 
are introduced into a fee lattice of roughly cylindrical voids [23]. It is found that 
allowed modes are identified within the photonic band gap. Dielectrics may be 
added into or removed from a unit cell of the lattice, which leads to the donor 
mode or acceptor mode respectively. These modes are named analogous to their 
counterparts in the electronic problems. If the periodicity is destroyed slightly, 
the donor (acceptor) mode appears just below (above) the top (bottom) of the 
forbidden gap. The acceptor mode is more pronounced than the donor mode 
and is useful in technological purposes. 
1.2 Theoretical Calculation on PBG materials 
For a PBG material of given lattice structure, there is a corresponding reciprocal 
lattice space [2, Ch.2]. The primitive unit in the reciprocal lattice space is the 
First Brillouin Zone (BZ).6 The periodicity of e(r) and/or /i(r) requires the 
eigenstates of Eqs. (1.1) and (1.2) to satisfy the Bloch's Theorem [24], For 
example, 
E k ( r + R) = e i k - R E k ( r ) (1.3) 
where R is a lattice vector and E k ( r ) is an eigenfunction of Eq. (1.1) with k 
being the wave vector. It would become clear in chapter 2 that there is an infinite 
number of eigenfrequencies u n k (n 二 1,2’ 3 , . , . ) for any specific k. These u;nk 's 
result in bands of frequencies because cjnk is continuous in k when n is fixed. 
The bands are called photonic bands, although Eqs. (1.1) and (1.2) originate 
from Maxwell Equations in classical electrodynamics. They are labelled by the 
6It is to be abbreviated as BZ throughout this thesis. 
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band index n. Similar to the electronic problems, the wave vector k can be 
restricted to the BZ. Therefore, it is sufficient to evaluate the photonic bands 
for k's within the BZ. 
Photonic bands are calculated using the methods established in the elec-
tronic band theory [25]. They are the Augmented Plane Wave (APW) method 
[21], Korringa-Kohn-Rostoker (ICKR) method [26, 27], Plane Wave Expansion 
(PWE) method 7 [5]-[8], [13], [27]-[31], finite element method [32] and k.p theory 
[33]-[36] 8. Furthermore, a Green's Function method using vectorial Wannier 
function has been suggested to treat the defect problems [37]. It should be 
pointed out that APW and KKR methods are done in conjunction with the 
scalar wave approximation [38], which means the vector nature of the elec-
tromagnetic fields is neglected. The photonic band structure is evaluated by 
solving 
u2 
V V + - T ^ r ) ^ = 0 , (1.4) 
where 功 is a scalar wave. In the following, we briefly discuss how they are 
applied to the PBG materials and report the results. 
In APW method, the scalar wave ^ in Eq. (1.4) is approximated as 
an expansion of Augmented Plane Waves.9 The coe伍cients of the APW's are 
treated as parameters and the square of frequency u 2 is obtained according to 
the variational principle [25]. APW method was proposed in the 30' [39] to solve 
the electronic band structure in solids. Solids may be viewed as a periodic array 
of atoms. The space between the atoms is often termed as interstitial region over 
which APW is a plane wave. However, the APW is a sum of spherical harmonics 
inside the' atoms. The coefficients in the sum are determined by requiring that 
the APW satisfies the atomic Schrodinger equation within the atom and that the 
APW is continuous over the boundary between the interstitial region and the 
7It is to be abbreviated as PWE throughout this thesis. 
8Ref. [36] is reprinted in Appendix A. 
9It is to be abbreviated as APW's. 
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atomic region. For the photonic problem, Economou and Zdetsis [21] mapped 
the wave equation of an electron in solids to the scalar wave equation (Eq. 
(1.4)) and then applied the knowledge about the electronic bands to describe 
the photonic bands. They considered fee and bcc lattices of dielectric spheres 
embedded in a host of different dielectric constant. The dielectric function e(r) 
is described by the muffin-tin potential. The calculation suggests the periodic 
composites possess photonic band gaps. The results moreover are consistent 
with their previous work on disordered system [40]. 
The KKR method is a Green's function approach using spherical har-
monics. An eigenstate 功(r) of Eq. (1.4) is written in integral form: 
矽(r) = J ^(v)v,)e(T')^v')dT,, (1.5) 
where I^r,—) is a Green's function to Eq. (1.4). This expression requires the 
eigenfunction ip(r) to satisfy an integral equation, which is solved to yield the 
photonic band structure. A fee array of dielectric spheres is considered in Refs. 
闕 and [27]. Due to the nearly spherical symmetry of fee unit cell, is 
approximated as a linear combination of products of the spherical Bessel func-
tions and the spherical harmonics. The substitution of the linear combination 
into the integral equation leads to a system of equations. The undetermined co-
e伍dents in the system of equations are those coe伍dents in the linear combina-
tion. The undetermined coe伍cients cannot vanish simultaneously for non-trival 
妙(r), thereby demanding the system of equations to have vanishing determi-
nant. Each matrix element of the determinant is a function of frequency and 
the wave vector of the state Therefore, numerical calculation with the 
determinant gives the photonic bands and predicts the existence of forbidden 
gap in the fee lattice. 
Within the scalar wave approximation, PWE generates photonic band 
structures in agreement with the KKR's one [27]. For the fee lattice of spheri-
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cal voids depicted in [41, Fig. 10(a)], however, this scalar formulation of PWE 
misidentified the lattice to possess a photonic band gap [28]. Later calcula-
tions and experiment indicates that no gap exists for this lattice [29, 30], [41, 
p.287]. The discrepancy is due to that the vector nature of electromagnetic 
fields should not be ignored. PWE calculation starting from Eq. (1.2) gives the 
band structure being consistent with the experiment [30]. 
Within PWE, the electromagnetic fields are expanded in terms of plane 
waves. The substitution of the expansion of, say, the electric field E(r) into Eq. 
(1.1) gives a matrix and the diagonalisation of the matrix yields the photonic 
band structure.10 The existence of the forbidden gaps in diamond structure of 
dielectric spheres and the fee lattice of roughly cylindrical voids are predicted 
by this method. The dielectric functions e(r) are piecewise constant for these 
systems. The discontinuity in dielectric function requires many plane waves, 
and hence a large matrix, in an accurate calculation of the photonic band struc-
ture. The number of plane waves is twice the dimension of the matrix to be 
diagonlised, because the electromagnetic fields are transverse inside PBG ma-
terials [5]. For example, 1600 plane waves are sufficient to obtain the dispersion 
relation of the diamond structure [5]. Typically, PWE involves at least hundreds 
of plane waves [13, 29，30]. It turns out that PWE is a better method in PBG 
materials than in solids. In solids, the electrical potential approaches negative 
infinity at the centres of the atoms constituting the solids while it is nearly flat 
in the interstitial region. These features make the electronic wave functions fluc-
tuate in the atomic region but behave like plane wave in the interstitial region, 
and a huge amount of plane waves are required during calculation. 
The experiments on PBG materials are done with finite slabs consisting 
of at most thousands of unit cells. So far, the finite size effect on the band 
1 0PWE within the scalar wave approximation applied to a cubic lattice is presented in 
section 2.1. 
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structure has not been taken into account by any calculation, except for the 
finite element method [32]. Its result is consistent with the experiment on a 
finite square array of very long dielectric rods placed in air. The unit cell of the 
array is partitioned into one hundred squares of equal area. Thus, the incidence 
of an electromagnetic wave on a unit cell can be imagined to be followed by the 
successive propagation of the wave through ten layers of dielectric composites. 
The dielectric function e(r) inside each partition is approximated to be constant 
and equal to the spatial average of e(r) within that square. Instead of Eqs. (1.1) 
and (1.2), the coupled differential equations of the electromagnetic fields 
V x E = iufi(r)U (1.6) 
一 • x H = zo;e(r)E, i2 = - 1 (1.7) 
are discretized to evaluate the electromagnetic fields by finite element method. 
Thus, the fields on the boundary between the first two layers is related to the 
incident wave on the first layer via a transfer matrix. The matrix elements 
depend on the frequency, the wave vector and the dielectric function. In so 
doing, the fields at the other side of tke unit cell can be obtained by multiplying 
ten transfer matrices, one from each layer. The eigenfrequencies of the wave are 
the zeros of the determinant of the product of the matrices. It gives the photonic 
bands in excellent agreement with experiment. It should be noted that, up 
to now, the finite element method is the only scheme giving the transmission 
coefficient of PBG materials. The attenuation coefficient of the ordered stacking 
of dielectric rods is 42dB when the width of array is twice the lattice constant 
[12]. To evaluate the transmission coe伍cient of more than one layer of unit 
cell in the finite 2-dimensional array of dielectric rods, one may consider the 
product of the transfer matrices due to each layer of the unit cell. However, 
such numerical scheme becomes unstable when more than seven layers of unit 
cells are lined along the propagation direction of the wave. To remedy this 
situation, Pendry and MacKinnon [32] apply the multiple scattering formula of 
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the low-energy electron diffraction [42] and use the transfer matrix for one unit 
cell. 
The impurity problem in PBG materials is primarily due to the alter-
nation of a unit cell in the materials. It has been treated within the Supercell 
Method [22, 23, 43], under which the imperfection and many surrounding unit 
cells are treated as a whole to be a new unit cell. The lattice constant of the 
new unit cell is large, compared with that of the original structure. The new 
unit cell is piled up to form a new array. Therefore, the imperfection exists 
in each of the unit cell of this new lattice. PWE is then applied to the new 
array in order to find out the impurity state. An extremely large matrix is thus 
to be manipulated. It requires intensive numerical calculation and ingenous 
computational techniques. 
Another approach to the defect problem is to use the Wannier functions. 
Wannier functions form a complete set which can be used to expand, within 
the crystal-coordinate representation, the Bloch states of an electron in solids 
[25]. They can be generalised to the problems of PBG materials, Expanded in 
Wannier functions, the impurity state can be solved through a Green's function 
[37]. The coefficients in the expansion form a eigenvector to a matrix with the 
eigenvalue being the square of the frequency of the impurity state. This is one 
of the standard approaches to treat the impurity in the electronic problems 
[24, 44]. It is expected that Wannier functions for the electromagnetic fields 
will be spatially localised. Then, the expansion of the impurity state can be 
approximated to include the Wannier functions which are localized near the 
impurity site. This is justified as the impurity states are localised [22]. In that 
way, the size of the matrix will be small enough to be handled. 
In the electronic problems, the k.p theory is successful to describe sev-
eral bands accurately around some interesting k-points in the BZ [45], e.g. at 
a band edge. The theory is also the foundation for the evaluation of the su-
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perlattice band structure [46]. It starts with the Kohn-Luttinger functions [47], 
which form the basis set for the electronic eigenstates within the effective mass 
representation (EMR). The number of bands to be calculated is the dimension 
of the matrix to be handled during the implementation of the k.p theory. No-
tably, the matrix elements depend on the momentum matrix elements between 
the states of the band at the specific k-point. It is important that, especially 
for the bands around the electronic gap in the III-V semiconductors, the mo-
mentum matrix elements are nearly constant. Hence, the electronic behaviour 
of the semiconductors around the band gap can be assessed accurately without 
heavy computation. 
The k.p formulation for the PBG materials has been proposed [33]-[36] 
with the aim of describing photonic band structures around some k-points using 
small matrix. The counterparts of the momentum matrix elements are deter-
mined using the eigenstates of the electromagnetic fields, which are obtained 
from PWE. These matrix elements depend on the system parameters of the 
PBG materials, namely, the filling ratio f and the dielectric contrast e/eb. To 
facilitate the discussion, we will consider PWE within the scalar wave approxi-
mation in chapter 2. Furthermore, PWE is also used to find the photonic band 
structure for a square array of dielectric cylinders embedded in a background 
of unity dielectric constant. It should be noted that, for the square array, PWE 
are applied to two scalar equations. One is Eq. (1.4) which will be called Scalar 
I equation (section 1.2), Another is called Scalar II equation (Eq. (2.16)). The 
validities of these scalar equations are justified in section 2.2. The vectorial k.p 
formulation for Eqs. (1.1) and (1.2) is given in section 3.1. Then, the scalar 
k .p theory for Scalar I and II equations is presented. In chapter 4, the scalar 
k p formulation is examined for the propagation of electromagnetic wave in 
the square array of dielectric cylinders which is considered in section 2.2. The 
feasibility of the theory is tested by studying square arrays of different system 
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parameters (chapter 5). In chapter 6, we review the tight-binding approxima-
tion which is useful in the electronic problems. This provides us with the insight 
to investigate an empirical tight-binding scheme for the dispersion relations of 
the square arrays. Results are summarized in chapter 7. Further applications 
of the photonic k.p theory and the empirical tight-binding scheme will also be 
discussed. 
Chapter 2 
Plane Wave Expansion 
The expansion of electromagnetic fields in plane waves systematically constructs 
the band structure of PBG materials over the BZ. It was initially employed to 
solve the scalar wave equation [27, 31]: 
ji 
V2i;+—e(r)ip 二 0 (1.4) 
where ^ is a scalar wave propagating within PBG materials with periodic dielec-
tric function given by e(r). Equation (1.4) was proposed as an approximation 
to Eq. (1.1) so that any complicated mathematics due to the vectorial operator 
V x V x in Eq. (1.1) is avoided. The approximation has misidentified a gap in 
a fee PBG materials however [30]. Furthermore, even if it predicts the gap cor-
rectly, it still has two shortcomings. One is that the approximation neglects the 
vector nature of electromagnetic fields [38]. Another is that it prohibits one to 
discuss simultaneously both of the electric fields and the magnetic fields inside 
a PBG material. When the electric fields are considered, the magnetic perme-
ability fi(r) of the material is assumed to be constant. Similarly, the dielectric 
function e(r) is assumed to be constant if we evaluate the magnetic fields. The 
evaluation moreover requires one to consider ^(r), instead of e(r), in Eq. (1.4). 
We would restrict our discussion to the scalar wave equation in this 
chapter for several reasons. Firstly, its simplicity enables one to understand 
P W E without struggling with the vector nature of the fields and to capture 
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the basic physics. Secondly, the generalisation to the 3-dimensional cases then 
becomes obvious. Finally, the scalar wave equation is equivalent to Eq. (1.1) in 
some special situations which will be studied in the following chapters. 
2.1 Plane Wave Expansion within Scalar Wave 
Approximation 
We consider a PBG material of volume Q, in which the dielectric function satisfies 
e(r + R) = e(r) , (2.1) 
where R is any lattice vector of the periodic structure underlying the material. 
The periodicity of e(r) requires the scalar wave 诊 in Eq. (1.4) to satisfy the 
Bloch's Theorem [24]. The scalar wave has the form 
也 k = - ^ e i k - r ^ n k ( r ) (2.2) 
where n is a band index, and k is the wave vector restricted to the BZ in the 
reciprocal space of the lattice. The eigenfrequeiicy corresponds to the function 
is o;nk. The spectrum of as a function of k yields the band structure 
of the PBG materials. The periodic part tink( r) satisfies 
+ R) 二 MnkO), (2.3) 
as its counterpart in electronic problems. The Bloch functions satisfy the or-
thogonality relation [48]: 
I (r) e(r)tpn^{r)dr = Snn>8kk'. (2.4) 
Jn 
Then, 
— f u*nk (r) e(r)^n /k(r)dr 二 5nn丨. (2.5) 
Vc 
Note that the Sturm-Liouville form of Eq. (1.4) leads to the presence of the 
weighting function e(r) in the orthogonality relations. The Bloch functions 么 k 
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form a complete set for all n and k, and constitute the basis set for the crystal 
momentum representation. The completeness relation is given by 
办 0 E m m = - r ' ) . �（2.6) 
n,k 
The periodicity of ^ n k ( r ) given by Eq. (2.3) allows one to have 
unk{v) = j y n k G e i G . r , (2.7) 
G 
where the summation runs over all of the reciprocal lattice vectors G and 妙nkG 
is the weight of the relevant plane wave in u ^ . Therefore, 
^nk(r) = ^nkGe i ( k + G )- r . (2.8) 
* G 
Substituting Eq. (2.8) into Eq. (1.4) and using the orthonormality of the plane 
waves within volume Q give 
I k + g |Vnkg - ^ E ^gg'^nkg' , (2-9) 
C g' 
where 
egg, = - [ €(r)e^ s '-g)- rdr (2.10) °° Vc」vc 
are the Fourier components of the dielectric function. Throughout this the-
sis, e(r) and, hence, its Fourier components are assumed to be frequency-
independent [10]. Here, vc is the volume of the unit cell of the PBG material. 
We may write Eq. (2.9) in dimensionless form as 
Here ^ ^ is the dimensionless frequency.1 Using dimensionless quantities al-
' 27TC 
low us to scale our results from the millimeter range to submicron range. For 
example, most earlier experiments and theoretical calculations were performed 
~ i l n all the figures of this thesis, the frequency is expressed as the dimensionless frequency 
u;rtka unless specified otherwise. 
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in the millimeter range for fixed dielectric contrast. Gaps are usually found in 
the region where the dimensionless frequency is of order unity. If we now want 
to have a gap in the optical frequency range with the same dielectric contrast, a 
should be scaled down to the submicron range so that ^ ^ � 1 . Furthermore, 
Eq. (2.11) implies that the frequency depends on the lattice structure through 
the terms ^ | k + g | and the spatial variation of dielectric function through 
egg'-
Equation (2.9) may be written in matrix form as 
2 o； 1 
= e 2.12) 
where T is a diagonal matrix with elements | k + g | , e is a matrix with 
matrix elements egg/ and 屯 i s a column vector containing /0nicg. The band 
structure within the scalar wave approximation can be evaluated by solving 
the eigenvalue problem posed in Eq. (2.12). The problem can be casted into 
conventional eigenvalue equation in two ways. One can consider, instead of Eq. 
(1-4), 2 
+ ^ = C(r) = ^ (2.13) 
and following the procedures outlined. This is equivalent to taking the inverse 
of 7 on the both sides of Eq. (2.12). Alternatively, one may introduce = T 
into Eq. (2.12) and obtain [31] 
( T - ^ T ' ^ U = ( T V 1 , T ^ ^ T . (2.14) 
Either method gives the frequencies as the roots of a secular equation. The 
second method undoubtedly requires special prescriptions to the case k 二 0 
[49]. Note that either one of the above methods would produce the exact band 
structure within the scalar approximation when the matrix to be diagonalised 
is kept infinite in size. It is due to the fact that, as the number of plane waves 
included tends to infinite, the partial Fourier sum of ipnkG (MS of Eq. (2.8)) 
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converges to the periodic part unk. 
Errors arise in PWE when the relevant infinite matrices are truncated 
and diagonalised numerically. Analytical solutions and error-free results have 
been reported for few systems [15, 16]. The truncation of the matrices into finite 
size means that only a finite set of reciprocal lattice vectors G are included in the 
summation of the relevant equation such as Eq. (2.9). The effect of truncation 
is more important than the errors from the numerical diagonalisation because 
of the form of the dielectric function e(r), which is assumed to be piecewise 
constant throughout this thesis. A 3-dimensional example of PBG materials is 
a simple cubic array of dielectric spheres of radius p and dielectric constant e, 
embedded in a background host of dielectric constant Let a be the lattice 
constant. The dielectric function is 
, _ / e, if x2 + y2 + z2 < p, 
= \ eb, if x2 + y2 + z 2 > p a n d | x [, | y U | < f 
for the cubic unit cell centred, at the origin 0. The Fourier component egg ' is 
r ( e - e 6 ) / + e6, if g = 
6gS' = I 甲 [ s i n ( { ^ s ) — ( | f ) ' . c o s ( ( M ) 1 , ) ] , if g # g, 
where s 三 a | g — g' | and / is the filling ratio given by 努 in this case. 
The discontinuity in e(r) leads one to expect that the partial Fourier sum of 
the dielectric function converges slowly to e(r). Thus, many plane waves are 
requires to reproduce the step-like dielectric function. It is observed that the 
eigenvalues obtained from the diagonalisation of the truncated matrices often 
converges as more plane waves are included [8]. 
The truncation of matrix are performed in two typical ways. One is to 
restrict the magnitude of G to be less than an assigned value. It is refered to as 
spherical (circular) truncation for 3D (2D) systems. Another is the restriction of 
G within a rectangular box of prescribed size in the reciprocal lattice space. The 
latter is more convenient for a cubic system and a cubic box is considered, and is 
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refered to as cubic (square) truncation for 3D simple cubic (2D square) systems. 
Notably, there is a maximum length of the vectors G in both methods. The 
maximum length is inversely proportional to N ” d for ci-dimensional system, 
where N is the number of plane waves included after truncation. Therefore, 
N~l/d serves as an extrapolation parameter in the justification of the rate of 
convergence of the eigenvalues found numerically [8]. PWE applied to the vector 
equations has been examined for specific fee and bcc structures by other groups 
[19]，and the spherical truncation is found to be slightly better than the cubic 
one for the structures considered. 
The simple tactics to determine the accuracy is to compare the eigenval-
ues obtained by diagonalising two truncated matrices resulted from the same 
infinite matrix. These two finite matrices are truncated in the same way. For 
illustration, we choose e 二 15，e^  = 1 and / = 0.1 for a simple cubic lattice of 
spheres of dielectric constant equal to 15.2 is chosen to be one since other sys-
tems with different can be formulated in similar fashion. For those systems, 
we rewrite Eq. (2.9) as 
Then, we may recognise those systems to be arrays of cylinderical rods of di-
electric constant e/eb in a background of unity dielectric constant. Moreover, 
the frequency is ^^uJnk-
For the specific simple cubic system, we solve Eq. (2.12) using cubic 
truncation. Figure 2.1.1 is the band structure for truncated matrices of size 
729x729, which is diagonalised by QZ algorithm due to Moler and Stewart 
(1973) [50]. Now that the truncated matrices T and 7 are real and symmetric, 
the eigenvalues are real and so are the eigenvectors ^ n k - 3 When the number 
of plane waves N increases, the eigenvalues at each k and hence the bands 
2These are the system parameters chosen in [31]. 
3屯 i is truncated to a dimension of 729. 
NK 
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Fig. 2.1.1 Photonic band structure of a simple cubic lattice of spheres is solved by 
PWE within the scalar wave approximation (Eq. (1.4)). The dielectric constant of 
the spheres and that of the background are 15 and 1 respectively. The ratio of the 
radius of the spheres to the lattice constant a is 0.288 so that the filling ratio is 0.1 • 
The lowest ten bands are obtained using 729 plane waves. They are expressed in 
the dimensionless frequency m/2nc (Eq. (2.11))，where c is the speed of light� 
The bands are plotted along the lines joining the symmetry points in the BZ, which 
is to be shown in Fig. 2.1.2a. Nine k-points are taken evenly between each of the 
lines; thus 49 k-points are sampled within the BZ. 
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(a) (b) 
J X r M n 1 / L — J 
Fig. 2.1.2 The first Brillouin Zones (BZ) for (a) simple cubic lattice and (b) 
square lattice are given with the relevant symmetry points indicated. Square lattice 
of dielectric cylinders is studied in section 2.2. 
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Fig. 2.1.3 For the simple cubic lattice considered in Fig. 2.1.1，the lowest ten 
bands are solved by PWE applied to Eq. (1.4). The calculations are done with 
different numbers of plane waves (N 二 27，125, 343 and 729). The average of 
each band is plotted against the extrapolation parameter EP, which is the inverse of 
the cubic root of N • The averages decrease as N increases. 
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are observed to decrease (Fig. 2.1.3). This is consistent with that the bands 
generally repel one another. The differences between the eigenvalues computed 
by 343 and 729 plane waves are less than 1%. Such percentage error is generally 
acceptable in PWE [5，29, 30]; it will be the criteria for us to choose the size of 
truncated matrix in the rest of our discussion. 
2.2 Plane Wave Expansion to Scalar I and II 
Equations 
Inspection of Eq. (1.2) suggests 
V . (C(r)V^) + ^ = 0, CW = - ^ r (2.16) 
to be an alternative to Eq. (1.4) if we restrict to the scalar wave approximation 
[38]. Eqs. (1.4) and (2.16) are no longer approximations in some 2-dimensional 
systems [13, 14, 18]. For example, let 
e(r) = e(x,y) (2.17) 
i.e. the dielectric function is independent of z. The z-components of electro-
magnetic fields decouple from the x- and y- components. The z-component of 
electric field Ez then satisfies 
V2Ez + ^e(v)Ez = 0, (2-18) 
while Hz, the 之-component of magnetic field, satisfies 
V . (CW•仄)+ = 0. (2.19) 
We will call Eq. (1.4) as Scalar I equation and Eq. (2.16) as Scalar II equation 
[51]. A basic difference between these scalar equations is the orthogonality rela-
tions. For Scalar I equation, e(r) is present in Eqs. (2.4) and (2.5). Nevertheless, 
the orthogonality relations are 
[ C k (r) ^ k ' W ^ r 二 6nn,6w (2.20) 
Jn 
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and 
— / < k ( r ) Un'k(r)dr = 6nn丨 (2.21) JVC J 
for the Scalar II equation. To be specific, we will restrict our discussion to a 
square array of dielectric rods which never overlap with one another in a host 
of dielectric constant eb. That is, inside the unit cell centred at the origin 0, 
e ( x v ) = { i f x 2 + v2<P^ 
1 ii p<x2 + y\ and \x\,\y\<^. 
Here, p is the radius of the rods and a is the lattice constant of the square 
lattice. 
Scalar I equation is solved by PWE as discussed in the scalar wave ap-
proximation, except that the Fourier components egg/ is given by 
( ( e ~ eb)f + 幼’ if g = g,, 
€ g S ' 二 \ ^ ^ ^ ( s ^ ) ， if g ^ g ' 
where <s 彐 a | g — g' |，g is a reciprocal lattice vector of the square lattice and J\ 
is the Bessel function of order 1. Matrix equation similar to Eq. (2.12) is reduced 
to finite size by square truncation and cunk are obtained by QZ algorithm. Figure 
2.2.1 shows the dispersion relation for p/a == 0.2 ( / — ,126), e = 8.9 and eb = 1 
[18]. The lowest five bands are evaluated using 81 plane waves. 81 plane waves 
are su伍cient to obtain an accuracy to within 1% when compared with the 
calculation using 841 plane waves. Gap is observed between bands 1 and 2. 
Scalar I equation is solved for different f and e with eb = 1, using a truncated 
81x81 matrix. It is found that a gap may exist between bands 3 and 4 at a 
suitable choice of system parameters, eg. e 二 6 and f = 0.3 (Fig. 2.2.2). The 
existence of the gap means that bands 3 and 4 are not degenerate at r . 
The ratio of a photonic band gap to the average of the frequencies at the 
corresponding band edges measures the width of the forbidden gap witk respect 
to the central frequency. This ratio is independent of the lattice constant a and 
is often called the gap/mid-gap value. It is useful for technological purposes 
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Fig. 2.2.1 The lowest five bands of Scalar I equation (Eq. (1.4)) is obtained by 
PWE. It corresponds to the dispersion relation of a propagation mode of 
electromagnetic wave in a square array of dielectric cylinders. The electric field of 
the wave lies along the direction parallel to the cylinders. The dielectric constant 8 
of the rods and that of the host are 8.9 and 1 respectively. The ratio of the radius 
of the cylinders to the lattice constant of the square array is 0.2 so that the filling 
ratio / is 0.126. 81 plane waves are used in PWE calculation. The bands are 
plotted along the lines joining the symmetry points in the BZ，which is shown in 
Fig. 2.1.2b. Nine k-points are taken evenly between each of the l i n e s � A small gap 
is also observed between bands 4 and 5. 
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Fig. 2.2.2 The lowest five bands of Scalar I equation are solved by PWE using 81 
plane waves,as in Fig, 2.2.1. However, the system parameters a r e / = 0.3 and £ = 
6. Symbols are the same as those in Fig. 2.2.1, A gap is found between bands 3 
and 4，which are not degenerate at r . It is different from the situation in Fig. 2.2.1. 
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because it gives the range relative to the mean of the range over which any 
propagation of electromagnetic wave is not allowed. Scalar I equation has been 
solved for different system parameters on the range: 1.5 < f < 10 and 0.05 < 
| < 0.785, where f » 0.785 is the onset of dose packing of cylinders in a square 
lattice. The gap/mid-gap ratio for the bands 1 and 2 (3 and i) of Scalar I 
equation is plotted against the system parameters in Fig. 2.2.3a(b);4 These 
gaps exist over wide ranges of € and / f especially the one between bands 1 and 
% The lines of constant / on the surface in Fig. 2.2.3a are fitted numerically 5 
using the expression 
1 l 
G{4\f , I t n 
.'%/<£ - J . 
Here, G | | denotes for the ratio for the gap between the lowest two bands at 
feed / . The coefficients rs s and i are treated as parameters and are assumed 
to depend on the filling ratio / only. The fitting to the lines of constant / are 
given in Fig. 2,2.4. The curves G(e) \f deviate from the actual values of the 
gap/mid-gap ratio by less than 0.00413 for f > 0.05. The /-dependences of 
the coefficients are given as insert in Fig. 2.2.4a. The insert suggests that the 
coefficients can be obtained accurately at any / > 0.05 using interpolation on 
the numerical values of the coefficients,; which are given in Appendix B. For 
/ > 0.05, the interpolation on the coefficients and the use of Eq. (2.22) there-
fore estimate the gap/mid-gap ratio for the square arrays of dielectric cylinder's 
featured by any combination of the system parameters. 
Regarding Scalar II equation^ it can be solved numerically in a way 
similar to Scalar I equation with three modifications. Firstly, the infinite matrix 
equation is 
M H n k = ^ H n k l (2.23) e - '•/ 
4Figure 2.2.3a is consistent with [13, Fig. 3b]. 
5It is performed by'Mathematica. 
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Fig. 2.2.3 Scalar I equation is solved for different system parameters within the 
ranges : 0.05 < / < 0.758 and 1.5 < 8 < 10. Here, / is the filling ratio and 8 is the 
dielectric constant of the cylinders of the square arrays, to which the Scalar I 
equation corresponds. The ratios for the gaps between (a) bands 1 and 2 and (b) 
bands 3 and 4 are plotted against the system parameters within the ranges : 0.05 < 
f < o.6 and 2.5 < £ < 10. The ratio for the gap between bands 4 and 5 is less than 
2% and is not given. 
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Fig. 2.2.4a For the bands 1 and 2 of Scalar I equation, the gap / mid-gap ratio is 
fitted by Eq. (2.22) f o r / < 0.15. The actual values of the ratios are denoted by the 
discrete symbols while the curves of fitting are indicated by the solid lines. The 
lines of / = 0.02，0.03 and 0.04 are also fitted. The difference between the 
maximum frequency of band 1 and the minimum frequency of band 2 is 
calculated. Gap / mid-gap is taken to be the ratio of the difference to the average 
of the maximum frequency and the minimum frequency. The ratio is negative 
when the gap is closed. The fitting becomes poor when f < 0.05. 
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Fig. 2.2.4b The gap / mid-gap ratio for the bands 1 and 2 is fitted by Eq. (2.22) 
when 0.2 < / < 0.6. Symbols are the same as those in Fig. 2.2.4a. The maximum 
difference between the curves and the PWE results is 0.0032. The coefficients r, s 
and t in Eq. (2.22) are plotted against f in the insert and given in Appendix B. The 
coefficients attain extrema near/ = 0.05. 
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where the matrix elements of M are given by 
m s s ' = C g g ' ( k + g ) - ( k + g /) (2.24) 
with 
Cgg' = - [ CW?(g—g ').rdr (2.25) 
and is a column vector containing i f n k g defined through 
= (2.26) 
For the problem of a square array of dielectric rods of filling ratio f , 
一 J — + i f g 二 g � 
C g g / 二 1 沿 一 ( V C > ， i f " 《 ， 
s = a\g-g' 
Again, e and eb are the dielectric constant of the rods and that of the background 
respectively. Secondly, the smallest five eigenvalues are computed by QR algo-
rith.m with Newton corrections from a symmetric tridiagonal matrix which is 
equivalent to the real symmetric matrix M [52]. Thirdly, 625 plane waves are 
employed to produce the band structure in Fig. 2.2.5, in which f = .126, e = 8.9 
and 66 = 1. The truncated matrix is again real and symmetric. Therefore, the 
eigenvalues and the truncated eigenvector vectors Hnk are real. 
The reason for using a matrix of dimension 625 x 625 is the slow conver-
gence of the eigenfrequencies with the number of waves (Fig. 2.2.6b). It is in 
turn due to the discontinuity of the gradient of ip (Eq. (2.16)). Compared with 
the results obtained using 841 plane waves, a 441x441 matrix would be just 
large enough to give the lowest five bands within 1% accuracy. However, 625 
plane waves are used to generate the band structure of Scalar II equation (Fig. 
2.2.5)，because of the accuracy in the k .p integrals pij and qtj given in Tables 
4.1.4 - 4.1.6. Furthermore, the band structure (Fig. 2.2.5) is consistent with the 
one depicted in [18，Fig. la]. Scalar II equation has been solved for different 
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Fig. 2.2.5 The lowest five bands of Scalar n equation is obtained by PWE. The 
system parameters and the symbols are the same as those in Fig. 2.2.1. The 
magnetic field of the electromagnetic wave lies along the direction parallel to the 
cylinders of the square array. 625 plane waves are used in PWE calculation. 
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Fig. 2.2.6 The frequencies of the lowest five bands at X in Figs. 2.2.1 and Fig. 
2.2.5, which correspond to Scalar I and II equations respectively, are solved by 
PWE using N plane waves (N = 9，25, 49，81，121，169，225, 289 and 361). The 
relative difference between the frequency at N" = 25 and that at N = 9 is denoted 
by Log(r(N = 25)), where N stands for the the larger N between the two numbers 
of plane waves. Log(r(N)) thus measures the N-dependence of the 
eigenfrequencies. It is plotted against the extrapolation parameter EP, which is 
the inverse of the square root of N. (a) is the plot for the frequencies at X of Scalar 
I equation while (b) is that for Scalar H equation. Comparison of the plots 
suggests that the eigenvalues of Scalar II equation converge slower than those of 
Scalar I equation. 
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system parameters on the range: L5 < e < 10 and 0.05 < / < 0.785. No gap is 
found in the lowest five bands under these situations. 
According to the dispersion relation depicted in Fig. 2.2.5，an electro-
magnetic wave with non-vanishing z-component of magnetic field Hz of any 
frequency is allowed to propagate through the 2-dimensional array of dielectric 
rods. That does not hold for an EM wave with non-vanishing z-component of 
electric field Ez. Actually, EM waves of frequency lying between bands 1 and 
2 is blocked by the 2-dimensional array (Fig. 2.2.1). In other words, the array 
has photonic band gap only for the polarization with non-zero Ez; i.e. it does 
not possess full gap for both polarizations of electromagnetic wave. This prop-
erty enables the square array of dielectric rods in air to serve as a filter for one 
polarization of certain frequency. 
Chapter 3 
Formalism of Photonic k p 
Theory 
The k .p theory of PBG materials involves equations of vector fields. It is 
constructed based on the Kohn-Luttinger function Xnk(r) in analogy to the 
electronic k p theory [47]. The formulation can be simplified to that of Scalar 
Equations I or II in some special cases. 
3.1 Vectorial k.p formulation 
We consider the equation satisfied by the electric field E in a PBG material of 
volume H, 
V x ( 志 • X E ( r ) ) — ^ e ( r ) E ( r ) = 0， （3.1) 
where the scalars e(r) and //(r) share the same periodicity. The Bloch's Theorem 
[24] implies that the electric field takes on the form 
E n k ( r ) = - ^ e i k " r u n k ( r ) (3.2) 
where n is the band index and k is the wave vector restricted to be in the BZ. 
The corresponding angular frequency cu is now labelled by n and k，unk} thereby 
yielding the band structure of the PBG material. Similar to the scalar wave 
considered in chapter 2, the Bloch states obey the orthogonality relation 
[48]: 
[ E ; k ( r ) • [e(r)En/k/(r)] dr == 5nn'8kk'. (3.3) 
Jo, 
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They form a complete set for all n and k. The completeness relation is given 
by 
. ^nk(r') = 8(r - r'). (3.4) 
n,k 
They are used as the basis set for the calculation in PBG materials within the 
crystal momentum representation [5, 29, 30]. 
The Kohn-Luttinger functions Xnk(r) are defined as [24]： 
Xnk(r) = ^ e 2 k ' r u n k o ( r ) (3.5) 
where k0 is some fixed wave vector within the BZ. They satisfy the orthogonality 
relation 
J n XnkW • Kr)Xn'k'(r)] dr = 8nnlSkk>. (3.6) 
Notably, they form the basis set for the effective mass representation (EMR), as 
they constitute a complete set for all n and k. 
To set up a k .p formalism, we write 
Enk(r) = Yu ^ni(k)Xnk(r) (3.7) j 
where Anj(k) is the wave function in the EMR [33]-[36]. Substituting the above 
expression into Eq. (3.1) gives 1 
, f 1 r ufr. (r) • [k x (k x u , ^ (r)) 
E (k) j (k - k0) • p , + 1 1 ^ ^ ^ ^ d r 
1 f 屹 0 ( r ) • [ko x (ko X u j k o ( r ) ) ] 1 ( 2 >2 u ) n 
where 
[ 推 書 卜 赞 ） 
+ ( u r k o ( r ) - V ) ^ - u r k o ( r ) ( v . ^ ) ] d , ( 3 . 9 ) 
1This is proven in Appendix C. 
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Here, P l j may be regarded as the momentum matrix elements, since the one in 
the electronic problems is also an integral involving the gradient of the periodic 
part of the Bloch's state of electron [45]. Equation (3.8) can be rewritten as 1 
E � ( k ) { • + 条 (u 2 n k — 60l } = 0, (3.10) 
with 
% ( _ = s .
 m
 — 2koqij + + q j j . k 0 + s- Qh .S - s2qij (3.11) 
where the tensor Qtj and scalar qtj are defined as [35] 
Q J 三 ^  f K ( r ) ] dr (3.12) L Jl(a^). vc JVc L � J^ [ ^(r) v ; 
三 Tr [ q J = 1 / u;k o(r) . ^ f ^ dr. ( 3 . 1 3 ) L � vc Jvc u /j,(r) ) 
In Eq. (3.11), s 三 k — k0 and we have used [f(r)]Q to denote the a-component 
of a vectorial function f ( r ) . 
The eigenvalue in Eq. (3.1) can now be obtained by solving Eq. 
(3.10)，which is an equation for each value of the band index I. For each I, 
Eq. (3.10) relates all the coefficients Anj(k), with j running over all the bands. 
Index n therefore refers to the n-th solution of the set of equations. Hence, 
is an eigenvalue of the matrix H with elements H -^ given by 
Etj = - PZi(k). (3.14) 
H is the matrix of the k p Hamiltonian and is infinite in size. The diagonalisa-
tion of it would give exactly the same band structure as vectorial PWE does. 
In practice, the band structure of PBG materials around the specific 
point k0 can be constructed, quite correctly, using a small (sometimes 2x2) 
truncated k .p Hamiltonian H. This is similar to the situation in electronic 
k .p theory, and can be understood in terms of perturbation theory with s(三 
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k — k � ) treated as perturbation parameter [53]. Note that Ptj(k) contains terms 
involving s and that and are k0-dependent. According to perturbation 
theory, photonic bands with small differences in frequencies at k 二 k0 thus 
affect one another 画 c h more than those bands which are far away in frequency 
from these bands. Hence, we can neglect the remote bands and truncate H to 
include the bands of interest only. The spectrum c^nk then obtained is expected 
to be correct for these bands around k0 . In chapter 4, the validity is verified 
numerically for the scalar formulations of the k.p theory, which deal with the 
Scalar I and II equations mentioned in chapter 2. 
3-2 Scalar k p formulations 
Scalar k .p formulations have been derived from Eqs. (1.4) and (2.16) [33, 36]. 
Alternatively, it can be obtained from Eqs. (3.10)-(3.14) by substitution. In so 
doing，Eq. (3.10) is still valid and the k.p Hamiltonian H has the same form 
as Eq. (3.14). p^- and Q i? ，however, are reduced to different and 
“ L � M ) 
simpler expressions for different scalar equations. 
For Scalar I, we substitute 
E n k ( r ) —> Ez n k (r) i 三 • 一 k . � n k ( r ) f， (3.15) 
into Eqs. (3.11)-(3.13). Then, all the matrix elements of Q^ vanishes, except 
[qij]zz- Consequently, Pij (k) reduces to 2 
作 ( k ) = 2s . Plj + (k20 - k2) [qij]zz， （3.16) 
where 
Pij = ~ [ <ko(r)Vujko(r)dr (3.17) 
Vc Jvc 
and 
[qij]zz 二 — f < k 0 ( r ) � k 0 ( r ) 办 （3.18) 
Vc Jvc 
2Eqs. (3.10) and (3.16) can be deduced simply by substituting of Eq. (3.15) into Eqs. 
(3.8) and (3.9). 
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with ^ k o ( r ) being the ^-component of u i k � ( r ) . 
For Scalar II, we should start from Eq. (1.2) instead of Eq. (1.1) and 
then derive the equations similar to Eqs. (3.10)-(3.14). However, the same set 
of equations of k .p theory for the magnetic field can be obtained by replacing 
E by H and interchanging e(r) and "( r ) in Eq. (3.1), The substitution of 
H n k ( r ) — Hz nk (r) f = ^ k r u n k ( v ) i , (3.19) 
into the set of equations for the magnetic field leads to vanishing matrix elements 
of except [qij]zz, and 
^ i ( k ) = s . V l j + {kl — k2)[qi j\zz i (3.20) 
where 
p"=Uhk� ( r ) v ft#)+1#vx r ) ]& (3.2i) 
and 
‘ = 7 / 办 （ 3- 2 2) Vc 乂 
with u/ko(r) being the ^-component of u^ 0 ( r ) . 
The integrals pij and [qij]2Z are in general nonvanishing for both Scalar I 
and II. In the case of Scalar I, the dielectric function e(r) is an weighting factor 
in the orthogonality relation (Eq. (2.5)), but it is absent from Eq. (3.18). As 
for Scalar II，e(r) is present only in the definitions of the integrals but not in the 
orthogonality relation (Eq. (2.21)). Thus,[恥]22，s differ from the orthogonality 
relations. More importantly, the integrals pij and [qi3\zz satisfy the relations 
P*j 二 Pji ( 3 . 2 3 ) 
and 
[恥]= te “ （3.24) 
for both Scalar I and II equations. 
Chapter 4 
Implementation and k p Band 
Structures 
4.1 Evaluation of Integrals p^ and qij 
To evaluate the photonic band structure within the scalar wave formulations of 
k p theory discussed in section 3.2, we should determine the integrals p/j and qij 
beforehand.1 These integrals, in semiconductor physics, are usually treated as 
fitting parameters. Their values are obtained by fitting to experimental data or 
to band structures calculated by more elaborated methods. In order to establish 
the k p method for PBG materials, here, these integrals are calculated using 
the corresponding eigenfunctions obtained from PWE expansions discussed in 
section 2.1. Denote 
妙nk W = • ! > n k C ^ ( k + G ) ‘ r (4.1) 
V G 
to be an normalised eigenstate satisfying any one of the Scalar I and II equations.2 
For 2-dimensional array of cylinders mentioned in chapter 2, a finite number of 
^ n k G ' s can be obtained by diagonalising the truncated matrices in, say, Eqs. 
(2.12) and (2.23). Moreover, these ipnkG 's are real. Hence, the integrals ptj 
i n s t ead of [qij]^ we will write qtj for simplicity in the s c a l a r formulations. 
2 N o t e the normalisation conditions for Scalar I equation are Eqs. (2.4) and (2.5) while 
those for Scalar II equation are Eqs. (2.20) and (2.21). 
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and 叫 are real in the case of array of cylinders. 
For Scalar I equation, the integrals are given by 
uc Jvc 
= i i ( E ^ o e - ) 
= H g 仏 gG (4.2) 
G 
and 
_ 二 ： f u*k0(r)ujk0(r)dr 
= E ^ * k o G ^ k o G , (4.3) 
G 
where k0 is the fixed wave vector about which the Kohn-Luttinger functions are 
defined in (Eq, 3.5). Regarding Scalar II equation, the integrals are 
恥 = 沒 [ # ) • ( 赞 ) + 赞 、 。 《 卜 
二 I： CGG'^koG^koG' (G + GO (4.4) 
GG' 
and 
q r = 1 f 虹 
h vc Jvc e(r) 
= E CGG响*k�G妁koG' (4 .5) 
GG' 
where CGG'，s a r e the Fourier components of 赤 . 
It should be pointed out that Scalar I and II equations are the wave 
equations for the band structures in Figs. 2.2.1 and 2.2.5 respectively. For 
those band diagrams, we evaluate the integrals by calculating the sums given in 
Eqs. (4.2)-(4.5).3 These infinite sums are approximated using a finite number 
""“3 A p a r t f rom using integrations by part, we can prove the relations (Eqs. (3.23) and (3.24)) 
for the scalar equations mentioned in previous chapter. It is obvious if one note that, for the 
4—• 
scalar problems, C i s r e a l a n d symmetric. 
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of Plane waves. For consistency, the number of plane waves 4 is equal to that 
used in the calculation of the corresponding band structure. 81 plane waves are 
used to calculate the integrals at the points of high symmetry r , X and M in 
Fig. 2.2.1, and 625 plane waves are employed for those in Fig. 2.2.5. 
The integrals and the eigenfrequencies for the lowest five bands at the 
symmetry points are given in Tables 4.1.1 - 4.1.6. Tables 4.1.1 - 4.1.3 (4.1.4 _ 
4.1.6) are the integrals for the system studied in Fig. 2.2.1 (Fig. 2.2.5), which 
corresponds to Scalar I (II) equation. It is found numerically that the relations 
PTj 二 Pji and qTj 二 qjt are true. Moreover, qtj really do not behave as kronecker 
delta 8ij in both cases. In general, all the integrals are either of order 1, 10一4 
or 10—11.5 The first situation results from that the integrals are different from 
the corresponding normalisation relations by a factor of the dielectric function 
e(r). The integrals of order 10~ n are zero within the accuracy of numerical 
calculation. They vanish, probably due to symmetry reason in some cases. The 
second situation will be studied in chapter 5，where the integrals are found to 
depend on the number of plane waves N used in the calculation. It turns out 
that they tend to zero as N goes to infinity. In practice, they may be regarded 
as zero because they are small compared to those of order 1. 
Before closing this section, we mention some features of the integrals in 
Tables 4.1.1 - 4.1.6. First of all, the x- and y- components of integral pij at 
M are equal in magnitude for both scalar equations (Tables 4.1.3 and 4.1.6). 
Furthermore, the integrals qij turn out as 8ij for the degenerate bands (Tables 
4.1.2, 4.1.3，4.1.5 and 4.1.6). For both Scalar I and II equations, this is true for 
bands 3 and 4 at T and bands 2 and 3 at M. Finally, we consider the degenerate 
bands at r for both scalar equations. Interesting relations exist for ptj when, 
say, band j is one of the degenerate bands. In particular, for the integrals p of 
4Equivalently, it is the number of the coefficients ^ n k 0 G • 
5Integrals of order 10~3 -10一6 are classified as the integrals of order 10—4; those less than 
10~10 are classified as the ones of order 10"11. 
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� k g d L 1 1 2 1 3 1 4 1 5 
_ 1 _ 0.25813 5.3E-05 8.7E-16 0.00051 0.25772 
-0,37610 0,00066 
3 8.7E-16 -4E-15 0.23047 3.6F.-1S 6E-16 
- A a 0 0 0 5 l -0-3761 3.6E-15 Q.4R1Q^ n o n n ^ 
5 0.25772 0.00066 6E-16 0.00054 0.72229 
( b ) band 1 1 2 1 3 1 4 1 5 ~ 
1 1.62160 2.70232 -1.5E-14 -1.16285 1.62091 
2 2.70232 4.45453 -3.2E-14 -2.35799 2.88727 
3 -1.5E-14 -3.2E-14 1.44772 7.1E-15 3.1E-15 
4 -1.16285 -2.35799 7.2E-15 3.01257 -4.10329 
5 1.62091 2.88727 3.1E-15 -4.10329 4.55145 
� b a n d 1 2 3 4 5 
1 -6.1E-15 -6.2E-15 -0.54972 -9.4E-15 1.9E-14 
2 -6.2E-15 2.2E-15 7.7E-05 1.1E-14 3.2E-14 
3 -0.54972 7.7E-05 2E-14 0.00666 3.68705 
4 -9.4E-15 1.1E-14 0.00666 4.8E-14 4.7E-16 
5 1.9E-14 3.2E-14 3.68705 4.7E-16 -2.8E-15 
� 叫 x band i 1 2 3 4 5 
(Oix 0.27477 0.44277 0.63741 0.77324 0.78445 
Table 4.1.1 The k p integrals qZ;- and p/;- at X for the lowest five bands in Fig. 
2.2.1，which corresponds to Scalar I equation, are given in (a) - (c). Here, the 
indices I and j mean Z-th row and 7-th column respectively. The integrals are 
evaluated using 81 plane waves, according to Eqs. (4.2) and (4.3). The 
eigenfrequencies of the bands at X are given in (d). 
C h a P t e r 4 Implementation and k p Band Structures 42 
� 却 _band | 1 2 3 I 4 | ~ ~ 
_ 1 0.50182 0.39847 -1.6E-14 -5.4E-15 -1.5E-15 
� _ 0.39847 0.60245 -1.3E-14 -5E-15 
一 3 -1.6E-14 -1.3E-14 0.25326 -1.2E-16 -2.6E-16 
— 4 -5.4E-15 -5E-15 -1.2E-16 0.25326 -6.3F-16 
5 -1.5E-15 -2.1E-15 -2.6E-16 -6.3E-16 0,57381 
( b ) [1 >成 band 1 I 2 丨 3 丨 4 丨 ~ 5 
1 1.0E-18 -7.1E-15 2.9E-15 -5.7E-16 -8.4E-15 
2 -7.1E-15 1.2E-13 1.98337 -1.68583 7.9E-14 
3 2.9E-15 1.98337 4.7E-13 4.2E-14 2.51152 
4 -5.7E-16 -1.68583 4.2E-14 4.5E-14 -2.13475 
5 -8.4E-15 7.9E-14 2.51152 -2.13475 4.9E-14 
� b a n d 1 2 3 4 5 
1 l.QE-18 8.2E-16 -9.6E-16 IE-15 -1.7E-15 
2 8.2E-16 -2E-13 -1.68583 -1.98337 1.3E-13 
3 -9.6E-16 -1.68583 1.4E-13 1.1E-13 2.13475 
4 1E-15 -1.98337 1.1E-13 5.9E-14 2.51152 
5 -1.7E-15 1.3E-13 2.13475 2.51152 -3.4E-15 
( d ) 卿 band i 1 2 3 4 5 
cpfr 2.0E-08 0.58238 0.62918 0.62918 0.89284 
Table 4.1.2 The k.p integrals q/;- and p/;- at r for the lowest five bands in Fig. 
2.2.1，which corresponds to Scalar I equation, are given in (a) - (c). Here, the 
indices I and j mean l-th row and ；-th column respectively. The integrals are 
evaluated using 81 plane waves, according to Eqs. (4.2) and (4.3). The 
eigenfrequencies of the bands at r are given in (d). 
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� 1 band j 1 1 2 1 3 I 4 j 5 一 
_ A 1 8 7 0 3 8.3E-Q5 1.2E-14 -3.5E-07 0.00117 
一 2 8 . 3 E _ 0 5 0.45512 -3.5E-15 1.6E-05 -0.38840 
3 1.2E-14 -3.5E-15 0.45514 -2.6E-15 -9.3E-11 
4 -3.5E-Q7 1.6E-Q5 -2.6E-15 0.93904 0.00021 
5 0.00117 -0.38840 -9.3E-11 Q.QQQ21 0.67449 
( b ) _ j band || 1 I 2 丨 3 j 4 j 5 
1 1.17482 1.35553 -1.35506 -0.00011 -1.0241 R 
2 1.35553 2.86117 -0.00128 2.87617 -2.43975 
3 -1.35506 -0.00128 2.86001 2.87610 -0.00044 
4 -0.00011 2.87617 2.87610 5.90081 -2.84961 
5 -1.02418 -2.43975 -0.00044 -2.84961 4.16176 
� b a n d 1 2 3 4 5 
1 1.17482 1.35553 1.35506 -0.00011 -1.02418 
2 1.35553 2.86117 0.00128 2.87617 -2.43975 
3 1.35506 0.00128 2.86001 -2.87610 0.00044 
4 -0.00011 2.87617 -2.87610 5.90081 -2.84961 
5 -1.02418 -2.43975 0.00044 -2.84961 4.16176 
(d) bandz 1 2 3 4 5 
(OfM 0.32250 0.54958 0.54959 0.69381 0.92284 
Table 4.1.3 The k.p integrals q/;- and pZ;- at M for the lowest five bands in Fig. 
2.2.1, which corresponds to Scalar I equation, are given in (a) - (c). Here, the 
indices I and j mean /-th row and ；-th column respectively. The integrals are 
evaluated using 81 plane waves, according to Eqs. (4.2) and (4.3). The 
eigenfrequencies of the bands at M are given in (d). 
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⑷却 [ b a n ^ L 1 I 2 I 3 I 4 丨 5 — 
— L . 0 . 9 4 4 ? 2 -6.5E-05 -0.00018 -5.6H-16 0 1 ^ 
-6.5E-05 0.59948 -0.40012 -5E-14 -0.00022 
3 -0.00018 -0.40012 0.47029 2.3E-14 0 00090 
-5.9E-16 -5E-14 2.3E-14 0,47025 -4.3E-15 
5 0.15823 -0.00022 0.00020 -4.3E-15 0.38688 
( b ) ^ b a n d 1 1 2 1 3 j 4 1 5 
1 5.93559 -4.52717 2.80596 3.5E-13 0.99448 
2 -4.52717 3.76714 -2.51407 -1.8E-13 -1.29713 
3 2.80596 -2.51407 2.95092 -1.1E-13 3.25006 
4 3.5E-13 -1.8E-13 -9.4E-14 2.95386 5E-14 
5 0.99448 -1.29713 3.25006 8.4E-14 2.43596 
� b a n d 1 2 3 4 5 
1 -1.6E-14 3.8E-14 -1.1E-13 -1.9E-05 3.6E-14 
2 3.8E-14 1.7E-14 -L3E-13 0.75231 -1.5E-13 
3 -1.1E-13 -1.3E-13 6.5E-13 -3.87561 4E-13 
4 -1.9E-Q5 0.75231 -3.87561 -7.8E-13 -0.00520 
5 3.8E-14 -1.5E-13 4.1E-13 -0.00520 6E-13 
� ^ band i 1 2 3 4 5 
cofx 0.41765 0.46708 0.71551 0.86881 0.96661 
Table 4.1.4 The k.p integrals q/;- and pZ;- at X for the lowest five bands in Fig. 
2.2.5, which corresponds to Scalar II equation, are given in (a) - (c). Here, the 
indices I and j mean l-th row and j-th column respectively. The integrals are 
evaluated using 625 plane waves, according to Eqs. (4.4) and (4.5). The 
eigenfrequencies of the bands at X are given in (d). 
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(
a
)却 kgdl 1 丨 2 丨 3 丨 4 I 5 -
1 0.88846 -0.24439 8.6E-15 -5.3E-15 2.7E-15 
- A . -0.24439 0.21671 1.7E-14 -1.3E-14 1.3E-14 
8.8E-15 1.7E-14 0.60599 -1.2E-14 -5.8E-14 
-5.2E-15 -1.4E-14 -1.5E-14 0,60599 3.1E-14 
5 2.6E-15 1.3E-14 -5.8E-14 3.2E-14 0.93847 
( b ) [ P 成 band 1 I 2 I 3 | 4 I 1 ~ 
1 4.1E-15 6.1E-15 0.82715 0.65202 -2.5R-15 
2 6.3E-15 -5.9E-14 -2.12739 -1.67697 5.7E-14 
3 0.82715 -2.12739 -6.3E-13 3.9E-14 5.10984 
4 0.65202 -1.67697 4.1E-14 6.5E-13 4.02796 
5 -2.9E-15 5.9E-14 5.10984 4.02796 -4E-13 
� [ P / / ] y band 1 2 3 4 5 
1 -2.5E-15 -4.3E-14 -0.65202 0.82715 -9.5E-14 
2 -4.3E-14 2.2E-13 1.67697 -2.12739 5.6E-13 
3 -0.65202 1.67697 -5.7E-13 7.6E-13 4.02796 
4 0.82715 -2.12739 7.6E-13 -6.5E-13 -5.10984 
5 -9.5E-14 5.6E-13 4.02796 -5.10984 5.6E-13 
� 晰 band i 1 = J 3 4 5 
(Dfr 1.6E-07 0.64830 0.83221 0.83221 0.93166 
Table 4.1.5 The k p integrals q/;- and p;y at r for the lowest five bands in Fig. 
2.2.5，which corresponds to Scalar II equation, are given in (a) - (c). Here, the 
indices I and j mean Z-th row and j-th column respectively. The integrals are 
evaluated using 625 plane waves, according to Eqs. (4.4) and (4.5). The 
eigenfrequencies of the bands at r are given in (d)‘ 
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( a ) band I 1 I 2 丨 3 丨 4 丨 5 
1 0.24436 -0.00033 -8E-11 1.4E-05 0.27770 
2 -0.00033 0.88139 4.9E-14 6.8E-Q6 -0.00056 
— 3 -8E-11 4.9E-14 0.88139 1.7E-12 -1.4E-10 
4 1.4E-05 6.8E-Q6 1.7E-12 0.98739 -8.2E-06 
5 0.27770 -0.00056 -1.4E-10 -8.2E-06 0.71014 
( b ) band 1 丨 2 I 3 I 4 5 
1 1.53190 1.90162 1.90356 -0.00254 1.74370 
2 1.90162 5.54160 0.00202 4.12424 2.53648 
3 1-90356 0.00202 5.53799 -4.12429 2.53995 
4 -0.00254 4.12424 -4.12429 6.20422 -0.00381 
5 1.74370 2.53648 2.53995 -0.00381 4.44546 
� b a n d 1 2 3 4 5 
1 1.53190 1.90162 -1.90356 -0.00254 1.74370 
2 1.90162 5.54160 -0.00202 4.12424 2.53648 
3 -1.90356 -0.00202 5.53799 4.12429 -2.53994 
4 -0.00254 4.12424 4.12429 6.20422 -0.00381 
5 1.74370 2.53648 -2.53994 -0.00381 4.44546 
( d ) ^'M band i 1 2 3 4 5 
coyM 0.56451 0.60214 0.60214 0.68124 0.92465 
I  I I I I • 
Table 4.1.6 The k p integrals q/;- and p/;- at M for the lowest five bands in Fig. 
2.2.5, which corresponds to Scalar H equation, are given in (a) - (c). Here, the 
indices I and j mean l-th row and f t h column respectively. The integrals are 
evaluated using 625 plane waves，according to Eqs. (4.4) and (4.5). The 
eigenfrequencies of the bands at M are given in (d). 
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Scalar I equation, [p23]x = — [p24]y and [ p 2 礼 = [ p 2 ‘ where bands 3 and 4 are 
degenerate (Tables 4.1.2(b) and 4.1.2(c)). 
4.2 k p Band Models 
The k .p Hamiltonian H (Eq. (3.14)) depends on a specific wave vector k0 , 
at which the eigenfrequencies cunko's are known, and another wave vector k, 
at which the frequencies o;nk 's are to be sought. Even when H is truncated 
into a small size, it may still give the frequency quite correctly for those k's 
not far away from k0 . The correctness depends on the differences between 
the frequencies at k0 . In general, the differences between the frequencies of 
the bands included in the truncated H should be small, compared with the 
differences between these bands and those bands neglected in the truncated 
matrix. For example, the lowest two bands at X for Scalar I (Fig. 2.2.1) are 
well separated from the upper bands. A k.p Hamiltonian including only these 
two bands is sufficient to reproduce the bands around X. Using the values of 
the integrals and u n x in Table 4.1.1, we evaluate the 2x2 truncated matrix as 
follows : 
( £ I； ) ( 4 . 6 ) 
where 
Hn = joJ2lx 一 2 [礼 [ P l l ] x + (k2 - k20) qu， （4.7) 
H12 二 _ 2 [s]x [p12L + (k2 一 k20) q12 , (4.8) 
H21 二 一2 W J p n L + (A:2 —岵)彻， （4.9) 
H 2 2 二 > 2 2 x — 2 [ s L [ p 2 2 L + ( P — 站 ) t e . (4.10) 
Here s 三 k - k0 and k0 = f - ,0] where a is the lattice constant. The wave 
vector k = [kx, ky] lies in the ranges 
7 ^ 7T 37T 
— < ^ < - , ky = Q and kx = - , 0 < ky < — . 
10a ~ a y a 1 U a 
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q u a n d 仍1 a r e n o t s e t t 0 zero so that the k.p bands and the band structure 
over the BZ (Fig. 2.2.1) are obtained using the same number of waves. 
For a fixed k, the frequencies o;nk's of the lowest two bands are the 
roots of a quadratic equation equivalent to setting the determinant of the 2x2 
truncated matrix (Eq. (4.6)) to zero. They are drawn as solid lines in Fig. 4.2.1, 
where the dots are the PWE results as those in Fig. 2.2.1. The agreement is 
excellent, especially when k lies within 10% around X. This is consistent with 
perturbation calculations on the infinite matrix H. According to perturbation 
theory with s (三 k 一 k0) treated as parameter, the couplings between the non-
degenerate bands are proportional to the off-diagonal matrix elements Htj and 
inversely proportional to the difference in frequency between the bands [53]. 
Now that the differences between the lowest two bands and the upper bands 
are much, larger than the difference of bands 1 and 2, these two bands are 
expected to be weakly coupled from the upper bands. Therefore, a 2x2 matrix 
is sufficient to describe the bands around X. 
Aside from the dispersion relation around X, we may evaluate the com-
plex wave vector within the gap in the X —^  T direction : k = [kX) 0]. For a 
specific frequency uj lying between cj1x and o;2x，we evaluate the four matrix ele-
ments Hij (Eqs. (4.7)-(4.10)) with kx treated as a variable. Then, kx is the zero 
of the determinant of the 2x2 matrix (Eq. (4.6)). The determinant is in fact a 
fourth order polynomial in kx. The zero is found numerically using the Miiller 
Method with deflation [54]. The real part of kX) Re(kx), lies within l.OOOlfj 
for a;ix < a； < cj2X' That is, Re(kx) is | within the numerical accuracy. The 
imaginary part, Im(kx), is plotted as dotted line in Fig. 4.2.1. It attains max-
imum at — ^ 0.355. The complex wave vector k is useful to determine the 
27TC 
attenuation coefficient as in the electronic problems. 
To further ultilize the k.p Hamiltonian for the Scalar I equation, we 
consider the bands 2, 3 and 4 around r in Fig. 2.2.1. The results are depicted 
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Im( kx) ��� -
、、、 0.31 — 
0.26 — 
^ ^ : k 
•響 
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(0.7,0) (1,0) (0.3,0.3) 
r < x > M 
Fig. 4.2.1 The lowest two bands around X in Fig. 2.2.1，which corresponds to 
Scalar I equation, are shown. The system parameters are the same as those in Fig. 
2.2.1. The dots are the actual bands obtained from PWE. The solid lines result 
from a 2-band k.p model. The wavevector k (= (kx , ky)) is expressed in units of 
Tila, where a is the lattice constant of the square array of cylinders considered in 
Fig. 2.2.1. The dotted line shows relationship between the imaginary part of the x-
component of the wave vector, Im(kx), and the frequency within the forbidden gap. 
Here, the y-component of k is set to zero. Furthermore, the real part of kx is found 
to be n/a. 
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in Fig. 4.2.2, with similar notations as in Fig. 4.2.1. A 3x3 matrix is now 
employed for these bands: 
( H 2 2 H 2 3 H2 4 \ 
H3 2 H 3 3 H3 4 (4.11) 
V H 4 2 H 4 3 H 4 4 J 
where 
H22 = —cj22f + k2q22 , (4.12) 
H23 = -2{[k} x [p23L + [k]y [p23]y} , (4.13) 
H24 = - 2 { > ] • ‘ + [ k ] “ p 2 4 ] y }， (4.14) 
H32 = -2{[k}x[p32]x + [k}y [p32]y} ， (4.15) 
1 
H33 二 —culr + k2q33 , (4.16) 
H 3 4 = - 2 { [ k ] x [p 3 4 L + [k]y [ p 3 4 ] y }， (4.17) 
H42 = -2{[k]x[p42]x + [k}y[p,2}y}， (4.18) 
H4 3 = - 2 { [ k ] x [ p 4 3 L + [k]y[p43]y} , (4.19) 
H44 = + . (4.20) 
The frequencies of the bands around r are expressed in terms of the coefficients 
of a cubic polynomial in u 2 which is equivalent to the determinant of the matrix 
(Eq. (4.11)). The ranges of k are now 
37T 37T 
kx = 0 , 0 < ^ < — and 0 < kx = ky < — . - y ~ 10a 10a 
The k .p bands are in reasonable agreement with the PWE results. 
Regarding the k .p theory for Scalar II equaton, we consider the bands 
around X, r and M. A 2-band k p Hamiltonian is constructed for the lowest 
two bands around X，and the corresponding 2x2 matrix is 
f S11 212) (4.21) 
y ri2i 1I22 J 





I I I I 1 1 1 1 1 1 




m < r > x 
Fig. 4.2.2 Bands 2, 3 and 4 around r in Fig. 2.2.1，which corresponds to Scalar I 
equation, are shown. The system parameters are the same as those in Fig. 2.2. L 
Symbols are the same as those in Fig. 4.2.1. 
ChaPter 4 Implementation and k p Band Structures 52 
where 
H n = ^ i x ~ [叱 [PuL + (々 2 —站)Qn , (4.22) 
Hl2 = 一 [SL [Pi2]x + [k2 — k20) q12 , (4.23) 
H 2 i 二 一 [P2i]x + (k2 - kl) q21 ’ (4.24) 
H22 = - [sL [P22], + (k2 一 kl) q22 . (4.25) 
The frequencies u are thus the zeros of a quadratic polynomial in u2 . They 
are plotted as solid lines in Fig. 4.2.3, and agree well with the dots given by 
PWE. 4-band k.p models are used for the bands 2, 3, 4 and 5 around r and the 
bands 1, 2, 3 and 4 around M. The Hamiltonians H are truncated to include the 
relevant bands and diagonalised to give the band structures around the points 
of symmetry. The 4x4 matrix for the bands at M is given by 
/ H n Hi2 H13 H14 \ 
H 2 i H22 H23 H24 ( . 
H31 H32 H33 H34 ^ ‘ ) 
\ H41 H42 H43 H44 / 
where 
H11 二 - {[s]x [pn] , + [s]y [Pn]y} + (^ 2 - ^o) Qn 5 (4.27) 
H12 = ~ {[s]x [Pnl + N , [pi2 ]y} + [k2 - kl) q12 , (4.28) 
His 二 - { [sL[Pi3L + [s ] y [p1 3 ]J , (4.29) 
H14 = - { N x [Pu]x + [s]y [pu}y} + (k2 - kl) q14 , (4.30) 
H21 = - { N x [P21], + [s]y [P21],} + (^2 ~ kl) q21 , (4.31) 
H22 = ^cu22M - { W 》 ‘ + [s}y [p22]y} + (k2 一 kl) q22， （4.32) 
H23 = - { [ s ] x [P23L + [s]y[P23],}， （4.33) 
H24 = - {[s]x [p24]x + [s]y [p24]y} + (k2 - kl) q24 , (4.34) 
H31 二 - { [ s L [ P 3 4 + [s]y [P31 ]y} , (4.35) 
H32 = - { [ sL [P32L + [s]y[P32]y}， （4.36) 
H33 二 知 L 一 {[s], [P33], + [s]y [P33]y} , {k2 - kl)彻，（4.37) 
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 1 1 1 1 1—：—1 1 1 
(0.9,0) (1,0) (1,0.1) 
0.43 -
0.41 -z 參 
0.39 -
r < x > M 
Fig. 4.2.3 The lowest two bands around X in Fig. 2.2.5, which corresponds to 
Scalar I I equation, are shown. The system parameters are the same as those in Fig. 
2.2.1. The dots are the lowest two bands calculated from PWE. The solid lines 
result from a 2-band k.p model. Symbols are the same as those in Fig. 4.2.1. 
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H 3 4 = ~ { [ s L [ P 3 4 + [s]y [p34]y} , (4.38) 
H 4 1 = ~ {Wx [P4i], + [s]y [p4 i ]y} + (^2 - k l ) q41 , (4.39) 
孔2 = " {K [P42]x + [s]y [P42],} + (k2 - k20) q42 , (4.40) 
H43 = - { [ s L ^ L + ^ ^ a j J , (4.41) 
H44 = 一 {[s]x [p44L + [s], [p44]y} + {k2 -绍 )q 4 4 . (4.42) 
Tlie diagonalisations amount to finding the zeros of the quartic polynomials 
in u 2 . The zeros are found numerically using Miiller Method [55]. They are 
plotted as solid lines in Figs. 4.2.4 and 4.2.5. Although the band structures 
around the symmetry points are complicated，the agreements are good. 
The k p theory attracts much attention in electronic problems because 
the momentum matrix elements for different materials are almost the same, 
especially for I I I -V compounds. I t is natural to investigate the sensitivity of the 
k p parameters in PBG materials to the system parameters such as dielectric 
constant and filling ratio, as will be done in chapter 6. 
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M < r > X 
Fig. 4.2.4 Bands 2，3, 4 and 5 around T in Fig. 2.2.5, which corresponds to Scalar 
II equation, are shown. The system parameters are the same as those in Fig. 2.2.1. 
Symbols are the same as those in Fig. 4.2.1. 
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x < M > r 
Fig. 4.2.5 The lowest four bands around M in Fig. 2.2.5, which corresponds to 
Scalar H equation, are shown. The system parameters are the same as those in Fig. 
2.2.1 • Symbols are the same as those in Fig. 4.2.1 • 
Chapter 5 
Dependence of k p Parameters 
on Dielectric Contrast and 
Filling Ratio 
The integrals p^- and qtj play important roles in the k.p theory of PBG materi-
als. They are used to construct the k.p bands5 as done in section 4.2. There are 
two system parameters for the square array of dielectric cylinders considered in 
chapter 2，namely, the filling ratio f and the dielectric constant e of cylinders.1 
These parameters affect the band structures, and hence the integrals. The sen-
sitivities of the integrals to these system parameters wil l be studied in this 
chapter. 
5.1 Accuracy of Integrals p^ and qij 
Before the discussion about the sensitivities, we would investigate the accuracy 
of our method in obtaining the integrals. For both Scalar I and I I equations, the 
integrals p^- and qij are estimated from approximations to their definitions (Eqs. 
(4.2)-(4.5)). The approximations mean that a finite, instead of an infinite, set 
of plane waves are taken in the calculations. 々nkG, the weight of plane wave in 
the periodic part ^n k(r) (Eq. (2.7)), is determined from PWE by diagonalising 
iThe dielectric contrast e/eb should be considered if the background dielectric constant is 
€b, according to Eq. (2.15). However, e will be one of the system parameters as we often deal 
with the case that the background dielectric constant e& 二 1. 
57 
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a matrix. The matrix involves either the Fourier components of the dielectric 
frniction 6(r) for Scalar I equation (Eq. (2.12)) or that of 忐 for Scalar I I 
equation (Eq. (2.23)). Thus, the rates of convergences of the integrals are 
expected to be similar to those of the frequencies u n k obtained in PWE. 
To compare the rates of convergences of the integrals for the two scalar 
equations, we consider the q : s at X，r and M in Figs. 2.2.1 and 2.2.5. Tables 
4.1.1 - 4.1.3 gives the integrals which correspond to Scalar I equation. These 
integrals are calculated using 81 plane waves. Those in Tables 4.1.4 - 4.1.6 
correspond to Scalar I I equation. They are evaluated using 625 plane waves. 
For convenience, qij (N) denotes the value obtained by using N plane waves. 
We assume qij (841) to be the exact value qtj (oo) that would be found by using 
an infinite number of plane waves. For the integrals of order 1, we consider the 
logarithm of the relative difference : 
log I R to, (AO)丨三 log (5.1) 
Qij (041J 
where R stands for the relative difference to the exact value.2 In Figs. 5.1.1 
-5.1.3,3 log I R (qij (N)) | is plotted against the extrapolation parameter EP 
三 iV—1", where d = 2 for the 2-dimensional square array under discussion. 
Although we are interested in the integrals which are used in the k.p models 
(Fig. 4.2.1 - 4.2.5), the rates of convergences of the integrals qij and pi j (1 < 
l , j < 5) at X are also depicted in Figs‘ 5.1.1，5.1.4 and 5.1.6. The integrals 
q^s for Scalar I equation converge faster than those for Scalar I I equation. As 
far as the gz/s of order 10~4 are concerned, we plot the logarithm of them as in 
Figs. 5.1.4 and 5.1.5. Again, for Scalar I equation go to zero faster than 
those for Scalar I I equation. 
The above feature also appears in the integrals p^/s at X (Fig. 5.1.6). 
These observations are consistent with the fact that the eigenvalues of Scalar I 
— 2Refer to section 5.1 for the classification of the integrals. 
3 I n F i g s . 5.1.1 _ 5.1.8, k.p integrals qtj and [p0] a are denoted by qJ j and P-lj-Q； respectively. 
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Fig. 5.1.1a According to secion 4.1，the integrals p j j 's and q_lj 's of the lowest 
five bands ( 1 < 1, j < 5 ) are evaluated using N plane waves (N = 9，25, 49，81， 
121，169，225, 289, 361, 441，529, 625, 729 or 841). For Scalar I equation, the 
values at N = 81 are listed in Tables 4.1.1 - 4.1.3. For Scalar II equation, the 
values at N = 625 are listed in Tables 4.1.4 - 4.1.6. For both Scalar I and H 
equations, the diagonal q一 11 's of the lowest five bands at the symmetry point X are 
considered here. Logl R( q_l l(N) ) I 's (Eq. (5.1)) are plotted against the 
extrapolation parameter EP, which is the inverse of the square root of N. (i) and 
(ii) are the plot for the q一 11 "s of Scalar I equation and that of Scalar H equation 
respectively. 
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Fig. 5.1.1b The non-diagonal q_lj 's at X are considered for both Scalar I and I I 
equations. For the q_lj 's which are of order 1，Logl R( lq_lj(N)l) I 's (Eq. (5.1)) 
are plotted against EP. Symbols are the same as those in Fig. 5.1.1a. (i) and (ii) 
are the plot for the q j j 's of Scalar I equation and that of Scalar I I equation 
respectively. 
ChaPter 5 Dependence of k-p Parameters on ... 61 
(a) 
0 O.1 0.2 0.3 0.4 
0 J ' 1 1 1 1 1 1 乂 . . , E p 
- Z 
“ Z 
： / ^ ^ 
-2 - 乂 厂 
： , / 
_3 ： , / Log( I R(q_22) I) 




0 0.1 0.2 0.3 0.4 
Q 1 1—I 1 1 1 1 1 1 1 1 1 1 I I Ep 
^ 
“ , ‘ z - ‘ ‘ z 
- . ‘ 一 z 
- 1 - / / 
- , ‘ / / Log( I R(q_22) I) 
- 3 ; : f / Log( I R(q_33) I) 
� 7 / Log( I R(q_55) I) 
-6
 ： 
Fig. 5.1.2 For the diagonal q一 11 's at r , Logl R( q_ll(N) ) I 's (Eq. (5.1)) are 
considered. Symbols are the same as those in Fig. 5.1.1a. (a) and (b) are the plot 
for the q一 11 's (1 = 2, 3 ) of Scalar I equation and that for the q—11 's (1 = 2，3，5 ) of 
Scalar I I equation respectively. 
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Fig. 5.1.3 For the diagonal q j l 's at M, Logl R( qJ l (N ) ) I ’s (Eq. (5.1)) are 
considered. Symbols are the same as those in Fig. 5.1.1a。Above is the plot for the 
q_11 's ( 1 < 1 < 4 ) of Scalar E equation. 
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Fig. 5.1.4a (Continued on next page) 
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Fig. 5.1.4b The non-diagonal q_lj 's at X are considered. For the q_lj's which are 
of order 0.0001，Log( lq_lj(N)l ) 's are plotted against EP. Symbols are the same 
as those in Fig. 5.1.1a. (a) and (b) are the plot for the q_lj 's of Scalar I equation 
and that of Scalar I I equation respectively. 
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Fig. 5.1.5 The non-diagonal q j j 's at M are considered. For the q一lj 's which are 
of order 0.0001, Log( IqJj '(N)!) ’s are plotted against EP. Symbols are the same 
as those in Fig. 5.1.1a. Above is the plot for the qJ j 's ( 1 < 1, j < 4 ) of Scalar H 
equation. 
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Fig. 5.1.6a For the diagonal p_ll_x 's at X，Logl R(pJl_x(N)) I 's are considered. 
Logl R(p一 11 一 x ( N ) ) I is defined in a way similar to Eq. (5.1). Symbols are the same 
as those in Fig. 5.1.1a.⑴ and (ii) are the plot for the p_ll一x 's of Scalar I equation 
and that of Scalar I I equation respectively. 
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Fig. 5.1.6b(i) The non-diagonal p j j 's at X of Scalar I equation are considered. 
For the p』-0C of order 1，Logl R(lp_lj_a (N)l) I's are plotted against EP as in Fig. 
5.1.6a. Here, a stands for the a-component of the integral p_lj. Symbols are the 
same as those in Fig. 5.1.1a. 
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Fig. 5.1.6b(ii) The non-diagonal p_Ij 's at X of Scalar IT equation are considered. 
For the p_Ij_a of order 1, Logl R(lp_Ij_a (N )1) 1 's are plotted against EP as in Fig. 
S.1.6a. Here, a stands for the a-component of the integral p_lj. Symbols are the 
same as those in Fig. S.l.la. 
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Fig. 5.1.6c The non-diagonal p_lj 丨s at X are considered. For the p_lj一a of order 
0.0001, Log( lp_lj_a (N)l ) 's are plotted against EP, Here, a stands for the a-
component of the integral p j j . Symbols are the same as those in Fig. 5.1.1a. (i) 
and (ii) are the plot for the p一lj一a 's of Scalar I equation and that of Scalar H 
equation respectively. 
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equation converge faster than those of Scalar I I equation. It should be pointed 
out that the magnitudes, not their actual values, of some k.p integrals are 
plotted in Figs. 5.1.1b, 5.1.4, 5.1.5, 5.1.6b, 5.1.6c and 5.1.7. The reason is that 
the integral, say q12 at X, involves the eigenfunctions of bands 1 and 2 at that 
symmetry point. These eigenfunctions are obtained from diagonalization within 
PWE. As the eigenfunctions are non-degenerate, the numerical diagonalisation 
can determine the ratios among the weights ipnkG of the relevant plane waves 
in the periodic part wn k(r) of the eigenstate (Eq. (2.7)). However, the sign of 
the eigenstate is not uniquely determined and so is the sign of q12. | _ j is 
therefore more meaningful (Fig. 5.1.4). 
The momentuiri matrix elements [puj^, [P44]a； and [Pi4]x converge as 
slowly as the other k p integrals of Scalar I I equation do (Fig. 5.1.7). However, 
the integrals [P22]。[P33L, [Pi2];r and [p24]x at M of Scalar I I equation are not 
considered, even though they are of order 1. Furthermore, we would not consider 
the accuracy of the integrals pi j (1 < l ^ j < 4) at T. The reason is that these 
integrals have irregular trends with N (e.g. Fig. 5.1.8). These integrals involve 
the bands which are degenerate at the points of symmetry. In particular, bands 
3 and 4 are degenerate at r for Scalar I. Let unr(r) be the periodic part of the 
eigenfunction of band n. The momentum matrix elements are thus 
p2 3 二 & / 叱 r(r)•乜3 r(r)dr P24 = — / t i2 r ( r )Vw4 r ( r )dr . 
Vc Jvc Vc JVC 
Numerical calculations show that these integrals are not equal (Table 4.1.2). If 
we construct another pair of periodic parts ufr(r) and ufT(r) by forming linear 
combinations of 乜,s, the pair u•，s constitute the eigenfunctions of bands 3 and 
4 at r . We then evaluate the momentum matrix elements pf3 and pf4 from the 
new pair and 以2r(r). In general, 
• / • 
P23 T P23 P24 宁 P24. 
Such construction may occur every time when another numerical diagonalisa-
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Fig. 5.1.7 The integrals p_lj 's at M of Scalar II equation are considered. Logl 
R(pJl_x (N) I's (1= 1, 4) are plotted against EP in (a), as the integrals are of order 
1. For the integrals p_lj_x 's which are of order 0.0001，Log( lp_lj_xl ) 's are 
plotted against EP in (b). Symbols are the same as those in Fig. 5.1.1a. 
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Fig. 5.1.8 The magnitudes of some integrals p一lj 's at T are plotted against EP. 
They have irregular dependence on the number of waves N . (a) and (b) are the 
plot for the integrals of Scalar I equation and that of Scalar I I equation 
respectively. Symbols are the same as those in Fig. 5.1.1a. 
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tion，which determines the weight 么k G， is performed by the computer for the 
same matrix. The occurence depends on the numerical algorithm which diago-
l i a l i s e s t h e m a t r i x . The pair of u,s computed by the machine this time may be 
different from the another pair of u，s obtained next time. I t may also occur in 
diagonalising matrices of different sizes truncated from the same infinite matrix, 
thereby creating the odd-shape of [ [p23]x | and | [p24]x | in Fig. 5.1.8a. Inci-
dentally, similar features appear when matrices of the same size with different 
system parameters, f and e, are diagonalised. These situations will be studied 
in the next section. 
The irregular variations of some ph- with the number of plane waves N 
certainly obscure us to determine the accuracy of the calculation of the integrals. 
When fluctuates for a band, the accuracy is studied only for the qtj for that 
band. Otherwise, both qtj and ptj are checked. For the k.p models considered in 
section 4.2, some of the integrals of Scalar I I equation are not obtained to within 
1%. They are q22 and p22 at X (Figs. 5.1.1a(ii) and 5.1.6a(ii) respectively), and 
Qn and p n at M (Figs. 5.1.3 and 5.1.7a respectively). Even though these 
integrals are not determined up to the accuracy, the k.p models agree well with 
PWE's results (Figs. 4.2.3 and 4.2.5). 
5.2 Sensitivity of k.p Parameters to System 
Parameters 
The integrals at the symmetry points X，r and M are computed for different 
filling ratios / and dielectric constants e of the cylinders of the square array. 81 
and 625 plane waves are used, respectively, in the calculations of the integrals 
for Scalar I and I I equations. The integrals of order 1 are plotted against f and 
e (Figs. 5.2.1, 5.2.9 - 5.2.13). In general, they attain maxima at low f and low 
e. I t can be explained in terms of the orthogonality relations (Eqs. (2.5) and 
(2.20)). Consider q22 at X for Scalar I equaton (Fig. 5.2.1b(i)). When / 0, 
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Fig. 5.2.1d The integrals [p22], 's at X are plotted against the system parameters £ 
and/. (i) and (ii) are the plots of [p22]x 's for Scalar I and H equations respectively. 
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Fig. 5.2.1d The integrals [p22], 's at X are plotted against the system parameters £ 
and/. (i) and (ii) are the plots of [p22]x 's for Scalar I and H equations respectively. 
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Fig. 5.2.1d The integrals [p22], 's at X are plotted against the system parameters £ 
and/. (i) and (ii) are the plots of [p22]x 's for Scalar I and H equations respectively. 
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Fig. 5.2.1d The integrals [p2 2] , 's at X are plotted against the system parameters £ 
and/. ( i) and (ii) are the plots of [p22]x 's for Scalar I and H equations respectively. 
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Fig. 5 .2.1d The integrals [p22], 's at X are plotted against the system parameters £ 
and/. (i) and (ii) are the plots of [ p 2 2 ] x 's for Scalar I and H equations respectively. 
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the dielectric function e(r) becomes a constant function of value equal to one. 
Tliis means that the integrations with or without e(r) will yield nearly the same 
result. Thus, q22 approaches the normalisation condition. The behaviour at 
… 1 can be understood on the same ground. 
For the lowest two bands around X’ the relevant integrals and eigenfre-
quencies can be interpolated on the smooth surfaces (Figs. 5.2.1 and 5.2.2). The 
estimated values enable the constructions of k.p models of the lowest two bands 
to be feasible and practical for any given system parameters. Such evaluation 
undoubtedly requires certain amount of information about the surfaces. It will 
be useful if these surfaces can be fitted to analytic expressions. Regarding qn 
and (jJi at X for Scalar I equation, the surfaces (Figs. 5.2.1a(i) and 5.2.2a(i) 
respectively) can be fitted quite correctly for f > 0.15. The lines of constant 
fill ing ratio f on these surfaces are fitted numerically using 
qn(e) \f + + (5.2) e 
^ix(e) 1/ + + t- (5.3) 
respectively (Figs. 5.2.3 and 5.2.4). The coefficients r, s and t of the expressions 
for qn and Ui are given respectively in Appendices D and E. For f > 0.15, the 
errors lie within 1.1% and 0.2% respectively. The correctness may be due to 
that the integrals depend on e mostly through the dielectric function e(r). Such 
fitting expressions are useful in that the band structures around X for arbitrary 
6 and / can be evaluated using a 2x2 matrix. Nevertheless, similar expressions. 
fitted to the other integrals at X for both Scalar I and I I equations do not 
give satisfactory results (e.g. Fig. 5.2.5). The fittings imply that the system 
parameters affect the integrals through the periodic parts %-(r)'s as well as the 
dielectric function. 
The integrals at r and M have discontinuities in slope because of the 
degeneracies at the relevant symmetry points. For Scalar I equation, the dif-
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Fig. 5.2.2a The lowest bands at X are plotted against the system parameters e and 
/ (i) and (ii) are the plots of (01X 's for Scalar I and n equations respectively. 
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Fig. 5.2.2b The second bands at X are plotted against the system parameters 8 and 
/. (i) and (ii) are the plots of co2X ’s for Scalar I and II equations respectively. 
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Fig. 5.2.3a For Scalar I equation, q n a tX is fitted by qu(e)\f =t + se~1 +te~2 
(Eq. (5.2)). It is performed by numerical fitting to the lines of constant / on the 
surface of q u (Fig. 5.2.1a(i)). The discrete symbols indicate the actual values of 
q n while the solid lines denote the curves of fitting. The coefficients r^smdt are 
given in Appendix D. ' . 
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Fig. 5.2.3b For Scalar I equation, q n atX is fitted by qn(s) y = r + s s ] + t s 
(Eq. (5.2)). Symbols are the same as those in Fig. 5.2.3a. 
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Fig. 5.2.4 For Scalar I equation, the lowest band at X is fitted by colx(£) ^ = r + 
se - m + t 8 (Eq. (5.3)). It is performed by numerical fitting to the lines of 
constant/on the surface of co lx (Fig. 5.2.2a(i)). The discrete symbols indicate the 
actual values of co lx while the solid lines denote the curves of fitting. The 
coefficients r, s and t are given in Appendix E. 
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Fig. 5.2.5a For Scalar I equation, q22 at X is fitted by the expression r + se*1 + 
te -2 which is identical to RHS of Eq. (5.2). It is performed by numerical fitting to 
the lines of constant/on the surface of q22 (Fig. 5.2.1b(i)). The discrete symbols 
indicate the actual values of q22 while the solid lines denote the curves of fitting. 
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Fig. 5.2.5b For Scalar I equation, q22 at X is fitted by the expression r + s e -1 + 
t£ -2. Symbols are the same as those in Fig. 5.2.5a. 
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f e r e n c e s i n frequency between bands 2 and 3 and between bands 3 and 4 at 
r are plotted in Fig. 5.2.6. It is evident that, as f increases from 0.1 to 0.2, 
the degeneracy of bands 3 and 4 switches to the degeneracy of bands 2 and 
3. For the integral q22 at r，discontinuity occurs at / 〜0.15 (Fig. 5.2:9a). 
The discontinuity and the switching of degeneracy follow the same curve. At 
any point on the curve, the eigenfunction as well as the eigenfrequency of band 
2 changes abruptly, giving rise to the discontinuity in the slope of the surface 
(Fig. 5.2.9a). The odd looks of the surfaces of the other integrals (Figs. 5.2.9 -
5.2.12) are due to the same reason. 
Although [ p ^ L and ^24]^ at r for Scalar I equation are of order 1, they 
are not plotted as surfaces against the system parameters e and / . In Fig. 5.2.13, 
they are plotted against one of the system parameters when the other one is 
fixed. The integrals show irregular dependences on the system parameters. The 
reason is similar to the irregular behaviour of [P23L as a function of the number 
of waves N (Fig. 5.1.8a). Bands 3 and 4 are degenerate at r； thus, there is no 
unique set of eigenfunctions for these bands at r . Given a pair of eigenfunction, 
one can construct another pair of eigenfunctions, which are linear combinations 
of the given ones. Therefore, the eigenfunctions computed at ( / , e) = (0.15, 2) 
need not follow the same patterns like those at (/，e) 二（0.1,2) as the system 
parameters vary. This leads to the up-and-down feature in Fig. 5.2.13a. For 
the same reason, the corresponding py's for Scalar I I are not shown. 
The calculations of the k p bands at r for Scalar I and at r and M for 
Scalar I I are not as simple as in the electronic k.p problems. The complexity 
originates from the degeneracy of bands at the symmetry points. Some of 
the relevant integrals cannot be deduced, easily and systematically, from the 
corresponding surfaces (e.g. Fig. 5.2.9a). The k.p method becomes practical at 
X for both equations, because the lowest two bands at X are free from problems 
due to degeneracy for the ranges of the system parameters f and e in Fig. 
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5.2.1a. As the integrals vary smoothly with f and e, they can be estimated 
by interpolation. qn and 的 at X for Scalar I may also be obtained by some 
interpolation formulae. 
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Fig. 5.2.6a For Scalar I equation, the difference between co3r and co2r is plotted 
against the system parameters 8 and f. (i) is the 3-dimensional plot, (ii) is the 
contour plot, where the zero-difference region is indicated. 
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Fig. 5.2.6b For Scalar I equation, the difference between co4r and co3r is plotted 
against the system parameters £ and f . (i) is the 3-dimensional plot, (ii) is the 
contour plot, where the zero-difference region is indicated. Note that, for Scalar I 
equation, bands 4 and 5 are not degenerate at r over the ranges of the system 
parameters depicted as above. 
ChaPter 5 Dependence of hp Parameters on ... 89 
(a) C 0 3 r - C 0 2 r 
zero- ^ ^ g « 々 = 《 = = = t : 二 = = ™ - 0 . 2 5 
difference H t 1 H 二-0.35 
:::r_\ 二- f 
二44一=二：二： 5^— a 4 5 
EiEi=EE=EE!===:°-55 
^ 二 二二二-0.65 
‘ ‘ I I I I I I M I I -=-0,75 
1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 
8 
(b) C04r - C03r 





difference ~r： f 
—rVt" 0.45" 
—-H- ： 0.55 
- j - 0.65 
—丨丨、丨丨丨丨丨I I I I I I丨I丨丨0.75 
1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 
£ 
(c) COsr - C04r 
. i O T M M � . 1 5 
达 
difference ——tr^^r^^x^^S^-0-45 
_ _ 義 二 
1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 
£ 
Fig. 5.2.7 For Scalar II equation, (a) co3r - co2r, (b) co4r - co3r and (c) co5r - (D4r 
. are plotted against the system parameters 8 and f. They are shown as contour plots, 
where the zero-difference regions are indicated. • 
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Fig. 5.2.8 For Scalar I I equation, (a) co2M - co1M, (b) co3M - co2M and (c) co4M - (D3M 
are plotted against the system parameters 8 and f . They are shown as contour plots, 
where the zero-difference regions are indicated. Note that, for. Scalar E equation, 
bands 4 and 5 are not degenerate at M over the ranges of the system parameters 
depicted as above. 
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Fig. 5.2.9 For Scalar I equation, (a) q22，(b) q33 and (c) q u at r are plotted against 
the system parameters £ and/. The surfaces of q22 and show discontinuities, 
which appear along the same curve. The curve is the same as the boundaries of the 
zero-difference regions which are given in Figs. 5.2.6a(ii) and 5.2.6b(ii). 
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9 ^ ^ g ° f 、 o o Fig. 5.2.10 For Scalar E equation, (a) q22 and (b) q33 at T are plotted against the 
system parameters 8 and/. 
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Fig. 5.2.10 For Scalar II equation, (c) q ^ and (d) q55 at T are plotted against the 
system parameters e and/. . 
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Fig. 5.2.11 For Scalar H equation, (a) q n and (b) q22 at M are plotted against the 
system parameters 8 and/. 
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Fig. 5,2.11 For Scalar E equation, (c) q33 and (d) at M are plotted against the 
system parameters 8 and/. 
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Fig. 5.2.12 For Scalar E equation, (a) [p n ]^ and (b) [p22]x at M are plotted against 
the system parameters e and/. 
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Fig. 5.2.12 For Scalar II equation, (c) [p33]^ and (d) [P44L at M are plotted against 
the system parameters £ and/. 
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Fig. 5.2.13 For Scalar I equation,|[P23]x|^|tP24^|at ^ ^ plotted (a) against/ 
when £ is 2 and (b) against £ when/is 0.1. 
Chapter 6 
Empirical Tight-binding Scheme 
In this chapter, the dispersion relation of PBG materials is treated within an 
empirical tight-binding scheme. Tight-binding approximation is well-developed 
in the electronic problems. It is useful in describing the bands originating from 
the partially filled d-shell in transition metals and the band structure of insu-
lators. Moreover, it allows the impurity problem to be handled by standard 
techniques such as Green's function approach [24, 44]. In the following, a tight-
binding approximation for the electronic bands is briefly reviewed 1 before the 
empirical tight-binding scheme is discussed. 
6.1 Electronic Tight Binding Approximation 
Let 他 ( r ) and E^ be the wave function and the energy of a state of an electron in 
a solid, where k is the wave vector. For simplicity, each lattice point is assumed 
to be occupied by one atom. They are governed by 
H^ k ( r ) = E k i ; k . (6.1) 
Here H 三 f + U(r) and U(r) is the periodic potential which has the same 
, 2m � , v 7 
periodicity as the lattice structure of the solids.2 The potential U(r) partially 
originates from the atomic potential of each atom constituting the solids. It 
xWe would follow the discussion in [2, Ch.9]. 
2 We assume the electron-electron interaction to be included within the potential U(r). 
99 
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is natural to expect that the wave function around each atom may be like the 
atomic orbitals. In what follows, we consider a single band tight-binding model 
i n W h k h t h e b a n d o r i _ a t e S from the overlap of the ground state wavefunctions 
° f t h e a t 0 m S . W e suPP°se 边 the vicinity of an a tom,紅 ( r ) is similar to 
the ground state 0(r) of the atom. Then, we approximate 叙 ( r ) as 
^ k W = E c k R 0 ( r —R) (6.2) 
R 
w h e r e R a r e t h e l a t t i c e 沢彻巧 of the solid and 於(r - R) is the ground state of 
the atom at R. This assumption is the reason why the tight-binding approx-
imation is also known as Linear Combination of Atomic Orbitals. I t becomes 
valid and useful for those states resulting from the electrons confined to the 
atom. The above expression of ^ k ( r ) satisfies the Bloch's Theorem [24], if 
ckR = 如 純 i-e, 
^k ( r ) = - R) (6.3) 
where N is the number of atoms in the solids. Hence, the energy Ek is given by 
恩 二 / 极 ( r ) H 他 ( r ) 办 
二 去 E E 一 . ( R '—R ) / ^ ( r - R)H0(r — 
iv R R , Jfi 
二 Z e~ik R [ 0*(r - R)H0(r )^ r (6.4) 
R 
as H(r + R) 二 H(r) and the integration is over the volume of the solids. The 
sum over lattice vectors R may be approximated to include only the nearest 
neighbouring atoms separated by r n n , because the overlap between the neigh-
bouring atomic orbitals is expected to be small. 
We assume the integrals between neighbouring atoms in Eq. (6.3) are 
the same for all rnn.3 Let a and 7 denote the integrals 
a 二 f 0*(r)H^(r)cZr and (6.5) 
J a 
3It is true, e.g. in simple cubic lattice,沴(r) is real and spherically symmetric and U(v) 
posseses inversion symmetry. 
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7 = / n ^ ( r ~ r n n m ( r ) d r . (6.6) 
We thus arrive at a basic formula in tight-binding approximation : 
Ek = a + e~lk'Tnn . (6.7) 
E k i n c r e a s e s w i t h ^ a n c i so a is related to the position of the band. The integrals 
may be obtained using a prescribed potential C/(r), e.g. the muffin-tin potential. 
In practice, the integrals are treated as parameters so that the tight-binding 
bands are fitted to the experimental results or the band structure calculated 
by other approaches such as pseudo-potential method [56]. In any case, the 
approximation suggests that the tight-binding band varies as cos(k . r n n ) and 
that the bandwidth is proportional to the overlap of the nearest neighbouring 
orbitals. The formulation should certainly be modified to suit the real solids. 
In the 
case of the zincblende structure, we should consider the atomic wave 
functions of the two atoms constituting the unit cell. 
6.2 Empirical Tight-binding Scheme 
A basic difference between the photonic problem and the electronic problem is 
related to the eigenvalues in the wave equations : the square of frequency cu2 
for the former but the energy E for the latter. To establish a nearest neighbour 
empirical tight-binding scheme, one expect Eq. (6.7) to be replaced by 
- (6.8) 
where LHS is the square of the dimensionless frequency for PBG materials (Eq. 
(2.11)) and i is the band index, Here, c^ and 卞 are the integrals of the tight-
binding approximation for the i th band. We apply this expression to the lowest 
five bands for the 2-dimensional arrays of cylinders considered in chapter 2, 
Figs. 2.2.1 and 2.2.5. The integrals c^ and ^ are regarded as parameters, and 
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the tight-binding bands are adjusted to fit to the PWE results at the symmetry 
points r and M. That is, 
二 洱 + 4卞 
UiM =叫一 4ji 
where 岣 r and。 iM are the dimensionless frequencies 4 at the symmetry points 
determined by PWE. The parameters are thus given by 
⑷ = 2 ( 4 + 《 ） (6.9) 
7 i = g (^ ' r - ^ i u ) (6.10) 
This choice of parameters enables Eq. (6.8) to describe only the lowest bands 
correctly, especially in the case of Scalar I equation (Fig. 6.2.1). However, i t is 
not true for the upper bands. 
We may extend Eq. (6.8) to include the overlap between next nearest 
neighbours. The tight-binding formula then becomes 
(^ik = 叫 + e?k ' rnn + 氏 E e ik 'Tnnn (6.11) 
nn nnn 
where 氏 is related to the overlap integral between next nearest neighbours {nnn) 
for the i band. I t turns out a good description of the actual band structure can 
be achieved without making detailed fits of the parameters. We determine the 
parameters ol^ and 8i for each band by simply requiring that the tight-binding 
band agrees with the actual band structure at the symmetry points r，X and 
M. Then, the parameters can be expressed as 
叫 = + + (6.12) 
li = ^(^T - ^iu) (6.13) 
6i = + (6.14) 
4For convenience, we denote by u in the rest of this chapter . 
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Fig. 6.2.1a The nearest neighbour empirical tight-binding scheme (Eq. (6.8)) is 
applied to the band structure in Fig. 2.2.1, which corresponds to Scalar I equation. 
The system parameters are s = 8.9 and f = 0.126. The dots indicate the actual 
bands duplicated from Fig. 2.2.1. The solid lines are the bands which are 
constructed according to Eq. (6.8). 
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Fig. 6.2.1b The nearest neighbour empirical tight-binding scheme (Eq. (6.8)) is 
applied to the band structure in Fig. 2.2.5, which corresponds to Scalar I I equation. 
The system parameters are 8 = 8.9 and / = 0.126. The dots indicate the actual 
bands duplicated from Fig. 2.2.5. The solid lines are the bands which are 
constructed according to Eq. (6.8). 
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W h 6 r e 岣 x i s t h e f l u e n c y of the 他 band at X. The solid lines in Fig. 6.2.2 
show the tight-binding bands with parameters determined in this way. They 
agree with the actual band structures, which are indicated by dots. Again, 
b e t t 6 r 咽桄脚挝 is achieved for the bands of Scalar I equation (Fig. 6.2.2a). 
In chapter 2，Scalar I equation is solved for a square array of dielectric 
cylinders of different system parameters: the filling ratio f and the dielectric 
constant e of the cylinder.5 I t is found that, over wide ranges of the system 
parameters, gaps exist between bands 1 and 2 and between bands 3 and 4 (Fig. 
6.2.3). We now restrict our discussion to the empirical tight-binding scheme 
for the Scalar I equation, since there is no gap for Scalar I I equation over 
the ranges of system parameters considered in Fig. 2.2.3. The tight-binding 
parameters a “ ^ and 6{ are determined by Eqs. (6.12)-(6.14) for several sets 
of system parameters, and the comparison of the tight-binding bands with the 
actual bands are depicted in Figs. 6.2.4 - 6.2.6. I t may be observed that the 
agreement, especially for bands 1 and 2, becomes questionable when the gap is 
closed (Fig. 6.2.6). This is consistent with the slighty-poor agreement for Scalar 
I I (Fig. 6.2.2b), where no gap is found. Note that better agreement could be 
obtained by performing more detailed fits of the parameters. It is, however, 
exactly what we avoid to do in an attempt to provide a simple description of 
the band structure. 
To further explore the feasibility of a tight-binding description for Scalar I 
equation, we study the variations of the tight-binding parameters of the lowest 
three bands as functions of the filling ratio f and dielectric constant e (Fig. 
6.2.7). For every f and e，we obtain the tight-binding parameters as described. 
The parameters in general are monotonic in f and e, because they depend on 
the frequencies at the symmetry points through Eqs. (6.12)-(6.14). Due to the 
degeneracies of the bands at r and M, a2 and 53 do not follow the trend exactly. 
5The dielectric constant of the background is taken to be unity. 
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Fig. 6.2.2a The next nearest neighbour empirical tight-binding scheme (Eq. 
(6.11)) is applied to the band structure in Fig. 2.2.1, which corresponds to Scalar I 
equation. The system parameters are 8 = 8.9 and/ = 0.126. The dots indicate the 
actual bands duplicated from Fig. 2.2.1. The solid lines are the bands which are 
constructed according to Eq. (6.11). The tight-binding parameters are determined 
from PWE results (Eqs. (6.12) - (6.14)). 
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Fig. 6.2.2b The next nearest neighbour empirical tight-binding scheme (Eq. 
(6.11)) is applied to the band structure in Fig. 2.2.5, which corresponds to Scalar II 
equation. The system parameters are 8 = 8.9 and/ = 0.126. The dots indicate the 
actual bands duplicated from Fig. 2.2.5. The solid lines are the bands which are 
constructed according to Eq. (6.11). The tight-binding parameters are determined 
from PWE results (Eqs. (6.12) - (6.14)). 
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Fig. 6.2.3 Scalar I equation is solved for a square array of dielectric cylinders of 
different system parameters e and/. The gap / mid-gap ratios between (a) bands 1 
and 2 and (b) bands 3 and 4 are plotted over the ranges : 0.05 < / < 0.6 and 2.5 < s 
< 14. 
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Fig. 6.2.4 The lowest five bands of a square array of dielectric cylinders are 
approximated by Eq. (6.11). The dielectric constant 8 of the cylinders and that of 
the background are 10 and 1 respectively. The filling ratio / is (a) 0.15 and (b) 
0.45. The dots are the actual bands, which correspond to Scalar I equation. The 
solid lines are the bands obtained from Eq. (6.11). 
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Fig. 6.2.5 Eq. (6.11) is applied to approximate the lowest five bands of a square 
array of dielectric cylinders in a host of unity dielectric constant. The dielectric 
constant s of the cylinders is (a) 5 and (b) 10. The filling ratio f is (a) 0.15 and (b) 
0.04. Symbols are the same as those in Fig. 6.2.4. 
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Fig. 6.2.6 Eq. (6.11) is applied to approximate the lowest five bands of a square 
array of dielectric cylinders in a host of unity dielectric constant. The dielectric 
constant 8 of the cylinders is (a) 3.5 and (b) 2.5. The filling ratio f is (a) 0.5 and 
(b) 0.05. Symbols are the same as those in Fig. 6.2.4. 
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Fig. 6.2.7a For Scalar I equation, the tight-binding parameters a f of the lowest 
three bands are plotted over the ranges :2.5<e <14 and 0.05 < / < 0.6. 
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Fig. 6.2.7b For Scalar I equation, the tight-binding parameters Yf of the lowest 
three bands are plotted over the ranges :2 .5<£ <14 and 0.05 < / < 0.6. 
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Fig. 6.2.7c For Scalar I equation, the tight-binding parameters 5f of the lowest three 。 
bands are plotted over the ranges :2.5<e <14 and 0.05 < /< O.6.. 
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I t should be noted that bands 2 and 3 are equal at M over the ranges of the 
system parameters considered in Fig. 6.2.7. This makes 72 and 73 share the 
same value when equals to On the other hand, the degeneracy at r 
switches abruptly from the pattern in Fig. 2.2.1 to that in Fig. 2.2.2 for f � 
0.15 (Fig. 5.2.6). Thus, 72 and 知 have odd looks, and 72 is smaller than 73. 
Above a l l , 氏 〜 如 and % 〜圭__ especially for the lowest band (i = 1). This 
is consistent with the tight-binding approximation where the overlap integral 7 i 
between neighbouring orbitals is expected to be small. 
For the lowest two bands of Scalar I equation, the lines of constant filling 
ratio f on the surfaces of the tight-binding parameters are fitted numerically 
(Fig. 6.2.8) by the expression 
1 1 
r + + • (6.15) 
The deviations of the expressions from the actual values of the parameters are 
given in Table 6.2.1. The numerical fitting is not perfect for 61 at low e (Fig. 
6.2.8c(i)). I t breaks down in the cases of 72 and 62, because of discontinuity in 
the slope of the surfaces (Figs. 6.2.7b(ii) and 6.2.7c(ii)). For f > 0.3, the fitting 
for these two parameters are satisfactory (Figs. 6.2.8b(ii) and 6.2.8c(ii)). The 
coefficients in the expressions are tabulated in Appendix F. Figure 6.2.9 shows 
that these coefficients can be interpolated by 
b + d 7 r + 9 l (6-16) 
The coe伍cients for a i , 71, Si and a2 are interpolated over the ranges 0.05 < / < 
0.2 and 0.2 < / < 0.6 separatedly (Figs. 6.2.9a, 6.2.9b(i) and 6.2.9c(i)). The fit 
is reasonably good (Table 6.2.2)，although there is a discontinuity between the 
curves of interpolation at / 二 0.2. Furthermore, 72 and 82 are fitted similarly 
for 0.3 < / < 0.6 (Figs. 6.2.9b(ii) and 6.2.9c(ii)). The interpolation formulae 
for the coefficients are given in Table 6.2.2. The interpolation provides the 
values at arbitrary f , and then the use of Eq. (6.15) gives the tight-binding 
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parameters at any given 6. It has been performed for the lowest two bands at 
= (0.375,12.25), the dielectric constant typical for semiconductors. The 
tight-binding bands obtained by the interpolated system parameters are denoted 
by square boxes in Fig. 6.2.10. In the same figure, the lowest five bands from 
PWE and the empirical tight-binding scheme using Eqs. (6.12)-(6.14) are shown 
as dots and solid lines respectively. Agreement between the tight-binding bands 
indicated by the boxes and the dots is excellent，because the system parameters 
are chosen not to be around the switching of degeneracy of bands at r (Fig. 
5.2.6). 
Chapter 6 Empirical Ti^ht-bindin^ Scheme 117 
g — 二 〜 、 ^ m to 
o o o o d d d d d d o d i S 
] 
/ : / 
/ / / _ / -/ / / /00 u 
g r - r -T -T - r - r -T-^-T-r I ' I ' I ' 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ' 1 1 1 ' ^ 
^ — a 二 二 二 
S S d d d d o o 
Fig. 6.2.8a(ii) (Continued on next page) 
ChaPter 6 Empirical Tight-binding Scheme x x 3 
o 二 二 ^ 巧 … 巧 寸 S e p 
o o o o o d d d d d d o i S 
眷 〇 X X f _ / //M-： 
/ ///鋼： 
/ / / A W “ 
^ ^ ^ ：寸 
JJ I I I I I I I I I I I i I I I I I I I I I I I I I I I I I I I I I I ' I ' I ' M ' I ' 1 I ' ' ' ' 1 ^ 
§ o § O o O o q o P o 0 d C5 O o o 
Fig. 6.2.8a(i) For Scalar I equation, the tight-binding parameter 〜 o f the lowest 
band is fitted by the expression r + s £ + t £-1 (Eq. (6.15)). It is performed by 
numerical fitting to the lines of constant / o n the surface of ax (Fig. 6.2.7a(i)). The 
actual values are indicated by the discrete symbols, and the curves of fitting are 
depicted by the solid lines. The coefficients r, s and t are given in Appendix F. 
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Fig. 6.2.8a(ii) For Scalar I equation, the tight-binding parameter o^ of the second 
band is fitted by the expression r + se -爾 + t e A (Eq. (6.15)). It is performed by 
numerical fitting to the lines of constant f on the surface of 而 (Fig. 6.2.7a(ii)). 
Symbols are the same as those in Fig. 6.2.8a(i). The coefficients rys and t are given 
in Appendix F. 
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Fig. 6.2.8b(i) For Scalar I equation, the tight-binding parameter yx of the lowest 
band is fitted by the expression r + s£ ' m + t£"1 (Eq. (6.15)). It is performed by 
numerical fitting to the lines of constant f on the surface of (Fig. 6.2.7b(i)). 
Symbols are the same as those in Fig. 6.2.8a(i). The coefficients rf s and t are 
given in Appendix F. 
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Fig. 6.2.8b(ii) For Scalar I equation, the tight-binding parameter y2 of the second 
lowest band is fitted by the expression r + s £ ~m + t £ -1 (Eq. (6.15)). It is 
performed by numerical fitting to the lines of constant/on the surface of y2 (Fig. 
6.2.7b(ii)). Symbols are the same as those in Fig. 6.2.8a(i). The coefficients r, s 
and t are given in Appendix F. 
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Fig. 6.2.8c(i) For Scalar I equation, the tight-binding parameter 82 of the lowest 
band is fitted by the expression r + s £"1/2 + t E"1 (Eq. (6.15)). It is performed by 
numerical fitting to the lines of constant f on the surface of (Fig. 6.2.7c(i)). 
Symbols are the same as those in Fig. 6.2.8a(i). The coefficients r, s and t are 
given in Appendix F. 
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Fig. 6.2.8c(ii) For Scalar I equation, the tight-binding parameter 52 of the second 
band is fitted by the expression r + s 8 ~ m + t £ “1 (Eq. (6.15)). It is performed by 
numerical fitting to the lines of constant / on the surface of 52 (Fig. 6.2.7c(ii)). 
Symbols are the same as those in Fig. 6.2.8a(i). The coefficients r，s and t are given 
in Appendix F. 
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j interpolations 
-0.4 1 9 ~ ~• ~• ~ ~ , , ~ ,—— , _ _ , _ _ , _ _ , _ _ , _ _ , f 
0
 0.1 0.2 0.3 0.4 0.5 0.6 
(ii) 
] • / interpolations 
:1 \7 f 
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Fig. 6.2.9a For the numerical fittings of the tight-binding parameters oq (Fig. 
6.2.8a), the coefficients r, s and t (Eq. (6.15)) are interpolated by the expression 
b + d £ "1/2 + g 8 ( E q . (6.16)). (i) is the interpolation of the coefficients for a^ 
and (ii) is that for cn^ - Both o^ and 0C2 are interpolated over the ranges : 0.05 < / < 
0.2 and 0.2 < / < 0.6. The discrete symbols denote the actual values of the 
coefficients, which are tabulated in Appendix F. The curves of interpolation are 
indicated by the solid lines. The interpolation parameters b, d and g are given in 
Table 6.2.2. 
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Fig. 6.2.9b For the numerical fittings of the tight-binding parameters y{ (Fig. 
6.2.8b), the coefficients r, s and t (Eq. (6.15)) are interpolated by the expression 
b + d £ _1/2 + g 8 (Eq. (6.16)). (i) is the interpolation of the coefficients for y1 
over the ranges : 0.05 < / < 0.2 and 0.2 < / < 0.6. (ii) is the interpolation of the 
coefficients for y2 over the range : 0.3 < / < 0.6. Symbols are the same as those in 
Fig. 6.2.9a. The interpolation parameters b, d and g are given in Table 6.2.2. 
ChaPter 6 Empirical Tight-binding Scheme x x 3 
⑴ 
0.05 1 
0.04 丨 \ 
0.03 ： \ a r 
0.02 ： • s 
0.01 ： 口 t 





-0.04 ^ . 1 • . . , , 1 , , , , f 




0 .12 -. o 
0.1 ： O ° A R 
0-08 : • s 
0.06 ： 
: • • t 
0.04 ： • 
0.02 ： 
0 ； A ^ - ^ — - A interpolation 
- 0 . 0 2 ; A 。 合 A A ： • • 
-0.04 ： D 
- 0 . 0 6 -I ‘ 1 ' 1 1 1 1 1 1 1 ' 1 f 
0 0.1 0.2 0.3 0.4 0.5 0.6 
Fig. 6.2.9c For the numerical fittings of the tight-binding parameters 5i (Fig. 
6.2.8c)，the coefficients r, s and t (Eq. (6.15)) are interpolated by the expression 
b + d 8 _1/2 + g 8 ( E q . (6.16)). (i) is the interpolation of the coefficients for 5；^ 
over the ranges : 0.05 < / < 0.2 and 0.2 < / < 0.6. (ii) is the interpolation of the 
coefficients for S2 over the range : 0.3 < / < 0.6. Symbols are the same as those in 
Fig. 6.2.9a. The interpolation parameters b, d and g are given in Table 6.2.2. 
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TB parameter % deviation “ range o f f 
061 2-° [0.05，0.60] 
2 .0 [0.05，0.60 ] 
5 l 3
.0 [0.10，0.60] * 
a 2 2.4 [ 0.05, 0.60 ] 
丫2 0 6 [0.30，0,60 ] 
52 3.8 [0.30，0,60 ] 
* The deviation for 5, reaches 6% a t / = 0.05. 
Table 6.2.1 The tight-binding parameters of the lowest two bands of Scalar I are 
fitted by the expression r + se"1/2 + te-1 (Eq. (6.15)) for 2 .5<e< 14 and 0.05 < f 
~ 0.6 (Fig. 6.2.8). The coefficients r’ s and t are given in Appendix F. The 
percentage deviation of the fitting curves from the actual values of the tight-
binding parameters are tabulated as above. 
(a) Interpolation on OCj 
Coef. in % r f T 
口 乂 1 c 、 」 . ‘ . range of f b d q 
Eq. (6.15) deviation J S 
r 1.5 [0.05，0.20] 0.073372 -0.053430 0.004010 
1.6 [0.20，0.60] 0.005460 0.003332 -0.007860 
s 1.3 [ 0.05, 0.20] -0.412140 0.281849 -0.007910 
1.2 [0.20，0.60] -0.022720 -0.041670 0.059294 
t 5.2 [ 0.05，0.20 ] 0.545843 -0.152800 -0.011540 
0.1 [0.20，0.60] 0.171847 0.146028 -0.070810 
. (Continued on next page) 
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(b) Interpolation on Yj 
Coef. in % “ p 
range o f / b d g 
r 1.7 [0.05，0.20] -0.009180 ~0.005287~ 0.000196 
8 .6 [0.20，°-6Q] 0.001115 -0.003290 0.001984 
S 1 A [0.05，0.20] 0.047943 -0.023630“-0.003880 
7 .7 [0.20，0.60] -0.008580 0.023400-0.013680 
t 1.4 [0.05，0.20] -0.070360 -0.010040 0.008161 
0.2 [0.20，0.60] -0.045140 -0.027020 0.010757 
(c) Interpolation on 8j 
Coef. in % “ ~ ~ ： “ 
Eg2Il5)l ldeviationl m n g e b ^ g 
r L 2 [0.05，0.20] -0.009180 0.008082 -0.001200 
°-3 [ 0.20, 0.60 ] -0.002500 0.002482 ~ -2 .5E-05 
s 1.2 [0.05，0.20] 0.055193 -0.046890 0.005864 
°-6 [0.20，0.60] 0.014372 -0.013110 -0.001110 
t 2 .2 [0.05，0.20 ] -0.066230 0.048321 -0.005290 
_ _ _ 3-5 [0.20，0.60] 0.002054 -0.009340 0.006908 
(d) Interpolation on a 2 
Coef. in % r r , T r： /〈 i ^ 」 • ‘. range of f b d a Eq. (6.15) deviation J ^ 
r 51 [0.05，0.20] -0.875800 0.382196 -0.034730 
5.6 [0.20，0.60] 0.052518 0.003100 -0.050500 
s 4.3 [0.05，0.20] 2.579170 -0.552240 0.028476 
3.7 [ 0.20，0.60 ] 0.033556 -0.587550 0.549647 
t 8.1 [ 0.05, 0.20] -1.214050 0.058570 0.031318 
54.5 [ 0.20, 0.60] -0.786480 2.251330 -1.028730 
ChaPter 6 Empirical Tight-binding Scheme x x 3 
(e) Interpolation on y2 
Coef.in ~ % ~ 1 
^ L ^ j j l k g y i ^ L L ^ ^ ° f / b d 8 
r 5 A [0.30’ 0.60] -0.021100 ~~0.025446 “ -0.006740 
S 3 J [0.30，0.60] 0.118796 -0.134470 0.030300 
t 1 0.3 [0.30，0.60] 0.000228 ~0.041844 0.010745 
(f) Interpolation on 82 
Coef. in % ^ r “ " \ 
E ^ 1 5 ) [deviation 1 m n g e ° f / d S 
r 20 .7 [0.30，0.60] -0.034070 0.049960 -0.017920 
s 15 [0.30，0.60] 0.186926 -0.266150 ~0.091078 
t °-8 [0.30，0.60 ] -0.142160 0.262238 -0.074180 
Table 6.2.2 The tight-binding parameters of the lowest two bands of Scalar I are 
fitted by the expression r + se^2 + te^ (Eq. (6.15)) for 2.5 < 8 < 14 and 0.05 < 
/ < 0.6 (Fig. 6.2.8). The coefficients r, s and t are given in Appendix F. These 
coefficients are interpolated by b + d f ^ + g f ^ (Eq. (6.16)), where b^d^ndg 
are treated as parameters. These interpolation parameters and the ranges of validity 
of the interpolation are tabulated as above. Furthermore, the percentage deviations 
of the interpolation curves from the actual values of the coefficients are also given. 
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Fig. 6.2.10 The lowest five bands of a square array of cylinders are approximated 
by Eq. (6.11). The dielectric constant of the cylinders and that of the background 
are 12.25 and 1 respectively. The filling rat io/ is 0.375. The dots are the actual 
bands, which correspond to Scalar I equation. The solid lines are the tight-binding 
bands obtained from Eq. (6.11) using the result from PWE. The square boxes 
indicate the lowest two tight-binding bands which are obtained from Eq. (6.11) 
using the results from numerical fittings (Eqs. (6.15) and (6.16)). 
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S u m m a r y 
Photonic Band Gap (PBG) materials are fabricated from two dielectrics so that 
t h e dielectric function e(r) is periodic in space. As mentioned in chapter 1, some 
of these were verified to acquire ranges of frequency over which electromagnetic 
waves are not allowed to propagate. The ranges are called the photonic band 
gaps，which may be important to some physical processes and useful for techno-
logical purposes. Photonic band structures have been evaluated by Augmented 
Plane Wave (APW) method, Korringa-Kohn-Rostoker (KKR) method, Plane 
Wave Expansion (PWE) method, finite element method and k.p theory. They 
are briefly reviewed in section 1.2. The band structure and the forbidden gap 
are affected by the system parameters of the materials. One is the ratio e/eh 
of the dielectric constants of the matters composing the PBG materials. An-
other is the filling ratio / , which is the volume ratio of the matter of dielectric 
constant e to the unit cell. 
Up to now, PWE stands out to be the most efficient approach for cal-
culating the band structure of PBG materials. The dielectric function e(r) is 
piecewise constant for PBG materials consisting of two dielectrics. Thus, the 
partial Fourier sum of the dielectric function converges slowly to e(r). Many 
plane waves are required during the calculation. It is demonstrated by evalu-
ating the band structure of a simple cubic lattice of spheres, as done in section 
2.1. I t should be pointed out that the scalar wave approximation is assumed in 
137 
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the calculation, i.e. the wave equations of electromagnetic fields (Eqs. (1.1) and 
(1.2)) are approximated by a scalar wave equation (Eq. (1.4)), Such approxi-
mation, though has the advantage of being simple and is useful in estimating 
the band structure, may sometimes fail to give the qualitative features of band 
structures. For 2-dimensional arrays of dielectric cylinders, however, the wave 
equations reduce to two scalar equations, namely Scalar I and I I equations (Eqs. 
(1.4) and (2.16)). The lowest five bands of the scalar equations are found numer-
ically for a square lattice of dielectric cylinders in a host of dielectric constant 
e6 = 1. The band structures are depicted in Figs. 2.2.1 and 2.2.5 for Scalar I 
and I I equations, respectively, for cylinders of dielectric constant e = 8.9 and 
filling ratio f 二 0.126. 81 and 625 plane waves are used, respectively, in the 
numerical calculation of the Scalar I and I I equations. Scalar I I equation re-
quires more plane waves because it involves the discontinuity of the gradient. 
Furthermore, both scalar equations are solved for different system parameters, 
within the ranges given by 1.5 < 6 < 10 and 0.05 < / < 0.785. Scalar I I 
equation does not give any photonic band gap over the ranges, while there are 
gaps between bands 1 and 2 and between bands 3 and 4 over the ranges for 
the Scalar I equation. The gap/mid-gap ratios for the photonic band gaps are 
shown in Fig. 2.2.3. Expression (Eq. (2.22)) 
G{e) \f ^r + s^jz+t-ye 6 
is fitted to the lines of constant f on the surface for the gap between bands 1 
and 2, where r, s and t are treated as parameters (Fig. 2.2.4). The expressions 
deviate from the lines by less than 0.004 for 0.05 < f <0.6 and the coefficients 
r's are given in Appendix B. 
In chapter 3，photonic band structure is formulated in a k p approach. 
The k.p theory is good at describing the bands in semiconductors, using small 
(sometimes 2x2) matrices. The success of the electronic k.p theory also lies 
on the fact that the matrix elements can be evaluated easily. The matrix ele-
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m e n t S a r e e V a l u a t e d u s _ 彻 momentum matrix elements, which are obtainable 
from either experiments or other electronic band structure calculations. These 
momentum matrix elements can be approximated to be independent of the ma-
t 6 r i a l s ' e s P e c i a % for the bands in I I I -V semiconductors. Starting from Eqs. 
(1.1) and (1.2), the photonic k.p theory in vectorial formulation is given in sec-
tion 3.1. I t can be reduced to the scalar versions which deal with the Scalar I 
and I I equations (section 3.2). 
The k.p theory of Scalar I and I I equations is implemented numerically 
in chapter 4. PWE results for the square arrays of dielectric cylinders are used 
to evaluate the integrals P l j and qlh which correspond to the momentum matrix 
elements in the electronic k.p theory. The band structures in Figs. 2.2.1 and 
2.2.5 are obtained from Scalar I and I I equations respectively. The lowest two 
bands around X in both diagrams are examined within 2-band k.p models. They 
are well separated from the upper bands in frequency. Thus, 2-band models are 
sufficient according to perturbation calculation on the k p Hamiltonians H's 
for Scalar I equation and I I equations (Eqs. (3.14,3.16) and Eqs. (3.14,3.20) 
respectively). Two-band models mean the matrices H's are truncated (Eqs. 
(4.6)-(4.10) and Eqs. (4.21)-(4.25) respectively) to include only the lowest two 
bands. Numerical implementation indicates excellent agreement between the 
models and the PWE results (Figs. 4.2.1 and 4.2.3). Furthermore, the 2x2 
matrices allow one to compute the complex wave vector at frequency between 
the bands included. I t is performed numerically within the 2-band model for 
Scalar I equation., There is a photonic band gap between the lowest two bands 
in Fig. 2.2.1. Within the numerical calculation, the wave vector k 二 [、，ky] is 
restricted in the X T direction, i.e. ky is equal to zero. The imaginary part 
of kx is plotted as dotted line in Fig. 4.2.1. The real part deviates from X by 
less than 0.01%. 
More complicated band structures can be described by k.p models in-
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eluding more bands. A 3-band model is applied to the bands 2, 3 and 4 around 
r in Fig. 4.2.3. This is a k.p description for Scalar I equation. Furthermore, 
4-band models for Scalar I I equation are given in Figs. 4.2.4 and 4.2.5. These 
a r e ‘ r e sPe c t i vely, the bands 2, 3, 4 and 5 around r and the lowest four bands 
a r 0 U n d M i n 2 .2 .5 . k p bands are obtained from numerical diagonal-
i s a t i o n o f 4 x 4 truncated matrices. Satisfactory agreements between the actual 
bands and the k.p bands are achieved again. 
Section 5.1 deals with the accuracy in the numerical calculation of the 
k.p integrals P l j and 恥，which are given in Tables 4.1.1 - 4.1.6 and used in 
the k p models in section 4.2. They are evaluated at the symmetry points r , 
X and M using finite number of plane waves. The numbers of plane waves are 
those used in the calculation of the PWE results. That is, 81 and 625 plane 
waves are employed in the calculation of the integrals in Tables 4.1.1 - 4.1.3 
and Tables 4.1.4 - 4.1.6 respectively. The accuracy is studied by comparing 
them with the same integrals which are obtained using 841 plane waves (Figs. 
5.1.1 - 5.1.7). Furthermore, these figures also give a comparison of the integrals 
computed using different numbers of plane waves. It is found that the integrals 
converge to their l imiting values as the number of waves increases. As for the 
numerical values of the integrals used in the k .p models, some of them cannot 
be obtained to within 1%. Although the numerical values for these integrals 
are less accurate, the relevant k .p models are in excellent agreement with the 
actual band structures (Figs, 4.2.3 - 4.2.5 ). 
In section 5.2, the feasibility of the photonic k .p theory is studied for 
different system parameters. The study is done in terms of the sensitivities of 
the k . p integrals to the system parameters f and e. I t is performed for square 
lattices of dielectric cylinders, which, are considered in section 2.2. The integrals 
in general decrease with f and e (Figs. 5.2.1，5.2.9 - 5.2.13). When f is fixed, 
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q n a t X f o r S c a l a r 1 equation is fitted numerically by the expression (Eq. (5.2)) 
仍 i(e) 1/ = r + s--ht\ 
e e2 
The numerical error is less than 1.1% for f > 0.15. Similarly, the dimensionless 
frequency o; l x at X for Scalar I equation is fitted by the expression (Eq. (5.3)) 
⑴ ix(e) 1/ + + 
V e e 
with error less than 0.2% when f > 0.15. However, such tricks cannot be done 
for some of the integrals which do not vary smoothly with the system param-
eters. The unsmoothness is due to the degeneracy at the relevant symmetry 
points. 
The electronic k .p theory has been successfully applied to deal with 
semiconductor heterostructnres. Photonic heterostructures can be designed in 
analogy to the electronic ones. For example, a photonic superlattice can be made 
using two types of cylinders of different dielectric constants. The lattice points 
of a square array may be jointed by parallel straight lines which are separated 
by the lattice constant of the lattice. One type of cylinders are placed in these 
lines alternatively. Then, the another type of tlie cylinders fill up the vacancies 
left between the rows formed by the rods placed before. The heterostructure 
is then a rectangular lattice. The rectangular unit cell involves two types of 
cylinders and the host in which the rods are embedded. Within the unit cell, 
the dielectric function is a step function and varies between three values. It is 
more complicated than the dielectric function for the square arrays, which are 
considered in section 2.2. The photonic bands can be calculated using PWE 
as described in chapter 2. The partial sum of the Fourier coefficient of e(r) 
is expected to converge more slowly than that for the square arrays. Hence, 
more plane waves are needed, compared with the PWE calculation for Scalar 
I and I I equations. However, the photonic heterostructure may be viewed as a 
composite by two PBG materials, each of which is a square array of cylinders. 
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Using similar techniques in the band calculation of electronic heterostructures 1, 
0116 m a y C O n s t r u c t t h e bands of the heterostructures with an envelope 
function approach using small matrix. In this way, the characteristics of the 
photonic band around the band edges are required, as similar information is 
necessary in the calculation of electronic heterostructures. For the photonic 
heterostructure proposed, the information are provided by the k .p integrals at 
the symmetry points (Tables 4.1.1 - 4.1.6). 
After a brief review on the electronic tight binding approximation in sec-
tion 6.1, an empirical tight-binding scheme for the PBG materials is proposed. 
The scheme includes a parameter Si for the i-th photonic band (Eq. (6.11)). 
T h e t e r m involving this parameter is similar to the overlap between next nearest 
neighbouring orbitals in the electronic problems. The introduction of this term 
is an extension of the basic formula Eq. (6.7) in the electronic nearest neigh-
bours tight binding approximation. Hence, there are three parameters, namely 
a “ j i and 氏，for the 2-th band within the scheme. For the band structures 
depicted in Fig. 2.2.1, these parameters are obtained by simply requiring that 
the tight-binding bands agrees with the actual bands at the symmetry points 
r , X and M. The tight-binding bands constructed agree reasonably well with 
the actual bands, especially for the lowest two bands (Fig. 6.2.2a). The scheme 
also provides good approximation to the bands for Scalar I equation at different 
system parameters e and f (Figs. 6.2.4 and 6.2.5). It，however, fails when the 
gap between bands 1 and 2 for Scalar I equation is closed (Fig. 6.2.6). In this 
case, one needs to take into account the coupling between different bands. 
The tight-binding parameters 叫，ji and 8i are functions of the system 
parameters e and f (Eqs. (6.12)-(6.14)). For the lowest three bands for Scalar 
I equation, the parameters are plotted against the system parameters in Fig. 
6.2.7. Their dependences on the system parameters are similar to that of the 
1e.g. the method of Envelope Function in Ref. [46]. 
Chapter 7 Summary 
143 
eigenfrequecies at the symmetry point (e.g. Fig. 5.2.2). As depicted in Fig. 
5.2.6，the degeneracy of the third band at r switches from the pattern in Fig. 
2.2.1 and to that in Fig. 2.2.2 at f 〜0.15. Thus, discontinuities are observed 
011 t h e S U r f a c e s o f ^ a n d 73 along f 〜0.15. Numerical fitting is done for the 
tight-binding parameters of the lowest two bands. The expression (Eq. (6.15)) 
1 1 
r + 5-7= + t-
ye e 
is fitted numerically to the lines of constant filling ratio f on the surfaces of 
those parameters (Fig. 6.2.8). Here, the coefficients r, s and t are assumed 
to be functions in / . For a2 and the parameters of band 1, the errors of the 
fittings are less than 3% when f > 0.1 (Table 6.2.1). The fittings to 72 and 62 
are satisfactory for f > 0.3 (Figs. 6.2.8b(ii) and 6.2.8c(ii)). The coefficients can 
be interpolated by the expression (Eq. (6.16)) 
b + d V ! + 9 l 
where 6, d and g are treated as fitting parameters. The accuracy and the 
range of validity of the interpolation formula (Eq. (6.16)) are given in Table 
6.2.2. The tight-binding parameters at ( / , e) = (0.375,12.25) are interpolated 
by Eqs. (6.15) and (6.16). These parameters are then used to construct two 
tight-binding bands according to Eq. (6.11). The bands obtained in this way 
are compared with the tight-binding bands which are obtained using the PWE 
results (Fig. 6.2.10)，and good agreement is found. Hence, Eqs. (6.15) and 
(6.16) correctly estimate the tight-binding parameters of the lowest two bands 
when the system parameters are chosen to avoid the switching of the degeneracy, 
e.g. f > 0.3. I t is a convenient and systematic way to approximate the lowest 
two bands of Scalar I equation. When defects are introduced to an ordered array, 
impurity state(s) will be found between the bands 1 and 2. These impurity states 
can be studied using standard techniques such as the Green's function approach 
within the tight-binding approximation. 
A p p e n d i x A 
Preprint of Ref. [36 
_ • 
Following is the preprint of Theory of scalar wave propagation in periodic com-
posites :A k.p approach by P.M. Hui, W.M. Lee and N.F. Johnson, published 
in Solid State Commun. 91，65 (1994). 
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T h e o r y o f scalar wave propagat ion in per iod ic composites: A k . p 
approach 
P. M. Hui and W. M. Lee 
Department of Physics, The Chinese University of Hong Kong 
Shatin，New Territories, Hong Kong 
N. F. Johnson 
Department of Physics, Clarendon Laboratory 
University of Oxford, Oxford 0X1 3PU, United Kingdom • 
Abs t rac t 
A simple, yet accurate, band structure formalism is presented to describe dispersion 
relations of scalar waves in periodic composite structures. We develop a scalar wave 
version of k • p theory, a technique which, has been successfully used for calculating 
electronic band structures in semiconductors. The formalism permits easy description 
of the band structure around some interesting points in 左-space without intensive 
computation. The accuracy of the method is demonstrated by considering numerical 
examples for the case of a square array of dielectric cylinders embedded in a host 
medium. 
10 
The problem of propagation of electromagnetic (EM) waves in a periodic dielectric 
S t r u c t u r e h a s a t t r a c t e d attention in recent years.1 An expenmental set up 
typ1Cally consists of a regular array of dielectric spheres embedded in a host medium 
with a different dielectric constant. Experimentally, it ha^ been observed that there 
exist ranges of frequencies in which propagation of EM waves is not allowed.2 These 
ranges of frequencies are termed "photonic band gaps" and the systems are referred 
to as photonic band-gap materials or photonic crystals. 
The existence of photonic bands and, possibly, gaps is a result of the periodicity 
in the dielectric constant in analogy with the problem of electronic bands and gaps 
in solids. Formally, for a structure with periodic dielectric constant e(r)，the electric 
and magnetic fields satisfy the vector wave equations 
— u 
V x V x E - —e( r )E 二 0 (1) 
and 
• x ^ V x H 一 二 0. (2) 
e(r) c2 v J 
The problem is to solve for the dispersion relation cjn(k), where n is the band index 
and k is the wave vector restricted to the first Bril louin zone (BZ). Theoretically, 
photonic band structures have been calculated for different structures in one, two 
and three dimensions using various traditional electronic band structure techniques 
such as plane wave expansion and Green's function methods.3 These calculations are 
typically numerically intensive. Recently, we have developed a k • p formalism to 
deal w i th this problem within the scalar wave approximation.4,0 The k • p method 
has the advantages of being physically transparent and computationally less inten-
sive. Specifically, we have set up the k • p approach in connection with Eq.(l), 
10 
demonstrated its usefulness by numencai examples and derived an expression for the 
e f f e C t l V e —iectric constant analogous to the /-sum rule in the electronic problem. 
In this Communication, we further develop the k • p method to treat problems in 
which Eq.(2) forms a more convenient starting point. Numerical examples are given 
to demonstrate the accuracy of the present formalism. 
We consider, in particular, the scalar wave equation 
[ V ' ( ^ ) V ) + S 1 < r | ^ > = = 0 (3) 
where < > is the scalar field and e(r) is a periodic function of r satisfying 
二 e(r + R) (4) 
with R being any lattice vector of the periodic structure. Equation (3) represent an 
approximation to the vector wave equation (2). The validity of such an approximation 
has been discussed extensively in the literature.6 It should be pointed out that Eq.(3) 
is exact in some particular, and physically interesting, cases. For example, consider 
an ordered array of dielectric cylinders embedded in a host medium. The axes of 
the cylinders are taken to be along the i-axis. The dielectric constant e(r) is then 
a function of x and y and is periodic in x and y. For EM waves of polarization 
H = (0，0,Hz(x,y))j the exact vector wave equation (2) reduces to 
f d \ d d I d , s 
( o 7 + n ~ 7 1 7 + y) = 0， (5) ox e(x1y) ox ay e(x,y) dy c2 乂 、 ，”乂 、乂 
which is of identical form to Eq.(3). Such a system has been studied experimentally 
and the polarization considered is referred to as TE mode.7 Numerical examples in 
the present work wil l be based on this system of an ordered, array of cylinders. 
10 
From Eq.(3)，since e(r) is periodic, Bloch's theorem holds. The eigenstates of (1) 
are Bloch functions < r |nk > of the form:3 
〈 • k 〉 = ^ ? k 、 n ( k ， r ) . (6) 
The function u n ( k , r ) is periodic wi th the same periodicity as e(r), and H is the 
volume of the crystal. The corresponding eigenvalues of these Bloch functions are 
^nk： yielding the band structure or dispersion relation. The Bloch functions < r |nk > 
for all n and k form a complete set. The orthogonality relation is given by 
< n']<!\nk〉三 ^ < W | r > < r|nk > dv = S ^ S ^ , ‘ (7) 
where the integral is over the whole volume Q. It follows that the periodic functions 
u n ( k , r ) satisfy the relation 
7" / < / ( k , r ) u n ( k , r)c?r = 8nn,. (8) 
The Kohn-Luttinger functions < r |nk) are defined as8 
< r |nk) = r)e t k ' r = e ^ - M . r < r | n k o 〉， ( 9 ) 
where k 0 is some fixed k vector within the first BZ. The orthogonality relation is 
( W i n k ) 三 j(nVIr〉< r|nk)cfr =〜 n / J k k ' . (10) 
The Kohn-Luttinger functions for all n and k form a complete set. The completeness 
relation is given by 
乙 < ！^⑷…闵―>=8(v — r'). (11) 
nk 
They form the basis set of the effective mass representation (EMR). 
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To set up a k • p approach for the scalar wave band structure problem, we will 
S ° l v e f ° r t h e e i - e n s t a t e s i n 巧 . (3) by expanding them in terms of the Kohn-Luttinger 
functions. Writ ing 
< r | n k 〉 = E 4 n , ( k ) < r | j k )， (12) 
i 
Where the coefficient = (jk\nk > is the wavefunction in the EMR. Substitut-
ing Eq.(12) into the seal ax wave equation 
[ V ' ( ^ ) V ) + ^ ] < r l n k > = = 0 (13) 
yields 
\ ( k ) [ ^ + 2 1 + — ko) • ( V — ) + r) = 0. 
(14) 
Mult iplying Eq.(14) by u^(k0 l r ) and integrating over a unit cell gives an equation 
for the coefficients: 
E i ^ h o 一 ^nk )^ " P.y(k)]An;(k) = 0， (15) ； c 
where 
乃 i (k) = ( k - k 0 ) . + {k2Q — k 2 ) q i j . (16) 
Here, the term involving p is analogous to the k • p term in the effective mass 
representation of the electronic problem for semiconductor band structures.8 It is 
defined as 
洲三 南• + (•忐) ]明。( #， （17) 
where the integration is over the volume of a unit cell vc. The term qtj involves the 
integral of two u,s with different band, indices and a weighing function l /e(r) , 
I f 1 
m 三 - j umiko(r)—ujko(r)dr. (18) 
10 
Both p and q involve integrals which are in general nonvamshing due to presence of 
t h e w e i S h i n S M ic t i on l /e ( r ) . These integrals satisfy the relations 
P 厶 = P 乂 (19) 
and 
= H (20) 
Recall that our aim is to solve for the eigenvalue cjnk. There is one equation for each 
v a l u e o f t h e b a n d i n d e x L each。Eq.(15) gives an equation for all the coefficients 
:4nj，with j nrnning over all the bands. Thus, the index n on Anj refers to the n- th 
solution of the set of equations. Thus solving the band stmcture amounts to 
finding the eigenvalues of a matrix H wi th elements Htj given by 
= ^ i k o ^ " ^ i ( k ) . (21) 
We note that the method is exact up to this point. The method attracted particular 
attention in semiconductor physics because of the fact that one can regard the mo-
mentum matrix element 〜 f u}Vujdr as a parameter fitted to the best band structure 
calculation or to measured physical parameters. Thus, the band structure around 
some particular point in k-spa.ce for some important group of bands (usually the low-
est conduction and the highest valence bands in semiconductors) can be reproduced 
accurately by dealing with a matrix of small size, typically 2 x 2 to 4 x 4. In the case 
of photonic band structures, one could take the integrals p^- and qij as parameters 
obtained by f i t t ing to the many highly accurate band structures obtained so far us-
ing computationally intensive schemes, and thereby accurately reproduce the band 
structure around some interesting region in the BZ. 
10 
To demonstrate how the method works, we consider the case of an ordered square 
a i r a y ° f C y l i n d e r S . F i ^ r e 1 the dispersion relation of the lowest five bands 
in different directions in the BZ. The dielectric constant of fche cylinders is taken to 
be 8.9 and that of the host is taken to be unity. The radius of the cylinders is 0.2a, 
W h e r e a i s t h e l a t t l c e constant/ The band structure is obtamed by diagonalizing a 
625 x 625 matrix using plane wave expansion. Note that the band structure does 
not exhibit a gap in the low frequency regime. To illustrate the usefulness of the 
k . p method, we first t ry to describle bands 1 and 2 around the X-point. Since these 
two bands are well separated from the higher bands, a 2-baiid model wil l suffice, 
i.e. the Hamiltonian in Eq.(21) can be truncated to include only two bands. For 
t h e P r e s e n t calculation, we estimate the parameters in the k • p formalism using the 
eigenfunctions obtained from plane wave expansion. In practice, these parameters 
can be obtained by f i t t ing to results obtained experimentally or theoretically by other 
calculation schemes. Figure 2 shows the band structure around the 叉-point aiong 
two different directions. The dots are results of the plane wave expansion and the 
solid lines are results from a 2 x 2 k . p Hamiltonian. Results are shown up to 10% of 
the distance in both directions, i.e. from X to T and from X to M. The agreement 
is excellent. The band structures at T and M represent slightly more complicated 
cases. At r point, bands 2, 3，4 and 5 are quite close in frequency. To reproduce the 
band structure around r , we truncate the k • p Hamiltonian to a 4 x 4 matrix, i.e. 
using a 4-band model. Figure 3 shows the results again to 10% of the distance in 
each direction. Similarly, the band structure at M invites the application of a 4-band 
k . p model in describing the lowest four bands and results are shown in Fig. 4. The 
agreement is，again, excellent. 
10 
In summary, we have developed a k - p formalism for the scalar wave equation of 
t h e f o r m ^ v e n b y E c l . (3) . Numericai examples for the case of TE modes of EM waves 
propagating in an ordered array of cylinders axe given to test the feasibility of the 
method. Although the examples are for EM waves, our formalism can be applied to 
any wave problem described by Eq.(3). Our formalism can also be readily generalized 
to treat the full vector wave equation. 
We close with a discussion on the application of the k • p formalism. In semicon-
ductor physics, it is well-known that the parameters within the k • p method turn 
out to be quite insensitive to the particular materials considered. For example, most 
I I I -V compounds have approximately the same parameters.9 It is，therefore, inter-
esting and useful in the present case to study the change in the k • p parameters as 
a function of the dielectric constants and filling ratio. Such an investigation is now 
underway and results wil l be reported elsewhere.10 In addition, our k • p formalism 
using the Kohn-Luttinger basis can be used to derive an expression for the effective 
dielectric constant. Using 七lie k . p Hamiltonian and second order perturbation the-
ory, an expression analogous to the /-sum rule in electronic problems can be derived. 
Such an expression gives details about how 七he bands repel each other. The deriva-
tion is similar to that given in Ref.4 and wil l not be presented here. The formalism 
also forms the basis of an envelope function approach for calculating band structures 
in heterostructures and superlattices, as in the electronic problem.11 In the case of 
photonic crystals, a superlattice refers to ordered layers of two different photonic 
crystals and represent an additional way of tuning the gaps. 
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Figure Capt ions 
F ig . l The dispersion relation of the lowest five bands for a square array of dielectric 
cylinders of dielectric constant 8.9 in a host medium of unity dielectric constant. 
The angular frequency u is shown in units of 1-Kcja, where c is the speed of 
light and a is the lattice constant. The radius of the cylinder is 0.2a. The first 
Bri l louin zone and the points r，X and M are also shown. 
Fig.2 The lowest two bands for Eq.(3) are shown near the 义-point. The system 
is identical to that considered in Figure 1. The dots are band 1 and band 2 
calculated from plane wave expansions. The solid lines result from a two-band 
k • p model. The wave vector k = {kx, ky) is expressed in units oiir/a, where a 
is the lattice constant. 
Fig.3 Bands 2, 3, 4 and 5 near the r-point are shown. The system is identical to that 
considered in Figure. 1. Symbols are the same as those in Figure 2. 
Fig.4 The lowest four bands near the M-point are shown. The system is identical to 
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A p p e n d i x B 
T h e Coefficients in Eq. (2.22) 
As shown in Fig. 2.2.4, the gap/mid-gap ratio for bands 1 and 2 of Scalar I 
equation is fitted numerically by G(e) \f 二 r + + 巧 (Eq . (2,22)). The 
coefficients r, s and t are tabulated in the following page. 
161 
Appendix F The Coefficients in Eq. (162.15) ！ 76 
f r s t 
0 . 0 2 0.739581 -3.180317 2.481803 
0.03 0.975243 -3.699766 2.778787 
0.04 1.107510 -3.901491 2.825019 
Q-Q5 1.181701 -3.941594 2.754979 
0-10 1.170020 -3.215521 1.825391 
0.15 0.941916 -2.136391 0.797556 
0.20 0.724241 -1.322661 0.114273 
0.25 0.560059 -0.819039 -0.246246 
0.30 0.437829 -0.521483 -0.410528 
0.35 0.342207 -0.343467 -0.470299 
0.40 0.262756 -0.232749 -0.477036 
0.45 0.193348 -0.160511 -0.457316 
0.50 0.130584 -0.111184 -0.424548 
0.55 0.072596 -0.076251 -0.385516 
0.60 0.018274 -0.050789 -0.343731 
Table B .l Fig. 2.2.3 is the plot of the gap / mid-gap ratio for the gap beween 
bands 1 and 2 of Scalar I equation (Eq. (1.4)). The ratio is fitted by G(e) = r + 
S8"1/2 + tE"1 (Eq. (2.22)) for 2.5 < 8 < 10 and 0.02 < / < 0.6 (Fig. 2.2.4). For the 
filling ratios f's considered in the numerical fitting, the coefficients r, s and t are 
tabulated as above. They are also plotted against/in the insert of Fig. 2.2.4b. 
A p p e n d i x C 
Formal i sm of P h o t o n i c k p 
T h e o r y 
To prove the explicit form of the momentum matrix element p t j (Eq. (3.9)), we 
substitute Eq. (3.2) into Eq. (3.1) and obtain 
On the other hand, the substitution of 
E,ko 二 (C.2) 
into the vectorial wave equation (Eq. (3.1)) gives 
+ x - , e(r),ko(r)卜。.（c.3) 
Then we subtract Eq. (C.3) from Eq. (C.l), take an inner product with u*ko(r), 
and integrate over the unit cell vc to obtain 
{ I r � i s X x u7-b-n ( r ) ) 
_ V x / z s x u ^ ( r ) \ l d v + l _ r u;ko(r).[kx (kxu 3 k o( r))]叙 
\ / J vc Jvc /i(r) 
• 1 f <kn(r) • [ko x (ko x ^ko(r))] ^  丄 1, 2 2 u \ n …… 
L — " T w “ d r + — 咏 。 沁 r ° ' ( c . 4 ) 163 
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Here, we have used the notation s 三 k _ k0 and employed 
~ Jvc < k ( r ) . e(r)un/k(r)rfr = 6nn' (C.5) 
to obtain the Kroneckor delta. 
The first term in Eq. (C.4) provides the momentum matrix element 
Pij (Eq. (3.9)) with the first term. Using the vector identity V x (A x B ) = 
( B • V ) A - ( A • V ) B + A (V • B ) - B (V • A ) , we expand the second term in 
Eq. (C.4) 
- U — K D - — ) 蟹 卜 （ C . 6 ) 
The first term in Eq. (C.6) gives the fourth term in the defintion of p^. Using 
another vector identity • (A . B) = A x ( • x B) + B x ( • x A ) + (A . • ) B + 
(B • V ) A , we write the second term in Eq. (C.6) as follows : 
I f urk0(r) . dv vc Jvc u fj,{r) 
二 沿 如 + 徽 ] 
+ EKk„(r)]^Q ^ j dv 
= “ 》 ( • % ) ] 
+ ( e 咍 。 ( 购 ) d r 
=-II 卜 X X 蟹 ) + . • )蟹 h , (C.7) 
which contributes to the second and the third terms in p^-. 
Appendix C 
155 
The terms involving the tensor QLj and the scalar qtj in Eq. (3.11) are 
obtained from the second and third terms in Eq. (C.4) as follows : 
I f [ ^ k 0 W ' [ k x ( k x u 7 k o ( r ) ) ] 办 
”c�v c [ 厂(r) ' 
u/ko(r) ‘ [^ 0 X (kp x u jko(r))]) 
w) 1dr 
1 r u*k (r) f r ， 
= ^ L 十 X 卜 � k � ( r ) ] + k � X [s X u加㈦ 
+s x k0 x u iko(r) } dr 
1 厂 u* (r) 
= ^ L i f e " . ( s [ s . u^ ' k o ( r ) ]—〜 k。 ( r )+ s [k。.〜k。(r)] 
-2u i k o (r) [s . k0] + k0 [s . u i k o(r)]} dr 
+ [s . u;ko(r)| [u,ko(r) . k0] + [k0 . i 4 � ( r ) ] [u,ko(r) . s 
+ [s . u『k。(r)] [ujko(r) . s] — [<ko(r) . u j k o ( r ) ] s2 } dr . (C.8) 
A p p e n d i x D 
T h e Coefficients in Eq. (5.2) 
As shown in Fig. 5.2.3, the k.p integral qn of Scalar I equation is fitted nu-
merically by qu(e) [/ + (Eq. (5.2)). The coefficients r, s and t are 
tabulated in the following page. 
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Appendix F The Coefficients in Eq. (179.15) ！ 76 
f r s t 
0.05 0.149332 2.789320 -2.430392 
Q-1Q 0.031937 2.547451 -1.871130 
Q>15 0.006677 2.217382 -1.387477 
0.20 -0.000324 1.967337 -1.058851 
0.25 -0.002336 1.782247 -0.831036 
0.30 -0.002724 1.641845 -0.666587 
0.35 -0.002543 1.532200 -0.543297 
0.40 -0.002175 1.444130 -0.447603 
0.45 -0.001768 1.371508 -0.370923 
0.50 -0.001383 1.310185 -0.307681 
0.55 -0.001041 1.257256 -0.254115 
0.60 -0.000750 1.210606 -0.207564 
0.65 -0.000514 1.168610 -0.166035 
0.70 -0.000337 1.129979 -0.127973 
0.75 -0.000216 1.093694 -0.092181 
Table D . l Fig. 5.21a(i) is the plot for qn at X of Scalar I equation. qn is fitted 
numerically by qn (e)\f = r + se'1 + te~2 (Eq. (5.2)) for 1.5 < 8 < 10 and 0.05 < f 
< 0.75 (Fig. 5.2.3). The coefficients r，s and t are tabulated as above. 
A p p e n d i x E 
T h e Coefficients in Eq. (5.3) 
As shown in Fig. 5.2.4，the lowest band at X of Scalar I equation is fitted 
numerically by uix(e) \ f =r + s^e+t\ (Eq. (5.3)). The coefficients r, s and t 
are tabulated in the following page. 
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Appendix F The Coefficients in Eq. (169.15) ！ 76 
f r s t 
0.05 0.083201 1.015847 -0.643033 
0.10 0.002251 1.068079 -0.598248 
0.15 -0.017533 1.000527 -0.497696 
0.20 -0.022135 0.925432 -0.409758 
0.25 -0.022021 0.859362 -0.338863 
0.30 -0.020315 0.803581 -0.281906 
0.35 -0.018113 0.756644 -0.235577 
0.40 -0.015839 0.716852 -0.197279 
0.45 -0.013658 0.682731 -0.165081 
0.50 -0.011625 0.653095 -0.137554 
0.55 -0.009748 0.627008 -0.113629 
0.60 -0.008022 0.603759 -0.092525 
0.65 -0.006431 0.582749 -0.073600 
0.70 -0.004952 0.563478 -0.056340 
0.75 -0.003573 0.545571 -0.040359 
Table E. l Fig. 5.2.2a⑴ is the plot for the frequency colx of Scalar I equation. 
co lx is fitted numerically by colx (e) I j： = r + + te"^ - (Eq. (5.3)) for 2 < 8 < 
10 and 0.05 < / < 0.75 (Fig. 5.2.4). The coefficients r, s and t are tabulated as 
above. 
A p p e n d i x F 
T h e Coefficients in Eq. (6.15) 
As shown in Fig. 6.2.8, the tight-binding parameters for bands 1 and 2 of Scalar 
I equation is fitted numerically by r + + ^ (Eq. (6.15)). The coefficients r, 
s and t are tabulated in the following page. 
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Appendix F The Coefficients in Eq. (171.15) ！ 76 
f r s t 
0.05 -0.085335 -0.368032 0.689816 
0.10 -0.055792 -0.054975 0.401859 
0.15 -0.037280 0.078493 0.259394 
0.20 -0.026349 0.144292 0.180344 
0.25 -0.019401 0.180706 0.131535 
0.30 -0.014697 0.202542 0.099032 
0.35 -0.011352 0.216425 0.076171 
0.40 -0.008879 0.225671 0.059405 
0.45 -0.006997 0.232062 0.046706 
0.50 -0.005524 0.236633 0.036820 
0.55 -0.004350 0.239994 0.028957 
0.60 -0.003396 0.242520 0.022585 
Table F . l The tight-binding parameter of Scalar I equation is plotted against £ 
and / in Fig. 6.2.7a(i). It is fitted numerically by r + se “1/2 + te “1 (Eq. (6.15)) 
for 2.5 < 8 < 14 and 0.05 < / < 0.6 (Fig. 6.2.8a(i)). The coefficients r, s and t are 
tabulated as above. 
Appendix F The Coefficients in Eq. (184.15) ！ 76 
f r s t 
0.05 0.018365 0.047909 -0.135244 
0.10 0.009544 -0.020220 -0.065855 
Q.15 0.005672 -0.042422 -0.038370 
0.20 0.003668 -0.051728 -0.024577 
0-25 0.002487 -0.056257 -0.016580 
0.30 0.001730 -0.058699 -0.011498 
0.35 0.001223 -0.060069 -0.008105 
0.40 0.000864 -0.060919 -0.005716 
0.45 0.000604 -0.061463 -0.004002 
0.50 0.000421 -0.061797 -0.002785 
0.55 0.000287 -0.062031 -0.001899 
0.60 0.000191 -0.062196 -0.001261 
Table F.2 The tight-binding parameter Ji of Scalar I equation is plotted against 8 
and/ in Fig. 6.2.7b(i). It is fitted numerically by r + se “1 /2 + t£ “1 (Eq. (6.15)) 
for 2.5 < 8 < 14 and 0.05 < / < 0.6 (Fig. 6.2.8b(i)). The coefficients r, s and t are 
tabulated as above. 
Appendix F The Coefficients in Eq. (185.15) ！ 76 
f r s t 
0-05 0.002968 0.044096 -0.037207 
0.10 0.004405 0.033970 -0.034614 
0.15 0.003648 0.022799 -0.026480 
0.20 0.002918 0.015646 -0.020501 
0.25 0.002364 0.011091 -0.016311 
0.30 0.001942 0.008054 -0.013252 
0.35 0.001618 0.005976 -0.010950 
0.40 0.001355 0.004492 -0.009128 
0.45 0.001141 0.003429 -0.007658 
0.50 0.000959 0.002633 -0.006414 
0.55 0.000799 0.002027 -0.005335 
0.60 0.000657 0.001558 -0.004378 
Table F.3 The tight-binding parameter of Scalar I equation is plotted against 8 
and/ in Fig. 6.2.7c(i). It is fitted numerically by r + SE “1 /2 + ts “1 (Eq. (6.15)) 
for 2.5 < 8 < 14 and 0.05 < / < 0.6 (Fig. 6.2.8c(i)). The coefficients r, s and t are 
tabulated as above. 
Appendix F The Coefficients in Eq. (186.15) ！ 76 
f r s t 
Q-Q5 0.138175 -0.330915 0.683146 
0.10 -0.009608 -0.675164 1.084956 
0.15 -0.129613 -0.929183 1.403682 
0.20 -0.190029 -0.886702 1.454631 
0.25 -0.151793 -0.436128 1.097243 
0-30 -0.105753 -0.068131 0.767685 
0.35 -0.084951 0.084625 0.604025 
0.40 -0.068245 0.194984 0.478136 
0.45 -0.054898 0.275433 0.380336 
0.50 -0.044187 0.334654 0.303402 
0.55 -0.035529 0.378573 0.242139 
0.60 -0.028456 0.411377 0.192707 
Table F.4 The tight-binding parameter a2 of Scalar I equation is plotted against 8 
and/ in Fig. 6.2.7a(ii). It is fitted numerically by r + se “1/2 + te “1 (Eq. (6.15)) 
for 2.5 < 8 < 14 and 0.05 < / < 0.6 (Fig. 6.2.8a(ii)). The coefficients rys and t are 
tabulated as above. 
Appendix F The Coefficients in Eq. (175.15) ！ 76 
f r s t 
Q.05 -0.037147 0.099672 0.051400 
Q.10 0.033707 0.302063 -0.202935 
Q.13 0.014719 0.114699 -0.060533 
0-20 -0.016124 -0.029080 0.083024 
0.25 -0.008086 0.045203 0.031702 
0.30 0.002886 0.112275 -0.025606 
0.35 0.002708 0.101968 -0.022112 
0.40 0.002308 0.093339 -0.018119 
0.45 0.001850 0.086347 -0.014245 
0.50 0.001389 0.080670 -0.010631 
0.55 0.000956 0.076096 -0.007369 
0.60 0.000556 0.072377 -0.004439 
Table F.5 The tight-binding parameter y2 of Scalar I equation is plotted against e 
and/ in Fig. 6.2.7b(ii). It is fitted numerically by r + se “1/2 + te (Eq. (6.15)) 
for 2.5 < £ < 14 and 0.05 < / < 0 . 6 (Fig. 6.2.8b(ii)). The coefficients r, s and t are 
tabulated as above. 
Appendix F The Coefficients in Eq. (6.15) ！ 76 
f r s t 
0.05 -0.015185 -0.043109 0.126551 
0.10 -0.015037 -0.017280 0.100407 
0-15 -0.017342 -0.026235 0.104500 
0.20 -0.022342 -0.031331 0.113965 
0.25 -0.011769 0.040069 0.052420 ！ 
0.30 -0.002643 0.088957 0.004860 I 
0.35 -0.000749 0.089842 -0.003217 
0.40 0.000148 0.087259 -0.006384 
0.45 0.000541 0.083582 -0.007213 
0.50 0.000675 0.079805 -0.006940 
0.55 0.000681 0.076327 -0.006187 
0.60 0.000621 0.073277 -0.005261 
Table F.6 The tight-binding parameter 52 of Scalar I equation is plotted against £ 
and / i n Fig. 6.2.7c(ii). It is fitted numerically by r + se 八丨1 + te 一1 (Eq. (6.15)) 
for 2.5 < 8 < 14 and 0.05 < / < 0.6 (Fig. 6.2.8c(ii)). The coefficients ry s and t are 
tabulated as above. 
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