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Abstract
This thesis is concerned with the interplay between electrical current and vi-
brational and plasmonic excitations. The development of nano-scale devices for
electronics relies on the ability to identify individual atoms and molecules as
well as their geometry and electronic structure. In this thesis we show how
measuring the noise can give information about the quantum nature of the
device and relate the high frequency noise to light-emission. A ﬁrst principle
method is presented for calculating the light-emission and is utilized to calcu-
late the light-emission from two STM experiments: An adatom on a Ag(111)
surface and a C60 molecule on a Cu(111) surface. The calculated photon yield
is found to agree with experiments for photons with energies below the applied
bias (~ω < eV ). Inelastic electron tunneling spectroscopy(IETS) serves as a
powerful tool for non-destructive characterization. A new fast method for cal-
culating the energy dependent IETS signal is presented, and applied to a
one-level model revealing how a symmetric system can give rise to peak-dip
features in the IETS. The new method is used to explain the IETS signal ob-
tained for a 1,4-benzene-dithiol(BDT) molecule in a symmetric gold junction
as a function of gate voltage. Gating molecules in 3D metal junctions is diﬃcult
due to screening eﬀects. On the other hand, graphene devices are routinely
gated. Thus, we study the IETS signal from gated graphene nanoribbons
(GNR). We study pristine GNRs with both zigzag and armchair chirality, and
related the IETS signal to the phononic band structure. For the spin-polarized
zigzag GNRs the role of the spin-polarization is investigated, revealing IETS
as an indirect measurement of spin-polarization. Further, the role of impuri-
ties is explored, revealing the possibility of detecting defects in the hydrogen
passivisation by IETS. Lastly a preliminary study of the heating due to the
electrical current is described, investigating the eﬀect of the deterministic
current-induced forces, treated within the framework of the semi-classical
ii
generalized Langevin equation(SGLE). For a pristine zigzag ribbon the de-
terministic current-induced forces is seen to give rise to runaway modes. For an
armchair ribbon with partly dehydrogenated edges the deterministic current-
induced forces is seen to break the symmetry and increase the excess heating.
Summary (Danish)
Denne afhandling omhandler samspillet mellem elektrisk strøm og vibrationelle
og plasmoniske excitationer. Udviklingen af nano-skala-enheder til elektronik er
afhængig af evnen til at identiﬁcere de enkelte atomer og molekyler samt deres
geometri og elektroniske struktur. I denne afhandling viser vi, hvordan måling
af den elektroniske støj kan give oplysninger om kvante karakteren af systemet,
og vi relatere den højfrekvente støj til lys-emission. Vi præsenterer en meto-
de, baseret på tætheds-functional teori (DFT), til beregning af lys-emission.
Vi anvender metoden til beregning af lys-emissionen fra to STM eksperimenter:
Et adatom på en Ag(111) overﬂade og et C60 molekyle på en Cu(111) over-
ﬂade. Det beregnede foton udbytte er i overensstemmelse med eksperimenter
for fotoner med energier under den anvendte bias (~ω < eV ). Uelastisk elek-
tron tunneling spektroskopi (IETS) er et eﬀektivt redskab til ikke destruktiv
karakterisering. En ny hurtig metode til beregning af det energi afhængige
IETS signal præsenteres. Den nye metode anvendes på en et-niveau model. Et-
niveau modellen forklarer, hvordan et symmetrisk systemet kan give anledning
til positiv-negativ signaler i IETS. Endvidere anvendes den nye metode til at
forklare IETS signalet opnået for et 1,4-benzene-dithiol(BDT) molekyle i en
symmetrisk atomar guld kontakt som en funktion af gate spænding. Gating af
molekyler i 3D metal kontakter er vanskelig på grund af screening eﬀekter. Der-
imod er graphene systemer rutinemæssigt gated. Således har vi studerer IETS
signalet fra gated graphene nanoribbons (GNR). Vi studerer rene GNRs med
både zigzag og armchair chiralitet og fortolker IETS signalet ved hjælp af den
vibrationelle bånd struktur. Vi undersøger eﬀekten af spin-polarisering for det
rene zigzag GNR, og vi viser hvordan IETS kan bruges som en indirekte måling
af spin-polarisering. Endvidere udforsker vi eﬀekten af defekter, og viser hvor-
dan defekter i brint passivisationen kan detekteres vedhjælp af IETS. Til sidst
iv
præsenteres de indledende undersøgelse af opvarmning forsaget af den elektri-
ske strøm. Vi undersøger eﬀekten af de deterministiske strøm inducerede
kræfter inden for rammerne af den semi-klassiske generaliserede Lange-
vin ligning (SGLE). For et rent zigzag GNR giver de deterministiske strøm
inducerede kræfter anledning til ustabile vibrationer. For et armchair GNR med
delvis dehydrogenerede kanter bryder de deterministiske strøm inducerede kræf-
ter symmetrien, hvilket resultere i en øget opvarmning.
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Chapter 1
Introduction
The memory card of my ﬁrst digital camera, purchased in 2003, could store 16
MB while my current phone can hold 1000 times as much information; illustrat-
ing the exponential growth which most technology obey, but maybe best known
from Moore's law stating that the exponential decline in the price per transistor
or said with an other focus by his Intel colleague David House that integrated
circuits would double in performance every 18 months[82].
Contrary to the laws of thermal and quantum physics Moore's law is not a law
of nature, and in a not that distant future, heat dispersion and leakage will
ﬂatten the growth out.
At the end of 2014 Intel launched their new processor called the Core M, enter-
ing the 14 nm regime. Comparing to the lattice constant of unstrained silicon
of 0.543 nm implies that less than thirty atoms would span the channel length,
leading to substantial leakage. Thus, the silicon industry has already gone
nano, necessitating the replacement, on the theoretical side, of an traditional
statistical view, as the use of the Boltzmann equation, by an "ab initio" de-
scription such as Density functional theory(DFT) and noneequilibrium Green's
functions(NEGF). The use of an "ab initio" description in the silicon indus-
try have paved the way for the Danish company QuantumWise developing and
selling commercial software based on DFT and NEGF.
2 Introduction
The silicon industry have matured through several decades and reﬁned and re-
newed itself, investing billions of dollars in research[1]. Thus, in any foreseeable
future silicon based integrated circuits will maintain the position as the funda-
mental building block in our electronics, pushing the limits of size, price, and
power consumption. However, to enable this evolution the fundamental question
arise: are a few atoms of silicon still silicon? Thus, a fundamental understanding
of the electron transport on the nanoscale is needed.
An alternative to the top down approach of modifying bulk silicon wafers by
photo-lithography is to consider a bottom up approach such as self assembled
molecular transistors. Molecules can be chemical synthesized in large quantities,
at a low cost, with tailored electronic properties, and since only a few electrons
needs to take part in the process, the power consumption is low. However the
switching speeds are expected to be slow due to low transmission probability
through contacts and interconnects, and due to charging eﬀects[19]
Bridging lithographic techniques and chemical synthesis, nano-structured graphene
has been the center of much attention in the last years as the basis of a new
generation of electronics[98], and devices based on nanostructured graphene
have been put forward. The most generic form of nanostructured graphene is
graphene nanoribbons (GNR),[24] and other structures, such as graphene anti-
dot lattices[93, 6], can be viewed as networks of them. GNRs are potential can-
didates for molecular wires with tailored conductance properties. For graphene-
based nanostructures the edges and their passivation, as well as defects inside
the structure, can play crucial roles for the transport properties,[130] and it is
thus of interest to characterize these in well-controlled experiments compared
to theory.
1.0.0.1 Information hidden in the current
The development of atomic-scale devices for nanoelectronics relies on the ability
to identify individual atoms and molecules as well as their geometry and elec-
tronic structure. However, since the minimum size of a photon visible to the
human eye is about 400 nm, other means are necessary to visualizing and gain
information. Raman spectroscopy[27] can give information about large areas of
the sample but does not yield local information and the importance for trans-
port. For molecules on an conducting substrate scanning tunneling microscope
(STM) can give information with an lateral resolution of 0.1 nm, as exempliﬁed
in Fig. 1.1 (a). However, if the molecule/nanostructure is utilized in a device ex-
ternal spectroscopic methods can be diﬃcult to preform, especially if the device
is sealed of by a top gate or a protecting insulating layer. In some instances the
molecule can be investigated before the device fabrication, but the fabrication
3(a) (b)
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Figure 1.1: (Adopted from G. Reecht et al.[99]) (a) STM image (9.0×10.8 nm2,
I = 2 nA, V = 0.1 V) of a polythiophene wire (inset) polymerized on a
Au(111) sample. (b) Normalized conductance G/G0 vs tip-sample dis-
tance z for a polythiophene wire suspended in the junction for diﬀerent
voltages. The black curve corresponds to the initial approach of the
clean STM tip to a wire extremity. The point of contact deﬁnes the
origin of the abscissa. (c) Conductance dI/dV spectra (lines) acquired
at diﬀerent tip-sample distances and inverse decay length β (circles) as
a function of V , for a given suspended wire. The spectra acquired at
z = 4 nm and z = 3 nm are oﬀset by 3 and 6 nS, respectively. (d) Light
emission eﬃciency (squares) as a function of V . (e) Artistic view of a
ﬂuorescent polythiophene junction.
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Figure 1.2: Adopted from Y. Kim et al.[57] (a) Schematic illustration of MCBJ
system and scanning electron micrograph image of a sample with a
scheme of a MJ. (b) Histograms of Au (black) and Pt (red) junctions,
repeated 2000 and 300 times, respectively. Inset: Representative con-
ductance traces. (c) IETS (black) of HDT connected with Au and
Pt. For negative polarity, the sign of d2I/dV 2 has been inverted for
better illustration. The red lines are obtained by the simple formula
(y = [f(x)− f(−x)] /2) which applies for the symmetrization of point-
symmetric functions.
method itself can alter the molecule.
Fortunately, information can be obtained just by measuring the current through
the device, carefully. Besides the I-V characteristic itself and diﬀerential con-
ductance, giving information about the total electronic transmission, measuring
the time correlation in the current i. e. the electronic noise, can give information
of how many transmission channels are involved, and thus the quantum nature
of the device.
Further, measured ﬁnite frequency noise can be correlated to the light emission[110,
107]. Understanding the luminescence of a single molecule between metallic elec-
trodes is an important step towards molecular optoelectronics[32]. Experimen-
tally electroluminescence can be investigated in an STM setup as exempliﬁed
in Fig. 1.1 were G. Reecht et al.[99] reported the light emission from a Poly-
thiophene molecular wire suspended between a Au(111) surface and a STM
tip. The emitted light can both originate from excitations of surface plasmons
or from LUMO-HOMO transition in the molecule. N. L. Schneider et al.[107]
have shown how DFT in combination with NEGF calculations can help to un-
derstand the origin of the light and the dependence on the bias-polarity and
non-equilibrium state of the system.
The correlation between ﬁnite frequency noise and light is due to the inelastic
tunneling of the electrons by interacting with surface plasmons. The electrons
can also tunnel inelastically by emitting or absorbing an vibrational quantum
i. e. a phonon in the device. Scattering on an atomic vibration can either
5open or close a transport channel and thereby raise or lower the diﬀerential
conductance, thus giving rise to dips or peaks in the second derivative of the
current with respect to the voltage. Measuring the second derivative of the
current is also known as inelastic electron tunneling spectroscopy (IETS). The
IETS signal gives a ﬁngerprint of the vibrational modes of the system and can
be used to investigate the contact geometry and molecular conformation as
exempliﬁed in Fig. 1.2, adopted from Y. Kim et al.[57], where the eﬀect of
strain on the contact geometry and molecular conformation is investigated for
a 1,6-hexanedithiol in an Au and Pt break junction. Thus IETS serves as a
way of performing non-destructive characterization yielding vibrational/phonon
ﬁngerprints of the atomic structure.
1.0.0.2 Dynamics
The IETS signal is due to the coupling between the current and vibrations.
When the electrons scatter on an phonon, energy is transferred between the
electrons and phonons. The heating due to random scattering with electrons is
called Joule heating. Joule heating is an non-equilibrium eﬀect, and are thought
to be the activation mechanism for electromigration. Scaling down our electronic
devices while keeping the voltage constant results in an increased current density
which enhances the Joule heating and electromigration in the device, potentially
leading to contact disrupture and thereby malfunction.
Thus, understanding of the mechanism behind heating on the nano-scale is an
important issue in nano-scale electronics. While Joule heating is a random pro-
cess, alternative deterministic current induced forces have been suggested as an
alternative/addition to Joule heating responsible for the heating on the nano-
scale. The deterministic force have four contributions: The non-conservative
"wind" force (NC), a Lorentz-type force originating in the quantum-mechanical
Berry phase (BP), the electronic friction force due to electron hole-pair excita-
tions, and ﬁnally the renormalization force (RN) which acts as correction to the
conﬁning potential[23, 73, 11, 74]. The deterministic nature of the forces can in
principle be utilized to make molecular scaled devices. Dundas et al.[23] have
suggested how the NC force can be used to drive an molecular motor. However,
a maybe more imminent/simple question is understanding the mechanisms be-
hind the breaking of an metallic-chain[115]. If the nuclei preforms a closed loop
through regions of varying current density, the NC force can continuously pump
energy into the system increasing the kinetic energy of the nuclei leading to
"runaway modes"[74]. Runaway modes can also be obtained through the non-
equilibrium part of the electronic friction, which can turn positive if the proba-
bility of exiting an phonon exceeds the probability of absorbing a phonon[78, 39].
Experimentally, the coupling between the current and vibrations have been used
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to make small devices as illustrated by C. Schirm et al.[105] in their report of a
current-driven single atom memory. In the experiment they were able to switch
between two stable atomic conﬁguration in a aluminum break junction, by pass-
ing a high current. The resulting two distinct values of the conductance, are
seen in Fig. 1.3. Afterwards the stored information/conductance could be read
by passing a small current.
Thus, understanding the interplay between phonons and current can both be
used for spectroscopic purposes, and for making more robust devices minimizing
the heat generation or as the underling principle behind atomic size "mechani-
cal" devices.
7Figure 1.3: (Adopted from C. Schirm et al.[105]) Creation of a bistable atomic
switch. a, Representative scanning electron microscope image (in false
colours) of a break-junction sample. b, Principle of the break-junction
set-up. A lithographically deﬁned suspended nanobridge on a ﬂexible
substrate is elongated by bending the substrate in a three-point bending
mechanism. The magniﬁcation represents an artist's view of the atomic
arrangement when the nanobridge is stretched such that it forms a
single-atom contact. c, Conductance of a break-junction structure made
from aluminium as a function of time when applying the control current
given in d. Inset: conductance versus control current for the bistable
part. d, Control current applied for creating atomic rearrangements as
a function of time. e, Examples of several bistable junctions plotted as
a function of control current
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1.1 Outline of the Thesis
The remaining of the thesis is organized as follows (with related papers in paren-
theses)
• In Chap. 2: We describe the basic methods and theoretical framework
which will be used through out the rest of the thesis. We describe brieﬂy
the framework of density functional theory(DFT) and non-equilibrium
Greens function (NEGF) theory of quantum transport for phonons and
electrons.
• In Chap. 3(Paper1): We investigate the interplay between ﬁnite frequency
noise and light emission. A ﬁrst principle method is presented for cal-
culating the light-emission and is utilized to calculate the light-emission
from two STM experiments: An adatom on a Ag(111) surface[110] and a
C60 on a Cu(111) surface[107]. The calculated photon yield is found to
agree with experiments for photons with energies below the applied bias
(~ω < eV ).
• In Chap. 4(Paper2): A new fast method for calculating the energy depen-
dent Inelastic electron tunneling spectroscopy(IETS) signal is presented,
and applied to a one-level model revealing how a symmetric system can
give rise to peak-dip features in the IETS. The new method is used to
explain the IETS signal obtained for a BDT molecule in a symmetric gold
junction[118] as a function of gate voltage.
• In Chap. 5(Paper3): We shortly review the lifting experiments by Koch
et al.,[59] and the investigation of the vibrational structure of graphene
nano-ribbons investigated in the Doktorarbeit of M. Koch [58]. Then
the lifting experiment is modeled in a simpliﬁed manner as a gold-chain
AGNR junction. Followed, by a more thorough treatment of the IETS
originating from the bulk GNRs. The results for pristine AGNR and
ZGNR are presented and discussed comparing transport and IETS with
their phononic band structures. Then we turn to the defected systems
where we consider examples of defects in the passivation, atomic structure,
or by the presence of adatoms.
• In Chap. 6(Paper4) We presents the preliminary study of the heating
due to the electrical current, investigating the eﬀect of the determin-
istic current-induced forces, treated within the framework of the semi-
classical generalized Langevin equation(SGLE). For a pristine zigzag rib-
bon the non-conservative and Berry forces is seen to give rise to runaway
1.1 Outline of the Thesis 9
modes. For an armchair ribbon with partly dehydrogenated edges the non-
conservative and Berry forces is seen to break the symmetry and increase
the excess heating.
• In Chap. 7: We evaluate the progress made in the thesis and summarize
the main results. Furthermore, we discuss some possible next steps to take
in the future.
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Chapter 2
Method
To explain or predict the outcome of experiments a good fundamental theory is
needed. Thus, this chapter describes the basic methods and theoretical frame-
work which will be used through out the rest of the thesis. We take an atomistic
approach, describing the system at hand from the viewpoint of individual atoms.
2.1 Dynamics of electrons and nuclei
The general problem of solving a many body quantum mechanical system con-
sisting of N particles amounts to solving 3 · N coupled diﬀerential equations.
Considering a solid-state system consisting of N ions and n electrons the Hamil-
tonian describing the system can easily be written as:
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H = −
N∑
I=1
~2
2MI
∇I︸ ︷︷ ︸
Tn
−
n∑
i=1
~2
2me
∇i︸ ︷︷ ︸
Te
+
e2
2
N∑
I=1
N∑
J=1
ZIZJ
|RI − RJ |︸ ︷︷ ︸
Vnn
+
e2
2
n∑
i=1
n∑
j=1
1
|ri − rJ |︸ ︷︷ ︸
Uee
−e
2
2
N∑
I=1
n∑
j=1
ZI
|RI − rj |︸ ︷︷ ︸
Ven
.
(2.1)
where R is a set of N nuclear coordinates, r is a set of n electronic coordinates,
MI is the nuclear mass, me is the mass of the electron and ZI is nuclear charge.
The Hamiltonian above then give rise to the time independent Scrödinger equa-
tion
HΨ(R, r) = EΨ(R, r) (2.2)
However, solving the Schrödinger equation in Eq. (2.2) is non trivial and can only
be solved analytically for a very limited number of systems. A direct numerical
solution, is out of reach for most relevant systems, due to the unrealistic amount
of memory space necessary to store the state vectors.
2.1.1 The Born Oppenheimer Approximation
The ﬁrst step, to reduce the number of coupled diﬀerential equations, is to
realize that the ions are much heavier than the electrons, a single nuclei is
about 2000 times heavier than a single electron. Thus, in a classical picture, the
electrons move much faster than the ions. Hence, from an electron's point of
view the electron moves in the background of a frozen ionic conﬁguration. Thus
motivating the following assumption:
When "the ions follow their dynamics the electrons instantaneously adjust their
wave function according to the nuclear wavefunction" [60] and furthermore do
not undergo transitions between stationary states; this is also known as the
Born Oppenheimer Approximation[12].
The consequence of the Born Oppenheimer approximation is that the electronic
and ionic degrees of freedom can be separated resulting in:
Hχ(R)ψ(r;R) = Eχ(R)ψ(r;R) (2.3)
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Where ψ(r;R) only depend parametrically on R and is an eigenfunction of the
electronic part of the Hamiltonian (Te +Uee +Ven)ψ(r;R) = Eeψ(r;R). Similar
χ(R) is an eigenfunction of the nuclear part of the Hamiltonian Hn = Tn+Vnn.
Separating the Hamiltonian in an electronic and nuclear part leads to the fol-
lowing wave-equation for the nuclei:
(Hn + Ee(R))χ(R) = Eχ(R). (2.4)
Ee(R) is the electronic energy which acts as a potential energy for the nuclei,
as seen from Eq. (2.4). Neglecting the nuclei kinetic energy1 and treating the
nuclei as classical particles, i. e. treating Vnn as a classical Coulomb interaction,
gives a classical equation for the motion of the nuclei:
−
(
∂
∂R
(Vnn(R) + Ee(R))
)
= Ma. (2.5)
Thus the ﬁrst step is to ﬁnd the energy surface Ee(R) if one wishes to ﬁnd the
equilibrium positions of the nuclei.
2.1.2 The Hohenberg-Kohn Theorem
The objective is now to ﬁnd the potential energy surface (Ee(R)) of the sys-
tem. However, we have still not circumvented the obstacle of solving 3n coupled
diﬀerential equations. Walter Kohn and Pierre Hohenberg overcame this obsta-
cle by identifying the electron density(ρ) as the essential quantity [61, 80], and
thereby reducing the dimension of the problem from 3n to only 3 dimensions.
The 1. Hohenberg-Kohn theorem states that: "the external potential is unequiv-
ocally determined by the electronic density, besides a trivial additive constant".
Furthermore since ρ(r) determines vext it also determins the ground state wave
function[47, 60]. This leads to the second part of the Hohenberg-Kohn theorem,
which states that: the energy of the system can be expressed as a functional of
the density,
Ev [ρ] = F [ρ] +
∫
ρ(r)vext(r)dr, (2.6)
1The kinetic energy scales like 1
m
, when comparing electronic and nuclei kinetic energy,
under the assumption that the electronic and nuclei momentum have the same magnitude;
this assumption can be justiﬁed by considering a molecule, the molecule consists of nuclei and
electrons. Both the electrons and nuclei are conﬁnd to the molecule; thus if one think of the
molecule as a box and ignores all interactions they will have the same momentum.
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where F [ρ] = 〈φ [ρ] |T + Uee|φ [ρ]〉 and φ [ρ] is the ground state of the potential
which has ρ as its ground state density. Thus the groundstate energy can be
found by minimising the above functional. However, ﬁnding an expression for
the functional F [ρ] in Eq. (2.6) is nontrivial. The electron-electron interaction
part of F [ρ] can be divided into three part of decreasing contribution to the
total energy: The largest contribution is the classical electrostatic energy which
functional form is known exactly; the second contribution, the exchange term,
originates from the fermionic nature, the Pauli principle, of the electrons and
can be calculated exact; however, for computational reasons this term is often
approximated; the last term consist of the energy missed by the two others
when neglecting the true many body nature of the electronic wavefunction and
is called the correlation term. the correlation term is unknown and has to be
approximated. Often the exchange and correlation terms are collected in a single
term EXC [ρ] called the exchange correlation term[60].
2.1.3 The Kohn-Sham equations
Besides ﬁnding and appropriate approximation for EXC [ρ] the remaining obsta-
cle is the kinetic energy T = 〈φ [ρ] |T |φ [ρ]〉, because no functional dependence
on the electron density is known. However, the kinetic energy can be found for
a system of non-interacting particles. Thus the idea of Kohn and Sham was to
consider a system of non-interacting electrons exposed to an external potential
that reproduced the same electronic density, and thus the same ground state
energy, as the interacting system; and then calculate the kinetic energy for the
non-interacting system instead. Thus consider a reference system of N non-
interacting particles described by the Hamiltonian and associated Schrödinger
equation:
Href =
N∑
i=1
[
− ~
2
2m
∇2i + vref (ri)
]
and Hrefϕi(r) = i(r)ϕi(r) (2.7)
The question now is: how should the reference potential, vref (ri), look to ensure
that ρref = ρ.
By minimizinge the energy functionals, under the constraint that the density
integrates to N particles, both for the interacting and non-interacting systems
the answer turns out to be:
vref (ri) = vext(r) +
∫
ρ(r′)
|r − r′|dr
′ +
δEXC [ρ]
δρ
(2.8)
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This leads to the Kohn-Sham equation[60]:{
− ~
2m
∇2 + vext(r)
∫
ρ(r')
|r− r'|dr
′ +
δEXC [ρ]
δρ
}
ϕi(r) = i(r)ϕi(r) (2.9)
where ϕi(r) are the so called Kohn-Sham orbitals. The electron density ρ en-
tering Eq. (2.8) is calculated from:
ρ(r) =
N∑
i
nifϕi(r)ϕ
∗
i (r), (2.10)
where nif is the fermi-function and is included to ensure that only occupied
orbitals are taking into account. Thus the Kohn-Sham equation has to be solved
self-consistently. Note that the kinetic energy derived from the non-interacting
system is not the exact kinetic energy because of the fact that the true many-
body wave function is not a Slater determinant; the diﬀerence T [ρ] − Tref [ρ]
are absorbed into the exchange correlation functional. Thus the Kohn-Sham
functional becomes:
Eks [ρ] = Tref [ρ] +
∫
ρ(r)vext(r)dr +
1
2
∫∫
ρ(r)ρ(r')
|r− r'| drdr
′ + EXC [ρ] (2.11)
where now EXC [ρ] consists of an exchange part originating from the electron-
electron interaction and a correlation part which has contributions both from
the electron-electron interaction and the kinetic energy.
2.1.3.1 The SIESTA implementation
To solve Eq. (2.9) a speciﬁc boundary condition and exchange-correlation have
to be chosen. In this thesis the academic code SIESTA is used[116]. In SIESTA
the boundary conditions of Eq. (2.9) are chosen to be periodic in all directions.
SIESTA oﬀers a range of choices for the exhange-correlation functional, however
in this thesis only the Perdew-Burke-Ernzerhof(PBE)[94] parametrization of the
generalized gradient approximation (GGA) is used.
Furthermore, the Kohn-Sham orbitals needs to be expanded in a speciﬁc basis
set. The quality of the basis set inﬂuence the accuracy of the DFT calculation;
by choosing an inﬁnity amount of plane waves this can be avoided, however in
reality a ﬁnite basis is chosen. SIESTA uses a linear combination of atomic
orbitals (LCAO). Because the basis is atom-centered the memory and cpu-time
used on describing the vacuum is reduced. However, the basis of atomic or-
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bitals are non orthogonal, thus Eq. (2.9) is replaced by a generalized eigenvalue
problem:
{
− ~
2m
∇2 + vext(r)
∫
ρ(r′)
|r− r′|dr
′ +
δEXC [ρ]
δρ
}
ϕk(ri) = iSϕk(r), (2.12)
where S =
∑
i,j 〈ϕi| ϕj〉 is the overlap matrix; and ϕk∈[{i,lmn}](r) = φi,nl(ri)Ylm(ri)
are the the atomic orbitals, for atom number i at position Ri. φi,nl(ri) is the
radial component, labeled by atom (i), principal quantum number (n) and az-
imuthal quantum number (l); and Ylm(ri) is the angular component, labeled
by the magnetic quantum number (m). The position are relative to the atomic
position (ri = r−Ri).
To further improve the basis set a "multiple-ζ" basis can be applied. In a
"multiple-ζ" basis there are multiple orbitals, with the same quantum numbers
n, l and m, but with diﬀerent radial dependence, per atom.
The atomic orbitals are chosen to be conﬁned inside a radius R, which can be
chosen individually for the atomic orbitals. The conﬁnement ensures a sparse
Hamiltonian and overlap matrix. Finally the density and some of the Hamilto-
nian matrix elements are calculated on a real-space grid. The resolution of the
grid is described by an energy "grid cutoﬀ". Lastly, only the chemically active
orbitals are taking into account; the core electrons are, instead described by a
norm-conserving pseudo-potential[40, 125].
2.2 Transport and NEGF
The true many-body wave function is not the Slater determinant of Kohn-
Sham orbitals, obtained above[60], however they have proven themselves as
a reasonable approximation for ab-initio quantum transport[92, 135], thus in
this thesis the Kohn-Sham orbitals are used as a mean ﬁeld approximation
for the states of the system. However, DFT calculations based on the LDA
or the PBE EX-functional are known to underestimate the gap between va-
lence and conduction band and the HOMO-LUMO separation, especially for
poorly conducting molecules. More accurate results can be achieved with more
advanced methods like time dependent DFT, the GW method or the Kubo
formula[20, 21, 63, 122, 123]. But, the advanced methods are often considerable
more time consuming and limited in system size. If the shape of the bands are
well described with ordinary DFT good results can be achieved by the use of an
scissor operator[53, 34].
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The single particle nature of the Kohn-Sham orbitals opens op for the use of the
unperturbed retarded single particle Green's function, as the central building
block. The unperturbed retarded single particle Green's function is deﬁned as:
G0,r() ≡ [(+ iη)S −H]−1 . (2.13)
Because of the local basis used in SIESTA the electronic Hamiltonian H and
overlap matrix S can be partitioned into a central device(D), a left(L) and a
right (R) region, respectably, as in Fig. 2.1. To perform a transport calculation
the central device region has to be chosen large enough that there is no direct
overlap between the left and right part of the system. Furthermore, removing
the periodic boundary conditions in the transport direction give rise to the
following Hamiltonian and overlap matrix:
H =
 HL HLD 0HDL HD HDR
0 HRD HR
 (2.14)
S =
 SL SLD 0SDL SD SDR
0 SRD SR
 (2.15)
The retarded Green's function down folded to the device region then becomes
G0,rD () = [(+ iη)SD −HD −ΣrL()−ΣrR()]−1 , (2.16)
where ΣL/R is the left/right self-energy, originating from the coupling to the
half inﬁnite left/right electrode, see Fig. 2.1(c). The self-energies are obtained,
from the surface Green's functions (grL/R) of the electrodes. The surface Green's
function can be obtained by a recursive method[103]. Having obtained grL/R the
self-energy is given by:
Σrα() = (HDα − SDα) grα() (HαD − SαD) (2.17)
In this thesis the self-energy above are obtained using the academic code TRANSIESTA[13].
Further, if an external bias voltage V is applied TRANSIESTA fully treats the
potential drop between the semi-inﬁnite leads within the self-consistent proce-
dure taking into account charging and polarization eﬀects.
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Figure 2.1: Three steps in making a Transport calculation. (a) Generic system
setup for a SIESTA calculation. The system is periodic in all
directions. The Dynamical matrix can be calculated for a subset of
the system, denoted Dynamic Atoms. The coupling between the
dynamical and electronic degrees of freedom, can be calculated
in a ﬁnite Device region. Additional atom layers can be added,
either to enforce periodicity or to ensure a better representation of
bulk electrodes. (b) An independent SIESTA calculation is made
for the electrodes. (c) In the TRANSIESTA scheme the device
region are coupled to semi-inﬁnite electrodes via self-energies, thus
removing the periodicity along the transport direction.
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2.2.1 The Current
In a real experiment the most common observable is the electronic current.
The current is calculated by the Meir-Wingreen expression[42, 81], allowing for
possible interactions in the device region. Thus, in lead α the current is given
by:
Iα =2e〈 ˙ˆNα〉 = −2e~
∫ ∞
−∞
d
2pi
Tα, (2.18)
Tα() ≡Tr
[
Σ<α ()G
>
D()−Σ>α ()G<D()
]
. (2.19)
Here 〈 ˙ˆNα〉 is the expectation value of the electronic particle number operator
of lead α, G≶D() the full lesser/greater Green's function in the device region,
including all relevant interactions, and Σ≶α () the lesser/greater self-energy rep-
resenting the rate of electrons scattering into/out of the states in the device
region (D). Assuming the leads to be unaﬀected by the non-equilibrium condi-
tions in the device region the self-energies can be written as[42]:
Σ<α () = inF (− µα)Γα() (2.20)
Σ>α () = −i(1− nF (− µα))Γα(), (2.21)
where nF (− µα) = 1/
(
exp( −µαkbT ) + 1
)
is the Fermi-funciton, µα the chemical
potential of lead α and,
Γα() = i(Σ
r
α()−Σr†α ()) (2.22)
is the broadening of the states inside the device region D due to the coupling to
lead α.
The relation between the full Green's functions and the unperturbed is given by
Dyson and Keldysh equations[42, 28]:
Gr() = Gr0() + G
r
0()Σ
r
int()G
r() (2.23)
G<() = Gr()[Σ<L () + Σ
<
R() + Σ
<
int()]G
a() (2.24)
G>() = Gr()[Σ>L () + Σ
>
R() + Σ
>
int()]G
a(), (2.25)
(2.26)
here Σ≶rint() is a self-energy arising due to the interactions. Furthermore, if
the system is in a steady-state the greater and advanced Green's function are
related due to time reversal symmetry as: Ga = (Gr)†[42]
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2.2.2 Phonons
In this thesis the dynamical matrix, describing the vibrational degrees of free-
dom, are obtained by the use of the frozen phonon method as implemented in
the academic code Inelastica[90, 30, 28]. The Atomic forces are obtained by
displacing, by turn, each atom by ∆iν = 0.02 Å in the ν ∈ {x, y, z} directions
and performing a total energy calculation in SIESTA yielding the atomic forces
directly. The force-constant matrix can be obtained as:
Kiν,jµ =
∂2E(R)
∂ri,ν∂rj,µ
∣∣∣
R=R0
= −Fi,ν(∆jµ)− Fi,ν(−∆jµ)
2∆jµ
, (2.27)
further, momentum conservation is enforced by correcting the diagonal. The
dynamical matrix is obtained by normalizing with the mass:
Wiν,jµ =
1√
MiMj
Kiν,jµ. (2.28)
The dynamical matrix W give rise to the following eigenvalue problem:
(ω1−W)v = 0, (2.29)
which have the set of solutions {ωλ,vλ}. Similar to the electronic degrees of
freedom the dynamical matrix can be partitioned into a central device, left and
right part:
W =
 WL WLD 0WDL WD WDR
0 WRD WR
 , (2.30)
and the phonon retarded Green's function can be deﬁned for vibrational degrees
of fredom as:
D0,r(ω) ≡ [(ω + iη)21−W]−1 , (2.31)
D0,rD (ω) ≡
[
(ω + iη)21−W −ΠrL −ΠrR
]−1
, (2.32)
The phonon transmission then becomes
Tph(ω) ≡ Tr
[
Π<α (ω)D
>(ω)−Π>α (ω)D<(ω)
]
. (2.33)
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2.2.3 Electron-Phonon interaction
A large part of this thesis concerns the interplay between the electronic and
vibrational degrees of freedom. The electron-phonon interaction is calculated in
the harmonic approximation by ﬁnite diﬀerence as implemented in Inelastica[90,
30, 28] and explained in Sec. 2.2.2. Expanding the Kohn-Sham Hamiltonian to
lowest order with respect to the displacement gives:
Mλij =
∑
Iν
〈ψi| ∂H
∂rIν
|ψj〉
∣∣∣
R=R0
vλIν
√
~
2MIωλ
(2.34)
When calculating the electron-phonon interaction, by ﬁnite diﬀerence, the Fermi-
energy between the equilibrium- and the displaced structure can shift. However,
ﬀ the system at hand is connected to inﬁnite metal leads which pins the Fermi-
energy, the shift must be considered a ﬁnite size eﬀect in the periodic SISTA
calculation. Thus, to compensate for the ﬁnite size eﬀect the default setting
in Inelastica is to measure all energies with respect to the Fermi energy of the
relaxed structure 0F [30]. Thus the displaced Hamiltonians are shifted as:
H(QIν) = H(QIν)−
[
F (QIν)− 0F
]
. (2.35)
However, care has to be taken if the leads are not metallic, then the Fermi-level
needs not to be well deﬁned. In this case the uncorrected Hamiltonian might
give a better representation of the system.
2.3 Summary
In this chapter the basic concepts of DFT and the SIESTA implementation have
been explained. It hase been shown how the local basis set enables transport
calculations and the Green's function formalism have been introduced both for
electrons and phonons.
The ﬁnal model can be summarized as:
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Hˆtotal = Hˆ
0
e + Hˆ
0
phHˆe−ph, (2.36)
Hˆ0e =
∑
ij
H0ij cˆ
†
i cˆj , (2.37)
Hˆ0ph =
∑
λ
~ωλbˆ†λbˆλ, (2.38)
Hˆe−ph =
∑
λ
∑
ij
Mλij cˆ
†
i cˆj(bˆ
†
λ + bˆλ), (2.39)
were cˆi and bˆλ are the electron and phonon creation operators, respectively.
Thus, Hˆ0e is the single-particle mean-ﬁeld Hamiltonian given by the Kohn-Sham
orbitals, Hˆ0ph is the uncoupled phonon/vibration Hamiltonian obtained by the
frozen phonon method together with the coupling between the electrons and
phonons Hˆe−ph.
Chapter 3
Finite-Frequency Shot
Noise and Light Emission
In this chapter we investigate the interplay between ﬁnite frequency noise and
light emission. We take inspiration from two experiments probing light emission
in a STM setup. The ﬁrst experiment, by Schneider et al.[110], concerns light
emission in a Ag-Ag(111) junction, where they measure the photon yield as a
function of conductance. The conductance is varied by changing the tip surface
distance. The obtained photon yield is interpreted in terms of current noise
at optical frequencies, see Fig. 3.1. In the second experiment, by Schneider
et al.[107], a similar setup is used, however now they probe a C60 on a Cu(111)
surface. Here the photon yield depends on the bias polarity, indicating a non
trivial eﬀect of the bias polarity and the non-equilibrium electronic structure,
see Fig. 3.2.
The chapter is organized as follows. First the basics of current noise is intro-
duced, then the ﬁnite frequency noise is related to light emission and ﬁnally we
calculate the ﬁnite frequency noise for a Ag-Ag(111) junction and a C60 on a
Cu(111) surface. The results of this chapter were published in (paper 1) [77]
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Figure 3.1: Adopted from Schneider et al.[110]. Yield of photons, originating
from one-electron processes, (deﬁned as intensity divided by the
current, normalized to 1 at low conductance) vs conductance on
(a) logarithmic and (b) linear scales. Dots, experimental data.
Red line, Fano factor from Eq. (3.3) for a two channel model.
A yield of 1 corresponds to an estimated quantum eﬃciency of
3× 10−6.
3.1 Noise
Generally, any electronic circuit will experience ﬂuctuations in the electronic
current, due to the quantized nature of the charge carriers. The ﬂuctuations
will have an equilibrium thermal noise contribution, also called Nyquist-Johnson
noise[83, 55], and a non-equilibrium contribution denoted shot noise. The
Nyquist-Johnson noise is given by Sthermal = 4kBTG[83]; thus, proportional
to the conductance G and the temperature T . Therefore, investigating the
Nyquist-Johnson noise gives the same information as a conductance measure-
ment. However, for low temperatures the Nyquist-Johnson noise is small and
the shot noise becomes dominant ; the shot noise gives information complemen-
tary to conductance measurements about the non-equilibrium electronic state,
and the number of transmission channels involved[127]. If the electrons are con-
sidered uncorrelated, the variation in the electron ﬂow, is given by the Poisson
distribution; meaning the time intervals between arrivals of carriers is Poisso-
nian P (∆t) = τ−1 exp(−∆T/τ), with τ being the mean time interval[109]. Thus
the Poisson value for shot noise is frequency independent and given by:
SP = 2e |I| = 2e
3
pi~
|V |
∑
n
Tn. (3.1)
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V V
Figure 3.2: Adopted from Schneider et al.[107]. Yield of photons with energy
1.22 < hν < 1.57 eV and 1.22 < hν < 1.62 eV versus conductance
at (a) positive and (b) negative sample voltage V, respectively.
Were V is the applied bias and Tn is the eigenchannel transmission probability
for the n'th channel. However taking into account that the electrons obey Fermi-
Dirac statistics, in the zero-frequency limit, the expression for the noise becomes
S =
2e3
pi~
|V |
∑
n
Tn(1− Tn), (3.2)
which is suppressed compared to the Poisson value due to correlations[15]. The
degree of suppression of the noise compared to the Poisson value is called the
Fano factor[10]:
F =
S
SP
. (3.3)
3.1.1 Finite frequency noise
To describe the frequency dependence of the noise spectrum, observed in ex-
periments, we deﬁne the ﬁnite frequency noise as:
Sz,z′(0, t) ≡ 〈〈Iz(0)Iz′(t)〉〉 = 〈(Iz(0)− 〈Iz(0)〉)(Iz′(t)− 〈Iz′(t)〉)〉, (3.4)
where Iz(t) = eiHt/~Ize−iHt/~ is the current operator, in the Heisenberg rep-
resentation, through a surface normal to the transport direction at a point z.
Hence, Sz,z′(0, t) expresses the correlation between the current at a position z
at t = 0 and the current at a position z′ at a later time t The Fourier transform
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of Sz,z′(0, t) in Eq. (3.4) gives the noise spectrum,
Szz′(ω) =
∫ +∞
−∞
〈〈Iz(0)Iz′(t)〉〉eiωtdt . (3.5)
Following [35, 3] , inserting a complete set of eigenstates into Eq. (3.5), and
doing the Fourier transform, we obtain a golden-rule-type expression for the
current noise,
Szz′(ω) =2pi~
∑
i,f
i6=f
∫∫
〈ψi|Iz|ψf 〉〈ψf |Iz′ |ψi〉δ(εi − εf − ~ω)
× nF (εi − µi)(1− nF (εf − µf ))dεidεf . (3.6)
The initial and ﬁnal states are summed over scattering states from both elec-
trodes. Equation (3.6) includes both the Nyquist-Johnson (thermal) and shot
noise contributions. Since the energy of the emitted light is much larger than
the thermal energy (~ω  kBT ), only the zero-temperature limit is considered.
In this case, besides the zero-point ﬂuctuations, the only contribution is the
shot noise. Thus, considering a STM-tip surface junction and a applied bias
V = Vt − Vs > 0, the current noise reduces to,
Szz′(ω) = 2pi~
∑
s,t
∫ µt
µs+~ω
〈ψt|Iz|ψs〉〈ψs|Iz′ |ψt〉dεt, (3.7)
with εs = εt − ~ω. The diagonal correlation Szz in Eq. (3.7) gives the sum
of the transition rates between the initial ﬁlled tip scattering states ψt, and the
ﬁnal empty surface scattering states ψs, with energies εt and εs, respectively. We
notice that if z and z′ are located at the surface and tip electrode, respectively,
then according to charge conservation,
Id ≡ Q˙d = Iz − Iz′ , (3.8)
the charge ﬂuctuation in the central molecule/"device" region(D) is given by
Sdd = Szz + Sz′z′ − Szz′ − Sz′z . (3.9)
Similarly for the ﬂuctuation of the average current Ia = 12 (Iz + Iz′) we have
Saa =
1
4
(Szz + Sz′z′ + Szz′ + Sz′z) . (3.10)
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3.2 Inelastic Transition due to Electron-plasmon
Interaction
When a scanning tunneling microscope (STM) tip is brought towards a metal
surface, strong localized plasmon modes develop between the tip and surface,
in addition to the propagating surface mode at the metal interface[54]. Thus,
in this section we will connect the ﬁnite frequency noise to the light emission
experiments by Schneider et al.[110, 107] shown in Fig. 3.1 and Fig. 3.2. In the
presence of an electric ﬁeld, the electrons traversing the gap interacts with the
plasmon modes opening the possibility for an electron to tunnel inelasticly by
the emission/absorption of a plasmon.
As mentioned above the diagonal correlation Szz in Eq. (3.7) gives the sum
of the transition rates between the initial ﬁlled tip scattering states ψt, and the
ﬁnal empty surface scattering states ψs. Thus, the ﬁnite frequency shot noise
can be viewed as inelastic electronic transitions between the tip and surface
scattering states[77]. The positive frequency/energy part of the noise spectrum
corresponds to the photon emission, relevant to the experiment, and the negative
part to the absorption process. To further underline the connection between
the shot noise and light emission we investigate the interactions of the electrical
current with the plasmon ﬁeld. Following the theory of light emission from
STM[54, 96] and point contacts[65], the interaction of the electrical current
with the plasmon ﬁeld in the tip-surface cavity is described by the following
Hamiltonian,
Hint =
1
c
∫
j(r)A(r)d3r , (3.11)
where j(r) is the electron current density operator at position r. The plasmon
mode, with frequency, ωp, and spatial distribution, ξ(r), is represented by a
vector potential,
A(r) =
√
2pi~c2
V ωp
ξ(r)
(
a+ a†
)
. (3.12)
Here a(a†) is the annihilation (creation) operator of the plasmon mode, c is
the speed of the light, ~ the reduced Planck constant, and V the normalization
volume. In principle, the plasmon mode frequency and ﬁeld distribution can
be calculated for a given tip-surface distance. However, this is a daunting task
for atomistic ﬁrst principles theory and we do not consider this problem here.
Instead, we focus only on the source of the light emission, and investigate the
eﬀect of the non-equilibrium electronic structure on the emission rate. We ignore
the spatial distribution of the mode in the xy-plane transverse to the current,
ξ(r) = ξ(z), and perform the integration over these directions in Eq. (3.11) and
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get
Hint =
1
c
∫
I(z)A(z)dz, (3.13)
=M(a+ a†), (3.14)
where I(z) is the surface current evaluated at z, integrated over the transverse
surface , and M is the coupling given by the integrated current and mode dis-
tribution. The emitted power from the junction is proportional to the inelastic
transition probability due to the interaction between initial(ψi) and ﬁnal(ψf )
states originating from the tip (t) or surface (s) electrode,
P ∼
∑
i,f
∫∫
|〈ψf |M |ψi〉|2δ(εi − εf − ~ωp) (3.15)
× nF (εi − µi)(1− nF (εf − µf ))dεidεf .
We employ the normalization, 〈ψi|ψj〉 = δijδ(εi − εj), and ﬁlling given by the
Fermi-Dirac distribution nF . Finally, we assume that the diagonal contribu-
tions in the z direction capture the main dependence of the emitted power on
the electronic structure of the junction. Thus we get,
P ∼
∫
dz |ξ(z)|2
∑
i,f
∫∫
|〈ψf |I(z)|ψi〉|2δ(εi − εf − ~ωp)
× nF (εi − µi)(1− nF (εf − µf ))dεidεf . (3.16)
The "diagonal" assumption can not be justiﬁed without concrete knowledge
about the spatial distribution of the mode along with the local current operator.
However, it is computationally too expensive to include all of them. Thus, below
we will use a ﬁrst principles method in order to calculate without any ﬁtting
parameters the light emission using this approximation and compare with the
experimental trends. Furthermore, we actually tried to include some of the cross
terms and only saw slight changes of the ﬁnal results.
Using equation Eq. (3.7), we can write Eq. (3.16) as
P (ωp) ∼
∫
dz |ξ(z)|2Szz(ωp), (3.17)
Equation Eq. (3.17) shows how the power of the emitted light are connected
to the ﬁnite frequency noise. To achieve a direct relation between the emission
rates and the intensity of light emission, the integral in Eq. (3.17) needs to be
3.3 Reformulation in Terms of NEGF 29
performed, taking into account the spatial distribution of the plasmon mode,
ξ(z). However, since we do not have speciﬁc knowledge about the mode we
will to do the simplest possible approximation by taking the equally-weighted
average of all the surface layers (e.g., ξ(z) = Constant). In reality, the plasmon
ﬁeld distribution may change with the tip-surface distance. In the tunneling
regime, we expect a high weighting-factor in the region between the tip-surface
gap. On the other hand, upon contact, due to the high conductance, we expect
the ﬁeld distribution to spread out into both electrodes[111, 104].
3.3 Reformulation in Terms of NEGF
Calculating the shot noise Szz′ in Eq. (3.7) involves the evaluation of matrix
elements of the form:
〈ψt|Iz|ψs〉. (3.18)
The current matrix Is, can be written as[89],
Is = − ie~ [Ps, H] =
ie
~
(Vds − Vsd), (3.19)
where Ps denotes projection into the surface electrode subspace, H is the total
Hamiltonian, Vds is the coupling matrix between the device and surface elec-
trode and Vsd is its complex conjugate. An orthogonal basis set is assumed; how-
ever, a generalization to the non-orthogonal case is straightforward by a Löwdin
transformation[18]. Thus we need to express the current operator in a basis of
scattering states in terms of quantities readily available in the DFT-NEGF cal-
culation. This can be done by the use of the operator identity I = Ps +Pd +Pt
and the Lippmann-Schwinger equation[70] which connect the scattering states
and the full retarded Greens functions:
|ψs(ε)〉 = |φs(ε)〉+Gr(ε)VT |φs(ε)〉 , (3.20)
were |ψs(ε)〉 and |φs(ε)〉 are the scattering states from the semi-inﬁnite surface
electrode with and without coupling to the device, respectively. φs is non-
zero only in the surface electrode, contrary to ψs which spans the whole region
including both electrodes and the device; the coupling matrix, VT , represent the
coupling between the device and the two electrodes and Gr(ε) is the retarded
Green's function of the whole system including the eﬀect of VT . The desired
matrix element is (see Lü et al.[77] for details.):
〈ψt(ε)|Is|ψs(ε−)〉 = ie~ 〈ψ
d
t (ε)|Ws(ε−, ε)|ψds (ε−)〉 , (3.21)
where
Wi(ε−, ε) ≡ (Grdd)−1(ε−) + Σi(ε−)− Σ†i (ε). (3.22)
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Note that all quantities are projected to the device region, (Grdd = PdG
rPd),
and thus depend on the actual splitting into regions. Using the current matrix
element, we can now write the surface current shot noise at zero temperature
as,
Sss(ω) =
∫
θ
Tr
[
Ws(ε−, ε)As(ε−)W †s (ε−, ε)At(ε)
]
dε ,
where the integral is deﬁned as,∫
θ
· dε = θ(|eV | − ~ω) e
2
2pi~
∫ |eV |/2
~ω−|eV |/2
· dε, (3.23)
with θ(x) being the Heaviside step function, Aα(ε) = Gd(ε)Γα(ε)G
†
d(ε) =
2pi
∑
i=α |ψdi (ε)〉〈ψdi (ε)| is the device spectral function due to scattering states
from the surface/tip electrode and Γα = i(Σα − Σ†α), for α belonging to the
surface (s) or tip (t). A similar derivation gives the tip current noise Stt(ω) and
their cross correlation Sst(ω) = S∗ts(ω):
Stt(ω) =
∫
θ
Tr
[
W †t (ε, ε−)As(ε−)Wt(ε, ε−)At(ε)
]
dε , (3.24)
Sst(ω) =−
∫
θ
Tr [Ws(ε−, ε)As(ε−)Wt(ε, ε−)At(ε)] dε. (3.25)
The diﬀerence between Eqs. (3.23) and (3.24) reveals the position dependence
of ﬁnite frequency noise. Importantly, they both yield the standard result in
the zero-frequency limit[10]. Assuming constant self-energies (Σs,Σt), and de-
coupled eigenchannel transmissions[89] at diﬀerent energies, Tn(ε), gives more
physically transparent expressions,
Sss(ω) =
∑
n
∫
θ
Tn(ε)(1− Tn(ε−)) dε , (3.26)
Stt(ω) =
∑
n
∫
θ
Tn(ε−)(1− Tn(ε)) dε , (3.27)
valid for positive sample voltages, V > 0. The two expressions are exchanged
for negative bias. Note that Tn are the channel transmissions calculated for the
particular bias, V . Unfortunately, we are not able to write the cross correlations
Sst and Sts in terms of the eigentransmissions Tn. Equations (3.26-3.27) show
that the ﬁnite frequency noise is related to the eigenchannel transmission and
reﬂection coeﬃcients at two energy windows. The ﬁrst energy window corre-
sponds to transmission in the energy range [~ω−(eV/2); eV/2], the other window
is shifted downwards by ~ω, [−eV/2; eV/2−~ω] . We denote these as the active
energy windows. The correlation, Sss, corresponds to inelastic transitions tak-
ing place at the device-surface interface. For positive sample voltage, V > 0, it
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is proportional to the transmission coeﬃcient of the tip scattering state in the
high energy window, and the reﬂection coeﬃcient of the surface scattering state
in the low energy window. The reverse is the case for Stt. Schematic diagrams
of these two processes are shown in Fig. 3.3.
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Figure 3.3: Schematic diagrams showing the two processes contributing to Stt
(solid black) and Sss (dashed blue) for positive sample bias, V > 0.
The curly brackets show two active energy windows for inelastic
transitions. The correlation, Sss corresponds to a transition from
a tip transmitted scattering state to a surface reﬂected scattering
state. The correlation, Stt corresponds to a transition from a tip
reﬂected scattering state to a surface transmitted scattering state.
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Figure 3.4: (a) A subset of structures used in the calculation, going from tun-
neling to contact. In the ﬁnal structure, one tip atom is pushed
aside when forming contact. The two surface layers, the tip and
the adatom, are relaxed at zero bias for each structure. The num-
bers show the distance between the two ﬁxed layers and between
the tip-adatom in units of Å. (b) Transmission eigenchannels at
V = Vs − Vt = ±1.5 V, going from tunneling to contact (top to
bottom), for the structures shown in (a). (c) The average con-
ductance as a function of surface layer separation, showing the
transition from tunneling to contact.
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Figure 3.5: (a)-(b): Calculated noise power (or emission rate) Szz from
Eq. (3.7) for Iz deﬁned through 6 diﬀerent surfaces, shown above,
for plasmon energy ~ωp = 1.2 eV. (c)-(d): Calculated yields
Y = P/〈I〉, normalized with respect to the ﬁrst point. The
power P is the averaged noise power over the 6 diﬀerent surfaces
(squares). Also shown are the results from average of Sss and
Stt using the approximated expressions Eqs. (3.26-3.27) (circles),
and from the zero-frequency noise calculation used in by Schneider
et al.[110]. All of them give qualitatively similar results.
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3.4 Calculated Light Emission in a STM Setup
3.4.1 Ag adatom on Ag(111)
Having achieved an expression for the power of the emitted light, in the DFT-
NEGF approach, we now return to the experiment, mentioned in the introduc-
tion to this chapter. Schneider et al.. [110], studied STM-induced light emission
from a Ag-Ag(111) junction. In the experiment, they probe from tunneling to
the contact regime, see Fig. 3.1, measuring the photon yield (roughly emission
probability per electron). The photon yield decrease linearly(plateau on log
scale) going from tunneling towards contact, and has a kink just before reach-
ing the conductance quantum. The photon yield is compared to the Fano factor
(red line in Fig. 3.1), obtained from a simple two channel model. This sug-
gest a possible correlation between photon emission and current shot noise. To
simulate this experiment, we have studied a similar setup, consisting of a Ag
adatom on Ag(111) surface. Fig. 3.4(a) shows a subset of the structures used
in the calculations, going from tunneling to contact regime, (for the calculation
details see paper1, Lü et al.). The transport calculations were done for a bias
of V = ±1.5 V. As is evident from Fig. 3.4(c) the average conductance depends
exponentially on the tip-atom distance, while it develops to a plateau upon con-
tact as typically seen in experiments[110]. Except from the last structure in
Fig. 3.4(a), the transmission is dominated by a single eigenchannel, as apparent
from Fig. 3.4(b), and there is a small asymmetry for the two bias polarities.
The emission rate (proportional to the shot noise power) was evaluated for a
plasmon energy of ~ω = ~ωp = 1.2 eV using Eq. (3.7), or equivalently Eqs. (3.23-
3.24). In order to map out the spatial distribution, the emission rate was
calculated for the surface current deﬁned at 6 diﬀerent interfaces, shown in
Fig. 3.5(a)-(b). From these calculations, we observe that the emission rate does
not change signiﬁcantly for interfaces in the same electrode, while they are quite
diﬀerent for the two electrodes, and for the tip-adatom interface. To relate the
emission rates to the intensity of light emission, we need to evaluate the inte-
gral in Eq. (3.17). However, because we don't have speciﬁc knowledge about
the spatial distribution of the plasmon mode, ξ(z), we choose to evaluate the
integral in the simplest possible way, by taking the equally-weighted average of
all the surface layers (e.g., ξ(z) = Constant).
The ﬁnal results for the photon yields Y = P/〈I〉, using Eq. (3.17), are shown
in Fig. 3.5(c)-(d), together with results from the approximate calculation using
Eqs. (3.26-3.27), and from the zero-frequency noise in Eq. (3.2), corresponding
to the red line in Fig. 3.1. We see that the qualitatively trends are similar for
all three calculations: linear(plateau on log scale) in the tunneling regime, and
3.4 Calculated Light Emission in a STM Setup 35
has a kink just before reaching the conductance quantum, consistent with the
experiment[110] shown in Fig. 3.1.
The agreement between diﬀerent approximations can be understood from the
eigentransmission plotted in Fig. 3.4 (b): In the tunneling regime, the eigen-
transmission is rather small, hence, the photon yields is encoded in the reﬂection
coeﬃcient R(ε) = 1 − T ≈ 1. Thus, the energy dependence of R is negligible,
and in the contact regime, the eigentransmission is rather ﬂat in the whole bias
window. According to Eqs. (3.26-3.27) the ﬁnite frequency shot noise becomes
similar to the zero frequency one, for a constant transmission.
3.4.2 C60 on Cu(111)
In case of the Ag-Ag junction mentioned above, the zero frequency expression
for the shot noise gave an accurate description of the light emission due to
the lack of features in the the electronic structure. Now we turn to another
experiment studying, STM-induced light emission from a C60 molecule sitting
on the reconstructed Cu(111) surface [107]. Contrary to the Ag-Ag junction, the
non-equilibrium electronic structure and the C60 molecule modiﬁes the photon
yields drastically giving rise to a strong bias polarity dependence, indicating the
eﬀect of localized molecular resonance on the light emission property.
To simulate the experiment, we consider the ﬁve structures shown in Fig. 3.6(a)(for
the calculation details see paper 1 [77]). Due to the surface reconstruction in
the experiments[87, 107] the two ﬁrst surface layers and tip were relaxed at zero
bias to 0.02 eV/Å at diﬀerent tip positions. Thus, we do not capture the abrupt
jump-to-contact observed in the experiment at ﬁnite negative bias in our calcu-
lations. The transmission eigenchannels at V = ±1.5 V are displayed in Fig. 3.6.
When making the contact, there are now mainly three contributing eigenchan-
nels, contrary to the Ag system. As in the experiment, we observe diﬀerent
emission rates for the two bias polarities (Fig. 3.7(a)-(b)). For positive sample
bias, the magnitude at 4 diﬀerent surfaces is comparable. But for the negative
bias, the ﬂuctuations near the surface electrode are 4 times larger than that of
the tip electrode. Consequently, the calculated yields show diﬀerent trends at
negative and positive bias when going from tunneling to contact, as shown in
Fig. 3.7(c)-(d). These results can be explained as a consequence of the appear-
ance of the HOMO level in the bias window, as discussed by Schneider et al.[107]
. When the HOMO level enters the bias window, the occupied charge begins
to ﬂuctuate. This generates new available ﬁnal states for inelastic transitions,
which contribute to high frequency noise at the plasmon frequency. Since the
molecule couples better to the surface than the tip, the charge ﬂuctuations are
compensated mainly by the surface-current ﬂuctuations. This allows us to un-
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Figure 3.6: (a) All structures considered in the calculation. In structure 6 a
deformation of the tip occurred and has been disregarded in the
following. The two surface layers, C60 and the tip were relaxed
at zero bias for each electrode separation. (b) Transmission eigen-
channels at V = ±1.5 V for the structures shown above. The
shaded areas are the active energy windows contributing to Sss.
(c) The average transmission in the active energy window (shaded
areas in (b)), normalized over that in the whole bias window [-0.75
- 0.75] eV. The increase from tunneling to contact at V = −1.5 V
is due to the appearance of the HOMO level (peak in the shaded
region).
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derstand the results qualitatively by looking at the surface current ﬂuctuations.
In the single channel, small transmission case, we can ignore the 1 − T term
in Eqs. (3.26-3.27). So the photon yield due to surface current ﬂuctuation can
be characterized by the ratio of the average transmission in the active window
(shaded region in Fig. 3.6) to that in the whole bias window. We plotted this
normalized average transmission in Fig. 3.6 (c), and observed a sudden increase
upon contact.
3.5 Summary
Comparing the Ag and C60 system, we see that the main diﬀerence is whether
spatially localized molecular resonance participates in the light emission process
or not. For the Ag system there are no such localized resonances and the
transmission spectrum is weakly energy dependent. Thus the behavior of the
ﬁnite frequency noise resembles the zero-frequency noise. This Explains why
the experimental results can basically be understood by looking at the zero-
frequency noise. Contrary, for the C60 system, at negative bias, the C60 HOMO
level enters into the active window upon contact, modifying the transmission
and enhances the shot noise power. From this study, we can see that molecular
level engineering provides an eﬃcient way to control the light emission property
of STM junctions. Along these lines we note that very recent STM experiments
using the photon-map technique indicate that individual molecular resonances
can play a determining role ("gate") for the emission process[79].
In this chapter we have only considered below-threshold emission (~ω > eV ).
However, in the experiments[110, 112] above-threshold phonon emission, (~ω >
eV ), was also observed. The mechanism behind emission of phonons with energy
exceeding the applied bias is still debated[134, 46, 124, 108, 56]. It can be
attributed to hot electrons due to direct electron-electron interaction[108, 112],
or alternative due to higher-order electron-plasmon scattering[56, 134].
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Chapter 4
Inelastic Vibration Signals
in Electron Transport
The previous chapter showed how electrons can tunnel inelastically through the
emission of a plasmon. In this chapter inelastic scattering of the electronic
current on atomic vibrations (phonons) is introduced. Inelastic electron tun-
neling spectroscopy (IETS) is a powerful tool for investigations of conductive
atomic-scale junctions. IETS has been used to probe molecules on surfaces with
scanning tunneling microscopy (STM) [120], and for junctions more symmetri-
cally bonded between the electrodes [2, 114, 64, 138, 118, 84].
Typical IETS signals show up as dips or peaks in the second derivative of the
current-voltage (IV ) curve [33]. The dips or peaks appear when the applied
voltage matches the frequency of one of the vibrations (eVapplied = ~ωλ) of the
system, which couples to the current. The dip/peak occurs because scattering
on an atomic vibration can either open or close a transport channel. We deﬁne
the IETS signal as the relative increase in diﬀerential conductance:
IETS =
d2I/dV 2
dI/dI
(4.1)
Thus the IETS signal gives a ﬁngerprint of the vibrational modes of the sys-
tem. Insight into the vibrational modes is important since, in many experi-
ments, the bonding geometry, the nature of impurities or the passivisation is
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unknown. Therefore, theoretical modeling of the vibrations and their coupling
to the current can give important validation of experiments. This chapter in-
troduces a scheme on the basis of DFT in combination with non-equilibrium
Greens functions[113, 90, 51, 117, 30, 100], as introduced in chapter 2, to gain
valuable insights into the atomistic structure and IETS.
4.1 Lowest Order expansion
Considering the usual two probe set up, as in Fig. 2.1, the current in the left
lead, is given by the the Meir-Wingreen expression[42, 81],
IL = 2e〈 ˙ˆNL〉 = −2e~
∫ ∞
−∞
d
2pi
Tr
[
Σ<L ()G
>
D()−Σ>L ()G<D()
]
, (4.2)
where the electron-phonon (e-ph) coupling is included in the device Greens
function GD through the electronic self-energy, due to the atomic vibrations, in
the Dyson equation:
Gr() = Gr0() + G
r
0()Σ
r
ph()G
r() (4.3)
Only the lowest order diagrams are included in the phonon contribution to the
self-energies of the electrons. The greater and lesser Hartree terms are zero
due to energy considerations, (D≶0 ( = 0) = 0), and the retarded Hartree term
only gives a constant contribution which will be ignored. Thus, only the Fock
diagram is left:
Σ<ph() =
∑
λ
i
∫
dω
2pi
MλD
<
0 (ω)G
<
0 (− ω)Mλ, (4.4)
Σ>ph() =
∑
λ
i
∫
dω
2pi
MλD
>
0 (ω)G
>
0 (− ω)Mλ, (4.5)
Σrph() =
1
2
(
Σ>ph()−Σ<ph()
)
− i
2
H
[
Σ>ph()−Σ<ph()
]
, (4.6)
were H denotes the Hilbert transform.
Using Σrph(), Dyson's equation can be solved iteratively, this procedure is called
the self-consistent Born approximation(SCBA). However, the SCBA approach
is numerical heavy for systems containing more than a handful of atoms[28].
But, if the e-ph coupling is suﬃciently weak, expanding the current in terms
of the e-ph coupling, gives an adequate description. Furthermore if, the den-
sity of states (DOS) varies slowly with energy (compared to typical vibration
4.2 Energy Dependent LOE 41
energies) the calculations can be greatly simpliﬁed by applying the LOE to-
gether with the wide band approximation LOE-WBA[90, 129]. Within the
LOE-WBA the energy integral in Eq. (4.2) contains only Fermi-functions and
their Hilbert transforms and can therefore be solved analytically. The LOE-
WBA thus yields simple expressions for the inelastic signal in terms of quanti-
ties readily available in DFT-NEGF calculations. Importantly, the LOE-WBA
can be applied to systems of considerable size. The LOE-WBA has been suc-
cessfully applied in the study of e. g. atomic gold wires[29] and hydrocarbon
molecules[88]. However, if the system contains sharp molecular resonances or a
sharp band-onset, the assumption of constant electronic properties is not valid.
Even oﬀ-resonance, high-frequency vibrations involving hydrogen can stretch
the limit of the WBA[75, 86, 85]. Furthermore, knowing the energy dependence
of the IETS signal can give substantial information of the underlying electronic
structure[95, 25].
The need of an energy dependent theoretical modeling of the IETS signal have
recently been stimulated by the reports of Song et al.[118] of IETS for a single
benzene-dithiol (BDT) molecule in a Au electrochemical break junction. In the
experiment they were able to tune the transport from oﬀ-resonance to close-
to-resonance, by an external gate. The measured IV curves, see Fig. 4.1, are
symmetric indicating a symmetric coupling to the two Au-leads. Nonetheless,
a change in the IETS signal from peak to peak-dip shape was observed upon
gating the BDT molecule closer to resonance. Within LOE-WBA the peak-dip
feature can only occur for a non-symmetric junction[90]. Illustrating the need
to go beyond the WBA.
In the rest of this chapter a method is developed to restore the energy depen-
dence of the LOE and the resulting method is used, ﬁrst on a one-level model
which can be solved analytically and then on a numerical DFT example: a BDT
molecule between gold leads.
4.2 Energy Dependent LOE
Expanding the current in Eq. (4.2) to lowest order in the e-ph self-energies
Σλ (2nd order in Mλ) the current can be expressed as a sum of two terms,
I(V ) = Ie+ Ii, using unperturbed Greens functions Ga = Gr
† deﬁned in region
D [90, 129],
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Figure 4.1: Adopted from Song et al.[118]. Left: IV curves measured at 4.2
Kelvin for diﬀerent gate values. Right:Two dimensional colour
map of the gated IETS spectra, showing that IETS intensity and
line shape vary signiﬁcantly as functions of the, experimental de-
termined, eﬀective molecular eVG,eff orbital gating energy.
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Ie =
G0
e
∫ ∞
−∞
dε {fL(ε)− fR(ε)} {Tr[GrΓLGaΓR](ε)
+2ReTr[GrΣrλG
rΓLG
aΓR](ε)} , (4.7)
Ii =
G0
e
∫ ∞
−∞
dεTr[Σ<λG
rΣ>LG
a −Σ>λGrΣ<LGa](ε), (4.8)
where fL/R(ε) = nF (ε − µL/R) is the left/right reservoir Fermi-function and
G0 = 2e
2/h is the conductance quantum and summation over the vibration
index λ is assumed (Σph =
∑
λ Σλ). The contribution Ie consist of two terms,
the Landauer-Büttiker term which dos not depend on Σph and therefore dos
not carry any signal and a term depending on the retarded phonon self-energy
carrying a signal. Assuming the vibrations to be described by the unperturbed
phonon Greens functions:
D<0,λ(ω) = −2pii[nb(~ωλ)δ(ω − ωλ) + (1 + nb(~ωλ))δ(ω + ωλ)], (4.9)
D>0,λ(ω) = −2pii[nb(~ωλ)δ(ω + ωλ) + (1 + nb(~ωλ))δ(ω − ωλ)], (4.10)
with bosonic occupations nb(~ωλ), then the e-ph self-energies Σλ are expressed
as
Σ
≷
λ (ε) =Mλ
{
(nb(~ωλ) + 1)G≷(ε∓) + nb(~ωλ)G≷(ε±)
}
Mλ, (4.11)
Σr,aλ (ε) =±
1
2
{
Σ>λ (ε)−Σ<λ (ε)
}− i
2
H [Σ>λ −Σ<λ ] (ε), (4.12)
with ε± = ε± ~ωλ.
Finally, the lesser/greater Greens functions G≶ describing the occupied/unoccupied
states,
G≷(ε) = ∓i {fL(∓ε)AL(ε) + fR(∓ε)AR(ε)} , (4.13)
are given by the spectral density matrices AL/R = GrΓL/RGa for left/right
moving states with ﬁllings according to the reservoir Fermi-functions.
4.2.0.1 Vibration-signal
Calculating the current directly from Eq. (4.7) and Eq. (4.8) is numerically
demanding due to the energy integration over voltage-dependent traces. How-
ever, the coupling between electron current and phonons ideally show up at zero
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temperature as a step discontinuity in the diﬀerential conductance when the in-
elastic phonon emission channel becomes energetically allowed, that is when the
chemical potential diﬀerence exceeds the vibrational energy, |µL − µR| > ~ωλ.
Thus, around the emission threshold the electronic states involved are those at
µL and µR.
Abandoning information about the total current and focusing on the vibration-
signal, that is the change in the current close to the excitation threshold, |µL−
µR| = |eV | ≈ ~ωλ, further simpliﬁcations is possible without resorting to the
WBA.
As IETS signals are obtained at low temperatures, the temperature is assumed
to be the smallest energy scale, kBT  ~ωλ,Γ, where Γ is the typical electronic
resonance broadening.
The inelastic term Ii, in Eq. (4.8), then reduces to
Ii ≈ G0
2e
∑
σ=±
(
coth
~ωλ
2kBT
− coth ~ωλ + σeV
2kBT
)
(4.14)
×
∫ ∞
−∞
dεTr
[
MλA˜L(ε)MλAR(εσ)
]
{fL(ε)− fR(εσ)},
where A˜α = GaΓαGr is the time-reversed of Aα. Assuming T = 0 and µL =
−µR = eV2 , the 1st and 2nd derivative of Ii w.r.t. V reduces to:
∂V Ii =
1
2
G0
2e
Θ(eV − ~ωλ)
(
A˜L(
eV
2
)MAR(
eV
2
− ~ωλ)M + A˜L(~ωλ − eV
2
)MAR(−eV
2
)M
)
(4.15)
∂2V Ii =
G0
2e
δ(eV − ~ωλ)A˜L(~ωλ/2)MAR(−~ωλ/2)M (4.16)
Thus, if the electronic structure (Aα) varies slowly on the kBT scale, it can be
replaced by a constant using ε ≈ µL and εσ ≈ µR = µL + σ~ωλ. Therefore,
around the vibration threshold the ∂2V Ii can be approximated as:
∂2V Ii ≈ γi,λ ∂2V Isym, (4.17)
γi,λ = Tr
[
MλA˜L(µL)MλAR(µR)
]
, (4.18)
where Isym is the universal function also known from the LOE-WBA [30], see
Fig. 4.2
Isym≡G0
2e
∑
σ=±
σ(~ωλ + σeV )
(
coth
~ωλ
2kBT
− coth~ωλ + σeV
2kBT
)
(4.19)
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Figure 4.2: Adopted from T. Frederiksen et al.[30]. The ﬁrst and second
derivative of the universal functions in Eq. (4.19) and Eq. (4.31)
are shown, for a single mode, with frequency ~ωλ, for three diﬀer-
ent temperatures: (a) kbT/~ωλ = 0.02, (b) kbT/~ωλ = 0.06 and
(c) kbT/~ωλ = 0.10
The elastic term Ie, in Eq. (4.7), depends on the retarded part of the phonon
self-energy (Σrph()). Deﬁning X ≡ 12 (Σ>ph − Σ<ph) , which satisﬁes X† = −X,
the retarded self-energy and its complex conjugate becomes:
Σrph = Re(Σ
r
ph) + i Im(Σ
r
ph), (4.20)
= X− iH [X] , (4.21)(
Σrph
)†
= −X− iH [X] . (4.22)
Therefore, X gives a Symmetric contribution and H [X] gives an antisymmetric
contribution to the diﬀerential conductance.
Thus, the elastic term Ie, in Eq. (4.7), can be divided in two parts, Ie = Ine +I
h
e ,
where Ine represents all the terms containing X and I
h
e represents all the terms
with the Hilbert transform H [X]. The non-Hilbert part, Ine , yields a coth-
factor and integral similar in form to the one for Ii. Both Ii and Ine thus
yield an inelastic signal with a lineshape given by the function ∂2V Isym and the
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sign/intensity governed by γλ = γi,λ + γe,λ, with γe,λ ≈ ImBλ, and
Bλ ≡ Tr[MλAR(µL)ΓL(µL)Gr(µL)MλAR(µR)−MλGa(µR)ΓL(µR)AR(µR)MλAL(µL)].
(4.23)
The Hilbert part, Ihe , requires a bit more consideration. Besides terms which do
not result in threshold signals [43], there are terms involving H[Aαfα], which
at T = 0 can be written as:
H [nf (′)A(′)] () = 1
pi
lim
δ→0
∫ µ
−∞
d′
A(′)(′ − )
(′ − )2 + δ2 . (4.24)
If the spectral-function varies on the scale of the phonon-frequencies then Eq. (4.24)
becomes numerical diﬃcult to solve. Thus, we choose to Taylor-expand the
Spectral-function A(′) around ,
A(′) = A() + A′()(′ − ) + 1
2
A′′()(′ − )2 + . . . , (4.25)
here only the zero-order term is considered since only this term gives a divergent
contribution. Thus Eq. (4.24) can be approximated as
H [nf (′)A(′)] () = 1
pi
P
∫ µ
−∞
d′
A()
(′ − ) (4.26)
=
1
pi
A()(log(µ− )−B), (4.27)
where P denotes the principal value and B is a boundary term stemming from
the lower cutoﬀ of A, which is independent of the voltage and will therefore
not give a contribution to the IETS. To include the broadening, due to the
temperature we now write
H [nf (′)A(′)] () = A()H [nf (′)] () (4.28)
the derivative of the Hilbert transformation of the Fermi function is strongly
peaked at the chemical potential, and again the energy integration is preformed
by evaluating all electronic structure functions (Aα,Gr,Γα) at the peak value,
keeping only the energy dependence of the functions related to fα inside the
integral. In this approximation the result is
∂2V I
h
e ≈ κλ ∂2V Iasym, (4.29)
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with κλ = 2ReBλ and, again as in the LOE-WBA, the universal function, see
Fig. 4.2
Iasym ≡ G0
2e
∫ +∞
−∞
dεH{f(ε′−)− f(ε′+)}(ε) (f(ε− eV )− f(ε)) (4.30)
= − e
pi
kbT
(
h(
eV + ~ωλ
2pikbT
)− h(eV − ~ωλ
2pikbT
)− 2h( ~ωλ
2pikbT
)
)
(4.31)
where h(x) ≡ xRe Ψ(ix), and Ψ(x) is the digamma function[8]. A more trans-
parent expression is obtained for kBT = 0, where Iasym gives a divergent loga-
rithmic contribution:
Iasym ≈ − G0
2epi
∑
σ=±
σ|eV + σ~ωλ|ln
∣∣∣∣eV + σ~ωλ~ωλ
∣∣∣∣ . (4.32)
To summarize, the signal due to the phonons have two contributions to the
conductance. A symmetric contribution which gives a step with the amplitude
γλ and an antisymmetric contribution with the amplitude κλ
∂2V I(V ) =γλ ∂
2
V Isym(V, ~ωλ, T,Nλ) + κλ ∂2V Iasym(V, ~ωλ, T ), (4.33)
γλ =Tr[MλA˜L(µL)MλAR(µR)] + ImBλ, (4.34)
κλ =2ReBλ, (4.35)
Equation (4.33) expresses the vibration signals in terms of the universal func-
tions with amplitudes containing quantities which can be obtained from DFT-
NEGF. Importantly, equation (4.33) is generalized to include,the eﬀect of a
ﬁnite vibration frequency ~ωλ, and thus the change in electronic structure over
the excitation energy. However, the electronic properties are still assumed to be
constant on the scale of kbT , thus a delta like resonance or a very sharp band
onset are not included in the above derivation. The LOE expressions for γλ and
κλ above simply reduce to the LOE-WBA when µL = µR = µ0 or equivalent
~ω = 0 .
4.3 One level model
To understand the diﬀerence between the LOE and the LOE-WBA for a sym-
metric junction, and why the LOE can explain the transition from a peak to a
48 Inelastic Vibration Signals in Electron Transport
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Figure 4.3: Adopted from Lü et al.[75]. Schematics of the one-level modes
(shown for three diﬀerent level positions) biased at the emmision
threshold V = ~ω0
peak-dip signal it is illustrative to consider a one level model were γλ and κλ
are reduced from a trace over matrices to products of complex functions.
We therefore, consider a system consisting of a single electronic level with energy
ε0 which is coupled symmetrically to the left and right leads. The coupling
to the leads are described by an energy dependent function Γ(ε). The model
is illustrated in Fig. 4.3. Further, the electronic level interacts with a single
vibrational mode of frequency ~ω0 with coupling M .
Thus, assuming a symmetrical potential drop, and deﬁning Γl = ΓL(µL) +
ΓR(µL) and Γr = ΓL(µR) + ΓR(µR), γ and κ are written as:
γ = −C {Γ2l Γ2r − (4ε20 − ~ω20)2} , (4.36)
κ = 4C
(
δΓ ε0 + Γ¯ ~ω0
) {
ΓlΓr −
(
4ε20 − ~2ω20
)}
, (4.37)
where δΓ = Γl − Γr and Γ¯ = (Γl + Γr)/2, and C is given by:
C =
4ΓlΓr
(Γ2l + (2ε0 − ~2ω0)2)2 (Γ2r + (2ε0 + ~2ω0)2, )2
. (4.38)
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Figure 4.4: Adopted from Lü et al.[75]. (a-c) IETS spectrum from LOE (solid)
and LOE-WBA (dashed) for three diﬀerent position of an elec-
tronic level, coupling with a wide s band with constant density
of states, and a narrow d band with bandwidth W centered at
the equilibrium Fermi level µ0 = 0. (a) ε0 = −2.6, (b) ε0 = −2,
(c) ε0 = 0. The transmission coeﬃcients at the Fermi level are
T = 0.006, 0.01, 1, respectively. (d) Contour plot of the spectrum,
normalized such that for each given ε0, the height of the largest
peak or dip is 1. Parameters in unit of the vibration energy ~ω0:
t′ = 2t = W = 2, Γ0 = 0.1, kBT = 0.02. Here, t is the hop-
ping matrix element of the d band, and t′ is its coupling to the
electronic level.
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The result above are obtained from Eq. (4.18) and Eq. (4.23), by pure algebra
and using that the retarded Greens function is a simple complex scalar function
given by:
Gr =
1
ε− ε0 − iΓL(ε)+ΓR(ε)2
. (4.39)
In the typical case of transition metal electrodes the coupling can contain con-
tributions both from a wide s-band as well as from a narrow d-band leading to
a signiﬁcant δΓ and ﬁnite κ, resulting in a peak-dip feature in the IETS signal.
To model the s-band we use a constant Γ0, and to mimic the coupling (hopping
t′) to a d-band we add the self-energy of a semi-inﬁnite 1D chain, with bandwidth
2W centered at µ0 = 0, as illustrated in Fig. 4.3. Thus the following coupling
is used
Γα(ε) = Γ0 + Θ(2|t| − ε)2t
′2
t
√
1−
( ε
2t
)2
. (4.40)
The Figures 4.4(a-c) compare the signal obtained by the model above to the
WBA results where µL = µR = µ0, for diﬀerent ε0. Both the LOE and the LOE-
WBA gives a peak in the oﬀ-resonance regime and dip on-resonance. However,
only in the LOE the two regimes are separated by a peak-dip structure close
to resonance, due to the asymmetric κ, which is enhanced at the onset of the
coupling with the d-band in one of the electrodes. The IETS signal for a range of
gate-potentials(ε0) is shown in Fig. 4.4. The one level model clearly illustrates
how a symmetric coupled system can experience peak-dip features in the IETS
signal driven by an energy dependent coupling.
4.4 DFT Example
In the experimental reports of Song et al.[118], they showed how the transport
through a BDT molecule could be tuned from oﬀ-resonance, (G ∼ 0.01G0), to
near the HOMO resonance, thereby increasing the conductance by more than a
order of magnitude. Gating from oﬀ resonance towards the HOMO resonance
they observe three peaks in the IETS, around 95, 130 and 200 meV, evolve into
peak-dip features as shown in Fig. 4.1.
The observed peak-dip features were analyzed by applying a model developed
by Persson and Baratoﬀ [95], which they ﬁtted to reproduce the peak-dip fea-
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Figure 4.5: Adopted from Lü et al.[75]. BDT between two adatoms on
Au(111) together with transmission for oﬀ resonance (zero gate)
and close to resonance. (b) IETS as a function of gate voltage
from LOE (left) and LOE-WBA (right). (c) IETS for ﬁxed gate
voltage oﬀ-resonance (dashed lines, oﬀset for clarity) and close-to-
resonance (solid lines). Black: LOE, Red: LOE-WBA. kBT = 4.2
K and Vrms = 1 mV
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tures. However, the model by Persson and Baratoﬀ were developed for a STM-
setup and rely on the assumption oﬀ an asymmetric system, where ΓR >> ΓL,
and the potential drop is only over the right electrode. But, the assumption
of a strongly asymmetric system are contradicted by the observed symmetric
IV curves shown in Fig. 4.1.
However, the symmetric one-level model above suggest, that the peak-dip fea-
ture instead originates from in an energy dependent coupling. Thus, below
the IETS signal for a Au-BDT-Au junction are simulated within the DFT-
NEGF framework presented in this chapter. In the experiment the exact atomic
structure is unknown; however, they were able to gate the BDT molecule in-
dicating a quite open junction. In order to emulate this, we model the BDT
bonded between adatoms on Au(111) surfaces, see Fig. 4.5(a), and only apply
the gamma point in the transport calculation giving sharp features in the elec-
tronic structure. A normal DFT treatment of BDT in a gold junction is known
to underestimate the HOMO-LUMO gap[121, 34]; therefore, the HOMO-LUMO
gap is corrected by the so called SAINT scheme[34], which amounts to shifting
the occupied(unoccupied) molecular orbitals down(up) in energy, the resulting
transmission can be seen if Fig. 4.5. likewise, the gating of the BDT molecule is
modeled by a rigid shift of the molecular energies relative to the gold electrodes.
The IETS signal computed for a range of gate values is shown in Fig. 4.5 (b) both
for the LOE (left) and for the LOE-WBA (right). Both for the LOE and LOE-
WBA three signals are observed, around 95, 130 and 200 meV, oﬀ-resonance in
agreement with the experiment. However, only the LOE captures the peak-dip
feature for close to resonance transport, as predicted by the one-level model.
The peak-dip feature appear due to sharp resonances i the transmission around
the Fermi-energy as seen from Fig. 4.5 (a). These resonances involve the d-
orbitals on the contacting gold atoms as seen from the eigenchannel[89] plot i
Fig. 4.5 (a).
The asymmetric feature is most prominent for the vibrational mode with the
highest energy, as can be seen from Fig. 4.5 (c) , in contrast to the experimental
ﬁndings.
4.5 Summary
In this chapter we have generalized the LOE scheme for IETS simulations for-
mulated in terms of NEGF and quantities obtained from DFT. The LOE scheme
extend the LOE-WBA, by taking variations of the electronic structure, on the
scale of a vibrational frequency (~ω), into account, while, retaining both the
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transparency and computational eﬃciency of the LOE-WBA.
This improvement is important to capture correctly the IETS line shape for
systems where the electronic structure varies appreciably on the scale of the
vibration energies, such as near sharp resonances or band edges.
The improved LOE was applied to an analytical one-level model revealing how
a symmetric system can give rise to peak-dip features in the IETS. The compu-
tational eﬃciency of the LOE enabled DFT-NEGF calculations explaining the
intricate experimental line shape of a gated BDT without the need to assume
asymmetric bonding of the molecule to the electrodes.
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Chapter 5
Graphene Nanoribbons
5.1 Introduction
In the previous chapter an eﬃcient method for calculating the inelastic signal
was developed. The use of the so-called lowest order expansion (LOE) without
resorting to the wide-band approximation (WBA), facilitates the investigation
of the eﬀect of gating or doping.
Graphene as the basis of a new generation of electronics[98] has been the cen-
ter of much attention over the last years, and devices based on nanostruc-
tured graphene have been put forward. The most generic form of nanostruc-
tured graphene is graphene nanoribbons (GNR)[24]. Other structures such as
graphene anti-dot lattices[93, 6] can be viewed as consisting of a network of
GNRs. GNRs are a potential candidate for molecular wires with tailored con-
ductance properties. For graphene-based nanostructures the edges and their
passivation, as well as defects inside the structure, can play a crucial role for the
transport properties[130], and it is thus of interest to characterize this in well
controlled experiments. However, characterization of edge passivation or struc-
tural/chemical defects is challenging especially after device fabrication. Raman
spectroscopy[27] can give information about defects on large areas of the sample
but does not yield local information or the importance for transport. On the
other hand inelastic electron tunneling spectroscopy (IETS) serves as a way of
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performing non-destructive characterization yielding vibrational/phonon ﬁnger-
prints of a range of defects. Thus, in this chapter theoretical modeling of the
inelastic signals, as a consequence of electron-phonon scattering, in the electronic
current of GNRs is investigated.
GNRs have been fabricated using diﬀerent strategies including lithographic
techniques[41], chemical synthesis[68, 133], epitaxial growth[7], and longitudinal
unzipping of carbon nanotubes[62]. Furthermore, several groups have succeeded
in atomically precise bottom-up fabrication of armchair GNRs (AGNR)[16, 9]
on metal surfaces. Experimentally, the vibrational properties have been inves-
tigated by Raman spectroscopy[16, 48] and the electronic structure has been
mapped out by STM, angle-resolved (two photon) photo-emission and high-
resolution electron energy loss spectroscopy(HREELS)[14, 101], for the AGNRs
on metal surfaces. Further, for AGNRs on a Au(111) surfaec, signatures of
phonon excitation was observed by STM in the diﬀerential conductance spec-
troscopy at the zigzag termini state.[126] These signatures were furthermore
shown to be sensitive to modiﬁcations in the local atomic geometry.
Interestingly, one group has been able to lift the AGNR from the weakly bonding
Au(111) surface by a STM tip and have reported voltage-dependent conductance
measurements for AGNRs suspended between a substrate and a STM tip[59].
From the theoretical side density-functional theory (DFT) has been used to
investigate the stability of structural and chemical reconstructions of GNR
edges,[132, 67, 131] together with the transport and band-gap engineering[45,
37, 139, 4, 130]. The vibrational properties and phonon band structure have
been calculated both using an empirical potential[136] and DFT[128, 36]. In
addition, there have been theoretical predictions[140, 102] of the Raman spec-
trum, in good agreement with the experiments. For a ﬁnite AGNR the role
of zigzag termini states have been studied theoretically, comparing DFT to the
many-body Hubbard model[49].
The chapter is organized as follows. First, as motivation, the lifting experi-
ments by Koch et al.,[59] and the investigation of the vibrational structure of
graphene nanoribbons investigated in the Doktorarbeit of M. Koch [58] are re-
viewed. Then the lifting' experiment is modeled in a simpliﬁed manner as a
gold-chain AGNR junction. Followed, by a more thorough treatment of the
IETS originating from the bulk GNRs. The results for pristine AGNR and
ZGNR are presented and discussed comparing transport and IETS with their
band structures. Then we turn to the defective systems where we consider ex-
amples of defects in the passivation, atomic structure, or by the presence of
adatoms. Finally, we summarize and conclude.
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Figure 5.1: (a-b) Adopted from Koch et al.[59], (c-d) adopted from the Dok-
torarbeit of M. Koch [58]. (a) Chemical synthesis of an armchair
GNR from 10,10′-dibromo-9,9′-bianthryl molecules, which are con-
nected to oligomers in the ﬁrst heating step and to GNRs in the
second heating step. (b) Schematic of the STM pulling experiment
(arrow indicates tunnelling current). A characteristic current sig-
nal during the pulling sequence is shown in the right panel. (c)
Experimental dI /dV conductance curves for two diﬀerent confgu-
rations of the GNRs. Red: The ribbon is adsorbed planar on the
surface. Black: The ribbon is in pulling geometry between STM
tip and surface. The red curve is shifted upwards for better visi-
bility. (d) Averaged d2I/dV 2 from 12 diﬀerent GNRs which have
been pulled up. The pulling spectrum of each GNR was averaged
over ﬁve sweeps from −400 to +400 mV.
5.2 Lifting Experiments
We start by considering the recent lifting experiments by Koch et al.,[59]. In
the experiments armchair GNRs were synthesized, from 10,10′-dibromo-9,9′-
bianthryl molecules, on an Au(111) surface, as illustrated in Fig. 5.1 (a). Then
the AGNRs were lifted up from the weakly bonding Au(111) surface with the
tip of a STM, as shown in Fig. 5.1 (b), enabling measurements of the voltage-
dependent conductance in suspended conﬁgurations, see Fig. 5.1 (c).
Further, in the Doktorarbeit of M. Koch [58], the vibrational structure of graphene
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nanoribbons were investigated in terms of the second derivative of the current
dI2/dV 2. In the work of M. Koch ﬁve features appear, in dI2/dV 2, for negative
bias polarity at −97, −162, −202, −262, and −327 mV. If the dips observed
at negative bias are due to excitations of vibrations in the nanoribbon, corre-
sponding peaks should be expected at positive bias. However, for positive bias
polarity only two clear features appear at +163 and +198 mV, while there are
three small features at +268, +323 and 363 mV. Thus, a signal around +97 mV
is missing and a new weak signal at +363 mV emerges.
The suppression of features at positive bias voltages can be due to the asym-
metric system setup and thus asymmetric coupling from the left/right-leads to
the nanoribbon. The asymmetric coupling gives an asymmetric current which
in itself can suppress the signal at the positive side due to less intensity. Fur-
thermore, the asymmetric coupling can cause a non-trivial voltage drop where
the nanoribbon follows the Fermi-energy of one of the leads.
In the Doktorarbeit of M. Koch [58] the signals are related to to the signals
found by Raman spectroscopy on AGNRs on a metal surfaces. The signals
around ±200 and ±163 are identiﬁed as the G-mode and D-mode, measured by
Raman to be at 166/167meV[16, 48] and 198/200meV[16, 48], respectable. The
weak feature at −262 mV is related to the C ≡ C vibration of the dehydro-
genated edges measured to 245 meV by Huang et al.[48] The feature at −327
mV is assigned to the 2D-mode which is shifted compared to 323 eV reported
by Raman[48] and the signal at −97 mV is said to be due to the C-H bending
mode observed by HREELS[14] at 98 eV.
The discrepancy between the Raman measurements and the signals in d
2I
dV 2 can
be due to the substrate or the curvature and/or the strain of the AGNR in the
lifting experiment. Further, the selection rules for Raman and IETS need not
be the same, resulting in the detection of diﬀerent modes.
5.3 Gold-chain Armchair Graphene Nanoribbon
Junction
Inspired by the experiment by Koch et al.[59], described above, the signals of
electron-phonon scattering in the conductance is investigated theoretically, in a
simpliﬁed setup explained below, using the LOE presented in Chapter 4.
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Figure 5.2: (a) Structure of the transport setup. (b) Solid line Transmission
for the structure in (a), dashed line Transmission for a inﬁnite
ribbon. An electrode broadening of η = 1 eV was used, see text .
(c) Periodic structure for the SIESTA calculation
5.3.1 System setup
The experiment is modeled in a simpliﬁed manner, as a gold chain connected to
a half inﬁnite GNR, as shown in Fig. 5.2(a). The transport system is obtained
by ﬁrst making a SIESTA calculation relaxing the AGNR unit-cells closest to the
Au-chain (6 cells left, 2 cells right), in the periodic structure shown in Fig. 5.2
(c), and then treating the 5 ﬁrst gold-atoms to the left and the 10 gold atoms
and 2 unit-cells of AGNR to the right as buﬀer atoms.
For all the atoms a single-zeta polarized basis set is used, together with a cut-oﬀ
energy of 400-500 Ry for the real-space grid.
Using a gold chain as electrode has the disadvantage of the d-band being pushed
close to the Fermi-energy. Thus to break the symmetry of the d-electrons on
the last Au atom, to make a better connection between the gold d-orbitals and
the p-orbitals of the AGNR, the last Au atom in the chain is lifted to make
an angle, (here pi/4), relative to the gold chain while keeping the bond length
constant.
In the experiment the AGNR is suspended between a STM-tip and a gold-
surface, both with a more ﬂat DOS than the electrodes used here (gold-chain
and AGNR). Thus, to broaden the sharp 1-D features in the gold-chain and
smear out the energy gap in the AGNR electrode, a ﬁnite numerical imaginary
part in the electrode recursion calculation,[103] η = 1 eV, is used to broaden all
states in the semi-inﬁnite electrodes. The resulting Transmission, see Fig. 5.2
(b), exhibits a gap from −1 eV to 0.5 eV with a small peak at the Fermi-energy
due to the zigzag termini state. Despite the smearing of the electrodes the
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transmission yields sharp features outside the gap due to the gold-chain part of
the system.
When calculating the IETS signal, the voltage drop is assumed to be across
the gold AGNR interface, because, the contact area between the substrate and
AGNR is much lager than the contact area between the STM-tip and the AGNR,
which only consists of a single bond. In the experiment charge transfer between
the gold substrate and the AGNR will occur. Thus, to simulate the eﬀect of
charge transfer we assume that the chemical potentials can be shifted by an
applied gate voltage VG. Therefore, due to the asymmetric voltage drop and
the charge transfer the IETS signal, i.e. κ and γ in Eq. (4.33) , is evaluated at
µL = EF + ~ωλ + VG, µR = EF + VG.
5.3.2 IETS
The use of the approximate but computationally eﬃcient LOE scheme, allows
for evaluations of IETS on a ﬁne VG grid of relevant values between valence
and conduction bands of the GNRs. The IETS signal is shown for a range of
gate values in Fig. 5.3. The IETS is found to be asymmetric as a result of
the asymmetric system setup. Thus, explaining the suppression of the IETS
signal for positive bias polarities, as is seen in Fig. 5.1. Furthermore, an overall
suppression of the IETS signal is observed at energies close to the resonance
of the zigzag termini state around VG = 0 V [126]. Three robust features are
seen for a range of gate values at ∓196 meV, ∓169 meV and ∓159 meV. Figure
5.3(c) shows the IETS signal at a gate of 0.3 meV, besides the three features
mentioned above two small signals appear, for negative bias polarity, at −366
meV and −350 meV, and one highly asymmetric signal, for positive bias polarity
at 366 meV.
We have calculated the individual IETS signal for 6 of the GNR unit cells closest
to the zigzag edge, indicated by the dashed lines in Fig. 5.3 (a), to further
investigate the eﬀect of the zigzag edge and how much of the bulk ribbon we
are probing. The result are displayed in Fig. 5.3(d), going from edge at the
bottom to the 6. unit cell at the top. Figure 5.3(d) shows how the signal at
−350 meV originates from the zigzag edge and that the asymmetric signal at
366 meV is due to the unit cells away from the edge.
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Figure 5.3: (a) Setup for the calculations showing diﬀerent regions, the dashed
lines indicate the dynamical regions used in (c). (b) IETS signal
for the large dynamical region shown in (a). The IETS signal is
calculated for a number of gate values. The thin dashed verti-
cal lines are guides to the eye indicating the energy of the most
contributing vibrational modes. The thick dashed horizontal line
indicates the position of the cut shown i (c). (c) IETS signal for
VG = 0.3 V. (d) IETS signal for the small dynamical regions in-
dicated by dashed lines in (a). (b-c) Broadening originates from
lock-in modulation Vrms = 5 mV and temperature T = 4.2 K.
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5.3.2.1 Comparing to experiment
The two features around 200 and 160 meV observed in Fig. 5.1 (b) seem likely
to originate in inelastic tunneling and correspond to the calculated signal at
∓196 meV and ∓169 meV and ∓159 meV. Further, in Fig. 5.3 (c) signals due
to hydrogen vibrations are observed. The signals at +97, −262, and −327 meV,
is not observed. The experimental observed signals not found in Fig. 5.3 (b)
can originate in defects or in the latter case be a 2 phonon process which is not
included in the LOE.
To circumvent the sharp features in the gold-chain and to address the signal of
defects in the bulk , the next section takes another approach to IETS in GNRS.
To make the study more general both armchair and zig-zag GNRs are studied.
5.4 Bulk GNRs
In the previous section, the IETS signal for a gold-chain AGNR junction was
considered. Here we investigate theoretically the signals of electron-phonon
scattering in the conductance of long GNRs between metal electrodes. Our
aim is two-fold. First, we address how the phonons can give rise to signals in
pristine GNRs. Second, we consider how the IETS signals change when defects
are present in the GNRs in order to establish to what extent we might expect
transport spectroscopy and IETS, in particular to give information about which
defects are present and how they impact the transport. The focus is on the two
most generic edge-types, namely armchair(AGNR) and zig-zag(ZGNR). For the
pristine ZGNR we wish to examine the role of spin polarization. In experiments
the substrate or an applied gate potential can change the actual Fermi level
in the ribbons. To address this we scan the Fermi level using the numerically
eﬀective scheme, precented in Chap. 4, enabling fast calculations of the IETS[75].
5.4.1 Setup
As for the gold-chain AGNR junction, a single-zeta polarized basis set for the
carbon and hydrogen atoms is used together with a cut-oﬀ energy of 400-500
Ry for the real-space grid. In the case of chemical defects, a double-zeta po-
larized basis set is used. These choices, balancing accuracy and computational
cost, provide a good description to investigate trends and general behavior of a
substantial number of systems.
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Figure 5.4: (a) Computational setup for a pristine AGNR showing electrode,
device and dynamical regions. (b) Electronic band structure (Kx is
in units of inverse unit cell length). The diﬀerent bands are colored
according to symmetry of the electronic states. Red: symmetric,
corresponding to Fig. 5.5(a-b). Blue: anti-symmetric, correspond-
ing to Fig. 5.5(c-d). The insert is a illustration of the zone folding
leading to the gap. (c) Electronic transmission for varying elec-
trode broadening describing the coupling to the metal contacts,
η = 0, 0.1, 1 eV, see text. (d) Electronic DOS projected onto the
dynamical region. Panels (e)-(h) show the similar entities for the
pristine ZGNR case.
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The generic armchair and zig-zag GNRs considered here are shown in Fig. 5.4.
We adopt the usual two probe setup deﬁning left (L) and right (R) electrodes,
with electronic matrix elements deﬁned in a local basis set in the devise re-
gion (D). A subset of the atoms in the device are allowed to vibrate. This
dynamical region is restricted by the condition that the electron-phonon cou-
pling is fully included inside D. The electrode coupling ΓL/R is obtained from
TranSIESTA[13] and exists on the symmetric L/R electrode parts of the sys-
tem, see Fig. 5.4(a,e). The primitive unit cell of the AGNR (ZGNR) consist of
18 (10) atoms and in our calculations this unit cell is repeated 10 (18) times in
the transport direction. The self-energy from the inﬁnite electrodes is included
on the two (ﬁve) ﬁrst/last unit cells. The dynamical region where atoms are
allowed to vibrate is restricted to the center 4 and 6 unit-cell for the AGNR
and ZGNR, respectively. The corresponding electron-phonon couplings used to
calculate the inelastic electron transport are included in the center 6 unit-cells
for the AGNR and 8 unit-cells for the ZGNR.
5.4.1.1 Model for the broadening by metal leads
In the experimental setup we will address here the nanoribbons is suspended
between two metallic leads. In the case of the lifting experiments[59] described
in 5.2, these will be the Au(111) sample surface and Au STM tip, respectively.
Here the focus is on the action inside the GNRs, to put aside the possible
complications due to the detailed electronic structure of the metal, and the
metal-GNR interface in particular.
To this end, a simple model of the metal electrodes, without substantial elec-
tronic features, is introduced. We choose semi-inﬁnite GNR with highly broad-
ened states eﬀectively smearing out the energy gap. In this way, we mimic the
experimental setup by a more generic description of the metal. In practice this is
done by choosing an ﬁnite numerical imaginary part in the electrode recursion
calculation,[103] η, broadening all states in the semi-inﬁnite electrodes. The
scheme above ensures that the phonon eﬀects originates from inside the AGNR,
and are not artifacts of the coupling to the metal electrode, which is unknown
in the STM experiments. The electronic band structures for the inﬁnite rib-
bons, along with the transmission and DOS, are shown for η = 0, 0.1, 1 eV in
Fig. 5.4(b,c,d) and Fig. 5.4(f,g,h) for AGNR and ZGNR, respectively. We note
that the broadened transmission resemble the smearing seen in the experimental
diﬀerential conductance curves[59] shown in Fig. 5.1 (c) The electronic states
involved in the transport are shown in Fig. 5.5, where we depict the transmission
eigenchannels[89] for states in the valence and conduction bands of the AGNR
and ZGNR. Their spatial symmetry play a signiﬁcant role for the selection rules
involved in the inelastic scattering.
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Figure 5.5: (a)-(d) Electron transmission eigenchannels for the clean AGNR
for the valence bands at E −EF = −1 eV and for the conduction
bands at E−EF = 1 eV. (e)-(h) Electron transmission eigenchan-
nels for the clean ZGNR in the valence bands at E − EF = −0.4
eV and in the conduction bands at E − EF = 0.4 eV for one
spin component. The eigenchannels for the other spin component
are simply mirror images around the middle of the ZGNR (not
shown). The red/blue (pink/gray) isosurfaces represent the real
(imaginary) part and sign of the scattering state wave function.
For all eigenchannel calculations the electrode broadening was set
to zero (η = 0 eV)
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5.4.1.2 Convergence of IETS with cell-size
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Figure 5.6: The convergence w.r.t. number of dynamical cell size for the
clean GNR. (a) IETS signals for the AGNR. (b)IETS signals for
the ZGNR. (a-b) normalized with respect to the number of unit
cells in the dynamical region (4H14C in AGNR, 2H8C in ZGNR)
The convergence of the IETS with the size of the dynamical region is addressed,
by investigating the eﬀect of the ﬁnite size of the dynamical region. The IETS
signal, for the AGNR, is shown in Fig. 5.6(a), for a ﬁxed gate value of VG = 0.0V,
for four diﬀerent sizes of the dynamical region ranging from 1 to 6 unit-cells. In
order to compare the signals they are normalized by the number of unit-cells.
The signal scales linearly with the active electron-phonon coupling region. If
the dynamical region consists of more than one unit-cell a third peak appears
at 159 meV corresponding to the edge phonon mode, the blue band in Fig. 5.8.
The convergence for the ZGNR, shown in Fig. 5.6(b) is approximately of the
same range as for the AGNR.
5.4.1.3 Gate and voltage-drop
In principle, the electronic structure should be evaluated at ﬁnite bias. However,
since we wish to avoid using a detailed model of the connection to the metal
electrodes, where an important part of the voltage drop will take place, and
since the systems are rather long such that the relevant electric ﬁelds will be
small, we use the zero-voltage electronic structure in the following and use a
symmetric voltage drop for these symmetric setups.
Experiments on graphene nanostructures typically include the possibility of ap-
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plying a gate potential and thereby change the carrier density. Moreover, in the
lifting experiments[59] the charge transfer from the metals electrodes was not
clariﬁed. In order to simulate the eﬀect of doping or a gate we further consider
that the chemical potentials can be shifted by an applied gate voltage VG, i.e.,
µL = EF + ~ωλ/2 + VG, µR = EF − ~ωλ/2 + VG. Combined with the LOE,
this gives an approximate but computationally eﬃcient scheme, allowing for the
evaluation of IETS on a ﬁne VG grid of relevant values between valence and
conduction bands of the GNRs.
5.5 Pristine graphene nanoribbons
In this section, we turn to the IETS results of the two clean ribbons. First we
focus on the AGNR systems directly relevant for the lifting experiments[59].
The results for the ZGNR are provided as comparison and to look into the role
of chirality and in particular eﬀects rooted in spin polarization, and thus we
now discuss these separately.
5.5.1 Pristine armchair nanoribbon
The pristine("Clean") AGNR shown in Fig. 5.4(a) has a width ofW = 7 dimers
(7-AGNR) corresponding to a C-C width of 7.5Å. It presents a direct semi-
conducting band gap due to the lateral conﬁnement. It is in the class of "large"
gaps for ribbons of comparable width sinceW = 3p+1 where p is integer.[98] We
obtain Eg ≈ 1.3 eV at the present level of approximation (DFT-GGA and small
basis-set), as seen from the electronic band structure shown in Fig. 5.4. The
obtained band gap is below the one observed experimentally, for an AGNR on
a Au(111) surface which is around[101, 14] 2.3-2.6 eV or the AGNR suspended
between surface and STM-tip[59] ∼ 2.7 eV. This is due to the underestimation
of the electron-electron interaction,[137] which play an more important role in
quasi one-dimensional GNRs compared to pristine graphene. The dielectric
screening from the substrate also play a signiﬁcant role of the gap. Even a
weak coupling to a substrate can aﬀect the gap substantially. For a 7-AGNR
a band-gap of 3.2 eV was found to be lowered to 2.7 eV on a hBN substrate
using GW calculations,[52] similar to the lowering calculated for a 7-AGNR
on Au(111).[69] In general we expect that the eﬀect of the underestimation of
band-gaps amounts to a scaling of the gate-voltage which shifts the Fermi energy
inside the band-gap.
All calculated IETS signals for diﬀerent gate voltages are shown in Fig. 5.7(a) as
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Figure 5.7: IETS signals as a function of gate voltage for (a) pristine AGNR (4
vibrating unit cells) and (b) pristine ZGNR (6 vibrating unit cells).
Vertical dashed lines are guides to the eye indicating the energy
of the most contributing vibrational modes. Speciﬁc IETS signals
for the (c) AGNR and (d) ZGNR at selected gate voltages marked
with horizontal dashed lines in panels (a) and (b). Broadening
originates from temperature T = 4.2 K and a lock-in modulation
voltage Vrms = 5 mV (except for the thin red lines in the lower
panels with Vrms = 0 mV ).
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Figure 5.8: Left: The phonon band structure of the AGNR. The size of the
fat red, green and blue bands are proportional with the overlap
between the repeated band vector and the modes contributing to
the IETS signal, (Pnk in Eq. (5.1)). Middle: The band modes
evaluated at Γ for the bands which contribute to the IETS signal.
Right: The Amplitude |γλ|+ |κλ| given in Eqs. (4.34)-(4.35).
a density plot, while selected IETS spectra at selected gate voltages are shown
in Fig. 5.7(c). When calculating the IETS we can apply a broadening to take
into account the lock-in modulation voltage, Vrms = 5 mV, which is typically
used in experiments, besides the broadening from temperature, which we take
here as T = 4.2 K. The results in Fig. 5.7(c) are shown both with and without
the Vrms-broadening.
The results in Fig. 5.7(a,c) correspond to a dynamical region consisting of 4 unit
cells. Fig. 5.6 shows how the size of the IETS signals scale linearly with number
of cells. Importantly, the shape of the IETS signal is basically converged with
4 dynamical primitive cells, which is what we will apply from here on. We note
that in principle comparing the calculated magnitude of the IETS signal directly
with experiments might be used to estimate the size of the active interaction
region when comparing to experiments.
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We ﬁnd that for all sizes of the dynamical region two IETS signals appear at
196 meV and 169 corresponding to the G-mode and D-mode(ring breathing),
respectively, observed in Raman spectroscopy.[41, 27]. Shifting the gate voltage
inside the gap region does not aﬀect the IETS signal appreciably. However,
when the gate potential shift the equilibrium Fermi level close to the conduction
band of the AGNR, the signal increases by a factor of ﬁve and a small peak-dip
feature appears similar to the one reported for experiments[118] and theory[75]
of gated Benzene-Di-Thiol molecular contacts, discussed in chapter Chap. 4. If
the system is gated further into the conduction band the signals shift from peaks
to dips as the transmission increases beyond approximately 0.5 for the involved
channels.[91] The signals for gate voltages corresponding to EF close to the
valence band result in approximately the same signals although the electronic
states here diﬀer as seen in Fig. 5.5(a-d).
We can identify the mode vectors (indices λ), vλ, of the most important vibra-
tional modes inside the dynamical region contributing to the IETS signal by
taking the sum of the absolute value of the amplitudes |γλ| and |κλ| given in
Eqs. (4.34)-(4.35). According to the right panel in Fig. 5.8 only four modes
contributes to the IETS. These can be analyzed further in terms of the phonons
in the inﬁnite AGNR by projecting the contributing IETS modes in the ﬁnite
dynamical cell onto the phonon band modes (band index n, k-point k) deﬁned
in the primitive cell unk, but expanded into the dynamical region consisting of
4 primitive cells using their Bloch form,
Pnk =
∣∣unk (1, eik, ei2k, ei3k) · vλ∣∣2 . (5.1)
The projections are depicted as widths of the bands in Fig. 5.8, where we also
show the corresponding Γ-point phonon modes inside the primitive cell for the
inﬁnite ribbon. Besides the two highest energy modes corresponding to the G
and D Raman modes, we also get contributions from modes at lower energies in
the IETS.
5.5.2 Pristine zig-zag nanoribbon
The ZGNR shown in Fig. 5.4(e) has a width of 4 zig-zag chains (4-ZGNR)
corresponding to 7.26 Å(C-C). The breaking of sublattice symmetry for the
ZGNR and lack of pseudo-phase result in diﬀerent selection rules for matrix
elements and diﬀerence in for example Raman signals from diﬀerent edges[102].
The ZGNR present spin polarized edge states which are metallic in simpler
tight-binding descriptions but present a small gap in DFT[98]. These play a
major role for the conduction. Inside the band-gap the conduction takes place
in spin polarized channels close to the edge, see Fig. 5.5(e-h). Since the edge
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states break the mirror symmetry with respect to the middle of the ribbon,
there will be no symmetry forbidden transition between scattering states. Thus
we expect a wider range of modes to contribute to the IETS signal compared
to the AGNR case which indeed is in agreement with the ﬁndings shown in
Fig. 5.7(b,d). The greater number of modes contributing to the IETS for the
ZGNR result in broader signals with similar magnitude as for the AGNR.
5.5.2.1 Comparison between spin- and non-spin- polarized ZGNR
This diﬀerence suggests a way to indirectly observe spin polarized edge states
by considering the width or number of IETS signals. Therefore in Fig. 5.9 we
compare the IETS signal obtained from a non-spin polarized and a spin polarized
calculation. In the undoped case, the IETS signal have opposite signs due to the
spin induced gap. Only a single peak contributes to the non-spin polarized IETS
signal while several peaks contribute to the spin polarized IETS signal. Even if
the ZGNR is doped corresponding to VG = 0.5V, were the spin polarized edge
state decays into the ribbon and spin polarized and non-spin polarized IETS
signal have the same sign, the spin polarized IETS persist to have several peaks
opposed to a single peak in the non-spin polarized IETS.
Projecting the modes contributing to the IETS onto the phonon band modes
further underlines how several bands with diﬀerent symmetries contribute to the
spin polarized IETS, while only a couple of bands contribute to the non-spin
polarized IETS.
In order to visualize the important phonon band modes taking part in the inelas-
tic scattering we introduce the overlap between modes in the ﬁnite dynamical
cell and the phonon band modes weighted by the size of the IETS signal
Fnk(VG) =
∑
λ
|γλ(VG)|
∣∣unk (1, eik, ei2k, . . . , ei5k) · vλ∣∣2 , (5.2)
where unk is the phonon band mode indexed by n, and vλ is the modes in ﬁnite
4 primitive cell long dynamical region index by λ. The results are shown in
Fig. 5.9. It is clear that the spin-polarization leads to contributions to IETS
from new modes.
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Figure 5.9: Upper panel: (a) IETS signal for the pristine ZGNR. The black
lines are without spin polarization, and the red lines are the
spin-up component from a spinpolarized calculation. Solid line:
Broadening using Vrms = 5 mV and T = 4.2 K. Stippled line:
Vrms = 0 mV and T = 4.2 K. (b) Electronic transmission, from
a non-spinpolarized calculation, for varying electrode broadening
describing the coupling to the metal contacts, η = 0, 0.1, 1 eV.
Lower panel: The phonon band structure of the ZGNR together
with the Γ-point modes. The widths of the red bands are propor-
tional to the weight function F (0.0) (Eq. (5.2)), while the widths
of the blue bands are proportional to F (0.0) + F (0.5).
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5.6 Defective graphene nanoribbons
5.6.1 Defects in AGNRs
Now we turn to the signals due to defects. Regardless of the fabrication method,
defects will inevitable occur. For example, if the AGNRs are synthesized from a
precursor molecule, involving heating and dehydrogenation, as reported by Cai
et al.[16] and Blankenburg et al.,[9] there is a chance that the reaction is incom-
plete and some of the carbon-carbon bonds between the precursor molecules
do not form. Also there is a chance that a part of the ﬁnal AGNR will have
dehydrogenated edges or edges passivated by two hydrogen atoms. Finally, de-
fects may be introduced on purpose locally by applying a high current in the
STM.[126]
In Fig. 5.10 we show the structures of pristine AGNR along with 8 diﬀerent
defect conﬁgurations which we have considered. These include four defects
in the edge passivation as follows: A single edge side with an extra hydro-
gen atom [1H-edge, Fig. 5.10(b)], two edge sides with each an extra hydro-
gen atom [2H-edge, Fig. 5.10(c)], one hydrogen replaced by a ﬂuorine atom
[1F-edge, Fig. 5.10(d)], and a dehydrogenated edge with 4 hydrogen atoms
removed from each side [8H-free, Fig. 5.10(e)]. We have also considered de-
fects in the atomic structure in the form of one, two, or four broken C-C bonds
[1C-broken, 2C-broken, 4C-broken, Fig. 5.10(f)-(h)] as well as a Cu adatom on
the AGNR [Cu-adatom, Fig. 5.10(i)]. For all these systems the entire dynamical
region was relaxed, i.e., the parts of the AGNRs shown in Fig. 5.10.
The defects can inﬂuence the IETS signal in two ways. First, they can have
a direct impact by changing the vibrational degrees of freedom. In order for
the change in the vibrational spectrum to give a signal in the IETS, the "new"
vibration must couple to the current, and preferably have a frequency which
do not coincide with one of the "clean" signals obtained for pristine ribbons.
Second, they can change the electronic structure, and thereby have a direct
eﬀect by changing the electron-phonon coupling, or have a more indirect eﬀect
by changing the transmission channels, e. g. shifting a peak in the IETS to a
dip or giving rise to an asymmetric contribution from the term in Eq. (4.31).
The eﬀect of the defects on the elastic electronic properties are investigated in
Fig. 5.11. The carbon density of states are shown projected to the Device region
together with the total transmission T as a function of energy. The clean AGNR
has two bands and contributing transmission channels close to EF . Thus, we
also show TT1 , where T1 is the transmission of the dominating eigenchannel, as
a measure of the minimum number of contributing channels. Measurements
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(a) Clean (b) 1H-edge (c) 2H-edge
(d) 1F-edge (e) 8H-free (f) 1C-broken
(g) 2C-broken (h) 4C-broken (i) Cu-adatom
Figure 5.10: Top and side views of the dynamical region describing the vari-
ous AGNR defect structures. (a) Pristine AGNR. (b) One extra
H atom on one of the edges. (c) Two extra H atoms on one of
the edges. (d) One H atom replaced by a F atom. (e) Dehy-
drogenated edge where 4 H atoms have been removed from each
side. (f) One broken C-C bond. (g) Two broken C-C bonds. (h)
Four broken C-C bonds. (i) Cu adatom in a hollow site on the
edge.
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Figure 5.11: Electronic properties of the AGNR structures shown in Fig. 5.10.
The total transmission is shown with black lines. The ratio T/T1,
where T1 is the transmission originating from the most transmit-
ting eigenchannel is shown with green dashed lines (this ratio
gives a lower bound to the number of contributing eigenchan-
nels). The DOS for the C atoms in the dynamical region is
shown with red lines (oﬀset by 3 units).
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of shot-noise may provide insights into this eﬀective number of conductance
eigenchannels.[22, 107] For the clean system, the carbon DOS exhibit a gap as
expected from the band structure in Fig. 5.4, which is broadened due to the
coupling to metallic electrodes. Inside the gap we ﬁnd T/T1 around 2 close to
EF corresponding to channels derived from the valence and conduction bands.
Not all defects change the elastic transmission, and furthermore, a change in
elastic transmission needs not be unique for a speciﬁc defect. The addition of
IETS may provide a better ﬁngerprint of the defect type in the current. Thus,
we again calculate the IETS for various positions of the Fermi level correspond-
ing to doping or applying a gate potential. The resulting plots are shown in
Fig. 5.12. As for the clean structures, the two peaks at 196 meV and 169 meV,
corresponding to the Raman G-mode and D-mode, are dominating for a range
of gate values for all the structures. Another feature, which is present in all the
systems, is the appearance of several signals close to a band onset. The most
contributing modes can be identiﬁed by considering the value of the amplitudes,
γλ and κλ given in Eq. (4.34) and Eq. (4.35).
5.6.1.1 Edge passivation
Considering defects in the edge-passivation, structure (b-e) in Fig. 5.10, the gap
in the transmission is unchanged, see Fig. 5.11(b-e), except for the 1H-edge
structure were a peak appears at the Fermi level in the DOS and in the trans-
mission. The extra peak can be attributed to tunneling via a mid-gap state
which appears due to the local breaking of sub-lattice symmetry.[98] Thus, if
a hydrogen is added to the neighboring carbon atom, as in 2H-edge, the peak
disappears. The addition of one or two hydrogen atoms on the side also results
in the closing of one transmission channel as shown in Fig. 5.11(b,c). Concern-
ing the vibrational degrees of freedom, the addition of extra hydrogen to the
edge results in new vibrational modes outside the frequency range of the pristine
ribbon, around 330 meV for the 1H-edge and around 343 meV and 353 meV for
the 2H-edge.
However, only the 1H-edge gives a IETS signal which diﬀers signiﬁcantly from
the pristine case, as can be seen by comparing Fig. 5.12(a-c). Considering the
top curve in Fig. 5.12(k) showing the IETS signal for 1H-edge at VG = 0.2V,
we see how new signals appear above 300 meV. For positive bias polarity two
signals appear at 330 meV and 365 meV, respectively. However, for negative
bias polarity only a asymmetric signal around 365 meV is present. The signal
at 330 meV is due to vibrations of the H2, while the signal at 365 meV is due
to the hydrogen sitting on the neighboring atom, as shown in Fig. 5.13 (a-b).
Furthermore, the size of the signals around 196 meV and 169 meV also depend
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Figure 5.12: (a-i) IETS as a function of gate voltage VG for the pristine
and defective AGNR structures shown in Fig. 5.10 . (j-o) IETS
for six selected structures at three speciﬁc gate values (dashed
horizontal lines in panels a-i). The curves are oﬀset with the most
negative gate value at the bottom (black curves) and the most
positive at the top (green curves). (j) Clean AGNR at gate values
VG = −0.3, 0.0, and 0.8 V. (k) 1H-edge at VG = −0.3, 0.0, and
0.2 V. (l) 8H-free at VG = −0.3, 0.0, and 0.6 V. (m) 1C-broken
at VG = −0.3, 0.0, and 0.3 V. (n) 4C-broken at VG = −0.3, 0,0,
and 0.3 V. (o) Cu-adatom at VG = −0.3, 0.0, and 0.3 V. Dotted
vertical lines are guides to the eye of characteristic IETS signals
corresponding to the modes in Fig. 5.13
.
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(a) 1H-edge
~ω = 365 meV
(b) 1H-edge
~ω = 330 meV
(c) 8H-free
~ω = 244 meV
(d) 8H-free
~ω = 43 meV
(f) 4C-broken
~ω = 50 meV
(e) 4C-broken
~ω = 367 meV
(g) 4C-broken
~ω = 26 meV
Figure 5.13: Visualization of the most contributing defect-induced vibra-
tional modes to the IETS signals indicated by vertical lines in
Fig. 5.12(j-o). (a-b) The two hydrogen signals for 1H-edge. (c)
Localized edge mode at the carbon dimers for the 8H-free. (d)
Delocalized edge mode for the 8H-free. (e) Hydrogen mode from
the zigzag edge of 4C-broken. (f-g) Defect modes for 4C-broken.
on the bias polarity.
Gating onto the zero-energy resonance for 1H-edge the IETS signal are domi-
nated by large asymmetric signals for low energy vibrations given by the asym-
metric function in Eq. (4.31). Note that the amplitude κλ changes sign with
the bias polarity for this approximately left-right symmetric structure, as can
be seen from the red IETS curve in Fig. 5.12(k) which is roughly an odd func-
tion. In close proximity of the resonance the frequency of the contributing
modes increase giving the X-shape in Fig. 5.12(b). Gating further away from
the zero-energy resonance, the IETS signal approaches the pristine signal.
The results for IETS when substituting a hydrogen with a ﬂuorine atom, shown
in Fig. 5.11(d), is seen to have virtually no eﬀect. This indicates that a signiﬁcant
change in the chemical and electronic structure is required in order to obtain a
signal although the vibrations are inﬂuenced by the heavier passivation.
Signiﬁcantly changing the passivation by removing four hydrogen atoms on each
side, as in 8H-free, give rise to four very narrow peaks in the unoccupied band
part of the carbon DOS in Fig. 5.11(e). These correspond to very localized
dangling-bond states on the dehydrogenated dimers, and does not show up in
the transmission. However, the dehydrogenated edges give rise to localized
vibrations around 245 meV outside the range of the pristine vibrational spec-
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trum [26]. The in-phase vibration of the dehydrogenated carbon dimers at the
armchair edges, see Fig. 5.13(c), gives rise to an extra IETS peak at 244 meV
matching the H-free mode measured by Raman.[48] We ﬁnd that this signal is
robust against gating and appears in the whole range of gate values. When
gating into to the valence band a new signal appears around 43 meV originating
from a low energy edge vibration shown in Fig. 5.13(d).
5.6.1.2 Structural defects
The electronic transmission is mediated by the carbon pi system. Thus if a
carbon-carbon bond fails to be formed during the GNR synthesis or is broken
afterwards, a large eﬀect can be expected for the electronic properties as also
evident from Fig. 5.11(f-h). Breaking one or two bonds results in the formation
of two in-gap peaks which are broadened by the electrodes making the gap to
appear smaller. However, for a longer ribbon the gap would remain unchanged.
The IETS signal for the 1C-C and 2C-C have the same two signals, at 196 meV
and 169 meV, as the Clean ribbon. However the relative size of the peaks are
shifted making the "D-peak" slightly larger than the "G-peak".
Breaking four carbon-carbon bonds so only that a single bond is left results
in a totally altered DOS which now is dominated by three sharp peaks. The
IETS signals for the 4C-broken are shown in Fig. 5.12(h) and Fig. 5.12(n).
In the proximity of the resonance, at VG = 0.0 V, a broad range of signals
at low vibrational energies appear. Gating away from the broad zero-energy
transmission resonance we observe two robust IETS signals at 27 meV and
50 meV resulting from vibrations, shown in Fig. 5.13(f-g), localized at the defect.
5.6.1.3 Adatom
Transition metals are typically used for growth of graphene or as a substrate for
the bottom-up synthesis of GNRs. Thus it is of interest to consider the eﬀect of
this type of adatom on the GNR. Here we consider a Cu adatom which for bulk
graphene have a lowest energy adsorption site in the on-top position.[71] For
the AGNR we here consider the stable position breaking the axial symmetry in
Fig. 5.10(i) which is at a hexagon center at the edge. The DOS and transmission
reveal a n-type doping eﬀect shifting EF close to the conduction band while
leaving the two transmission channels inside the gap relatively intact.
For the pristine ribbon the electron-phonon coupling involving the out-of-plane
vibrations are suppressed due to the symmetry of the pi-orbitals. However,
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around the onset of the conduction band the IETS signal shown in Fig. 5.12(i,o)
is dominated by large asymmetric signals with a signiﬁcant contribution from
out-of-plane phonons. The appearance of these are due to the breaking of the
planar symmetry of the GNR by the adatom. However, when gating into the
gap these signatures of the adatom disappear, cf. lower curve in Fig. 5.12(o).
5.6.2 Defects in ZGNRs
Now we consider defects in a zigzag graphene nanoribbons. As was the case for
the pristine zigzag ribbon we do a spinpolarized calculation. The spin degrees of
freedom σ =↑, ↓ generalizes γσλ and κσλ [Eqs.(4.34)-(4.35)] corresponding to two
independent spin channels, which in general can have quite diﬀerent amplitudes
and even opposite sign. The observable IETS would simply be the sum of these
two components (∂2V I↑ + ∂
2
V I↓)/(∂V I↑ + ∂V I↓).
As for the AGNR we study eight diﬀerent defect conﬁgurations, shown in
Fig. 5.14. We consider the following defects in the edge-passivation: A single
edge with an extra hydrogen [1H-edge, Fig. 5.14(b)], one hydrogen is replaced by
either a F atom [1F-edge, Fig. 5.14(c)], an OH group [1OH-edge, Fig. 5.14(f)], or
a NO2 group [1NO2-edge, Fig. 5.14(g)]. We also consider defects in the form of a
Cu adatom [Cu-adatom, Fig. 5.14(d)] or a Li adatom [Li-adatom, Fig. 5.14(e)].
Finally, we also study the eﬀect of a structural defect in form of a 57 recon-
struction [R57, Fig. 5.14(h)] and a substitutional defect where a C atom next to
the edge is replaced by a Si atom [Si-substitute, Fig. 5.14(i)]. For all these
systems the entire dynamical region was relaxed, i.e., the parts of the ZGNRs
shown in Fig. 5.14 using spin-polarized treatments.
In the same way as for the AGNR case we ﬁrst characterize the electronic proper-
ties in the device region, but now spin resolved, showing the electronic properties
of the diﬀerent impurity conﬁgurations for spin up/down in the left/right parts
of Fig. 5.15.
5.6.2.1 Edge passivation
The broad IETS signals in the ZGNR resulting from the breaking of the axial
mirror symmetry makes signals originating from the defects more diﬃcult to
identify. Inside the gap the 1H-edge IETS signal resembles the pristine ZGNR
signal, however, gating into the valance band the edge states starts to decay into
the ribbon and some of the mirror symmetry is restored resulting in part of the
pristine ZGNR signals to disappear. Here an extra signal appears due to edge-
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(a) Clean (b) 1H-edge (c) 1F-edge
(d) Cu-adatom (e) Li-adatom (f) 1OH-edge
(g) 1NO2-edge (h) R57 (i) Si-substitute
Figure 5.14: Top and side views of the dynamical region describing the various
ZGNR defect structures. (a) Pristine ZGNR. (b) One extra H
atom on one of the edges. (c) One H atom replaced by a F atom.
(d) Cu adatom in a hollow site on the edge. (e) Li adatom in a
hollow site on the edge. (f) One H replaced by a OH group. (g)
One H replaced by a NO2 group. (h) Structural defect (R57). (i)
Substitutional Si defect next to the edge.
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Figure 5.15: Electronic properties of the ZGNR structures shown in Fig. 5.14
with the spin-up/down components in the left/right panel. The
spin-resolved total transmission is shown with black lines while
spin-averaged total transmission is shown with thin blue lines.
The ratio Tσ/Tσ1 , where T
σ
1 is the transmission originating from
the most transmitting spin eigenchannel, is shown with green
dashed lines (this ratio gives a lower bound to the number of
contributing eigenchannels with spin σ). The spin-resolved DOS
for the C atoms in the dynamical region is shown with red lines
(oﬀset by 3 units).
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modes in the frequency range 194 to 199 meV with the most contributing mode
at 196 meV as shown in Fig. 5.17(a). The resulting IETS signal can clearly
be seen in the bottom curve in Fig. 5.16(k). As for the AGNR substituting
a hydrogen with a ﬂourine atom has a very limited eﬀect on the electronic
properties and the IETS signal.
Substituting a hydrogen with an OH group, according to Fig. 5.15(f) and (o),
have only a small eﬀect on the spin down electrons, while it shrinks and add ad-
ditional structure to the gap for the spin up electrons. For the spin up electrons
there is a small peak inside the gap which give rise to a large asymmetric IETS
signal around VG = −0.2V in Fig. 5.15(o) lower curve, compared to the pris-
tine case. The mode having the largest contribution to the asymmetric signal
is shown in Fig. 5.17(b). However, there is no clear signature of the OH group
itself. In the same manner the substitution with a NO2 group removes the gap
in the electronic properties without leaving any direct ﬁngerprint of the NO2
group in the IETS signal.
5.6.2.2 Adtoms
As for the armchair we consider the eﬀect of adatoms. For the Cu adatom the
transport gap shrinks for the spin up electrons while there is an in-gap peak
for the spin down electrons, cf. Fig. 5.15(m). Thus, for some gate values the
IETS signals reﬂect that the spin down electrons will back scatter while the
spin up electrons will be forward scattered, and the observed signal is then the
sum of these contributions. For a gate value of Vg = −0.2V, the IETS signal is
dominated by spin down electrons. Due to the ﬁnite width of the in-gap peak,
in the spin down transmission, the low frequency phonons (~ω < 0.1 meV) give
rise to back scattering while the high frequency phonons (~ω > 0.1 meV) result
in forward scattering. Thus, the low and high energy signals have diﬀerent signs
as can be seen from Fig. 5.16(l). Interestingly, the low energy signal primarily
consists of symmetric contributions from out of plane modes as the one shown
in Fig. 5.17(b) . Gating by Vg = −0.32 V, the spin down transmission is about
0.4 while the spin up transmission is about 0.85. Thus, in Fig. 5.18 we see how
this give rise to comparable spin resolved signals with opposite signs in the d
2I
dV 2 .
Replacing the Cu adatom with Li, the transmission and DOS, shown in Fig. 5.15(e)
and Fig. 5.15(n), reveals a spin dependent n-type doping eﬀect, where EF is
shifted the most for spin down. However, no in-gap peak is seen as for Cu and
the IETS show no clear signature of the lithium atom.
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Figure 5.16: (a-i) Spin-averaged IETS as a function of gate voltage VG for
the pristine and defective ZGNR structures shown in Fig. 5.14.
(j-o) IETS for six selected structures at three speciﬁc gate values
(dashed horizontal lines in panels a-i). The curves are oﬀset with
the most negative gate value at the bottom (black curves) and
the most positive at the top (green curves). (j) Clean ZGNR for
gate values VG = 0.0, 0.4, and 0.8 V. (k) 1H-edge at VG = −0.6,
0.0, and 0.4 V. (l) Cu-adatom at VG = −0.2, 0.0, and 0.8 V. (m)
1OH-edge at VG = −0.2, 0.0, and 0.8 V. (n) R57 at VG = −0.8,
0.0, and 0.2 V. (o) Si-substitute at VG = −0.3, 0.0, and 0.3 V.
Dotted vertical lines are guides to the eye of characteristic IETS
signals corresponding to the modes shown in Fig. 5.17.
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(a) 1H-edge
~ω = 196 meV
(b) 1OH-edge
~ω = 182 meV
(c) Cu-adatom
~ω = 11 meV
(d) R57
~ω = 204 meV
(e) Si-substitute
~ω = 12 meV
Figure 5.17: Visualization of the most contributing modes to the IETS signals
indicated by vertical lines in Fig. 5.16(j-o). (a) Edge mode at the
edge with the extra hydrogen in 1H-edge. (b) Mode contributing
to the asymmetric signal in Fig. 5.16 (m) for the 1OH-edge. (c)
Out-of-plane mode for Cu-adatom. (d) Localized mode for R57.
(e) Out o plane mode for Si-substitute.
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Figure 5.18: Spin resolved d
2I
dV 2 for the Cu-adatom system for gate value Vg =−0.32 V.
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5.6.2.3 Structural defect
The formation of a R57 reconstruction results in a peak in the DOS in the
device region, just below/above the Fermi-energy for the spin down/up electrons
. The R57 breaks the symmetry both in the vibrational and electronic structure
allowing for IETS signals from a wider range of vibrations, resulting in broader
peaks, as seen from Fig. 5.16(h) and Fig. 5.16(n). One of the contributing
modes, shown in Fig. 5.17(d) is localized at the border between the pentagon-
ring and middle of the ribbon at ~ω = 204meV. This localized mode yield a
relatively small signal compared to the other signals, however, contrary to the
other modes the localized mode is not expected to be broadened if the coupling
to phonons away from the dynamical region is taken into account. The breaking
of symmetry in the electronic structure also give rise to diﬀerent signals for the
two bias polarities.
5.6.2.4 Substitutional impurity
Substituting a carbon with a silicon atom leads to an out-of-plane buckling, see
Fig. 5.14. However, both silicon and carbon have an s2p2 electronic structure,
and the electronic transmission is basically similar to the pristine case. On the
other hand, the buckling give rise to low energy peaks in the IETS signal origi-
nating from the e-ph coupling to the out-of-plane modes. The most contributing
out-of-plane mode is shown in Fig. 5.17(e). Gating close to the band-edge of
the conduction band give rise to diﬀerent sign of the signals at low and high
vibrational energies, as seen from the top curve in Fig. 5.16(o).
5.7 Summary and Conclusions
In conclusion, we have investigated the gate dependent IETS signal for a gold-
chain AGNR junction and for symmetrically contacted pristine as well as a
selection of defective armchair and zigzag graphene nanoribbons.
The gold-chain AGNR junction experiences three peaks at 196, 169 and 159
mV. The peak at 196 mV corresponds to the G-mode and the two peaks at 169
and 159 mV are merged to give the D-peak, observed around 200 and 163 mV
experimentally[58]. Furthermore, signals due to hydrogen are observed, for a
gate value of VG = 0.3 V. Two symmetric signals at −350 mV and −366 mV and
an asymmetric signal at 366 mV. The signal at −350 mV is shown to originate
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from the zigzag edge while the asymmetric signal at 366 mV is due to the "bulk"
part of the ribbon.
Considering the symmetrically contacted pristine AGNR the inelastic tunneling
give rise to two peaks in the IETS spectrum at 196 mV and 169 mV correspond-
ing to the G-mode and D-mode, also seen in the gold-chain AGNR junction.
By connecting the IETS signals to the phonon band structure, we have clariﬁed
how only four bands contribute. Concerning defects in AGNRs we have shown
how some defects leave the IETS spectra unchanged while others give a clear
signal. We have shown how adding an extra hydrogen atom to a single edge
side gives a clear signal for some gate values and how adding one more hydrogen
atom to the neighboring edge side, restoring the sub-lattice symmetry, removes
the IETS signal due to the hydrogens. For the 1H-edge structure a signal at 330
mV is observed for some gate values, oﬀering an alternative explanation of the
"2D-peak", observed in Fig. 5.1. Furthermore, exchanging a single hydrogen
atom with a ﬂuorine atom in the passivation does not result in any change in
both the elastic and inelastic tunneling. However removing 8 hydrogen atoms
leaving part of the edge on each side without passivation, gives a clear robust
signal throughout the investigated gate values. The signal is due to the carbon
dimers at the edge and have a frequency around 245 meV making it easy to
detect since it is outside the vibrational spectrum of the pristine ribbon. Thus,
this conﬁrmes that the dehydrogenated edge mode measured by Raman ay 245
meV by Huang et al.[48] also give rise to a signal in the IETS and is a possible
explanation for the peak observed at −262 mV in Fig. 5.1. The breaking of
one or two carbon-carbon bonds turns out to shift the size of the peaks due to
the "G-mode" and "D-mode" making the "D-signal" slightly larger. Breaking
4 carbon-carbon bonds give rise to signals caused by the defect tilted out of
plane. Lifting the symmetry of the pi-electrons by adding a Cu-adatom allows
the out-of plane modes to contribute.
For the ZGNR we ﬁnd broad signals especially close to the Fermi-energy. Im-
portantly, the broad signals are a consequence of the breaking of the axial mirror
symmetry in the ribbon due to the presence of spin-polarized edges. Thus, by
comparing to non-spin polarized calculations, we suggest that IETS can give an
indirect proof of spin-polarization in zigzag ribbons.
In contrast to the AGNR the broad signals for the ZGNR makes it diﬃcult to
identify clear signals for the defect investigated in this chapter. However, the
presence of a R57-reconstruction broadens the signal further, by breaking both
the electronic and vibrational symmetry. Substituting a carbon atom with a
silicon atom makes the ribbon buckle, breaking the planar symmetry, allowing
the out-of-plane modes to contribute to the IETS.
Therefore, we suggest that in the future studies IETS can be used to gain
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information of the curvature of GNRs and other graphene structures.
Chapter 6
Heating in Nanostructures
The preceding two chapters was concerned with the inﬂuence of vibrations on
the electronic current, quantiﬁed by the IETS signal. The IETS signal is due
to the coupling between the current and vibrations. When the electrons scat-
ter inelastically on a phonon, energy is transferred between the electrons and
phonons. The heating due to random scattering with electrons is called Joule
heating. Joule heating is an non-equilibrium eﬀect, and is thought to be the
activation mechanism for electromigration[119]. Scaling down our electronic de-
vices while keeping the voltage constant results in an increased current density
which enhances the Joule heating and electromigration in the device, potentially
leading to contact disrupture and thereby malfunction. M. Engelund et al.[26]
explained how Joule heating of localized edge vibrations could explain the edge
reconstruction, due to the current, observed in graphene nanostructures by X.
Jia et al.[50]. Thus, understanding of the mechanism behind heating on the
nano-scale is an important issue in nano-scale electronics. While Joule heat-
ing is a random process, alternative deterministic current-induced forces have
been suggested as an alternative/addition to Joule heating responsible for the
heating on the nano-scale. The deterministic force have four contributions:
The non-conservative "wind" force (NC), a Lorentz-type force originating in
the quantum-mechanical Berry phase (BP), the electronic friction force due to
electron hole pair excitations, and ﬁnally the renormalization force (RN) which
acts as correction to the conﬁning potential[23, 73, 11, 74].
90 Heating in Nanostructures
The deterministic nature of the forces can in principle be utilized to make molec-
ular scaled devices. Dundas et al.[23] have suggested how the NC force can be
used to drive a molecular motor. However, a maybe more imminent/simple
question is understanding the mechanisms behind the breaking of an metallic-
chain[115]. If the nuclei performs a closed loop through regions of varying cur-
rent density, the NC force can continuously pump energy into the system increas-
ing the kinetic energy of the nuclei leading to "runaway modes"[74]. Runaway
modes can also be obtained through the non-equilibrium part of the electronic
friction, which can turn positive if the probability of exiting an phonon exceeds
the probability of absorbing a phonon[78, 39].
This chapter presents the preliminary work on the role of the current-induced
deterministic forces on graphene nanoribbons.
6.1 The Equation of Motion
To describe the dynamics of the system in question an equation of motion is
needed. For an isolated system the equation of motion is, in the harmonic
approximation, given as:
F (U(t)) = −WU(t), (6.1)
where F (U(t)) is the force vector from the potential of the isolated system,
given by the mass-normalized displacements of the ions U , with elements (Ui =√
mi · (xi − x0i )), and the dynamical matrix W.
6.1.1 The Langevin equation
Considering a standard transport setup described in Chap. 2, the system is both
in contact with the phonon bath of the left/right leads and the bath consisting
of electron hole-pair excitations in the electronic system. If the baths can be de-
scribed by harmonic degrees of freedom, (a set of coupled harmonic-oscillators),
then the dynamics of the system can be described by the semi-classical gener-
alized Langevin equation(SGLE)[74, 97, 17, 106], derived in Appendix B:
U¨(t)− F (U(t)) = −
∫ t
Πr(t− t′)U(t′)dt′ + f(t). (6.2)
Here Πr describes the time-delayed back action of the bath on the system due
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to the motion of the system, and f(t) is a random force due to quantum and
thermal ﬂuctuations. Thus, Πr has three contributions,
Πr = ΠrL + Π
r
R + Π
r
e. (6.3)
The ΠrL and Π
r
R are the phonon self-energies, while the Π
r
e describes the coupling
to the electrons. In equilibrium Πre was related to the interaction-weighted
electron hole-pair density of states, Λ, by Head-Gordon and Tully[44]
6.1.1.1 Non-equilibrium
The Langevin equation can be extended to include the non-equilibrium eﬀects
in the electronic system due to the current, as shown by J. T. Lü et al.[74].
Including the non-equilibrium eﬀects the contribution from the electron degrees
of freedom becomes:
Πre(t− t′) =θ(t− t′)Π˜e(t− t′) (6.4)
Π˜e(t− t′) =
∫
dω
2pi
e−iω
′(t−t′)Λ(ω), (6.5)
where the interaction-weighted electron-hole pair density of states, (including
spin), is deﬁned as:
Λ(ω) =
∑
α,β
Λαβ(ω) (6.6)
Λαβkl (ω) = 2
∫
d1
2pi
∫
d2
2pi
δ(~ω − 1 − 2) Tr
[
MkAα(1)M
lAβ(2)
]
(nF (l − µα)− nF (2 − µβ))
(6.7)
where the indices α and β runs over the left and right electrodes and k and l
are the phonon indices.
The SGLE, in Eq. (6.2), is given in the time domain, however, since we are
considering steady state, it is convenient to work in the frequency domain. Thus,
by Fourier transformation we obtain:
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Πre(ω) =
∫
dτe−iω
′(t−t′)Πre(t− t′) (6.8)
=θ(t− t′)Π˜e(t− t′) (6.9)
=
∫ ∞
0
dω
2pi
Λ(ω)
ω′ − ω − iη (6.10)
By applying the Sokhatsky-Weiestrass theorem Πr(ω) can be split into four
contributions giving rise to the four forces mentioned in the beginning of the
chapter.
Πre(ω) = ipiRe Λ(ω)︸ ︷︷ ︸
FR
−pi Im Λ(ω)︸ ︷︷ ︸
NC
+piH [Re Λ(ω′)] (ω)︸ ︷︷ ︸
RN
+ ipiH [Im Λ(ω′)] (ω)︸ ︷︷ ︸
BP
(6.11)
6.1.1.2 Wide-band approximation
To simplify the equations the wide-band approximation can be applied to Eq. (6.7),
reducing the equation of motion to (neglecting the phonon bath):
U¨(t) = −WU(t)− η0U˙(t) +N0U(t)− ζ0U(t)− B0U˙(t) + f(t), (6.12)
with matrices in phonon index describing FR, NC, RN and BP, respectively,
given by,
η0 =2
~
4pi
Tr [MA(µ0)MA(µ0)] (6.13)
N0 =eV 2 ~
2pi
Im Tr [MAL(µ0)MAR(µ0)] (6.14)
ζ0 =eV 2
1
2pi
Tr [M∆A(µ0)M ReG(µ0)] (6.15)
B0 =eV 2 ~
2pi
Tr [M∆A(µ0)M ∂ε ReG(µ0)] (6.16)
where ∆A = AL −AR.
The simplest way of solving Eq. (6.12) is by Fourier transformation:
−ω2U(ω) = −WU(ω)− η0iωU(ω) +N0U(ω)− ζ0U(ω)− B0iωU(ω) + f(ω).
(6.17)
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In order for Eq. (6.17) to give an accurate description the electronic properties
needs to be constant, not only on the scale of the phonon energy, but throughout
the entire bias window. Alternatively, when calculating Λ in Eq. (6.7), one can
relax the WBA and only demand a constant self-energy, Σ, and expand the
spectral function in Lorentzians[72, 38]. This procedure retain some of the
energy dependence in Πre(ω), however it does not provide the eigenmodes , since
the problem now is nonlinear.
6.2 ZGNR
We start by considering the clean zigzag nanoribbon also discussed in Chap. 5,
where the electronic properties are shown in Fig. 5.4. The phononic transmission
and band-structure are shown in Fig. 6.1 Ideally, translation in the three spatial
directions and rotation around the longitudinal direction of the GNR should lead
to zero energy modes at the gamma point. Thus, one should expect four bands
starting at ~ω = 0.0 eV at the gamma point leading to four open transmission
channels. However, as seen from Fig. 6.1, this is not the case, indicating the
limitations of the calculations and the diﬃculty in describing the long range
elastic forces. The low energy/long wave length modes are important for heat
transport, but, in this chapter we will consider high energy modes, where the
calculation is expected to be accurate.
6.2.0.3 Run-away modes
In order to analyze the inﬂuence of the current we deﬁne the nonequilibrium
phonon density of states as:
DOS(ω) = − 2
piω
Im Tr [Dr(ω)] , (6.18)
where Dr(ω) is the nonequilibrium phonon Greens function obtained from the
SCLE:
Dr(ω) =
1
(ω + iη)2 −W −Πr(ω) . (6.19)
Contrary to equilibrium, the DOS given in Eq. (6.18) can take negative values.
A negative DOS is interpreted as modes with a negative lifetime, i. e. growing
in population as a function of time.
Applying the WBA, evaluating the spectral function at EF = 0.6 eV gives the
DOS shown in Fig. 6.2. The DOS is calculated for a bias voltage of Vb = 0.0
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Figure 6.1: (a) The Phononic band-structure for the structure in (b). (b)
Structure of the transport setup. (c) The phononic transmission
for the structure in (b)
V,Vb = 0.5 V and Vb = 0.85 V, showing how the current induced forces can give
rise to negative values in the DOS. Already for a bias of Vb = 0.5 V we see two
small dips below zero. Increasing the bias to Vb = 0.85 gives two other dips
below zero.
6.2.0.4 Mode analysis
To identify the modes which can show run-away behavior, we need to ﬁnd the
solutions to Eq. (6.17), where we have set the noise force, f(ω), to zero. This
is done by treating the velocity and displacement as independent variables and
use the relation −iωU(ω) = U˙(ω) to obtain the double eigenvalue problem:
[
0 −I
W + ζ0 +Rph +N0 ηph + η0 − B0
] [
U(ω)
U˙(ω)
]
= iω
[
U(ω)
U˙(ω)
]
. (6.20)
Here, Rph and ηph, is the renormalization of the dynamical matrix and friction,
6.2 ZGNR 95
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
200
400
600
Vb=0V
Vb=0.5V
Vb=0.85V
D
O
S
(a
rb
.
u
n
it
)
Energy (eV)
Figure 6.2: The total density of states for the phonons including current for
the structure in Fig. 6.1 (b). The current induced forces are in-
cluded in the WBA evaluating the electronic properties at eF = 0.6
eV. The arrows indicate the dips below zero.
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respectively, due to the phonon bath. However, even if the electronic degrees
of freedom are treated in the wide band approximation, the phonon bath self-
energy is not. Thus, to solve Eq. (6.20), the most natural approach is to evaluate
Πrph(ω) at the frequency of the dip.
Solving Eq. (6.20) gives the eigenmodes and complex eigenfrequencies. For a
given eigenmode a corresponding positive imaginary part of the eigenfrequency
means that the mode is a run-away mode, while if the imaginary part is negative
the modes is damped. The damping can be quantized by the inverse Q-factor
giving the change in energy per unit time 1Q =
(
2pi ∆EEtot
)−1
= − 2 ReωiImωi .
Thus, the run-away modes can be identiﬁed as the modes where Imω > 0.
However solving Eq. (6.20) evaluating the phonon bath self-energy at the dip
position in Fig. 6.2 give rise to a range of run-away modes with frequencies
which diﬀer from the one obtained from the DOS. Therefore, Fig. 6.3 (a) shows
run-away frequencies as a function of the energy where Πre is evaluated. The
blue oblige line indicate the self consistent solutions. The run-away modes are a
linear combination of the non-perturbed modes. the unperturbed modes which
contributes to the run-away modes can be seen from Fig. 6.3 (b). The modes
indexed as 48 and 49 are seen to contribute. The two modes are shown in Fig. 6.4
together with the linear combination illustrating the runaway. We can see how
some of the atoms in the runaway mode depicted in Fig. 6.4 (c) makes closed
lopes. Thus, the NC force allows the mode to pick up energy every time a loop
is completed, eventualy leading to break down of the harmonic approximation,
ending with e.g. rupture or damping by anharmonic eﬀects.
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Figure 6.3: (a)The frequency of the runaway modes as a function of the fre-
quency where the phonon selfenergy is evaluated. The point size
is proportional to the imaginary part of the mode frequency. (b)
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Figure 6.4: (a-b) Unperturbed modes contributing to one of the run-away
modes. (c) Combination of the modes in (a) and (b) illustrating
how the individual atoms a run-away mode can preform closed
loops.
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6.3 Asymmetric heating
In the above we have focused on the deterministic forces and ignored the random
force (noise) due to the thermal, or current-induced ﬂuctuation of the bath
variables. Now we will focus on the heating due to the current and examine the
combined eﬀect of the deterministic and random forces.
The second quantum term f(t), in Eq. (6.2), is characterized by the corre-
lation matrix 〈fα(t)fTα (t′)〉 = Sα(t − t′). We will assume the two phonon
baths to be in thermal equilibrium. Thus, their noise correlation Sph is re-
lated to the phonon self energy Πrph through the ﬂuctuation-dissipation theorem,
Sph(ω) = ~ (nB(ω, T ) + 12 )Γph(ω) with Γph(ω) = −2ImΠrph(ω), and nB is the
Bose distribution function. However, due to the electrical current, the electronic
bath is not in equilibrium. The noise correlation term of the electron bath can
now be written as[76],
Se(ω) = −2pi
∑
αβ
nB(ω − (µα − µβ))Λαβ(ω). (6.21)
In the absence of electrical current, the electrons serve as an equilibrium ther-
mal bath, similar to phonons. However, in the presence of current, the term
(∼ ImΛRLkl , k 6= l) becomes important. It may coherently couple two vibra-
tional modes (kl) inside the system leading to non-zero NC and BP forces.
Generally, NC and BP forces will depend on the direction of electronic current.
Furthermore, the coherent coupling breaks time-reversal symmetry of the noise
correlation function, Se(t − t′) 6= Se(t′ − t). Hereafter, we denote these forces
by asymmetric CIF, and focus on their role for the excess heat distribution.
We will consider the case where all baths are at the same temperature (T ), and
the electron bath is subject to a nonzero voltage bias (eV = µL − µR). To look
at the excess heating, we calculate the kinetic energy of atom n from its local
displacement correlation function, and obtain
En = 〈U˙ U˙∗〉 =
∑
σ=x,y,z
∫ +∞
0
dω ω2〈Un,σUn,σ〉 =
∑
σ=x,y,z
∫ +∞
0
dω
2pi
ω2diag{DrSDa}n,σ(ω).
(6.22)
Here Dr (Da) is the eV -dependent phonon retarded (advanced) Greens func-
tions, S is the sum of noise correlation function from all the baths, and diag{A}n,σ
means the diagonal matrix element of A, corresponding to the n-th atom's σ
degrees of freedom e.g. (x,y,z).
In the next section we will illustrate the role of the current-induced forces for
the heating and its spatial variation/symmetry.
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Figure 6.5: (a) Electronic transmission. (b) Phononic transmission. (c)
Electronic density of states projected to the device region. (d)
Phononic density of states projected to the device region (Insert:
Zoom on the dimer-vibrations). In the SIESTA/TRANSIESTA
DFT-calculation the following settings was used. Exchange-
correlation functional: GGA-PBE. Basis-set: Single-zeta polar-
ized. Real space mesh cutoﬀ: 400 Rydberg. The structure was
relaxed until the forces on the atoms in the device region was
below 0.01 eV/Ang
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Figure 6.6: (a) Structure of a partially passivated armchair graphene ribbon
considered. The two sides of the ribbon is hydrogen passivated ex-
cept in the device region, enclosed by the solid lines. (b)-(c) The
excess kinetic energy of each atom without and with the asymmet-
ric CIF, at V = 0.4 V, T = 300 K, EF = 1.4 eV. The dots show
the average over atoms belonging to each zigzag column. (d)-(e)
Same with (b)-(c) with EF = −1.0 eV.
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6.3.1 Partially passivated AGNR
In the last chapter we learned how an armchair graphene nanoribbon (AGNR)
with partial hydrogen passivation(8H-free), gave rise to IETS signals due to
the dehydrogenated carbon dimers at the edge, (see Fig. 5.12 (e) and (l)), sug-
gesting that the localized high-frequency edge vibrations interact strongly with
electrical current. Further, the (8H-free) system is also relevant for experiments
showing current-induced edge-reconstructions in graphene[50] where the physi-
cal mechanism was attributed to Joule heating[26]. The unperturbed electronic
and phononic properties are collected in Fig. 6.5. The phononic DOS in Fig. 6.5
(d) experience four peaks outside the bulk AGNR spectrum, due to vibrations
of the four pairs of dehydrogenated carbon dimers in Fig. 6.6 (a). The vibra-
tions are localized and are therefore not present in the phononic transmission
shown in Fig. 6.5 (d). Consequently, the excess energy is mainly stored in the
dimers and nearby atoms Fig. 6.6 (b),(d). Including the asymmetric CIF leads
to symmetry breaking of the heating proﬁle along the current direction.
To investigate the diﬀerence between electron and hole dominated transport
we calculate the excess heating for the Fermi-energy tuned into the conduction
band at EF = 1.4 eV in Fig. 6.6 (b),(c), and into the valance band at EF =
−1.0 eV in Fig. 6.6 (d),(e). From comparing Fig. 6.6 (b-c) to Fig. 6.6 (c-e)
we see how including the asymmetric CIF leads to symmetry breaking of the
heating proﬁle along the current direction with heat accumulation at hot-spots.
Going from conduction to valence band results in the motion of the hot-spot
from down-stream to up-stream w.r.t. the electron current when tuning
from EF = 1.4 eV to EF = −1.0 eV cf. Fig. 6.6 (c),(e). Thus, the hot-spot
moves from one side to the other because, when EF crosses the electron-hole
symmetric point, and the dominant current-carriers contributing to inelastic
transport change from electrons to holes, or vice versa. Interestingly, similar
eﬀect at the micrometer scale has been observed experimentally in graphene
transistors[31, 5] and electrodes of molecular junctions[66]. Here we show that
it is equally important at atomic scale, and related to the asymmetric CIF.
6.4 Summary and Discussion
In this chapter we have introduced the forces due to the current on the atoms.
We have seen how the deterministic part can give rise to run-away modes, and
how, when calculating the excess heat, the current breaks the symmetry of the
heating proﬁle via the CIF. The main obstacle in calculating the current-induced
forces for the graphene nanoribbons is the energy dependence of the interaction-
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weighted electron-hole pair density of states, Λ, given in Eq. (6.7). The function
Λ can be calculated eﬃciently in the WBA, however, the results diﬀer from what
is obtained by the constant self energy approximation (not shown). However,
calculating single matrix element of Λ without resorting to any approximations
disagree with both the WBA and the constant Γ calculation. The reason for the
discrepancy between the diﬀerent levels of approximation is probably the sharp
bond onset both in the electrodes and the device. Thus, one way of getting the
same result for the full calculation and constant self-energy is to include an η
in the electrode recursion as done in the previous chapter. Alternatively a full
calculation has to be preformed. However, calculating Λ without resorting to
any approximations is a numerical heavy task, and if not done carefully enough
the numerically error will exceed the error of assuming a constant Γ.
Chapter 7
Summary and Outlook
Current in nanostructures give rise to diﬀerent excitations which can be used to
gain insigt into the electronic structure and transport.
In this thesis we have shown how measuring the noise can give information
about the quantum nature of the device and how the high frequency noise can
be correlated to light-emission. A ﬁrst principle method was presented for
calculating the light-emission and was utilized to calculate the light-emission
from two STM experiments: An adatom on a Ag(111) surface and a C60 on a
Cu(111) surface. The calculated photon yield was found to agree with experi-
ments for photons with energies below the applied bias (~ω < eV ). However,
in the experiments[110, 112] above-threshold phonon emission, (~ω > eV ), was
also observed. The mechanism behind emission of phonons with energy exceed-
ing the applied bias is still debated[134, 46, 124, 108, 56]. It can be attributed
to hot electrons due to direct electron-electron interaction[108, 112], or alter-
native due to higher-order electron-plasmon scattering[56, 134]. Plasmons are
not well understood in the atomic limit. Thus, in the work presented in this
thesis the coupling to the plasmon was treated in the simplest possible way. A
better understating of of the electron-plasmon coupling, would be required if
the observed light-emission should be utilized in device application.
Inelastic electron tunneling spectroscopy(IETS) serves as a powerful tool for
non-destructive characterization. A new fast method for calculating the en-
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ergy dependent IETS signal was presented, and applied to a one-level model
revealing how a symmetric system can give rise to peak-dip features in the
IETS. The new method was used to explain the IETS signal obtained for a
BDT molecule in a symmetric gold junction[118] as a function of gate voltage.
Gating molecules in 3D metal junctions is diﬃcult due to screening eﬀects. On
the other hand, graphene devices are routinely gated. Thus, we have studied the
IETS signal from gated graphene nanoribbons (GNR). We have studied pris-
tine GNRs with both zigzag and armchair chirality, and related the IETS signal
to the phononic band structure. For the spin-polarized zigzag GNRs the role of
the spin-polarization was investigated, and IETS was suggested as an indirect
measurement of spin-polarization. Further, the role of impurities was explored,
revealing the possibility of detecting defects in the hydrogen passivisation by
IETS.
The eﬀect of the length of dynamical region was studied and found to converge
quickly. However, the role of the width is still to be investigated, if the results
are to be generalized to other graphene nano-structures. On the theoretically
side, the eﬀect of sharp band-onsets was neglected, including this eﬀect might
be important for some systems. Another extension is to relax the lowest order
approximation taking into account the higher-order diagrams. For graphene
materials, this will allow the out of plane modes to contribute.
Lastly a preliminary study of the heating due to the electrical current was de-
scribed, investigating the eﬀect of the deterministic current-induced forces,
treated within the framework of the semi-classical generalized Langevin equa-
tion(SGLE). For a pristine zigzag ribbon the non-conservative and Berry forces
was seen to give rise to runaway modes. For an armchair ribbon with partly
dehydrogenated edges the non-conservative and Berry forces was seen to break
the symmetry and increase the excess heating.
Appendix A
IETS
In this appendix we derive the IETS signal using the lowest order expansion.
A.1 General equations
The system is divided into three parts, the left(L) and right(R) leads and the
device(D) region. The current is given by the Meir-Wingreen expression; thus,
in the left lead the current is given by:
IL = 2
∫
dE
1
2pi
Tr
[
Σ<L (E)G
>(E)−Σ>L (E)G<(E)
]
. (A.1)
Atomic units are used in the above expression and in the rest of the appendix,
so e = 1 and ~ = 1.
The Electrode self-energies are:
Σ<α (E) = in
α
FΓα(E), (A.2)
Σ>α (E) = −i(1− nαF )Γα(E), (A.3)
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where Γα(E) = i(Σrα(E)−Σr†α (E))
The unperturbed electronic Green's functions are given by:
G<0 (E) = G0(E)[Σ
<
L (E) + Σ
<
R(E)]G
†
0(E), (A.4)
= i(nLFAL(E) + n
R
FAR(E)) (A.5)
G>0 (E) = G0(E)[Σ
>
L (E) + Σ
>
R(E)]G
†
0(E), (A.6)
= −i((1− nLF )AL(E) + (1− nRF )AR(E)), (A.7)
where we have deﬁned the spectral function as: Aα(E) = G0(E)Γα(E)G
†
0(E),
and the time reversed spectral function as A˜α = G
†
0ΓαG0 The unperturbed
phonon Green's functions are given by:
D<0 (ω) = −2pii[nb(Ω)δ(ω − Ω) + (1 + nb(Ω))δ(ω + Ω)], (A.8)
D>0 (ω) = −2pii[nb(Ω)δ(ω + Ω) + (1 + nb(Ω))δ(ω − Ω)]. (A.9)
The relation between the full Green's functions and the unperturbed is given by
Dyson and Keldysh equations:
G(E) = G0(E) + G0(E)Σ
r
ph(E)G(E), (A.10)
G<(E) = G(E)[Σ<L (E) + Σ
<
R(E) + Σ
<
ph(E)]G
†(E), (A.11)
G>(E) = G(E)[Σ>L (E) + Σ
>
R(E) + Σ
>
ph(E)]G
†(E). (A.12)
(A.13)
The phonon contribution to the self-energies of the electrons are:
Σ<ph(E) = i
∫
dω
2pi
MD<0 (ω)G
<
0 (E − ω)M (A.14)
= M
[
(1 + nb(Ω))G
<
0 (E + Ω) + nb(Ω)G
<
0 (E − Ω)
]
M, (A.15)
Σ>ph(E) = i
∫
dω
2pi
MD>0 (ω)G
>
0 (E − ω)M (A.16)
= M
[
(1 + nb(Ω))G
>
0 (E − Ω) + nb(Ω)G>0 (E + Ω)
]
M, (A.17)
Σrph(E) =
1
2
(
Σ>ph(E)−Σ<ph(E)
)
− i
2
H
{
Σ>ph(E)−Σ<ph(E)
}
. (A.18)
In the rest of the note the explicit energy dependence is omitted, however, to
keep track of shifts by a phonon frequency ±Ω, the following notation convention
is used:
G0 ≡ G0(E) (A.19)
G±0 ≡ G0(E ± Ω) (A.20)
for G0 and similar for the other energy-dependent quantities.
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A.2 Expansion of current expression
The current is treated to second order in the e-ph coupling matrix M, leading
to the following expression for the current:
IL ≈ I(0)L + I(1)L + I(2)L + I(3)L (A.21)
I
(0)
L =
∫
dE Tr
[
Σ<LG
>
0 −Σ>LG<0
]
(A.22)
I
(1)
L =
∫
dE Tr
[
Σ<LG0Σ
r
phG
>
0 −Σ>LG0ΣrphG<0
]
(A.23)
I
(2)
L =
∫
dE Tr
[
Σ<LG
>
0 Σ
†
phG
†
0 −Σ>LG<0 Σ†phG†0
]
(A.24)
I
(3)
L =
∫
dE Tr
[
Σ<LG0Σ
>
phG
†
0 −Σ>LG0Σ<phG†0
]
(A.25)
I
(0)
L is the unperturbed current and carry no signal of the phonons. Therefore,
to get an expression for the IETS signal we develop the rest of the expressions
further. First we take a closer look at I(3)L :
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A.2.1 I(3)
For I(3)L we have:
I
(3)
L =
∫
dE Σ<LG0Σ
>
phG
†
0 −Σ>LG0Σ<phG†0 (A.26)
=
∫
dE Σ<LG0M
(
(1 + nb)G
>,−
0 + nbG
>,+
0
)
MG†0
−Σ>LG0M
(
(1 + nb)G
<,+
0 + nbG
<,−
0
)
MG†0 (A.27)
=
∫
dE A˜LM
[(
nLF (1− nL,−L + nb)− nbnL,−F
)
A−L
+
(
nLF (1− nR,−F + nb)− nbnR,−F
)
A−R
]
M
− A˜LM
[(
nL,+L (1− nLF + nb)− nbnLF
)
A+L
+
(
nR,+F (1− nLF + nb)− nbnLF
)
A+R
]
M (A.28)
=
∫
dE A˜LM
[(
nLF (1− nR,−F + nb)− nbnR,−F
)
A−R
−
(
nR,+F (1− nLF + nb)− nbnLF
)
A+R
]
M. (A.29)
=
∫
dE
[(
coth(
Ω
2kbT
)− coth(Ω− eV
2kbT
)
)
(nLF − nR,−F )A˜LMA−RM
+
(
coth(
Ω
2kbT
)− coth(Ω + eV
2kbT
)
)
(nLF − nR,+F )A˜LMA+RM.
]
(A.30)
=
∑
σ=±
(
coth(
Ω
2kbT
)− coth(Ω + σeV
2kbT
)
)∫
dE (nLF − nR,σF )A˜LMAσRM
(A.31)
Where we in the ﬁfth line have used the the fact we are integrating from −∞
to ∞, and therefore are allowed to shift the integrated variable with a con-
stant.Assuming T = 0, then nb = 0, nαf = Θ(µα −E), 1− nαf = Θ(E − µα) and
d
dV Θ(µα − E) = δ(µα − E). Thus, for µL = −µR = 1/2V Eq. (A.29) becomes:
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I
(3)
L =
∫
dE
[(
nLF (1− nR,−F )
)
A˜LMA
−
RM−
(
nR,+F (1− nLF )
)
A˜LMA
+
RM
]
.
(A.32)
d
dV
I
(3)
L =
∫
dE
[
1
2
Θ(V − Ω) (δ(V/2− E) + δ(E + V/2− Ω)) A˜LMA−RM
+
1
2
Θ(−V − Ω) (δ(−V/2− E − Ω) + δ(E − V/2)) A˜LMA+RM
]
.
(A.33)
For V > 0:
d
dV
I
(3)
L =
1
2
Θ(V − Ω)
(
A˜L(V/2)MAR(V/2− Ω)M
+ A˜L(Ω− V/2)MAR(−V/2)M
)
(A.34)
d2
dV 2
I
(3)
L = δ(V − Ω)A˜L(Ω/2)MAR(−Ω/2)M (A.35)
Reinstating the energy-dependence of the Fermi-functions:
d
dV
I
(3)
L =
d
dV
(Isym)1
2
(
A˜L(V/2)MAR(V/2− Ω)M
+ A˜L(Ω− V/2)IsymMAR(−V/2)M
)
(A.36)
d2
dV 2
I
(3)
L =
d2
dV 2
IsymA˜L(Ω/2)MAR(−Ω/2)M (A.37)
where
Isym(V,Ω) ≡
∑
σ=±
σ(Ω + σV )
(
coth
Ω
2T
− cothΩ + σV
2T
)
.
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A.2.2 I
(1)
L and I
(2)
L
I
(1)
L reads
I
(1)
L =
∫
dE Σ<LG0Σ
r
phG
>
0 −Σ>LG0ΣrphG<0 (A.38)
=
∫
dE nLFΓLG0Σ
r
phG0[(1− nLF )ΓL + (1− nRF )ΓR]G†0
− (1− nLF )ΓLG0ΣrphG0[nLFΓL + nRFΓR]G†0 (A.39)
=
∫
dE nLF (1− nRF )ΓLG0ΣrphG0ΓRG†0
− (1− nLF )nRFΓLG0ΣrphG0ΓRG†0 (A.40)
and similar for I(2)L
I
(2)
L =
∫
dE Σ<LG
>
0 Σ
†
phG
†
0 −Σ>LG<0 Σ†phG†0 (A.41)
=
∫
dE nLFΓLG0[(1− nLF )ΓL + (1− nRF )ΓR]G†0Σ†phG†0
− (1− nLF )ΓLG0[nLFΓL + nRFΓR]G†0Σ†phG†0 (A.42)
=
∫
dE nLF (1− nRF )ΓLG0ΓRG†0Σ†phG†0
− (1− nLF )nRFΓLG0ΓRG†0Σ†phG†0 (A.43)
The sum of I(1)L and I
(2)
L gives:
I
(1+2)
L =
∫
dE A˜L
[
nLF (1− nRF )
(
ΣrphG0ΓR + h.c.
)
− (1− nLF )nRF
(
ΣrphG0ΓR + h.c.
) ]
(A.44)
=
∫
dE (nLf − nRf )A˜L
(
ΣrphG0ΓR + h.c.
)
(A.45)
A.2.2.1 phonon self-energy
The eﬀect of the phonons enter eq. A.45 through the retarded phonon self-
energy . Thus, to investigate Σrph further it is convenient to deﬁne the quantity
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X as:
X ≡ 1
2
(Σ>ph −Σ<ph) (A.46)
=
1
2
M((1 + nb)(G
>,−
0 −G<,+0 ) + nb(G>,+0 −G<,−0 ))M (A.47)
= − i
2
M
{
(1 + nb − nL,−f )A−L + (1 + nb − nR,−f )A−R
+ (nL,+f + nb)A
+
L + (n
R,+
f + nb)A
+
R
}
M (A.48)
Note that X† = −X.
In this notation the retarded self-energy and it's complex conjugate becomes:
Σrph = Re(Σ
r
ph) + i Im(Σ
r
ph) (A.49)
= X− iH [X] (A.50)(
Σrph
)†
= −X− iH [X] (A.51)
Thus, X gives a Symmetric contribution and H [X] gives a antisymmetric con-
tribution to the diﬀerential conductance.
A.2.2.2 The Symmetric Contribution
The symmetric part gives
I
(1+2)S
L =
∫
dE (nLf − nRf )A˜L (XG0ΓR + h.c.) (A.52)
=
∫
dE (nLf − nRf )A˜L
(
− i
2
M
{
(1 + nb − nL,−f )A−L + (1 + nb − nR,−f )A−R
+ (nL,+f + nb)A
+
L + (n
R,+
f + nb)A
+
R
}
MG0ΓR + h.c.
)
(A.53)
To calculated the diﬀerential conductance we still need to evaluate the integral
in eq. A.53. However, in the limit T → 0 we can take advantages of the facts,
that nF = θ(kV ), ddV nf (µ = kV ) = kδ(kV ) and nb = 0, (were we have deﬁned:
µα = kαV , demanding that kL − kR = 1).Thus, the symmetric part of the
diﬀerential conductance becomes:
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dI
(1+2)S
L
dV
=
∫
dE A˜L
(
− i
2
M
{
(kLδ(kLV )θ(V − Ω)− kRδ(kRV + Ω)θ(V − Ω))A−R
+ (kLδ(kL − Ω)θ(V − Ω)− kRδ(kR)θ(V − Ω))A+L
}
MG0ΓR + h.c.
)
(A.54)
= θ(V − Ω)A˜L
(
− i
2
M
{
(kLδ(kLV )− kRδ(kRV + Ω))A−R
+ (kLδ(kL − Ω)− kRδ(kR))A+L
}
MG0ΓR + h.c.
)
,
(A.55)
and for kL = −kR = 12
dI
(1+2)S
L
dV
= − i
4
θ(V − Ω)
([
A˜L(MA
−
RMG0ΓR − h.c.)
] ∣∣∣
V
2 ,Ω−V2
+
[
A˜L(MA
+
LMG0ΓR − h.c.)
] ∣∣∣
−V2 ,V2 −Ω
)
(A.56)
= − i
4
θ(V − Ω)
([
A˜L(MA
−
RMG0ΓR − h.c.)
] ∣∣∣
V
2
+
[
A˜−L (MALMG
−
0 Γ
−
R − h.c.)
] ∣∣∣
V
2[
A˜+L(MARMG
+
0 Γ
+
R − h.c.)
] ∣∣∣
−V2
+
[
A˜L(MA
+
LMG0ΓR − h.c.)
] ∣∣∣
−V2
)
(A.57)
If we just are interested in the height of the step we can evaluate eq. A.57 for
V = Ω
dI
(1+2)S
L
dV
= θ(V − Ω) Im
(
Tr
[
A˜L(Ω/2)(MAR(−Ω/2)MG0(Ω/2)ΓR(Ω/2)
]
(A.58)
+Tr
[
A˜L(−Ω/2)(MAL(Ω/2)MG0(−Ω/2)ΓR(−Ω/2)
])
(A.59)
To include the broadening of the temperature the step function is replaced by
the ﬁrst derivative of the so called universal symmetric function Isym(V,Ω) know
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from the normal LOE.
dI
(1+2)S
L
dV
= ∂eV Isym(V,Ω) Im
(
Tr
[
A˜L(Ω/2)(MAR(−Ω/2)MG0(Ω/2)ΓR(Ω/2)
]
+ Tr
[
A˜L(−Ω/2)(MAL(Ω/2)MG0(−Ω/2)ΓR(−Ω/2)
])
(A.60)
A.2.2.3 The antisymmetric part
The antisymmetric contribution is given by:
I
(1+2)A
L =
∫
dE (nLf − nRf )A˜L (−iH [X] G0ΓR + h.c.) (A.61)
Thus to calculate the the antisymmetric part of the conductance the Hilbert-
transform of X is needed
H [X] = 1
2
(
H
[
Σ>ph
]
−H
[
Σ<ph
])
(A.62)
= −1
2
MH
[
(1 + nb − nL,−f )A−L + (1 + nb − nR,−f )A−R+
(nL,+f + nb)A
+
L + (n
R,+
f + nb)A
+
R
]
M (A.63)
=
1
2
M
2(1 + nb) Re(G−0 ) + 2nb Re(G+0 )− ∑
α∈{L,R},σ∈{+,−}
H
[
σnα,σf A
σ
α
]M
(A.64)
where we have used: H [A−L + A−R] ≈ −2 Re(G−0 ) (This is only exact at equi-
librium).
A.2.2.4 Taylor-expansion of the Spectral-function
If the spectral-function vary on the scale of the phonon-frequencies then Eq.
(A.64) becomes numerical diﬃcult to solve. Thus, to proceed we choose to
Taylor-expand the Spectral-function in Eq. (A.64).
We start by considering H [nfA]:
H [nf (′)A(′)] () = 1
pi
lim
δ→0
∫ µ
−∞
d′
A(′)(′ − )
(′ − )2 + δ2 (A.65)
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Taylor expanding A(′) around  gives:
A(′) = A() + A′()(′ − ) + 1
2
A′′()(′ − )2 + . . . (A.66)
Only the zero-order term is considered since only this term gives a divergent
contribution. Thus we get:
H [nf (′)A(′)] () = 1
pi
P
∫ µ
−∞
d′
A()
(′ − ) (A.67)
=
1
pi
A()(log(µ− )−B), (A.68)
where B is a boundary term stemming from the lower cutoﬀ of A, which is
independent of the voltage and will therefore not give a contribution to the
IETS. To include the broadening, due to the temperature we now write
H [nf (′)A(′)] () = A()H [nf (′)] () (A.69)
Thus we get:
1
2
(
H
{
Σ>ph
}
−H
{
Σ<ph
})
=
1
2
M
2(1 + nb) Re(G−0 ) + 2nb Re(G+0 )− σ∈{+,−}∑
α∈{L,R}
AσαH
[
σnα,σf
]M (A.70)
Thus the Hilbert part of I1+2 is:
I(1+2)asym =
1
2
∫
d (nLf − nRf )A˜L
[
ΓRG
†
0M
(
2(1 + nb) Re(G
−
0 ) + 2nb Re(G
+
0 )
−
σ∈{+,−}∑
α∈{L,R}
AσαH
[
σnα,σf
])
M + h.c.
]
(A.71)
We assume that the Fermi functions vary much faster than the spectral function;
thus, we can omit the terms 2(1 + nb) Re(G−0 ) and 2nb Re(G
+
0 ).(In the case of
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a bond onset this is a bad assumption). Thus we are left with
I(1+2)asym = −1
2
∫
d (nLf − nRf )A˜L
ΓRG†0M
σ∈{+,−}∑
α∈{L,R}
AσαH
[
σnα,σf
]M + h.c.

(A.72)
= −1
2
∫
d (nLf − nRf )H
[
nL,+f
]
A˜L
[
ΓRG
†
0M
(
A+L
)
M + h.c.
]
(A.73)
− 1
2
∫
d (nLf − nRf )H
[
−nL,−f
]
A˜L
[
ΓRG
†
0M
(
A−L
)
M + h.c.
]
(A.74)
− 1
2
∫
d (nLf − nRf )H
[
nR,+f
]
A˜L
[
ΓRG
†
0M
(
A+R
)
M + h.c.
]
(A.75)
− 1
2
∫
d (nLf − nRf )H
[
−nR,−f
]
A˜L
[
ΓRG
†
0M
(
A−R
)
M + h.c.
]
(A.76)
All the four term above are divergent; however, only to of the terms (A.73
and A.76) take inﬁnite values inside the bias window set by (nLf − nRf ) at zero
temperature(log(µL−Ω−) and log(µR+Ω−)); thus, we ascribe the signals to
these two terms. To make connections to the wide-band LOE result the terms
(A.74 and A.75) are also kept; however we assume A−L = A
+
L and A
+
R = A
−
R, since
the don't contribute to the signal. We evaluate all the the electronic structure
functions (G,Γ,A), at the peak values, keeping only the energy dependence of
the Fermi-functions inside the integral.
I(1+2)asym =
∫
d (nLf − nRf )H
[
nL,−f − nL,+f
]
Re
[
A˜LΓRG
†
0M
(
A+L
)
M
] ∣∣∣
µL−Ω
(A.77)
+
∫
d (nLf − nRf )H
[
nR,−f − nR,+f
]
Re
[
A˜LΓRG
†
0M
(
A−R
)
M
] ∣∣∣
µR+Ω
(A.78)
Thus, around the phonon threshold we get:
d2I(1+2)asym
dV 2
= 2
d2Iasym
dV 2
Re Tr
[
A˜L(−Ω/2)ΓR(−Ω/2)G†0(−Ω/2)MAL(Ω/2)M
(A.79)
+ A˜L(Ω/2)ΓR(Ω/2)G
†
0(Ω/2)MAR(−Ω/2)M]
(A.80)
Where Iasym is the universal asymmetric function known from the ordinary
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LOE and given by:
Iasym =
∫
d (nLf − nRf )H
[
nR,−f − nR,+f
]
(A.81)
= − e
pi
kbT
(
h(
eV + Ω
2pikbT
)− h(eV − Ω
2pikbT
)− 2h( Ω
2pikbT
)
)
(A.82)
where h(x) ≡ xRe Ψ(ix), and Ψ(x) is the digamma function.
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A.3 Relations between the Fermi and Bose-Einstion
distribution
The Fermi distribution function is deﬁned by:
nf (µ, ) =
1
e
−µ
kbT + 1
(A.83)
The Bose-Einstein distribution function is deﬁned by:
nb(µ = 0,Ω) =
1
e
Ω
kbT − 1
(A.84)
Useful relations: the Bose-Einstein distribution function can be rewritten in
themes of the coth function:
nb(Ω) =
1
2
(coth(
Ω
2kbT
)− 1) (A.85)
the product of two Fermi functions can be rewritten as minus the sum with Bose
for factors:
nF (− µL)nF (− µR) = −nb(µL − µR)nF (− µL)− nb(µR − µL)nF (− µR)
(A.86)
The Bose function has the following probity
nb(Ω) + nb(−Ω) = −1 (A.87)
Thus
nLF (1− nRF ) = nF (− µL) + nb(µL − µR)nF (− µL) + nb(µR − µL)nF (− µR)
(A.88)
= nb(µR − µL)
(
nRF − nLF
)
(A.89)
=
1
2
(coth(
µR − µL
2kbT
)− 1)(nRF − nLF ) (A.90)
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Appendix B
The Langevin Equation
In this note the semi classical Langevin equation is derived. Consider a system
of atoms coupled by "springs" i.e. the assumption is that the system can be
described as a set of coupled harmonic-oscillators. The system is divided into
two parts: devise (d) and bath(B). Now the system is described by the following
Hamiltonian:
H =
∑
d,B
1
2
(
u˙†αu˙α + u
†
αK
αuα
)
+ u†dV
dBuB + u
†
dV
dBuB (B.1)
uα is the mass scaled coordinate vector given by: uα =
√
mαxα, wheremα is the
mass vector and xα is the coordinate operator; furthermore Kα is the dynamical
matrix describing the coupling inside the devise/bath and V dB describe the
coupling between devise and bath.
The equation of motion for the devise and bath atoms are given by:
u¨d =
∂H
∂ud
= −Kdud − V dBuB (B.2)
u¨B =
∂H
∂uB
= −KBuB − V Bdud (B.3)
(B.4)
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To solve the equation of motion for the devise region, the following green func-
tion is deﬁned:
− ∂
2
∂t′2
g(t, t′) = KBg(t, t′) + δ(t, t′) (B.5)
with the initial condition that g(t, t′) = 0 for t < t′. To solve for ud in eq. B.2
requires uB to be expressed in themes of ud and the initial conditions for the
bath. This is reached by ﬁrst applying g(t, t′) from the left on each side in eq
B.3 and integrate over t′ from t0 to ∞:∫ ∞
t0
dt′g(t, t′)u¨B =
∫ ∞
t0
dt′g(t, t′)
(−KBuB − V BDud) (B.6)
⇓ (integration by parts)
[g(t, t′)u˙B ]
∞
t0
−
∫ ∞
t0
dt′g˙(t, t′)u˙B =
∫ ∞
t0
dt′g(t, t′)
(−KBuB − V Bdud) (B.7)
and then applying uB(t) from the right in eq. B.5 and again integrate over t′
from t0 to ∞:∫ ∞
t0
dt′
(
− ∂
2
∂t′2
g(t, t′)
)
uB(t
′) =
∫ ∞
t0
dt′
(
Kdg(t, t′) + δ(t, t′)
)
uB(t
′)
⇓ (integration by parts)
− [g˙(t, t′)uB(t′)]∞t0 +
∫ ∞
t0
dt′g˙(t, t′)u˙B(t′) =
∫ ∞
t0
dt′
(
KBg(t, t′) + δ(t, t′)
)
uB(t
′)
(B.8)
ﬁnally adding eq. B.7 and eq. B.8, and using g(t,∞) = g˙(t,∞) = 0 gives:
g˙(t, t0)uB(t0)− g(t, t0)u˙B(t0) =
(∫ ∞
t0
dt′g(t, t′)V Bdud(t′)
)
+ uB(t) (B.9)
⇓ (isolating ub(t))
uB(t) = g˙(t, t0)uB(t0)− g(t, t0)u˙B(t0)−
∫ ∞
t0
dt′g(t, t′)V Bdud(t′) (B.10)
Inserting eq. B.10 into the equation of motion of ud (eq. B.2) gives:
u¨d(t) =−Kdud − V dB
(
˙g(t, t0)uB(t0)− g(t, t0)u˙B(t0)−
∫ ∞
t0
dt′g(t, t′)V Bdud(t′)
)
=−Kdud −
(∫ ∞
t0
dt′Πr(t, t′)ud(t′)
)
+ ξ(t, t′) (B.11)
where Πr(t, t′) = V dBg(t, t′)V Bd and ξ(t, t′) = −V dB
(
g(t, t0)u˙B(t0)− ˙g(t, t0uB(t0))
)
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B.1 Noise Correlations
So far, the only assumption has been that the system is described by harmonic
oscillators, and the above derivation is valid both if the system is considered
to be classical but also in the case of quantum mechanical harmonic oscillators.
However, eq. B.11 is considered an classical equation, but retaining some QM
correlations in the leads. ξ(t) depend on the initial conditions of the bath. The
initial time t0 is set to −∞. Following the concept of adiabatic switch-on at time
−∞ the devise and bath are decoupled, and the bath is in thermal equilibrium
and described by the Bose distribution nB . The initial condition is consid-
ered unknown, and hence uB(t0) and u˙B(t0) are considered random variables.
Thus ξ(t) is a random vector with zero mean, 〈ξ(t)〉 = 0, and furthermore the
correlation between ξ(t) for diﬀerent times is given by:
〈
ξ(t)ξ(t′)†
〉
= 〈
V dB
[
g(t, t0)u˙B(t0)u˙B(t0)
†g(t′, t0)† − g(t, t0)u˙B(t0)uB(t0)†g˙(t′, t0)†
+ g˙(t, t0)uB(t0)uB(t0)
†g˙(t′, t0)† −g˙(t, t0)uB(t0)u˙B(t0)†g(t′, t0)†
]〉
(B.12)
The basis where KB is, diagonal is used to simplify the problem; i.e the eigen-
mode representation for the matrix g; thus eq. B.5 can easily be solved:
g(t, t′) =ST gdiagoS (B.13)
gdiago =− θ(t− t′) sinω(t− t
′)
ωj
(B.14)
∂
∂t′
gdiago = δ(t− t′) sinω(t− t
′)
ωj
+ θ(t− t′) cosωj(t− t0)
(B.15)
=θ(t− t′) cosωj(t− t0) (B.16)
The system is much smaller than the bath region, thus the bath is only weakly
aﬀected by the devise, uB is therefore also diagonal in the basis mentioned
above. Hence uB can be written as a set of uncoupled harmonic oscillators.
This means that uB can be written as:
uB =
l
2
(a† + a)
u˙B =
i~
l
√
2
(a† − a) (B.17)
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The QM expectation values in eq. B.12 can be calculated using eq. B.17.
〈u˙Bu˙B〉 =−~
2
2l2
〈a†a† + aa− a†a− aa†〉 ~
2
2l2
〈2a†a+ 1〉 (B.18)
=
~2
2l2
(nB +
1
2
) (B.19)
〈uBuB〉 = l
2
2
〈2a†a+ 1〉 = l
2
2
(nB +
1
2
) (B.20)
〈u˙BuB〉 =1
2
~i〈a†a− aa†〉 = −1
2
~i (B.21)
〈uBu˙B〉 =1
2
~i〈−a†a+ aa†〉 = 1
2
~i (B.22)
Thus the terms in eq. B.12 become:
g˙(t, t0)〈uBuB〉g˙(t′, t0) = l
2
2
(nB +
1
2
) cosωj(t− t0) cosωj(t′ − t0) (B.23)
g(t, t0)〈u˙Bu˙B〉g(t′, t0) =
(
~
l
)2
(nB +
1
2
)
sinωj(t− t0) sinωj(t′ − t0)
ωj
(B.24)
where l =
√
~
ω . Adding eq. B.23 and eq. B.24, using the the relation: cos(x−
y) = cos(x) cos(y) + sin(x) sin(y), gives:
~
ωj
(nB +
1
2
) cos(t− t0 − t′ + t0) = ~
ωj
(nB +
1
2
) cos(t− t′) (B.25)
Similarly
g(t, t0)〈u˙BuB〉g˙(t′, t0) =1
2
i~θ(t− t0) sinωj(t− t0)
ωj
θ(t′ − t0)cos(t′ − t0) (B.26)
g˙(t, t0)〈uBu˙B〉g(t′, t0) =1
2
i~θ(t′ − t0) sinωj(t
′ − t0)
ωj
θ(t− t0)cos(t− t0) (B.27)
Adding eq. B.26 and eq. B.27, using the relation sin(x − y) = sin(x) cos(y) −
cos(x) sin(y) gives:
1
2
~i
ω
sin(t′ − t0 − t+ t0) = 1
2
~i
ω
sin(t′ − t) (B.28)
Finally the noise-correlation is expressed as:
〈
ξ(t)ξ(t′)†
〉
= V dB
(
~
ωj
(nB +
1
2
) cos(t− t′) + 1
2
~i
ω
sin(t′ − t)
)
V Bd (B.29)
The correlation of the heat bath, as expressed in eq. B.29, is time translationally
invariant and independent of t0 as expected. Eq. B.29 has a complex component,
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originating from the fact that in QM ξ(t) and ξ(t′) are noncommuting, and the
product of the two is not a Hermitian operator; hence the correlation in eq.
B.29 is not an observable and therefore a classical noise spectrum cannot be
constructed to fulﬁll eq. B.29. Instead the symmetrized correlation can be
used:
1
2
〈
ξ(t)ξ(t′)† + ξ(t′)ξ(t)†
〉
=
〈
V dB
(
~
ωj
(nB +
1
2
) cos(t− t′)
)
V Bd
〉
(B.30)
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Scanning tunneling microscope induced light emission from an atomic or molecular junction has been
probed from the tunneling to contact regime in recent experiments. There, the measured light emission yields
suggest a strong correlation with the high-frequency current/charge fluctuations. We show that this is consistent
with the established theory in the tunneling regime, by writing the finite-frequency shot noise as a sum of
inelastic transitions between different electronic states. Based on this, we develop a practical scheme to perform
calculations on realistic structures using nonequilibrium Green’s functions. The photon emission yields obtained
reproduce the essential feature of the experiments.
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I. INTRODUCTION
When a scanning tunneling microscope (STM) tip is
brought towards a metal surface, strong localized plasmon
modes develop between the tip and surface, in addition to the
propagating surface mode at the metal interface. Under an
electric field, the plasmon modes interact with the electrons
traversing the gap. This provides an efficient way to excite
the plasmon modes electrically, and has become an important
topic bridging nanoelectronics and plasmonics.1–21 Radiative
damping of the excited plasmons results in light emission,
which can be detected experimentally in the far field at the
same or opposite side of the STM tip.5–13,20 Analyzing the
emitted light can provide information about the nanogap.
The dependence of light emission on the type of metal,
the shape of tip and surface, and on the inserted molecular
layer between tip and surface, have all been explored.14–19,22
Different types of plasmon modes have been detected.20,21
Most of these experiments are done in the tunneling regime,
where the coupling between STM tip and metal surface is
weak. Theoretically, it has been established that the excitation
of plasmon modes is due to the inelastic electronic transitions
taken place near the gap.23,24
Recently, STM-induced light emission has been probed
during the transition from the tunneling to the contact regime,
both for single atom contacts and a C60 molecular junction.25–27
The experimental results suggest a strong correlation between
the light emission intensity and the current/charge fluctuations
at optical frequencies, and furthermore, show the possibility
of controlling light emission by engineering the electronic
structure. The established theory in the weak coupling,
tunneling regime seems to be inadequate for explaining the
experimental results in the strong coupling, contact regime.
A detailed modeling of such experiments needs to take
into account the plasmon field distribution near the STM
tip, the nonequilibrium electronic structure at high bias, the
coupling of the plasmonic field with electrical current, and
the propagation of light to the far field.23,24,28 In this paper,
instead of developing a full theory, we focus on the electronic
part of the problem. In particular, we study how the change
of the electronic structure with tip-position and voltage bias
influences the efficiency of plasmonic excitation. To this
end, we derive a Fermi-golden-rule like expression for the
finite frequency shot noise, and relate it to the theory of
STM-induced light emission in the tunneling regime. We
then express the result in terms of nonequilibrium Green’s
functions (NEGF) and develop a practical scheme to perform
calculations on realistic structures, using information available
from density functional theory based NEGF (DFT-NEGF)
transport calculations. We demonstrate how this scheme
manage to capture the essential feature of the atomic metal
and molecular contact experiments.
II. THEORY
In this section, we briefly summarize the theory of STM-
induced light emission in the tunneling regime.23,24 Then,
following Refs. 29 and 30, we introduce an approach to express
the finite frequency shot noise in a coherent conductor as a
sum of inelastic electronic transitions. We demonstrate how
the shot-noise explanation of the light emission in a molecular
contact is consistent with the theory in the tunneling regime.
A. Inelastic transition due to electron-plasmon interaction
Following the theory of light emission from STM23,24 and
point contacts,31 the interaction of the electrical current with
the plasmon field in the tip-surface cavity is described by the
following Hamiltonian,
Hint = 1
c
∫
j (r)A(r)d3r , (1)
where j (r) is the electron current density operator at position r .
The plasmon mode, with frequency, , and spatial distribution,
ξ (r), is represented by a vector potential,
A(r) =
√
2πh¯c2
V
ξ (r)(a + a†) . (2)
Here, a(a†) is the annihilation (creation) operator of the
plasmon mode, c is the speed of the light, h¯ is the reduced
Planck constant, and V is the normalization volume. In
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principle, we may calculate the plasmon mode frequency and
field distribution for a given a tip-surface distance. However,
this is a daunting task for atomistic first principles theory and
we do not consider this problem here. Instead, we focus only
on the source of the light emission, and investigate the effect
of the nonequilibrium electronic structure on the emission
rate. We ignore the spatial distribution of the mode in the
xy plane transverse to the current, ξ (r) = ξ (z), and perform
the integration over these directions in Eq. (1) and get
Hint = 1
c
∫
I (z)A(z)dz,
= M(a + a†), (3)
where I (z) is the surface current evaluated at z, integrated over
the transverse surface. The emitted power from the junction is
proportional to the inelastic transition probability due to the
interaction between initial(ψi) and final(ψf ) states originating
from the tip or surface electrode,
P () ∼
∑
i,f
∫∫
|〈ψf |M|ψi〉|2δ(εi − εf − h¯)
× nF (εi − μi)[1 − nF (εf − μf )]dεidεf . (4)
We employ the normalization, 〈ψi |ψj 〉 = δij δ(εi − εj ), and
filling given by the Fermi-Dirac distributions nF , correspond-
ing to the initial and final electrodes with Fermi energies given
by μi and μf , respectively. Finally, we will assume that the
“diagonal” contributions in the z direction capture the main
dependence of the emitted power on the electronic structure of
the junction. Thus we get,
P () ∼
∫
dz|ξ (z)|2
∑
i,f
∫∫
|〈ψf |I (z)|ψi〉|2δ(εi − εf − h¯)
× nF (εi − μi)[1 − nF (εf − μf )]dεidεf . (5)
This “diagonal” assumption can clearly not be justified per
se without concrete knowledge about the spatial distribution
of the mode along with the local current operator. However,
below we will use a first-principles method in order to
calculate without any fitting parameters the light emission
using this approximation and compare with the experimental
trends.
B. Current, charge fluctuations, and emission rate
Now we show that the Fermi’s golden-rule rate in Eq. (5) is
closely related to the finite frequency shot noise of the electrical
current, which is defined as
〈〈Iz(0)Iz′ (t)〉〉 ≡ 〈(Iz(0) − 〈Iz(0)〉)(Iz′ (t) − 〈Iz′ (t)〉)〉, (6)
where I (t) = eiHt/h¯I e−iH t/h¯ is the surface current operator
along z in the Heisenberg representation and z/z′ are two
positions along the transport direction. The positive direction
of Iz is defined to be from the surface electrode towards the tip.
Since we are dealing with the time dependence explicitly, we
put the position variables z, z′ as the subindices. The Fourier
transform of Eq. (6) gives the noise spectrum,
Szz′ (ω) =
∫ +∞
−∞
〈〈Iz(0)Iz′ (t)〉〉eiωtdt . (7)
Following Refs. 29 and 30, inserting a complete set of
eigenstates into Eq. (7), and doing the Fourier transform, we
obtain a golden-rule-type expression for the current noise,
Szz′ (ω) = 2πh¯
∑
i,f
i = f
∫∫
〈ψi |Iz|ψf 〉〈ψf |Iz′ |ψi〉δ(εi − εf − h¯ω)
× nF (εi − μi)[1 − nF (εf − μf )]dεidεf . (8)
The initial and final states are summed over scattering
states from both electrodes. Equation (8) includes both the
Nyquist-Johnson (thermal) and shot noise contributions. Since
the energy of the emitted light is much larger than the
thermal energy (h¯ω 	 kBT ), only the zero-temperature limit
is considered. In this case, besides the zero-point fluctuations,
the only contribution is the shot noise,
Szz′ (ω) = 2πh¯
∑
s,t
∫ μt
μs+h¯ω
〈ψt |Iz|ψs〉〈ψs |Iz′ |ψt 〉dεt , (9)
with εs = εt − h¯ω for positive sample bias V = Vs − Vt > 0.
We define the upper and lower Fermi levels are at |eV |/2
and −|eV |/2, respectively. The “diagonal” correlation Szz
gives the sum of the transition rates between the initial
filled tip scattering states ψt , and the final empty surface
scattering states ψs , with energies εt and εs , respectively. This
illustrates how the finite frequency shot noise can be viewed
as inelastic electronic transitions between the tip and surface
scattering states. The positive frequency/energy part of the
noise spectrum corresponds to the photon emission, relevant to
the experiment, and the negative part to the absorption process.
We notice that if z and z′ are located at the surface and tip
electrode, respectively, then according to charge conservation,
Id ≡ ˙Qd = Iz − Iz′ , (10)
and therefore, the charge fluctuation in the central
molecule/“device” region(d) is given by
Sdd = Szz + Sz′z′ − Szz′ − Sz′z . (11)
Similarly the fluctuation of the average current Ia = 12 (Iz +
Iz′ ) is
Saa = 14 (Szz + Sz′z′ + Szz′ + Sz′z). (12)
Using the result in this subsection, we can write Eq. (5) as
P () ∼
∫
dz |ξ (z)|2Szz(), (13)
which makes connection between the “old” theory for STM-
induced light emission in the tunneling regime and the “new”
shot noise argument.
III. NUMERICAL SCHEME
We aim at a formulation targeting the DFT-NEGF approach
to atomistic electron transport, such as the SIESTA/TRANSIESTA
method32 and similar methods employing a localized basis
set. In these the whole system is separated into a central
device region(d), and two electrode regions, here the tip (t)
and surface (s) electrodes. The electrodes are represented by
the self-energies. In order to directly employ the DFT-NEGF
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formalism, we will rewrite Eq. (9) in terms of the device
Green’s functions and the self-energies (	s ,	t ) folded into
the same device region representing the coupling of the device
region to tip and surface electrodes, respectively. By our choice
of device region, we effectively define separating surfaces
between the regions.
As an example, we now consider the current evaluated
at the surface electrode. In order to calculate the surface
electrode current fluctuations, Sss(ω), an explicit expression
for the surface current is needed in terms of quantities readily
available in the DFT-NEGF calculation. The current matrix Is ,
can be written as,33
Is = − ie
h¯
[Ps,H ] = ie
h¯
(Vds − Vsd ), (14)
where Ps denotes projection into the surface electrode
subspace, H is the total Hamiltonian, Vds is the coupling
matrix between the device and surface electrode, Vsd is its
complex conjugate, and e is the electron charge. We ignore
electron spin throughout the paper, since it is not relevant.
We assume an orthogonal basis set; however, a generalization
to the non-orthogonal case is straightforward by a Lo¨wdin
transformation.
Next, we evaluate the current matrix element between
different scattering states. We start from the Lippmann-
Schwinger equation connecting the scattering states and the
retarded Green’s functions of the whole system G(ε),
|ψs(ε)〉 = |φs(ε)〉 + G(ε)VT |φs(ε)〉 . (15)
Here, |ψs(ε)〉 and |φs(ε)〉 are the scattering states from the
semi-infinite surface electrode with and without coupling to the
device, respectively. Note that φs is nonzero only in the surface
electrode, but ψs spans over the whole region including both
electrodes and the device. The coupling matrix VT represent
the coupling between the device and the two electrodes,
localized near the device-electrode interfaces. Here, G(ε) is
the retarded Green’s function of the whole system including
the effect of VT .
Using the projection matrices, Pt + Pd + Ps = I , and the
fact that VT |φs〉 is only nonzero in the device region, it is pos-
sible to write the current matrix element 〈ψt (ε)|Is |ψs(ε−)〉 in
terms of the device Green’s functions and self-energies, where
ε− = ε − h¯ω. Firstly, using Vds = PdVdsPs , and Eq. (15), we
have
Ps |ψs(ε−)〉 = (I + Gsd (ε−)Vds)|φs(ε−)〉. (16)
Here, Gsd ≡ PsGPd is a submatrix of the full Green’s function
G, and Gdd is defined correspondingly. Using the relations
Gsd = gssVsdGdd, (17)
∣∣ψds 〉 = Pd |ψs〉 = GddVds |φs〉, (18)
	s = VdsgssVsd , (19)
we get
〈ψt (ε)|Vds |ψs(ε−)〉 =
〈
ψdt (ε)
∣∣G−1dd (ε−) + 	s(ε−)∣∣ψds (ε−)〉.
(20)
Note that here gss is the retarded Green’s function of the
isolated surface electrode. Similarly, for the second term in
Eq. (14), we have
〈ψt (ε)|Vsd |ψs(ε−)〉 = 〈ψt (ε)|PsVsdPd |ψs(ε−)〉
= 〈ψt (ε)|VtdG†ddVdsg†ssVsdPd |ψs(ε−)〉
= 〈ψdt (ε)|	†s (ε)|ψds (ε−)〉. (21)
Defining
Wi(ε−,ε) ≡ G−1d (ε−) + 	i(ε−) − 	†i (ε), (22)
we finally obtain the desired matrix element
〈ψt (ε)|Is |ψs(ε−)〉 = ie
h¯
〈
ψdt (ε)
∣∣Ws(ε−,ε)∣∣ψds (ε−)〉. (23)
Note that all quantities are projected to the device region and
thus depend on the actual splitting into regions.
Using the current matrix element, we can now write the
surface current shot noise at zero temperature as
Sss(ω) =
∫
θ
Tr[Ws(ε−,ε)As(ε−)W †s (ε−,ε)At (ε)]dε , (24)
where the integral is defined as∫
θ
· dε = θ (|eV | − h¯ω) e
2
2πh¯
∫ |eV |/2
h¯ω−|eV |/2
· dε, (25)
with θ (x) being the Heaviside step function, As(ε) =
Gd (ε)s(ε)G†d (ε) = 2π
∑
i=s |ψdi (ε)〉〈ψdi (ε)| is the device
spectral function due to scattering states from the surface
electrode, similarly for At , and s = i(	s − 	†s ). In the same
way, we get the tip current noise,
Stt (ω) =
∫
θ
Tr[W †t (ε,ε−)As(ε−)Wt (ε,ε−)At (ε)]dε ,
(26)
and their cross correlation,
Sst (ω) = S∗ts(ω)
= −
∫
θ
Tr [Ws(ε−,ε)As(ε−)Wt (ε,ε−)At (ε)] dε . (27)
Equations (24)–(27) are our main formal results, where we
have written the finite frequency shot noise in terms of the
Green’s functions and self-energies, readily available from
DFT-NEGF calculations. The difference between Eqs. (24)
and (26) reveals the position dependence of finite frequency
noise. Importantly, they both yield the standard result in the
zero-frequency limit.34
Assuming constant self-energies (	s,	t ), and decoupled
eigenchannel transmissions33 at different energies, Tn(ε), we
arrive at more physically transparent expressions,
Sss(ω) =
∑
n
∫
θ
Tn(ε)[1 − Tn(ε−)] dε , (28)
Stt (ω) =
∑
n
∫
θ
Tn(ε−)[1 − Tn(ε)] dε , (29)
valid for positive sample voltages, V > 0. The two expressions
are exchanged for negative bias. Note that Tn are the channel
transmissions calculated for the particular bias, V . We refer
to Appendix for the full result of Sss(ω) at finite temperature.
Unfortunately, we are not able to write the cross correlations
Sst and Sts in terms of the eigentransmissions Tn.
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Ψ
Ψ
FIG. 1. (Color online) Schematic diagrams showing the two
processes contributing to Stt (solid black) and Sss (dashed blue) for
positive sample bias, V > 0. The curly brackets show two active
energy windows for inelastic transitions.
Equations (28) and (29) show that the finite frequency
noise is related to the eigenchannel transmission and reflec-
tion coefficients at two energy windows. The first energy
window corresponds to transmission in the energy range
[h¯ω − (eV/2); eV/2], the other window is shifted downwards
by h¯ω, [−eV/2; eV/2 − h¯ω]. We denote these as the active
energy windows. The correlation, Sss , corresponds to inelastic
transitions taking place at the device-surface interface. For
positive sample voltage, V > 0, it is proportional to the trans-
mission coefficient of the tip scattering state in the high energy
window, and the reflection coefficient of the surface scattering
state in the low energy window. The reverse is the case for Stt .
Schematic diagrams of these two processes are shown in Fig. 1.
IV. RESULTS
Now we apply the method outlined above to calculate
the light emission from the STM resembling two recent
experiments where the tip is brought into contact with (i)a
Ag adatom on a Ag(111) surface,26 and (ii) a C60 molecule a
Cu(111) surface.27 In the experiments, two type of photons
with energy smaller and larger than the applied bias are
detected. They are attributed to one- and two-electron process,
respectively. Here, we focus only on the former. We used
the SIESTA/TRANSIESTA code32,35 with the generalized gradient
approximation (GGA-PBE) for exchange and correlation.36
For the Ag system, we use a single-ζ polarized basis-set for the
Ag atoms. For the C60 system, we use a double-ζ basis-set for
the carbon atoms, and a single-ζ basis set for the bulk electrode
Cu atoms. For both systems, to accurately describe the surface
and/or the chemical bonding with the C60, an optimized diffuse
basis set was applied for surface layer atoms and the tip.37
A. Ag adatom on Ag(111)
In Ref. 26, STM-induced light emission from a Ag-Ag(111)
junction has been probed from tunneling to contact regime.
The photon yield (roughly emission probability per electron)
develops a plateau in the tunneling regime, and has a kink
near the conductance quantum upon contact. These results
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FIG. 2. (Color online) (a) A subset of structures used in the
calculation, going from tunneling to contact. In the final structure,
one tip atom is pushed aside when forming contact. The two surface
layers, the tip and the adatom are relaxed at zero bias for each
structure. The numbers show the distance between the two fixed
layers and between the tip-adatom in units of A˚. (b) Transmission
eigenchannels at V = Vs − Vt = ±1.5 V, going from tunneling to
contact (top to bottom), for the structures shown in (a). (c) The average
conductance as a function of surface layer separation, showing the
transition from tunneling to contact.
suggest possible correlation between photon emission and
current shot noise.
To simulate this experiment, we have studied a similar
setup: Ag adatom on Ag(111) surface. Figure 2(a) shows a
subset of the structures used in the calculations, going from
tunneling to contact regime. A 4 × 4 surface unit cell were
used, together with 2 × 2/5 × 5 surface k points to sample
electronic structure/transmission. We relaxed the two surface
layers, the tip and the adatom at zero bias. After the relaxation,
transport calculations were done for a bias of V = ±1.5 V.
Figure 2(b) shows the transmission eigenchannels for the
structures in Fig. 2(a). From Fig. 2(b), it is evident that,
(i) there is only one dominate transmission eigenchannel,
and (ii) there is a small asymmetry in the transmission
for the two bias polarities. Figure 2(c) shows the change
of the average conductance when going from tunneling to
contact on a logarithmic scale. In the tunneling regime, the
conductance depends exponentially on the tip-atom distance,
while it develops to a plateau upon contact as typically seen in
experiments.26
The emission rate (proportional to the shot noise power)
was evaluated for a plasmon energy of h¯ = 1.2 eV using
Eq. (9), or equivalently Eqs. (24)–(26). In order to map out
the spatial distribution, the emission rate were calculated for
the surface current defined at 6 different interfaces, shown in
Figs. 3(a) and 3(b). From these calculations, we observe that
the emission rate does not change significantly for interfaces
in the same electrode, while they are quite different for the two
electrodes, and for the tip-adatom interface.
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FIG. 3. (Color online) (a) and (b) Calculated noise power (or
emission rate) Szz from Eq. (9) for Iz defined through six different
surfaces, shown above, for plasmon energy h¯ = 1.2 eV. (c) and
(d): Calculated yields Y = P/〈I 〉, normalized with respect to the
first point. The power P is the averaged noise power over the 6
different surfaces (squares). Also shown are the results from average
of Sss and Stt using the approximated expressions Eqs. (28) and
(29) (circles), and from the zero-frequency noise calculation used in
Ref. 26 (triangles). All of them give qualitatively similar results.
To relate the emission rates to the intensity of light emission,
we need to do an average of the surface currents, taking into
account the spatial distribution of the plasmon mode, ξ (z).
Since we do not have specific knowledge about the mode we
will choose to do it in the simplest possible way here. Firstly,
we take the equally weighted average of all the surface layers
[e.g., ξ (z) = constant]. Secondly, as mentioned above, we will
use Eq. (5) instead of Eq. (4), so we ignore the cross terms
involving surface current at different positions.
We have two comments regarding the approximations.
(i) In reality, the plasmon field distribution may change
with the tip-surface distance. In the tunneling regime, we
expect a high weighting-factor in the region between the
tip-surface gap. On the other hand, upon contact, due to the
high conductance, we expect the field distribution to spread
out into both electrodes.38,39 Study of this distance-dependent
field distribution is an interesting problem by itself, and is
beyond the scope of present paper. (ii) We actually tried to
include some of the cross terms using Eq. (27), and only see
slight change of the final results. But it is computationally too
expensive to include all of them.
The final results for the photon yields Y = P/〈I 〉, normal-
ized over the first point, for the two bias polarities are shown
in Figs. 3(c) and 3(d). Here the power P is proportional to the
emission rate averaged over six different surfaces. 〈I 〉 is the
average current. In Figs. 3(c) and 3(d), we also show results
from the approximate calculation using Eqs. (28) and (29), and
from the zero-frequency noise employed in Ref. 26. We see that
the qualitatively trends are similar for all these calculations:
a plateau in the tunneling regime, and the development of a
dip at contact around the fully transmitting single channel for
G = 1G0, consistent with the experiments.26
The agreement between different approximations can be
understood from the eigentransmission plotted in Fig. 2(b):
(i) in the tunneling regime, there is only one eigenchannel. The
eigentransmission is rather small and scales logarithmically
with the distance in the whole energy range. Consequently,
the distance dependence of the photon yields is encoded in the
reflection coefficient R = 1 − T ≈ 1. As a result, the photon
yields show a rather weak dependence on the distance. (ii) In
the contact regime, the eigentransmission is rather flat in the
whole bias window. From Eqs. (28) and (29), we expect that the
finite frequency shot noise shows weak position dependence,
and becomes similar to the zero-frequency one.
B. C60 on Cu(111)
In Ref. 27, STM-induced light emission from a C60
molecule sitting on the reconstructed Cu(111) surface was
studied in the tunneling and contact regime. It was found
that the C60 molecule modifies the photon yields drastically.
Especially, a strong bias polarity dependence is observed,
indicating the effect of localized molecular resonance on the
light emission property.
To simulate this experiment, we used a 4 × 4 surface unit
cell and 2 × 2/10 × 10 surface k points in order to sample
the electronic structure/transmission. Due to the surface
reconstruction in the experiments27,40 the two first surface
layers and tip were relaxed at zero bias to 0.02 eV/A˚ at
different tip positions. Thus, we do not capture the abrupt
jump-to-contact observed in the experiment at finite negative
bias in our calculations. Figure 4 shows the five different
structures considered in the calculations, together with the
transmission eigenchannels at V = ±1.5 V. Different from the
Ag system, when making the contact, there are now mainly
three contributing eigenchannels.
As in the experiment, we observe different emission rates
for the two bias polarities [see Figs. 5(a) and 5(b)]. For
positive sample bias, the magnitude at four different surfaces
is comparable. But for the negative bias, the fluctuations near
the surface electrode are four times larger than that of the tip
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FIG. 4. (Color online) (a) All structures considered in the cal-
culation. In structure 6 a deformation of the tip occurred and has
been disregarded in the following. The two surface layers, C60 and
the tip were relaxed at zero bias for each electrode separation. (b)
Transmission eigenchannels at V = ±1.5 V for the structures shown
above. The shaded areas are the active energy windows contributing to
Sss . (c) The average transmission in the active energy window [shaded
areas in (b)], normalized over that in the whole bias window [−0.75–
0.75] eV. The increase from tunneling to contact at V = −1.5 V is
due to the appearance of HOMO level (peak in the shaded region).
electrode. Consequently, the calculated yields show different
trends at negative and positive bias when going from tunneling
to contact, as shown in Figs. 5(c) and 5(d). These results can be
explained as a consequence of the appearance of the HOMO
level in the bias window, as discussed in Ref. 27. When the
HOMO level enters the bias window, the occupied charge
begins to fluctuate. This generates new available final states
for inelastic transitions, which contribute to high-frequency
noise at the plasmon frequency. Since the molecule couples
better to the surface than the tip, the charge fluctuations are
compensated mainly by the surface-current fluctuations. This
allows us to understand the results qualitatively by looking at
the surface current fluctuations. In the single channel, small
transmission case, we can ignore the 1 − T term in Eqs. (28)
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FIG. 5. (Color online) (a) and (b) Similar to Figs. 3(a) and 3(b),
calculated emission rates at four different surfaces for the C60 system
using h¯ = 1.2 eV at V = ±1.5 V. (c) and (d) Similar to Figs. 3(c)
and 3(d).
and (29). So the photon yield due to surface current fluctuation
can be characterised by the ratio of the average transmission
in the active window (shaded region in Fig. 4) to that in
the whole bias window. We plotted this normalized average
transmission in Fig. 4(c) and observed a sudden increase upon
contact.
Comparing the two systems, we can see that the main dif-
ference between them is whether spatially localized molecular
resonance participates in the light emission process or not.
(1) For the Ag system there are no such localized resonances
and the transmission spectrum is weakly energy dependent.
The behavior of the finite frequency noise is similar to that
at zero-frequency. So the experimental results can basically
be understood by looking at the zero-frequency noise, as has
been done in Ref. 26. (2) On the other hand for the C60
system, at negative bias, the C60-HOMO level enters into
the active window upon contact, modifies the transmission in
there, and enhances the shot noise power. From this study,
we can see that molecular level engineering provides an
efficient way to control the light emission property of STM
junctions. Along these lines we note that very recent STM
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experiments using the photon-map technique indicate that
individual molecular resonances can play a determining role
(“gate”) for the emission process.22
V. CONCLUSIONS
We have developed a practical scheme to calculate the
finite-frequency shot noise of the electrical current through a
coherent molecular conductor within a DFT-NEGF approach.
By a spatial average, we re-produce qualitatively the essential
features of two recent experiments, confirming the hypothesis
that the current/charge fluctuations are the energy source of
STM-induced light emission from molecular junctions, going
from tunneling to contact. Furthermore, by writing the shot
noise expression into a Fermi-golden-rule form, we have
established a connection with the theory of light emission in
the tunneling regime, based on inelastic electronic transitions.
The relation between shot noise power and light emission
intensity makes it possible to understand qualitatively the
light emission property of atomic/molecular junctions with
the help of its eigentransmission spectrum.
Here, we have focused on the source of the light emission,
which is the inelastic electronic transitions induced by current.
However, to get a quantitative understanding of the experimen-
tal results, in a semiclassical model of the electron-plasmon
coupling, the following questions have to be addressed: (1)
the spatial field distribution of different plasmon modes
near the STM tip and (2) their detailed coupling with the
current. These questions are also important if we want to
distinguish the localized gap mode from the propagating
surface mode. Recent experiments showed that the tunneling
electrons can couple to both types. An alternative way to
proceed is to perform time dependent DFT calculations. So far,
model structures have been considered41 with this approach.
However, it is very challenging to perform calculations on
realistic structures involving coupling to the metallic surfaces
in order to approach the experiments.
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APPENDIX: FREQUENCY DEPENDENT NOISE AT FINITE
TEMPERATURE
At finite temperature, to evaluate the surface current
correlation, we need all the matrix elements. The other three
read
〈ψs(ε)|Is |ψt (ε−)〉 = − ie
h¯
〈ψs(ε)|W †s (ε,ε−)|ψt (ε−)〉,
〈ψt (ε)|Is |ψt (ε−)〉 = ie
h¯
〈ψt (ε)|	s(ε−) − 	†s (ε)|ψt (ε−)〉,
〈ψs(ε)|Is |ψs(ε−)〉 = ie
h¯
〈ψs(ε)|	†t (ε) − 	t (ε−) − ωI |ψs(ε−)〉.
Assuming a constant self-energy, for positive sample bias,
we have the full result for surface current noise at finite
temperature
Sss(ω) = e
2
2πh¯
∑
αβ
Cαβ(ω)nαβF ,
with
Ctt (ω) =
∫
Tr [T (ε)T (ε−)] nttF dε,
Css(ω) =
∫
Tr [(ωI − it )As(ε−)(ωI + it )As(ε)] nssF dε,
Cst =
∫
Tr [(I − T (ε))T (ε−)] ntsF dε,
Cts =
∫
Tr [(I − T (ε−))T (ε)] ntsF dε,
where
n
αβ
F = nF (ε,μα)[1 − nF (ε−,μβ)].
The above result includes both the Nyquist-Johnson (thermal)
and the shot noise. Notice the different form of Css from
Ctt . It is related to the complex reflection coefficients in
the scattering approach discussed by Bu¨ttiker.42 Physically, it
means that even when the transmission is zero, there still could
be fluctuations at the surface electrode at finite temperature.
*jtlu@hust.edu.cn
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We extend the simple and efficient lowest order expansion (LOE) for inelastic electron tunneling spectroscopy
(IETS) to include variations in the electronic structure on the scale of the vibration energies. This enables
first-principles calculations of IETS line shapes for molecular junctions close to resonances and band edges.
We demonstrate how this is relevant for the interpretation of experimental IETS using both a simple model and
first-principles simulations.
DOI: 10.1103/PhysRevB.89.081405 PACS number(s): 73.63.−b, 68.37.Ef, 61.48.−c
The inelastic scattering of electronic current on atomic
vibrations is a powerful tool for investigations of con-
ductive atomic-scale junctions. Inelastic electron tunneling
spectroscopy (IETS) has been used to probe molecules on
surfaces with scanning tunneling microscopy (STM) [1],
and for junctions more symmetrically bonded between the
electrodes [2–7]. Typical IETS signals show up as dips or peaks
in the second derivative of the current-voltage (I -V ) curve
[8]. In many cases the bonding geometry is unknown in the
experiments. Therefore, first-principles transport calculations
at the level of density functional theory (DFT) in combination
with nonequilibrium Green’s functions (NEGF) [9–14] can
provide valuable insights into the atomistic structure and IETS.
For systems where the electron-vibration (e-vib) coupling is
sufficiently weak and the density of states (DOS) varies slowly
with energy (compared to typical vibration energies) one can
greatly simplify calculations with the lowest order expansion
(LOE) in terms of the e-vib coupling together with the wide-
band approximation (LOE-WBA) [10,15]. The LOE-WBA
yields simple expressions for the inelastic signal in terms
of quantities readily available in DFT-NEGF calculations.
Importantly, the LOE-WBA can be applied to systems of
considerable size.
However, the use of the WBA cannot account for IETS sig-
nals close to electronic resonances or band edges, which often
contains crucial information [16,17]. For example, a change
in IETS signal from peak to peak-dip shape was recently
reported by Song et al. [6] for single-molecule benzene-dithiol
(BDT) junctions, where an external gate enabled tuning
of the transport from off-resonance to close-to-resonance.
Also, high-frequency vibrations involving hydrogen appear
problematic since the LOE-WBA is reported to underestimate
the IETS intensity [18].
Here we show how the energy dependence can be included
in the LOE description without changing significantly the
transparency of the formulas or the computational cost. We
*mads.brandbyge@nanotech.dtu.dk
describe how the generalized LOE differs from the original
LOE-WBA, and demonstrate that it captures the IETS line
shape close to a resonance. We apply it to DFT-NEGF
calculations on the resonant BDT system and to off-resonant
alkane-dithiol junctions, and show how the improved LOE is
necessary to explain the experimental data.
Method. We adopt the usual two-probe setup with quantities
defined in a local basis set in the central region (C) coupled to
left/right electrodes (α = L,R). We consider only interactions
with vibrations (indexed by λ with energies ~ωλ and e-vib
coupling matrices Mλ) inside C. To lowest order in the e-
vib self-energies λ (second order in Mλ) the current can
be expressed as a sum of two terms I (V ) = Ie + Ii , using
unperturbed Green’s functions Ga = Gr † defined in region C
[10,15],
Ie = G0
e
∫ ∞
−∞
dε {fL(ε) − fR(ε)}
{
Tr[GrLGaR](ε)
+ 2Re Tr[GrrλGrLGaR](ε)} , (1)
Ii = G0
e
∫ ∞
−∞
dεTr[<λ Gr>LGa − >λ Gr<LGa](ε), (2)
where G0 = 2e2/h is the conductance quantum and sum-
mation over the vibration index λ is assumed. The e-vib
self-energies λ are expressed as

≷
λ (ε) = Mλ{(Nλ + 1)G≷(ε∓) + NλG≷(ε±)}Mλ, (3)

r,a
λ (ε) = ± 12 {>λ (ε) − <λ (ε)} −
i
2
H[>λ −<λ ](ε), (4)
with ε± = ε ± ~ωλ, bosonic occupations Nλ, and H denoting
the Hilbert transform. Finally, the lesser/greater Green’s
functions G≶ describing the occupied/unoccupied states
G≷(ε) = ∓i {fL(∓ε)AL(ε) + fR(∓ε)AR(ε)} (5)
are given by the spectral density matrices Aα = GrαGa for
left/right moving states with fillings according to the reservoir
Fermi functions fα(ε) = nF (ε − μα).
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The above equations are numerically demanding because
of the energy integration over voltage-dependent traces. In the
following we describe how further simplifications are possible
without resorting to the WBA. Here we are interested in the
“vibration signal” that is the change in the current close to
the excitation threshold |eV | ≈ ~ωλ, with eV = μL − μR . As
IETS signals are obtained at low temperatures, we assume that
this is the smallest energy scale kBT  ~ωλ,, where  is the
typical electronic resonance broadening. The inelastic term Ii
[Eq. (2)] then reduces to
Ii ≈ G02e
∑
σ=±
(
coth
~ωλ
2kBT
− coth ~ωλ + σeV
2kBT
)∫ ∞
−∞
dεTr
× [Mλ ˜AL(ε)MλAR(εσ )]{fL(ε) − fR(εσ )}, (6)
where ˜Aα = GaαGr is the time-reversed version of Aα . In
the second derivative of Ii with respect to voltage V , the coth
parts give rise to a sharply peaked signal around |eV | = ~ωλ,
with width of the order of kBT . If the electronic structure (Aα)
varies slowly on the kBT scale, it can be replaced by a constant
using ε ≈ μL and εσ ≈ μR = μL + σ~ωλ. Thus, around the
vibration threshold we get
∂2V Ii ≈ γi,λ ∂2V Isym, (7)
γi,λ = Tr[Mλ ˜AL(μL)MλAR(μR)], (8)
where we, as in the LOE-WBA, define the “universal”
function
Isym ≡ G0
2e
∑
σ=±
σ (~ωλ + σeV )
×
(
coth
~ωλ
2kBT
− coth ~ωλ + σeV
2kBT
)
. (9)
The elastic term Ie [Eq. (1)] can be divided into two
parts, Ie = I ne + Ihe , where the first (latter) represents all terms
without (with) the Hilbert transformation originating in Eq. (4).
The “non-Hilbert” part I ne yields a coth factor and integral of
similar in form to the one for Ii . Both Ii and I ne thus yield
an inelastic signal with a line shape given by the function
∂2V Isym and the sign/intensity governed by γλ = γi,λ + γe,λ,
with γe,λ ≈ ImBλ, and
Bλ ≡ Tr[MλAR(μL)L(μL)Gr (μL)MλAR(μR)
− MλGa(μR)L(μR)AR(μR)MλAL(μL)]. (10)
The “Hilbert” part Ihe requires a bit more consideration.
Besides terms which do not result in threshold signals [19],
we have terms involving H[Aαfα]. Again, if Aα varies slowly
around the step in fα we may approximate
H[Aα(ε′)fα(ε′)](ε) ≈ Aα(ε)H[fα(ε′)](ε) . (11)
The Hilbert transformation of the Fermi function is strongly
peaked at the chemical potential, and again we evaluate the
energy integral by evaluating all electronic structure functions
(Aα,Gr ,α) at the peak values, keeping only the energy
dependence of the functions related to fα inside the integral.
The result is
∂2V I
h
e ≈ κλ ∂2V Iasym, (12)
with κλ = 2ReBλ and, again as in the LOE-WBA, the universal
function
Iasym ≡ G0
2e
∫ +∞
−∞
dεH{f (ε′−) − f (ε′+)}(ε)[f (ε − eV ) − f (ε)]
≈− G0
2eπ
∑
σ=±
σ (eV + σ~ωλ)ln
∣∣∣∣eV + σ~ωλ~ωλ
∣∣∣∣ . (13)
Here the latter is for kBT = 0, while it can be expressed using
the digamma function for finite kBT [20]. In total we have
written the IETS as a sum of individual vibration signals [10],
∂2V I (V ) = γλ ∂2V Isym(V,~ωλ,T ,Nλ)
+ κλ ∂2V Iasym(V,~ωλ,T ). (14)
Equation (14) is our main formal result. As for the LOE-WBA
we have expressed the vibration signals from the universal
functions, and structure factors containing quantities readily
obtained from DFT-NEGF. However, importantly, here we
have generalized these to include the effect of finite ~ωλ,
and thus the change in electronic structure over the excitation
energy. Our LOE expressions for γλ and κλ above simply
reduce to the LOE-WBA when μL = μR = μ0. We will
now demonstrate some situations where the LOE expression
Eq. (14) is crucial for detailed interpretation of experimental
IETS line shapes.
Simple model. First we use a single-level model to illustrate
how the “asymmetric” term contains important information
about the energy dependence of the electrode couplings. In the
LOE-WBA one always has κλ = 0 for symmetric junctions.
This is not the case for the LOE expression Eq. (10). We
therefore consider a symmetric junction containing a single
electronic level at ε0 (with μ0 = 0), coupled to a local vibration
(ω0), and with energy-dependent electrode coupling rates.
Assuming symmetrical potential drop, and using the notations
l = L(μL) + R(μL) and r = L(μR) + R(μR) we can
write the “symmetric,”
γ = −C{2l 2r − (4ε20 − ~2ω20)2}, (15)
and “asymmetric” coefficients,
κ = 4C(δ ε0 + ¯ ~ω0)
{
lr −
(
4ε20 − ~2ω20
)}
, (16)
where δ = l − r , ¯ = (l + r )/2, and C is a constant
common to γ and κ . In the typical case of transition metal
electrodes the coupling can contain contributions both from
a wide s band as well as from a narrow d band leading to a
significant δ and finite κ . To model the s band we use a con-
stant 0, and to mimic the coupling (hopping t ′) to a d band we
add the self-energy of a semi-infinite 1D chain, with bandwidth
2W centered at μ0 = 0. Figures 1(a)–1(c) compare the signals
calculated from LOE-WBA and LOE for different ε0. For both
treatments we observe that the peak in the off-resonance IETS
evolves into a dip on-resonance. However, only in the LOE
the two regimes are separated by a peak-dip structure close
to resonance due to the asymmetric κ , which is enhanced at
the onset of the coupling with d band in one electrode. The
change in IETS signal with a gate-potential (ε0) is shown
in Fig. 1(d). The features observed at ε0 = ±~ω/2 − W is
associated with the level being resonant with the left/right
d-band onset, respectively, see Fig. 1(e).
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FIG. 1. (Color online) (a)–(c) IETS spectrum from LOE (solid)
and LOE-WBA (dashed) for three different position of an electronic
level, coupling with a wide s band with constant density of states,
and a narrow d band with bandwidth W centered at the equilibrium
Fermi level μ0 = 0. (a) ε0 = −2.6, (b) ε0 = −2, and (c) ε0 = 0. The
transmission coefficients at the Fermi level are T = 0.006,0.01,1,
respectively. (d) Contour plot of the IETS spectrum for different level
positions. The signal is normalized such that for each given ε0, the
height of the largest peak or dip is 1. Parameters in unit of the vibration
energy ~ω0: t ′ = 2t = W = 2, 0 = 0.1, kBT = 0.02. Here t is the
hopping matrix element of the d band, and t ′ is its coupling to the
electronic level. (e) Schematics of the one-level model (shown for
the three different level positions) biased at the emission threshold
V = ~ω0.
IETS of benzene-dithiol. It has been possible to apply an ex-
ternal gate potential to junctions with small molecules between
metallic electrodes [5,6]. Under these conditions IETS have
been recorded for gated octane-dithiol (ODT) and benzene-
dithiol (BDT) molecules between gold electrodes [6]. For
both ODT and BDT the quite symmetric I -V characteristics
indicates a symmetric bonding to the electrodes. For the
π -conjugated BDT it was shown how the transport can be
tuned from far off-resonance (G ∼ 0.01G0) to close to the
HOMO resonance increasing the conductance by more than an
order of magnitude. As in the simple symmetric model above,
this was reflected in the shape of the IETS signal for BDT going
from a peak for off-resonance, to a peak-dip close to resonance,
with the peaks appearing at the same voltages. However, the
analysis by Song et al. [6] was based on a model assuming
asymmetric electrode couplings at zero bias (STM regime)
[16]. Our simple model [Fig. 1(b)] instead suggests that the
observed peak-dip line shape originates solely from the l,r
asymmetry driven by the bias voltage near resonance rather
than from asymmetric electrode couplings in equilibrium (L,
R at μ0).
Next, we turn to our DFT-NEGF calculations [21]. The
importance of an efficient scheme is underlined by the fact
that an IETS calculation is required for each gate value. In
the break-junction experiments the atomic structure of the
junction is unknown. We anticipate that the gap between the
electrodes is quite open and involves sharp asperities with
low-coordinated gold atoms in order to allow for the external
gating to be effective. In order to emulate this we consider BDT
bonded between adatoms on Au(111) surfaces [Fig. 2(a)], and
employ only the  point in the transport calculations yielding
sharper features in the electronic structure. We correct the
HOMO-LUMO gap [22] and model the electrostatic gating
simply by a rigid shift of the molecular orbital energies relative
to the gold energies. In Figs. 2(b) and 2(c) we compare IETS
calculated with LOE and LOE-WBA as a function of gating.
As in the experiment, we observe three clear signals around
~ω = 95,130,200 meV due to benzene vibrational modes.
Off-resonance the LOE and LOE-WBA are in agreement
as expected. But when the gate voltage is tuned to around
Vg ≈ −1 V the methods deviate because of the appearance
of sharp resonances in the transmission around the Fermi
energy [Fig. 2(a)]. These resonances involve the d orbitals
on the contacting gold atoms, as seen in the eigenchannel
[23] plot in Fig. 2(a), and result in a peak-dip structure as
seen in the experiment and anticipated by the simple model.
Thus it is important to go beyond LOE-WBA in order to
reproduce the peak to peak-dip transition taken as evidence
for close-to-resonance transport.
IETS of alkane-dithiol. As another demonstration of the
improvement of LOE over LOE-WBA, we consider molecular
junctions formed by straight or tilted butane-dithiol (C4DT)
molecules linked via low-coordinated Au adatoms to Au(111)
electrodes, see inset to Fig. 3. Based on DFT-NEGF [21]
we calculate elastic transmission and IETS for the periodic
structure averaged over electron momentum k|| [24]. As shown
in Figs. 3(a) and 3(b), transport around the Fermi level is
off-resonance but dominated by the tail of a sulfur-derived peak
centered at approximately 0.25 eV below the Fermi level. This
feature introduces a relatively strong energy dependence into
the electronic structure which makes the WBA questionable.
Indeed, as shown in Fig. 3(c), LOE-WBA gives a smaller IETS
intensity compared to the LOE for the energetic CH2 stretch
modes (~ω ∼ 375 meV). The WBA may thus be the reason
why LOE-WBA calculations were reported to underestimate
the IETS intensity for these energetic modes in comparison
with experiments [18]. We note that the intensity enhancement
is found to be more pronounced for the straight configuration,
which we speculate may be related to the change in the sulfur
density of states as a function of tilt (for the tilted geometry
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FIG. 2. (Color online) (a) BDT between two adatoms on Au(111)
together with transmission for off-resonance (zero gate) and close-
to-resonance. (b) IETS as a function of gate voltage from LOE
(left) and LOE-WBA (right). (c) IETS for fixed gate voltage off-
resonance (dashed lines, offset for clarity) and close-to-resonance
(solid lines). Black: LOE, red: LOE-WBA. The IETS signals are
calculated for T = 4.2 K and processed to mimic the experimental
broadening arising from the lock-in technique with a harmonic
voltage modulation of Vrms = 1 mV [13].
the slope of the PDOS close to the Fermi level decreases). The
intensity change reported in Fig. 3 thus suggests the relevance
of going beyond LOE-WBA for simulations involving high-
energy vibrational modes.
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of states over S for vertical and tilted C4DT in a 2 × 2 supercell of
Au(111). (c) IETS within LOE and LOE-WBA (averaged over k||)
using T = 4.2 K and Vrms = 5 mV [13]. Thin dashed lines represent
the reverse bias polarity.
Conclusions. A generalized LOE scheme for IETS sim-
ulations with the DFT-NEGF method has been described.
Without introducing the WBA, our formulation retains both the
transparency and computational efficiency of the LOE-WBA.
This improvement is important to capture correctly the IETS
line shape in situations where the electronic structure varies
appreciably on the scale of the vibration energies, such as near
sharp resonances or band edges. Together with DFT-NEGF
calculations we have discovered that the intricate experimental
line shape of a gated BDT can be explained without the
need to assume asymmetric bonding of the molecule to the
electrodes. Also, simulations for C4DT junctions suggest that
going beyond WBA is important to capture the IETS intensity
related to energetic CH2 stretch modes.
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Inspired by recent experiments where electron transport was measured across graphene nanorib-
bons (GNR) suspended between a metal surface and the tip of a scanning tunneling microscope
[Koch et al., Nat. Nanotechnol. 7, 713 (2012)], we present detailed ﬁrst-principles simulations of
inelastic electron tunneling spectroscopy (IETS) of long pristine and defective armchair and zigzag
nanoribbons under a range of charge carrier conditions. For the armchair ribbons we ﬁnd two robust
IETS signals around 169 and 196 mV corresponding to the D- and G-modes of Raman spectroscopy
as well as additional ﬁngerprints due to various types of defects in the edge passivation. For the
zigzag ribbons we show that the spin state strongly inﬂuences the spectrum and thus propose IETS
as an indirect proof of spin polarization.
PACS numbers: 81.05.ue, 73.63.-b, 72.10.Di
I. INTRODUCTION
Graphene as the basis of a new generation of
electronics1,2 has been the center of much attention in
the last years, and devices based on nanostructured
graphene have been put forward. The most generic form
of nanostructured graphene is graphene nanoribbons
(GNR),3 and other structures, such as graphene anti-dot
lattices4,5, can be viewed as networks of them. GNRs
are potential candidates for molecular wires with tailored
conductance properties. For graphene-based nanostruc-
tures the edges and their passivation, as well as defects
inside the structure, can play crucial roles for the trans-
port properties.6 However, characterization of edge passi-
vation or structural/chemical defects is challenging espe-
cially after device fabrication. Raman spectroscopy7 can
give information about defects on large areas of the sam-
ple, while tip-enhanced Raman spectroscopy (TERS)8
have been used in combination with STM on GNRs.
However, Raman studies involve averages over larger ar-
eas (> 10 nm), and does not yield information about
the impact of vibrations on transport. In that aspect
inelastic electron tunneling spectroscopy (IETS) serves
as a way of performing non-destructive characterization
yielding vibrational/phonon ﬁngerprints of a range of de-
fects. In order to interpret IETS experiments, theoretical
modeling of the inelastic signals in the electronic current
due to electron-phonon (e-ph) scattering is needed.
GNRs have been fabricated using diﬀerent strate-
gies including lithographic techniques,9 chemical
synthesis,10,11 epitaxial growth12, and longitudinal
unzipping of carbon nanotubes.13 Furthermore, several
groups have succeeded in atomically precise bottom-up
fabrication of armchair GNRs (AGNR)14,15, chiral
GNRs,16 and AGNR hetero-junctions17 grown on metal
surfaces. Experimentally, the vibrational properties
have been investigated by Raman spectroscopy and
the electronic structure has been mapped out by
STM, angle-resolved (two-photon) photo-emission and
high-resolution electron energy loss spectroscopy.8,18,19
Signatures of phonon excitation were observed by STM
in the diﬀerential conductance spectroscopy performed
at the zigzag termini state of AGNRs adsorbed on
Au(111), and these signatures were shown to be sen-
sitive to modiﬁcations in the local atomic geometry.20
AGNRs have also been lifted up from the weakly
bonding Au(111) surface with the tip of a STM enabling
measurements of the voltage-dependent conductance in
suspended conﬁgurations.21
From the theoretical side density-functional the-
ory (DFT) has been used to investigate the stabil-
ity of structural and chemical reconstructions of GNR
edges,2224 together with the transport and band-
gap engineering.6,2528 The vibrational properties and
phonon band structure have been calculated with empir-
ical potentials29 and DFT.30,31 In addition, there have
been theoretical predictions32,33 of the Raman spectrum,
in good agreement with experiments.14,34 For a ﬁnite
AGNR the role of zigzag termini states have been studied
theoretically, comparing DFT to the many-body Hub-
bard model.35
Inspired by the recent lifting experiments by Koch
et al.,21 we here investigate theoretically the signals of e-
ph scattering in the conductance of long GNRs between
metal electrodes. Our aim is two-fold. First, we want to
address the role phonon scattering in the transport char-
acteristics of pristine GNRs. Second, we wish to compute
detailed IETS for diﬀerent GNRs under varying charge
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FIG. 1: (Color online) (a) Computational setup for a pristine AGNR showing electrode, device and dynamical regions. (b)
Electronic band structure (kx is in units of inverse unit cell length). The diﬀerent bands are colored according to symmetry
of the electronic states. Red: symmetric, corresponding to Fig. 2(a-b). Blue: anti-symmetric, corresponding to Fig. 2(c-d).
(c) Electronic transmission for varying electrode broadening describing the coupling to the metal contacts, η = 0, 0.1, 1 eV, see
text. (d) Electronic DOS projected onto the dynamical region. Panels (e)-(h) show the similar entities for the pristine ZGNR
case.
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FIG. 2: (Color online) (a)-(d) Electron transmission eigen-
channels for the clean AGNR for the valence bands at E −
EF = −1 eV and for the conduction bands at E − EF = 1
eV. (e)-(h) Electron transmission eigenchannels for the clean
ZGNR in the valence bands at E −EF = −0.4 eV and in the
conduction bands at E−EF = 0.4 eV for one spin component.
The eigenchannels for the other spin component are simply
mirror images around the middle of the ZGNR (not shown).
The red/blue (pink/gray) isosurfaces represent the real (imag-
inary) part and sign of the scattering state wave function. For
all eigenchannel calculations the electrode broadening was set
to zero (η = 0 eV).
carrier concentrations and explore how diﬀerent types of
realistic defects may modify the IETS and thus possibly
be directly probed in transport measurements. We focus
on the two most generic edge types, namely armchair
(AGNR) and zigzag (ZGNR), and pay attention to the
eﬀects of spin polarization in the latter case. In actual
experiments the substrate or an applied gate potential
control the Fermi level EF in the ribbons. To address
this variability we scan EF using a numerically eﬀective
scheme enabling fast calculations of the IETS.36 We ﬁnd
that the AGNR generally display two robust IETS sig-
nals around 169 and 196 mV corresponding to the D-
and G-modes of Raman spectroscopy and that a dehy-
drogenated dimer at the edge should further leave a clear
defect signal at around 245 mV. For the ZGNR we ﬁnd
that the spin polarization breaks the mirror symmetry
around the middle of the ribbon resulting in IETS sig-
nals from a range of modes around the D- and G-mode
energies. For both AGNR and ZNGR defects which break
the planar symmetry of ribbons allows for contributions
to the IETS from out-of-plane phonon modes.
The paper is organized as follows. First we discuss our
atomistic model setup for the density functional and elec-
tron transport calculations, and outline the approach for
the IETS simulations. In Sec. III we present our results
for pristine AGNR and ZGNR and relate their transport
properties and IETS to the band structures. In Sec. IV
we turn to the defective systems by considering realistic
possibilities of defects in the edge passivation, backbone
3bonding motifs, and presence of adatoms. Finally, a sum-
mary and our conclusions are presented in Sec. V.
II. METHODS
We calculate the electronic and vibrational
structure from DFT using the academic codes
Siesta/TranSiesta.37,38 We employ the generalized
gradient approximation (GGA) for the exchange-
correlation functional,39 a single-zeta polarized (SZP)
basis set for the carbon and hydrogen atoms, and use
a cut-oﬀ energy of 400-500 Ry for the real-space grid.
These choices, balancing accuracy and computational
cost, provide a good description to investigate trends and
general behavior of the substantial number of systems
considered in this work.
The vibrational degrees of freedom, calculated by di-
agonalization of the dynamical matrix, and the e-ph
couplings are extracted from ﬁnite diﬀerences as imple-
mented in the Inelastica code.4042 The armchair and
zigzag GNRs considered here are shown in Fig. 1. We
adopt the usual two-probe setup with the device region
(D) coupled to left (L) and right (R) electrodes with
all electronic matrix elements expressed in a local basis
set. The primitive unit cell of the AGNR (ZGNR) con-
sists of 18 (10) atoms and in our calculations this unit
cell is repeated 10 (18) times in the transport direction
to form the scattering regions illustrated in Fig. 1(a,e).
The electrode couplings ΓL/R are included on the two
ﬁrst/last unit cells before folding onto D. In our treat-
ment a subset of atoms in D is allowed to vibrate. We
ﬁx this dynamical region, restricted by the condition that
the e-ph couplings are fully included inside D, to the 4
and 6 central unit-cells for the AGNR and ZGNR, respec-
tively. The corresponding e-ph couplings used to calcu-
late the inelastic electron transport are thus expressed in
the center 6 unit-cells for the AGNR and 8 unit-cells for
the ZGNR. The convergence of our results with the size
of the dynamical region is addressed below.
We generally consider nanoribbons that are suspended
between two metallic leads. In the case of the lifting
experiments,21 these would correspond to the metal sam-
ple surface and the STM tip. We wish here to focus on
the action inside the GNRs and put aside the possible
complications due to the detailed electronic structure of
the metals, and the metal-GNR interface in particular.
To this end we introduce a simple model of the metal
electrodes without substantial electronic features: we use
semi-inﬁnite GNRs with highly broadened states (eﬀec-
tively smearing out energy gaps). In practice this is done
by adding a ﬁnite numerical imaginary part η to the en-
ergy argument in the electrode recursion calculation.43
This scheme ensures that the phonon eﬀects originate
from the GNRs themselves and not from details of the
metal-GNR interface, which is generally unknown in the
STM experiments. The electronic band structures for the
inﬁnite ribbons, along with the transmission and den-
sity of states (DOS) are shown for η = 0, 0.1, 1 eV in
Fig. 1(b,c,d) and Fig. 1(f,g,h) for AGNR and ZGNR,
respectively. We note that the broadened transmission
spectrum [Fig. 1(d)] is quite consistent with the exper-
imentally reported diﬀerential conductance curves for
AGNR.21 The electronic states involved in the trans-
port are shown in Fig. 2 in terms of the transmission
eigenchannels44 in the valence and conduction bands of
the AGNR and ZGNR. Their spatial symmetry play a
signiﬁcant role for the selection rules involved in the in-
elastic scattering as discussed later.
In principle, the electronic structure should be evalu-
ated at ﬁnite bias. However, without a detailed model
of the connection to the metal electrodes (where an im-
portant part of the voltage drop will take place) and for
suﬃciently long systems (in which the electric ﬁeld will be
small), it is reasonable to use the zero-voltage electronic
structure and to simply assume a symmetric voltage drop
over the two identical, idealized device-electrode inter-
faces. More speciﬁcally, in the following we will treat the
applied potentials non-self-consistently. An equal volt-
age drop (V ) is used at the left and right electrodes
for these left-right symmetric structures, and shift the
electronic states and chemical potentials in the left/right
electrodes by ±V/2. We introduce the applied gate volt-
age VG (mimicking actual doping or electrostatic gating
that modify the charge carrier concentration in an exper-
imental setup) as a shift in all energies. Thus close to the
excitation threshold of a phonon λ we consider inelastic
scattering between states at energies around the chemical
potentials, µL/R = EF ± ~ωλ/2 + VG.
A. Computational scheme for IETS
For a device strongly coupled to the electrodes, a cou-
pling between the electron current I(V ) and a phonon
mode λ ideally shows up at zero temperature as a step
discontinuity in the diﬀerential conductance when the in-
elastic phonon emission process becomes energetically al-
lowed, that is, when the chemical potential diﬀerence ex-
ceeds the quantum of vibrational energy, |µL − µR| =
~ωλ. Thus, around the emission threshold the electronic
states involved in the scattering process are those at µL
and µR. The IETS signal, conventionally expressed as
the ratio between the second and ﬁrst derivatives of the
current with respect to the voltage,
IETS =
∂2V I(V )
∂V I(V )
, (1)
is calculated by considering the e-ph coupling as the per-
turbation on the current, evaluated using the nonequilib-
rium Green's functions (NEGF). In the so-called lowest
order expansion (LOE) the inelastic part of the diﬀeren-
tial conductance can be written as,36
∂V I(V ) =γλ ∂V Isym(V, ~ωλ, T ) (2)
+ κλ ∂V Iasym(V, ~ωλ, T ),
4where summation over the vibration index λ is assumed.
Isym and Iasym are the universal (system-independent)
functions that depend on the applied bias V , phonon
energy ~ωλ and the temperature T . Assuming the elec-
tronic and phononic distribution functions are given by
the Fermi-Dirac and Bose-Einstein distributions, respec-
tively, their analytical expressions can be written as:
Isym≡G0
2e
∑
s=±
s(~ωλ + seV ) (3)
×
(
coth
~ωλ
2kBT
− coth~ωλ + seV
2kBT
)
,
Iasym ≡G0
2e
∫ +∞
−∞
dεH{f(ε′−)− f(ε′+)}(ε) (4)
× [f(ε− eV )− f(ε)] ,
where G0 = 2e2/h is the conductance quantum, f(ε) is
the Fermi-Dirac function, ε′s ≡ ε′+ s~ωλ, and H denotes
the Hilbert transform.
The signal amplitudes γλ and κλ of the symmetric and
antisymmetric signals in the diﬀerential conductance are
even and odd in bias, respectively. For a symmetric struc-
ture the asymmetric signal vanishes in the wide-band ap-
proximation (LOE-WBA)40. However, this is not guar-
anteed in the more general treatment employed here,36
where the energy dependence of the electronic structure
is explicitly taken into account. The amplitudes γλ and
κλ are expressed in terms of electronic structure quanti-
ties and e-ph couplings,36
γλ =Tr[MλA˜L(µL)MλAR(µR)] + ImBλ, (5)
κλ =2ReBλ, (6)
where Bλ is deﬁned as
Bλ ≡Tr[MλAR(µL)ΓL(µL)Gr(µL)MλAR(µR)
−MλGa(µR)ΓL(µR)AR(µR)MλAL(µL)]. (7)
In the above, Mλ denotes the e-ph coupling matrix
for mode λ, Gr/a the retarded/advanced unperturbed
Green's functions, and Aα = GrΓαGa the spectral den-
sity matrices for left/right moving states with the time-
reversed version A˜α = GaΓαGr. The purely electronic
quantities are thus being evaluated at the chemical po-
tentials of the left/right electrodes corresponding to the
excitation threshold for each vibration. We compute Mλ
with the ﬁnite-diﬀerence scheme of Inelastica taking
the vacuum energy as a common reference (in absence of
real metal leads to pin the Fermi energy).41
In the localized atomic basis set of Siesta all the above
quantities are matrices deﬁned in the electronic space
corresponding to region D. The second derivatives of
the universal functions in Eqs. (3)-(4) are sharply peaked
around the phonon threshold. For this reason the coeﬃ-
cients γλ and κλ can be considered voltage-independent
with their values computed exactly at the threshold. Due
to the computational eﬃciency of the LOE scheme de-
scribed above we are able to evaluate the IETS on a ﬁne
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FIG. 3: (Color online) Convergence of the intrinsic IETS for
pristine (a) AGNR and (b) ZGNR as a function of the size
of the dynamical region (stated in the legends). The results
are normalized with respect to the number of vibrating unit
cells, i.e., we show the IETS amplitude per H4C14 segment
for AGNR and per H2C8 segment for ZGNR. No gate voltage
is applied (VG = 0.0 V).
grid of gate voltages VG spanning a large range of rele-
vant values between valence and conduction bands of the
GNRs.
III. PRISTINE GRAPHENE NANORIBBONS
Now we ﬁrst turn to the IETS results of the two pris-
tine (clean) ribbons, and in the following section to the
impact of selected defects in the IETS. As our main sys-
tem we focus on the AGNR systems directly relevant for
the lifting experiments.21 The results for the ZGNR are
provided mainly as comparison and to look into the role
of chirality and in particular eﬀects rooted in spin polar-
ization, and thus we now discuss these separately.
A. Pristine armchair nanoribbons
As representative of the AGNR class we have investi-
gated a pristine AGNR with a width of W = 7 dimers
(7-AGNR) corresponding to a C-C edge distance of 7.5
Å (see Fig. 1). It presents a direct semi-conducting band
gap Eg due to the lateral conﬁnement and can be classi-
ﬁed as a large-gap ribbons since p = 2 is an integer in
the relation W = 3p+ 1.1 We obtain Eg ≈ 1.3 eV at the
present level of approximation (DFT-GGA and SZP ba-
sis set), as seen from the electronic band structure shown
in Fig. 1(b). This value is smaller than those estimated
experimentally (Eg ≈ 2.3-2.6 eV for a ﬂat AGNR on
Au(111)19,45 and Eg ≈ 2.7 eV for an AGNR suspended
between surface and STM-tip21) due to the underesti-
mation of electron-electron interaction46 which plays an
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FIG. 4: (Color online) IETS signals as a function of gate
voltage for (a) pristine AGNR (4 vibrating unit cells) and
(b) pristine ZGNR (6 vibrating unit cells). Vertical dashed
lines are guides to the eye indicating the energy of the most
contributing vibrational modes. Speciﬁc IETS signals for the
(c) AGNR and (d) ZGNR at selected gate voltages marked
with horizontal dashed lines in panels (a) and (b). Broad-
ening originates from temperature T = 4.2 K and a lock-in
modulation voltage Vrms = 5 mV (except for the thin red lines
in the lower panels with Vrms = 0 mV ).
more important role in quasi one-dimensional GNRs com-
pared to pristine graphene. Dielectric screening from the
substrate also inﬂuences signiﬁcantly the actual gap size:
a band gap of 3.2 eV for a 7-AGNR was found to be
lowered to 2.7 eV on a hexagonal boron-nitride (hBN)
substrate using GW calculations,47 similar to the lower-
ing calculated for a 7-AGNR on Au(111).48 In general we
expect that underestimation of band gaps would mainly
amount to a simple scaling the Fermi level position within
the gap.
We ﬁrst discuss the eﬀect of the ﬁnite size of the dy-
namical region in our treatment. Figure 3(a) shows how
the IETS signals for the AGNR (at ﬁxed gate voltage
VG = 0.0 V) vary as a function of the size of the dy-
namical region, ranging from 1 to 6 unit cells. For easy
comparison, the data are normalized by the number of
vibrating unit cells. As the signal amplitudes in this rep-
resentation are roughly constant we conclude that the
absolute IETS simply scale linearly with the active e-ph
coupling region. Consequently, the magnitudes in IETS
may thus provide insight into the active scattering re-
gion in actual experiments. Further, as we ﬁnd that both
IETS amplitude and shape is well converged with 4 vi-
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FIG. 5: (Color online) (a) Computed phonon band structure
for the pristine, inﬁnite AGNR (kx is in units of inverse unit
cell length). The magnitude of the red, green and blue bands
(corresponding to the three vertical lines in Fig. 4(c)), is pro-
portional to the signal size weighted overlap, (Fnk(VG = 0V)
in Eq. (8)), between the repeated band vector and modes
with frequencies ~ω > 180 meV, 180 > ~ω > 162 meV and
~ω < 162 meV for red, green and blue, respectively. The
red band is scaled by 0.2 compared to blue and green. (b-e)
Selected phonon band modes at Γ for the inﬁnite structure
which, according to the projection, characterize the active
IETS modes.
brating unit cells, we ﬁx the dynamical region to this size
in the following analysis.
The computed IETS signals for the AGNR as a func-
tion of varying gate voltage are shown in Fig. 4(a) as
a density plot. Speciﬁc IETS spectra at selected gate
voltages are shown in Fig. 4(c) for both the intrinsic
part (temperature broadening at T = 4.2 K) as well
as that one would observe employing the experimental
lock-in technique (additional broadening due to a mod-
ulation voltage of Vrms = 5 mV). We ﬁnd that for the
AGNR there are generally two well-deﬁned IETS signals
appearing around 169 and 196 meV, corresponding to
the D- (ring breathing) and G- (E2g phonon) modes, re-
spectively, also observed in Raman spectroscopy.7,9. The
D-signal also has a shoulder with a local maximum at
159 meV with contributions from several modes. These
three distinct features are indicated with vertical lines in
Fig. 4(a,c). Shifting EF inside the gap region with a rela-
tively small gate voltage |VG| . 0.5 V does not aﬀect the
IETS appreciably. However, when EF comes close to the
conduction band of the AGNR the signal increases by a
factor of ﬁve and a small peak-dip feature appear simi-
lar to the one reported for gated benzene-dithiol molec-
6ular contacts.36,49 Upon further gating into the conduc-
tion band the IETS signals undergo a sign reversal (from
peaks to dips) as the transmission increases beyond ap-
proximately 0.5 for the involved channels.50 This sign
reversal can be traced back to the competition between
inelastic and elastic scattering processes.5153 Similar ef-
fects are also found by gating into the valence band of
the AGNR.
We can easily identify the most important vibrational
mode vectors vλ for the IETS from the two amplitudes
|γλ| and |κλ| given in Eqs. (5)-(6). These modes can
further be analyzed in terms of the phonons in the in-
ﬁnite AGNR. To do so we introduce the measure Fnk
representing the overlap between modes in the ﬁnite dy-
namical cell and the phonon band modes weighted by the
size of the IETS signal,
Fnk(VG) =
∑
λ
|γλ(VG)|
∣∣∣unk (1, eik, . . . , ei(N−1)k) · vλ∣∣∣2 ,
(8)
where unk is the phonon band mode indexed by n, and vλ
is the modes in a ﬁnite N primitive cell long dynamical
region index by λ.
The projections Fnk(VG = 0V) are depicted as widths
of the phonon bands in Fig. 5(a), where the red, green
and blue colors refer to modes with frequencies in the
ranges ~ω > 180 meV, 180 > ~ω > 162 meV, and ~ω <
162 meV, respectively. In total four bands contribute to
the IETS signal corresponding to the four signals seen in
the intrinsic part of the IETS spectrum in Fig. 4(c). The
corresponding Γ-point phonon modes inside the primitive
cell for the inﬁnite ribbon are shown in Fig. 5(b-e).
In summary, the G-signal is due to the highest optical
longitudinal mode shown in Fig. 5(b), corresponding to
the red band in Fig. 5(a). The D-signal originates pri-
marily from the ring breathing mode shown in Fig. 5(c),
and has a small contribution from a longitudinal mode
shown in Fig. 5(e) corresponding to the green bands in
Fig. 5(a), while the shoulder in the D-band signal is due
to the edge-phonon mode shown in Fig. 5(e) correspond-
ing to the blue band in in Fig. 5(a).
B. Pristine zigzag nanoribbon
We next turn to our results for the pristine ZGNR
shown in Fig. 1(e). It has a width of W = 4 zigzag
chains (4-ZGNR) corresponding to a C-C edge distance
of 7.26 Å. The breaking of sublattice symmetry for the
ZGNR and lack of pseudo-phase result in diﬀerent selec-
tion rules for the matrix elements and diﬀerence in for
example Raman signals.33 The ZGNR generally presents
spin-polarized edge states exhibiting a small band gap at
the DFT level,1 in our case Eg ≈ 0.6 eV (we note that this
gap disappears in simpler tight-binding descriptions1 or
spin-degenerate DFT calculations). The spin-polarized
edge states play the major role for the conduction, see
the spin-down eigenchannels visualized in Fig. 2(e-h).
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FIG. 6: (Color online) (a) IETS signals for the pristine
ZGNR (6 vibrating unit cells). The black lines correspond to
spin-degenerate calculations while the red lines are the spin-
up components of spin-polarized calculations. Broadening
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(b) Electronic transmission from spin-degenerate calculations
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FIG. 7: (Color online) The phonon band structure of the
ZGNR, (kx is in units of inverse unit cell length), together
with the Γ-point modes. The widths of the red bands are
proportional to the weight function F (0V) (Eq. (8)), while the
widths of the blue bands are proportional to F (0V)+F (0.5V).
Since the edge states break the mirror symmetry
with respect to the middle of the ribbon, there are
fewer symmetry-forbidden inelastic transitions between
the scattering states for the ZGNR. Thus, we expect a
wider range of modes to contribute to the IETS signal as
compared to the AGNR case. Indeed this is in agreement
with the ﬁndings shown in Fig. 3(b) and Fig. 4(b,d). The
greater number of modes contributing to the IETS for the
ZGNR results in broader signals with similar magnitudes
as compared to the IETS for AGNR. As for the AGNR
7(a) Clean (b) 1H-edge (c) 2H-edge
(d) 1F-edge (e) 8H-free (f) 1C-broken
(g) 2C-broken (h) 4C-broken (i) Cu-adatom
FIG. 8: (Color online) Top and side views of the dynamical region describing the various AGNR defect structures. The dashed
red ellipses are guides to the eye highlighting the defect position. (a) Pristine AGNR. (b) One extra H atom on one of the
edges. (c) Two extra H atoms on one of the edges. (d) One H atom replaced by a F atom. (e) Dehydrogenated edge where 4 H
atoms have been removed from each side. (f) One broken C-C bond. (g) Two broken C-C bonds. (h) Four broken C-C bonds.
(i) Cu adatom in a hollow site on the edge.
case the IETS signal is well converged with a dynamical
region consisting of 6 vibrating unit cells [Fig. 3(b)].
For ZGNRs the ring breathing is forbidden by symme-
try, thus the IETS is generally characterized by trans-
verse and longitudinal modes. To explore the impact
of spin-polarization on the ZGNR-IETS we compare in
Fig. 6 the results from both spin-degenerate and spin-
polarized calculations. Without gate voltage (VG = 0
V) the IETS display opposite signs due to the spin-
induced gap. Only a single peak contributes to the
spin-degenerate IETS while several peaks contribute to
the spin-polarized IETS. Even if the ZGNR is tuned
by VG = 0.5V to become metallic and the two treat-
ments then show the same overall sign in IETS, the spin-
polarized IETS persists to show a much richer structure.
This diﬀerence suggests that IETS could be a way to
indirectly observe spin-polarized edge states.
Projecting the modes contributing to the IETS onto
the phonon band modes further underlines how several
bands with diﬀerent symmetries contribute to the spin-
polarized IETS, while only a couple of bands contributes
to the spin-degenerate IETS, see Fig. 7. Again we use
Eq. (8) for this characterization, where the overlap for
VG = 0.0 V corresponds to the red color and the overlap
for VG = 0.5 V corresponds to the diﬀerence between the
blue and red color in Fig. 7, respectively. It is clear that
spin-polarization permits more modes to contribute to
the IETS. In contrast to the spin-degenerate case, where
the symmetric electronic states (with respect to the mid-
dle of the ribbon) only can couple to the symmetric vi-
bration modes, the symmetry lowering of the electronic
states by spin-polarization opens up also for scattering
also via odd modes.
IV. DEFECTIVE GRAPHENE NANORIBBONS
In this section we address the modiﬁcation and new
signals in IETS that arise due to various defects in the
GNR. Regardless of the fabrication method, defects will
inevitable occur. For example, if the AGNRs are syn-
thesized from a precursor molecule, involving heating
and dehydrogenation, as reported by Cai et al.14 and
Blankenburg et al.,15 there is a chance that the reaction
is incomplete and some of the C-C bonds between the
precursor molecules do not form. Also there is a chance
that a part of the ﬁnal AGNR will have dehydrogenated
edges or are passivated by two hydrogen atoms. Finally,
defects may be introduced on purpose by locally dosing
a high current from the tip of a STM.20
A. Defects in AGNRs
In Fig. 8 we show the structures of pristine AGNR
along with 8 diﬀerent defect conﬁgurations which we have
considered. These include four defects in the edge passi-
vation as follows: A single edge side with an extra hydro-
gen atom [1H-edge, Fig. 8(b)], two edge sides with each
an extra hydrogen atom [2H-edge, Fig. 8(c)], one hydro-
gen replaced by a ﬂuorine atom [1F-edge, Fig. 8(d)], and
a dehydrogenated edge with 4 hydrogen atoms removed
from each side [8H-free, Fig. 8(e)]. We have also consid-
ered defects in the atomic structure in the form of one,
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FIG. 9: (Color online) Electronic properties of the AGNR
structures shown in Fig. 8. The total transmission is shown
with black lines. The ratio T/T1, where T1 is the transmission
originating from the most transmitting eigenchannel is shown
with green dashed lines (this ratio gives a lower bound to the
number of contributing eigenchannels). The DOS for the C
atoms in the dynamical region is shown with red lines (oﬀset
by 3 units).
two, or four broken C-C bonds [1C-broken, 2C-broken,
4C-broken, Fig. 8(f)-(h)] as well as a Cu adatom on the
AGNR [Cu-adatom, Fig. 8(i)]. For all these systems the
entire dynamical region was relaxed, i.e., the parts of the
AGNRs shown in Fig. 8.
Defects may inﬂuence the IETS signal in two ways.
First, a defect can have a direct impact by changing the
vibrational degrees of freedom. In order for the change in
the vibrational spectrum to give a signal in the IETS, the
new vibrations must couple to the current, and preferably
have frequencies which do not coincide with ones already
giving IETS signals for the pristine ribbons. Second, a
defect can substantially change the electronic structure
and thereby have an impact on the e-ph couplings as-
sociated with the active modes or even the transmission
eigenchannels of the pristine ribbons, e.g., changing a
peak in the IETS to a dip (and vice versa) or enhancing
asymmetric contributions via Eq. (4).
The electronic properties of the pristine AGNR is
shown in Fig. 9(a). The carbon DOS projected to the de-
vice region (red curve) reveals a gap as expected from the
band structure [Fig. 1(b)], which is signiﬁcantly broad-
ened from the coupling to the metallic electrodes. The
two valence and two conduction bands in the considered
energy range naturally explain that the total transmis-
sion (black curve) is bound below a value of 2. Further,
the ratio T/T1 < 2 (green dashed line), measuring the
minimum number of contributing channels where T1 is
the transmission of the most transmitting eigenchannel,
shows that both channels play a role for the transport,
at least away from the edges of the direct band gap.
Measurements of shot noise may provide insights into
this eﬀective number of conductance eigenchannels.54,55
We can now discuss how the diﬀerent defects modify the
electronic properties. From Fig. 9(b)-(i) we notice that
not all defects change the elastic transmission, and fur-
thermore, a change in elastic transmission needs not be
unique for a speciﬁc defect.
Instead, IETS may provide a additional ﬁngerprint in
the current that can be used to identify the type of de-
fect. Figure 10 shows the computed IETS as a function
of gate voltage for the 8 diﬀerent defects. As for the
clean structure, the two peaks at 169 and 196 meV corre-
sponding to the D- and G- Raman modes are dominant
for a range of gate values for all the structures. Another
feature, which is present in all the systems, is the appear-
ance of several signals close to the band onsets. In the
following subsections we discuss in more detail the trans-
port characteristics with the diﬀerent types of defects in
AGNRs.
1. Edge passivation
Considering defects in the edge passivation [Fig. 8(b-
e)] the gap in the transmission is essentially unchanged
[Fig. 9(b-e)], except for the 1H-edge structure where a
zero-energy resonance appears in the DOS and trans-
mission [Fig. 9(b)]. This new peak can be attributed
to tunneling via a mid-gap state which appears due to
the local breaking of sub-lattice symmetry.1 Thus, if a
H atom is added to the neighboring C atom [2H-edge,
Fig. 8(c)] the peak disappears [Fig. 9(c)]. The addition
of one or two H atoms on the same side also results in the
closing of one transmission channel between the valence
and conduction bands as shown in Fig. 9(b,c). Concern-
ing the vibrational degrees of freedom, the addition of
extra hydrogen to the edge results in new vibrational
modes around 330 meV for 1H-edge and around 343 and
353 meV for 2H-edge, clearly outside the bulk phonon
band (ranging up to ∼ 200 meV) of pristine AGNR.56
Comparing the IETS in Fig. 10(a-c) we ﬁnd that only
1H-edge gives a signal which diﬀers signiﬁcantly from
the pristine case. Figure 10(k) shows speciﬁc IETS for
selected gate voltages for 1H-edge. Here, at VG = 0.2V
(top green curve) we see how new signals appear at large
voltages: For positive bias polarity two signals appear at
330 and 365 meV, respectively, while for negative bias
polarity only an asymmetric signal around −365 meV is
present. The signal at 330 meV is due to vibrations of the
H2 [Fig. 11(b)], while the signal at 365 meV [Fig. 11(a)] is
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FIG. 10: (Color online) (a-i) IETS as a function of gate voltage VG for the pristine and defective AGNR structures shown in
Fig. 8 . (j-o) IETS for six selected structures at three speciﬁc gate values (dashed horizontal lines in panels a-i). The curves
are oﬀset with the most negative gate value at the bottom (black curves) and the most positive at the top (green curves). (j)
Clean AGNR at gate values VG = −0.3, 0.0, and 0.8 V. (k) 1H-edge at VG = −0.3, 0.0, and 0.2 V. (l) 8H-free at VG = −0.3,
0.0, and 0.6 V. (m) 1C-broken at VG = −0.3, 0.0, and 0.3 V. (n) 4C-broken at VG = −0.3, 0,0, and 0.3 V. (o) Cu-adatom at
VG = −0.3, 0.0, and 0.3 V. Dotted vertical lines are guides to the eye of characteristic IETS signals corresponding to the modes
in Fig. 11
.
due to the H atom on the neighboring C atom. Further,
the amplitude of the signals around 169 and 196 meV is
also found to depend on bias polarity.
Gating onto the zero-energy resonance for 1H-edge the
IETS signal [middle red curve in Fig. 10(k)] is dom-
inated by large asymmetric signals for low energy vi-
brations due to the contribution from κλ and Eq. (4).
We note that κλ changes sign with bias polarity for this
approximately left-right symmetric structure. This can
be seen from the red IETS curve in Fig. 10(k) which is
roughly an odd function of the bias voltage. In close
proximity of the zero-energy resonance a characteristic
X-shape is observed in the gate-dependent IETS, while
away from it the signals approach that of the pristine
AGNR [Fig. 10(b)].
Substituting a H atom with a F atom (1F-edge) is
seen to have virtually no eﬀect in the IETS of Fig. 10(d).
This suggests that a signiﬁcant change in the chemical
composition directly involving the pi-electronic system is
required in order to obtain a signal although the vibra-
tions are inﬂuenced by the heavier passivation.
Such a signiﬁcant change in the passivation occurs
for instance by removing four H atoms on each side
(8H-free), giving rise to four very narrow peaks in the
DOS around the conduction band, [Fig. 9(e)]. These
correspond to very localized dangling-bond states on
the dehydrogenated dimers and therefore do not show
up in the transmission. However, the dehydrogenated
edges give rise to localized vibrations outside the range
of the pristine vibrational spectrum.56 The in-phase vi-
bration of the dehydrogenated C dimers at the armchair
edges [Fig. 11(f)] gives rise to an extra IETS peak at
244 meV [Fig. 10(l)] matching the H-free mode measured
by Raman.34 We ﬁnd that this signal is robust as it ap-
pears in the whole range of gate values. When gating
into to the valence band a new signal appears around
43 meV [VG ≈ −0.8 V in Fig. 10(e)] originating from a
low energy edge vibration [Fig. 11(g)].
2. Structural defects
The electronic transmission in GNRs is mediated by
the carbon pi system. Thus if a C-C bond fails to be
formed during GNR synthesis or if it is broken again
at a later stage, a large eﬀect can be expected for the
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FIG. 11: (Color online) Visualization of the most contributing defect-induced vibrational modes to the IETS signals indicated
by vertical lines in Fig. 10(j-o). (a-b) The two hydrogen signals for 1H-edge. (c) Localized edge mode at the carbon dimers for
the 8H-free. (d) Delocalized edge mode for the 8H-free. (e) Hydrogen mode from the zigzag edge of 4C-broken. (f-g) Defect
modes for 4C-broken.
electronic conduction properties. This impact is indeed
revealed in Fig. 9(f-h). Breaking one or two bonds re-
sults in the formation of two in-gap states which, broad-
ened by the electrodes, make the gap appear smaller.
The IETS signals for the 1C-broken and 2C-broken in
Fig. 10(f,g,m) have the same two signals at 169 and 196
meV as for the clean ribbon. However, the relative am-
plitudes are interchanged such that the D-peak is now
slightly more intense than the G-peak.
Breaking four C-C bonds [4C-broken, Fig. 8(h)], re-
sulting in constrictions of single C-C bonds, totally alter
the DOS which is now dominated by three sharp peaks
as seen in Fig. 9(h). The corresponding IETS signals
are shown in Fig. 10(h,n). In the proximity of the zero-
energy resonance a broad range of signals at low vibra-
tional energies appears (red curve in panel n) as well as
a characteristic X-shape in the gate plot (panel h) sim-
ilar to that of 1H-edge. Gating away from the resonance
we observe two additional robust IETS signals at 27 and
50 meV resulting from vibrations localized at the defect
[Fig. 11(d,e)].
3. Adatom
Transition metals are typically used for growth of
graphene or as a substrate for the bottom-up synthe-
sis of GNRs. Thus it is of interest to consider the eﬀect
of adatoms of this type on GNRs. A Cu adatom on
graphene adsorbs preferentially in the on-top position.57
However, positioning Cu such that it breaks the axial
symmetry of our AGNR, we ﬁnd that it is most stable in
a hollow site at the edge [Cu-adatom, Fig. 8(i)]. The DOS
and transmission in Fig. 9(i) reveal a n-type doping eﬀect
shifting EF close to the conduction band while leaving
the two transmission channels inside the gap relatively
intact.
For the pristine GNR the e-ph couplings of the out-of-
plane vibrations are suppressed due to the symmetry of
the pi-orbitals. However, around the onset of the conduc-
tion band the IETS signals in Fig. 10(i,o) is dominated
by large asymmetric signals with signiﬁcant contributions
from out-of-plane phonons. These modes come into play
due to breaking of the planar symmetry by the adatom.
Also note that by gating of EF within the gap these sig-
natures of the adatom disappear, cf. the lower black curve
in Fig. 10(o).
B. Defects in ZGNRs
Let us next consider a series of defects for the zigzag
graphene nanoribbon. Due to the diﬀerent size and ori-
entation of the AGNR and ZGNR unit cell their struc-
tural defects will generally diﬀer. Thus, instead of the
range of structural defects considered for the AGNR
we investigate a number of chemical defects, both as
adatoms, in the edge passivation and substituting a car-
bon atom. Lithium binding to carbon is of relevance
to carbon-based Li-ion batteries58 and DFT studies has
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FIG. 12: (Color online) Top and side views of the dynamical region describing the various ZGNR defect structures. The
dashed red ellipses are guides to the eye highlighting the defect position. (a) Pristine ZGNR. (b) One extra H atom on one
of the edges. (c) One H atom replaced by a F atom. (d) Cu adatom in a hollow site on the edge. (e) Li adatom in a hollow
site on the edge. (f) One H replaced by a OH group. (g) One H replaced by a NO2 group. (h) Structural defect (R57). (i)
Substitutional Si defect next to the edge.
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FIG. 13: (Color online) Electronic properties of the ZGNR structures shown in Fig. 12 with the spin-up/down components
in the left/right panel. The spin-resolved total transmission is shown with black lines while spin-averaged total transmission
is shown with thin blue lines. The ratio Tσ/Tσ1 , where T
σ
1 is the transmission originating from the most transmitting spin
eigenchannel, is shown with green dashed lines (this ratio gives a lower bound to the number of contributing eigenchannels with
spin σ). The spin-resolved DOS for the C atoms in the dynamical region is shown with red lines (oﬀset by 3 units).
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shown edge-oxidized zigzag graphene to be more stable
than hydrogen-terminated6,25, further, NO2 groups were
shown to be Raman active.59 Thus in Fig. 12 we show
the atomic structures of pristine ZGNR along with 8
diﬀerent defect conﬁgurations. We consider the follow-
ing defects in the edge-passivation: A single edge with
an extra hydrogen [1H-edge, Fig. 12(b)], one hydrogen
is replaced by either a F atom [1F-edge, Fig. 12(c)],
an OH group [1OH-edge, Fig. 12(f)], or a NO2 group
[1NO2-edge, Fig. 12(g)]. We also consider defects in the
form of a Cu adatom [Cu-adatom, Fig. 12(d)] or a Li
adatom [Li-adatom, Fig. 12(e)]. Finally, we also study
the eﬀect of a structural defect in form of a 57 recon-
struction [R57, Fig. 12(h)] and a substitutional defect
where a C atom next to the edge is replaced by a Si
atom [Si-substitute, Fig. 12(i)]. For all these systems
the entire dynamical region was relaxed, i.e., the parts of
the ZGNRs shown in Fig. 12 using spin-polarized treat-
ments. The spin degrees of freedom σ =↑, ↓ generalizes
γσλ and κ
σ
λ [Eqs.(5)-(6)] corresponding to two indepen-
dent spin channels, which in general can have quite dif-
ferent amplitudes and even opposite sign. The observable
IETS would simply be the sum of these two components
(∂2V I↑ + ∂
2
V I↓)/(∂V I↑ + ∂V I↓).
Similar to the AGNR case, the electronic properties in
the device region with the diﬀerent impurity conﬁgura-
tions for the ZGNR, now spin resolved, are summarized
in Fig. 13. The IETS of pristine ZGNR was already dis-
cussed in Sec. III B and below we continue describing the
IETS ﬁngerprints for the various defects.
1. Edge passivation
As commented above, the broader IETS signals of pris-
tine ZGNR [Figs. 3-4] (as compared with AGNR) can
be understood from the breaking of the axial mirror
symmetry and hence fewer symmetry-forbidden inelas-
tic transitions. These broader signals may in general
make the detection of defect signatures more diﬃcult.
For 1H-edge [Fig. 13(b)] the IETS resembles that of the
pristine ZGNR [Fig. 13(a)] inside the gap. However, gat-
ing into the valance band [black curve in Fig. 13(k)] the
edge states start to extend into the middle of the ribbon,
partially restoring mirror symmetry, and thus resulting
in part of the pristine ZGNR signals to disappear.
Here an extra signal appear due to edge-modes in the
frequency range 194 to 199 meV with the most contribut-
ing mode at 196 meV as shown in [Fig. 15(a)]. The re-
sulting IETS signal can clearly be seen in the bottom
curve in Fig. 14(k). As for the AGNR substituting a hy-
drogen with a ﬂuorine atom has a very limited eﬀect on
the electronic properties and the IETS signal.
Substituting a hydrogen with an OH group, accord-
ing to Fig. 13(f) and (o), have only a small eﬀect on
the spin down electrons, while it shrinks and add ad-
ditional structure to the gap for the spin up electrons.
For the spin up electrons there is a small peak inside the
gap which gives rise to a large asymmetric IETS signal
around VG = −0.2V in Fig. 13(o) lower curve, compared
to the pristine case. The most contributing mode to the
asymmetric IETS signal is shown in Fig. 15(b). However,
there is no clear signature of the OH group itself. In the
same manner the substitution with a NO2 group removes
the gap in the electronic properties without leaving any
direct ﬁngerprint of the NO2 group in the IETS signal.
2. Adatom
As for the AGNR we consider the eﬀect of adatoms.
For the Cu adatom the transport gap shrinks for the spin
up electrons while there is an in-gap peak for the spin
down electrons, cf. Fig. 13(m). Thus, for some gate values
the IETS signals reﬂect that the spin down electrons will
back scatter while the spin up electrons will be forward
scattered, and the observed signal is then the sum of these
contributions. For a gate value of VG = −0.2 V, the IETS
signal is dominated by spin down electrons. Due to the
ﬁnite width of the in-gap peak, in the spin down trans-
mission, the low frequency phonons (~ω < 0.1 meV) give
rise to back scattering while the high frequency phonons
(~ω > 0.1 meV) result in forward scattering. Thus, the
low and high energy signals have diﬀerent signs as can be
seen from Fig. 14(l). Interestingly, the low energy signal
primarily consists of symmetric contributions from out-
of-plane modes [Fig. 15(c)]. Replacing the Cu adatom
with Li, the transmission and DOS, shown in Fig. 13(e,n),
reveals a spin dependent n-type doping eﬀect, where EF
is shifted the most for spin down. However, no in-gap
peak is seen as for Cu and the IETS show no clear sig-
nature of the Li atom.
3. Structural defect
The formation of a R57 reconstruction results in peaks
in the DOS in the device region, just above EF for spin up
[Fig. 13(h)] and just below EF for spin down [Fig. 13(q)].
The R57 breaks the symmetry both in the vibrational
and electronic structure allowing for IETS signals from
a wider range of vibrations, resulting in broader peaks,
as seen from Fig. 14(h) and Fig. 14(n). One of the con-
tributing modes is localized at the border between the
pentagon-ring and middle of the ribbon at ~ω = 204meV
[Fig. 15(d)]. This localized mode yield a relatively small
signal compared to the other signals, however, contrary
to the other modes the localized mode is not expected to
be broadened if the coupling to phonons away from the
dynamical region is taken into account. The breaking
of symmetry in the electronic structure also give rise to
diﬀerence signals for the two bias polarities.
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4. Substitutional impurity
Substituting a carbon with a silicon atom leads to an
out-of-plane buckling, see Fig. 12(i). However, both sil-
icon and carbon have an s2p2 electronic structure, and
the electron transmission is basically similar to the pris-
tine. On the other hand, the buckling give rise to low en-
ergy peaks in the IETS signal originating from the e-ph
coupling to the out-of-plane modes [Fig. 15(e)]. Gating
close to the band edge of the conduction band gives rise
to diﬀerent sign of the signals at low and high vibrational
energies, as seen from the top curve in Fig. 14(o).
V. CONCLUSIONS
In summary, we have investigated IETS signals in
symmetrically contacted armchair and zigzag graphene
nanoribbons, considering both pristine as well as a se-
lection of defective conﬁgurations under varying charge
carrier conditions. For the clean AGNR inelastic tun-
neling gives rise to two distinct peaks in the IETS spec-
trum at 169 mV and 196 mV corresponding to the D-and
G-modes of Raman spectroscopy, respectively. By con-
necting the IETS signals to the phonon band structure,
we have clariﬁed how only a single band contributes to
the G-mode while three bands contribute to the broader
D-mode. Concerning defects in AGNRs we have shown
how some leave IETS unchanged while others give clear
signals. For instance, adding an extra hydrogen atom to
a single edge side gives a clear signal for some gate values.
This signal can be removed by adding another hydrogen
atom to the neighboring edge side because the sub-lattice
symmetry is restored. Further, exchanging a single hy-
drogen atom with a ﬂuorine atom in the passivation does
not result in any change in both the elastic and inelastic
tunneling. However removing 8 hydrogen atoms leaving
part of the edge on each side without passivation, gives
a clear robust signal throughout the investigated gate
values. The signal, due to the vibration of the carbon
dimers at the edge, has an energy around 245 meV mak-
ing it easy to detect since it is outside the vibrational
spectrum of the pristine ribbon. Breaking of one or two
C-C bonds turns out to interchange the relative intensity
of the G- and D-peaks. Breaking 4 C-C bonds gives rise
to signals caused by the defect tilted out of plane. Lifting
the symmetry of the pi-electrons by adding a Cu-adatom
allows the out-of-plane modes to contribute.
For the ZGNR we ﬁnd relatively broader IETS signals
especially in the absense of a large gate voltage (VG ≈ 0
V). Importantly, this is a consequence of the breaking
of the axial mirror symmetry in the ribbon due to the
presence of spin-polarized edges. Thus, by comparing to
spin-degenerate calculations, we suggest that IETS can
give an indirect proof of spin-polarization in zigzag rib-
bons. On the other hand, the broader IETS features may
make it diﬃcult to identify the diﬀerent defect signals re-
ported in this paper.
The presence of a R57-reconstruction also broadens the
IETS by breaking both the electronic and vibrational
symmetry. Substituting a carbon atom with a silicon
atom makes the ribbon buckle, breaking the planar sym-
metry, allowing the out-of-plane modes to contribute to
the IETS. This suggests that IETS in principle could be
used to gain information of the curvature of GNRs and
other graphene-based structures.
Finally, as an outlook we note that here we presented
calculations on long, symmetrically contacted systems
where there is a signiﬁcant overlap with both metallic
electrodes. It would be interesting to extend such a study
also to the asymmetric situation where a point tunnel
contact is made to one end resembling, say, the coupling
to a STM tip.20
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We investigate theoretically the interplay of current-induced forces (CIF), Joule heating, and
heat transport inside a current-carrying nano-conductor. We find that the CIF, due to the electron-
phonon coherence, can control the spatial heat dissipation in the conductor. This yields a significant
asymmetric concentration of excess heating (hot-spot) even for a symmetric conductor. When
coupled to the electrode phonons, CIF drive different phonon heat flux into the two electrodes.
First-principles calculations on realistic biased nano-junctions illustrate the importance of the effect.
PACS numbers: 85.75.-d, 85.65.+h,75.75.+a,73.63.Fg
Introduction– The effect of current-induced forces
(CIF) on the dynamics of nano-scale conductors has
gained renewed interest due to recent theoretical and
experimental progress[1–9]. Several forces, present only
in the nonequilibrium situation, have been discovered
theoretically. Among them are the non-conservative
(NC) “wind force”, and the Berry-phase (BP) induced
pseudo-magnetic force. Different from the stochastic
Joule heating[10–21], the NC and BP forces can generate
deterministic energy and momentum transfer between
the current-carrying electrons and the vibrations in the
conductor[1–5]. In carefully designed devices, this effect
may be used to drive atomic motors[1, 6]. Meanwhile, it
can also impact the stability of the device[2, 22, 23]. To
this end, the vibrational/phononic[24] heat transport and
heat distribution in the presence of current flow becomes
an emergent problem to investigate.
The electrode phonons play an important role as
heat sinks for the locally dissipated Joule heat in the
conductor[14]. However, the effects on the heat trans-
port of the deterministic CIF, and the momentum trans-
fer from the current has so far not been explored.
To address this question, we go beyond the previous
treatments[2, 25] considering localized vibrations in the
conductor, and include coupling to the phonons in the
electrodes[26]. Employing the semi-classical generalized
Langevin equation(SGLE),[25, 27–29], we find that, in
addition to energy transfer, the CIF also influence how
the excess vibrational energy is distributed in the junc-
tion and transported to the electrodes. Using first-
principles calculations, we demonstrate how symmetric
current-carrying nano-junctions typically possess a sig-
nificant asymmetric excess heat distribution with heat
accumulation at hot-spots in the junction. At the same
time the phonon heat flow to the two electrodes dif-
fers. This behavior is governed by the phases of the
electron and phonon wavefunctions, and is a result of
electron-hole pair symmetry breaking in the electronic
structure. It will have important implications for the de-
scription of how the junction ultimately will disrupt at
high bias[22, 30].
Method – In the SGLE approach we adopt the
two-probe transport setup, where a ”bottleneck” nano-
junction(system) is connected to left(L) and right(R)
electrodes. We consider the case where the system region
is characterized by a significant current density and de-
viation from equilibrium. The current-carrying electrons
are treated as a nonequilibrium bath, coupling linearly
with the system displacement, while the remaining atoms
in L and R form two phonon baths interacting with the
system also via a linear coupling. The electron-phonon
(e-ph) coupling Hamiltonian can be written as
Heph =
∑
i,j,k
Mkij(c
†
i cj + h.c.)uˆk, (1)
where uˆk is the mass-normalized displacement away
from the equilibrium position of the k-th atomic de-
grees of freedom, while c†i (cj) is the electron cre-
ation(annihilation) operator for the i-(j-)th electronic
state in the junction. The coupling matrix, Mkij , is lo-
cal in real space, non-zero in the system and neglected in
L,R. In order to focus on the effect of CIF, we will ignore
the change of Hamiltonian due to the applied voltage.
The SGLE describing the dynamics of the system
atoms reads,
U¨(t)− F (U(t)) = −
∫ t
Πr(t− t′)U(t′)dt′ + f(t),(2)
where, U is a vector composed of the mass-normalized
displacements of the system, and F (U(t)) is the force
vector from the potential of the isolated system. We
adopt the harmonic approximation, F (U(t)) = −KU(t),
with K being the dynamical matrix. The effect of all
bath degrees of freedom is hidden in the terms on the
right hand side of the SGLE. Each of them contains
separate contributions from the L, R phonons, and the
electron bath, such that Πr = ΠrL + Π
r
R + Π
r
e and
f = fL + fR + fe. The Π
r describes the time-delayed
backaction of the bath on the system due to its motion.
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2The second quantum term f(t) is a random force (noise)
due to the thermal, or current-induced fluctuation of the
bath variables. It is characterized by the correlation ma-
trix 〈fα(t)fTα (t′)〉 = Sα(t−t′). The two phonon baths are
assumed to be in thermal equilibrium. Their noise corre-
lation Sph is related to the Π
r
ph through the fluctuation-
dissipation theorem, Sph(ω) = (nB(ω, T )+
1
2 )Γph(ω) with
Γph(ω) = −2ImΠrph(ω), nB the Bose distribution func-
tion (using atomic units, ~ = 1). Due to the electrical
current, the electronic bath is not in equilibrium. We de-
fine the coupling-weighted electron-hole pair density of
states as,[2, 25]
Λαβkl (ω) = 2
∑
m,n
〈ψm|Mk|ψn〉〈ψn|M l|ψm〉(nF (εn − µα)− nF (εm − µβ))δ(εn − εm − ω), (3)
with nF the Fermi-Dirac distribution, and ψn the elec-
tron scattering state originating from the n-th channel
of electrode α. The noise correlation and the backaction
term of the electron bath can now be written as,
Se(ω) = −2pi
∑
αβ
nB(ω − (µα − µβ))Λαβ(ω), (4)
Πre(ω) = −
1
2
(H{Γe(ω′)}(ω) + iΓe(ω)) , (5)
Γe(ω) = −2pi
∑
αβ
Λαβ(ω), (6)
where H{A} is the Hilbert transform of A.
In the absence of electrical current, the electrons serve
as an equilibrium thermal bath, similar to phonons. How-
ever, in the presence of current, the term (∼ ImΛRLkl , k 6=
l) becomes important. It may coherently couple two vi-
brational modes (kl) inside the system leading to non-
zero NC and BP forces. In Eq. (3) we observe that
these effects depend on the phase of the electronic wave-
function, and thus the direction of electronic current.
Furthermore, the coherent coupling breaks time-reversal
symmetry of the noise correlation function, Se(t − t′) 6=
Se(t
′ − t). Hereafter, we denote these forces by asym-
metric CIF, and focus on their role for the excess heat
distribution and heat transport in the junction.
We will consider the case where all baths are at the
same temperature (T ), and the electron bath is subject
to a nonzero voltage bias (eV = µL−µR). To look at the
excess heating, we calculate the kinetic energy of atom
n from its local displacement correlation function, and
obtain
En =
∑
σ=x,y,z
∫ +∞
0
ω2diag{DrSDa}n,σ(ω)dω
2pi
. (7)
Here Dr (Da) is the eV -dependent phonon retarded (ad-
vanced) Green’s function, S is the sum of noise correla-
tion function from all the baths, and diag{A}n,σ means
the diagonal matrix element of A, corresponding to the
n-th atom’s σ degrees of freedom.
To study heat transport, we calculate the phonon heat
current flowing into the bath L as the product of the
velocity of the system degrees of freedom, and the force
exerted on them by bath L. Applying time average, using
the solution of the SGLE, we arrive at a Landauer-like
expression (Sec. I, Supplemental Materials (SM))
JL = −
∫ +∞
−∞
ω tr
[
ΓL(ω)D
r(ω)ΛRL(ω)Da(ω)
]
× (nB(ω + eV )− nB(ω)) dω, (8)
Defining the time-reversed phonon spectral function from
the left bath A˜L = DaΓLDr, and similarly Ae =
DrΛRLDa, we can write the trace in Eq. (8) in differ-
ent forms
tr[ΓLD
rΛRLDa] = tr[ΓLAe] = tr[ΛRLA˜L]. (9)
Equations (8) is analogous to the Landauer or
non-equilibrium Green’s function formula for elec-
tron/phonon transport. In our present case the energy
current is driven by a non-thermal electron bath with
the bias showing up in the Bose distributions and in the
coupling function, ΛRL, between phonons and electrical
current. The two forms in Eq. (9) emphasize two as-
pects of the problem. In the first version emphasis is on
the coupling, ΓL of the system vibrations as described
by Ae, to the phonons of the leads. This is a general
formula, which does not explicitly depend on the situa-
tion we are considering here, namely that the source of
energy is the non-equilibrium electron bath. This aspect
is emphasized in the second version. Here the coupling
to the electrical current, ΛRL is made explicit, and the
complete phonon system including the coupling to leads
are in the function A˜L. In both forms the asymmetric
CIF show up in the different versions of the A functions.
The forces are responsible for the build up of vibrational
energy inside the junction, a fact that is present in the
two phonon Green’s functions Dr and Da. Apart from
this effect the non-equilibrium nature of the electron sys-
tem shows up in the explicit factor ΛRL in the second
version of Eq. (9). This will develop an imaginary part
which is not present in equilibrium.
Applying these formulas to a minimal model, in Sec. II
of the SM, we have shown analytically that the asymmet-
ric CIF, especially the NC force, generate an asymmetric
3phonon heat flow and energy distribution, even for a left-
right symmetric system.
First Principles calculations– Next we turn to numer-
ical calculation for two concrete nano-junctions. We
use SIESTA/TRANSIESTA[31, 32] to calculate the elec-
tronic transport, vibrational modes, e-ph coupling em-
ploying Ref. 33, and coupling to electrode phonons us-
ing Ref. 34, with similar parameters. The effect of cur-
rent on the stability of gold single atomic junctions has
been studied for more than a decade[30, 35]. Here we
first consider a symmetric single atom gold chain be-
tween two Au(100) electrodes(Fig. 2 inset).[36, 37] We
have previously[38] studied the asymmetric forces in this
system neglecting the coupling to electrode phonons.
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FIG. 1: Excess kinetic energy of each atom in a gold chain
(inset of Fig. 2(a)) at V = 1.0 V, T = 300 K, with (bottom)
and without (top) the asymmetric CIF. The total energy dif-
ference between the two cases is due to the non-conservative
force contribution. The blue dots and the colored plot of each
atom are from the full calculation. The asymmetric heating
is qualitatively reproduced by only considering electron cou-
pling with vibrational modes (1) and (2) in the inset of Fig. 2
(a), as shown by red triangles. (a)-(b)EF = −0.3 eV, (c)-(d)
EF = 0, and (e)-(f) EF = 0.2 eV. The arrow indicates the
current direction.
Figure 1 shows the average excess kinetic energy
(∆En = En(eV ) − En(0)) of atoms along the chain
for three different EF . The structure is almost mir-
ror symmetric. When we turn off the asymmetric CIF
(ImΛRL = 0) as in previous studies[13, 39], the heating
profile is almost symmetric with respect to the center
atom. However, once we include them, the kinetic en-
ergy of one side becomes many times higher than that of
the other. Meanwhile, the total kinetic energy stored in
the system increase significantly. Further analysis shows
e
(a)
(1)
(2)
(b)
FIG. 2: (a) Bias dependence of the phonon heat current, go-
ing into the left and right phonon baths. Solid lines include
the asymmetric CIF (∼ ImΛRL), dashed lines do not, and
the dash-dotted lines ignore the change of phonon spectral
(Dr/Da) due to NC and BP forces. In the inset, we show
the two vibrational modes that couple most strongly with the
electrical current, with vibrational energy at (1) 19 and (2)
18 meV. (b) Phonon heat current going into the left (red, cir-
cle) and right (black, square) baths at V = 1V, for different
Fermi levels to illustrate the importance of the phase of the
electron wavefunctions.
that both effects are due to the NC force (Fig. 2 in SM).
We now turn to the phonon heat current calculated
using Eq. (8), shown in Fig 2 (a). The inclusion of the
asymmetric CIF drives much larger heat current into the
L bath. Intuitively, this is due to the asymmetric energy
accumulation induced by the NC force, e.g., modifying
Dr/Da in Eqs. (8-9). However, there is another contri-
bution at low bias. Ignoring the bias-induced change of
A˜L, we get opposite heat flow into L and R(JL = −JR)
due to tr[ImΛRLImA˜0L]. This term drives asymmetric
heat flow even in the linear response regime, contributing
with a correction to the thermoelectric Peltier coefficient
(Sec. I(A) of SM). In the next section, we will show that
it can be understood as asymmetric excitation of left-
and right-travelling phonon waves.
4From Fig. 1 (b)-(d) and 2 (b), we see that the phase
of the electronic wavefunction, depending on the Fermi
level, EF , is controlling the direction and magnitude
of the asymmetry. Thus we expect that the direction
of electron flow is essential in the description of the
atomic dynamics in the junction, as indicated in recent
experiments[8].
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FIG. 3: (a) Structure of a partially passivated armchair
graphene ribbon considered. The two sides of the ribbon is
Hydrogen passivated except in the device region, enclosed by
the solid lines. (b)-(c) The excess kinetic energy of each atom
without and with the asymmetric CIF, at V = 0.4 V, T = 300
K, EF = 1.4 eV. The dots show the average over atoms be-
longing to each zigzag column. (d)-(e) Same with (b)-(c) with
EF = −1.0 eV.
The second system we consider is an armchair
graphene nanoribbon (a-GNR) with partial Hydrogen
passivation, shown in Fig. 3 (a). This example is in-
spired by experiments showing current-induced edge-
reconstructions in graphene[40] where the physical mech-
anism was attributed to Joule heating[41]. In Fig. 3 (a),
the four pairs of unpassivated carbon dimers give rise to
localized high-frequency vibrations interacting strongly
with electrical current. Consequently, the excess energy
is mainly stored in the dimers and nearby atoms (Fig. 3
(b),(d)). Including the asymmetric CIF leads to sym-
metry breaking of the heating profile along the current
direction. Contrary to experiments on the gold chain EF
may in this case be tuned by gating. We predict the
resulting hot-spot to move from ”down-stream” to ”up-
stream” w.r.t. the electron current when tuning from
EF = 1.4 eV to EF = −1.0 eV (Fig. 3 (c),(e), and Fig.
3 in SM).
The dependence of the hot-spot on EF can be under-
stood as follows (Sec. III of SM). For a mirror-symmetric
system with electron-hole symmetry, the asymmetric
heating and heat flow is absent. When EF crosses the
electron-hole symmetric point, the dominant current-
carriers contributing to inelastic transport change from
electrons to holes, or vice versa. Thus, the hot-spot
moves from one side to the other. Interestingly enough,
similar effect in micrometer scale has been observed ex-
perimentally in graphene transistors[42, 43] and elec-
trodes of molecular junctions[21]. Here we show that it
is equally important at atomic scale, and related to the
asymmetric CIF.
Scattering analysis – The asymmetric heating and
phonon heat flow at low bias can be qualitatively un-
derstood from the momentum transfer between electrons
and phonons. To show this, we consider a simple 1D
model with a local e-ph interaction which involve the dis-
placement of the n- and n+ 1-th atoms (junction) (Sec.
IV of SM),
Heph =
∑
j∈{n,n+1}
−muˆj(c†jcj+1 − c†jcj−1 + h.c.). (10)
For eV > 0, the important process is the inelastic elec-
tronic transition from the filled, left scattering states with
momentum kL to the empty, right states with kR. It is
straightforward to show that the emission probability of
a right-travelling phonon with momentum q is different
from that of a left-travelling mode, −q, due to the differ-
ence in matrix elements for the processes,
∆MLR = |MqLR|2 − |M−qLR|2 ∼ sin(q) sin(kL − kR). (11)
Consequently, the left- and right-travelling steady state
phonon populations become different, resulting in asym-
metric heat flow.
In conclusion, we have presented a theory showing that
CIF in nano-junctions lead to asymmetric distributions
and transport of the excess heat. We derived a Landauer-
like formula for the excess heat transport. Employing
first-principles calculations, we demonstrate that the size
of the asymmetry can be crucial for current-induced pro-
cesses at the atomic scale.
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