Abstract-Recently, many researchers have shown interest in using lexical dictionary for sentiment analysis. The SentiWordNet is the most used sentiment lexical to determine the polarity of texts. However, there are huge number of terms in the corpus vocabulary that are not in the SentiWordNet due to the curse of dimensionality, which will limit the performance of the sentiment analysis. This paper proposed a method to enlarge the size of opinion words by learning the polarity of those nonopinion words in the vocabulary based on the SentiWordNet. The effectiveness of the method is evaluated by using the Internet Movie Review Dataset. The result is promising, showing that the proposed Senti2Vec method can be more effective than the SentiWordNet as the sentiment lexical resource.
I. INTRODUCTION
Recently, there is an explosive number of user reviews or comments on products and services available on the Web and social media. It has become the source of information for users in making everyday decision, especially on choosing a product to buy [1] . Due to the huge number of different opinions on a certain product, a user may find it difficult to summarize the overall sentiment based on those reviews or comments.
Over the years, researchers have developed different classification techniques for opinion mining to determine sentiment polarity of a text to be either positive, negative or neutral [2] . Several machine-learning techniques such as logistic regression (LR), support vector machine (SVM) and Naive Bayes have shown to be effective in this text classification problem [3] . The effectiveness of such a technique relies on the features used in the classification task. Several type of features have been investigated for this task such as the bagof-words (BoW), lexical and syntactic features [4] .
SentiWordNet is highly regarded as an effective sentiment analysis lexical resource [5] . Each term in the SentiWordNet is associated with a set of scores representing its positivity, negativity and objectivity. The score may also depend on the part-of-speech (POS) tagging of the term, such that a term can have positive score as NOUN but will have negative score as VERB, which can lead to noise for the sentiment classification [6] .
In addition, the SentiWordNet does not include all terms in the corpus vocabulary as depicted in Fig. 1 . The terms that will be included as the features for sentiment classification reside within the intersection of the two sets. As such, this can be the limitation to the performance of any sentiment analysis approach. It is assumed that by enlarging the size of the intersection will lead to a more effective sentiment analysis. Since the introduction of the Word2Vec by Mikolov et al. [7] to discover the word embeddings, it has been used as features for several text classification tasks [8] . Due to the high-dimensional nature of the Word2Vec features, it increases the complexity of the classifier. Several feature extraction methods have been applied in order to reduce the dimension of the Word2Vec features [9] .
In this paper, a model to enlarge the intersection of the SentiWordNet and the corpus vocabulary is proposed to improve the effectiveness of sentiment analysis. The model, named as Senti2Vec, is based on the assumption that the polarity of any terms in the vocabulary can be learnt from the terms in the SentiWordNet.
This paper is organized as follows. A review of related work on sentiment analysis and the SentiWordNet is presented in Section II. The proposed model is discussed in Section III. In Section IV, analysis of the experimental results is 978-1-5386-3812-5/18/$31.00 ©2018 IEEE elaborated. Finally, the conclusion and future work are discussed in Section V.
II. RELATED WORK
SentiWordNet is a sentiment lexical dictionary where each synset of the WordNet is associated with objective, positive and negative scores. It is commonly used in sentiment analysis, which is a collection of methods to determine the sentiment orientation of a text (either positive, negative or neutral) [10] .
Many techniques and type of features have been investigated for sentiment analysis including the use of bag-of-words (BoW) model as the feature for the classification. The bagof-words is an approach to model texts numerically in many text mining and information retrieval tasks. Several weighting schemes have been successfully used in the BoW such as the n-gram, Boolean, co-occurrence, tf and tf.idf [11] .
SentiWordNet is developed by (author?) as a lexical to associate each synset of the WordNet. In [12] , the authors proposed a sentence-level sentiment analyzer for the Telugu news. It exploited the available Telugu SentiWordNet to perform sentiment analysis for Telugu e-Newspapers sentences.
(author?) proposed a SentiWordNet-based algorithm to efficiently determine the polarity of a sentence. They used part-ofspeech tagger to tag words and search only those words with polarity (such as adjectives and adverbs) and it has increased the performance without removing stop words. Tomar algorithm performed quite good on normal input sentences that are chosen at random, which has been evaluated in several types of customer review datasets.
(author?) have made comparison between the SentiWordNet 3.0-semi and the SentiWordNet 3.0 and observed a little improvement in the ranking of using the SentiWordNet 3.0-semi as compared to the SentiWordNet 3.0. Meanwhile, the SenticNet has been developed by (author?) for exploiting common sense reasoning techniques, such as blending and spectral activation, together with an ontology and an emotion categorization model to describe human emotions.
In [14] , the authors combined the generic sentiment-trained word embeddings and manually crafted features. The result of this combination is applied to the model for aspect based sentiment analysis in order to improve the classification performance.
A model to capture both semantic and sentiment similarities among words is presented by Maas. The semantic component learned word vectors through an unsupervised probabilistic model of documents. However, linguistic and cognitive researchers have argued that expressive content and descriptive semantic content are distinct. They observed that the model missed crucial sentiment information. On other hand, (author?) learned vector representations of words by using the Word2Vec in both the continuous bag-of-words (CBOW) and the skip-gram (SG) models for discovering semantic of words for various Natural Language Processing tasks.
In the context of modeling distributional semantics within text, several models have been proposed for estimating continuous representations of words, such as the Latent Semantic Analysis (LSA) [16] , the Latent Dirichlet Allocation (LDA) [17] , the Second Order Attributes (SOA) [18] , the Document Occurrence Representation (DOR) [19] , the Word2Vec [20] and the GloVe [21] . Villegas et al. [22] compare these word embedding approaches for sentiment analysis by using several weighting schemes including tf.idf and Boolean on a subset of the IMDB Review Dataset. They found out that the effectiveness of the LSA as the feature set with Naive Bayes classifier outperforms other techniques. In [23] [24] . In order to evaluate the effectiveness of the Doc2Vec, Lau et al. used the Word2Vec with n-gram model to construct both Distributed bag-of-words version of the Paragraph Vector (DBoW) and the Distributed Memory version of Paragraph Vector (DMPV) for the Doc2Vec [25] . They observed that the DBoW is better than DPMV model [20] .
III. METHOD FOR SENTIMENT LEXICAL DICTIONARY ENRICHMENT
As mentioned in Section I, the effectiveness of any sentiment analysis method that uses sentiment lexical resources such as the SentiWordNet will be limited by the number of terms intersect with the corpus vocabulary. As such, a model to enlarge the intersection is proposed to improve the effectiness of sentiment analysis. The method is based on the assumption that the polarity of any terms in the corpus vocabulary can be learnt from the SentiWordNet, which will enlarge the intersection of the two sets as depicted in Fig.  1 . The polarity of those terms in the corpus vocabulary is estimated by calculating the distance between the terms and the nearest term in the SentiWordNet.
A. Learning terms vectors based on the Word2Vec
The first step of the method deals with the learning of term representation based on the Word2Vec model. Given that a corpus D consists of a set of texts, D = {d 1 Then, the representation of the terms t i are discovered by using the Skip-gram model of the Word2Vec [26] to calculate the probability distribution of other terms in context given t i . In particular, t i is represented by a vector − → v i that comprises of the probabilistic values of all other terms in the vocabulary. This word embedding technique discovers semantic relation among terms in the corpus. However, the resulting set of vectors for all terms in the corpus is high-dimensional and is inefficient for the classifier in the sentiment analysis task. As a result, this first step discovers a set of vector
representing the set of terms in the vocabulary T .
B. Synset unification
The aim of the synset unification is to create a sentiment dictionary from the SentiWordNet where common terms will be represented by a single term with positive and negative scores.
• First, all terms are extracted from the synset words in the SentiWordNet with their positivity and negativity values, as well as the associated part-of-speech (POS) tagging of those terms.
while t is term in the SentiWordNet , w is the size of the total number of terms, + is the positive value, − is the negative value and P OS is its part-of-speech tagging.
• Then, the same terms from the SW N et are grouped together and their P OS tagging are removed and left with the positive and negative scores. For instance, the term t 10 may have four entries in the SentiWordNet with different positive and negative scores as shown in (2).
• Next, as the proposed method requires only one positive and/or negative scores for each term, an average of those scores are calculated. As such, the unification will generate another set SW N et unif ied with only terms and their average positive and negative scores as shown in (3) for the term t 10 .
SW N et unif ied
= ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ t 1 + − t 2 + − . . t 10 0.47 0.42 . t w + − ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦(3)
C. Labeling of non-opinion words for sentiment polarity
The aim of the proposed method is to enlarge the size of the intersection between the SentiWordNet and the corpus vocabulary as in Fig. 1 in order to improve the performance of sentiment analysis. It is achieved by learning the sentiment polarity of each non-opinion word in the vocabulary based on the polarity of its closest term in the SentiWordNet.
• For each term in the vocabulary T and not in the SentiWordNet (non-opinion words), calculate the distance between the term and all other terms in the SentiWordNet by using the Frobenius formula [27] as shown in Equation 4
.
• Then, those non-opinion words in the vocabulary that previously do not have polarity scores will be assigned with the polarity scores of the closest opinion word from the SentiWordNet as calculated based on Equation 4 . As such, more non-opinion words will have polarity scores and will be part of the intersection between the SentiWordNet and the vocabulary as depicted by Fig. 2 . The remaining terms that are not part of the intersection are due to the problem of the curse of dimensionality in word embeddings. 
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In order to conduct the benchmark evaluation, the proposed method for sentiment analysis is evaluated by using the Large Movie Review Dataset (ACLIMDB), which is available online 1 . The dataset consists of 100,000 movie reviews and 50,000 of the reviews are labeled [28] . The baseline for the comparison is based on the sentiment analysis method in [5] that is using the standard SentiWordNet.
The proposed Senti2Vec method will assign polarity scores to those non-opinion words in the corpus vocabulary that lead to the enlargement of the intersection between the SentiWordNet and the corpus vocabulary as illustrated in Fig. 2 . Such increase of the number of sentiment words will enrich the feature set for classification that leads to the improvement of the sentiment analysis performance.
The performance of the sentiment analysis is measured based on the accuracy on the dataset labeled as positive and negative to show differences in the performance in different polarity. TABLE I shows that the proposed Senti2Vec method outperforms the standard SentiWordNet in both positive and negative dataset. The accuracy of the proposed method is 85.4% as compared to 73.2% for the positive dataset, which is an increase of 16.7%. Meanwhile, the performance on the negative dataset is 83.9% for the Senti2Vec, which is an increase of 16.3% as compared to the standard SentiWordNet, which is 72.1% .
V. CONCLUSION
In this paper, a method to enrich the feature set for sentiment analysis by enlargement of the intersection between the SentiWordNet and the corpus vocabulary is proposed. It assigns polarity scores to those non-opinion words in the corpus vocabulary by learning from the SentiWordNet. The method is evaluated by using a labeled dataset from the movie reviews. It is observed that the performance of the proposed method is encouraging, showing that it can be more effective than the standard SentiWordNet. In the future, more investigation will be conducted on the impact of different distance measures used in the Senti2Vec to the performance of sentiment analysis 
