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RESUMEN
En este trabajo se realiza un análisis de los sistemas de reconocimiento de rostros.  Para ello se
presentan los conceptos básicos sobre los cuales nos basaremos para la tarea de reconocer rostros.
Posteriormente, se estudia e implementa un modelo de sistema de reconocimiento de rostros, al cual
se le realiza una serie de pruebas para medir su tasa de reconocimiento.
Es esperable que el sistema de reconocimiento de rostros a implementar, se comporte tolerante a
imágenes de rostros con diferentes características de luminosidad, posiciones y expresiones.
La experimentación para verificar la metodología y el algoritmo propuesto utiliza una base de datos
limitada de imágenes que han sido normalizadas internacionalmente.
Se obtienen excelentes resultados de reconocimiento “off line” y se indican las líneas de
investigación tendientes al procesamiento paralelo del algoritmo, a fin de llegar a respuestas en
tiempo real.
INTRODUCCIÓN
El reconocimiento de rostros automatizado, involucra alguna de las siguientes etapas:
Adquisición de la imagen: En esta etapa, contamos con diversos medios de obtención de las
imágenes digitalizadas de rostros. Los más utilizados son: videocámara, cámara digital o escaneado
de fotografía entre otras. Se utilizaron para nuestro trabajo la base de datos ORL [9].
Preprocesamiento de la imagen: Dado que las imágenes de los rostros regularmente son tomadas
en momentos diferentes, esto trae como consecuencia que las distintas imágenes de una misma
persona tengan variaciones en cuanto a la iluminación, la orientación, y el tamaño del rostro. Por tal
motivo, es necesario que la imagen sea preprocesada antes de que pueda ser utilizada. Entre las
tareas de preprocesamiento más comunes podemos encontrar las siguientes: extraer la imagen del
rostro de una imagen más grande que contenga información irrelevante para el reconocimiento;
normalización en cuanto al tamaño, es decir, que todas las imágenes de los rostros tengan un
tamaño similar, y la aplicación de algún método de filtrado para mejorar la calidad de la imagen.
Las imágenes de la base de datos ORL, fueron transformadas en tamaño y formato gráfico.
Extracción de Características:  La extracción de características es una de las etapas de la cual
depende en gran medida el buen desempeño del sistema de reconocimiento de rostros. El objetivo
principal de esta etapa es extraer la información más discriminante de un rostro, eliminando aquella
que resulte irrelevante para el reconocimiento. En esta etapa podemos encontrar desde las técnicas
que obtienen las características de manera manual, hasta técnicas mas sofisticadas que extraen las
características de forma automática. En varias técnicas, las principales características que son
extraídas de los rostros son aquellas que describen a cada uno de los componentes básicos del rostro
tales como los ojos, la nariz, la boca, la barba, las cejas, y por supuesto, la relación que existe entre
ellos, es decir, la distancia entre cada uno de estos componentes.
La extracción de características  la realizamos implícitamente tanto en el entrenamiento como  en el
reconocimiento.
Entrenamiento: El entrenamiento básicamente consiste en utilizar alguna forma de aprendizaje que
le permita al sistema “aprender” los rostros que constituyen el conjunto de entrenamiento. El tipo de
entrenamiento que sea utilizado para el aprendizaje, dependerá en gran medida, de la metodología
que se esté utilizando para el reconocimiento.
Reconocimiento: Esta última etapa básicamente consiste en alimentar al sistema con imágenes de
personas diferentes a las utilizadas durante el entrenamiento, esperando obtener como resultado,
alguna forma de codificación que nos permita identificar de que persona se trata. (o la mayor
similitud con las personas de la base de datos).
Para la implementación de este tipo de sistemas, independientemente de la técnica o metodología
que se elija, se utilizan generalmente dos conjuntos de datos. El primer conjunto de datos es el que
se emplea durante la etapa de aprendizaje, el cual es comúnmente llamado conjunto de
entrenamiento. Se debe de tratar que los patrones que integran este conjunto, sean lo más diferente
posible entre sí, y que además, representen al problema, para poder obtener un buen porcentaje de
generalización. El segundo conjunto de patrones, es el que se utiliza durante la etapa de
reconocimiento y es llamado conjunto de prueba.
Resolución de algunos problemas complejos
El reconocimiento de rostros en condiciones “reales” resulta complejo, por varios factores que
complican la aplicación directa de los algoritmos utilizados:
!  localización del rostro en diferentes escenarios, que pueden ser muy disímiles.
!  variaciones en la posición de los rostros y en la iluminación de la imagen.
!  cambios en las expresiones de los rostros
!  características especiales que pueden cambiar, como bigotes, barba, corte de pelo, anteojos,
sombrero, etc.
!  detección de rostro y seguimiento del mismo en condiciones de movimiento.
!  extracción de características faciales y análisis de expresiones faciales
!  categorización de rostros por raza, sexo o edad
Tecnologías
Diversas tecnologías para el reconocimiento automatizado de rostros, han surgido en los últimos
años. Entre las más destacadas encontramos el uso de Redes Neuronales [1][2] como ayuda al
reconocimiento. También se observan técnicas recientes como el Análisis de Características Locales
(Local Feature Analysis, LFA), el Modelo Markov (Hidden Markov Model, HMM) [3][4] o Elastic
Bunch Graph Matching [5], en los cuales básicamente se hace énfasis en la localización de los
elementos básicos de un rostro (ojos, nariz, boca, etc.), y su ubicación en el mismo.
Por otro lado, tenemos un modelo de reconocimiento basado en propiedades matemáticas de la
imagen digitalizada, que capturan características invariantes de los rostros. Este es denominado
modelo de Eigenfaces[6]. Básicamente consiste en utilizar imágenes de NxN, como rostros de
entrenamiento. Utilizando estos, se genera un rostro promedio, de tal forma que se podrá generar
una matriz de diferencias. Posteriormente, se genera una matriz de covarianza, con la cual se
realizara el cálculo del “Eigenspace” y de esta forma, lograr la generación de patrones.
El reconocimiento en este modelo, consistirá en encontrar el rostro cuyo patrón minimice la
diferencia con el del rostro a reconocer.
Análisis del sistema de reconocimiento a implementar
Es interesante estudiar y analizar la tecnología de reconocimiento de rostros mediante el uso de
Eigenfaces, por los siguientes motivos:
" Otros modelos lo utilizan como piedra fundamental, derivando la técnica, o utilizándola como
alimentación del modelo.
" Aparente simplicidad de implementación contra buenos resultados en grandes bases de datos
" Es una técnica resistente a variaciones de luminosidad, posición y características del rostro. No
todas las técnicas tienen tolerancia a estas tres simultáneamente.
" Se realiza bajo un proceso netamente automático, en comparación a otros que necesitan (sobre
todo en la etapa de entrenamiento) intervención humana
EIGENFACES
Un gran número de imágenes de rostros se coleccionan en una base de datos. Luego, combinando
todas las imágenes, se crea un conjunto de eigenfaces, - arreglos de dos dimensiones de los rostros
de áreas claras y áreas oscuras -, y mirando a lo que es común  a los grupos de individuos y donde
más difieren. Los Eigenfaces trabajan como 'componentes de rostro'. Así como un color puede ser
creado, mezclando los colores primarios, una imagen puede ser construida agregando
conjuntamente, con diferentes intensidades de luz,  un número de eigenfaces relativamente pequeño
(cerca de 100 es suficiente para identificar la mayoría de las personas, pero solo para una posición y
una condición de luminosidad relativa al rostro). Para identificar un rostro, el programa compara las
características de su eigenface, que son codificadas en números llamado template, con aquellos en
la base de datos, seleccionando los rostros cuyos templates matchean el objetivo más cerca.
Implementación
Entrenamiento
Para este algoritmo, se comienza asumiendo que existe un conjunto de rostros de entrenamiento de
dimensión N x N cada uno:
Como primer paso, estas imágenes de N x N son reordenadas como un vector de una dimensión 1 x
N2 usando un ordenamiento por fila (es decir, tal cual un orden lexicográfico).
 Se obtiene el rostro promedio de la siguiente manera:
y luego se le resta a cada una de las imágenes de entrenamiento, de forma que obtenemos un nuevo
conjunto de vectores:
Posteriormente, se deben calcular los autovectores a partir de la matriz de covarianza. Debido a la
gran dimensión de esta matriz, se obtiene la matriz de covarianza reducida:
donde :
que es un sistema de M x M. Luego, se obtienen los autovectores de L (ordenados de mayor a
menor de acuerdo a sus correspondientes autovalores), y se los pone en la matriz v (cada columna
es un autovector). Los eigenfaces u (autovectores de la matriz de covarianza) se calculan como una
combinación lineal de las columnas de Φi  y las columnas de v, de la siguiente manera:
Luego se obtienen los patrones que representaran a cada rostro de la base, lo cual se hace de así:
formando el vector
que es el patrón correspondiente a la imagen i.
Reconocimiento
El reconocimiento de un rostro, luego, consiste en encontrar el rostro del conjunto de entrenamiento
que minimiza la “distancia de rostro” con respecto a la imagen de entrada, es decir, que rostro de la
base se asemeja al rostro de entrada al sistema. Descripto matemáticamente tendremos que:
La  forma en que un rostro minimiza con otro, será variada, aunque podemos mencionar la distancia
euclídea como la más elemental, y alguna otra técnica más sofisticada como mixture-distance.
Detectada la imagen que más se aproxima a la de entrada, de acuerdo a la distancia entre sus
patrones se determina si se considera que es el mismo sujeto, o bien que no está en la base.
PRUEBAS REALIZADAS
La base de datos de Rostros utilizada (llamada por sus creadores 'La Base de Datos de Rostros
ORL’ [9]), contiene un conjunto de 40 personas y 10 imágenes de rostro de cada una de ellas,
tomadas entre Abril de 1992 y Abril de 1994 en el laboratorio AT&T de Cambridge.
Se realizaron una serie de pruebas para estudiar los resultados obtenidos por el sistema para
distintas bases de conocimiento. Para la creación de las bases de conocimiento, se fueron realizando
subconjuntos de una base de rostros que incluye únicamente una imagen de rostro por persona, es
decir, 40 imágenes de rostro en total. Es así que se conformaron bases de conocimiento incluyendo
cinco, diez, quince, veinte, veinticinco, treinta, treinta y cinco y cuarenta imágenes. Es evidente que
no se han realizado para las pruebas, todas las bases de conocimiento posibles ya que con n
imágenes, la cantidad posible de bases de conocimiento es:
                        
En cuanto a las imágenes utilizadas para el reconocimiento formal, se tomaron los 400 rostros que
posee la base de datos para testear contra la base de conocimiento.
Por otro lado se definió un “nivel de error” respecto al reconocimiento, cuyos valores pueden variar
entre 0 y 10. Las bases de conocimiento fueron testeadas para cada uno de estos valores, para poder
observar como se comporta el sistema en cada caso.
Cuando se utiliza un nivel de error 0, el rostro a reconocer debe ser casi idéntico al rostro que le
corresponde (la misma persona con alguna variación de las anteriormente descriptas) dentro de la
base de conocimiento, para obtener un resultado positivo, es decir, lo reconozca correctamente; a
medida que se aumenta el de nivel de error, se permite una mayor diferencia entre el rostro a
reconocer y el rostro que le corresponde. Cuando utilizamos un nivel de error 10, siempre
obtendremos un resultado positivo (debido a que siempre devuelve el rostro que más se aproxime,
asume un correcto reconocimiento).
Como consecuencia de esto, a medida que se aumenta el nivel de error, aumenta la cantidad de
aciertos en el reconocimiento de los rostros de personas que poseen una imagen de rostro en la base
de conocimiento, y disminuye la de las personas que no están en la base, hasta llegar a 0, con el
nivel 10.
Cabe destacar que un “acierto” en el reconocimiento para una imagen de un rostro de una persona
que posee imagen en la base de conocimiento, corresponde a indicar como resultado esa imagen de
la base de conocimiento, mientras que para una imagen de rostro de una persona que no se
encuentra en la base de conocimiento, un “acierto” corresponde a informar que no existe en la base.
Es por ello que los resultados pueden observarse y/o analizarse mejor,  ya que no existe una
dependencia con la cantidad de imágenes de rostros en la base de conocimiento.
A continuación se provee un resumen de los resultados:
Tamaño de Personas en la base Personas fuera de la base
la base 0 2 5 8 10 0 2 5 8 10
5 19% 62% 75% 84% 90% 100% 90% 65% 33% 0%
10 14% 51% 66% 76% 82% 100% 95% 74% 38% 0%
15 13% 47% 63% 72% 75% 100% 97% 73% 26% 0%
20 11% 41% 60% 68% 71% 100% 100% 80% 32% 0%
25 11% 38% 56% 66% 68% 100% 99% 76% 30% 0%
30 10% 36% 56% 65% 67% 100% 99% 77% 24% 0%
35 10% 33% 54% 65% 67% 100% 100% 70% 13% 0%
40 10% 31% 54% 64% 66%  -  -  -  -  - 
PROMEDIO TO 12% 42% 60% 70% 73% 100% 97% 74% 28% 0%
Notése la disminución del porcentaje de aciertos cuando se trata de sujetos fuera de la Base de
conocimiento, a medida que se aumenta el nivel de error, tendiendo a cero, sin importar la cantidad
de rostros en el conjunto de entrenamiento.
En este caso, para los rostros de prueba de personas que están en el conjunto de entrenamiento, el
porcentaje de aciertos tiende a aumentar con el nivel de error. Observar como la curva se “suaviza”
a medida que se aumenta el nivel de error
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R e s u m e n
Tomando los valores totales de las pruebas de reconocimiento, se puede observar en este
gráfico que un valor 5 para el nivel de error, nos conduce a tener una tasa media de reconocimiento
de los rostros.
CONCLUSIONES Y LINEAS DE TRABAJO ACTUALES
En líneas generales, se puede esperar que el sistema se comporte, tolerante a imágenes de
rostros con diferentes características de luminosidad, posiciones y expresiones, tal cual se requería,
logrando identificar los rostros de la base de conocimiento que se le enseñe, de manera acertada. Es
interesante, también el hecho que se provee un nivel de precisión (que hemos denominado nivel de
error), con el cual se puede realizar un análisis del comportamiento del sistema frente a las
variaciones en el rostro, tantas veces mencionadas.
Se puede explicitar, luego de estas consideraciones que la respuesta en líneas generales de
sistema es altamente eficiente, por lo que se consideran cumplidas las expectativas que abarcaron el
desarrollo de esta aplicación.
En cuanto a futuros desarrollos que se pueden establecer a partir del estado actual de este
trabajo, incluyendo tanto aspectos teóricos como de implementación.
! Utilizar el modelo Eigenface en un reconocimiento de rostros sobre vídeo.
! Mejorar el sistema para trabajar sobre imágenes de rostros en colores.
! Desarrollo de un sistema (o sub-sistema) normalizador de rostros potente, de tal forma que la
base de datos de rostros pueda componerse de cualquier imagen que posea al menos un rostro.
! Implementación de otros modelos de sistemas de reconocimiento de rostros, haciendo hincapié
en intentar automatizar etapas del mismo que actualmente se realizan manualmente.
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