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MODULAR NEKRASOV–OKOUNKOV FORMULAS
ADAM WALSH AND S. OLE WARNAAR
To Christian Krattenthaler on the occasion of his 60th birthday
Abstract. Using Littlewood’s map, which decomposes a partition into its r-core and r-
quotient, Han and Ji have shown that many well-known hook-length formulas admit modular
analogues. In this paper we present a variant of the Han–Ji ‘multiplication theorem’ based
on a new analogue of Littlewood’s decomposition. We discuss several applications to hook-
length formulas, one of which leads us to conjecture a modular analogue of the q, t-Nekrasov–
Okounkov formula.
1. Introduction
Hook-length formulas abound in combinatorics and representation theory. Perhaps the
most famous example is the formula for fλ, the number of standard Young tableaux of shape
λ, which was discovered in 1954 by Frame, Robinson and Thrall [22]. If λ ⊢ n and H (λ)
denotes the multiset of hook-lengths of the partition λ (we refer to Section 3 for notation
and definitions), then
(1.1) fλ =
n!∏
h∈H (λ) h
.
Amuch more recent identity in the spirit of (1.1) is the Nekrasov–Okounkov formula. It was
discovered independently by Nekrasov and Okounkov [44] in their work on random partitions
and Seiberg–Witten theory, and by Westbury [56] in his work on universal characters for
sln. The form in which the formula is commonly stated is that of Nekrasov and Okounkov
(see [44, Equation (6.12)])
(1.2)
∑
λ∈P
T |λ|
∏
h∈H (λ)
(
1− z
h2
)
=
∏
k>1
(1− T k)z−1
rather than Westbury’s hook-length formula for the D’Arcais polynomials Pn(z), defined by
the expansion [17] ∏
k>1
1
(1− T k)z =
∞∑
n=0
Pn(z)T
n,
and implied by Propositions 6.1 & 6.2 of his paper [56].
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The Nekrasov–Okounkov formula has attracted significant attention in a number of dif-
ferent areas of mathematics and physics, including algebraic geometry, combinatorics, num-
ber theory and string theory. It has seen q-generalisations [19, 36], q, t-generalisations [5,
6, 12, 13, 32, 33, 35, 48, 49], an elliptic analogue [40, 49, 55], modular analogues [19, 27, 28],
and generalisations to the affine Lie algebras C
(1)
n [46] and D
(2)
n+1 [47]. It has also sparked
the study of several combinatorial problems on partitions and hook-length statistics, see
e.g., [2,4,20,23,30,31,34,45,53], and has given new impetus to the study of the arithmetical
properties of Euler-type products, see e.g., [14, 16, 24, 29].
Let
(a1, a2, . . . , ak; q1, q2, . . . , qm)∞ :=
k∏
i=1
∏
j1,...,jm>0
(
1− aiqj11 qj22 · · · qjmm
)
be a multiple q-shifted factorial and, for λ a partition and r a positive integer, let Hr(λ)
denote the multiset of hook-lengths of λ that are congruent to 0 modulo r. Then one partic-
ularly interesting generalisation of the Nekrasov–Okounkov formula is Han’s modular ana-
logue [27, Theorem 1.3]
(1.3)
∑
λ∈P
T |λ|S |Hr(λ)|
∏
h∈Hr(λ)
(
1− z
h2
)
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)
r−z/r
∞
.
He proved this identity by combining (1.2) with Littlewood’s decomposition, which is a
generalisation of Euclidean division to integer partitions that has played a key role in the
modular representation theory of the symmetric group. The question of modular analogues
of hook-length formulas was further pursued by Han in subsequent papers with Dehaye [19]
and Ji [28]. The most general statement was formulated in this last paper.
Theorem 1.1 (‘Multiplication theorem’ [28, Theorem 1.5]). For r a positive integer and ρ
a function on the positive integers, let fr(T ) be the formal power series defined by
(1.4) fr(T ) :=
∑
λ∈P
T |λ|
∏
h∈H (λ)
ρ(rh).
Then
(1.5)
∑
λ∈P
T |λ|S |Hr(λ)|
∏
h∈Hr(λ)
ρ(h) =
(T r;T r)r∞
(T ;T )∞
(
fr(ST
r)
)r
.
Whenever ρ is chosen such that fr(T ) admits a closed-form expression, the above theorem
immediately implies a modular analogue of the hook-length formula∑
λ∈P
T |λ|
∏
h∈H (λ)
ρ(h) = f1(T ).
In this paper we describe a variant of Littlewood’s decomposition which implies an analogue
of the Han–Ji multiplication theorem for hook-length formulas involving the hook-lengths of
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squares of partitions that have trivial leg-length. Combining this with the Han–Ji multiplica-
tion theorem, suggests a modular analogue of the q, t-analogue of (1.2), see e.g., [12, Theorem
1.0.2] or [49, Theorem 1.3]
(1.6)
∑
λ∈P
T |λ|
∏
s∈λ
(1− uqa(s)+1tl(s))(1− u−1qa(s)tl(s)+1)
(1− qa(s)+1tl(s))(1− qa(s)tl(s)+1) =
(uqT, u−1tT ; q, t, T )∞
(T, tT ; q, t, T )∞
,
where a(s) and l(s) are the arm-length and leg-length of the square s ∈ λ. In its simplest
form, this conjecture can be stated as follows.
Conjecture 1.2. For r a positive integer∑
λ∈P
T |λ|S |Hr(λ)|
∏
s∈λ
h(s)≡0 (mod r)
(1− uqa(s)+1tl(s))(1− u−1qa(s)tl(s)+1)
(1− qa(s)+1tl(s))(1− qa(s)tl(s)+1)
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r∞
∏
i,j>1
i+j≡1 (mod r)
(uqitj−1ST r, u−1qi−1tjST r;ST r)∞
(qitj−1ST r, qi−1tjST r;ST r)∞
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r∞
r∏
i=1
(uqitr−iST r, u−1qr−itiST r; qr, tr, ST r)∞
(qitr−iST r, qr−itiST r; qr, tr, ST r)∞
.
The remainder of this paper is organised as follows. After some preliminary discussions
on formal power series and integer partitions in the next two sections, Section 4 reviews
Littlewood’s classical decomposition of a partition into its r-core and r-quotient. This is
used in Section 5 in our discussion of the Han–Ji multiplication theorem. Then, in Section 6,
we propose an analogue of Littlewood’s decomposition. This new decomposition is applied to
prove an analogue of Theorem 1.1 by Han and Ji. Section 7 contains a number of applications
of this new multiplication theorem to hook-length formulas. Finally, in Section 8 we present
a number of conjectures and open problems. This includes a refinement of Conjecture 1.2,
some problems pertaining to elliptic q, t-Nekrasov–Okounkov formulas (Proposition 8.3 of
that section does prove an elliptic q-analogue of (1.3)) and a discussion of a possible extension
of our new multiplication theorem motivated by a combinatorial identity of Buryak, Feigin
and Nakajima which arose in their work on quasihomogeneous Hilbert schemes.
2. Formal power series
All series and series identities considered in this paper are viewed from the point of view of
formal power series, typically in the formal variable T . For example, we regard the Nekrasov–
Okounkov formula (1.2) as an identity in Q[z][[T ]], where
(1− T )z :=
∑
n>0
(
z
n
)
T n
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and (
z
n
)
:= (−1)n z(z + 1) · · · (z + n− 1)
n!
.
Those preferring an analytic point of view should have little trouble adding the required
convergence conditions. In the case of (1.2), for example, it suffices to take T ∈ C, z ∈ R
such that |T | < 1, or −1 < T < 1 and z ∈ C.
3. Partitions
A partition λ = (λ1, λ2, . . . ) is a weakly decreasing sequence of nonnegative integers such
that only finitely many λi are strictly positive. The positive λi are called the parts of λ,
and the length of λ, denoted ℓ(λ), counts the number of parts. If |λ| :=∑i>1 λi = n we say
that λ is a partition of n, denoted as λ ⊢ n. We typically suppress the infinite tail of zeros
of a partition, so that, for example, the partition (6, 5, 5, 3, 1, 1, 0, . . . ) of 21 is denoted by
(6, 5, 5, 3, 1, 1). The set of all partitions, including the unique partition of 0 (also written as
0), is denoted by P. This set has the well-known generating function
(3.1)
∑
λ∈P
zℓ(λ)T |λ| =
1
(zT ;T )∞
.
We identify a partition λ with its Young diagram, consisting of ℓ(λ) left-aligned rows of
squares such that the ith row contains λi squares. For example, the partition (6, 5, 5, 3, 1, 1)
corresponds to the diagram
The squares of λ are indexed by coordinates (i, j) ∈ N2, with i the row and j the column
coordinate, such that the top-left square corresponds to (1, 1).
The conjugate λ′ of the partition λ is obtained by reflecting λ in the diagonal i = j, so that
rows become columns and vice versa. The conjugate of the partition in our running example
is (6, 4, 4, 3, 3, 1). Given a partition λ, the multiplicity of parts of size i, denoted mi(λ), can
be expressed in terms of λ′ as mi(λ) = λ
′
i− λ′i+1. We alternatively write partitions using the
multiplicities, so that (6, 4, 4, 3, 3, 1) = (6, 42, 32, 1).
To each square s = (i, j) ∈ λ we associate an arm, leg and hook, defined as the sets of
squares
arm(s) := {(i, k) : j < k 6 λi},
leg(s) := {(k, j) : i < k 6 λ′j},
hook(s) := arm(s) ∪ leg(s) ∪ {s}.
Below, the arm and leg of the square s = (2, 2) of (6, 5, 5, 3, 1, 1) are marked in dark and
light blue respectively in the diagram on the left. Similarly, the hook of (2, 2) is marked in
the diagram on the right:
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s s
Correspondingly, we have the three statistics a(s), l(s) and h(s), known as arm-length, leg-
length and hook-length, given by
a(s) := |arm(s)| = λi − j,
l(s) := |leg(s)| = λ′j − i,
h(s) := |hook(s)| = λi + λ′j − i− j + 1.
For r a positive integer, the multiset of hook-lengths of λ congruent to 0 modulo r is denoted
by Hr(λ). When r = 1 we more simply write H (λ) for the multiset of all hook-lengths,
omitting the subscript 1. It is often convenient to record Hr(λ) or H (λ) by writing the
hook-lengths in the diagram of λ. For the partition in our example this gives
H (6, 5, 5, 3, 1, 1) =
11 8 7 5 4 1
9 6 5 3 2
8 5 4 2 1
5 2 1
2
1
H2(6, 5, 5, 3, 1, 1) =
8 4
6 2
8 4 2
2
2
where the colouring of some of the hook-lengths is to be ignored for now.
We refer to a square s ∈ λ as a ‘bottom square’ if it has coordinates (λ′j, j) for some
1 6 j 6 λ1. In other words, a square s ∈ λ is a bottom square if it has leg-length l(s) equal
to zero. (In [34] such squares are referred to as having ‘trivial legs’.) In analogy with Hr(λ),
we write H
(b)
r (λ) for the multiset of hook-lengths of bottom squares that are congruent to
0 modulo r, and set H (b)(λ) := H
(b)
1 (λ). The hook-lengths coloured red in the above two
diagrams correspond to those bottoms squares that contribute to H (b)(6, 5, 5, 3, 1, 1) and
H
(b)
2 (6, 5, 5, 3, 1, 1) respectively. Thus
H
(b)(6, 5, 5, 3, 1, 1) = {14, 22} and H (b)2 (6, 5, 5, 3, 1, 1) = {22}.
We also use the notation H
(r)
r (λ) := H
(b)
r (λ′) (r for right), so that H (r)(λ) is the multiset
of hook lengths of squares s ∈ λ which have trivial arm. We may think of
(3.2) ℓr(λ) := |H (r)r (λ)| =
∑
i>1
⌊mi(λ)
r
⌋
as a modular generalisation of the ordinary length statistic on partitions, counting the number
of squares s = (i, λi) of λ such that h(s) ≡ 0 (mod r). For example, for the partition
λ = (3, 2, 2, 1, 1, 1, 1) we have ℓ(λ) = ℓ1(λ) = 7, ℓ2(λ) = 3, ℓ3(λ) = ℓ4(λ) = 1 and ℓr(λ) = 0
for r > 5:
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1
2
1
4
3
2
1
A partition λ is called an r-core if Hr(λ) = ∅, i.e., if none of its hook-lengths is a multiple
of r. We use Cr to denote the set of r-cores. Note that C1 = {0} and C2 is the set of staircase
partitions:
C2 = {δn : n > 1},
where δn := (n − 1, . . . , 2, 1, 0). In much the same way, we say that λ is an r-kernel if
H
(b)
r (λ) = ∅, and denote the set of r-kernels by Kr. Clearly, Cr ⊂ Kr, where the inclusion
is strict unless r = 1. Kr is given by the set of partitions λ such that the differences between
consecutive λi are at most r − 1:
(3.3) Kr =
{
λ ∈ P : λi − λi+1 < r for all i > 1
}
.
It is an elementary fact, see e.g., [3], that such partitions have generating function
(3.4)
∑
λ∈Kr
zλ1T |λ| =
(zrT r;T r)∞
(zT ;T )∞
.
4. Littlewood’s decomposition
Littlewood’s decomposition
φr : P −→ Cr ×Pr
λ 7−→ (µ,ν) = (µ, (ν(0), ν(1), . . . , ν(r−1)))
is a generalisation of Euclidean division to integer partitions, and first arose in the modular
representation theory of the symmetric group [41, 43]. Given a positive integer r, it decom-
poses a partition λ into an r-core, µ, and a sequence ν = (ν(0), ν(1), . . . , ν(r−1)) of r partitions,
known as the r-quotient of λ. Instead of µ we will sometimes write r-core(λ) for the r-core
of λ. We also use the shorthand notation
|ν| :=
r−1∑
i=0
|ν(i)| and H (ν) :=
r−1⋃
i=0
H (ν(i)),
where the union is that of multisets.
There are numerous equivalent descriptions of φr, see e.g., [1, 25, 28, 37, 39, 42, 54]. Given
a partition λ we form its bi-infinite edge or 0/1-sequence s = s(λ) (also known as the code
of λ) by tracing the extended boundary of λ, encoding an up step by a 0 and a right step
by a 1. (When 0s are replaced by black beads and 1s by white beads, such a sequence is
also known as a Maya diagram [18, §4.1].) For example, the 0/1-sequence of the partition
(5, 4, 4, 1) is determined as
MODULAR NEKRASOV–OKOUNKOV FORMULAS 7
0
0
1
0
1 1 1
0
0
1
0
1 1
7−→ . . . 0001011∣∣10010111 · · · = . . . s−3s−2s−1∣∣s0s1s2 . . .
Here we have put a marker in the 0/1-sequence such that the number of ones to the left
of the marker is equal to the number of zeros to its right. Equivalently, the marker corre-
sponds to the 0/1-sequence crossing the main diagonal of the partition. The r subsequences
s(0), . . . , s(r−1) defined by
s(i) := (si+rj)j∈Z = (. . . si−2rsi−r
∣∣sisi+r . . . ) for 0 6 i 6 r − 1
correspond to the 0/1-sequences of ν(0), . . . , ν(r−1) forming the r-quotient ν. Note that we
have left the marker in its original position so that the balancing of zeros and ones will gener-
ally not hold for the individual s(i). For example, when r = 3 the subsequences s(0), s(1), s(2)
and partitions ν(0), ν(1), ν(2) corresponding to the partition (5, 4, 4, 1) are given by
s(0) = . . . 0000
∣∣1111 . . . ν(0) = 0
s(1) = . . . 0001
∣∣0011 . . . ν(1) = (1, 1)
s(2) = . . . 0011
∣∣0111 . . . ν(2) = (2).
To also obtain the r-core of λ we move the zeros in each of the s(i) to the left, like the beads
on an abacus [37], and then reassemble the subsequences to form a single 0/1-sequence. For
our example this gives
s(0) = . . . 0000
∣∣1111 · · · 7→ . . . 0000∣∣1111 . . .
s(1) = . . . 0001
∣∣0011 · · · 7→ . . . 0000∣∣0111 . . . 7−→ . . . 0001∣∣10111 . . .
s(2) = . . . 0011
∣∣0111 · · · 7→ . . . 0001∣∣1111 . . .
so that the 3-core of (5, 4, 4, 1) is (2). Hence
φ3(5, 4, 4, 1) =
(
(2),
(
0, (1, 1), (2)
))
.
Alternatively, if we only interested in finding the r-core of λ, we may colour the 0/1-sequence
s(λ) with r colours according to the r congruence classes formed by the position labels. Then
we push all of the zeros of each of the r colours to the left, past the ones of that same colour,
to obtain the 0/1-sequence of its r-core. In the case of our example this would give
(4.1) . . . 01011
∣∣1001011 . . . ∼= . . . 01011∣∣1001011 . . .
φ37−→ 00001∣∣1011111 . . . ∼= . . . 00001∣∣1011111 . . .
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It follows that if λ and η are partitions such that λi ≡ ηi (mod r) then r-core(λ) = r-core(η).1
If λ and η are two partitions such that λi = ηi for all i 6= j for some fixed j and ηj = λj − r,
then the 0/1-sequences of λ and η differ only in two places, a distance r apart:
λ : . . . 0 11 . . . 11︸ ︷︷ ︸
r ones
. . . , η : . . . 111 . . . 1︸ ︷︷ ︸
r ones
0 . . . ,
where the ‘dots’ to the left and right are the same for λ and η. Hence r-core(λ) = r-core(η).
Some key properties of Littlewood’s decomposition (4.2) are collected in the following
proposition.
Proposition 4.1. Littlewood’s decomposition
φr : P −→ Cr ×Pr(4.2a)
λ 7−→ (µ,ν)(4.2b)
is a bijection such that
(4.3) |λ| = |µ|+ r |ν|
and
(4.4) Hr(λ) = rH (ν),
where, for a set or multiset S, rS := {rs : s ∈ S}.
In the case of the above example the respective hook-lengths are
H3(5, 4, 4, 1) =
6
6 3
3
∅ , ,H (0, (1, 1), (2)) = ( ),21 2 1
consistent with (4.4).
It follows from the properties of φr, in particular bijectivity and (4.3), that
(4.5)
∑
λ∈P
r-core(λ)=ω
T |λ| =
T |ω|
(T r;T r)r∞
,
where ω ∈ Cr. Summing both sides over ω ∈ Cr, the left-hand side becomes the ordinary
generating function for partitions. Solving for
∑
ω∈Cr
T |ω| then yields [38]
(4.6)
∑
ω∈Cr
T |ω| =
(T r;T r)r∞
(T ;T )∞
.
1The converse is not true, and for λ, η ∈ P such that max{ℓ(λ), ℓ(η)} 6 n, r-core(λ) = r-core(η) if and
only if λ ≡ w(η + δn)− δn (mod r) for some w ∈ Sn, see [42, page 13].
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5. The multiplication theorem of Han and Ji
The Han–Ji multiplication theorem, stated as Theorem 1.1 in the introduction, provides
a simple mechanism to obtain modular analogues of many known hook-length formulas. For
example, by combining the hook-length formula (1.1) with the Robinson–Schensted corre-
spondence [50, 51] between permutations and pairs of standard Young tableaux, it follows
that2
(5.1)
∑
λ∈P
T |λ|
∏
h∈H (λ)
1
h2
= eT .
After the substitution T 7→ T/r2 this takes the form∑
λ∈P
T |λ|
∏
h∈H (λ)
1
(rh)2
,= eT/r
2
Comparing this with (1.4) it follows that for ρ(h) = 1/h2 we have the closed-form expression
for fr(T ) given by fr(T ) = exp(T/r
2). By (1.5) we thus obtain the modular analogue
(see [27, Corollary 5.4])
(5.2)
∑
λ∈P
T |λ|
∏
h∈Hr(λ)
S
h2
= eST
r/r (T
r;T r)r∞
(T ;T )∞
.
Similarly, by replacing z 7→ z/r2 in (1.2), Han’s modular analogue of the Nekrasov–Okounkov
formula (1.3) follows from the multiplication theorem with
ρ(h) = 1− z
h2
and fr(T ) = (T ;T )
z/r2−1
∞ .
The proof of Theorem 1.1 is surprisingly simple, and follows in a few elementary steps from
Littlewood’s decomposition. Using all of (4.2)–(4.4) (with µ 7→ ω) and also noting that, by
(4.4),
S |Hr(λ)| = S |ν| = S
∑r−1
i=0 |ν
(i)|,
we get ∑
λ∈P
r-core(λ)=ω
T |λ|S |Hr(λ)|
∏
h∈Hr(λ)
ρ(h) = T |ω|
(∑
ν∈P
(ST r)|ν|
∏
h∈H (ν)
ρ(rh)
)r
for ω ∈ Cr. By (1.4) with (T, a) 7→ (ST r, r) this simplifies to
(5.3)
∑
λ∈P
r-core(λ)=ω
T |λ|S |Hr(λ)|
∏
h∈Hr(λ)
ρ(h) = T |ω|
(
fr(ST
r)
)r
.
Summing ω over Cr, and using (4.6) for the generating function of r-cores, (1.5) follows.
2To avoid RS one may alternatively use that (i) fλ gives the dimension of the irreducible (complex) Sn-
module indexed by the partition λ, (ii) the sum of the squares of the dimensions of the irreducible G-modules
of a finite group G is equal to the order of G. Hence
∑
λ⊢n
(fλ)2 = n!, which, by (1.1), is equivalent to (5.1).
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If we divide both sides of (5.3) by T |ω|, use that |Hr(λ)| = (|λ| − |ω|)/r and finally replace
ST r by T , we obtain a variant of the multiplication theorem without the factor
(T r;T r)r∞
(T ;T )∞
.
Theorem 5.1 (Modified Han–Ji multiplication theorem). For r a positive integer and ρ a
function on the positive integers, let fr(T ) be defined by (1.4). Then∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
h∈Hr(λ)
ρ(h) =
(
fr(T )
)r
,
where ω is an r-core.
The reason for stating this alternative version is that in Section 8.1 we discuss some modular
Nekrasov–Okounkov-type series of the form∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rρr(λ)
for which the observed ‘ω-independence’ of the sum cannot simply be explained by the
Littlewood decomposition.
6. An analogue of the Han–Ji multiplication theorem
In this section we describe a new Littlewood-like decomposition which implies the following
analogue of the Theorem 1.1
Theorem 6.1.a. For r a positive integer and ρ a function on the positive integers, let fr(T )
be the formal power series defined by
(6.1) fr(T ) :=
∑
λ∈P
T |λ|
∏
h∈H (b)(λ)
ρ(rh).
Then
(6.2)
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
h∈H
(b)
r (λ)
ρ(h) =
fr(T )
(T ;T )r−1∞
,
where ω is an r-core.
Equation (6.2) may be replaced by an expression which includes a factor representing
r-cores. This is to be compared with Theorem 1.1.
Theorem 6.1.b. For r a positive integer and ρ a function on the positive integers, let fr(T )
be defined by (6.1). Then
(6.3)
∑
λ∈P
T |λ|S |Hr(λ)|
∏
h∈H
(b)
r (λ)
ρ(h) =
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r−1∞
fr(ST
r).
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Let {·} : R → [0, 1) and ⌊·⌋ : R→ Z be the fractional-part and floor functions respectively,
and recall that Kr is the set of r-kernels, see (3.3). We define the Littlewood-like map
ψr : P −→ Kr ×P
λ 7−→ (µ, ν)
by
µi = r
∑
j>i
{(λj − λj+1)/r}(6.4a)
νi =
∑
j>i
⌊(λj − λj+1)/r⌋(6.4b)
for all i > 1. Since λ is a partition, it is clear that both µ and ν are partitions. Moreover,
since
µi − µi+1 = r{(λi − λi+1)/r} ∈ {0, 1, . . . , r − 1},
it follows that µ is an r-kernel.
Graphically, µ and ν are obtained from λ by identifying the bottom squares of λ with
hook-lengths congruent to 0 modulo r, and colouring the columns spanned by these squares
as well as the r−1 columns immediately to the right of these. The coloured squares of λ then
yield r ν and the remaining white squares form µ. For example, if r = 3 and λ = (14, 6, 6, 1),
then µ = (5, 3, 3, 1) and ν = (3, 1, 1):
λ = 7−→ µ = , ν =
where the bottom squares of λ with hook-lengths congruent to 0 modulo 3 as well as the
bottom squares of ν have been marked in dark blue.
Although ψr is much simpler than Littlewood’s map φr, it has many properties in common
with the latter.
Proposition 6.2. The decomposition
ψr : P −→ Kr ×P(6.5a)
λ 7−→ (µ, ν)(6.5b)
defined by (6.4a) and (6.4b) is a bijection such that
r-core(λ) = r-core(µ),(6.6)
|λ| = |µ|+ r|ν|,(6.7)
H
(b)
r (λ) = rH
(b)(ν).(6.8)
Equations (6.7) and (6.8) are the analogues of (4.3) and (4.4) in Littlewood’s decom-
position. Equation (6.6) also holds in the Littlewood case as part of the much stronger
r-core(λ) = r-core(µ) = µ.
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Proof. To see that ψr is a bijection we use
r{n/r} = n− r⌊n/r⌋
to rewrite (6.4a) as
µi =
∑
j>i
(
λj − λj+1 − r⌊(λj − λj+1)/r⌋
)
= λi − r
∑
j>i
⌊(λj − λj+1)/r⌋
= λi − rνi,
where the final equality follows from (6.4b). This shows that the tuple (µ, ν) uniquely fixes
λ, so that ψr is injective. Surjectivity is also clear since, for arbitrary µ ∈ Kr and ν ∈ P,
the image of µ+ rν := (µ1 + rν1, µ2 + rν2, . . . ) is (µ, ν). We may thus conclude that ψr is a
bijection, with inverse
ψ−1r : Kr ×P −→ P
(µ, ν) 7−→ λ
given by
λi = µi + rνi for all i > 1.
This immediately implies (6.7) and, recalling the discussion following equation (4.1), it also
shows (6.6).
Finally, since µ ∈ Kr,
H
(b)
r (λ) = H
(b)
r (λ− µ) = H (b)r (rν) = rH (b)1 (ν) = rH (b)(ν),
completing the proof. 
The generating function of r-kernels with fixed r-core admits a closed-form expression as
follows.
Lemma 6.3. Let ω ∈ Cr. Then ∑
µ∈Kr
r-core(µ)=ω
T |µ| =
T |ω|
(T r;T r)r−1∞
.
Summing the left-hand side over ω ∈ Cr yields the generating function for all r-kernels. By
(4.6), carrying out this same sum on the right yields (T r;T r)∞/(T ;T )∞, so that we recover
(3.4).
Proof. Let ω ∈ Cr. From Proposition 6.2 it follows that∑
λ∈P
r-core(λ)=ω
T |λ| =
1
(T r;T r)∞
∑
µ∈Kr
r-core(µ)=ω
T |µ|.
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The left-hand side is the generating function of partitions with fixed r-core, which can be
expressed in closed form by (4.5). Multiplying both sides by (T r;T r)∞ the claim follows. 
We now have all the ingredients needed to prove Theorems 6.1.a and 6.1.b.
Proof. Let ω ∈ Cr. By Proposition 6.2,∑
λ∈P
r-core(λ)=ω
T |λ|
∏
h∈H
(b)
r (λ)
ρ(h) =
( ∑
µ∈Kr
r-core(µ)=ω
T |µ|
)(∑
ν∈P
T r|ν|
∏
h∈H (b)(ν)
ρ(rh)
)
.
The first sum on the right can be carried out by Lemma 6.3, whereas the second sum is
exactly fr(T
r) by (6.1) with T 7→ T r. Hence∑
λ∈P
r-core(λ)=ω
T |λ|
∏
h∈H
(b)
r (λ)
ρ(h) =
T |ω|
(T r;T r)r−1∞
fr(T
r).
Dividing both sides by T |ω| and replacing T by T 1/r yields (6.2). If instead we replace T by
TS1/r, then multiply both sides by S−|ω|/r and finally sum over µ ∈ Cr using (4.6), we obtain∑
ω∈Cr
∑
λ∈P
r-core(λ)=ω
T |λ|S(|λ|−|ω|)/r
∏
h∈H
(b)
r (λ)
ρ(h) =
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r−1∞
fr(ST
r).
From (4.3) and (4.4) it follows that (|λ| − |ω|)/r = |Hr(λ)|, so that the left-hand side may
be replaced by∑
ω∈Cr
∑
λ∈P
r-core(λ)=ω
T |λ|S |Hr(λ)|
∏
h∈H
(b)
r (λ)
ρ(h) =
∑
λ∈P
T |λ|S |Hr(λ)|
∏
h∈H
(b)
r (λ)
ρ(h).
This also proves (6.3). 
7. Applications
While hook-length formulas abound in the combinatorics literature, identities that involve
only hook-lengths of bottom squares are rare, making it more difficult to apply Theorems 6.1.a
and 6.1.b than the Han–Ji multiplication theorem.
As a first example we discuss what is essentially a trivial application by taking ρ(h) = z,
independent of h. Then the left-hand side of (6.1) simplifies to∑
λ∈P
T |λ|z|H
(b)(λ)| =
∑
λ∈P
T |λ|zλ1 =
∑
λ∈P
T |λ|zl(λ) =
1
(zT ;T )∞
,
where the second equality follows from the substitution λ 7→ λ′ and the third equality follows
from (3.1). Hence
fr(T ) =
1
(zT ;T )∞
,
14 ADAM WALSH AND S. OLE WARNAAR
independent of r. Substituting this into (6.2) and (6.3) yields
(7.1a)
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rz|H
(b)
r (λ)| =
1
(zT ;T )∞(T ;T )r−1∞
and
(7.1b)
∑
λ∈P
T |λ|S |Hr(λ)|z|H
(b)
r (λ)| =
(T r;T r)r∞
(T ;T )∞(zST r;ST r)∞(ST r;ST r)r−1∞
.
In Section 8.2 we discuss how these results relate to a combinatorial identity of Buryak, Feigin
and Nakajima which arose in their work on the quasihomogeneous Hilbert scheme of points
in the plane.
In order to express (7.1a) and (7.1b) in terms of the modular length function (3.2), we
replace λ 7→ λ′ in both formulas. In (7.1a) we further make the substitution ω 7→ ω′, noting
that r-core(λ′) = ω′ is equivalent to r-core(λ) = ω, and in (7.1b) we use that |Hr(λ′)| =
|Hr(λ)|. This leads to the following pair of partition identities, generalising (3.1).
Proposition 7.1. For r a positive integer and ω an r-core,∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rzℓr(λ) =
1
(zT ;T )∞(T ;T )r−1∞
and ∑
λ∈P
T |λ|S |Hr(λ)|zℓr(λ) =
(T r;T r)r∞
(T ;T )∞(zST r;ST r)∞(ST r;ST r)r−1∞
.
To motivate our second application, we recall that the exponential generating function for
the number of involutions e2(n) in the symmetric group Sn is given by [52, Equation (5.32)]
(7.2)
∑
n>0
e2(n)
T n
n!
= exp
(
T +
T 2
2
)
.
As a direct consequence of the Robinson–Schensted correspondence, e2(n) is equal to the
number of standard Young tableaux of size n. By (1.1) it thus follows that (7.2) can be
written as
(7.3)
∑
λ∈P
T |λ|
∏
h∈H (λ)
1
h
= exp
(
T +
T 2
2
)
,
which is to be compared with (5.1).
Somewhat surprisingly, (7.3) has an analogue for H (b)(λ).
Lemma 7.2. We have
(7.4)
∑
λ∈P
T |λ|
∏
h∈H (b)(λ)
z
h
= exp
(
zT
1− T
)
.
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Proof. Let f(z, T ) denote the left-hand side of (7.4). Replacing λ by λ′, we obtain
f(z, T ) =
∑
λ∈P
T |λ|
∏
h∈H (b)(λ′)
z
h
=
∑
λ∈P
zℓ(λ)T |λ|
∏
h∈H (r)(λ)
1
h
.
Since |λ| =∑i>1 imi(λ), ℓ(λ) =∑i>1mi(λ) and ∏h∈H (r)(λ) h =∏i>1mi(λ)!, it follows that
f(z, T ) =
∑
λ∈P
∏
i>1
zmi(λ)T imi(λ)
mi(λ)!
=
∏
i>1
∑
mi>0
(zT i)mi
mi!
=
∏
i>1
exp(zT i) = exp
(
zT
1− T
)
. 
After the substitution z 7→ z/r the identity (7.4) takes the form (6.1) with
ρ(h) =
z
h
and fr(T ) = exp
(
zT
r(1− T )
)
.
By (6.2) and (6.3) we thus obtain the following modular analogues of (7.4).
Proposition 7.3. For r a positive integer and ω an r-core,∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rzℓr(λ)
∏
h∈H
(r)
r (λ)
1
h
=
1
(T ;T )r−1∞
exp
(
zT
r(1− T )
)
and ∑
λ∈P
T |λ|S |Hr(λ)|zℓr(λ)
∏
h∈H
(r)
r (λ)
1
h
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r−1∞
exp
(
zST r
r(1− ST r)
)
.
It is not difficult to see that by the q-binomial theorem [26, Equation (II.3)]∑
m>0
(a; q)m
(q; q)m
zm =
(az; q)∞
(z; q)∞
with (a, z,m) 7→ (uq, zT i, mi) the identity (7.4) admits the q-analogue3
(7.5)
∑
λ∈P
T |λ|
∏
h∈H (b)(λ)
z(1 − uqh)
1− qh =
(uzqT ; q, T )∞
(zT ; q, T )∞
.
We note that for z = 1 this is the t = 0 case of the q, t-Nekrasov–Okounkov formula (1.6).
Moreover, by the substitution (z, u) 7→ (t, q−ζ) followed by the limit q → 1, it simplifies to∑
λ∈P
T |λ|t|H
(b)(λ)|
∏
h∈H (b)(λ)
(
1− z
h
)
= (tT ;T )z−1∞ .
3To recover (7.4), set u = 0, replace z 7→ z(1− q), and then let q tend to 1.
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For t = 1 this was conjectured in [2, Conjecture 2.1] and proved in [34]. The identity (7.5)
implies the most general pair (ρ, fr) that we have been able to find for which fr admits a
simple closed form:
ρ(h) =
z(1 − uqh)
(1− qh) , fr(T ) =
(uzqrT ; qr, T )∞
(zT ; qr, T )∞
.
This leads to our final application, unifying the previous two propositions.
Proposition 7.4. For r a positive integer and ω an r-core,
(7.6)
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rzℓr(λ)
∏
h∈H
(r)
r (λ)
1− uqh
1− qh =
(uzqrT ; qr, T )∞
(T ;T )r−1∞ (zT ; q
r, T )∞
and ∑
λ∈P
T |λ|S |Hr(λ)|zℓr(λ)
∏
h∈H
(r)
r (λ)
1− uqh
1− qh =
(T r;T r)r∞(uzq
rST r; qr, ST r)∞
(T ;T )∞(ST r;ST r)r−1∞ (zST
r; qr, ST r)∞
.
8. Conjectures and open problems
8.1. A modular analogue of the q, t-Nekrasov–Okounkov formula. By setting z =
1 in (7.6) and carrying out some elementary manipulations and rewritings we obtain the
following pair of equivalent identities∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈λ
h(s)≡0 (mod r)
l(s)=0
1− uqa(s)+1
1− qa(s)+1 =
(uqrT ; qr, T )∞
(T ;T )r∞(q
rT ; qr, T )∞
and ∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈λ
h(s)≡0 (mod r)
a(s)=0
1− u−1tl(s)+1
1− tl(s)+1 =
(u−1trT ; tr, T )∞
(T ;T )r∞(t
rT ; tr, T )∞
.
This should be compared with the modular analogue of the q-Nekrasov–Okounkov formula∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
h∈Hr(λ)
(1− uqh)(1− u−1qh)
(1− qh)2 =
(
(uqrT, u−1qrT ; qr, qr, T )∞
(T, qrT ; qr, qr, T )∞
)r
,
which, in a slightly different form, is due to Dehaye and Han [19, Theorem 2] and follows
from the r = 1 case (see [36, p. 749] and [19, Theorem 5]) combined with Theorem 5.1.
The above three identities suggest a modular analogue of the full q, t-Nekrasov–Okounkov
formula (1.6).
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Conjecture 8.1. For r a positive integer and ω an r-core,
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈λ
h(s)≡0 (mod r)
(1− uqa(s)+1tl(s))(1− u−1qa(s)tl(s)+1)
(1− qa(s)+1tl(s))(1− qa(s)tl(s)+1)
=
1
(T ;T )r∞
∏
i,j>1
i+j≡1 (mod r)
(uqitj−1T, u−1qi−1tjT ;T )∞
(qitj−1T, qi−1tjT ;T )∞
=
1
(T ;T )r∞
r∏
i=1
(uqitr−iT, u−1qr−itiT ; qr, tr, T )∞
(qitr−iT, qr−itiT ; qr, tr, T )∞
.
We note that it is not at all clear why
(8.1)
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈λ
h(s)≡0 (mod r)
(1− uqa(s)+1tl(s))(1− u−1qa(s)tl(s)+1)
(1− qa(s)+1tl(s))(1− qa(s)tl(s)+1)
is independent of the choice of ω, so that there are really two parts to the conjecture. Assum-
ing this independence, we obtain a weaker form, stated as Conjecture 1.2 in the introduction,
by replacing T 7→ ST r, multiplying both sides by T |ω| and then summing ω over Cr. It ap-
pears that neither conjecture is tractable by a multiplication-type theorem. In particular,
non-trivial rational function identities are behind the ω-independence of (8.1). An example
of such an identity in the more general elliptic case is discussed below.
The q, t-Nekrasov–Okounkov formula admits an elliptic analogue as follows. Let θ(z; p) be
the modified theta function
θ(z; p) :=
∑
n∈Z
znq(
n
2), z 6= 0,
and define the set of integers {C(m, ℓ, n1, n2)}m∈N, ℓ,n1,n2∈Z by
(upq, u−1pq−1, upt−1, u−1pt; p)∞
(pq, pq−1, pt−1, pt; p)∞
= 1 +
∑
m>1
∑
ℓ,n1,n2∈Z
C(m, ℓ, n1, n2)p
muℓq−n1tn2 .
Note that C(m, ℓ, n1, n2) = C(m, ℓ, n2, n1) = C(m,−ℓ,−n1,−n2) and (set u = 1)
(8.2)
∑
ℓ∈Z
C(m, ℓ, n1, n2) = 0.
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This latter sum is well-defined since C(m, ℓ, n1, n2) = 0 if |ℓ| > ⌊
√
4m+ 1⌋. Then∑
λ
T |λ|
∏
s∈λ
θ(uqa(s)+1tl(s); p)θ(u−1qa(s)tl(s)+1; p)
θ(qa(s)+1tl(s); p)θ(qa(s)tl(s)+1; p)
(8.3)
=
(uqT, u−1tT ; q, t, T )∞
(T, qtT ; q, t, T )∞
×
∏
m,k>1
∏
ℓ,n1,n2∈Z
(
(pmT kuℓ+1q1−n1tn2 , pmT kuℓ−1q−n1t1+n2 ; q, t)∞
(pmT kuℓq−n1tn2 , pmT kuℓq1−n1t1+n2 ; q, t)∞
)C(km,ℓ,n1,n2)
,
see [40,49,55]. For p = 1 this simplifies to (1.6) and, by (8.2), for u = 1 it simplifies to (3.1)
with z = 1.
Conjecture 8.2. Let r be a positive integer, ω an r-core and
fω;r(u; q, t, T ; p) :=
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈λ
h(s)≡0 (mod r)
θ(uqa(s)+1tl(s); p)θ(u−1qa(s)tl(s)+1; p)
θ(qa(s)+1tl(s); p)θ(qa(s)tl(s)+1; p)
.
Then fω;r(u; q, t, T ; p) is independent of ω.
We have not yet found a (conjectural) closed-form expression for the above sum, except
when t = q, see Proposition 8.3 below.
Conjecture 8.2 may also be stated as the claim that for all nonnegative integers n the sum
fω;r,n(u; q, t; p) :=
∑
λ⊢|ω|+rn
r-core(λ)=ω
∏
s∈λ
h(s)≡0 (mod r)
θ(uqa(s)+1tl(s); p)θ(u−1qa(s)tl(s)+1; p)
θ(qa(s)+1tl(s); p)θ(qa(s)tl(s)+1; p)
,
which satisfies the quasi-periodicity
fω;r,n(pu; q, t; p) =
( t
u2pq
)n
fω;r,n(u; q, t; p),
does not depend on the choice of ω ∈ Cr. For n = 0 this is trivially true: fω;r,0(u; q, t; p) = 1
for all ω ∈ Cr. For n = 1 it is identically true since
fω;r,1(u; q, t; p) =
r∑
k=1
θ(uqktr−k; p)θ(u−1qk−1tr−k+1; p)
θ(qntr−k; p)θ(qk−1tr−k+1; p)
independent of the r-core ω. For n > 2, however, theta-function addition formulas come
into play. For example, from the Littlewood decomposition it follows that there are 2r+
(
r
2
)
partitions λ contributing to fω;r,2(u; q, t; p) since the r-quotient ν of λ is given by one of the
following:
(i) ν = (0, . . . , 0︸ ︷︷ ︸
i−1 times
, (2), 0, . . . , 0︸ ︷︷ ︸
r−i times
) for 1 6 i 6 r, contributing r terms;
(ii) ν = (0, . . . , 0︸ ︷︷ ︸
i−1 times
, (12), 0, . . . , 0︸ ︷︷ ︸
r−i times
) for 1 6 i 6 r, contributing r terms;
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(iii) ν = (0, . . . , 0︸ ︷︷ ︸
i−1 times
, (1), 0, . . . , 0︸ ︷︷ ︸
j−i−1 times
, (1), 0, . . . , 0︸ ︷︷ ︸
r−j times
) for 1 6 i < j 6 r, contributing
(
r
2
)
terms.
Accordingly, we symbolically write
fω;r,2(u; q, t; p) =
r∑
i=1
(
ϕ
(i)
i (ω) + ϕ
(ii)
i (ω)
)
+
∑
16i<j6r
ϕ
(iii)
i,j (ω).
Because the terms on the right sensitively depend on the choice of ω ∈ Cr, we further restrict
ourselves to a comparison of ω = 0 and ω = (1) (so that we require r > 2). Then
(
r
2
)
+2r−3
of the terms contributing to f0;r,2(u; q, t; p) have a counterpart in f(1);r,2(u; q, t; p) and 3 terms
in each of the sums are different. More precisely,
ϕ
(i)
i (0) =
ϕ
(i)
i (1) for 2 6 i 6 r − 1,
ϕ
(i)
1 (1) for i = r,
ϕ
(ii)
i (0) =
ϕ
(ii)
i (1) for 2 6 i 6 r − 1,
ϕ
(ii)
r (1) for i = 1,
and
ϕ
(iii)
i,j (0) =

ϕ
(iii)
i,j (1) for 1 < i < j < r,
ϕ
(iii)
j,r (1) for i = 1, 1 < j < r,
ϕ
(iii)
1,i (1) for j = r, 1 < i < r.
Hence
f0;r,2(u; q, t; p)− f(1);r,2(u; q, t; p) = ϕ(i)1 (0) + ϕ(ii)r (0) + ϕ(iii)1,r (0)
− ϕ(i)r (1)− ϕ(ii)1 (1)− ϕ(iii)1,r (1).
If by slight abuse of notation we index the above by the actual partitions λ this yields
f0;r,2(u; q, t; p)− f(1);r,2(u; q, t; p) = ϕ(r+1,1r−1) + ϕ(r,1r) + ϕ(r,2,1r−2)
− ϕ(r,2,1r−1) − ϕ(r+1,2,1r−2) − ϕ(r+1,1r).
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To see that this vanishes we note that
ϕ(r+1,1r−1) − ϕ(r+1,1r)
=
θ(uqr; p)θ(uqr+1tr−1; p)θ(u−1qr−1t; p)θ(u−1qrtr; p)
θ(qr; p)θ(qr+1tr−1; p)θ(qr−1t; p)θ(qrtr; p)
− θ(uq
r; p)θ(uqtr−1; p)θ(u−1qr−1t; p)θ(u−1tr; p)
θ(qr; p)θ(qtr−1; p)θ(qr−1t; p)θ(tr; p)
= −q2r−1tr+1 θ(uqt
−1; p)θ(uq1−rt−1; p)θ(u−1q−r; p)θ(u−1; p)θ(qr+1t2r−1; p)
θ(qr−1t; p)θ(qtr−1; p)θ(tr; p)θ(qr+1tr−1; p)θ(qrtr; p)
=: t1.
Here the last equality follows from the addition formula [57, p. 451, Example 5]
(8.4) θ(xz; p)θ(x/z; p)θ(yw; p)θ(y/w; p)− θ(xw; p)θ(x/w; p)θ(yz; p)θ(y/z; p)
=
y
z
θ(xy; p)θ(x/y; p)θ(zw; p)θ(z/w; p)
as well as θ(z; p) = −zθ(1/z; p). Similarly, we have
ϕ(r,1r) − ϕ(r,2,1r−1)
=
θ(uqtr−1; p)θ(uqrtr; p)θ(u−1tr; p)θ(u−1qr−1tr+1; p)
θ(qtr−1; p)θ(qrtr; p)θ(tr; p)θ(qr−1tr+1; p)
− θ(uq
r−1t; p)θ(uqrtr; p)θ(u−1qr−2t2; p)θ(u−1qr−1tr+1; p)
θ(qr−1t; p)θ(qrtr; p)θ(qr−2t2; p)θ(qr−1tr+1; p)
=
θ(uqt−1; p)θ(uqrtr; p)θ(u−1qr−1tr+1; p)θ(u−1; p)θ(q2−rtr−2; p)
θ(qr−1t; p)θ(q2−rt−2; p)θ(qtr−1; p)θ(tr; p)θ(qrtr; p)
=: t2
and
ϕ(r,2,1r−2) − ϕ(r+1,2,1r−2)
=
θ(uqr−1t; p)θ(uq2tr−2; p)θ(u−1qr−2t2; p)θ(u−1qtr−1; p)
θ(qr−1t; p)θ(q2tr−2; p)θ(qr−2t2; p)θ(qtr−1; p)
− θ(uq
2tr−2; p)θ(uqr+1tr−1; p)θ(u−1qtr−1; p)θ(u−1qrtr; p)
θ(q2tr−2; p)θ(qr+1tr−1; p)θ(qtr−1; p)θ(qrtr; p)
= −θ(uq
2tr−2; p)θ(uqt−1; p)θ(u−1qtr−1; p)θ(u−1; p)θ(q2r−1tr+1; p)
θ(qr−1t; p)θ(q2−rt−2; p)θ(qtr−1; p)θ(qr+1tr−1; p)θ(qrtr; p)
=: t3.
By one more application of (8.4) it follows that t1 + t2 + t3 = 0, and hence that
f0;r,2(u; q, t; p) = f(1);r,2(u; q, t; p)
for r > 2.
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If we set t = q in the elliptic Nekrasov–Okounkov formula (8.3) we obtain∑
λ
T |λ|
∏
h∈H (λ)
θ(uqh; p)θ(u−1qh; p)
θ(qh; p)θ(qh; p)
=
(uqT, u−1qT ; q, q, T )∞
(T, q2T ; q, q, T )∞
×
∏
m,k>1
∏
ℓ,n1,n2∈Z
(
(pmT kuℓ+1qn2−n1+1, pmT kuℓ−1qn2−n1+1; q, q)∞
(pmT kuℓqn2−n1 , pmT kuℓqn2−n1+2; q, q)∞
)C(km,ℓ,n1,n2)
.
By Theorem 1.1 this implies our next result.
Proposition 8.3 (A p, q-Nekrasov–Okounkov formula). For r a positive integer,∑
λ∈P
T |λ|S |Hr(λ)|
∏
h∈Hr(λ)
θ(uqh; p)θ(u−1qh; p)
θ(qh; p)θ(qh; p)
=
(T r;T r)r∞
(T ;T )∞
(
(uqrST r, u−1qrST r; qr, qr, ST r)∞
(ST r, q2rST r; qr, qr, ST r)∞
)r
×
∏
m,k>1
∏
ℓ,n1,n2∈Z
(
(pmSkT kruℓ+1q(n2−n1+1)r, pmSkT kruℓ−1q(n2−n1+1)r; qr, qr)∞
(pmSkT kruℓq(n2−n1)r, pmSkT kruℓq(n2−n1+2)r; qr, qr)∞
)C(km,ℓ,n1,n2)r
.
This naturally leads to the following open problem.
Problem 8.4. For r > 2, identify the integers Br(m, ℓ, n1, n2) in the expansion∑
λ∈P
T |λ|S |Hr(λ)|
∏
s∈λ
h(s)≡0 (mod r)
θ(uqa(s)+1tl(s), u−1qa(s)tl(s)+1; p)
θ(qa(s)+1tl(s), qa(s)tl(s)+1; p)
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r∞
r∏
i=1
(uqitr−iST r, u−1qr−itiST r; qr, tr, ST r)∞
(qitr−iST r, qr−itiST r; qr, tr, ST r)∞
×
∏
m,k>1
∏
ℓ,n1,n2∈Z
(
1− pm(ST r)kuℓqn1tn2)Br(mk,ℓ,n1,n2).
8.2. The Buryak–Feigin–Nakajima formula. Let (C2)[n] be the Hilbert scheme of points
in the plane, parametrising the ideals I of C[x, y] of colength n. The action of the torus
(C∗)2 on C2 given by (s, t) · (x, y) = (sx, ty) lifts to an action on (C2)[n]. For α, β nonnegative
integers such that α + β > 1, define the one-dimensional subtorus Tα,β of (C
∗)2 by Tα,β :=
{(tα, tβ) : t ∈ C∗}. When both α and β are strictly positive, the set of fixed points
(C2)
[n]
α,β :=
(
(C2)[n]
)Tα,β
parametrises quasi-homogeneous ideals I ⊂ C[x, y] of colength n, and is known as the quasi-
homogeneous Hilbert scheme [10, 21]. Let P (X ; z) :=
∑
i>0 dimHi(X ;Q)z
i/2 denote the
Poincare´ polynomial of a manifold X , where Hi is the ith homology group (over Q) and
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dimHi the ith Betti number. Proving an earlier conjecture of Buryak [9, Conjecture 1.4],
Buryak and Feigin [10, Theorem 1] proved the following beautiful identity for the generating
function of the Poincare´ polynomial of the quasihomogeneous Hilbert scheme.
Theorem 8.5. For α, β positive integers such that gcd(α, β) = 1, let r := α+ β. Then
∞∑
n=0
P
(
(C2)
[n]
α,β; z
)
T n =
(T r;T r)∞
(T ;T )∞(zT r;T r)∞
.
Subsequently, Buryak, Feigin and Nakajima [11] obtained a more general result which
eliminates the need for the restriction that α and β are coprime. To this end the torus Tα,β
is replaced by Tα,β × Γα+β, where
Γr :=
{
(e2π i k/r, e−2π i k/r) ∈ (C∗)2 : 0 6 k 6 r − 1},
and singular homology is replaced by Borel–Moore (BM) homology.
Theorem 8.6. For α, β nonnegative integers such that α + β > 1, let r := α + β. Then
∞∑
n=0
PBM
((
(C2)
[n]
α,β
)Γα+β ; z)T n = (T r;T r)∞
(T ;T )∞(zT r;T r)∞
,
where
PBM(X ; z) :=
∑
i>0
dimHBMi (X ;Q)z
i/2.
For positive, coprime α and β, Γα+β ⊂ Tα+β , so that ((C2)[n]α,β)Γα+β = (C2)[n]α,β. Positivity
also implies compactness, in which case both homology theories are equivalent. Hence the
second theorem contains the first as special case.
Both theorems admit a purely combinatorial description in terms of a statistic on partitions
introduced by Buryak and Feigin in [10] (and refined in [11] to gcd(α, β) 6= 1). For α > 1
and β > 0 a pair of integers, define bfα,β(λ) ⊂ λ and BFα,β(λ) ∈ N0 by
bfα,β(λ) =
{
s ∈ λ : α l(s) = β a(s) + β and h(s) ≡ 0 (mod α+ β)}
and
BFα,β(λ) := |bfα,β(λ)|.
For example, for the partition λ = (7, 6, 4, 4, 2, 1) the sets bf4,2(λ) ⊂ bf2,1(λ) are given by
coloured squares in the two diagrams below:
bf2,1(λ) bf4,2(λ)
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Hence BF2,1(λ) = 5 and BF4,2(λ) = 2. Obviously, we further have BF2k,k(λ) = 0 for k > 3.
Note that if α and β are positive coprime integers then we may drop the congruence
condition on the hook-lengths of s. Indeed, αl(s) = βa(s) + β implies α | a(s) + 1 and
β | l(s), so that
h(s) = a(s) + l(s) + 1 = (α/β + 1)l(s) = (α + β)
l(s)
β
≡ 0 (mod α + β).
This is in accordance with Γα+β ⊂ Tα,β for positive coprime α and β.
By the Bialynicki-Birula theorem [7, 8], (C2)
[n]
α,β has a cellular decomposition with cells
Cp =
{
z ∈ (C2)[n]α,β : limt→0 tz = p for t ∈ T1,γ
}
where γ is sufficiently large and p is a fixed point of the (C∗)2 action. If p is indexed by the
partition λ ⊢ n, then [10]
dimCp = BFα,β(λ).
This decomposition carries over mutatis mutandis to4
(
(C2)
[n]
α,β
)Γα+β . Hence
PBM
((
(C2)
[n]
α,β
)Γα+β ; z) =∑
λ⊢n
zBFα,β(λ),
resulting in the following partition theorem [10, Theorem 2] and [11, Corollary 1.3].
Theorem 8.7. For integers α > 1 and β > 0, let r := α + β. Then∑
λ∈P
T |λ|zBFα,β(λ) =
(T r;T r)∞
(T ;T )∞(zT r;T r)∞
.
What makes this theorem difficult to prove purely combinatorially is that it is not at all
clear why
BFα,β(n) = BFα+β,0(n),
where BFα,β(n) is the multiset
BFα,β(n) := {BFα,β(λ) : λ ⊢ n}.
In fact, if one carefully inspects the details of the proof of Theorem 8.7 in [10, Section 3] it
follows that, more strongly,
BFα,β(n;ω) = BFα+β,0(n;ω),
where, for ω ∈ Cr,
BFα,β(n;ω) := {BFα,β(λ) : λ ⊢ n, (α + β)-core(λ) = ω}.
For example, for all
(α, β) ∈ {(3, 0), (2, 1), (1, 2)},
4In [11] the case α = 0 is included in the statement, but we believe this to be a minor slip.
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we have
BFα,β(9; 0) = {010, 18, 23, 3},
BFα,β(9; (4, 2)) = BFα,β(9; (2, 2, 1, 1)) = {02, 1},
BFα,β(9; (5, 3, 1)) = BFα,β(9; (3, 2, 2, 1, 1)) = {0}
and BFα,β(9;ω) = ∅ for all other ω ∈ C3, accounting for the 30 partitions of 9. We thus have
a slightly stronger result as follows.
Proposition 8.8. For integers α > 1 and β > 0, let r := α+ β. Then
(8.5a)
∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/rzBFα,β(λ) =
1
(zT ;T )∞(T ;T )r−1∞
for ω ∈ Cr, and
(8.5b)
∑
λ∈P
T |λ|S |Hr(λ)|zBFα,β(λ) =
(T r;T r)r∞
(T ;T )∞(zST r;ST r)∞(ST r;ST r)r−1∞
.
Here (8.5b) follows from (8.5a) by the exact same reasoning which shows that (6.2) and
(6.3) are equivalent, see the proof on page 13.
Since bfr,0(λ) is exactly the set of bottom squares of λ whose hook-lengths are congruent
to 0 modulo r, it follows that
BFr,0(λ) = |H (b)r (λ)|.
The pair of identities (8.5) are thus a generalisation of (7.1). Moreover, Theorem 6.1 may be
restated as the claim if
fr(T ) :=
∑
λ∈P
T |λ|
∏
s∈bf1,0(λ)
ρ
(
rh(s)
)
,
then ∑
λ∈P
r-core(λ)=ω
T (|λ|−|ω|)/r
∏
s∈bfr,0(λ)
ρ
(
h(s)
)
=
fr(T )
(T ;T )r−1∞
and ∑
λ∈P
T |λ|S |Hr(λ)|
∏
s∈bfr,0(λ)
ρ
(
h(s)
)
=
(T r;T r)r∞
(T ;T )∞(ST r;ST r)r−1∞
fr(ST
r)
for r a positive integer and ω an r-core.
Problem 8.9. Extend the above to all bfα,β(λ).
If such an extension exists, it is clear that h(s) (which for s ∈ bfr,0(λ) is equal to a(s) + 1)
should be replaced by a more complicated statistic on the squares of λ.
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