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Modeling solidification in the micro-scale is computationally intensive. To overcome
this difficulty, a method combining features of front-tracking methods and fixed-domain
methods is developed. To explicitly track the interface growth and shape of the solidi-
fying crystals, a front-tracking approach based on the level set method is implemented.
To easily model the heat and momentum transport, a fixed-domain method is imple-
mented assuming a diffused freezing front where the liquid fraction is defined in terms
of the level set function. The fixed-domain approach, by avoiding the explicit applica-
tion of essential boundary conditions on the freezing front, leads to an energy conserving
methodology that is not sensitive to the mesh size. Techniques including fast marching,
narrow band computing and adaptive meshing are utilized to speed up computations.
The model is used to investigate various phenomena in solidification including two- and
three-dimensional dendrite growth of pure material and alloys, eutectic and peritectic so-
lidification, convection effects on crystal and dendrite growth, planar/cellular/dendritic
transition, interaction between multiple dendrites, columnar/equiaxed transition and etc.
Interaction between thousands or even millions of crystals gives the overall behavior
of the solidification process and defines the properties of the final product. A multiscale
model based on a database approach is developed to investigate alloy solidification. Ap-
propriate assumptions are introduced to describe the behavior of macroscopic temper-
ature, macroscopic concentration, liquid volume fraction and microstructure features.
These assumptions lead to a macroscale model with two unknown functions: liquid vol-
ume fraction and microstructure features. These functions are computed using informa-
tion from microscale solutions of selected problems. A computationally efficient model,
which is different from the microscale and macroscale models, is utilized to find relevant
sample problems. The microscale solution of the relevant sample problems is then uti-
lized to evaluate the two unknown functions (liquid volume fraction and microstructure
features) in the macroscale model. The temperature solution of the macroscale model
is further used to improve the estimation of the liquid volume fraction and microstruc-
ture features. Interpolation is utilized in the feature space to greatly reduce the number
of required sample problems. The efficiency of the proposed multiscale framework is
demonstrated with numerical examples that consider a large number of crystals. A com-
putationally intensive fully-resolved microscale analysis is also performed to evaluate
the accuracy of the multiscale framework.
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Chapter 1
Introduction
1.1 Microscale models for alloy solidification
Simulation of solidification and crystal growth processes has been of interest for a num-
ber of years not only because of its scientific value in understanding pattern formation
in nature but also because of its importance in many technological applications. The
classical Stefan problem with a sharp interface is well accepted for modelling the solid-
ification of pure materials and alloys. Front-tracking techniques have been widely used
for such sharp front solidification processes. Recently these techniques have been used
successfully to reproduce the complex dendritic structure in crystal growth in under-
cooled melts including effects such as liquid trapping, tip-splitting, side branching and
coarsening [29, 2, 74, 75, 3] Successful three-dimensional front-tracking implementa-
tions including the effects of melt flow have been presented [3]. The advantages of
front-tracking methodologies lie in their ability to directly enforce the freezing interface
temperature (Gibbs-Thomson) relation and energy balance (Stefan condition). Unfor-
tunately, many of the current implementations of these conditions do not allow global
energy conservation even though they may satisfy the Stefan condition pointwise. Such
formulations appear to result in high sensitivity to mesh size and orientation. Moreover,
the complexity for handling interfaces in all possible solidification conditions such as
advancing/receding, merging/splitting and interface unit normal vector/curvature com-
putations limit the applicability of front-tracking methods to single solid phase systems.
During the last two decades, significant progress has been made in the simula-
tion of microstructure evolution in solidification processes using phase-field meth-
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ods [23, 8, 48, 30]. These approaches, by considering a diffused-interface and a fixed-
grid, avoid the need for applying temperature boundary conditions on the moving in-
terface. A review of recent progress in phase field methods as applied to solidification
processes is given in [8]. The basic idea of the phase-field method is to employ a phase-
field variable Φ that varies smoothly from zero to unity between the two phases over
the diffused-interface region, which has a small but numerically resolvable thickness.
The phase field variable serves to distribute the interfacial forces over the diffused freez-
ing region. It is governed by a phase-field control equation derived from the thermo-
dynamics of phase transition [8]. Important physical mechanisms, such as curvature,
anisotropy and kinetics effects, are implicitly incorporated in the phase-field control
equation. This leads to many computational advantages. For example, one does not
need to compute interfacial geometric quantities such as interface curvature and out-
ward normal vector. The phase field method can be shown to reduce to the standard
sharp interface formulation in the limit of vanishing interface thickness [40]. The qual-
ity of the solution deteriorates with increasing interface thickness. This necessitates the
grid spacing to be of the order of or smaller than the interfacial thickness. It has been
shown that the interface thickness must be smaller than the capillary length for the solu-
tion to converge to the sharp interface limit [71, 67]. Improved asymptotic coefficients
have been derived for the thin-interface limit of the phase field equations which facilitate
the use of a coarser grid [31]. Phase-field analysis for unequal solid/liquid diffusivities
leads to computational models which require finer grid resolution and hence lead to
slower computational performance [1]. One of the drawbacks of the phase field method
is the significant computational effort required, especially when investigating dendritic
growth in the presence of convection and multiple array dendritic growth. However,
the techniques of adaptive gridding and parallel computing have resulted in assuaging
this drawback to some extent [70, 49]. Another drawback of the phase field methods is
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related to the large number of parameters involved in the solution of the evolution equa-
tions. These parameters are difficult to determine for accurate physical crystal growth
simulation of real world materials.
The level set method is an alternative method to handle the sharp interface front di-
rectly and to avoid the asymptotic analysis needed in phase field models [56, 43]. It has
been shown to be a promising mathematical tool for tracking the interface with low com-
putational cost. It is widely used in various applications such as two-phase flow, crack
propagation, computer vision and image processing. In this method, interfacial geomet-
ric quantities such as curvature and outward normal can be easily calculated using the
level set variable φ. The method was first applied to Stefan problems in [12]. Level set
calculations for dendritic growth were reported in [32]. In these works [12, 32], the heat
flux at nodes near the interface is interpolated in order to calculate the interface velocity
via the Stefan condition. During this interpolation, the temperature on the interface is
fixed at the equilibrium temperature defined from the Gibbs-Thomson relation. How-
ever, like front-tracking methods, the direct application of temperature boundary con-
ditions on the interface and the computation of heat fluxes from the temperature nodal
values usually lead to energy conservation issues associated with the discretization er-
ror [26]. This may result in large variation of the computed crystal shapes if meshes of
different sizes and orientations are used.
Interaction between thousands or even millions of crystals gives the overall behav-
ior of the solidification process and defines the properties of the final product. The
cellular automata technique [20, 33, 50, 68] is suitable for studying the interaction be-
tween multiple dendrites especially in three-dimensions (3D), because its computational
requirement (memory and time) is low in comparison to other numerical methods. Cel-
lular automata is widely used in many areas including biological systems and highway
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traffic modeling. In this technique, a collection of ‘colored’ cells on a grid of speci-
fied shape evolves through a number of discrete time steps according to a set of rules
based on the states of neighboring cells. Cellular automata was first introduced into so-
lidification systems in [51] with a growth kinetics model, which can reflect the growth
along preferred directions (e.g. < 100 > crystallographic orientations) during dendrite
development. The basic idea of cellular automata for solidification is to mimic interface
propagation by capturing nearby liquid cells to the solid body according to a certain cri-
terion. In recent advances of this method, cellular automata is coupled with finite differ-
ences (CA-FD) [33, 68] or the finite element (CA-FE) [20] by using a criterion based on
numerical solution of temperature or solute concentration from finite differences or the
finite element method. Curvature effects can also be taken into account [33]. Cellular
automata for solidification is relatively easier to implement and requires less compu-
tational resources than most other numerical methods, including front-tracking, phase
field method, and level set method. However, it has some deficiencies in its accuracy
due to its discrete nature. For example, it is pointed out in [20] that cellular automata
methods have a tendency to bias the results by introducing an anisotropy associated with
the network of cells or sites. Although corrections can be introduced [20] to circumvent
this problem, independence of the cellular automata results on the numerical grid size
and mesh orientation is rarely demonstrated. It is also pointed out in [5] that cellular
automata lacks the ability to accurately take into account the surface tension anisotropy
effect, which is of great importance in dendritic growth.
Although cellular automata is computationally efficient, issues of accuracy are not
sufficiently addressed by the cellular automata method. Many researchers are making
effort to use the more complicated and more expensive methods (phase field method,
level set method and front-tracking method) to study the interaction between multiple
crystal for better accuracy. Reference [74] uses a front-tracking method to study the
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interaction between multiple crystals with the same initial perturbation in the seeds.
References [12, 22] demonstrate the ability of using the level set method to capture the
growth and merging of multiple dendrites with different initial perturbations. However,
in these studies [74, 12, 22], nucleation is not modeled. Only recently, reference [5]
gives the first phase field study of interaction between tens of crystals by fully utilizing
symmetry in 2D with modeling of nucleation. Interaction between hundreds or even
thousands of randomly nucleated crystals with a convergence study has not yet been
demonstrated in the literature. In all of the above studies, convergence and mesh orien-
tation independence are not demonstrated. More importantly, the randomness of crystal
orientation is not considered in these studies.
The primary reason for the lack of progress in studying crystal interaction with phase
field method, level set method or front-tracking method is the huge computation cost. In
fact, obtaining a converged solution for a single crystal independent of mesh orientation
itself is a nontrivial task due to the existence of a moving interface during the solidifica-
tion process [76, 3, 8, 32, 22, 61]. This point is particularly brought into context in [48],
where it took approximately 10 CPU hours on a Sun UltraSPARC 2200 workstation to
simulate the growth of a single crystal at dimensionless undercooling 0.55 by utilizing
the improved phase field method [31] and adaptive meshing technique. On the other
hand, since level set and other front tracking methods explicitly track the interface, they
do not suffer from this particular problem. The major problems plaguing these explicit
tracking techniques are energy conservation issues. This arises primarily due to the di-
rect application of Gibbs-Thomson relation on the interface. These set of problems can
only be resolved by using a fine mesh. As demonstrated in [29, 12, 32], a typical 2D
mesh size to obtain a converged solution using the front-tracking method or level set
method is of the size about 400×400. In essence, both phase field and level-set methods
are bottle-necked by (different) issues that make realistic multiple dendrite simulation
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(while demonstrating convergence and mesh independence of the solution) a computa-
tionally daunting task requiring huge meshes and consequently enormous computational
resources.
The method presented here combines features of front-tracking and fixed domain
methods. The level set method is implemented to allow a direct calculation of the growth
and shape of the solidifying crystals. An energy conserving implementation of the level
set method is used without the need to apply the temperature boundary condition ex-
plicitly at the freezing interface. To easily model the heat and momentum transport, a
fixed domain method is implemented assuming a diffused freezing front where the liq-
uid fraction is defined in terms of the level set function. The fixed domain approach,
by avoiding the need to explicitly apply essential boundary conditions on the freezing
front, leads to an energy conserving methodology that is not sensitive to the mesh size
or orientation. The present implementation is similar to that of the phase field method,
except that the ‘phase field variable’ Φ is no longer governed by the phase-field control
equation but is defined using the level set (signed distance) variable φ. For systems with
multiple solid phases, phase boundaries are tracked by solving the multi-phase level
set equations. The melt flow is modelled using equal-order velocity-pressure interpola-
tion that has been shown to lead to better convergence rates and accuracy [72] than the
fractional step method commonly used in dendritic solidification models. The present
methodology will be shown to be computationally efficient and accurate for both two-
and three-dimensional problems. It will be demonstrated that the methodology per-
forms very well in benchmark dendritic growth problems including growth under low-
undercooling conditions for which other numerical approaches do not work [46]. The
interaction between multiple dendrites can be studied numerically with demonstration
of convergence, which will serve as the foundation for multi-scale modeling of solidifi-
cation processes.
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1.2 Multi-scale models for alloy solidification
Investigating the interaction and growth of crystals in the microscale is computation-
ally very intensive, whereas macroscale models lack accuracy since they are based on a
large number of simplifications. Multiscale modeling by coupling macroscopic and mi-
croscopic models allows us to take advantage of both the efficiency of the macroscopic
models and the accuracy of the microscopic models. There are mainly three types of
multiscale techniques for solidification used in the literature: (1) resolving microscale
details in an efficient way, such as using an adaptive mesh refinement [49, 60, 41, 63] or
an adaptive moving grid [19], since the main complexity in the microscale arises from
a moving solid-liquid interface, (2) performing analytical studies [69] or simple nu-
merical computation [16] in the microscale and passing the required information to the
macroscale computation, and (3) designing multiscale algorithms driven by microscopic
numerical solution data, e.g. regression fit [68] and subgrid modeling [50].
Adaptive mesh refinement is often coupled with a phase field method to simulate the
growth of 2D and 3D dendrites. It exploits the fact that the phase field variable, tempera-
ture and concentration fields vary significantly only near the solid-liquid interface. Simi-
larly to adaptive mesh refinement, a moving mesh strategy is utilized in [19] to make grid
points spatially adaptive in the physical domain, while maintaining a structured grid in
the computational domain for the Fourier spectral implementation. Although, adaptive
techniques can greatly reduce the degrees of freedom for the problem of interest, their
application is often limited to the study of single crystals [49, 19] or of a small number
of dendrites/crystals [60] because of the required small grid spacing for convergence to
the sharp interface limit when using the phase field method. By combining both features
of front tracking and fixed domain methods in [63], this thesis work will demonstrate
the ability to simulate interaction between hundreds of randomly nucleated crystals with
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convergence studies by utilizing adaptive mesh refinement, the level set method and par-
allel computation as a part of this thesis work. Despite this improvement, all of these
adaptive techniques [49, 60, 41, 63] are microscale models in nature. Thus with current
computing resources, they are not very practical for investigating interaction between
far more than hundreds of crystals.
An alternative multiscale technique performs analytical study in the microscale with
certain simplifications to provide microstructural information to the macroscale model.
Reference [69] models the solidification system as solid phase, inter-dendritic and extra-
dendritic liquid phases. The macroscopic transport equations for these three phases are
derived using volume averaging technique and closed by supplementary relations, which
are obtained from analysis in the microscale. In [69], there is no numerical computation
performed at the microscale. But in some other studies (e.g. [16]), the microscopic prob-
lems are not avoided completely. Assuming periodic distribution of crystals, numerical
computation of a single crystal growth is carried out for every point of a macroscopic
grid to provide information for the macroscale computation. Although numerical com-
putation is reduced, the assumption of periodicity is physically unrealistic. This limits
its application to only equiaxed growth. Without the ability to capture important physics
in the microscale (e.g. randomness in nucleation and crystal orientation), both of these
methods [69, 16] are phenomenological in nature regarding their prediction for example
of the microstructure type and size.
Multiscale algorithms driven by data have the ability to study interaction between
thousands or even millions of crystals. The microscale model tries to accurately cap-
ture important physics. Computation with the microscale model is then used to provide
necessary data for macroscale computation. For example, a particular form of predic-
tive equation with unknown parameters is assumed in [68] to describe pore formation.
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Microscale computations are used to obtain data for regression fit of the predictive equa-
tion, which is further used for macroscale computation. A disadvantage of this method
is that the predictive equation has a simple form with only a few unknown parame-
ters. In [50], the idea of subgrid modeling is used for multiscale modeling of solidifi-
cation. The computation domain is divided into a number of small sub-domains. The
microscale model is applied for each sub-domain to pass information of volume frac-
tion to the macroscale model. By dividing the whole domain into small sub-domains,
the computational time can be greatly reduced. However, this method is still compu-
tationally very intensive. Qualitatively, similar macroscopic conditions would lead to
similar microstructure. For example, the microstructure at the corners or at the center
of the domain may be similar. In subgrid modeling, this similarity is not taken account
into the model to reduce the computational effort. Moreover, results of microscale com-
putation for one problem cannot be applied to another problem. In this thesis work, the
similarity between microscale computations is quantitatively explored.
The multiscale method used in this thesis work falls into the heterogeneous multi-
scale method (HMM) framework [15], which aims at designing combined macroscopic-
microscopic computational methods that are much more efficient than solving the full-
microscopic model and at the same time lead to a desired level of accuracy. The idea of
building a database based on results from microscopic simulation of selected problems
and using this database for multiscale computation is very straightforward and has been
widely used in many research areas. The database approach has not yet been fully ex-
plored for solidification processes. The complex nature of solidification process causes
difficulty in finding relevant problems to build the database, and selecting results of rel-
evant problems from the database to solve the problem of interest. The emphasis of
multi-scale modeling in this thesis work is on addressing some simple algorithms for
handling these difficulties.
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The organization of this thesis is as follows: In Chapter 2, the micro-scale model for
dendritic solidification of pure materials with combined features of front-tracking and
fixed-domain methods is introduced. In Chapter 3, the micro-scale model is extended
to multi-component alloys. In Chapter 4, the model is further extended to model the
interaction of a large number of crystals. In Chapter 5, a multi-scale framework based
on database approach is discussed. Finally, in Chapter 6, conclusions of this thesis work
and suggestions for future research are summarized.
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Chapter 2
Level set simulation of dendritic solidification
for pure materials
2.1 Definition of the Stefan problem
Let us consider the classical Stefan problem with a sharp interface including the effects
of melt flow. The liquid phase of a pure material at initial temperature T `0(x, y) is as-
sumed to occupy a region Ω`0. This liquid phase is either alone (Ω
`
0 = Ω) or in an unstable
equilibrium with the neighboring solid phase Ωs0 (Ω = Ω
`
0
⋃
Ωs0) at initial temperature
T s0(x, y). In the latter case, the regions Ω
`
0 and Ω
s
0 are separated by the solid/liquid inter-
face Γ0. The superscripts ` and s are used here to denote quantities corresponding to the
liquid and solid phases, respectively, whereas the subscript 0 is used to denote quantities
at time t = 0. It is assumed in this thesis work that solidification starts at time t = 0. The
domains Ω` and Ωs are time-dependent and the solid-liquid interface Γ is moving with
normal velocity V . The normal n to the interface Γ is defined as pointing away from the
solid region Ωs. The domain Ω = Ω`
⋃
Ωs containing these two phases and its external
boundary ∂Ω are assumed constant (time-independent). Figure 2.1 presents a typical
schematic of the problems considered.
In this chapter, constant thermo-physical and transport properties, including viscos-
ity µ, density ρ, thermal conductivity k, heat capacity c and latent heat L is assumed.
The melt flow is assumed to be a laminar flow caused by temperature-induced density
variations (Boussinesq flow). Following standard notation, the governing equations in
the presence of fluid flow are given as follows:
ρscs
∂T (x, t)
∂t
= ks∇2T (x, t), x ∈ Ωs, (2.1)
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Figure 2.1: Schematic of the sharp interface model of the solidification of a pure
material (Stefan problem). The heat fluxes qs and ql are defined on the
freezing front.
ρlcl
(
∂T (x, t)
∂t
+ v · ∇T (x, t)
)
= kl∇2T (x, t), x ∈ Ω`, (2.2)
ρl
(
∂v
∂t
+ ∇v(x, t)v(x, t)
)
= −∇p(x, t)I +
∇ · µ
[
∇v(x, t) + (∇v(x, t))T
]
+ b, x ∈ Ω`, (2.3)
∇ · v(x, t) = 0, x ∈ Ω`, (2.4)
where v is the melt flow velocity and b is the buoyancy body force.
The temperature on the interface Γ denoted as TI is equal to the equilibrium tem-
perature T ∗. This equilibrium temperature is given from the Gibbs-Thomson relation as
follows:
T ∗ = Tm + εcκ + εVV, (2.5)
where Tm is the pure material melting temperature, κ is the curvature of the freezing
interface, and εc and εV are the curvature and kinetic undercooling coefficients, respec-
tively.
The motion of the interface velocity V is dictated by the classical Stefan equation
(energy balance at the freezing front) as follows:
ρsLV = [q] = qs − ql, (2.6)
where [q] denotes the jump of the heat flux q = k∇T · n at the freezing front.
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To describe the interface, we construct a field φ such that at any time t, the interface
is equal to the zero level set of φ, i.e.
Γ(t) = {x ∈ Ω : φ(x, t) = 0} . (2.7)
Initially, φ is set equal to the signed distance function from the interface Γ0,
φ(x, 0) =

+d(x, 0), x ∈ Ω`0,
0, x ∈ Γ0,
−d(x, 0), x ∈ Ωs0,
(2.8)
where d(x, 0) is the normal distance of a point x from the interface.
The idea behind the level set method is to move φ with the correct speed V at the
interface which is extracted from Eq. (2.6). The interface position is thus implicitly
stored in φ. The equation of motion governing φ is given as follows:
φt + V |∇φ| = 0. (2.9)
This equation moves φ with correct speed at the interface so that Γ will always be equal
to the zero level set of φ [56].
With the above introduction of the level set function, we will re-write the Stefan
condition for the classical Stefan problem as follows:
ρsLV = [q], qs = lim
φ→0−
q, ql = lim
φ→0+
q, (2.10)
where the notation 0+ and 0− is used here for notational simplification to denote the val-
ues of φ as we approach the freezing front from the solid and liquid sides, respectively.
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Equations (2.1)-(2.5) and (2.10) together with appropriate initial temperature and
velocity conditions, boundary thermal conditions on Γ and the no-slip condition in all
solid boundaries completely define what we here refer to as the Stefan problem. Note
that in the literature the classical Stefan problem does not include melt flow. These
effects have been included herein to allow us to study their importance in crystal growth
of pure materials in undercooled melts.
2.2 Introducing the extended Stefan problem
Many of the difficulties in the implementation of the Stefan problem defined earlier
are related to the application of the essential boundary condition given in Eq. (2.5).
Front-tracking techniques attempt to apply this condition directly to the moving front,
often leading to schemes that are not energy conserving. On the other hand, phase field
methods consider a diffused-interface model in an attempt to avoid a direct application of
this condition. However, phase field models require proper parameter selection through
an asymptotic analysis in order to model the sharp interface solidification problem.
To take advantage of the front-tracking capability of the level set methods and of
the ability of phase field methods to avoid directly applying Eq. (2.5), we introduce in
this section the extended Stefan problem that uses features of both methods. Figure 2.2
shows a schematic of the new problem.
Assumption 1: We assume that solidification occurs in a diffused zone of width 2w
that is symmetric around φ = 0 (see Fig. 2.2). The half-width w is not related with the
underlying physics of the solidification of a pure material (which usually happens on a
thickness of the order of atomic distances). In this work, the half-width w is selected
based on the size of the grid used in the discretization of the problem.
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Figure 2.2: Schematic of the diffused-interface model of the solidification of a
pure material (extended Stefan problem). The heat fluxes qs and ql are
here defined at distances ±w from the actual sharp freezing front.
A diffused-interface model will be used in the solution of the energy and momentum
equations. Following ideas similar to those in diffused-interface models, let us define
the function Φ(x, t) as follows:
Φ(x, t) =

1, φ(x, t) > w,
0, φ(x, t) < −w,
φ(x, t)/2w + 0.5, φ(x, t) ∈ [−w,w].
(2.11)
Since solidification occurs in a diffused-interface, following a volume-averaging ap-
proach as in [72], we can write the energy equation (applicable in the whole domain Ω)
as follows:
[ρlΦcl + ρs(1 − Φ)cs]∂T
∂t
+ ρlclv · ∇T = ∇ · (k∇T )
− ρs[L + (cs − cl)(T − Tm)]Φ˙, (2.12)
where Φ plays the role of the phase field variable in phase field models and k ≡ klΦ +
ks(1−Φ). Similarly, the volume-averaging momentum and continuity equations take the
following forms:
∂(ρv)
∂t
+ ∇ · (ρ
2
ρl
vv
Φ
) = − ∇p + p
Φ
∇Φ + ∇ · [µ(∇( ρ
ρl
v) + ∇T ( ρ
ρl
v))]
−µ (1 − Φ)
2
Φ2
ρ
ρl
v
K0
+ Φρlgeg, (2.13)
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∇ · v(x, t) = 0, (2.14)
where ρ ≡ ρlΦ+ρs(1−Φ), eg is the unit vector in the direction of gravity, g is the gravity
constant and v from now on denotes the volume-averaged velocity equal to Φvl [72]. For
simplicity of the model, we assume that the solid/liquid densities and specific heats are
the same but we allow for different conductivities.
The Kozeny-Carman approximation for the permeability K(Φ) has been used di-
rectly in Eq. (2.13) with K0 denoting the permeability constant. Note that the governing
conservation Eqs. (2.12), (2.13) and (2.14) are applicable in the whole domain Ω.
The transport equations for the extended Stefan problem are now defined from
Eqs. (2.12)-(2.14) together with appropriate initial temperature and velocity conditions,
boundary thermal conditions on Γ and the no-slip condition. Note that these equations
completely define the temperature and melt flow, but since they are based on a volume-
averaging formulation, they do not directly involve the motion of the interface zone. The
freezing front motion will be computed by the level set function as it will be discussed
below.
To compute the front velocity V (velocity of the interface φ = 0) we cannot simply
utilize Eq. (2.10), which is based on the sharp front model. Instead, a modified energy
balance is needed at the freezing zone as follows (see Fig. 2.2):
2ρsc˜w
∆T¯I
∆t
= ρsLV + (ql − qs), qs = lim
φ→−w−
q, ql = lim
φ→w+
q, (2.15)
where T¯I is the average temperature within the diffused-interface, and ∆T¯I is the increase
of T¯I at the time interval ∆t. Also,
c˜ ≡ 0.5(1 + ρlcl
ρscs
)cs, (2.16)
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and w+,−w− are defined following similar notation to that introduced earlier for
Eq. (2.10). The term 2ρsc˜w∆T¯I on the left hand side of Eq. (2.15) is the energy change
in the diffused-interface due to change of temperature. Also note that the temperature on
the zero level set denoted as TI is conceptually different from T¯I, which is the average
temperature within the diffused mushy zone. Since the temperature varies only slightly
within the thin interface, in this work we will use TI to approximate T¯I . The temperature
TI can be easily computed from interpolating temperature to zero level set. However, in
order to maintain the generality of the formulation, we will maintain the notation T¯I for
the average temperature within the diffused-interface.
The Gibbs-Thomson constraint TI = T ∗ with T ∗ given in Eq. (2.5) ensures that
the interface temperature is the equilibrium temperature at each instant. To explicitly
enforce this constraint, various methods like a penalty method or a Lagrange multiplier
approach can be used. In this work, we take an alternative approach. Since the numerical
simulation provides solutions only at discrete time levels, we ensure that the interface
temperature approaches the equilibrium temperature at these time levels.
Assumption 2: The mean interface temperature T¯I in the freezing zone of width 2w
is allowed to vary from the equilibrium temperature T ∗ in such a way that
T¯I
dt
= −kN(T¯I − T ∗), (2.17)
where kN controls the rate with which T¯I is designed to approach the desired equilibrium
temperature.
Assuming for example that the equilibrium temperature remains constant, integra-
tion of Eq. (2.17) leads to the following:
T¯I(t) − T ∗ = (T¯I(0) − T ∗) exp(−kNt). (2.18)
A relaxation time that controls how fast T¯I approaches T ∗ can then be defined as τ =
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1
kN
. The relaxation parameter τ (or equivalently kN) is selected such that the interface
reaches the desired equilibrium temperature exponentially fast. An explicit integration
of Eq. (2.17) over the time step ∆t results in the following:
T¯I(tn) − T ∗ ≈ (T¯I(tn−1) − T ∗)(1 − kN∆t), (2.19)
where the subscripts refer to time levels (n = 1, 2, . . .). To make sure that the interface
temperature stably converges to the equilibrium temperature, we require the following:
|1 − kN∆t| < 1⇒ ∆t < 2kN = 2τ. (2.20)
If we further require that T¯I − T ∗ does not change sign as it approaches zero (T ∗ = T¯I),
then ∆t ≤ τ. In our algorithms, for a given ∆t, we select kN = 1∆t so that the condition
∆t ≤ τ is satisfied automatically. The selection of ∆t will be discussed in Section 2.3.
Substitution of the constraint of Eq. (2.17) to Eq. (2.15) results in the following
modified energy balance at the freezing front:
V =
[q]
ρsL
+
2c˜w
L
kN(T ∗ − T¯I), qs = lim
φ→−w−
q, ql = lim
φ→w+
q, (2.21)
where the heat fluxes ql and qs are computed at the boundaries of the control volume.
Note that in the above formulation, we use the average temperature T¯I instead of the
temperature TI on the exact interface (φ = 0). Equation (2.21) will be used as the energy
balance at the diffused-interface and will allow us to accurately compute the interface
velocity V . Note that the above scheme is only to ensure that the interface temperature
relaxes to the equilibrium temperature in a given time step.
Remark 1: Note that Eq. (2.17) is not used directly in the analysis but it is embedded
in the modified Stefan condition given in Eq. (2.21). To compute a finite front veloc-
ity when kN → ∞, Eq. (2.21) requires that TI = T ∗ in which case it is simplified to
Eq. (2.10). It can be shown that, using Eq. (2.21), the numerical scheme for the thermal
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Figure 2.3: Schematic of applying TI = T ∗ with the correction of Eq. (2.21).
problem of Eq. (2.12) leads to a discretized form of Eq. (2.17) thus weakly enforcing
TI = T ∗. The choices w = ∆x and kN = 1/∆t are sufficient to ensure satisfaction of both
Eqs. (2.5) and (2.10) and lead to an accurate estimate of the front velocity V .
Remark 2: From a numerical point of view, the second term on the right hand side
of Eq. (2.21) can be thought of as the constraint T ∗ − TI = 0 numerically enforced
via a Lagrange multiplier method. A graphical demonstration of an iterative process
for the satisfaction of the constraint T ∗ − TI = 0 is given in Fig. 2.3. In this figure,
we assume that the temperature field away from the freezing zone remains the same
during iterations. Figure 2.3 shows the iterative process as TI approaches T ∗ from below.
This iterative procedure for computing V was not needed in the calculations reported
in Section 3.4 and one step calculation was sufficient to evaluate V within the desired
accuracy.
Remark 3: The volume-averaging based energy Eq. (2.12) weakly accounts for the
Stefan condition on the freezing front by treating its contribution as a source term. This
is typically the case with phase field and other diffused-interface models. The key el-
ement of the present formulation is that the phase variable Φ (liquid volume fraction)
is defined in terms of the level set function φ that is used to track the freezing front
explicitly. In classical volume-averaging models of solidification, Φ is defined based on
thermodynamic update formulas using the computed temperature and equilibrium tem-
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perature at each point within the diffused-interface. This last calculation is embedded in
the calculation of φ.
Remark 4: Curvature or kinetic undercooling effects play a significant role in solid-
ification through the Gibbs-Thomson relation Eq. (2.5). In the traditional phase field
method, an asymptotic analysis is required to determine simulation parameters from
the values of εc and εV used to model sharp front solidification. The present level set
method solves the extended Stefan problem directly without any need for an asymptotic
analysis.
2.3 The level set method
In this work, we consider finite difference approximations for the level set function cal-
culation and volume-averaging based stabilized finite element techniques for modelling
the thermal and fluid flow problems to capitalize on recent advances in the implemen-
tation of the level set method with finite difference techniques. Only structured grids
are considered in this work. For the finite element discretization, four-node bilinear
elements (in 2D) and eight-node brick trilinear elements (in 3D) are used.
Let φ be a signed distance variable (minimum distance to the interface between the
two phases) satisfying |∇φ| = 1. Then the normal direction of the interface (pointing
from the solid to the liquid) is calculated as follows:
n =
∇φ
|∇φ| . (2.22)
The curvature κ of the interface in terms of φ is computed as discussed in [43].
Equation (2.9) is solved for the level set function in a narrow band near the interface.
For this extension, the interface velocity is calculated from the extended Stefan condition
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Eq. (2.21). Details of numerical schemes for the solution of Eq. (2.9) can be found in
[56, 44].
After an update according to the level set Eq. (2.9), φ does not in general remain a
signed distance function. It is thus necessary for re-initialization where the following
equation is iterated until reaching steady-state [12]:
φt =
φ0√
φ20 + ε
2
(1 − |∇φ|), (2.23)
where φ0 is the initial level set value to be re-initialized. After φ reaches steady-state,
|∇φ| = 1, i.e. φ is a signed distance. The parameter ε in Eq. (2.23) takes some small value
and is needed for the formulation to remain well-posed as φ→ 0. We use ε = 2∆x in our
calculations [12]. The time step in this re-initialization process is taken as ∆t = ∆x5 and
the number of iterations in the re-initialization process is taken to be 200λCFL, where
λCFL is the CFL condition coefficient ranging from 0 to 1. Note that the solid/liquid
interface is advanced within a time step with a distance λCFL∆x. Thus based on the
current re-initialization process, the more distance the interface is advanced forward
within a time step, the more iterations will be required to rebuild the signed distance.
Unless it is otherwise stated, the CFL coefficient in all the examples of Section 3.4 is
selected as λCFL = 0.3.
2.4 Energy conserving level set method
The level set method has been successfully applied to Stefan problems in [12, 32, 22].
In this work, we apply the level set method to the extended Stefan problem. Because
the Dirichlet temperature boundary condition is not applied directly on the interface, we
can use energy conserving numerical schemes for the implementation of the heat trans-
fer problem [26]. While the front-tracking method in [74] and the level set methods
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in [12, 32, 22] are all analytically energy conserving, when applying Dirichlet tempera-
ture boundary condition on the interface, numerically they do not conserve energy. For
the method presented in this work (as well as in phase field methods), energy is not only
conserved analytically but also numerically. This is the reason we refer to the present
methodology as an ‘energy conserving level set method’.
2.4.1 Stability analysis: Selection of the time step and kN
To simulate sharp-front solidification, one will theoretically be required to consider a
very high value for kN . Such a choice will of course lead to prohibitively small time
steps via the stability condition ∆t ≤ τ = 1/kN . In this work, our choice of ∆t is based
on the CFL condition for the level set function calculation i.e.
∆t ≤ λCFL ∆xVmax , (2.24)
where λCFL is the CFL coefficient [43], and Vmax is the maximum interface nodal veloc-
ity.
The subsequent choice of kN is such that ∆t ≤ 1/kN to allow the interface temperature
TI to asymptotically converge to the equilibrium temperature T ∗. As discussed earlier,
our selection of kN that satisfies the above condition is kN = 1∆t .
In summary, the scheme to select ∆t and kN is the following:
1. Choose λCFL between 0 and 1. In the 3D diffusion crystal growth under low-
undercooling conditions example examined in Section 2.6.5, λCFL is selected as
0.1. In all other examples, we use λCFL = 0.3.
2. Select a time step size as ∆t = λCFL ∆xVn−1max , where V
n−1
max is the maximum interface
nodal velocity at the previous time level.
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3. Select kN = 1∆t .
4. Calculate the interface velocity according to Eq. (2.21) (see Section 2.4.2)
5. Use the level set method to update φ.
2.4.2 Interface velocity calculation
In the level set method, the interface velocity V should be defined on the whole domain
(or a narrow band near the interface). In the present algorithm, V is first computed on
the nodes near the interface (depicted as empty circles in Fig. 2.4) using Eq. (2.21). A
node is marked as being near the interface if at least one of its neighboring nodes has a
different sign of φ. Equation (2.21) involves heat fluxes qs and ql, equilibrium tempera-
ture T ∗ and average temperature within the diffused interface T¯I. All these variables are
computed on the nodes near the interface to obtain V using the methodology discussed
in Sections 2.4.2 and 2.4.2. After V is computed on these nodes, it is extended to other
nodes using the algorithm discussed in Section 2.4.2.
Calculation of the heat flux jump
We use the following two steps to compute qs and ql at the nodes near the interface:
1. For nodes with φ ≤ −w, one computes qs = ks∇T · n, where ∇T is the tem-
perature gradient approximated using central differencing or upwind differencing.
Similarly, for nodes with φ ≥ w, one computes ql = kl∇T · n.
2. Solving ∂qs
∂t + n · ∇qs = 0 in the region φ ∈ [−w,w] using the values of qs in
the region φ ≤ −w as boundary condition extrapolates qs in the normal interface
direction. Similarly, solving ∂ql
∂t − n · ∇ql = 0 in the region φ ∈ [−w,w] using
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the values of ql in the region φ ≥ w as boundary condition extrapolates ql in the
opposite normal direction to the interface. This one-way extrapolation method is
referred to as the ‘ghost fluid method’ in [43, 17].
Note that after the second step above, qs and ql are computed on all nodes belonging to
the region φ ∈ [−w,w]. Since all nodes near the interface (empty circles in Fig. 2.4) are
included in this region, qs and ql are now computed on all nodes near the interface.
Interpolation of the interface temperature
The equilibrium temperature T ∗ can be computed from the Gibbs-Thomson relation as
follows:
T ∗ = Tm + εcκ + εVVn−1. (2.25)
As discussed earlier in Section 3.2, we will use TI (temperature at φ = 0) to approx-
imate T¯I (average temperature within the diffused-interface). However, in general, the
nodes near the interface will not satisfy φ = 0. So interpolation is necessary to obtain
TI . This can be easily computed using the following equation:
TI = T − (∇T · n)φ, (2.26)
where ∇T is calculated using simple differencing techniques.
Extending the interface velocity away from the interface
With qs, ql, T ∗ and TI computed on the nodes near the interface, the interface velocity
can be calculated at these nodes using Eq. (2.21). One can then perform a two-way
extrapolation to extend the interface velocity to every other nodal point as described
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in [43, 77]. In the present simulation, we use a slightly faster method defined by the
following steps (see Fig. 2.4):
1. Extend the interface velocity to band within ∆x away from the interface. For all
the points within the band ∆x but not near the interface (for example, at point P
in Fig. 2.4), draw a circle with radius 1.2∆x, and calculate the average interface
velocity for all the points near the interface and within this circle as its velocity.
For example, VP =
VQ+VW
2 .
2. Extend the interface velocity to a band within 2∆x away from the interface. For
all the points within the band 2∆x and outside the band ∆x, draw a circle with
radius 1.2∆x, and calculate the average interface velocity for all the points within
band ∆x and within this circle as its velocity.
Using this method, one can extend the interface velocity n∆x away from the interface
with just n iterations. In the simulations of Section 3.4, the narrow band used to extend
the velocity for solving the level set equation was 3∆x on each side of the interface. Al-
though accuracy is sacrificed, this method is faster than the ghost fluid method, which is
constrained by the CFL condition. After extension of the interface velocity, the velocity
needed for the level set calculation can be defined within a narrow band. As an alter-
native method, one can use the fast-marching method to extend the interface velocity
using a heap data structure to achieve time complexity of only O(NlogN), where N is
the number of nodes where the velocity is extended [56].
2.4.3 Incorporating melt convection
It has been shown from numerical simulations [2, 3, 6, 66, 35] and experiments [36]
that fluid flow has an important effect on crystal growth. There are a variety of ways to
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Figure 2.4: Extending the interface velocity away from the freezing interface.
Note that the velocity V is first computed at the points depicted with
empty circles, then at the solid circle points and finally at the points
shown with squares.
incorporate convection using the phase-field method or front-tracking methods. In [66],
the solid is treated as a highly-viscous liquid by letting the viscosity depend on the
phase field variable in the standard Navier-Stokes equations. In [6], the no-slip condition
between the melt and the solid was realized via a drag resistivity in the diffused interface
region. In [2], the Navier-Stokes equations are solved in two steps (with the first step
considering only the advection and viscous terms and a trial pressure, and the second
step considering only the pressure gradient). In these two steps, the unprojected velocity
and the pressure gradient are multiplied by an index function to set the velocity in the
solid to zero.
In this work, we treat the diffused-interface as a narrow ‘mushy zone’. Volume-
averaging is then applied to the whole region. The velocity in the solid region is set to
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zero, so that no-slip condition is applied at the solid/liquid interface. The formulation
is briefly summarized below with more details provided in [72]. The flow equations are
first re-cast in dimensionless form as follows:
∂v(x, t)
∂t
+ ∇ ·
(
v(x, t)v(x, t)
Φ
)
= −∇p(x, t) + p(x, t)
Φ
∇Φ
+∇ · [Pr(∇v(x, t) + (∇v(x, t))T )]
−(1 − Φ)
2
Φ2
Pr
Da
v(x, t) − ΦPrRaT θ(x, t) eg,
where Pr is the Prandtl number defined as νl
αl
, Da is the Darcy number defined as αlDl
and RaT is the thermal Rayleigh number defined as βT |g|(T0 − Tm)L3/νlαl. The function
spaces S v and S p are then introduced as follows:
S v ≡ {v|v ∈ Lnsd2 , divv ∈ L2, v = 0 on ∂Ω},
S p ≡ {p|p ∈ L2,
∫
Ω
pdΩ = 0}.
The classical Galerkin formulation for the flow problem can then be stated as: Find
V ≡ {v, p} ∈ S v × S p such that for all W = {w, q} ∈ S v × S p B(W,V) = L(W) holds,
where
B(W,V) =
∫
Ω
w ·
(
∂v
∂t
+ v · ∇
( v
Φ
)
+
(1 − Φ)2
Φ2
Pr
Da
v
)
dΩ −
∫
Ω
p∇ · wdΩ
+
∫
Ω
Pr∇w · (∇v + ∇vT )dΩ +
∫
Ω
q∇ · vdΩ,
L(W) =
∫
Ω
p
Φ
∇Φ · wdΩ −
∫
Ω
w · ΦPrRaTθegdΩ.
In the finite element implementation of the Navier-Stokes equations, stabilizing tech-
niques are needed to accommodate equal-order interpolation velocity-pressure elements.
A stabilized FEM technique for porous media flows is presented in [72] and is briefly
discussed below for completeness. After introducing a modified pressure space S ′p as
follows:
S ′p
def
= {p|p ∈ H1(Ω),
∫
Ω
pdΩ = 0}, (2.27)
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the stabilized weak form is the following: Find V = {v, p} ∈ S v × S ′p such that for all
W = {w, q} ∈ S v × S ′p the following holds:
Bstab(W,V) = Lstab(W), (2.28)
with:
Bstab(W,V) = B(W,V) +
∫
Ω
F (v, p) · G(w, q)dΩ +
∫
Ω
τ5∇ · v∇ · wdΩ, (2.29)
Lstab(W) = L(W) +
∫
Ω
{ p
Φ
∇Φ − Φ PrRaT θeg} · G(w, q)dΩ, (2.30)
where F and G are defined as:
F (v, p) = ∂v
∂t
+ v∗ · ∇
( v
Φ
)
+ ∇p + (1 − Φ)
2
Φ2
Pr
Da
v − Pr∇2v, (2.31)
G(w, q) = τ1v∗ · ∇
(w
Φ
)
− τ2 (1 − Φ)
2
Φ2
Pr
Da
w − τ3Pr∇2w + τ4∇q, (2.32)
with v∗ a divergence-free velocity, which in the implementation of Eq. (2.28) at a given
time is usually taken as the known velocity at the previous time step. The particular
values of the parameters τ1, . . . , τ5 used in this work are given in [72]. Four-node bilinear
finite elements (in 2D) and eight-node brick trilinear finite elements (in 3D) were used
for both velocity and pressure interpolations. In closing, we note that in the problems
examined in Section 3.4, RaT = 0 and the flow is induced by inlet velocity conditions.
2.5 Summary of the algorithm
A finite difference scheme is used for the level set calculations so that higher-order ac-
curacy (third-order WENO scheme in space and third-order Runge-Kutta in time) can
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be achieved [44]. The same structured grid is used for both finite difference approxima-
tions in the level set calculations and the finite element approximations of the heat and
flow problems. A summary of the overall algorithm is provided below.
1. Update level set variable φ.
(a) Copy φ to φn−1.
(b) Copy V to Vn−1.
(c) Determine the time step ∆t and extended velocity V
2. Copy Φ to Φn−1. Update Φ using φ according to Eq. (2.11).
3. Solve the heat equation utilizing Φn−1 and Φ. A fully implicit scheme is used in
these calculations. The tolerance for the residual vector is taken as ||b||2 ≤ 10−5.
If no fluid flow effects are incorporated, the discretized equations are only solved
once.
4. Use φ to construct an artificial mushy zone and solve the fluid flow equations with
tolerance of residual vector ||b||2 ≤ 10−5, permeability K0 = 10−5, and RaT = 0.
5. Set t = tn−1 + ∆t. Return to step 1.
2.6 Numerical examples
2.6.1 Solidification in a corner
This example is the solidification of a pure material in an infinite corner region with
ks = kl = 1, cs = cl = 1, L = 0.25 and ρ = 1. The melting and initial temperatures
are Tm = 0 and Tin = 0.3, respectively. A constant temperature condition T0 = −1 is
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applied to the two boundary sides of the region. The analytical solution for the non-
dimensionless interface position is given in [52].
To simulate this infinite corner Stefan problem, we use a domain of 5× 5 discretized
with a quadrilateral grid. At the left side and bottom sides of the domain, the temperature
is kept at T0, whereas the top and right sides are assumed to be adiabatic. This is only an
approximation of the original problem with a solution that at early times should compare
well with the analytical solution of the infinite corner problem.
We considered grids of different sizes. Figure 2.5(a) shows that the numerical solu-
tion converges to the analytical solution very well. In Fig. 2.5(b), we define the error as
the maximum distance of the calculated interface position from the analytical solution.
This is computed by (1) finding all the elements cut by the zero level set, (2) interpolat-
ing points which are on element edges and satisfy φ = 0, and (3) calculating distance
of the interpolated points to the analytical solution, which is discretized into 100 points.
As shown in Fig. 2.5(b), the error drops almost quadratically (≈ 2.4(∆x)2) with the grid
size ∆x.
2.6.2 Growing of a circle and a sphere in an undercooled melt
The dynamical evolution away from an unstable steady state was studied in [27, 10].
It was found that under conditions favoring rapid solidification in 2D, the radius of the
growing circle satisfies R(t) ∝ t. In 3D, the radius of the growing sphere satisfies R(t) ∝
√
t. Using the presented numerical scheme, we simulated the growth of an initial seed
with radius 1 with initial temperature 0 located in the middle of the domain [−5, 5]nsd,
where the number of spatial dimensions nsd= 2 for the growing circle example and
nsd= 3 for growing sphere. The rest of the domain is at initial temperature T0 = −0.5.
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Figure 2.5: Convergence study of the infinite corner problem (time 0.9) (a) front
position using various mesh sizes (b) maximum distance of the calcu-
lated interface from the analytical solution versus grid size.
The solid/liquid interface is always at temperature Tm = 0 without surface tension or
kinetic undercooling. A constant temperature boundary condition T = −0.5 is applied
at the boundary of the domain. Other parameters in the calculation are ks = kl = 1,
cs = cl = 1, L = 1 and ρ = 1. We use a 100 × 100 mesh for the 2D simulation and
100 × 100 × 100 mesh for the 3D simulation. Our results shown in Fig. 2.6 verify that
after a “burn-in” period, the radius of the solidifying circle grows linearly with time in
2D and the radius of the solidifying sphere in 3D grows linearly with the square root of
time.
2.6.3 Crystal growth in an undercooled melt: Effects of anisotropy
and surface tension
This example was originally addressed in [29] using a front-tracking method and re-
examined in [12] using an implementation of the level set method. The material param-
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Figure 2.6: Radius of a solidifying circle and sphere in an undercooled melt.
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Figure 2.7: Crystal growth in the presence of surface tension.
eters defining the problem are ks = kl = 1, cs = cl = 1, L = 1, ρ = 1 and Tm = 0. On the
freezing interface Γ we consider the classical Gibbs-Thomson relation given in Eq. (2.5)
with εc = εV = −0.002. The computational domain is taken as [−2, 2] × [−2, 2]. Insu-
lated boundary conditions are considered at all sides of the two-dimensional domain.
At time zero, we consider a small solid seed in the middle of the computational
domain. Its geometry is described as follows:
x(s) = (R + P cos(8pis)) cos(2pis), (2.33)
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y(s) = (R + P cos(8pis)) sin(2pis), (2.34)
where R = 0.1 and P = 0.02. The initial temperature of the seed is taken as 0 and
the initial temperature of the undercooled melt as -0.5. In the implementation of this
example, we considered three different finite element meshes (100× 100, 200× 200 and
400× 400). These studies allow us to investigate and report on the mesh-dependency of
the results obtained with the present methodology.
For these calculations λCFL = 0.3. To accelerate our simulation, the time step size is
adjusted automatically according to the CFL condition thus the lines shown in Fig. 2.7
are not evenly separated with time. The growth results shown in [29, 12] are in incre-
ments of 0.04 up to a final time of 0.8. Notice in Fig. 2.7 that at time 0.8, a steady-state
has been reached and as expected the area of the computed solid region is exactly half of
the total area of the domain. However, the area of the solid region at steady-state (time
0.8) is significantly different for the morphologies with low mesh resolution 100 × 100
comparing with high mesh resolution 400×400 in both [29] and [12]. The reason is that
when Dirichlet boundary condition is applied at the solid/liquid interface, discretization
error leads to high mesh-dependency. In our algorithm, we avoided applying Dirichlet
boundary conditions on the interface so that energy conservation is satisfied leading to
mesh-insensitive results.
We note that the grid refinement results shown in Fig. 2.7 compare well with those
given in [12]. The morphologies obtained in [29] using a front-tracking technique appear
to have a much higher mesh-dependency than the results reported here. The difference
in published results [29, 74, 12, 76] for this problem suggest that its solution is highly
sensitive to perturbations during the solution process and that the problem is indeed a
non-trivial one.
The above simulations were repeated but without the effects of surface tension, i.e.
33
-2 -1 0 1 2-2
-1
0
1
2
Figure 2.8: Unstable crystal growth without curvature effect using a mesh of 400×
400.
with εc = 0 and all other conditions in Eq. (2.5) as before. Figure 2.8 shows the results
of this simulation for a mesh size 400 × 400. Comparing with the results in Fig. 2.7, it
is seen that the crystal as expected is growing in a much more unstable mode.
Six-fold symmetric growth
We also computed the solution to a crystal growth problem under anisotropy with six-
fold symmetry examined previously in [76]. The problem definition is similar to the
earlier example.
At time zero, a small solid seed is put in the middle of the computational domain
[−2, 2] × [−2, 2]. Its geometry is described from Eqs. (2.33)-(2.34). The initial tem-
perature of the seed is taken as 0 and the initial temperature of the undercooled melt
as −0.8. The kinematic undercooling coefficient is constant with value εv = −0.001.
The surface tension (curvature undercooling coefficient) is specified by the following
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anisotropic model with six-fold symmetry:
εc = −0.001{1.0 + 0.4[ 83 sin4 3(θ − pi/2) − 1.0]}
All other material properties are normalized as 1.
In this example, the initial seed has a four-fold symmetry while εc has a six-fold
symmetry. This difference allows us to study how initial perturbations affect the crystal
growth. Using a grid of 400 × 400 and 800 × 800 and at final time 0.036, we obtain the
crystal interfaces shown in Fig. 2.9.
-2 -1 0 1 2-2
-1
0
1
2
-2 -1 0 1 2-2
-1
0
1
2
(a) (b)
Figure 2.9: Evolution of four-fold initial seed with six-fold surface tension
anisotropy (a) Mesh 400 × 400 (b) Mesh 800 × 800.
From Fig. 2.9, we can conclude that the primary dendrite arms are determined by the
growth mechanism (anisotropy), while the initial perturbations only affect the formation
of secondary dendritic arms.
As pointed out in [76], the formed secondary dendritic arms are different for coarse
and fine grid simulations (see Figs. 2.9 (a) and (b)), while the primary dendrite tips
are growing with the same velocity for both grids (they all reach the computational
35
boundary at time about 0.036). However, note that in the work of [76] using a front
tracking method with markers, the total time for the crystal to reach the computational
boundary varied from 0.035 with grid 800 × 800 to 0.045 with grid 400 × 400. The
apparent improvement provided by the present methodology may be due to its energy
conserving nature.
2.6.4 Two-dimensional steady-state dendritic growth: Comparison
with solvability theory
Steady-state features of dendritic growth have been studied extensively using phase-
field models [48, 30] and the level set method [32]. These calculations have been in
good agreement with the predictions of microscopic solvability theory. We will show
here that an excellent agreement is also obtained using the developed energy conserving
level set method. In the problem considered, the equilibrium temperature in the freezing
interface Γ incorporates the effects of anisotropy as
T ∗ = −d0(1 − 15 cos 4θ)κ, (2.35)
with θ the angle between the outward normal and the x direction, d0 = 0.5 and  =
0.05. The initial liquid temperature and boundary temperature (thus the undercooling
considered) is ∆ = 0.55. The remaining material parameters are selected as ks = kl = 1,
cs = cl = 1, L = 1 and ρ = 1. The obtained results are plotted using a normalized
velocity V˜ = ρcd0Vk , a normalized position x˜ =
x
d0
, y˜ = yd0 , and dimensionless time t˜ =
k
ρcd20
t. These dimensionless variables are also used in all of the following examples.
Our results shown in Figs. 2.10(a)-(d) obtained with a mesh of 800 × 800 compare
fairly well with the numerical results obtained using the phase field method [48, 30] and
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the level set method [32]. From the plot of the computed temperature field in Fig. 2.10b,
we can observe that there is an undercooling at the dendrite tips due to positive curvature,
whereas at places with a negative curvature, the melt temperature is greater than zero
(the melting point). In these simulations, the interface velocity is extended away from
the interface to a distance of 3∆x on each side for solving the level set equation. At other
places, the interface velocity is taken to be zero. From Fig. 2.10d, we can see that the
interface velocity achieves a maximum at the dendrite tips. This value is about 0.016 for
the results obtained using a mesh of 400× 400 and 0.017 for the results using a mesh of
800 × 800. According to the solvability theory, the steady-state velocity at the dendrite
tips is 0.017 [32].
The dendrite tip velocity is found to be very sensitive to the degree of undercool-
ing. Using a slightly higher undercooling of 0.65, the steady-state dendrite tip velocity
increases to about 0.047 as shown in Fig. 2.11. For the results in this figure, we have
increased the computational domain to 1200 × 1200 using a mesh of 600 × 600. In this
figure, we can find that the dendrite tip velocity settles to a value 0.017 at dimensionless
time 22000. In the earlier reported case of a domain of 800× 800, the thermal boundary
layer eventually interacts with the system boundary and the asymptotic nature of the
solution is lost.
Finally, in order to demonstrate the ability of the present method to enforce weakly
the interface temperature condition, we also documented the equilibrium temperature at
the dendrite tips for this example with undercooling 0.55 (Fig. 2.12).
While as discussed in Remark 2, an iterative process may be needed in general to
enforce the interface temperature condition, in this example an explicit non-iterative pro-
cess was sufficient. The equilibrium temperature falls in the range of [−0.042,−0.002],
which only varies about 0.04/0.55 = 7.2% of the total undercooling. This small varia-
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Figure 2.10: Crystal growth at undercooling ∆ = 0.55.
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Figure 2.11: Time evolution of the dimensionless dendrite tip velocity for various
undercoolings.
tion of the equilibrium temperature did not require the use of an iterative process such
as the one shown in Fig. 2.3.
It has been pointed out in [32] that phase-field asymptotics for unequal solid/liquid
diffusivities lead to computationally inconvenient forms and require extra grid resolu-
tion. The level set method by its nature avoids this difficulty. In order to demonstrate
the ability of the present methodology to model unequal diffusivities, we calculated the
same 2D crystal growth case using various diffusivities as shown in Fig. 2.13. From this
figure, we can see that an increase of the liquid diffusivity tends to make the dendrite tips
sharper, while an increase of the solid diffusivity would only make the dendrite tips a
little bit fatter. A change of the liquid diffusivity was shown to affect the growth pattern
more than a change of the solid diffusivity.
Off-axis solidification growth
In order to demonstrate that the presented algorithm works properly for off-axis
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Figure 2.12: Equilibrium temperature at dendrite tips of the 2D dendritic growth
with undercooling 0.55.
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Figure 2.13: Dendrite growth with unequal solid/liquid conductivities.
growth, we recomputed the above example with a rotated surface tension anisotropy as
follows:
T ∗ = −d0
(
1 − 15 cos(4(θ + pi
4
))
)
κ. (2.36)
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The temperature field (at time about 10000) obtained by the original anisotropy and
rotated anisotropy are shown in Figs. 2.14 (a) and (b). From Figs. 2.14 (a) and (b), we
can conclude that the crystal growth is not affected by the grid orientation.
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Figure 2.14: Temperature field for the 2D solvability case with undercooling 0.55
(a) normal surface tension anisotropy (b) rotated surface tension
anisotropy.
Formation of secondary dendrites
The formation of secondary dendrites is of great interest to many researchers, e.g. the
mechanical properties are related with secondary dendrite arm spacing. In the solvability
problem examined earlier with undercooling 0.55 and a computational domain of 800×
800, no secondary arms were formed as shown in Fig. 2.10. In order to capture the
formation of secondary dendritic arms, the computational domain is now increased to
2000 × 2000 using a grid of 800 × 800. When the tips are about 800 away from the
center, the dendrite shapes are exactly the same as in Fig. 2.10(a). After that, small
perturbations starts growing (see Fig. 2.15(a)). However, these perturbations do not
evolve into secondary dendrites. This is due to the particular undercooling considered.
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Indeed, we performed another run with the same increased domain and an undercooling
of 0.80. In this case, the perturbations eventually evolved into secondary dendrites as
shown in Fig. 2.15(b). Calculations with such increased computational domain are given
in [30, 49], however only in the adaptive finite element calculations of [49] secondary
arms are predicted.
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Figure 2.15: Front position evolution for the solvability problem using an enlarged
domain and two-different undercoolings.
2.6.5 Three-dimensional dendritic growth
High-undercooling case
We herein examine the 3D case of the earlier solvability example using a mesh of
60 × 60 × 60 with an undercooling of 0.55. To incorporate anisotropy in this 3D solidi-
fication growth example, we consider the following equilibrium temperature [3]:
T ∗ = −d0(1 − (4(n41 + n42 + n43) − 3))κ, on Γ, (2.37)
where d0 = 0.5,  = 0.05 and n1, n2, n3 are the components of the normal unit vector
42
0
-0.025
-0.05
-0.075
-0.1
-0.125
-0.15
-0.175
-0.2
-0.225
-0.25
-0.275
-0.3
-0.325
-0.35
-0.375
-0.4
-0.425
-0.45
-0.475
-0.5
-0.525
-0.55
0
100
200
300
400
0
200
300
0
100
200
300
400
100
(a) Temperature field (b) Crystal shape
Figure 2.16: Temperature field and crystal shape at time t = 105 for 3D crystal
growth at an undercooling ∆ = 0.55.
along the x, y, z axes, respectively, calculated at each point on the freezing interface. The
whole domain considered is [−400,+400]3. Using symmetry, only 1/8 of the whole
domain is calculated. Using an IBM T41 with a 1.7GHz CPU and 512 MB memory, the
calculation time for the crystal to reach the state shown in Fig. 3.27 is about 10 hours.
In this case, the undercooling is relatively large, so that the temperature field extends
spatially as shown in Fig. 3.27.
Low-undercooling
It was observed that at low-undercoolings, the length scale to model the underlying
transport processes is several orders of magnitude the tip radius [46]. However, the mesh
step size ∆x should be based on the tip radius in order to model the dendrite shape. This
requires a very fine 3D grid, and substantially increases the computational difficulty for
such problems. The following case with an undercooling of 0.05 is first presented in [46]
to illustrate the computational power of the so called ‘multiscale random-walk algo-
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rithm’ to address previously computationally unreachable range of low-undercoolings.
Other parameters considered are the following [46]:
T ∗ = −d0(1 − 3)[1 − 4(n41 + n42 + n43)/(1 − 3)]κ, on Γ, (2.38)
where d0 = 1 and  = 0.025. Again using symmetry, we take a computation domain of
[0,+20000]3 with mesh 1203 using 2 V1 nodes in the Cornell CTC center (with 4× 500
MHz CPU on each node). Domain decomposition using 8 domains (processes) is used
in this calculation.
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Figure 2.17: Temperature field and crystal shape at time t = 2.4 × 108 for 3D
crystal growth at an undercooling ∆ = 0.05.
For this low-undercooling case, the interface velocity is very small compared to the
high-undercooling case. A smaller CFL coefficient of λCFL = 0.1 is thus used in this
case to reduce the computation time step. The temperature field on the first process and
the crystal shape is shown in Fig. 2.17 with domain [0,+10000]3 using a mesh of 603.
Since the other 7 processes provide only little additional information on temperature,
the results of those processes are not shown here. The dimensionless tip velocity and
tip radius as a function of time are shown in Fig. 2.18. These results are very close
to those reported in [46]. The steady-state tip velocity and dendrite tip radius agree
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Figure 2.18: Time evolution of the dimensionless tip velocity and dimensionless
tip radius for 3D crystal growth at an undercooling ∆ = 0.05.
well with values reported in [46]. This demonstrates that the present methodology can
successfully be applied to undercoolings as low as 0.05 thus bridging the disparity of
length scales for modelling the tip radius and the thermal boundary layer. This ability is
important since there is direct experimental relevance in this order of undercoolings [46].
We also considered the equilibrium condition in Eq. (2.38) but with an undercooling
of 0.45 and  = 0.04. This case was examined earlier in [28]. The obtained results in
Fig. 2.19 show that the predicted dendrite shapes compare fairly well with those reported
in [28] using the phase field method.
2.6.6 Two-dimensional crystal growth with convection
Beckermann et al. [6] presented the first calculations of dendritic growth in the presence
of convection with a diffused-interface using the phase-field method. An implementa-
tion of dendritic growth with fluid flow using a front-tracking method is given in [3].
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Figure 2.19: Temperature field and crystal shape at time t = 320 for 3D crys-
tal growth at an undercooling ∆ = 0.45. The predicted 3D crystal
growth compares well with that obtained in [28] using the phase field
method.
The 2D case studied here is from [6]. The initial temperature is Tin = −0.55 and the
inlet velocity Vinlet = 0.035 with Pr= 23.1. The remaining conditions are the same as
those reported in the 2D solvability theory case.
The computed results are summarized in Fig. 2.20. The dendrite ‘tilting’ shown in
Fig. 2.20(a) is due to the fact that the heat fluxes are higher on the upstream side than on
the downstream side. The growth patterns predicted here compare fairly well with those
in [6]. As shown in Fig. 2.20(a), we only calculated the solution on the right half of the
domain [0, 400]×[−400, 400] using a mesh of 200×400. The left half is mirrored to show
the results. Domain decomposition using 8 domains is also used in this calculation. The
actual grid in each processor includes two rows of additional grid points in each outer
surface to facilitate the communication of data at the boundary. This calculation was
performed in the Cornell CTC supercomputer using 4 VII nodes (2 × 2.4 GHz CPU
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Figure 2.20: Two-dimensional crystal growth with convection.
on each node) within about 5 hours. A schematic of the typical dendrite growth in the
presence of fluid flow is shown in Fig. 2.20(a). The dimensionless velocity at the tips is
shown in Fig. 2.20(b).
The flow passing through the perpendicular tip is shown in Fig. 2.20(c), while the
streamline contours are shown in Fig. 2.20(d). As shown in Fig. 2.20(c), an artificial
‘mushy zone’ with width 2∆x is assumed. We use a permeability constant K0 = 10−5
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so that the velocity is almost zero within this zone, as if the no-slip condition is applied
at the boundary between the mushy-zone and the melt region. Since the half-width of
the mushy zone is only ∆x, the no-slip condition is applied on the position φ = ∆x.
In our calculation, the mushy zone is identified using φ ∈ [−∆x,+∆x]. One can also
change position of the artificial mushy zone according to the signed distance variable φ,
e.g. φ ∈ [−∆x, 0] or φ ∈ [−2∆x, 0], so that the no-slip condition can be exactly applied
at φ = 0. Comparing with the phase-field method [6] where special modelling of the
interfacial stress term was used, it can be seen that the present method does not require
an asymptotic analysis. Moreover, since the present method is a whole-domain method
using volume-averaging, it is easy to implement and accurate when coupling heat trans-
fer with fluid flow [72]. As it has been pointed out in [72], the volume-averaging model
with stabilized FEM formulation converges nearly quadratically. Other methods such as
the fractional step method do not show such rates of convergence.
Remark 5: Treating the diffused-interface as a porous medium [6] with the Kozeny-
Carman approximation for the permeability is of no physical significance in the present
calculations. It is simply a numerical tool for applying the no-slip boundary condition
on the growing crystal using a fixed-grid. A variant viscosity in the diffused-interface
can be applied as well [66]. In our calculations, we found that both of these methods
lead to nearly identical results with velocity of very small magnitude within the mushy
zone.
2.6.7 Three-dimensional crystal growth with convection
Two 3D examples are examined with high- and low-undercooling. These examples
have been examined earlier in [28] and [3], respectively. For the high-undercooling
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Figure 2.21: Crystal shape and temperature field for 3D growth in the presence of
fluid flow (a) ∆ = 0.45,  = 0.04, Vinlet = 1, Pr = 23.1 at time t = 163
(b) ∆ = 0.15,  = 0.3, Vinlet = 0.002, Pr = 1.0 at time t = 1.89 × 107.
case, the undercooling is 0.45 and the inlet velocity is specified as 1.0. The equilibrium
temperature on the interface is given from Eq. (2.38) where d0 = 1 and  = 0.04. The
computational domain is taken as [0, 200] × [0, 200] × [−200, 200] with mesh size 60 ×
60×120. For the low-undercooling case, the undercooling is 0.15, and the inlet velocity
is 0.002. The equilibrium temperature on the interface is specified by Eq. (2.37) where
d0 = 1 and  = 0.3. The computational domain is taken as [0, 12500] × [0, 12500] ×
[−12500, 12500] with mesh size 60 × 60 × 120.
The temperature field and crystal shape for both cases are shown in Fig. 2.21. The
computed 3D growth pattern is similar to the 2D growth pattern except that there are
four perpendicular arms in 3D. Comparing Figs. 2.22(a) and 2.22(b), one can also ob-
serve that the crystal growth velocity is greatly affected by the degree of undercooling.
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Figure 2.22: Dendrite tip velocity evolution for 3D crystal growth in the presence
of flow (a) ∆ = 0.45,  = 0.04, Vinlet = 1, Pr = 23.1 (b) ∆ = 0.15,
 = 0.3, Vinlet = 0.002, Pr = 1.0.
The dendrite tip velocity differs by an order of about 102 for the two undercoolings
considered. These results compare very well with those reported in [3, 28].
2.7 Conclusions
A method combining features of front-tracking and fixed domain methods is presented
to model dendritic solidification of pure materials. Some of the key features of the
presented method include (a) the use of a fixed-grid simulation for heat and momentum
transfer, (b) energy conservation by avoiding the explicit application of temperature con-
dition on the freezing front, (c) avoiding the direct application of the no-slip condition
on the freezing front, (d) symmetric discretization of the heat equation thus avoiding
the problems addressed in [32] and (e) automatic time step selection. The method is
substantially simpler to implement relative to front tracking or phase field models.
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Chapter 3
Extension to multi-component alloys
3.1 Sharp interface model for the solidification of multi-component
alloys
Let us consider the solidification of an alloy system with n components that results in
N phases. Each phase α is assumed to occupy a region Ωα with temperature Tα and
concentration Cαi , for each component i. Each pair of these regions, Ω
α and Ωβ, are
separated by the interface Γαβ, which is ∅ when the two phases are not neighboring each
other. The phase domain Ωα is time-dependent and its boundary Γα, which is a union
of interfaces with all other phases (Γα =
⋃
γ,α Γ
αγ), is moving with normal velocity
Vα. The unit normal vector nα is defined as pointing away from the phase region Ωα.
The total domain Ω =
⋃
α Ω
α containing all phases and its external boundary ∂Ω is
assumed to be time-independent. On the interface of two phases Γαβ, which is a part
of both Γα and Γβ, the normal growth velocities and unit normal vectors are related as
Vα = −Vβ and nα = −nβ, respectively. In this work, we use the subscript i to denote
different species with i = 1 indicating the major component and i = 2, 3, . . . , n the
minor components. The superscript α is used to denote different phases with α = 1
referring to the liquid phase and α = 2, 3, . . . ,N the various solid phases. To emphasize
the differences between the solid phases and the liquid phase, we also use s to denote
different solid phases with s = 2, 3, . . . ,N and ` to denote the liquid phase with ` = 1.
To allow us to concentrate on key aspects of the solidification of multi-component
alloy systems, the following assumptions are introduced for the transport of heat, mo-
mentum and solute:
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Figure 3.1: Schematic of the solidification of a multi-component alloy system
with multiple solid phases (here phases α and β).
1. Constant density ρ, constant thermo-physical and transport properties for each
phase including thermal conductivities kα, heat capacities cα, latent heats of trans-
formation of the liquid phase ` to each solid phase s (denoted as Ls), partition
coefficients of the liquid phase ` and solid phase s with respect to component i
(denoted as kpsi ), solutal diffusion coefficients D
`
i , and viscosity µ
`.
2. Zero solute diffusivity in all solid phases, Dsi =0, and negligible solid-solid phase
transformation, Vα = 0 on Γαβ, ∀ α, β , `.
Following standard notation, the governing equations in the presence of fluid flow
are given as follows:
∇ · v(x, t) = 0, x ∈ Ω`, (3.1)
ρ
(
∂v(x, t)
∂t
+ ∇v(x, t)v(x, t)
)
= −∇p(x, t)I +
∇ · µ
[
∇v(x, t) + (∇v(x, t))T
]
+ b, x ∈ Ω`, (3.2)
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ρcs
∂T (x, t)
∂t
= ks∇2T (x, t), x ∈ Ωs, s = 2, 3, . . . ,N, (3.3)
ρc`
(
∂T (x, t)
∂t
+ v · ∇T (x, t)
)
= k`∇2T (x, t), x ∈ Ω`, (3.4)
∂C`i (x, t)
∂t
+ v · ∇C`i (x, t) = D`i∇2C`i (x, t), x ∈ Ω`, i = 2, 3, . . . , n, (3.5)
where v is the melt flow velocity and b is the buoyancy body force.
The temperature on the interface Γs` (denoted as T s`I ) is equal to the equilibrium
temperature T s∗ . This equilibrium temperature is given from the Gibbs-Thomson relation
as follows:
T s∗ = T
s`(C`1,C
`
2, . . . ,C
`
n) + ε
s
cκ
s + εsVV
s, s = 2, 3, . . . ,N, (3.6)
where T s`(C`1,C
`
2, . . . ,C
`
n) is the liquidus temperature obtained from the phase diagram
or thermodynamic databases, κs is the curvature of the freezing interface, and εsc and ε
s
V
are the curvature and kinetic undercooling coefficients, respectively.
With C si = kp
s
i C
`
i on Γ
s`, solutal rejection at the solid/liquid interfaces is governed by
the following equation:
D`i
∂C`i
∂ns
= −(1 − kpsi )C`i V sns, on Γs`, s = 2, 3, . . . ,N. (3.7)
The interface velocity V s on Γs` is related to the heat flux jump at the freezing front
by the classical Stefan equation (interfacial energy balance) as follows:
V s = −V` = (qs − q`)/(ρLs), on Γs`, s = 2, 3, . . . ,N, (3.8)
where q denotes the heat flux k∇T · ns.
The level set function φα is defined to be the signed distance from the phase boundary
Γα as shown in Eq. (3.9), Here dα(x, t) is the normal distance of a point x from Γα. The
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phase boundary position is thus implicitly stored in φα. The idea behind the level set
method is to move φα with speed Vα at phase boundary Γα, which is extracted from
Eq. (3.8).
φα(x, t) ≡

+dα(x, t), x < Ωα,
0, x ∈ Γα,
−dα(x, t), x ∈ Ωα,
(3.9)
The equation of motion governing φα is given as follows:
φαt + V
α|∇φα| = 0, α = 1, 2, . . . ,N. (3.10)
With the above introduction of the level set function, we will re-write the Stefan condi-
tion for the classical Stefan problem as follows:
V s = −V` = (qs − q`)/(ρLs), qs = lim
φs→0−
q, q` = lim
φs→0+
q, on Γs`, (3.11)
where the notation 0+ and 0− is used here for notational simplification to denote the
values of φs (s = 2, 3, . . . ,N) as we approach the freezing front from the solid and liquid
sides, respectively.
3.2 Diffused-interfaces and modeling of transport processes
3.2.1 Important assumptions
Many of the difficulties in the implementation of the sharp-interface multi-component
alloy solidification problem defined earlier are related to the application of the thermal
essential boundary condition given in Eq. (3.6) and the solute rejection flux condition
given in Eq. (3.7). To avoid directly applying these conditions as needed in front track-
ing methodologies, we introduce a diffused-interface approximation to allow convenient
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modeling of the underlying transport processes while still maintaining an explicit track-
ing of the phase boundaries. This model was applied earlier for the solidification of pure
materials [61]. Volume-averaging approximations used extensively for macroscopic so-
lidification process modeling will be used here for modeling dendritic alloy solidifica-
tion. Using a diffused-interface model for the transport equations and volume-averaging
to derive the corresponding equations is a well established approach for modeling solid-
ification using the phase field method [6].
Assumption 1: We assume that solidification occurs in a diffused zone of width 2w
that is symmetric around φ` = 0. The parameter w used here is defined in terms of the
spatial discretization selected (usually taken as the size of one finite element) and it is
not related to the physics of phase transformation which usually occurs on a thickness
of the order of atomic distances. The choice of w in this model is comparable to the
choice for the interface width in the phase field method, and can affect the accuracy of
the results, just like in the phase field method.
Following ideas similar to those in diffused-interface models, let us define the func-
tion Φα(x, t) as follows:
Φα(x, t) ≡

0, φα(x, t) > w,
1, φα(x, t) < −w,
−φα(x, t)/2w + 0.5, φα(x, t) ∈ [−w,w].
(3.12)
This function was used in our earlier work [61] for the solidification of pure materials to
define the liquid volume fraction within the diffused-interface. However, this definition
cannot be used for multi-component alloy solidification. Indeed, for x near the phase
interface Γαβ (φα < w, φβ < w) and far away from triple points (φγ > w, ∀ γ , α, β), we
have Φα + Φβ = 1 and Φγ = 0, ∀ γ , α, β and Φ can be used as phase volume fraction.
However, for x near triple points (interface of three phases) α, β and γ (φα < w, φβ <
w, φγ < w), we will have Φα + Φβ + Φγ > 1 and Φ cannot be used as phase volume
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fraction. We herein introduce another variable for phase volume fraction as follows:
α ≡ Φα/
∑
β
Φβ. (3.13)
Assumption 2: The diffused-interface between a solid phase and the liquid phase is
treated as a porous medium with Kozeny-Carman approximation for the permeability:
K(`) =
K0`
3
(1 − `)2 , (3.14)
where K0 is a permeability constant taken to be a small value of 10−5 in our computa-
tions.
The above assumption is of no physical significance in the present calculations. It is
simply for the convenience of applying the no-slip boundary condition on the growing
solid phases with a fixed-grid. This idea of using a thin region near the interface to apply
the no-slip condition is a well accepted technique in the literature. The present Kozeny-
Carman approach for enforcing the no-slip condition depends on the selection of w
and is essentially equivalent to the one in [6]. In [66], another technique using variant
viscosity in the diffused-interface was applied to account for the no-slip condition on the
solid-liquid interface. In our previous work [61], we had shown that the variant viscosity
and the Kozeny-Carman approach lead to nearly identical results with velocity of very
small magnitude within the thin artificially-constructed diffused solid-liquid interfaces.
Assumption 3: The solid-liquid interface temperature T s`I is allowed to vary from
the equilibrium temperature T s∗ in such a way that
dT s`I
dt
= −kN(T s`I − T s∗), (3.15)
where kN controls the rate with which T s`I is designed to approach the desired equilib-
rium temperature.
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With the assumption of Eq. (3.15), and by further assuming that the mean tem-
perature in the diffused-interface (mushy) zone can be approximated as T s`I , the energy
conservation for the diffused freezing zone leads to what we here refer to as the extended
Stefan condition [61]:
V s =
qs − q`
ρLs
+
2c˜sw
Ls
kN(T s∗ − T s`I ), qs = lim
φs→−w−
q, q` = lim
φs→w+
q, on Γs`, (3.16)
where c˜s ≡ 0.5(cs + c`) and the heat fluxes q` and qs are computed at the boundaries
of the diffused-interface. According to the stability analysis discussed in [61], kN is
selected based on the time step size as kN = 1/∆t.
The extended Stefan equation is used to compute the interface velocity and evolve
the interface. It weakly enforces the Gibbs-Thomson relation on the moving interface.
The other two important conditions on the interface (the one governing solute rejection
and the no slip condition for fluid flow) are also weakly enforced using the volume
averaging techniques that are reviewed next.
3.2.2 Brief review of the volume-averaging transport equations
In order to set forward the notation and fundamental equations used for modeling the
transport phenomena relevant to dendritic growth, in the section we will briefly summa-
rize the volume-averaged transport equations applied to the diffused interface initially
developed in [6] in the context of phase field solidification models. A more detailed
presentation is given in [57, 59].
The equations representing momentum, energy, mass and species transport in each
phase α take the following general form:
∂Θα
∂t
+ ∇ · (Θα vα) = ∇ · Jα + S α, (3.17)
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for appropriate selection of the field variable Θ, diffusion flux J and source term S .
A phase function να is introduced as taking value 1 in phase α and zero elsewhere.
The volume-averaged quantity < Ψα > of any quantity Ψ(x, t) in phase α over the entire
averaging volume dV can now be introduced as:
< Ψα >=
1
dV
∫
dV
Ψανα(x, t)dv (3.18)
Similarly, one can introduce the intrinsic volume-averaged quantity < Ψα >α (averaged
value of Ψ(x, t) in the control volume dVα) as:
< Ψα >α=
1
dVα
∫
dV
Ψανα(x, t)dv =
< Ψα >
α
, (3.19)
where α was defined earlier in Eq. (3.13).
Finally, the fluctuating component Ψˆα is commonly introduced to represent the de-
viation of Ψα from the intrinsic volume-averaged < Ψα >α. It is given by:
Ψˆα = (Ψα− < Ψα >α)να. (3.20)
Multiplying each side of Eq. (3.17) by να, integrating it over the averaging volume dV ,
one can obtain the following averaged transport equation for phase α [57]:
∂< Θα >
∂t
+ ∇ · α < Θα >α< vα >α= ∇· < Jα > + < S α >
+∇ · 1
dV
∫
dV
(−Θ̂αv̂α)dv + 1
dV
∫
dAα
Jα · nαdA
+
1
dV
∫
dAα
Θα(Vα − vα) · nαdA, (3.21)
where dAα is the interfacial area of phase α with the other phases, nα is the outward unit
normal of the infinitesimal element of area dA of phase α, and Va is the growth velocity
of the boundary of phase α.
In comparison with the original transport Eq. (3.17), three extra terms IαD, I
α
J and I
α
Q
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appear from the volume-averaging procedure of the form:
IαD ≡ ∇ ·
1
dV
∫
dV
(−Θ̂αv̂α)dv, (3.22)
IαQ ≡
1
dV
∫
dAα
Θα(Vα − vα) · nαdA, (3.23)
IαJ ≡
1
dV
∫
dAα
Jα · nαdA. (3.24)
Almost all models reported in the literature neglect the IαD term [25, 47, 7]. The
same approximation is considered here as well. The term IαQ accounts for the interfacial
transfer due to phase change, whereas IαJ represents the transport phenomena between
phases within dV by diffusion and is related to the gradients of microscopic velocity,
temperature and species concentration on each side of the solid/liquid interface dAα [42].
Since in the volume-averaging approach that we will follow, the averaged equations
from different phases are added within the averaging volume dV , detailed modeling of
the interfacial transfer terms IαJ and I
α
Q can be avoided [57]. The heat, mass or species
lost from one phase is gained by other phases, i.e.∑
α
IαJ = 0 and
∑
α
IαQ = 0. (3.25)
For momentum, the interfacial momentum fluxes due to solidification also balance each
other, that is
∑
α IαQ = 0. However,
∑
α IαJ in the diffused-interface (mushy) zone is
modeled using Darcy’s law [72]:∑
α
IαJ = −
`
2
µ` < v` >`
K(`)
, (3.26)
where K(`) is the assumed permeability of the diffused-interface (see Assumption 2).
To arrive at a model tractable for computation, the variations of material properties
in dVα are neglected, although globally they may vary, that is < µα >α= µα, < kα >α=
kα, < D` >`= D`, Ds = 0. We also assume that all phases in the averaging volume
are in thermodynamic equilibrium, i.e. < Tα >α=< T β >β for any two phases α and β.
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The concentration in the averaging volume is assumed to be solutally well mixed, that
is, < Cαi >
α= Cαi .
Mass conservation
For the derivation of the volume-averaged equation of mass conservation using
Eq. (3.21), we substitute Θ = ρ, J = 0, and S = 0. By writing and adding the indi-
vidual mass conservation equations for all phases, we obtain:
∇ · v = 0, (3.27)
where we have further defined:
v = ` < v` >` . (3.28)
Note that in this work, we have assumed that < vs >s= 0 for all solid phases s =
2, 3, . . . ,N.
Momentum conservation
For deriving the averaged equation of momentum conservation from Eq. (3.21), we
take Θ = ρv and S = b. Furthermore, we assume a Newtonian fluid and hence the
viscous-stress is given in terms of the rate of deformation as,
σ = −p`I + µ`[∇v` + (∇v`)T ]. (3.29)
Using the previous assumptions, and the definition of v given earlier, the final form of
the averaged transport equation of momentum transport then yields [72]:
∂(ρ v)
∂t
+ ∇ · (ρvv
`
) = − `∇ < p` >` +∇ ·
[
µ`
(
∇v + (∇v)T
)]
− `µ` v
K(`)
+ `ρ`g, (3.30)
where g is the gravity vector. The change in liquid density is here expressed using the
Boussinesq approximation ρ` = ρ[(1 − βc(C − C0) − βT (T − T0)] and it appears only in
the body force term. In other places, ρ` is regarded to be the same constant as ρ.
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Energy conservation
For deriving the volume-averaged equation of energy conservation we take Θ = ρh =
ρ
∑
α 
αhα, where h represents the total enthalpy. In addition, we consider in Eq. (3.21),
S = 0 and utilize Fourier’s law J = −k∇T , with k ≡ ∑α αkα. Eq. (3.21) then yields the
following:
∂(ρh)
∂t
+ ∇ · (ρh`v) = ∇ · (k∇T ). (3.31)
We assume constant but unequal specific heat for all phases. Using linear relation be-
tween enthalpy and temperature for each phase, a governing equation for energy con-
servation based on temperature can be derived from Eq. (3.31) in the following form:
(
N∑
α=1
ρcαα)
∂T
∂t
+ ρc`∇ · (vT ) = ∇ · (k∇T ) +
N∑
s=2
ρLs˙ s. (3.32)
Species conservation
For arriving at the volume averaged equation of species conservation, we note that
for this case in Eq. (3.21), Θ = ρCi, where Ci represents solutal concentration (per
unit mass) for component i, and S = 0. Furthermore, we utilize Fick’s law for species
diffusion flux, that is, J = −ρDi∇Ci. We also assume no diffusion in the solid phase
Dsi = 0. The macroscopic transport equation of species conservation can then be derived
from Eq. (3.21) as follows:
∂Ci
∂t
+ ∇ · (C`i v) = ∇ · (`D`i∇C`i ), (3.33)
where
Ci =
∑
α
αCαi . (3.34)
Notice that C`i is only defined in the region with liquid fraction greater than zero (the
liquid phase and diffused interface). Particularly in the diffused-interface, the following
holds C`i = C
s
i /kp
s
i , ∀ s = 2, 3, . . . ,N. Any definition of C`i in the solid phase will
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not affect the validity of Eq. (3.33), since the two terms in Eq. (3.33) related with C`i
are multiplied with either v (which is zero in the solid) or ` (also zero in the solid).
However, for numerical reasons, C`i is usually taken to be a continuous function across
the mushy zone. For example, C`i is taken as the eutectic concentration for the solid
phase in [72]. In this work, we follow the idea of [45] by taking C`i = C
s
i /kp
s
i in the solid
phase. The activity scalar field is defined following [45] as:
ai(x, t) ≡

C`i (x, t) x ∈ Ω`t ,
C si (x, t)
/
kpsi x ∈ Ωst ,
(3.35)
where ai(x, t) is continuous in the whole domain Ω. In particular within the diffused
interface, we will have C`i = C
s
i /kp
s
i = ai. So Eq. (3.33) can be rewritten as
∂Ci
∂t
+ ∇ · (vai) = ∇ · (`D`i∇ai), x ∈ Ω`, i = 2, 3, . . . , n, (3.36)
where using the definition of mixture concentration, Ci = `C`i +
∑
s 
sC si and Eq. (3.35),
the relation between concentration and activity is written as follows:
ai =
Ci
` +
∑
s 
skpsi
. (3.37)
3.3 Numerical implementation
3.3.1 Multi-phase motion re-initialization technique
For a solidification system with only one solid phase, only one signed distance function
is required since φs = −φ` everywhere. Correspondingly, only one level set equation
(usually φs) needs to be solved. In this work, we consider the possibility of multiple
solid phases with s = 2, 3, . . . ,N. A signed distance function φα is defined for each
phase α. The velocity on the solid-liquid interface is computed using Eq. (3.16). The
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velocity on the solid-solid interface is zero, since solid-solid phase transformation is
neglected in this work. With interface velocity defined on the boundary of each phase,
a set of level set equations (Eq. 3.10) can be solved to evolve the phase boundary for
each phase. However, evolving each level set equation independently leads to gaps or
overlaps of zero level sets due to numerical error. This is a difficult problem addressed in
many earlier publications [77, 39]. In this work, we use a reinitialization scheme based
on the following property of signed distances for a multi-phase system.
Property: Each point x in the domain Ω belongs to a phase α and has a closest phase β
such that φα(x) = −φβ(x) and φα(x) ≤ 0 ≤ φβ(x) ≤ φγ(x), ∀ γ, γ , α, β.
In this work, we use a rather simple but efficient re-initialization scheme with the
following three steps: 1. For each node point x, find the smallest two signed distance
functions φα(x), φβ(x) such that φα(x) ≤ φβ(x) ≤ φγ(x), ∀ γ , α, β. α will be the
phase containing node point x and β will be the nearest phase to x. 2. Compute err =
φα(x)+φβ(x)
2 . For all γ (including α, β), update φ
γ(x) as φγ(x)−err. 3. Use a fast marching
technique to independently re-initialize each signed distance function.
This numerical scheme is very fast since the operation time for the three steps is only
O(m), O(m) and O(m log m) respectively, where m represents the number of nodes in the
finite element mesh.
3.3.2 Fast marching technique
Reinitialization techniques based on structured meshes are described with detail in [56,
43]. In an effort to make our developments suitable for coupling with FEM-based solvers
for heat transfer, fluid flow and solute transport, we extend the fast marching method to
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unstructured grids and use it to implement the reinitialization procedure and extension
of interface velocity. For convenience, we will only emphasize extension to the pos-
itive region φ > 0. Extension of fields to the negative region φ < 0 follows similar
methodology.
P
A B
C
Q
R
S
Figure 3.2: Fast marching scheme for an unstructured finite element grid in two-
dimensions.
To simplify the presentation, only two-dimensional problems are addressed here.
The fast marching method uses tags to indicate the type of each node: ‘alive’, ‘band’ and
‘far away’, which are shown as black, gray and empty circles, respectively, in Fig. 3.2.
‘Alive’ means that the value of a variable (e.g. of the level set variable φ or the interface
velocity V) is already computed on the node and ready to be extended to other nodes.
A node adjacent to ‘alive’ nodes is ready to have its value extended and is marked as
‘band’. Other nodes are simply marked as ‘far away’.
A very important idea in the fast marching method is that the level set function values
should be extended from the nodes closest to the interface to the nodes farthest from the
interface in a well-defined order. In each iteration, the ‘band’ node with smallest φ will
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have its value extended. Note that when extending φ itself, the φ value on a ‘band’ node
is just an estimate which is updated whenever one of its neighbor nodes becomes ‘alive’.
After the closest ‘band’ node becomes ‘alive’, its ‘far away’ neighbors may be captured
into ‘band’. One continues with this process until all ‘band’ nodes become ‘alive’.
How to find the closest ‘band’ node as fast as possible for extension of value is very
crucial. A simple way is to check all of the nodal points, which leads to a method of
operation time O(m) for each iteration with m the number of nodes. The fast marching
method uses a balanced heap data structure to store all the ‘band’ nodes with the nearest
node always at root. The balanced heap data structure will lead to a method of operation
time only O(log(mb)) for each iter with mb the number of ‘band’ nodes. Details of
implementation and algorithms of heap data structures are given in [56, 43].
Upwind element - When we estimate value at a ‘band’ node P, there can be more
than one finite element, which has all nodes ‘alive’ except P (e.g. element (A, B, P) and
(B,C, P) shown in Fig. 3.2). We define as upwind element of a ‘band’ node the element
with the smallest average φ over all its ‘alive’ nodes. The upwind element is used to
extend value to the ‘band’ node. For example, if φA + φB < φA + φC, then element
(A, B, P) will be selected as upwind element to extend value to node P.
Extend values in the fast marching method - Application of the fast marching
method involves estimating the level set variable for a node from its ‘alive’ neighbors.
Previous work [43] describes how to apply this extrapolation for structured grids. For
unstructured grids, the problem boils down to estimating φP on node P from the value
at ‘alive’ nodes of its upwind element (e.g. φA on node A and φB on node B for the case
shown in Fig. 3.2). In the following, we will derive the formulation of extending values
for the two-dimensional case. Suppose, the other two ‘alive’ nodes of ‘band’ node P’s
upwind element are A, B. The normal direction of φ, ∇φ = (φ,1, φ,2)T , in this upwind
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element will satisfy:  ∆xA ∆yA∆xB ∆yB

 φ,1φ,2
 =
 ∆φA∆φB
 ,
where ∆φA ≡ φA − φP, ∆xA ≡ xA − xP (similarly for other variables). For convenience,
we redefine φP, φA, φB as φ, φ1, φ2 and define matrix M as
M ≡
 ∆xA ∆yA∆xB ∆yB
 .
In order to calculate φ (φP), we take φ,1φ,2
 = M−1
 φ1 − φφ2 − φ
 ,
with each component φ,i =
∑
j
(M−1)i j(φ j − φ) = −∑
j
(M−1)i jφ +
∑
j
(M−1)i jφ j. Ac-
cording to the property of signed distance ||∇φ|| = 1, we can write:
∑
i
(
∑
j
(M−1)i jφ −
∑
j
(M−1)i jφ j)2 = 1. (3.38)
With the geometry-related matrix M and φ j known, Eq. (3.38) becomes a quadratic
equation for one single variable φ. Generally, Eq. (3.38) has two roots. If fast marching
is used in the positive region (φ > 0), then the larger root is used. Otherwise, the smaller
root is used. Numerically, if the φ value near the interface deviates significantly from
signed distance, the above quadratic equation may not attain any real root. Although
this did not occur in any of the simulations reported in this paper, for such cases φ is
taken to be φ1+φ22 to make the algorithm robust under any circumstances.
For extension of any other variable (denote as Θ here, e.g. of the interface velocity),
we can use the following equation
∇Θ · ∇φ = 0. (3.39)
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Similarly to extending the level set variable, we can write the following:
 Θ,1Θ,2
 = M−1
 Θ1 − ΘΘ2 − Θ
 .
By defining the vector b∆Θ = (Θ1 − Θ,Θ2 − Θ)T and b∆φ = (φ1 − φ, φ2 − φ)T , and
using Eq. (3.39), we obtain
(M−1b∆φ, M−1b∆Θ) = 0⇒ bT∆φM−T M−1b∆Θ = 0.
Further by defining sT ≡ bT
∆φM
−T M−1 = (s1, s2), the variable Θ at node P can be
derived as
Θ =
s1Θ1 + s2Θ2
s1 + s2
.
Notice that in Fig. 3.2, the nodes Q, R and S are not ‘band’ nodes (thus are not
stored in heap structure) even if they are neighboring one ‘alive’ node. This is because
an upwind element with other two nodes ‘alive’ is required to extend values in our
algorithm. Nodes Q, R and S are not captured into ‘band’ until there is at least one
neighboring element with two other nodes (in 2D) ‘alive’.
Following the same procedure, the above fast marching techniques including reini-
tialization and interface velocity extension can easily be extended to three-dimensional
problems using a tetrahedral mesh. For example, for extending values (level set variable
or interface velocity) from A, B, C to P, the matrix M becomes,
M ≡

∆xA ∆yA ∆zA
∆xB ∆yB ∆zB
∆xC ∆yC ∆zC
 ,
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with ∆xA,∆yA, . . . defined as before. The form of single variable quadratic equation
(Eq. (3.38)) remains the same, except that the summation is done in three dimensions.
The formula for extension of velocity becomes
Θ =
s1Θ1 + s2Θ2 + s3Θ3
s1 + s2 + s3
.
3.3.3 Adaptive meshing technique
Mesh refinement procedure in two-dimensions
A uniform mesh is computationally inefficient since phase boundaries often require finer
mesh density. For a given time step, a non-uniform mesh with finer mesh density near
phase boundaries can greatly speed up the computation. However, the fact that phase
boundaries are moving with time, requires fast adaptive meshing for each time step.
In [49], a refinement procedure based on structured grids is used. Each box element,
which needs refinement, is divided into a few smaller elements (4 elements in 2D and
8 elements in 3D). The adapted grid will have so-called ‘hanging’ nodes which appear
whenever an element has a neighbor whose refinement level differs by one. Notice that
‘hanging’ nodes make the grid not conforming, thus not very convenient for finite ele-
ment computation. To ensure continuity of the solution between elements, constraints
are enforced for solution at each ‘hanging’ node [49]. In this work, we implemented a
technique based on unstructured grids (triangles in 2D and tetrahedrons in 3D), which
is more convenient for meshing with irregular geometry. A scheme with little compu-
tational cost (proportional to the number of ‘hanging’ nodes) is developed to make the
grid conforming by linking the ‘hanging’ nodes in a compatible way.
At first, an initial coarse triangle mesh needs to be generated using any suitable mesh
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generator. If refinement is desired in a region, a triangle element may be subdivided into
four small triangles with the same size and shape by adding middle points of the three
edges. If the neighboring element is already refined then middle point of the neighboring
edge does not have to be inserted since it is already there.
Information about the level of refinement is stored in a tree data structure, which
is capable of tracking sons (refined elements) or ancestors (unrefined element) for each
element. The refinement level of an element is defined according to its position in the
tree data structure. Elements at the root (in the initial coarse mesh) have refinement
level 0. Elements which are generated by refining elements with refinement level n are
assigned refinement level n+1. Refinement level of the mesh is defined as the maximum
refinement level of elements in the tree data structure. A typical sequence of refinement
is shown in Fig. 3.3, along with the associated data structure.
Figure 3.3: Schematic of the refinement procedure for unstructured grids in two-
dimensions. The broken line refers to the interface to be represented.
Continuous line demonstrates the linear representation of the interface
using the adaptive mesh.
In general, the mesh will not be suitable for finite element analysis after refinement,
since middle points may exist on element edges as shown in the refined mesh in Fig. 3.3.
In order to make the mesh conforming, two more steps are taken as follows:
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1. Elements are further refined so that the refinement level for each two neighboring
elements differs by at most 1 as shown in step (1) of Fig. 3.4.
2. An element neighboring another element with higher refinement level is subdi-
vided into a few connecting elements by connecting its nodes and middle points
on edges as shown in step (2) of Fig. 3.4.
Figure 3.4: Schematic of generating a conforming grid in two-dimensions.
Using this adaptive meshing technique, the quality of the triangles (note that el-
ements with all angles equal to 60o are considered to be of the best quality) will be
exactly the same as the input mesh since the refinement does not change the element
shape. This, however, is not the case for the connecting elements (elements generated
by linking the hanging nodes). Moreover, linear interpolation of data only needs to be
done for newly inserted middle points by just taking the average of data on end points.
These advantages make the present adaptive meshing technique very suitable for tran-
sient problems.
Mesh refinement procedure in three-dimensions
The basic mesh refinement procedure in three-dimensions is similar to that used earlier
in two-dimensions. However, there are a few additional challenges.
Each tetrahedral element is divided into eight child elements. The shape of child
elements is not preserved as shown in Fig. 3.5. Moreover, there are three options to
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divide a tetrahedron into eight smaller tetrahedrons. We compare the length of the line
segments 4 − 9, 5 − 8, 6 − 7 (Fig. 3.5), and choose the option corresponding to the
shortest length. This ensures that the sum of edge lengths is minimized in refinement
and consequently, the mesh quality is maintained.
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Figure 3.5: Three options of refining a tetrahedral element in 3D.
As in two-dimensions, linking elements with ‘hanging’ nodes on some of the middle
of their edges are generated after the first procedure of refinement. In order to make the
mesh conforming, it is necessary to link the ‘hanging’ nodes in a compatible way such
that (1) each linking element is divided into a few smaller ones without ‘hanging’ nodes
as shown in Fig. 3.6, (2) the common faces of neighboring elements are divided in the
same way to avoid the error shown in Fig. 3.7.
Mesh refinement criterion
Different criterions can be used to determine whether an element needs to be further
refined or not. For example, in [28] a refinement criterion was used based on the tem-
perature gradient within the element e as follows:
Error(e) ≡ ∫
Ωe
‖∇T‖ dΩ < tolT . (3.40)
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Figure 3.6: Various types of linking element in 3D.
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Figure 3.7: Incompatible neighboring elements in three dimensions. Although
both neighboring elements (0−1−2−3 and 0−2−3−4) are correctly
divided into a few smaller elements by linking the ’hanging’ nodes,
the common face of 0−2−3 is divided in different ways for these two
neighboring elements.
Similarly, a criterion based on solute gradient can also be used as follows:
Error(e) ≡ ∫
Ωe
‖∇C‖ dΩ < tolC. (3.41)
In this work, since we can determine how far away a node point is from an interface
based on the computed signed distances, we select a refinement criterion according the
signed distances as follows:
he < max(
|φ|
4
,w), (3.42)
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where he is a characteristic length of the element computed as
√
area(e), |φ| is the min-
imum distance to the interface of the element computed from the value of signed dis-
tances on each element node. Notice that the value of w is preselected as a spatial
discretization parameter. Based on this value of w and level set field φ, the mesh is re-
fined with the refinement criterion to be sure that (1) fine mesh is obtained when near
the interface and coarse mesh is sustained when far away from the interface, and (2) at
least one or a few elements are contained within the artificial diffused-interface (mushy)
zone. w serves as a lower bound for he in Eq. (3.42), since generally two elements in
the artificial mushy zone are enough. If more elements (e.g. 4 elements) are desired to
numerically resolve the artificial mushy zone, w in Eq. (3.42) needs to be replaced with
a smaller value (e.g. w2 , so that the criterion in Eq. (3.42) becomes h
e < max( |φ|4 ,
w
2 )).
Narrow band computation
Adaptive meshing can drastically reduce the number of degrees of freedom, especially
for computation of heat, momentum and solute transport. However, for the level set
evolution, adaptive mesh computation on the whole domain is not very efficient. Level
set computation can be performed on a narrow band near the interface, instead of on the
whole domain [56, 43]. An example of narrow band computing mesh (for level set only)
is shown in Fig. 3.8.
3.3.4 Adaptive time step technique
For many dendritic solidification growth problems, initial conditions are given before the
formation of thermal and solutal boundary layers. The initial interface velocity is large
in comparison to the interface velocity after the build up of thermal and solutal boundary
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Figure 3.8: Narrow band technique for level set computation (contours show the
interface velocity, the line refers to the interface position, and arrows
indicate normal direction). This narrow band mesh is used for level
set computation in the 3D crystal growth example (time step 51) that
is discussed later in this paper in Section 3.4.5.
layers. Correspondingly, a small time step should be used initially. However, such small
time step is not required in later stages. In order to speed up the computation, adaptive
time step technique is adopted in this work. We select the time step size according to a
CFL-type criterion of the form
∆tn+1 = λCFLw/max(|VnInter f ace|), (3.43)
where max(|VnInter f ace|) is the maximum interface velocity at all phase boundaries. λCFL
is a coefficient controlling the accuracy, and unless is otherwise stated it is selected as
0.6 in all numerical examples. Eq. (3.43) guarantees that the interface advances about
0.6w in each time step at places with maximum interface velocity (normally at tips).
Note that in all of the subproblems including fluid flow, heat transfer, solute trans-
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port and level set evolution, fully-implicit backward Euler scheme is adopted for time
integration in order to achieve unconditionally stability regardless of the time step size.
The selection of the time step size is mainly based on solution accuracy requirements
and is not related with stability issues [61].
3.3.5 Finite element implementation
In this work, the adaptive meshing technique generates triangle/tetrahedral type unstruc-
tured grids. The finite element technique is thus adopted for computations including
fluid flow, heat transfer, solute transport and level set evolution. For heat transfer and
solute transport, the classical SUPG stabilizing technique is used following our previous
work [72]. Below, we will mainly concentrate on the stabilization techniques for fluid
flow and level set computations.
Stabilized finite element method for fluid flow
Let us define the function spaces S v and S p as follows:
S v
def
= {v|v ∈ (L2(Ω))nsd, divv ∈ L2(Ω), v = 0 on Γ}, (3.44)
S p
def
= {p|p ∈ L2(Ω),
∫
Ω
pdΩ = 0}. (3.45)
The classical Galerkin formulation for the flow problem (Eq. (3.30)) can be stated as
follows: Find V def= {v, p} ∈ S v×S p such that for all W def= {w, q} ∈ S v×S p the following
holds:
B(W,V) = L(W), (3.46)
where
B(W,V) =
∫
Ω
w ·
(
ρ∂v
∂t
+
ρv · ∇v
`
+
`µ`
K(`)
v
)
dΩ −
∫
Ω
p∇ · wdΩ
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+∫
Ω
µ`∇w · (∇v + ∇T v)dΩ +
∫
Ω
qρ∇ · vdΩ, (3.47)
L(W) = −
∫
Ω
w · `ρ[βc(C −C0) + βT (T − T0)]gdΩ
+
∫
Ω
p
`
w · ∇`dΩ (3.48)
The above formulation theoretically works only for certain velocity and pressure inter-
polations. In the finite element implementation of the Navier-Stokes equations, stabiliz-
ing techniques are needed to accommodate equal-order interpolation velocity-pressure
elements. Let us define a modified pressure space S ′p as follows:
S ′p
def
= {p|p ∈ H1(Ω),
∫
Ω
qdΩ = 0}. (3.49)
The stabilized weak form proposed here is the following: Find V = {v, p} ∈ S v × S ′p
such that for all W = {w, q} ∈ S v × S ′p the following holds:
Bstab(W,V) = Lstab(W), (3.50)
where:
Bstab(W,V) = B(W,V) +
∫
Ω
F (v, p) · G(w, q)dΩ,
Lstab(W) = L(W) +
∫
Ω
{ p
`
∇` − `ρ[βc(C −C0) + βT (T − T0)]g} · G(w, q)dΩ.
The following definitions have been introduced in the above equation:
F (v, p) = ρ∂v
∂t
+
ρv∗ · ∇v
`
+ ∇p + 
`µ`
K(`)
v − ∇ ·
[
µ`
(
∇v + ∇T v
)]
, (3.51)
G(w, q) = τ1 v∗ · ∇w
`
− τ2
`
K(`)ρ
w − τ3
ρ
∇ ·
[
µ`
(
∇w + ∇T w
)]
+ τ4∇q, (3.52)
with v∗ a divergence-free velocity obtained from the previous iteration.
τ1, τ2, τ3 and τ4 are parameters for the advection (SUPG), Darcy drag (DSPG), diffusion
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and pressure (PSPG) stabilizing terms. The selection of their values is discussed in [72,
64].
Stabilized finite element method for level set computation
The weak form of the level set equation (Eq. (3.10)) is∫
Ω
δφα
(
φαt + V
α|∇φα|) dΩ = 0,
where δφα is a test function in C0. To avoid oscillations, GLS and diffusion stabilizing
term are introduced as shown in the following formulation [13]:
Nel∑
e=1
∫
Ωe
[
δφα +
(
τeφα
Vα∇δφα·∇φα
|∇φα |
)] (
φαt + V
α|∇φα|) + (υ∇δφα · ∇φα) dΩe = 0,
which further leads to the following semi-discretized form:
(Mφα + MGLS )φ˙α + fφα + fGLS + fS C = 0,
Mφα =
Nel∑
e=1
∫
Ωe
NT NdΩe, MGLS =
Nel∑
e=1
∫
Ωe
(
∇NT · ∇φα|∇φα |Vα
)
τeφαNdΩ
e,
fφα =
Nel∑
e=1
∫
Ωe
NT Vα|∇φα|dΩe, fGLS =
Nel∑
e=1
∫
Ωe
(
∇NT · ∇φα|∇φα |Vα
)
τeφαV
α|∇φα|dΩe,
fS C =
Nel∑
e=1
∫
Ωe
υ∇NT · ∇φαdΩe.
In our computation, the GLS stabilize term parameter τeφ is selected as 10
−3 he
|Vα | . We use
a larger diffusion stabilizing term at triple points than at other places:
υ =

10−4he for triple points (∃ α , β , γ, s.t. α, β, γ > 0)
10−6he otherwise.
3.3.6 Overall solution procedure
The various subproblems considered here include the thermal, flow, solute species prob-
lems as well as the interface evolution. The tolerance level used to define convergence
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in all four main solution steps (heat, solute, momentum and level set) is set at 10−12. The
error criterion is based on the relative error in the solutions obtained between Newton-
Raphson iterations within a time step. For example, in the fluid flow solver, the error
norm is defined as ‖∆U i+1‖/‖U i+1n ‖ where U = [v, p]. The overall algorithm is summa-
rized below:
1. At time tn, all fields such as velocity vn, temperature Tn, concentrations Cin, level
set variables φαn, etc. are known.
2. Determine ∆t (adaptive time step) and generate the new mesh for this time level
(adaptive meshing).
3. Advance to time step tn+1 = tn + ∆t. Set j = 0, v j=0n+1 = vn, T
j=0
n+1 = Tn, Ci
j=0
n+1 = Cin,
φα
j=0
n+1 = φ
α
n, etc., where j is an iteration index and the subscript denotes the time
level.
4. Start an inner loop to solve the coupled system till converged.
(a) Compute velocity at phase boundaries, use fast marching to extend velocity
to the whole domain.
(b) Solve the level set equation for all phases to get the signed distance functions
φα
j
n+1.
(c) Solve the energy equation to obtain T jn+1.
(d) Solve the solute equations to obtain Ci
j
n+1 for each component i.
(e) Solve the momentum equation to obtain v jn+1.
(f) j = j + 1. If not converged, return to (a).
5. Use the re-initialization scheme to remove gaps or overlapping between φα for
different phases and ensure that all φα are signed distance functions.
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3.4 Numerical examples
3.4.1 Crystal growth in an undercooled binary alloy
This example was originally addressed in [75] using a front-tracking method. The mate-
rial parameters defining the problem are density ρs = ρ` = 1, heat capacity cs = c` = 1,
heat conductivity ks = k` = 1, latent heat L = 1, solute diffusivity D` = 0.1, Ds = 0,
liquidus slope m = −0.035 (so that T s`(C`) = mC`) and partition coefficient kp = 0.312.
On the freezing interface Γs`, we consider the Gibbs-Thomson relation given in Eq. (3.6)
with εc = εV = −0.002.
At time zero, we consider a small solid seed in the middle of the computational
domain. Its geometry is described as follows:
x(s) = (R + P cos(8pis)) cos(2pis),
y(s) = (R + P cos(8pis)) sin(2pis), (3.53)
where R = 0.1 and P = 0.02. The initial concentration of the seed and the undercooled
melt are kpC0 and C0, respectively with C0 = 2.2%. The initial temperature of the seed
and the undercooled melt are taken as T s`(C0) and T s`(C0) − 0.5, respectively.
Fluid flow is not considered in this example. The computational domains for the
temperature and solute fields are taken as [−10, 10] × [−10, 10] and [−2, 2] × [−2, 2],
respectively. Insulated boundary conditions are considered for both temperature and
solute at all sides of the respective computational domains.
Based on the very coarse input mesh shown in Fig. 3.9a, an adaptive mesh is gen-
erated in each time level with a part of it used for the calculation of the solute field
and the whole mesh used for temperature calculations as shown in Figs. 3.9c and 3.9d,
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Figure 3.9: (a) 1/4 of the input mesh (b) The interface at t = 1.0 (c) 1/4 of the
mesh used for solute computation (t = 1.0) (d) 1/4 of the mesh used
for temperature computation (t = 1.0) (e) Solute concentration (t =
1.0) (f) Temperature (t = 1.0).
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respectively. At t = 1.0, the effect of the domain boundary on the temperature field is
small since the temperature boundary layer is far away from the boundary as shown in
Fig. 3.9f. The obtained micro-segregation pattern with maximum concentration about
5.0% is shown in Fig. 3.9e and it compares well with the results obtained in [75] using
a sharp-interface (front-tracking) model. Comparison of the interface position at t = 1
with the results given in [75] is shown in Fig. 3.9b.
We also tested the effects of mesh orientation by rotating the initial crystal by 45
degrees. The mesh for solute transport colored with solute concentration at time about
0.6 is shown in Fig. 3.10b. The similarity between Figs. 3.10a and 3.10b indicates that
the obtained numerical results do not depend on the mesh orientation.
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Figure 3.10: Mesh for solute transport at time about 0.6 colored with the concen-
tration field (a) without crystal rotation and (b) with crystal rotation.
Using mesh refinements based on the level set, temperature gradient (tolerance =
2×10−5) and concentration gradient (tolerance = 1×10−5), the meshes shown in Fig. 3.11
were generated with a quarter of each mesh shown for easy comparison. It can be seen
that all meshes provide similar results for the interface position, except that the interface
position generated using the ∇T -based mesh criterion is a bit flattened at the dendrite
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‘valleys’. This is due to the small temperature gradient and correspondingly low mesh
density at this location. With the criterion based on ∇C, many more elements were
generated at the ‘valleys’. This suggests that the criterion based on ∇T is not as good as
the criterion based on ∇C or φ. The mesh generated with the criterion based on ∇C is
very similar to the mesh generated with the criterion based on φ, except that it results in
a higher mesh density at the middle of the crystal due to micro-segregation within the
solid crystal.
  Based on C∇   Full grid
  Based on φ  Based on T∇
Figure 3.11: Mesh generated using different mesh-refinement criteria.
In the above benchmark problem, we compared our results with the results obtained
using a front tracking method. To allow a comparison with the phase field method for
further validation of our algorithm, we briefly consider a problem similar to the one
examined in [53] by choosing material properties ks = kl = 1, cs = cl = 1, L = 1, ρ = 1,
kp = 0.15, ml = −1, C0 = 0.071−0.15 , Dl = 140 and undercooling 0.55. We write the values
of C0 and Dl in this unfinished form, so that the reader can easily refer to both papers
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for the connection between the two models. The initial crystal used in our computation
is a circular seed with radius 80 and without perturbation. The anisotropy in the Gibbs-
Thomson relation is defined as T ∗ = −d0(1 − 15ε cos 4θ)κ, d0 = 1, ε = 0.02, where θ is
the angle between the interface direction and the x axis. We use an initial grid of 1×1 and
9 refinement levels to discretize a domain of 1500 × 1500. The results of this example
are shown in Fig. 3.12. To facilitate comparison between the two models, we provide the
computed dimensionless temperature at the dimensionless time 280, 000. However, for
concentration shown in the results, we use the concentration C instead of the definition
in [53]. This is because the definition of dimensionless concentration in [53] requires a
phase field variable, which is not applicable in our model. Comparing our results with
those in Fig. 1 of [53], we note that the tip radius and position are practically the same.
The solute boundary layer is also found to be much thinner than the thermal boundary
layer due to the large Lewis number. However, there are some small differences of the
interface shape at location around (300,300), where perturbations are about to develop.
3.4.2 Planar/cellular/dendritc transition
The relationship between the solidification growth velocity and the primary arm spacing
described by the Mullins-Sekerka theory has been numerically studied using phase field
methods [9, 60]. In these studies, the temperature gradient is assumed to be constant
during directional solidification and the energy equation is not solved. Instead, the tem-
perature field is obtained by moving the initial temperature field with a given velocity. In
this example, the simulations are performed under similar conditions to those of [9, 60].
However, the simplifications on the temperature field are not taken here. The framework
shown in Fig. 3.13 is adopted for a Ni-Cu alloy with the following important parame-
ters [9, 60]: melting temperature Tm = 1728K, liquidus slope m = 357 K/at. frac.,
83
Figure 3.12: The solid/liquid interface shape at time 280, 000. The upper and
lower boxes show the temperature and solute concentration fields,
respectively.
initial concentration C0 = 0.40831 at. frac., latent heat L = 2350J/cm3, solute diffusiv-
ity D` = 10−5cm2/s, surface tension σ = 3.7 × 10−5J/cm2, Gibbs-Thomson coefficient
εc = σTm/L = 2.7207 × 10−5cmK, temperature gradient G = q`/k = 2.15 × 104K/cm,
partition coefficient kp = 0.86, heat capacity c = 0.46 × 103J/(kgK), density ρ =
8.880 × 10−3kg/cm3, heat diffusivity k = 6.07 × 10−1W/(cmK), and domain size is
[(1.76 × 10−3cm) × (4.40 × 10−3cm)]. No initial perturbation is introduced (an initially
planar solid-liquid interface is assumed). The numerical error acts as a perturbation
that leads to unstable growth pattern for the four considered growth velocity values (0.1
cm/s, 0.2 cm/s, 0.4 cm/s and 0.8 cm/s) as shown in Fig. 3.14.
We also plotted the obtained wavelengths for different growth velocities in Fig. 3.15
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lqs lq q LVρ= +
Figure 3.13: Problem definition for study of planar/cellular/dendritic transition.
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Figure 3.14: Cellular growth for various growth velocities (axes unit: cm).
together with λ2V = 1.6× 10−14m3/s and the MS (Mullins-Sekerka) loop. The MS loop
is the zero contour plot of δ˙
δ
, where δ is the perturbation amplitude with wavelength
λ [40]. Within the MS loop, δ˙
δ
> 0., the perturbation with wavelength λ increases and
therefore the interface is unstable. Outside the MS loop, δ˙
δ
< 0 and the perturbation with
wavelength λ damps out. Planar interfaces are obtained with growth velocity 0.01cm/s
and 10cm/s as demonstrated in Fig. 3.16. The upper limit of solidification speed for
cellular growth is the absolute stability, Va, velocity. Its approximate value is given
in [34] as Va ≈ −mlC0(1−kp)Dk2pΓ , which is about 10cm/s in this problem.
In the above computation, we use an initial mesh of 50 × 20. Two levels of refine-
ment for velocity 0.01cm/s, 0.1cm/s, 0.2cm/s and three levels of refinement for velocity
0.4cm/s, 0.8cm/s, 10cm/s are performed using the adaptive meshing technique. A typ-
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Figure 3.15: Relationship between the solidification speed and arm spacing.
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Figure 3.16: Planar growth at small and large velocities (Axes unit: cm).
ical mesh colored with solute concentration is shown in Fig. 3.17.
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Figure 3.17: Adaptive mesh colored with solute concentration.
The computed solute boundary layer in front of the dendrite tips is shown in
Fig. 3.18. Using the method discussed in [34], the equivalent solute boundary layers
shown in Fig. 3.18 are about 2.2×10−4cm, 1.2×10−4cm, 0.6×10−4cm and 0.3×10−4cm
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for growth velocity values of 0.1cm/s, 0.2cm/s, 0.4cm/s and 0.8cm/s, respectively.
These values agree with the analytical approximation of the solutal boundary layer
(≈ 2Dl/V ∝ 1/V).
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Figure 3.18: Solute boundary layer for various growth velocities.
For the initial solute concentration C0 = 0.40831, we only observed planar and
cellular growth patterns. The surface tension and thermal gradient prevent the transition
from cellular to dendritic. Generally, the growth pattern is less stable for material with
smaller surface tension, smaller partition coefficient and higher concentration.
In this case, the surface tension and partition coefficient are assumed to be constant.
In order to capture the dendritic growth pattern of Ni-Cu alloy, we increase the cop-
per concentration to 0.6. With growth speed 0.2cm/s, we observed three solidification
stages: (1) planar growth (2) cellular growth and (3) dendritic growth (Fig. 3.19).
Initially, the growth pattern is planar. Then about 6 cells are formed. Due to compe-
tition, only three major cells are left in the computational domain. Secondary branches
are observed in the segregation pattern (Fig. 3.19).
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Figure 3.19: Solute concentration and adaptive mesh near tips of dendritic growth
at copper concentration 0.6 at. f rac.
3.4.3 Alloy solidification with multiple solid phase growth
For many alloy solidification systems, multiple solid phases are formed. Eutectic and
peritectic are the most common solidification microstructures with multiple solid phases.
These solidification systems were addressed earlier using multi-phase field models with
a comprehensive review given in [23]. Here we present the results obtained with the
present level set model for an eutectic growth problem [4] and a peritectic growth prob-
lem [65].
Eutectic growth
For directional eutectic solidification with two solid phases α and β, we use the same
framework shown in Fig. 3.13. A temperature gradient G = 50 K/cm is maintained at
the right side and a cooling rate of R = 0.005 K/s is applied at the left side. Initially, a
few β seeds are embedded in the α phase. Other important parameters are [4]: liquidus
slops mα = −10 K/at% and mβ = +5 K/at%, partition coefficients kαp = 0.1 and kβp =
0.05, diffusion coefficient D` = 10−5 cm2/s, surface energy σ = 10−5 J/cm2, eutectic
composition Ceut/Cβ = 0.2 with Cβ = 5 at%, latent heats Lα = Lβ = 1000 J/cm3, heat
capacity c = 1 × 103 J/(kg K), density ρ = 1 × 10−2 kg/cm3, heat diffusivity k = 1.0
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W/(cm K), eutectic temperature Te = 1000 K and finally domain size [0.4mm×0.12mm].
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Figure 3.20: Solute concentration at time about 80 s and the evolution of the in-
terface position (with four β seeds).
By putting initially 4 β seeds (red region shown in Fig. 3.20) into the α phase (blue
region shown in Fig. 3.20), the eutectic growth follows a stable pattern as shown in
Fig. 3.20 with a stable growth wavelength of about 30µm. In [4], the stable growth
wavelength reported was about 25µm. If only two β seeds are inserted initially in the
α phase, then the eutectic growth becomes unstable. Valleys with high solute concen-
tration will form in the middle of the α − ` phase interface as shown in Fig. 3.21. This
is because with only two β seeds, the solute rejected during the transformation of the
liquid to the α solid phase cannot be easily absorbed by the β phase. The accumulation
of solute will further slow down the growth rate of the α phase and form valleys. Since
the high solute concentration favors the growth of β phase, the width of the β phase
increases as shown in Fig. 3.21. This unstable eutectic growth pattern for fewer β phase
seeds was previously pointed out in [4]. If ten β seeds are inserted initially in the α
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Figure 3.21: Solute concentration at time about 80 s and the evolution of the in-
terface position (with two β seeds).
phase, half of the seeds stop growing after the tips are about 6µm away from the left
boundary. The growth of the remaining five seeds shows an oscillatory pattern. Finally,
one more seed stops growing. The remaining four β seeds adjust their wavelength to
about 30µm as shown in Fig. 3.22.
Peritectic growth
Fe-0.3wt%C alloy is considered with the following parameters: domain size 150µm ×
700µm, cooling rate R = −3K/s applied at the bottom, thermal gradient G = 140K/cm
maintained at the top, diffusion coefficient Dl = 3 × 10−5cm2/s and surface tension
σ = 2.04 × 10−4J/cm2. The thermodynamic data are taken from the Fe-C phase dia-
gram [65]. Initially, an initial small crystal is put in the bottom-left corner. The initial
grid size is 3× 14 with 5 levels of refinement. During the growth of the ferrite the redis-
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Figure 3.22: Solute concentration at time about 80 s and the evolution of the in-
terface position (with ten β seeds).
tribution of carbon leads to morphological instability and a dendrite evolves. Below the
peritectic temperature the austenitic seeds are generated by nucleation. The austenite
grows around the undercooled part of the ferritic dendrite as shown in Fig. 3.23. Before
time 1.6 s, the solute concentration is less than 0.51wt% and thus only the ferritic phase
is formed. As the solute concentration accumulates to be more than 0.51wt% behind the
dendrite tips, the austenitic phase is nucleated and formed around the secondary den-
drite arms. Table 3.1 provides a comparison of the computed results with those reported
in [65].
3.4.4 Ternary alloy with melt convection effects
Crystal growth for pure materials under convection has been well studied using phase
field methods [6, 66, 28], front tracking methods [3] and level set methods [61]. In
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Figure 3.23: Solute concentration for peritectic growth of an Fe-C alloy at time
0.6 s, 1.0 s, 1.5 s, 1.8 s and 2.4 s.
Table 3.1: Comparison of the results obtained with the current methodology for
peritectic growth with those given in [65].
Quantity Present From [65]
Tip velocity of ferritic dendrite 195µm/s 200µm/s
Distance of austenitic phase behind dendrite tip 300µm 350µm
Solute boundary layer (from contour plot) ≈ 50µm ≈ 50µm
Time of austenitic phase growth 1.6s 1.5∼ 2.2s
these studies, the growth of only one crystal is investigated with a prescribed inlet flow
velocity. In [14], Ostwald ripening of Al-Cu particles in the presence of melt convec-
tion was studied using the phase field method with a flow driven by a constant pressure
drop. Fully coupled dendritic alloy solidification growth with heat, solute and momen-
tum transport is computationally very difficult due to the various length scales involved.
In order to resolve the dendrite tip or solute boundary layer, a small grid spacing is
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required. For the study of crystal growth of pure materials with a prescribed flow as
in [3, 61, 6, 66, 28], a computation domain in the size of the thermal boundary layer is
required. Developing substantial buoyancy driven flow requires even larger domain and
correspondingly larger grid node/element number. The example in this section is the
first study fully coupling dendritic growth with heat, solute and momentum transport for
alloy solidification.
In this example, we consider a Ni based alloy with 5.8 wt%Al and 15.2 wt% Ta.
The purpose of this example is to demonstrate the ability of the algorithms presented
in this paper to couple solute diffusion of multiple components with convection. Only
one solid phase is considered. Thermodynamic and transport properties for this alloy
are obtained from [18] based on the one solid phase simplification.
Initially a cavity of size 0.025m × 0.025m is filled with alloy of Ni-5.8wt%Al-
15.2wt%Ta at its liquidus temperature (without superheat or undercooling). A cooling
rate of 0.28K/s is applied at the bottom and sides. The top side is assumed to be adi-
abatic. Utilizing symmetry, computation is done only in the left half of the domain.
For adaptive meshing, we use an initial grid 1 × 2 and a refinement level of 10, which
corresponds to a full mesh of 1024 × 2048. With this mesh, the width of the diffused
interface is 12.2µm, which is a reasonable value for meso-scale simulations. The CFL
coefficient for adaptive time stepping is 0.5.
In order to study the effects of convection, we carried two simulation runs: one
without convection and one with buoyancy driven flow. With convection, the growth
rate is about 22% faster than without convection. The dendrite tip front reaches roughly
the same position as shown in Figs. 3.24 and 3.25 at time about 161 s in the case with
convection and 196s in the case without convection. Figure 3.24 shows that the concen-
tration of Al in the solid phase is slightly decreased due to convection. The underlying
93
reason is that fluid flow enhances solute redistribution by taking away solute rejected
from the dendrite tips into the liquid bulk. On the other hand, solute accumulated before
the dendrite tips can only be taken away by diffusion. This phenomenon is more obvi-
ous for the Ta alloy component as shown in Fig. 3.25. The lower solute concentration
in front of the dendrite tips explains why the growth speed is higher for the case with
convection. Fluid flow also causes segregation. Solute concentration at the bottom of
the cavity is higher than at the top of the cavity. This leads to a significant difference
in the dendrite growth velocity resulting in a nonuniform pattern as shown in Figs. 3.24
and 3.25.
The adaptive mesh at time 161s for the convection case is shown in Fig. 3.26. As
shown in the magnified picture in Fig. 3.26, fluid flow passes through the dendrite tips
and creates small eddies which enhance the mixing of solute.
Figure 3.24: Solute concentration of Al. On the left: without convection and on
the right: with convection.
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Figure 3.25: Solute concentration of Ta. On the left: without convection and on
the right: with convection.
3.4.5 Three-dimensional dendritic growth
Using Ni-Cu alloy with properties the same as in the example of Section 4.3.2, a sim-
ulation was presented earlier of 3D crystal growth using a phase field model assuming
constant temperature (1356 K) in a cubic domain of size 3.5 × 10−3cm [21]. An explicit
scheme was used to perform computation on a mesh of 5003 (125 million degrees of
freedom). In this work, we use an adaptive mesh with initial grid 53 and 6 levels of
refinement, which is equivalent to a uniform mesh of 3203 (32 million degrees of free-
dom). With very high under-cooling (about 226 K), a high temperature gradient exists.
So the simplification on the temperature considered in [21] (i.e. assuming constant tem-
perature) is not taken here. As shown in Fig. 3.27, substantial secondary dendrite arms
are formed behind the primary dendrite arms. Due to the significant under-cooling (226
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Figure 3.26: Adaptive mesh and interface position. In the right picture, the do-
main is colored with concentration of Ta for better visibility of the
flow field near the dendrite tips.
K), the steady growth tip velocity is as high as 3000 cm/s. With such a high growth
velocity, both the thermal and the solutal boundary layers are very thin as demonstrated
in Fig. 3.28. The lowest concentration in the crystal is observed along the x, y, z axes,
which corresponds to the growth of the primary dendrite tips.
Computation for three-dimensional problems is often very intensive. With 16 nodes
(each node with two 2048 Hz CPUs) in the Cornell Theory Center, this computation
takes about 12 hours. Using the adaptive meshing technique, the number of nodes and
elements are only about 0.5 million and 3.0 million, respectively, at step 211. Without
adaptive meshing, 32 million nodes and 192 million elements will be required to give an
equivalent resolution. At previous time steps, the speed up of adaptive meshing is more
obvious since the crystal is small. A typical adaptive mesh used in the computation is
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shown in Fig. 3.29.
In order to study the convergence of our numerical algorithm for this problem, we
use an adaptive mesh with the same initial grid 13 and different refinement levels from 6
to 9 as shown in Fig. 3.30. Results show that at least 8 refinement levels (corresponding
to a uniform mesh of 2563) are required to numerically resolve the secondary dendrite
arms.
Figure 3.27: Computed Ni-Cu crystal shape at steps 1, 51, 101, 151 and 211.
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Figure 3.28: Solute and temperature field at step 151 for Ni-Cu crystal growth.
The ability to study three dimensional pure material crystal growth under convec-
tion has been demonstrated in our previous work [61]. The three-dimensional free den-
dritic growth computation results compared very well with other numerical studies using
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phase field methods [28, 38] at a high undercooling and front tracking techniques [3] at a
low undercooling. Here, we present the three-dimensional results of coupling fluid flow
for a binary alloy, which has not been previously reported in the literature. The same
alloy Ni-Cu is used with the same conditions except that an inlet flow with velocity
0.1m/s is applied at the top of the domain. In this case, we use an initial grid of 1×1×2
with refinement level 8. This corresponds to a full mesh of 256 × 256 × 512. Only 1/4
of the total domain is used due to symmetry. Similar to the pure material free dendritic
growth case [61, 28, 38], crystal growth at the upstream arm is enhanced. However, un-
like the pure material case in which the crystal growth is relatively smooth [61, 28, 38],
perturbations quickly develop into secondary dendrite arms as shown in Fig. 3.31.
X
Y
Z
Figure 3.29: Adaptive mesh colored with temperature at step 151 for Ni-Cu crys-
tal growth. The figure on the right shows the magnified mesh near
the primary dendrite in the x direction.
3.5 Conclusions
A level set method combining features of front-tracking and fixed domain methods is
presented to model dendritic solidification of alloy systems. Some of the key features of
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Figure 3.30: Interface position and temperature field at times about 2e−7s, 7e−7s
and 1.5e − 6s (rows 1, 2 and 3), with the same initial grid 13 but
different refinement levels from 6 to 9 (columns 1, 2, 3 and 4.)
the presented method include (a) accurate tracking of the interfaces using the level set
method (b) heat/mass/momentum transport computation by avoiding direct application
of interface conditions (solid/liquid boundaries), (c) 2D/3D finite element computation
with fast adaptive meshing, and (d) multiple solid phase capability. The method is sub-
stantially simpler to implement relative to front tracking models and can serve as an
efficient alternative approach to multi-phase field methods.
The numerical investigations shown here have demonstrated that the present method
can serve as an accurate and computationally effective alternative tool for modeling
multi-phase multi-component alloys. Current work is in progress to apply this method-
ology to multi-scale alloy solidification.
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Figure 3.31: Ni-Cu crystal growth with inlet flow from the top. Left: dendrite col-
ored with interface velocity, mesh colored with temperature; right:
flow passing by the upstream and perpendicular stream.
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Chapter 4
Study of interaction between multiple dendrites
4.1 Mathematical model
To focus on the modeling of nucleation, we take a few simplifications in our model.
1. All material properties are assumed to be constant if not mentioned. These in-
clude density ρ, heat capacity c, latent heat L, heat diffusion coefficient k, solute
diffusion coefficient D, liquidus slope ml, and partition coefficient kp.
2. Fluid flow effects are not considered in this work.
3. Solute diffusion in the solid phase is neglected.
4.1.1 Previous model
In this section, we provide a brief review of our previous model with the mentioned
simplifications. For more details of this model with consideration of convection, the
interested reader can refer to [61].
The governing equations for modeling of heat transfer and solute transport during
solidification are as follows:
ρc
∂T (x, t)
∂t
= k∇2T (x, t), x ∈ Ω,
∂Cl(x, t)
∂t
= D∇2Cl(x, t), x ∈ Ωl,
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where Ω is the total domain including both the liquid part Ωl and the solid part Ωs.
The above two governing equations for temperature T and solute concentration in liquid
Cl are simple diffusion equations and introduce a physical model that has been very
well studied. However, due to the existence of the moving interface, Γsl, the boundary
conditions listed below make the problem nontrivial.
Because of phase transformation, solute is rejected from the solid phase to the liquid
phase leading to a solute rejection flux at the freezing interface:
D
∂Cl
∂n
= −(1 − kp)ClVn, (4.1)
where n is the normal direction of the solid-liquid interface pointing towards the liquid
phase.
The temperature at the solid-liquid interface Γsl, TI , equals the equilibrium tempera-
ture, T∗, given by the Gibbs-Thomson relation:
TI = T∗ ≡ Tm + mlCl − cκ − VV, (4.2)
where Tm is the melting temperature of the solidifying material, c is the curvature un-
dercooling coefficient, κ is the curvature of the interface, V is the kinetic undercooling
coefficient, and V is the interface velocity.
The velocity of the solid-liquid interface is governed by the heat flux jump through
the classical Stefan equation:
V =
qs − ql
ρL
, (4.3)
where qs and ql are the heat fluxes at the solid and liquid side of the interface, respec-
tively.
We have introduced two assumptions for applying these boundary conditions indi-
rectly.
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1. Solidification occurs in a diffused zone of width 2w that is symmetric around the
zero level set. A phase volume fraction  can be defined according to the signed
distance to the interface, φ, which is simply the distance to the interface with ‘+’
sign in the liquid phase and ‘-’ sign in the solid phase:
ε(x, t) =

0, φ(x, t) > w,
1, φ(x, t) < w,
0.5 − φ/(2w), φ(x, t) ∈ [−w,w].
2. The solid-liquid interface temperature, TI , is allowed to vary from the equilibrium
temperature, T∗, in a way governed by
dTI
dt
= −kN(TI − T∗).
where kN controls the rate with which TI is designed to approach the desired equi-
librium temperature T∗. In [61], for a given time step ∆t, we selected kN = 1/∆t
to guarantee that the interface temperature stably converges to the equilibrium
temperature. The selection of ∆t was based on a CFL condition for the level set
function calculation [61].
4.1.2 Nucleation model
Nucleation is a very complicated phenomenon related with the type and amount of im-
purities in the material. In this work, we assume that the number of impurities per unit
volume, i.e. the density of impurities, is ρn. Suppose that the domain of interested
problem has a volume of V , then there will be ρnV potential nucleation sites, since each
impurity serves as a potential nucleation site. For each potential nucleation site i, we
model three random variables, location xi, required under-cooling for nucleation ∆T ni
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and orientation Ii. These random variables are independently sampled with the sam-
pling scheme discussed below.
1. xi is the location of the potential nucleation site. In [5], the potential nucleation
sites are distributed uniformly with a certain spacing. The advantage of modeling
uniformly spaced potential nucleation sites is that determination of their locations
is very simple. This idea is followed in our computations in Section 4.3.2 in order
to allow us to compare our results with those reported in [5]. A big disadvantage
of modeling uniformly spaced potential nucleation sites is that it requires a struc-
tured mesh with proper grid spacing so that a potential nucleation site coincides
with a finite element node. The nature of randomness in the location of potential
nucleation sites is also lost by modeling them to be uniformly spaced. To over-
come these disadvantages, we assume that xi is equally probable at each point of
the whole domain instead of deterministically at a particular mesh nodal point.
In our computations with consideration of randomness (Sections 4.3.2 and 4.3.3),
we apply the following sampling scheme element by element. For each element
e of the initial coarse mesh, we assign a set of potential nucleation sites with the
following steps:
(a) Compute volume of element e, Ve. Since ρn is the number of potential nu-
cleation sites in a unit volume, we will have ρnVe potential nucleation sites
inside element e. In general, ρnVe will not be an integer. For example, if
ρn = 100, Ve = 0.023, then ρnVe = 2.3. We want to use a sampling scheme
such that the expected number of potential nucleation sites assigned to the
element is 2.3.
(b) Let ne be the integer part of ρnVe (e.g. when ρnVe = 2.3, ne = 2). Sample
p from the uniform distribution with range [0, 1]. If p < ρnVe − ne (i.e.
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p < 0.3 in our example), then set ne = ne + 1. This step guarantees that the
expected number of potential nucleation sites inside element e is ρnVe. For
the example of ρnVe = 2.3, with this step, the probability of ne = 2 is 0.7,
while the probability of ne = 3 is 0.3. So the expected number of potential
nucleation sites in the element becomes < ne >= 0.7 ∗ 2 + 0.3 ∗ 3 = 2.3,
which is the value of ρnVe.
(c) For each potential nucleation site i = 1, 2, . . . , ne, sample its location xi (uni-
formly distributed in element e), required undercooling ∆T ni (N(µ, σ
2)), and
orientation angle Ii (uniformly distributed in [0, 2pi]).
After an element is refined into a few ‘child’ elements, the potential nucleation
sites assigned to it are further assigned to its ‘child’ elements according to whether
the location of the potential nucleation site falls inside the ‘child’ element. In
this way, we only need to go through all elements to determine which potential
nucleation sites become seeds for crystal growth.
2. ∆T ni is the required under-cooling for the potential nucleation site i to nucleate
and become a crystal seed. Only if the under-cooling at the potential nucleation
site i is greater than ∆T ni , site i becomes a crystal seed. In our numerical example
in Section 4.3.2, the required under-cooling for nucleation ∆T ni is assumed to be
at a fixed value of 8K following [5]. In Section 4.3.3, we assume that ∆T ni follows
a normal distribution with mean µ and variance σ2.
3. The other random variable, Ii, is the orientation angle at potential nucleation site i.
The orientation angle is the preferred crystal growth direction. In two dimensions,
the preferred crystal growth direction can be mapped to a point on the circumfer-
ence of a unit circle. Any value between 0 and 2pi corresponds to a preferred
crystal growth direction. In other words, we can use one real number, I, to rep-
resent the preferred crystal growth direction. In three-dimensional growth, the
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preferred crystal growth direction can be mapped to a point on a unit sphere. Two
angles of spherical coordinate system (zenith angle and azimuth angle) are often
used to represent a point on a unit sphere. So for extension in 3D, the orientation
angle I is taken as a vector with two components, one for zenith angle (angle from
the positive z-axis) and one for azimuth angle (angle from the positive x-axis).
In the numerical examples in Section 4.3.2, we only considered the randomness
of orientation angle in two dimensions. Ii is sampled from a uniform distribution
from 0 to 2pi. After nucleation at location of potential nucleation site i, the crystal
may in general rotate as it growths (e.g. as a result of convection). This leads to
change in orientation angle for the crystal. This movement of crystal is not con-
sidered in this work. In other words, the orientation of the crystal, I, is assumed
to be fixed at the value when it is nucleated (i.e. Ii if it is nucleated from potential
nucleation site i) during growth the crystal.
In our implementation, we maintain a link list to contain information about these
potential nucleation sites including xi, ∆T ni and Ii for each element. For determining
whether nucleation occurs at location of a potential nucleation site or not, we use data at
nodes of the element to interpolate data at location of the potential nucleation site. After
temperature Ti and concentration Ci is obtained at location of a potential nucleation site,
xi, using interpolation, we check whether Ti ≤ Tm + mlCi − ∆T ni . If so, a small crystal
seed will be put at location xi.
4.1.3 Growth model
The velocity at the phase boundary of each crystal, V , is governed by the Stefan equa-
tion. Notice that for numerical convenience and making the scheme energy conserving,
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we have used an interface energy balance that is different from the Stefan equation [61],
V =
qs − ql
ρL
+
2cw
L
kN(T∗ − TI). (4.4)
The converged solution using this formula has been proved to be the same as using the
Stefan equation [61].
In our previous model, we have assumed a 4-fold symmetry of the crystal structure.
The Gibbs-Thomson relation coefficient c is modeled as
c = d0{1 − 15 cos[4α(n)]}, (4.5)
where d0 is the capillary length,  is a coefficient describing the surface anisotropy ex-
tent, and α(n) is the angle from the positive x axis to the normal direction n. With
the above formulation for the Gibbs-Thomson relation coefficient c, the crystal grows
fastest at directions with angles 0o, 90o, 180o and 270o to the x axis. In this work, we
want to model the growth of multiple dendrites. Each dendrite is growing with different
orientation angle I fastest at directions with angles 0o + I, 90o + I, 180o + I and 270o + I
to the x axis. So the same 4-fold symmetry of the crystal structure is used, except with
a ‘−I’ term in the cos function, as shown below:
c = d0{1 − 15 cos[4(α(n) − I)]}. (4.6)
Since I varies for different crystals but is the same for the same crystal, different crystals
will grow with different preferred orientations.
4.2 Numerical techniques
Comparing with single crystal growth, the additional difficulty of multiple crystal
growth is to track multiple interfaces. We have implemented two numerical methods:
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(1) the multi-phase level set method by solving multiple signed distance functions, and
(2) the level set method by solving a single signed distance function with the aid of
markers. Emphasis of this work is on the second method due to its high efficiency and
accuracy.
4.2.1 Multiple signed distance functions
For simulating the growth of multiple crystals, one way is to use multi-phase level set
method with a signed distance function for each crystal. In the implementation of this
method, a new level set solver is created to handle the evolution of a crystal when a
potential nucleation site nucleates. Each level set solver is assigned with the crystal
orientation I of the potential nucleation site at the time it is created. The following are
the main steps of using this method at each time level:
1. Compute under-cooling at each potential nucleation site (interpolation will be re-
quired), and create new level set solvers to handle the newly created crystals if
required undercooling is satisfied at the location of potential nucleation site.
2. Compute the interface velocity on the interface of each crystal with information of
crystal orientation I, and use the computed interface velocity to evolve the signed
distance function of the corresponding crystal.
3. Perform re-initialization of all signed distance functions.
4. Solve for temperature and concentration fields using volume averaging tech-
niques.
5. Return to step 2 until convergence (||T kn − T k−1n || ≤ 10−3 × ||T kn − Tn−1||) is achieved
for this time level. Here n is the current time level, n− 1 is the previous time level
and k is the iteration level.
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Details of this method are provided in [62], where it is applied to study the growth
of multiple phases instead of multiple crystals. More theoretical analysis of this multi-
phase level set method can be found at [77, 39]. In this work, this multi-phase level set
method is not used as the main investigation tool but as a verification tool for the other
method discussed next, because the multi-phase level set method requires the expensive
solution of multiple level set equations. Solving multiple level set equations is only
realistic for a small number of crystals. As the number of crystals increases, the multi-
phase level set method becomes increasingly inefficient. If tens or even hundreds of
crystals are present, this numerical method is impractical, since one cannot afford or
does not want to store tens or hundreds of signed distance functions and solve tens or
hundreds of level set equations.
4.2.2 Single signed distance function with markers
In this work, we do not model the evolution of the solid-solid phase transformation.
Therefore, the solid/solid (crystal/crystal) interfaces are of no significant importance and
are assumed to be static. The type of interface of great interest is the solid/liquid (crys-
tal/liquid) interface. We can use a single signed distance function to implicitly represent
this interface. However, we also want to identify different crystals, because each crystal
grows with different preferred orientations due to the underlying crystal structure. So
we introduce another scalar (markers) to represent different crystals. The value of the
markers is just the orientation of each crystal. As demonstrated in Fig. 4.1, different
markers (shown with different colors) are used to identify different crystals. Although
only one signed distance function is used, the growth of a crystal at its own preferred
direction can be captured with the aid of markers. The problem of evolving multiple
crystal interfaces is reduced to tracking one level set variable (signed distance function)
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and determining the marker of a newly solidified node point. Tracking a single level
set variable is implemented by solving the level set equation as before, while determin-
ing the marker of a newly solidified node point is implemented by using an algorithm
updated from fast marching as discussed below.
Figure 4.1: Example of using a single signed distance function with markers.
The marker (orientation of the crystal, I) has physical meaning only in the solid
phase. However, doing evaluation of the interface velocity requires that I is also defined
in the liquid phase. In this work, we define I in the liquid phase as the orientation
of the nearest crystal. With this definition, extension of I from the solid phase to the
liquid phase can be implemented using the fast marching technique. We have a balanced
heap data structure for easy tracking of the next closest nodal point to the solid-liquid
interface. One important step of the fast marching algorithm is to extend values in an
element (say A-B-C in the 2D case). Let values on two nodes (say A and B) be known,
with the value on the other node (C) being unknown. In extending the interface velocity
from nodes A and B to node C, interpolation is reasonable since one is interested in
obtaining a smooth velocity field over the whole domain. However, for extending the
crystal orientation angle from nodes A and B to node C, interpolation will not make
much sense since node C belongs to either the same crystal as node A or the same
crystal as node B. The following formula is thus used for extension of the orientation
angle from nodes A and B to node C:
IC =

IA, i f ||AC|| ≤ ||BC||,
IB, i f ||BC|| < ||AC||.
(4.7)
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Using this method, we can efficiently extend I from the solid phase to the liquid
phase as demonstrated in Fig. 4.2. Notice that in Fig. 4.2, we have only extended I
from the solid phase to a part of the liquid phase with φ < 3w, which is far enough for
computing the interface velocity. A newly solidified nodal point definitely falls in the
region with φ < 3w, since the CFL coefficient is selected to be less than 1. Therefore,
the orientation angle I has already been extended to the newly solidified node.
Figure 4.2: Example of extending the orientation angle in the liquid phase. The
orientation angle is extended to the liquid phase with φ < 3w. The ar-
tifacts of interpolation lead to a color different from all nearby colors
at some places of the mesh. The plotting software we utilized, Tec-
plot [78], automatically interpolates the orientation and plots the color
corresponding to the interpolated value.
The level set method uses a field (signed distance) to represent the interface. Suppose
a new crystal is introduced into the solidification system by nucleation at location xi.
Since the solid-liquid interface changes, the signed distance field needs to be updated
with the following operation:
φ(y)← min(φ0(y), ||xi − y|| − R0), ∀ y ∈ Ω, (4.8)
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where φ0 is the signed distance function before the potential nucleation site is nucleated
at xi, R0 is the size of the initial crystal seed at location xi and y is the location of a node
(see Fig. 4.3 for a related schematic). Notice that, we need to apply this operation on all
nodes whenever there is a newly nucleated crystal. Fortunately, the number of operations
is strictly proportional to the number of nodes. It is also very easy to parallelize, since
no communication (except information of the newly created crystal) is required.
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Figure 4.3: Redefinition of the level set function when nucleation occurs in the
domain [0, 1]× [0, 1]: The initial level set field φ0 = x−0.4 represents
an interface at x = 0.4 (dark line). If nucleation occurs at (0.5, 0.5)
with initial seed radius 0.025, we redefine the level set field to be
φ1 = min(φ0,
√
(x − 0.5)2 + (y − 0.5)2 − 0.025). The contour value
on the 2nd figure is the value of φ1 and the dark line shows the zero
level set of φ1 that appropriately captures the changes on the inter-
face introduced by nucleation at (0.5, 0.5). The remaining two figures
demonstrate the φ2, φ3 fields when additional nucleation occurs at the
locations (0.8, 0.4) and (0.6, 0.7).
The following are the main steps of using this method at each time level:
1. Compute the under-cooling at each potential nucleation site (interpolation will
be required). For each newly nucleated crystal at location xi apply the following
operation on each node y:
φ(y)← min(φ0(y), ||xi − y|| − R0).
2. Extend the orientation angle from the solid region to part of the liquid region with
φ < 3w using the fast marching algorithm.
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3. Compute the interface velocity on the solid-liquid interface with information of
orientation angle I, and use the computed interface velocity to evolve the signed
distance function. Note that I plays a role in the computation of T∗, which plays a
role in the computation of V using the extended Stefan equation.
4. Perform re-initialization of the single signed distance function.
5. Solve for the temperature and concentration fields using volume averaging tech-
niques.
6. Return to step 3 until convergence is achieved for this time level.
Comparing the above method with the multi-phase level set method, multiple signed
distance functions are reduced to just one signed distance function and an orientation
angle. Moreover, we do not need to solve the multiple level set equations. So this
method is much more efficient than the multi-phase level set method. However, as shown
in Eq. (4.7), the extension of the orientation angle is not smooth at liquid nodes, which
are close to multiple crystals. Fortunately, for most extension cases of the orientation
angle from values at nodes A and B, IA = IB. In other words, IA , IB occurs only at
locations close to multiple crystals. Note that the interface velocity is only computed
at nodes adjacent to zero level set (i.e. nodes of elements cut by the zero level set). At
other nodes, the interface velocity is extended using fast marching. So assuming that I is
correct for the nodes of the elements cut by the zero level set, the above approximation
will not make any difference in the calculation of the interface velocity. This means
that IC will make a difference in the interface velocity only when IA , IB and C is a
node adjacent to zero level set, which means that two crystals are already very close to
each other. We will demonstrate that the difference between the results obtained with
this method and the results obtained from the multi-phase level set method is actually
negligible.
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4.2.3 Other techniques to speed up computation
In this work, the finite element method is used to solve for the temperature, solute con-
centration and level set function with implementation details discussed in [73, 62]. Com-
paring with the combined finite element method (for governing equations of temperature
and solute) and finite difference method (for level set computation) [61], there is flexi-
bility in the current implementation to use adaptively refined unstructured mesh, which
is shown to be much more efficient than a uniform mesh in [62]. Since the level set vari-
able gives information about how far away each node or element is from the interface, a
refinement criterion based on the level set variable [62] is very convenient for generation
of adaptive mesh locally refined near the solid-liquid interface. The effect of adaptive
meshing with one level of refinement near the interface can be seen in Fig. 4.2. Signifi-
cantly higher levels of refinement are usually used in the numerical examples discussed
later. Other than adaptive meshing, domain decomposition (implemented with the aid
of graph partition package ParMetis [79]) is also used for parallel computing to allow
investigation of interaction between hundreds of crystals. Fast marching technique [73]
is utilized to perform re-initialization of the level set variable and extension of the in-
terface velocity. For solving the linear systems in the finite element method, we use the
Krylov subspace method in the matrix solver package PETSc [80].
4.3 Numerical examples
4.3.1 Interaction between 9 crystals
In this example, we consider the interaction between 9 crystals with orientations
I = 0o, 10o, 20o, 30o, 40o, 50o, 60o, 70o, 80o as shown in Fig. 4.4. The domain size of
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interest is [−1200, 1200] × [−1200, 1200]. The 9 crystals are uniformly spaced with
distance ∆. The initial shape of each crystal is circular with radius 30. A pure mate-
rial is considered for this example with all parameters including ρ, c, k, L normalized
to 1. The temperature on the interface satisfies the following Gibbs-Thomson relation:
T∗ = −d0 {1 − 15 cos [4(θ − I)]} κ with d0 = 0.5 and  = 0.05. Initially, the domain is
undercooled at temperature −0.55, while inside the 9 initial crystals, the initial temper-
ature is taken as 0. The boundary of the domain is kept at temperature −0.55. We want
to study how the 9 crystals interact with each other during their growth.
0 ο 10ο 20ο
30ο 40ο 50ο
60ο 70ο 80ο
∆
Figure 4.4: Schematic of the growth of 9 crystals.
Effects of crystal spacing
In this computation, we use an adaptive mesh equivalent to a uniform mesh of grid
spacing 1. Here equivalent means that the smallest grid spacing in the adaptive mesh is
equal to the grid spacing in the uniform mesh. We use the term ‘equivalent’, because
both meshes lead to the same numerical solution as was demonstrated in our earlier
work [62]. The CFL coefficient for adaptive time stepping is selected to be 13 . When the
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spacing between the crystals is 800, i.e. ∆ = 800, the interaction between the crystals is
weak as shown in Fig. 4.5. The closest distance between crystals is the distance between
the right dendrite tip of the crystal with I = 0o and the left dendrite tip of the crystal
with I = 10o. The distance between any other two crystals is greater than the thermal
boundary layer size. Therefore, each crystal grows almost independently, except that the
thermal boundary layers of the two crystals I = 0o and I = 10o overlap at places around
their closest tips. The independence and similarity of the thermal boundary layers for
the 9 crystals actually demonstrate that the computed solution is independent of mesh
orientation. When the spacing between the crystals reduces to 600 or 400, the interaction
between the crystals is very obvious as shown in Fig. 4.5. However, in all cases, we
observe that the shapes of all ‘free’ dendrite tips are very similar. Here ‘free’ means
that the dendrite tip is far away from other dendrites. More interestingly, the solution
(interface position and temperature field) keeps partial symmetry in all three cases with
different crystal spacing. For example, the two crystals with I = 30o and I = 60o are
symmetrical to each other at places close to their center line y = ∆2 . Similarly, the two
crystals with I = 40o and I = 50o are symmetrical to each other at places close to
their center line x = ∆2 . This partial symmetry comes from the symmetry in the crystal
orientations as shown in Fig. 4.4.
Comparison with the multi-phase level set method
In the above computation of studying crystal spacing effects, we have used only one
signed distance function and 9 markers to identify the interface of the 9 crystals. It is
more common to use multiple signed distance functions for tracking multiple interfaces
with the level set method [77, 39]. Here we study the interface position using both
methods with grid spacing 1 and CFL coefficient 13 . As shown in Fig. 4.6, both methods
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predict almost the same interface position when the dendrite tips are close to the domain
boundary. This computation gives us confidence on the accuracy of using only one
signed distance function with markers, which is significantly much more efficient than
using multiple signed distance functions, since only one level set equation needs to be
solved. In all the other computations in this work, one signed distance function with
markers will be used.
Convergence study
In the previous computations of studying crystal spacing effects, we have used an adap-
tive mesh (initial coarse mesh 75× 75, refinement level 5) equivalent to a uniform mesh
of grid spacing 1. However, in [48, 32], a grid spacing of 0.4 was used for a similar
problem with just one crystal. In order to demonstrate that grid spacing 1 already leads
to a converged solution, we also computed the numerical solution for crystal spacing
600 using various grid spacings 1, 2, 4, 8, 16, 32 (corresponding to refinement levels 5,
4, 3, 2, 1 and 0), as demonstrated in Fig. 4.7. Notice that in the studies here, adaptive
meshing is used. Thus the grid spacing actually refers to the smallest grid spacing of
the adaptive mesh. To use roughly the same time discretization, the CFL coefficient for
adaptive time stepping is selected to be 13 ,
1
6 ,
1
12 ,
1
24 ,
1
48 ,
1
96 corresponding to the selection
of grid spacings 1, 2, 4, 8, 16, 32, respectively. As the grid spacing decreases, the com-
puted dendrites become slimmer. To quantitatively study convergence, we define the
error as the root mean square (rms) of the difference in the temperature and the “true”
temperature (obtained with refinement level 5) at time 1.05 × 104 on nodes of a 75 × 75
uniform mesh, i.e. err =
√
1
n
∑n
i=1 (
Ti−T truei
0.55 )
2
. Here n is the total number of nodes of
the uniform mesh with value 76 × 76 = 5776, Ti is the temperature at node i at time
1.05 × 104, and T truei is the “true” temperature at node i at time 1.05 × 104. The rela-
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tion between error and refinement level of the adaptive mesh is given in Fig. 4.9. The
computed dendrites with grid spacing 32 are significantly different (much ‘fatter’) than
the converged solution with the finest grid spacing. In fact, since grid spacing 32 is
even larger than the initial crystal radius, it is expected that dendrites computed with
grid spacing 32 are much ‘fatter’ than the converged solution. However, the solution
with grid spacing 16 can still give us an insight on the interaction between the dendrites.
The fact that grid spacing can be 40 times larger than the grid spacing used in the liter-
ature [48, 32] (16 = 40 × 0.4) and still able to provide reasonable solution suggests that
the present technique has significant potential for the study of the interaction between
many dendrites. Notice that grid spacing 40 times larger means that the element size is
402 times larger and the number of elements just 1402 times the original required number
of elements. This would lead to a significant reduction of computational requirement
in terms of memory and time. In 3D, this advantage will be even more obvious, since
the number of elements can be reduced to 1403 of the required number of elements us-
ing grid spacing 0.4. We will demonstrate the interaction of multiple 3D dendrites in
Section 4.3.2.
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Figure 4.5: Temperature field for the interaction between nine crystals with spac-
ing 400, 600 and 800.
The main reasons that the present method converges nicely are (1) that the inter-
face is tracked with a level set which could give accurate normal direction and in-
terface curvature for accurate determination of the equilibrium temperature using the
Gibbs-Thomson relation, and (2) that energy is numerically conserved since no essen-
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tial boundary condition is applied on the interface, which could compensate for the
numerical error in the interface velocity evaluation.
Figure 4.6: Interface position when the dendrite tips are close to the domain
boundary. Solid line: Computed interface position using single signed
distance function with markers; Dash dot line: Computed interface
position using multiple signed distance functions.
4.3.2 Columnar-to-equiaxed transition (CET)
Columnar to equiaxed transition is a phenomenon of great importance in casting. For
decades, researchers have relied on the cellular automata method [20, 33, 51, 58] to
give numerical estimation of the microstructure type (columnar or equiaxed) at different
solidification speeds and thermal gradients. Arguing that cellular automata method has
issues of mesh dependence and lack of demonstration for its convergence, reference [5]
provides the first CET study using the phase field method. In this section, we will first
study the same numerical example as in [5] as a validation of our numerical method.
We will compare our numerical results of columnar-to-equiaxed transition (CET) with
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1x∆ = 2x∆ = 4x∆ =
8x∆ = 16x∆ = 32x∆ =
Figure 4.7: Interaction between 9 crystals with spacing 600 using various grid
spacings 1, 2, 4, 8, 16 and 32.
Figure 4.8: Schematic of the computational domain and potential nucleation sites
for the two-dimensional crystal growth.
an analytical estimation and numerical results using a phase field method in [5]. Inde-
pendence of the results on the numerical grid size is not demonstrated in the phase field
study of [5].
Here we will first perform a convergence study for one typical case to determine
the appropriate grid spacing for numerical simulation (Section 4.3.2). The investigation
of CET for different process conditions is then reported in Section 4.3.2. Since crys-
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Figure 4.9: Error at refinement levels 0, 1, 2, 3, 4 and 5 (corresponding to grid
spacings 32, 16, 8, 4, 2 and 1).
tal growth in real world is three-dimensional growth, we will consider the interaction
between multiple crystals in 3D (Section 4.3.2). We will also incorporate many more
crystals by using a much larger computational domain to study how the randomness of
seed orientation affects the microstructure pattern (Section 4.3.2).
Convergence study
The important material properties considered are taken from [5] and are given as fol-
lows: initial concentration C0 = 3wt.%, partition coefficient kp = 0.14, liquidus slope
ml = −2.6K/wt.%, solute diffusion coefficient Dl = 3000µm2s, melting temperature
Tm = 933.47K, required undercooling for nucleation ∆T n = 8 K, Gibbs-Thomson re-
lation coefficient c = 0.24K · µm, surface tension anisotropy  = 0.01 and domain
height 3
√
2ds with ds = 9.7µm. The spacing between two potential nucleation sites is
√
2 × ds, so that the density of potential nucleation sites is d−2s with a body centered
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structure as shown in Fig. 4.8. In [5], 23 cases with various solidification speeds and
thermal gradients are considered using a mesh with 151 grid points in the y direction
by fully-exploiting symmetry. The uniform mesh used in [5] is approximately equiva-
lent to the adaptive mesh used in this work with refinement level 10 and with an initial
coarse mesh 20 × 1. In our computation, we use a coarser adaptive mesh with refine-
ment level 9 (smallest grid spacing is 0.08µm). In order to demonstrate that refinement
level 9 is actually fine enough for this problem, we performed a convergence study us-
ing refinement levels 5, 6, 7, 8, 9 and 10 (discretization in space) for solidification speed
3000µm/s and thermal gradient 1400K/cm. For time discretization, the CFL coefficient
used for adaptive time stepping is 1/3 for all computations in this example. To inves-
tigate the convergence quantitatively, we defined the error as the root mean square of
the difference in the concentration and the “true” concentration (concentration obtained
using refinement level 10) at time 3.47 × 10−2s on nodes of a 640 × 32 uniform mesh,
i.e. err =
√
1
n
∑n
i=1 (
Ci−Ctruei
3.0 )
2
. As shown in Fig. 4.10, the nucleation pattern for refine-
ment level 5 is significantly different from the results obtained with refinement level 10,
which leads to a very large error (around 0.84 as shown in Fig. 4.11). When the refine-
ment level is increased to 7, 8 and 9, the crystal shapes are visually very similar to the
crystal shape obtained with refinement level 10. Since the error when using refinement
level 9 is only about 0.04, we can assume that refinement level 9 is fine enough. For all
two-dimensional computations in this problem, we use refinement level 9.
Investigation of CET
Here we perform the same 23 cases examined in [5] with solidification speeds and ther-
mal gradients listed in Table 4.1. The computed results for the 23 cases are shown in
Fig. 4.12. The growth types of the 23 cases (columnar, equiaxed and mixed) are plot-
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ted in Fig. 4.13 together with the analytical estimation of CET using Hunt’s model [24]
with G = 0.666
√
ρn∆T t(1 − (∆T n
∆T t )
3) and ∆T t = 216V1/2 [5], where G and V are the
thermal gradient and pulling velocity for directional growth, respectively, ∆T n is the
required undercooling for nucleation and ∆T t is the undercooling at the dendrite tip.
In the model discussed in [5], only one phase field equation and one solute diffusion
equation are solved. The temperature is not solved from the governing heat equation.
Here, we take the same simplification. Initially the temperature is distributed linearly
with a given thermal gradient G. The evolution of the temperature is then computed
with a constant cooling rate, R, which is obtained from the given pulling velocity and
thermal gradient through R = V × G. Just as predicted by Hunt’s model, the columnar
growth is favored for low pulling velocity (solidification speed) and high temperature
gradient, while the equiaxed growth is favored for high pulling velocity and low temper-
ature gradient. Mixed growth (a transition microstructure from columnar to equiaxed)
is observed for cases below but close to the analytical estimation. Notice that in these
computational example, the temperature gradient considered are unrealistically large in
order to observe and study the CET transition.
Figure 4.10: Solute concentration for solidification speed 3000µm/s and thermal
gradient 1400K/cm using adaptive meshing with refinement from 5
to 10.
Comparing with the results in [5], we obtain similar growth pattern. However, we
did not observe secondary dendrite formation. Even with the finest mesh in the con-
vergence study as shown in Fig. 4.10, secondary dendrites do not show up in the nu-
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Figure 4.11: Error at refinement level from 5 to 10 for solidification speed
3000µm/s and thermal gradient 1400K/cm.
merical solution. Since convergence of the numerical solution is observed in Fig. 4.10,
we believe that the specified material properties will not lead to significant secondary
dendrites using our mathematical model. In order to demonstrate the ability to capture
secondary dendrites using the present level set method, we reduce the magnitude of
Gibbs-Thomson relation coefficient c from 0.24K · µm to 0.01K · µm with correspond-
ing results shown in Fig. 4.14. The growth type of the 23 cases (columnar, equiaxed
and mixed) are plotted in Fig. 4.15 together with the analytical estimation using Hunt’s
model. A comparison for case 2 is given in Fig. 4.16 to demonstrate the effects of c on
the formation of secondary dendrites. Comparing with the results shown in Figs. 4.12
and 4.13 with larger magnitude of the Gibbs-Thomson relation coefficient c, we observe
that the CET transition occurs at a smaller thermal gradient for a giving solidification
speed.
Without utilizing symmetry to reduce the computation requirement as was the case
in [5], we observe a continuous transition from equiaxed growth to columnar growth
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Table 4.1: Considered solidification speed (µm/s) and thermal gradient (K/cm)
# 1 2 3 4 5 6 7 8
V 3000 3000 3000 3000 3000 3000 3000 3000
G 140 1400 2800 5600 7000 8400 9800 21000
# 9 10 11 12 13 14 15 16
V 6000 6000 6000 6000 10000 10000 10000 10000
G 7000 9800 21000 39200 7000 15400 21000 39200
# 17 18 19 20 21 22 23
V 10000 1000 1500 1500 2500 3500 4500
G 56000 140 140 7000 7000 7000 7000
Figure 4.12: Computation results showing solute concentration for the 23 cases
listed in Table 4.1 (First row: case 1, 2, 3, 4; second row: 5, 6, 7, 8
and so on). Gibbs-Thomson coefficient c = 0.24K · µm.
as shown in case 8 in Fig. 4.12, and cases 4, 12 in Fig. 4.14. If symmetry is utilized,
the computation requirement is much less (only 1/6) than that without using symmetry.
However, if the solution symmetry is inherently different from the applied symmetry,
we may obtain very different results as shown in Fig. 4.17. For example, the compu-
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Figure 4.13: CET map for directional solidification for the 23 cases listed in Ta-
ble 4.1. Gibbs-Thomson coefficient c = 0.24K · µm.
tation domain width may not be an integer times of the dendritic growth wavelength,
which is related with processing and material parameters as analytically estimated us-
ing λ = 2pi( DΓ−VmlC0 )
1/2 [34]. As shown in the right of Fig. 4.17, the domain boundary
restricts the dendrites from adjusting their wavelength to an optimal value. This leads
to dendrite tips with slightly different shapes. However, if a larger domain is used, the
dendrites can gradually adjust their wavelength leading to dendritic tips with the same
shape. More importantly, the wavelength of dendritic growth is significantly smaller
than the wavelength obtained without utilization of symmetry. Therefore, for more ac-
curate solution, a larger computational domain is preferred as it can reduce the effects of
the artificial computational domain boundary on the numerical solution. However, the
computation time will also increase significantly with an enlarged domain. For exam-
ple, the results obtained using symmetry shown in the right of Fig. 4.17 take around 45
minutes using one computation node with two 3.8G CPUs, while the results obtained
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Figure 4.14: Computation results showing solute concentration for the 23 cases
listed in Table 4.1 (First row: case 1, 2, 3, 4; second row: 5, 6, 7, 8
and so on). Gibbs-Thomson coefficient c = 0.01K · µm.
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Figure 4.15: CET map for directional solidification for the 23 cases listed in Ta-
ble 4.1. Gibbs-Thomson coefficient c = 0.01K · µm.
without using symmetry shown in the left of Fig. 4.17 take around 4.5 hours with the
same computation node. Selecting appropriate computational domain size is indeed an
issue of balancing between the numerical solution accuracy and the required computa-
tional effort.
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Figure 4.16: Computation results showing solute concentration for case 2 with
c = 0.24K · µm (left) and c = 0.01K · µm(right).
Figure 4.17: Computed growth pattern showing solute concentration without us-
ing symmetry (left) and with symmetry (right) for the case 8 listed in
Table 4.1. The box with dashed line shown in the right figure is the
computation domain when using symmetry.
Multiple three-dimensional crystal interaction
As we know, crystal growth is inherently three-dimensional. Here, we perform a 3D
study of the interaction between multiple crystals. Material properties are selected to be
the same as in the 2D study with Gibbs-Thomson coefficient c = 0.24K · µm. However,
the spacing between two potential nucleation sites is taken as 3
√
2×ds, so that the density
of potential nucleation sites is d−3s with a body centered structure as shown in Fig. 4.18.
As computation in 3D is more intensive than in 2D, we fully-utilize symmetry. Grid
spacing is selected as 0.05µm (grid spacing 0.08µm was used for the 2D example). For
solidification speed 3000µm/s and thermal gradient 1400K/cm, we obtain the 3D crystal
shape as shown in Fig. 4.19. The solute concentration at cross sections x = 0 and x = z
is shown in Fig. 4.20. In comparison to the two-dimensional computation (Fig. 4.7),
the required under-cooling for nucleation 8K is never obtained. Therefore, nucleation is
not observed. In three-dimensions, the solute rejected from the dendrite tips can diffuse
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Figure 4.18: Schematic of computational domain and potential nucleation sites
for the three-dimensional crystal growth.
away in various directions around the dendrite tip. So the dendrite tip velocity may
be able to ‘catch up’ with the pulling velocity for a given thermal gradient, since the
rejected solute is easier to diffuse away comparing with the two-dimensional situation
and increase the equilibrium temperature on the interface. Therefore, the maximum
under-cooling in front of the dendrite tips is not increasing as the dendrites grow, while
in the two-dimensional growth, the diffusion of solute rejected from dendrite tips is
confined to either left of right direction of the dendrite tip. Therefore, the dendrite
tip velocity may not be as large as the pulling velocity if the thermal gradient is not
sufficiently large. This further leads to increasing the maximum under-cooling in front
of the dendrite tips until nucleation occurs as the maximum under-cooling is more than
∆T n.
In order to observe nucleation phenomena in three-dimensions, we reduced the re-
quired under-cooling for nucleation from 8K to 7K with results shown in Figs. 4.21
and 4.22. As shown in the cross section x = z (Fig. 4.22), the pattern of solute con-
centration has a similarity with the results obtained in two-dimensions. However, the
129
Figure 4.19: Three-dimensional crystal growth with required undercooling with
solidification speed 3000µm/s and thermal gradient 1400K/cm.
Figure 4.20: Solute concentration at cross sections x = 0 (left) and x = z (right)
for 3D crystal growth with solidification speed 3000µm/s and ther-
mal gradient 1400K/cm.
pattern of solute concentration in the cross section x = 0 is quite different from the
two-dimensional results. Similarly to the 2D computation, if the thermal gradient is
increased from 1400K/cm to 21000K/cm, the growth pattern will convert to columnar
growth as shown in Figs. 4.23 and 4.24. The three-dimensional computation in these
two cases shows that the two-dimensional computational results can serve as a tool to
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qualitatively but not quantitatively understand realistic 3D crystal growth.
Figure 4.21: Three-dimensional crystal growth with required undercooling for nu-
cleation 7K (solidification speed 3000µm/s and thermal gradient
1400K/cm). The right figure is the same plot as the left figure with-
out plotting the nucleated crystal in the dendrite front.
Figure 4.22: Solute concentration at cross sections x = 0 (left) and x = z (right)
for 3D crystal growth with required undercooling for nucleation 7K
(solidification speed 3000µm/s and thermal gradient 1400K/cm).
Effects of randomness on crystal orientation
In the above computation, we have assumed that all crystals have the same orientation to
allow us to compare with the results in [5]. However, from the first numerical example
studying interaction between 9 crystals, we have found that crystal orientation plays
an important role during multiple crystal growth. Here we incorporate the effects of
randomness in crystal orientation (uniformly distributed from 0 to 2pi) for cases 2 and
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Figure 4.23: 3D Crystal growth with required undercooling with solidification
speed 3000µm/s and thermal gradient 21000K/cm.
Figure 4.24: Solute concentration at cross sections x = 0 (left) and x = z (right)
for 3D crystal growth with solidification speed 3000µm/s and ther-
mal gradient 21000K/cm.
6 of Table 4.1. The Gibbs-Thomson relation coefficient is selected to be 0.01K · µm
as in the computation of the 23 cases with reduced Gibbs-Thomson relation coefficient.
All other parameters are selected to be the same. Due to the randomness in crystal
orientation, symmetry is broken and more dendrites have to be included in the numerical
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solution to obtain the growth pattern. Therefore, we increased the domain height from
3
√
2ds to 9
√
2ds.
Computation results of cases 2 and 6 are shown in Fig. 4.25. In comparing with the
results shown in Fig. 4.14 we conclude that randomness in crystal orientation has a great
effect on the interaction between crystals.
Figure 4.25: Computed growth pattern for cases 2 (left) and 6 (right) with consid-
eration of randomness in crystal orientation. The colors used show
crystal orientations.
Figure 4.26: Computed growth pattern for case 6 with consideration of random-
ness in crystal orientation at time step 6000 and 8000. The colors
used show crystal orientations.
4.3.3 Interaction between crystals with consideration of random-
ness in required undercooling for nucleation
In the previous example, we considered the effects of randomness in crystal orientation,
while the required undercooling for nucleation was assumed to be constant (8 K). With
this assumption, a potential nucleation site will never nucleate if the actual undercooling
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is less than 8 K. A consequence of this is that there is little variety of microstructure size
even though the processing parameters, such as velocity and thermal gradient are sig-
nificantly different. For example, at very low thermal gradient, we obtain slim equiaxed
microstructure as shown in the results of case 1 in the previous example. However in
practice, such slim equiaxed microstructure is not common. Instead, coarse equiaxed
microstructure is often observed, which is known as the columnar-to-equiaxed transi-
tion and usually appears in the center of castings.
In the previous example, the temperature field was not solved. A cooling rate
R = V × G was directly applied. This assumption also limits the application to di-
rectional growth where a temperature gradient can be controlled. In many other pro-
cesses e.g. sand casting, the temperature (or heat flux) is only controlled at the domain
boundary instead of the whole domain. To give results with more practical importance,
here we perform a numerical study without these assumptions by using random un-
dercooling for nucleation and by solving the heat equation. The following dimension-
less material properties are considered: potential nucleation site density ρn = 100 ,
required undercooling for nucleation ∆T n is random with distribution N(1.5, 0.22), den-
sity ρ = 1, heat capacity c = 1, heat diffusion coefficient k = 1, latent heat L = 100,
Lewis number Le = 100, melting temperature Tm = 0, initial concentration C0 = 0.1,
liquidus slope ml = −10, partition coefficient kp = 0.1, Gibbs-Thomson relation with
kinetic undercooling T∗ = Tm + mlCl − 23 (1 − cos(4(θ − I))V . A computation domain
with size 10 × 2.5 is used. Initially, the whole domain is liquid. The temperature in
the whole domain is distributed with thermal gradient G = Gl exp
[−V x
α
]
with left side
temperature at Tm + mlC0. At the left boundary, a heat flux is withdrawn from the do-
main with magnitude qs = kGs exp
[−V(0−Vt)
α
]
, while at the right boundary, a heat flux
enters the domain with magnitude ql = kGl exp
[−V(10−Vt)
α
]
. Here, α ≡ k
ρc = 1 and
V = k(G
s−Gl)
ρL . The reason to select such initial and boundary conditions is that it leads
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to uniform microstructure throughout the computational domain. Adaptive mesh with
smallest grid spacing 0.0098 is used to obtain crystal pattern as shown in the left of
Fig. 4.27. A computation domain of 10 × 2.5 is used here. Three combinations of V
and Gl ((V,Gl) = (0.1, 0.01), (0.35, 0.01), (0.137, 30.0)) are studied with results shown
in Fig. 4.27.
Figure 4.27: Computed growth pattern on a domain of 10 × 2.5 at various con-
ditions. Left: grid spacing 0.0098; Right grid spacing 0.0049. First
row: V = 0.1, Gl = 0.01; Second row: V = 0.35, Gl = 0.01; Third
row: V = 0.137, Gl = 30.0. The colors used show crystal orienta-
tions.
At low solidification speed and low thermal gradient (V = 0.1, Gl = 0.01), we ob-
serve coarse equiaxed crystal growth, which is not captured in the previous example.
By reducing the grid spacing by a half to 0.0049, we obtain different microstructures as
shown in the left and right of Fig. 4.27. Due to randomness in crystal orientation angle
and in required undercooling for nucleation, numerical noise may lead to very differ-
ent microstructure details. However, the obtained microstructures with both grids are
very similar in their patterns. This suggests that our model can be used to simulate mi-
crostructure evolution and predict microstructure patterns, even though there is always
error in the numerical solution.
The capability of investigating the interaction between tens of crystals with demon-
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Figure 4.28: Microstructure pattern for growth of hundreds of crystals in a two-
dimensional domain. The colors used show crystal orientations.
stration of convergence is an improvement in numerical study of crystal growth. How-
ever, hundreds or thousands of crystals are often involved in reality even for a small
piece of casting. Based on the previous convergence study for interaction between a
small number of crystals, we here demonstrate the ability of the current approach to
capture interaction between hundreds of crystals by using the same material and a larger
computational domain of size 80× 80 (the left-top quarter is not included). The relation
of the computational domain and actual domain is demonstrated in Fig. 4.29. Initially,
the whole domain is at temperature 30. A cooling rate of 5 is applied at all computa-
tional domain boundaries except on the right side, where the heat flux is 0. Using the
same grid spacing 0.0098 and a fixed time step of 7×10−3, we obtain the microstructure
at time 45 shown in Fig. 4.28. At the corner, equiaxed microstructure is obtained, while
at places far away from the corner, a mixture of columnar growth and equiaxed growth
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is obtained. At the center of the domain, columnar growth dominates. Since hundreds
of crystals are involved as shown in Fig. 4.28, the computation of this problem is very
intensive. It takes around 24 hours using 16 nodes each with two 3.8G CPUs to obtain
the results in Fig. 4.28.
160
80
Cooling rate 5 on all boundary sides Cooling rate 5
q=0
Figure 4.29: Schematic of the actual domain (left) and computational domain
(right).
4.4 Conclusions
Our previous numerical work based on the level set method [61], which combines fea-
tures of both front-tracking methods and fixed domain methods, was extended in this
work to study interaction between multiple dendrites during solidification. By using
markers to identify different crystals, we are able to study the interaction between mul-
tiple dendrites with a single signed distance function. Accuracy of our approach is
demonstrated with convergence studies and comparison with the multi-level set method.
Simulations of columnar to equiaxed transition are preformed and compared with re-
cent phase field results available in the literature [5]. New abilities provided by the
current numerical approach include extension to three-dimensions and arbitrary crystal-
lographic orientations. We find that the three-dimensional growth is significantly differ-
ent from the two-dimensional growth for one of the two cases considered. However, at
other considered cases with high thermal gradient, the microstructure patterns obtained
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with two- and three-dimensional modeling are both columnar growth. Randomness in
crystallographic orientations was found to have a significant effect on the results. Ef-
ficiency of the multi-level set algorithm is demonstrated in an example that includes
hundreds of crystals with consideration of randomness effects in both crystallographic
orientation and required undercooling for nucleation. The algorithms developed here
are currently being used as localized subgrid models for the development of efficient
multiscale models of solidification processes.
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Chapter 5
Multiscale modeling of alloy solidification
5.1 Mathematical model
The difficulty associated with modeling of solidification processes arises from the mor-
phological complexity of the resulting microstructure and the variety of length scales in
the system. Under typical solidification conditions, the system and interfacial structures
are of the orders of 10−1m and 10−5m, respectively.
Microscopic models (e.g. [49, 41, 61]) are developed to capture physical phenom-
ena in the length scale of the interfacial structures. As pointed out in [69], there are
three disparate microscopic length scales (decreasing in order): (1) the overall size of
crystals (e.g. primary arm spacing λ1 for columnar growth), (2) the secondary dendrite
arm spacing and (3) the radius of a dendrite tip. The domain size in these microscale
studies is usually chosen to contain one or more crystals/dendrites. The grid spacing in
the discretization of the computational domain is chosen to be less than the tip radius
(therefore also less than the overall size of the crystals and the secondary dendrite arm
spacing).
For macroscale models (e.g. [55]), macroscopic variables including velocity, tem-
perature and concentration are defined as the average values of microscopic variables
within an averaging volume. The averaging volume is selected [54] such that the scale it
represents is small enough to capture the global effects such as fluid flow, heat transfer
and species distribution, but large enough to smooth out the details of the morphologi-
cal complexities, interdendritic fluid flow, latent heat release and species redistribution.
Therefore, for macroscale modeling of solidification, we typically need to select the
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averaging volume to be of the size of a few crystals.
In this work, we will investigate the interaction of multiple crystals using a mi-
croscale model with a fine mesh (with grid spacing small enough to capture interfacial
structures such as secondary dendrite arm spacing and dendrite tip radius). With the mi-
croscale model, variation of temperature and concentration is observed in the range of
crystal size. After averaging the microscale model results, information will be extracted
to aid computation in a coarse-mesh using the macroscale model. The microscale model
will also be utilized to validate the macroscale model results.
The following simplifications are taken for both the microscale and macroscale mod-
els.
1. All material properties are assumed to be constant if not mentioned. These in-
clude density ρ, heat capacity c, latent heat L, heat diffusion coefficient k, solute
diffusion coefficient D, liquidus slope ml, and partition coefficient kp.
2. Fluid flow effects are not considered.
3. Solute diffusion in the solid phase is neglected.
5.1.1 Microscale model
The following governing equations for heat transfer and solute transport during solidifi-
cation are widely accepted for modeling of solidification in the microscale:
ρc
∂θ(x, t)
∂t
= k∇2θ(x, t), x ∈ Ω, (5.1)
∂Cl(x, t)
∂t
= D∇2Cl(x, t), x ∈ Ωl, (5.2)
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where Ω is the total domain including both the domain of the liquid phase Ωl and the
domain of the solid phase Ωs. The above two governing equations for temperature θ and
solute concentration in the liquid Cl are simple diffusion equations that have been very
well studied. However, due to the existence of the moving interface, Γsl, the interface
conditions listed below make the problem nontrivial.
1. Because of the phase transformation, solute is rejected from the solid phase to the
liquid phase leading to a solute rejection flux at the interface:
D
∂Cl
∂n
= −(1 − kp)ClVn, (5.3)
where n is the normal direction at the solid-liquid interface pointing towards the
liquid phase.
2. The temperature on the solid-liquid interface Γsl, θI, equals the equilibrium tem-
perature, θ∗, given by the Gibbs-Thomson relation:
θI = θ∗ ≡ θm + mlCl + εcκ + εVV, (5.4)
where θm is the melting temperature of the solidification material, εc is the Gibbs-
Thomson relation curvature undercooling coefficient, κ is curvature of the inter-
face, εV is the Gibbs-Thomson relation kinetic undercooling coefficient, and V is
the interface velocity.
3. The velocity of the solid-liquid interface is governed by the heat flux jump, which
is known as the classical Stefan condition:
V =
qs − ql
ρL
, (5.5)
where qs and ql are the heat fluxes at the solid and liquid sides, respectively of the
interface.
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A level set equation is used here to implicitly describe the evolution of the solid-
liquid interface:
∂φ
∂t
+ V ||∇φ|| = 0. (5.6)
The signed distance function φ(x, t) is simply the distance of location x to the interface
at time t but with ‘+’ sign, if x is the liquid phase and ‘-’ sign if x is in the solid phase.
According to this definition, φ = 0 represents the solid-liquid interface.
Nucleation is a very complicated phenomenon related with the type and amount of
impurities in the material. We denote the number of impurities per unit volume, i.e. the
density of impurities, as ρn. Suppose that the domain of interest has a volume of V , then
there will be ρnV potential nucleation sites with each impurity serving as a potential
nucleation site. For each potential nucleation site i, we model three random variables,
the potential location for nucleation xi, the required undercooling for nucleation ∆θni and
the orientation Ii of the nucleated crystal. These variables are defined below:
1. xi is the location of the potential nucleation site. We assume that xi is equiprobable
at each point of the whole domain.
2. ∆θni is the required undercooling for the potential nucleation site i to nucleate and
become a crystal seed. If and only if the undercooling at the potential nucleation
site i is greater than ∆θni (i.e. θm + mlCi − θi ≥ ∆θni , where θm is the melting
temperature, ml is the liquidus slope, Ci and θi are concentration and temperature
at potential nucleation site i), site i becomes a crystal seed. We assume that ∆θni
follows a normal distribution with mean µ and variance σ2.
3. The other random variable, Ii, is the orientation angle at potential nucleation site i.
The orientation angle is the preferred crystal growth direction. We only consider
here the randomness of orientation angle in two dimensions, where Ii is sampled
from a uniform distribution from 0 to 2pi. After nucleation at location of potential
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nucleation site i, the crystal may in general rotate (e.g. as a result of convection).
This leads to change in orientation angle for the crystal. This movement of crystal
is not considered in our microscale model. In other words, the orientation of the
crystal, I, is assumed to be fixed during growth of the crystal at the value it attains
during nucleation (i.e. Ii if it is nucleated from potential nucleation site i).
Implementation of the above microscale model has been discussed in [63, 61] with
demonstration of convergence and accuracy for the computed solutions. In this work, we
assume that the microscale model gives the true solution. Focus will be on multiscale
modeling to obtain for our problem of interest the same results as obtained using the
above microscale model but with significantly less computational effort.
5.1.2 Macroscale model
In volume averaging models (e.g. [54]), a volume size is specified to perform averaging
and obtain macroscopic variables. This averaging volume needs to be at appropriate
size. If the averaging volume is too small, there may be not enough microscopic data
to smooth out the local variation. On the other hand, if the averaging volume is too
large, the global variation may not be accounted. Using the size of a few crystals as the
averaging volume size might be appropriate. However, crystal sizes usually vary signif-
icantly even in the same solidification system. In this work, we will employ a different
approach that avoids using an averaging volume for defining macroscopic variables.
Let us first define the solution of the microscale model (microscopic variables), i.e.
temperature, θ(x, t), concentration, C(x, t), orientation, I(x, t) and signed distance φ(x, t)
to the solid/liquid interface at location x and time t. Computation of the microscopic
variables is not deterministic because of the randomness in nucleation during solidifi-
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cation as discussed earlier in the microscale model. We define the expectation of the
microscopic variables θ(x, t), C(x, t), and φ(x, t) as the macroscopic temperature, macro-
scopic concentration and liquid volume fraction as follows:
T (x, t) ≡ < θ(x, t) >, (5.7)
C¯(x, t) ≡ < C(x, t) >, (5.8)
f (x, t) ≡ < H(φ(x, t)) > . (5.9)
Here H(.) is the Heaviside function taking value 1 if the parameter is greater than 0,
and value 0 if the parameter is less than 0. The expectation < · > in the above defini-
tions is over all possible distributions of potential nucleation sites. As a consequence
of the above definitions, microscopic variables need to be computed for a few different
distributions of potential nucleation sites before the macroscopic variables above are
obtained.
In this work, we will only use the definitions in Eqs. (5.7)-(5.9) above to compare a
fully-resolved microscale simulation over the domain of interest (when such simulation
is possible) with macroscopic variables introduced as part of the multiscale framework.
Macroscopic temperature - The macroscopic temperature T is defined in this work as
the solution of the heat diffusion equation with a latent heat term as follows:
ρc
∂T
∂t
= k∇2T − ρL f˙ . (5.10)
This governing equation for the macroscopic temperature T is very similar to simple heat
diffusion except with a latent heat term −ρL f˙ . The first law of thermodynamics, energy
conservation, is implied in Eq. (5.10). This assumption is also utilized in our previous
macroscale model using volume-averaging techniques [54]. The function f (x, t) (and
thus its time-derivative f˙ (x, t)) defining the latent heat evolution is as of now an unknown
function that needs to be specified as part of the multiscale framework.
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Macroscopic concentration - The macroscopic concentration C¯(x, t) is assumed to be
constant, i.e. C¯(x, t) = C0, where C0 is the initial concentration. Since convection is
not considered in this work, solute rejected from the solid crystals/dendrites will only
cause micro-segregation [34] with variation of concentration in the scale of the solute
boundary layer. The size of the solute boundary layer (estimated as D/V , where D is the
solute diffusion coefficient and V is the solidification speed) is usually less than the size
of the crystals. So in the macroscale, which involves a significant number of crystals,
the variation of the concentration is very small. The assumption of C¯(x, t) = C0 is thus
reasonable. This is also true for our previous macroscale volume-averaging model in
the case of negligible fluid flow [55].
Microstructure features - One is often interested in the features of the solidification
microstructure at the end of the solidification process, such as the primary dendrite arm
spacing, the secondary dendrite arm spacing or the Heyn’s interception measure. Let us
denote in an abstract format the finally obtained microstructure features at location x as
Λ(x). The precise definition of Λ(x) used in this work will be discussed later in Sec-
tion 5.2.4. In this work, we consider the macroscopic temperature T (x, t), macroscopic
concentration C¯(x, t), liquid volume fraction f (x, t), and microstructure features Λ(x), as
the macroscopic variables in our multiscale framework. An averaging volume is needed
to define the microstructure features Λ at a particular point x as demonstrated in Fig. 5.1.
We need to orient the average volume (rectangle) in a way such that it takes account of
the growth direction (the rectangle’s top and bottom sides are along the growth direc-
tion). In this work, we will predict Λ(x) utilizing the data generated from directional
growth problems (on the microscale) that are defined from the features (growth velocity
and temperature gradient) at point x. Λ(x) will be used to provide a measure of the type
and size of the obtained microstructure at location x. The final microstructure features
are assumed to depend only on the cooling history and temperature gradient history as
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Figure 5.1: Schematic of average volume to obtain microstructure features at two
points. The features Λ are defined by statistical averaging of the
results of appropriately defined microscale directional solidification
problems.
follows:
Λ(x) = Λ(Rx,Gx), (5.11)
where the cooling history Rx and temperature gradient history Gx are two functions
of time t. They are defined as Rx ≡ ∂T (x,t)
∂t and G
x ≡ ‖∇T (x, t)‖, respectively. In this
assumption (Eq. 5.11), we use superscript x to emphasize that the cooling rate and tem-
perature gradient depend on the location x. The bold form (R and G instead of R and
G) is used to denote that the cooling rate and temperature gradient vary with time. The
final microstructure features after solidification, Λ(x), are often of great interest as they
are related with the mechanical properties of cast products.
There are lots of analytical and numerical studies in the literature [63, 34, 24, 5]
investigating the effects of cooling rate and thermal gradient on the microstructure pat-
tern for directional solidification. All these studies [63, 34, 24, 5] demonstrate that the
cooling rate and temperature gradient determine the microstructural features for a given
material even though there is no universal agreement on the functional form of this de-
pendence. However, they all point to Eq. (5.11) as a reasonable assumption.
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One significant simplification made in these available studies is that of constant
cooling rate and constant temperature gradient, so the commonly used approximations
are of the form Λ(x) = Λ(Rx,Gx). In this work, we are relaxing this assumption to
Λ(x) = Λ(Rx,Gx). Although our assumption states that the whole history of cooling rate
and temperature gradient determines the microstructure, intuitively we know that only
a part of this history is important. At time much earlier or much later than a particular
period, cooling rate and temperature gradient have only minor effects on the microstruc-
ture. Therefore, it should be possible to replace Rx,Gx in the above assumption with
much simpler parameters. The proposed multiscale approach will provide a reasonable
replacement.
Liquid volume fraction f - We assume that the macroscopic liquid volume fraction
only depends on the temperature and microstructure features as follows:
f (x, t) = f (T (x, t),Λ(x)) . (5.12)
In our previous macroscale volume-averaging model [54], the volume fraction was taken
only as a function of temperature for a given alloy, i.e. f (x, t) = f (T (x, t)). However,
for a given alloy, we may obtain different microstructure patterns, e.g. planar, cellular,
dendritic, or mixed. To more accurately model the liquid volume fraction variation, we
consider its dependence on microstructure features, which leads to the above assump-
tion.
As a summary, our macroscale model defining T , C¯, f (x, t) and Λ(x, t) is given as
follows:
ρc
∂T
∂t
= k∇2T − ρL f˙ , (5.13)
f = f (T,R,G) , (5.14)
Λ = Λ(R,G), (5.15)
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C¯(x, t) = C0. (5.16)
The purpose of the above simplified model is not only to capture the effects of mi-
crostructure evolution on the macroscopic variables, but also to provide means to extract
the microstructural features for a given values of macroscopic variables.
5.1.3 Unknown functions
Notice that even though the macroscale model contains only macroscopic variables, one
cannot solve it directly due to the existence of the two unknown functions, f (T,R,G)
and Λ(R,G). Information is needed from the microscale in order to determine these two
functions:
One approach in computing these functions is to perform analytical studies. For ex-
ample, assuming directional growth with a constant cooling rate R and thermal gradient
G, the primary spacing λ1 has been estimated for cellular type or dendritic type growth
as follows [34]:
Cellular type growth : λ1(R,G) = (
3∆TtR
G
)1/2, (5.17)
Dendritic type growth : λ1(R,G) =
4.3(−∆TtDεc)0.25
(kpR)0.25
, (5.18)
where ∆Tt is the undercooling at the dendrite or cell tips. As pointed out in [34], these
estimations can only be used as a qualitative description of primary arm spacing, since
a number of simplifications are taken to make this analytical study possible.
Simplifications and assumptions are also taken for analytical estimation of the other
unknown function, f (T,R,G). It is often simplified as f (T ). Assuming infinite back
diffusion or zero back diffusion, f (T ) can be estimated as [11]:
Lever rule : f = 1 − T − TL
(1 − kp)(T − θm) , (5.19)
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Scheil rule : f = (
T − θm
TL − θm )
1
kp−1 , (5.20)
where TL is defined as θm + mlC¯.
Note that in the above two estimations of f (T ), very little microscale information is
incorporated. For example, solidification alloys with the same concentration may have
different densities of potential nucleation sites or different required undercooling for
nucleation. These parameters do not appear at all in the above equations. Therefore, the
above phenomenological estimations may significantly deviate from the actual relation
between the liquid volume fraction and temperature.
Another approach is to use numerical analysis that is capable of removing several
of the simplifications required in analytical calculations. In fact, numerical methods
and of course experimentation are the only ways to quantitatively evaluate the unknown
functions f and Λ without introducing too many simplifications. A number of efforts
in the direction of numerical study have been presented. For example, in our previous
work [63], we proposed a method based on the level set method with markers, which can
be used to simulate interaction between multiple crystals. In this earlier work, demon-
stration of convergence of the results with adaptive mesh refinement was shown. In this
work, we will use this previously developed microscale solver to generate information
for evaluating the two unknown functions.
5.2 The database approach
It is straightforward to think of running the microscale model for some particular prob-
lems and post-process the obtained results to derive some estimation of the functions f
and Λ. The particular problems, which usually have small domains (finer scale), must
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be of some relevance to our macroscopic problem of interest, which usually has a much
bigger domain (coarser scale). We call the selected particular problems with smaller do-
mains as the ‘sample problems’. This idea is referred to here as the database approach.
One can define different sample problems with different domains, different initial con-
ditions or different boundary conditions. Some of them may be relevant to our problem
of interest, some may not. Selecting good sample problems would be the key to success
of the database approach for multiscale solidification modeling.
5.2.1 Domain of the sample problem
5.2.2 Model M and features FM
In addition to the domain of the problem of interest, we herein define the domain of
the sample problem where dendritic solidification results will be generated for use in
the database multiscale approach. The domain of the sample problem in general de-
pends on the physics that we are interested to resolve on the microscale. In particular,
it should be large enough to contain a sufficient number of crystals for averaging and
small enough to minimize the computational cost of simulating in this sample domain
dendritic solidification (microscale model). In our numerical examples, the domain of
the sample problems is selected as a rectangle that at the end of solidification contains
around 10 to 100 crystals. For the examples considered later in this paper, this is ap-
proximately 2100 to
8.64
100000 of the area of the problem of interest (i.e. of the problem where
we are interested to perform multiscale analysis).
In Section 5.1, we discussed two models (microscale and macroscale models). The
microscale model (also referred to here as the fully-resolved model) can be applied both
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to the sample problem domain as well as to the domain of the problem of interest. How-
ever, the simulation corresponding to the last problem may be impractical to perform
for most realistic systems due to the intensity of its computational requirements. Here,
we introduce a third model (that for simplicity of presentation we will refer to as model
M) to solve the solidification problem. This model ‘treats the material as a pure material
without modeling of nucleation’. Melting temperature of the ‘pure’ material is modeled
to be θm + mlC0. The governing equations for model M are as follows:
ρc
∂θM
∂t
= k∇2θM, (5.21)
VM =
qs − ql
ρL
, (5.22)
∂φM
∂t
+ VM ||∇φM || = 0. (5.23)
Here, θM, VM and φM are the temperature, interface velocity and signed distance from
the interface. The subscript M is used to emphasize that the solution is obtained from
model M (not from the microscale model). qs and ql are the heat fluxes at the solid and
liquid sides of the interface, respectively. Model M can be applied both to the problem
of interest as well as to the sample problem domain. Fig. 5.2 shows for example its
application to the domain of the problem of interest. Because the solidification material
(an alloy) is treated as a pure material without modeling of nucleation in model M, we
expect that the solution of model M (θM and φM) will not capture the important physics
during the solidification process as well as it will be captured by the previously discussed
microscale model or macroscale model.
The solid-liquid interface solved with model M is stable since pure material is as-
sumed without nucleation. We define the solution features of model M at x, FM(x),
to be the solidification speed, VM(x), and thermal gradient in the liquid phase, GlM(x),
when the solid-liquid interface passes through location x, i.e. FM(x) ≡ (VM(x),GlM(x))
as demonstrated in Fig. 5.2. For any given set of solution features (VM,GlM), we can
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Figure 5.2: Schematic of solution features of model M (VM(x) and GlM(x)) as ap-
plied to the domain of the problem of interest.
find a unidirectional sample problem such that when it is solved with model M, the ob-
tained solution features at any location of the problem domain are the same as the given
solution features. This is discussed next.
5.2.3 Model M applied to the sample problem domain for modeling
directional solidification with constant features FM
Model M is introduced here as a simplified model capable of identifying sample prob-
lems relevant to our problem of interest. Let FM represent the features at point x of the
problem of interest obtained with the application of model M. We can now identify a
sample problem that when solved with model M corresponds to directional solidification
with constant features FM. Indeed, it is not hard to verify that
θM = θm + mlC0 +

αGsM
VM
{
1 − exp
[−VM(x−VM t)
α
]}
, when x<VMt
αGlM
VM
{
1 − exp
[−VM(x−VM t)
α
]}
, when x ≥ VMt
, (5.24)
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Figure 5.3: Left: Domain for computation (outer rectangle) and domain for per-
forming averaging (inner rectangle); Right: Schematic of the process
for obtaining microstructure features.
is an analytical solution that satisfies model M and gives the exact features (VM,GlM) on
the whole domain. Here α ≡ k
ρc and G
s
M ≡ GlM + ρLVM/k. The above solution satisfies
ρc∂θM
∂t = k∇2θM. The interface position at time t is at x = VMt, since the temperature
θM at location x = VMt equals to θm + mlC0, which is the melting temperature of the
‘pure’ material. The temperature gradient at the left side of the interface is GsM, whereas
the temperature gradient at the right side of the interface is GlM. To define a sample
problem giving solution features (VM,GlM) everywhere on its domain, we only need to
select a domain and apply boundary/initial conditions according to the above analytical
solution. In our numerical examples, the following is used to define a sample problem:
(1) Its domain is as discussed in Section 5.2.1.
(2) The initial temperature is given by Eq. (5.24) with t = 0,
(3) Adiabatic conditions are considered at the top and bottom sides, whereas the heat
fluxes at the left and right side are taken by differentiation of the analytical solution in
Eq. (5.24):
qleft = kGsM
{
exp
[−VM(0 − VMt)
α
]}
, (5.25)
qright = −kGlM
{
exp
[−VM(L − VMt)
α
]}
, (5.26)
where L is the length of the sample domain in the growth direction.
153
5.2.4 Microscopic (fully-resolved) model applied to the sample
problem domain for modeling directional solidification with
constant features FM
The solution of the fully-resolved microscale model in the sample domain is not unidi-
rectional since symmetry in the vertical direction is not preserved due to the unstable
solid-liquid interface (as a result of solute rejection) and the random nature of nucle-
ation. However, application of the simple model M with the same initial and boundary
conditions results in a unidirectional solution which further gives constant features FM.
Our sample problems with the microscale model represent directional solidification
from the left to the right. To avoid the effects of initial and final transient stages on the
evaluation of f and Λ, we perform averaging of features only on a part of the computa-
tional domain as demonstrated in Fig. 5.3.
At the end of solidification, we count the number of intersections of the horizontal
lines with crystal boundaries, Nx, within the domain for averaging as demonstrated in
the right plot of Fig. 5.3. Similarly, we count the number of intersections of the vertical
lines with crystal boundaries, Ny. In general, Nx is much less than Ny if the solidifi-
cation microstructure pattern is columnar, while for equiaxed type of microstructure,
Nx is only slightly less than Ny. If the microstructure is fine (coarse), the number of
intersections Ny is large (small). Since the microstructure type (columnar or equiaxed)
and microstructure size are of great interest, we define the microstructure features as
Λ ≡ ( NxNy , 1Ny ). If NxNy ≤ 0.7, we assume that the microstructure type is columnar. If
Nx
Ny
> 0.7, then we assume the microstructure type to be equiaxed. Here, 1Ny is a measure
of the microstructure size, thus a larger 1Ny corresponds to a larger microstructure size.
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Let us now concentrate in the computation of the liquid volume fraction f (T, FM)
at a given temperature T for solidification with features FM. Recall that each sample
problem is designed such that it leads to constant features FM when solved with model
M. f (T, FM) can be interpreted here as the probability of being liquid ‘in the average’
at a given temperature T within the sample problem defined by features FM. Using the
sample problem results, we estimate f (T, FM) as the ratio of the number of grid points
in our sample problem that remain liquid at T to the total number of grid points. For
each grid point x in the sample problem grid, ‘x remains liquid at temperature T ’ is
equivalent to ‘x solidifies at a temperature lower than T ’, that is ‘θs(x) < T ’, with θs the
temperature at x at the time ts that it solidifies. Therefore, f (T, FM) can be evaluated
using the field of θs as follows:
f (T, FM) ≈ # o f nodes with θs < Ttotal # o f nodes , sample problem de f ined with FM. (5.27)
Notice that the evaluation of f (T, FM) in Eq. (5.27) is performed for each microscale
sample problem only after the solidification is complete in the whole domain. The above
formulation (Eq. 5.27) can be used only when θs (temperature at solidification) is ob-
tained for all nodes. Before all nodes are solidified, θs(x) (temperature at solidification)
remains unknown for the liquid nodes (φ(x) > 0). If the sample problem domain is
increased, then more number of points are used for averaging, which means better accu-
racy of estimation f (T, FM). However, the computation cost of solving the microscale
model for the sample problem will also increase.
5.2.5 Sample problems relevant to the problem of interest
Let us denote the above discussed solution features ( f ,Λ) obtained in the sample domain
with the fully-resolved model as F f ull. Before we discuss the strategy of selecting good
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sample problems to generate data for solving the problem of interest, let us first focus
on an easier question: ‘Given a sample problem, how can we infer its relevance to our
problem of interest?’
One idea is to use the microscale model for making this decision. Suppose that at lo-
cation x for the problem of interest, we obtain liquid volume fraction and microstructure
features, F xf ull = ( f
x,Λx) using the microscale model (this is of course a difficult or com-
putationally impossible problem). Let us also assume that for the sample problem, we
obtain ( f ,Λ) using the microscale model as discussed in Section 5.2.4. If F xf ull ≈ F f ull,
i.e. ( f x,Λx) ≈ ( f ,Λ), then we could say that the selected sample problem is appropriate
for evaluating f and Λ at x.
However, we do not want to run the fully-resolved (microscale) model to determine
whether a sample problem is relevant or not, because of the huge computational cost
it requires for solving the problem of interest. Instead of the fully-resolved model, we
can use the much simpler model M to figure out the relevance of the sample problem to
the problem of interest. We could run this simple model M, for the problem of interest
and the sample problem to obtain solution features F xM and FM, which are defined on the
solution of model M. Comparing these solution features, we could have a sense whether
the selected sample problem is relevant or not to our problem of interest at location x.
Before exploring further the above idea, let us first introduce a number of definitions.
1. Given predefined solution features F, if a sample problem P (with appropriate
domain ΩP, initial and boundary conditions) gives constant solution features over
ΩP (denote the constants as FPM) using model M (i.e. ∀y ∈ ΩP, FyM = FPM),
and if the constant solution features equal the predefined solution features (i.e.
FPM = F), then we say that the sample problem P is relevant to solution features
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F with model M.
2. Suppose that for the problem of interest at location x, the solution features of
model M are F xM. If a sample problem P is relevant to solution features F
x
M with
model M, then we say that the sample problem P is relevant to location x for the
problem of interest with model M.
3. If the sample problem P is relevant to location x for the problem of interest with
both model M (i.e. FPM = F
x
M) and the fully-resolved model (i.e. F
P
f ull = F
x
f ull),
then we say that the sample problem P is consistent with model M at location x
for the problem of interest.
Remark 1: Note that in the definition of ‘relevance’ of the sample problem P to location
x of the problem of interest, we require constant solution features of model M for the
sample problem. Constant solution features over the sample problem domain gives us
convenience in averaging the fully-resolved model solution, since all grid points within
the sample problem domain undergo the same condition (having the same solution fea-
tures) in the sense of model M. It is reasonable to use all grid points for performing
the average to smooth out variations in the microscopic solution (obtained using the
fully-resolved model) as was detailed in Section 5.2.4.
5.2.6 Multiscale framework
Even though it is difficult to find a sample problem that is relevant to location x with the
fully-resolved model, we can find a sample problem, P, relevant to location x with the
simpler model M (i.e. FPM ≈ F xM) as discussed earlier. By introducing the assumption
that P is consistent with model M (i.e. P also relevant to location x with the fully-
resolved model), we can run the fully-resolved model to obtain ( f P,ΛP), which is also
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Figure 5.4: Schematic of the multiscale framework (steps indicated with the dark
arrows).
( f x,Λx) according to the consistency assumption discussed earlier. In other words, once
solution features FM are given, we can find a relevant sample problem and use the
consistent assumption to obtain f and Λ. Therefore, f and Λ can be understood as
functions of FM, i.e. f = f (T, FM) and Λ = Λ(FM). With this idea, the macroscale
model is changed to a multiscale model as follows (see Fig. 5.4):
ρc
∂T
∂t
= k∇2T − ρL f˙ , (5.28)
f = f (T, FM) , (5.29)
Λ = Λ(FM). (5.30)
Comparing the above model with the original macroscale model, we have now used
FM to replace (Rx,Gx). The procedure of using the database approach would then in-
volve three important steps:
1. Solve model M for the problem of interest to obtain the solution (θM and φM) and
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extract the solution features FM = (VM,GlM).
2. Define and solve relevant sample problems using the microscale model to evaluate
f (T, FM) and Λ(FM).
3. Solve ρc∂T
∂t = k∇2T − ρL f˙ with the obtained information of f = f (T, FM).
These three steps are demonstrated in Fig. 5.4. As shown in the box with dashed line
(lower right of the figure), model M and the fully-resolved model are used for the same
sample problem. The sample problem strategy discussed in Section 5.2.3 guarantees
that the solution features of model M are equal to the given solution features F xM. We
have an analytical solution with model M for the sample problem, so model M is not
numerically solved for the sample problem (as is the case for the problem of interest in
step 1 of the algorithm above). Only the fully-resolved model is numerically solved for
the sample problem to generate data for estimation of f (T, FM) and Λ(FM) so that the
macroscale model incorporates information from the microscale.
Once we have obtained the values of f at the various temperature levels for each
node (according to FM at the corresponding node) after step 2, we need to keep track
of these values at each node in the memory. Notice that the liquid volume fraction f
appears in the temperature governing equation of the macroscale model, whereas the
microstructure features Λ do not appear in the temperature governing equation. Obtain-
ing microstructure features Λ can be understood as a post-processing process. Since
their values do not affect other computations, the microstructure features Λ do not have
to be tracked in the memory during the computation. All the effect of the microscale on
the macroscale is in the liquid volume fraction f .
The two horizontal arrows on the upper part of Fig. 5.4 demonstrate the procedure
of using the fully-resolved model to obtain macroscopic variables. This procedure is
usually very time consuming and may be impossible to perform due to limitations in
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computational resources. For this reason, we only solve the fully-resolved model for
the problem of interest in the first numerical example in Section 5.4 for validating the
database approach. The term “average” above the second arrow on the upper part of
Fig. 5.4 is used to represent the process of obtaining macroscopic variables including
temperature, liquid volume fraction and microstructure features as discussed in Sec-
tion 5.1.2. However, due to the high computational cost, in the numerical example with
validation, only the macroscopic temperature T is computed following its definition (i.e.
by averaging microscopic temperature obtained from different sampling of potential nu-
cleation sites). For validation of the volume fraction f at a given time t, we will com-
pare the solid-liquid interface position at time t (obtained by the fully-resolved model)
with the volume fraction contour lines (obtained by the database approach). Also for
validation of the microstructure features Λ at a given location x, we will compare the
microstructure at location x obtained by the fully-resolved model with the microstruc-
ture obtained by the database approach (i.e. by searching in the database to obtain the
microstructure with solution features nearest to FM(x)).
The first step in the above algorithm can be understood as a ‘prediction step’, since
the temperature is predicted as θM using model M. The second step gathers information
on volume fraction and microstructure features from the microscale computations in
the sample problem. The third step can be understood as a ‘correction step’, since the
temperature is corrected with updated information on volume fraction.
The boundary and initial thermal conditions for the algorithm discussed up to now
are the same for the problem of interest when it is solved with model M, the fully-
resolved model (e.g. in our first example in Section 5.4.1) or the multiscale model.
However, to increase the accuracy of the methodology while maintaining the simplicity
of model M, in our multiscale implementation, model M is applied only for a part of the
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Figure 5.5: Schematic of the overall algorithm.
domain around the interface. The details of the overall algorithm are discussed next.
5.2.7 Overall multiscale algorithm
The procedure discussed in the previous section assumes that the selected sample prob-
lem is consistent at any location x of the domain of the problem of interest with model
M. This is a strong assumption especially for a problem with large domain. The model
M is not capable to very accurately model the evolution of temperature. At the beginning
of solidification, the error in temperature (i.e. the difference to temperature computed by
the fully-resolved model) is small. So the above procedure can predict the solidification
microstructure quite well for the early stages of solidification. However, as the error in
temperature obtained using model M (i.e. θM) becomes larger with time, the above pro-
cedure becomes less accurate for predicting the obtained solidification microstructure.
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In order to deal with this difficulty, we need to find a way to constrain the error
accumulation in model M by utilizing the temperature data obtained (from an earlier
iteration) from solving the macroscale model (by solving the heat diffusion equation
with a latent heat term −ρL f˙ ). The iterative method we used is demonstrated in Fig. 5.5.
For the first iteration (iteration 0 in Fig. 5.5), the procedure is as before. But at later
iterations, we apply model M only on the region near the solid-liquid interface (darker
region in Fig. 5.5). At places far away from the solid-liquid interface (lighter region in
Fig. 5.5), we use the temperature from the macroscale model obtained in the previous
iteration. In this way, the temperature from the macroscale model, is always applied as
boundary condition for the region near the solid-liquid interface (i.e. darker region in
Fig. 5.5) on which model M is solved. Using temperature from the macroscale model
as boundary condition constrains the error of model M from accumulating.
In this approach, we need to define the region for applying model M (i.e. darker
region in Fig. 5.5). Since model M gives a signed distance field φM, we have the in-
formation of distance to the solid-liquid interface at any location. We can introduce a
parameter LM to specify the size of the region for applying model M. For the region
within distance LM away from the solid-liquid interface (i.e. |φM | ≤ LM), we apply
model M. Otherwise (i.e. |φM | > LM), we use the temperature data from the macroscale
model obtained in the previous iteration.
The following is the procedure for implementation of this algorithm:
1. Set iteration number i = 0.
2. Solve model M to obtain θiM, φ
i
M. If i > 0, essential boundary condition θM = T
i−1
is applied at nodes with |φM | > LM when solving for the temperature field with
model M. Obtain solution features F iM for every node point.
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3. For solution features F iM at each node of the grid for the whole domain, find
f (T, FM) and Λ(FM) by solving the appropriate sample problems.
4. Obtain solution of temperature field T i by solving ρc∂T
∂t = k∇2T − ρL f˙ with the
updated liquid volume fraction f .
5. Set i = i + 1 and return to step 2 (three iterations were typically sufficient in the
numerical examples considered).
This algorithm uses solution of the macroscale model to improve our prediction
of f , Λ and correspondingly of T . Comparing with the algorithm without iterations,
the additional cost we pay is the computation time for the required iterations and the
storage for T i−1. To perform iteration i, we need to track the solution of T i−1 on the
whole domain (for each node) and at all times (for each time step). Since we are using
coarse grid spacing and large time steps for T (macroscale computation), this additional
storage is quite affordable.
5.3 Numerical implementation
5.3.1 Reducing the number of the needed sample problems using
interpolation in the feature space
Solving the sample problem using the fully-resolved model is computational intensive
due to the required fine mesh. So in order to speed up the computation, we want to
minimize the number of times for solving sample problems. The idea of interpolation
is shown in Fig. 5.6. We only need to run a sample problem on each node of the mesh
(triangular mesh is shown in the schematic, but quadrilateral mesh is also used in the
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examples) generated in the feature space (GlM v.s. VM instead of x v.s. y). For evaluation
of f and Λ at an arbitrary feature, we will do interpolation.
As shown in Fig. 5.6, we first obtain F xM on each node (macroscale grid) using model
M. The relation between temperature and liquid volume fraction at features F xM (i.e.
f (T, F xM)) in general is not available in the database. However, we can find a few such
relations at features close to F xM (as demonstrated in the top left triangle) in the database.
They will be used to interpolate f (T, F xM). We need to do this interpolation and store the
interpolated liquid volume fraction f for all nodes. After this, solving the macroscale
model requires the solution of the diffusion equation with a latent heat term determined
by the interpolated f .
5.3.2 Storing sample problem results
In the database approach, there is a huge amount of data to be processed. For example,
in our first numerical example in Section 5.4, if a uniform mesh is used, the required
mesh size is 1024 × 256 with around 0.25 million nodes. If a CFL coefficient 0.1 is
used, then we will need about 1024/0.1 ≈ 10, 000 time steps. On each node and at each
time step, we have variables such as C, θ, I, and φ. So we will have around 0.25M ×
10, 000× 4 = 10G float numbers as results of just one sample problem. For efficiency in
storing data and extracting useful information from data, we want to store the minimum
amount of data. Another difficulty in storing sample problem results is related with the
adaptive meshing technique we used for solving sample problems on the microscale.
Computation is performed on an adaptive mesh, while statistics must be extracted using
a uniform mesh.
To deal with these difficulties, during computation of the sample problem, at each
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time step, we store the location x, current time (solidification time) ts, solidification
temperature (temperature at x at the time ts) θs and orientation angle I for each node
only at the time it is solidified (i.e. φn−1 > 0 and φn ≤ 0). Since the smallest grid
spacing ∆x is used for the region within some distance (3∆x in our computations) away
from the solid/liquid interface in both solid and liquid sides of the interface, each node
i in the equivalent uniform mesh (i.e. structured mesh with grid spacing ∆x) will have
data (including I, θ,C) directly obtained from finite element computation when −3∆x ≤
φi ≤ 3∆x. If φi > 3∆x or φi < −3∆x, then data (including I, θ,C) may have to be
obtained from interpolation, since the node may not exist in the adaptive mesh. During
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our computation, the selected CFL coefficient is always less than 1. Therefore, each
node in the equivalent uniform mesh exists in the adaptive mesh for the time interval
within which it is solidified. In this way, each node in the equivalent uniform mesh will
have data (i.e. x, ts, θs and I) recorded exactly once, even if adaptive meshing is used
for computation. We keep appending data (x, ts, θs and I) to a file, until all nodes in the
adaptive mesh are solidified (i.e. with φ < 0). These recorded data basically contain
information of ts, θs and I for all nodes in the equivalent uniform mesh. However, the
data is sorted by solidification time (not by location), since each row of data is recorded
at the time step during which the corresponding node is solidified (i.e. φn−1 > 0,and
φn ≤ 0). So after computation, we read the recoded file and obtain the ts, θs and I fields
on the equivalent uniform mesh according to the location information x.
Although thousands of time steps are usually involved for a sample problem, the
three fields (ts(x), θs(x) and I(x)) provide all necessary information for the multiscale
model. The utilization of the fields θs(x) and I(x) to provide an estimation of the liq-
uid volume fraction f and microstructure features FM was already discussed in Sec-
tion 5.2.4.
Finally, note that the field ts contains information of the interface position at any
time level. The contour line of the field ts gives the position of the solid-liquid interface
at the corresponding time level (contour line value) as shown in Fig. 5.7.
5.3.3 Other implementation details
Note that the potential nucleation sites generally are not at the finite element nodes. In
the implementation of the nucleation algorithm and for storing the location of potential
nucleation sites, we assign a list to each element which contains the locations of all po-
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Figure 5.7: Contour line of field ts at value ts = 250, ts = 325, ts = 400 for one
of the sample problems with VM = 0.02281344 and GlM = 0.6708713
discussed in the numerical examples section. Regions of ts ≤ 250,
ts ≤ 325 and ts ≤ 400 are colored with orientation angle to identify
two different crystals.
tential nucleation sites sampled inside this element. This list may be empty, if there is
no potential nucleation site inside this element or very long if there are lots of poten-
tial nucleation sites inside it. For determination of whether a potential nucleation site
nucleates, we do interpolation (using data on the nodes of the element which contains
the potential nucleation site) to find the actual undercooling at the potential nucleation
site, and compare it with the required undercooling. One also needs to pay attention
to the potential nucleation sites while remeshing. If an element is divided into a few
sub-elements, each potential nucleation site inside the parent element is assigned to the
sub-element which contains it.
5.4 Numerical examples
5.4.1 Verification of the database approach
The following dimensionless material properties are considered in this section: potential
nucleation site density ρn = 100, the required undercooling for nucleation ∆θn satisfies
a normal distribution N(1.5, 0.22), density ρ = 1, heat capacity c = 1, heat diffusion
coefficient k = 1, latent heat L = 100, Lewis number Le = 100, melting temperature
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θm = 0, initial concentration C0 = 0.1, liquidus slope ml = −10, partition coefficient
kp = 0.1, Gibbs-Thomson relation with anisotropy in kinetic undercooling θ∗ = θm +
mlCl − 23 {1 − cos[4(α − I)]}V , where α is the angle between the positive x axis and
the interface normal direction. Notice that the large latent heat L = 100 makes the
problem nontrivial on the macroscale, whereas the large Lewis number Le = 100 makes
the problem nontrivial on the microscale. The computational domain is of size 40 ×
40. However, the left-top quarter is not included making the computational domain
irregular. Initially, the whole domain is at temperature 10. The right side is assumed to
be adiabatic. The temperature applied on all other sides is taken as Tb = 50 exp(−t/10)−
40 or Tb = 100 exp(−t/20) − 90 in two different runs in order to study the effects of the
boundary conditions on the obtained solidification microstructure.
Computational results using model M
Using an adaptive mesh with smallest grid spacing 0.1563, we obtain solution features
of VM and GlM for temperature boundary condition Tb = 50 exp(−t/10) − 40 and Tb =
100 exp(−t/20) − 90 as shown in Fig. 5.8. Using 4 computation node (each with 2 ×
3.8G CPUs), the required computational time was around 1 hour. By comparing the
results for the two cases, we find that the growth velocity VM for the case with Tb =
50 exp(−t/10) − 40 is much lower than for the case with Tb = 100 exp(−t/20) − 90,
whereas the temperature gradient GlM is only slightly smaller.
Results of sample problems
Fig. 5.9 plots the computed VM and GlM for all locations in both runs (with temperature
boundary condition Tb = 50 exp(−t/10) − 40 and Tb = 100 exp(−t/20) − 90) in the
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Figure 5.8: Contour of VM (left two plots) and GlM (right two plots) for tempera-
ture boundary condition Tb = 50 exp(−t/10) − 40 (the 1st and the 3rd
plots) and Tb = 100 exp(−t/20) − 90 (the 2nd and 4th plots).
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Figure 5.9: Left: obtained features of model M, (VM and GlM) with temperature
boundary condition Tb = 50 exp(−t/10) − 40 (red square symbols)
and Tb = 100 exp(−t/20) − 90 (green triangle symbols); Right: (VM,
GlM) of 64 sample problems selected for applying the fully-resolved
model.
feature space. As discussed in Section 5.3.1, we can use interpolation to obtain the
liquid volume fraction and the microstructure features for each of the features in the left
plot of Fig. 5.9. Sixty four sample problems are selected to give data for interpolation.
The features (VM and GlM) of these 64 sample problems are selected to be uniformly
distributed in the log scale as shown as shown on right plot of Fig. 5.9. Recall that both
analytical and experimental results show that microstructure features are in the power
form of growth velocity and thermal gradient (i.e. ∼ VαGβ with α, β constants).
For each sample problem, we use a domain size of 10×2.5 with smallest grid spacing
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Figure 5.10: Obtained microstructure of 64 sample runs. Each rectangle corre-
sponds to a feature (VM, GlM) shown in the right plot of Fig. 5.9.
0.0098 for adaptive meshing. The selected grid spacing 0.0098 is much smaller than
the grid spacing 0.1563 used for running model M. Using a CFL coefficient 0.125,
it takes around 8000 time steps to perform the simulation for each sample problem.
We use a cluster with 64 nodes (each node with 2 × 3.8G CPUs) to compute these
sample problems. Each node is used to perform computation of one sample problem.
The computational time is around 5 hours. Results of these sample problems in the
domain for statistical analysis (as demonstrated in Fig. 5.3) are shown in Fig. 5.10.
From results of these sample problems, we observe a continuous transition between
equiaxed growth and columnar growth with various grain sizes. This study is similar to
the previous numerical studies [5, 63], in which computations are performed at various
thermal gradients and growth velocities. In [5, 63], the thermal gradient G and growth
velocity V are assumed to be constant, which are only applicable to directional growth.
There is no relation established between the performed numerical study at a particular
growth speed V and thermal gradient G with other problems. However, in this work, the
thermal gradient GlM and growth velocity VM are obtained from the solution of model M
for the problem of interest. The sample problems are relevant to our problem of interest
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Figure 5.11: Obtained relation between the liquid volume fraction and temper-
ature from sample problems with various features FM (64 sample
problems are computed but only 9 are plotted here).
with model M. We will utilize the information obtained from the microscale solution of
sample problems to solve the problem of interest by introducing the assumption that the
sample problem is also consistent to our problem of interest with model M.
Notice that the microstructure pattern (obtained from the fully-resolved model) over
the whole sample problem domain is rather uniform for each sample problem. This is
a consequence of constant solution features (from model M) over the sample problem
domain.
Results of the database approach
From the results of model M, we obtain FM(x) on the whole domain. The computed rela-
tion between the liquid volume fraction f and temperature T for the 64 sample problems
considered is shown in Fig. 5.11. Using interpolation based on the obtained relation of
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Figure 5.12: Predicted field of NxNy at the 1st, 2nd, and 3rd iteration for the case with
Tb = 100 exp(−t/20)− 90. Contour line with value 0.7 demonstrates
the predicted location of columnar to equiaxed transition (CET).
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Figure 5.13: Field of 1Ny (The 14 microstructures shown correspond to the closest
microstructure in the database). Left: Tb = 50 exp(−t/10) − 40;
Right: Tb = 100 exp(−t/20) − 90.
the liquid volume fraction and temperature for the sample problems with different FM
(i.e. f (T, FM)), we are able to find the liquid volume fraction f (x, t) for solving the
macroscale model. The temperature obtained from the macroscale model can then be
used to improve the computation of FM(x). Fig. 5.12 demonstrates how the predicted
microstructure feature NxNy changes with iterations. The field of
Nx
Ny
at the 2nd iteration
is very similar to the field of NxNy at the 3rd iteration demonstrating that the solution has
converged after three iterations. In our computation, LM is selected to be 5.
With the results of the 64 sample problems (database) in place and the obtained VM,
GlM for the problem of interest, we can now perform interpolation to obtain the mi-
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Figure 5.14: Field of NxNy (The 14 microstructures correspond to the closest mi-
crostructure in the database). Left: Tb = 50 exp(−t/10) − 40; Right:
Tb = 100 exp(−t/20) − 90.
crostructure size 1Ny and microstructure type
Nx
Ny
as demonstrated in Figs. 5.13 and 5.14.
Using a uniform mesh with grid spacing 0.3125 and a fixed time step of 0.1, the com-
putation time with 1 computation node (2 × 3.8G CPUs) is around 20 minutes for the
case with boundary condition Tb = 50 exp(−t/10) − 40 and around 10 minutes for the
case with boundary condition Tb = 100 exp(−t/20) − 90.
In order to give a picture of how the microstructure may appear at a particular loca-
tion with features (VM(x),GlM(x)), we can search in the database to find the microstruc-
ture with the features closest to (VM(x),GlM(x)) as demonstrated in the 14 microstruc-
tures in Figs. 5.13 and 5.14.
From the contour of field 1Ny or the closest microstructures in Fig. 5.13, we can
predict that large grains will be formed in the center of the casting. The case of the
boundary condition Tb = 50 exp(−t/10) − 40 leads to larger grains than the case with
boundary condition Tb = 100 exp(−t/20) − 90.
The contour line in Fig. 5.14 corresponds to NxNy = 0.7. It is the predicted location
of columnar to equiaxed transition. In both cases, it is predicted that we will obtain
equiaxed microstructures at the corners and also at the center of the domain.
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Figure 5.15: Comparison of the predicted microstructures using the database ap-
proach with the microstructures obtained from solving the prob-
lem in the whole domain using the microscale model. Left: Tb =
50 exp(−t/10) − 40; Right: Tb = 100 exp(−t/20) − 90. For each
plot (left or right): the picture in the middle is the fully-resolved re-
sult; the dark line in the middle picture is the predicted location of
CET transition using the database approach ( NxNy = 0.7); the 14 pic-
tures (around the middle picture) are the closest microstructure in the
database based on features FM at selected locations.
Comparison of microstructure features and liquid volume fraction obtained from
the microscale model and the database approach
As a validation of the database approach, we also performed the microscale model
on the whole domain with smallest grid spacing 0.0098 for adaptive meshing. The
CFL coefficient is selected to be 0.125. Using 8 computation nodes (each node with
2 × 3.8G CPUs), the total computation time for each case is about 2 days. For vali-
dation of the database approach, the microstructure features Λ(x) are not directly com-
pared with the microscale results. We perform the comparison in the following way:
(1) solve the microscale model to obtain microstructure details all over the domain, (2)
obtain Λ using the database approach, pick up a few locations in the domain, search
the closest microstructure in the database for these locations, and (3) for each selected
location, compare the searched microstructure (from the database) and the microstruc-
ture obtained using the microscale model at the corresponding location in the first step.
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Figure 5.16: Left: Predicted temperature field and liquid volume fraction con-
tours with values 0.95 and 0.05 at time 130 for the case with
Tb = 50 exp(−t/10) − 40. Right: Obtained microstructure (using
microscale model) and liquid volume fraction contours with value
0.95 and 0.05 (using the database approach) at time 130 for the case
with Tb = 50 exp(−t/10) − 40.
Such a comparison for both cases (different boundary conditions) is demonstrated in
Fig. 5.15. Although this type of comparison is only a qualitative one, it demonstrates
that the database approach is capable of predicting microstructure patterns quite well
with significantly less computational cost.
At time 130 for the case with Tb = 50 exp(−t/10) − 40, the solid-liquid front (using
the microscale model) falls almost exactly inside the region with volume fraction 0.05 ≤
f ≤ 0.95 (using the database approach) as shown in Fig. 5.16. This suggests that the
database approach is also accurate for predicting volume fractions.
Comparison of the temperature field obtained from the microscale model and the
database approach
As discussed earlier, the macroscopic temperature obtained from the database approach
is the expectation of microscopic temperature (i.e. T (x, t) =< θ(x, t) >). In or-
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Figure 5.17: Microstructure at time 81.6 for the case with Tb = 100 exp(−t/20) −
90 using different sampling of potential nucleation sites.
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Figure 5.18: Left 3 plots: Microscopic temperature at time 81.6 for the case with
Tb = 100 exp(−t/20) − 90 using different sampling of potential nu-
cleation sites; Right plot: Averaged microscopic temperature.
der to obtain the expectation of microscopic temperature for comparison with macro-
scopic temperature, we performed three microscale computations for the case with
Tb = 100 exp(−t/20) − 90 using different sampling of potential nucleation sites. The
microstructure at time 81.6 for these three computations is shown in Fig. 5.17. Because
the potential nucleation sites in these three microscale computations are different, the
obtained microstructural details are also different. Correspondingly, the microscopic
temperature is also different as shown in Fig. 5.18.
In the database approach, we have approximated that f (x, t) = f (T (x, t), FM(x)) in-
stead of using f (x, t) = f (T (x, t)). Two questions may be raised regarding this approxi-
mation. First, will f = f (T, FM) lead to significantly different results (volume fraction
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and temperature) from f = f (T )?
Secondly, is the approximation f = f (T, FM) good enough for obtaining similar
results to those from the fully-resolved model. It is very obvious that FM has a great
effect on volume fraction as shown in Fig. 5.11. For the case with Tb = 100 exp(−t/20)−
90, we computed the temperature field at time 81.6 using the fully-resolved model (after
averaging among the three microscale computations), using the database approach ( f =
f (T, FM)) and using the level rule ( f = f (T )) with results shown in Fig. 5.19.
The temperature field obtained from the database approach is very similar to the
temperature field obtained from the microscale model except that small scale variations
of temperature exist in the results of the microscale model, which is due to nucleation
and growth of equiaxed crystals and the variation in dendrite front position.
The temperature field obtained from the Lever rule with approximation f = f (T ),
however, is quite different from the microscale model result. The results in Fig. 5.16
and Fig. 5.19 demonstrate that the approximation of f = f (T, FM) can successfully in-
corporate the effects of microstructure morphology on volume fraction and temperature.
5.4.2 Application to the solidification of an Al-Cu alloy
In the previous numerical example, the material parameters were selected to demon-
strate and validate the multiscale modeling approach. The domain size of the interested
problem and domain size of the sample problem were selected to be around 40× 40 and
10 × 2.5. The material parameters and domain size were selected in the above example
so that it will be possible to perform fully-resolved computations in the microscale to
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Figure 5.19: Temperature field at time 81.6 for the case with Tb =
100 exp(−t/20) − 90. Contour line shows the position where the
temperature is −2. Left: Temperature field obtained from the mi-
croscale model by averaging among three computation results; Mid-
dle: Predicted temperature field from the database approach; Right:
Predicted temperature using the Lever rule.
validate the multiscale model results.
In this section, we will use an Al-Cu alloy with material parameters provided in [5]:
partition coefficient kp = 0.14, liquidus slope ml = −2.6K/wt.%, solute diffusion coef-
ficient Dl = 3000µm2s, melting temperature Tm = 933.47K, Gibbs-Thomson relation
coefficient c = −0.24K · µm, surface tension anisotropy ε = 0.01, density of potential
nucleation sites d−2s with ds = 9.7µm. Here, ds is the potential nucleation site distance.
We model the required undercooling for nucleation as a Gaussian random variable with
mean 7.5K and standard deviation 1.25K.
The domain size of the sample problem should be in the order of 10ds to 100ds to
ensure that enough crystals are included to capture the overall behavior. The grid spacing
for the fully-resolved model should be in the order of 0.1ds to ensure that microstructure
details can be computed. To satisfy these two constraints, we select our sample problem
size as 120
√
2ds × 36
√
2ds and grid spacing for the fully-resolved model as 0.8574µm.
Other parameters related with heat transfer (which is not considered in [5]) are:
density ρ = 2400kg/m3, heat capacity c = 1.06KJ/(kg · K), heat diffusivity k =
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Figure 5.20: Schematic of the solidification of an Al-Cu alloy. The very small
rectangle inside the elliptic shape is used to demonstrate the relevant
size of the domain of the sample problem versus the size of the do-
main of the problem of interest. It is magnified by 50 times in the
right plot.
82.61W/(m · K), and latent heat L = 397.5KJ/kg. We consider a square region with
side length 100mm (which is the typical size of a casting) filled with the Al-1%Cu alloy
at an initial temperature of 970K. The top side is adiabatic (i.e. q = 0), while other three
sides are kept at temperature Tb = 650 exp(−t) + 320. A schematic of this example is
provided in Fig. 5.20.
Our aim is to obtain the microstructure pattern after solidification and also the tem-
perature field during solidification. If a fully-resolved model is used, the estimated
number of grid nodes is ( 100mm0.8574µm )
2 with value about 14G. If a CFL coefficient 0.1 is
used, the estimated number of time steps is about 10× ( 100mm0.8574µm ) with value 1.2M. 1.2M
time steps and 14G degrees of freedom is almost impossible to solve with current com-
putational resources. Therefore, we will only provide results of the database approach
for this example.
As in the first example, we first use model M to obtain solution features i.e.
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(VM,GM). Using symmetry of the problem, an uniform mesh with size 192 × 384 is
used. Around 30 minutes are required to perform the computation using model M using
one computation node (3.8G×2CPU). The obtained fields of VM and GM are shown in
Fig. 5.21. By plotting the obtained data in the VM and GM coordinates, we obtain the
left plot in Fig. 5.22. A mesh with 11 nodes is generated to occupy roughly the same
region as the obtained (VM, GM) data points. For each node of the mesh, we are going to
solve a sample problem using the fully-resolved model. An adaptive mesh (equivalent
to a uniform mesh with size 1920 × 576) is used for solving the sample problem. Note
that in this example, periodic boundary conditions are applied for heat transfer, solute
transport, level set evolution when solving the sample problem with the fully-resolved
model as demonstrated in Fig. 5.23. Each sample problem takes about 36 hours using
one computation node (3.8G×2CPU). 11 computation nodes are utilized to solve simul-
taneously all 11 sample problems. Results of a few typical sample problems are shown
in Fig. 5.24.
As shown in Fig. 5.25, the liquid volume fractions for these sample runs are dif-
ferent from the one predicted by the Lever rule, which is widely used in macroscale
solidification models. With liquid volume fraction f obtained for each of the sample
problems, we are able to use interpolation to obtain f for any given (VM,GM) and solve
the macroscale model (i.e. ρc∂T
∂t = k∇2T − ρL f˙ ) and perform iterations to improve
accuracy of the solution.
It takes about 1 hour to finish two more iterations using one computation node
(3.8G×2CPU). The predicted temperature at time 12.7 seconds is shown in the right
half of Fig. 5.26. Comparing with the predicted temperature using Lever rule (shown in
the left half of Fig. 5.26), the temperature in the center of the domain is about 5 K lower.
This difference is expected since the volume fraction using the database approach is
180
0 20 40 60 80 1000
20
40
60
80
100
0 20 40 60 80 1000
20
40
60
80
100
4000
3800
3600
3400
3200
3000
2800
2600
2400
2200
2000
1800
1600
1400
1200
1000
0.005
0.0045
0.004
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
MG MV
Figure 5.21: Obtained GM (left) and VM (right) fields using model M. Units of
axes, GM and VM are mm, K/µm and µm/s, respectively.
significantly different from the predicted volume fraction using the Lever rule. Finally,
as a post-processing procedure, we can search in the database according to the fields of
VM and GM to obtain the microstructure. Microstructure in the database with nearest
solution features are given in Fig. 5.27 for 8 locations as the location approaches from
the side to the center (A to B to C to D in Fig. 5.27). The microstructure pattern changes
from fine columnar to coarse columnar and then to coarse equiaxed. As the location ap-
proaches from the corner to the center (E to F to G to H in Fig. 5.27), the microstructure
pattern changes from fine equiaxed to coarse equiaxed.
5.5 Conclusions
In this work, we utilize three models for an efficient study of solidification. A computa-
tionally efficient model is used to select relevant sample problems. A microscale model
is used to generate the database by solving the selected sample problems. A macroscale
model is used to efficiently compute solidification with inputs from the database. The
results of the macroscale model are further utilized to improve the evaluation of vol-
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Figure 5.22: Left: Obtained solute features in the VM and GM coordinates; Right:
VM and GM for the sample runs. Units of GM and VM are K/µm and
µm/s, respectively.
Figure 5.23: Demonstration of sample problem domain with periodic boundary
conditions applied at the top and bottom sides. The bottom half is
the computational domain, the top half is just a copy of the solution
from the bottom.
ume fraction and microstructure features. In other multiscale solidification studies in
literature, only two models are used: a microscale model to capture microstructure de-
tails and a macroscale model to capture global effects. The computationally efficient
model plays a crucial role in our multiscale framework. An analytical solution of the
computationally efficient model is utilized to define relevant sample problems based
on solution features obtained from the computationally efficient model. Interpolation
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Figure 5.24: Sample problem results using the fully-resolved model.
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Figure 5.25: Relation of volume fraction and temperature.
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Figure 5.26: Temperature field at time 40s. Left: predicted by Lever rule, Right:
predicted by the database approach
is used to greatly reduce the number of sample problems needed. Numerical results
of the sample problems using the microscale model are stored using only three fields,
solidification time, temperature at solidification time, and orientation angle at solidifi-
cation time. The proposed multiscale framework for solidification is demonstrated in
two cases with the same irregular domain but different boundary conditions. The time
consuming microscale model is also solved to allow comparison with the computational
results from the multiscale method. The predicted microstructure type (CET location),
microstucture size, and volume fraction using the multiscale method compares well with
the microscale model results.
This is the first study of using a database approach for solidification by quantitatively
exploring similarities between sample problems and interested problems. The proposed
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Figure 5.27: GM and VM fields (left half is result of the first iteration, right half
is result after three iterations) and nearest microstructure in database
at location A (95mm,75mm), B (90mm,75mm), C (75mm,75mm),
D (60mm,80mm), E (90mm,10mm), F (80mm,20mm), G
(65mm,35mm), H (50mm,50mm).
framework with a computationally efficient model to select relevant sample problems is
novel and potentially applicable to problems other than solidification. Current efforts
are on applying this framework to three-dimensional solidification and extending it to
solidification systems with convection.
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Chapter 6
Conclusions and suggestions for future
research
In this thesis work, a novel model is introduced and implemented to study alloy solidi-
fication in the micro-scale. The potential of this method is demonstrated in a number of
investigations. It is shown to be able to achieve converged solution with much coarser
grid and much less computation effort than other numerical methods. By using adap-
tive meshing, domain decomposition and parallel computing, the micro-scale model is
applied to study interaction between a large number of solidifying crystals. Based on
the well verified micro-scale model, a database approach for multi-scale solidification
is implemented by quantitatively exploring similarities between sample problems and
problems of interest. A novel framework is introduced that involves a computation-
ally efficient model to select relevant sample problems. The accuracy of the multi-scale
model is demonstrated by comparing with the results obtained from a fully-resolved
micro-scale model. A number of aspects of the introduced model remain to be further
improved.
6.1 Multi-scale framework with convection effects
In this presented multi-scale solidification model, convection effects were not consid-
ered. The computationally efficient model that we used to identify relevant sample prob-
lems (with its analytical solution) is not applicable for problems that include convection
effects. So extension of the current technique or other alternative techniques are neces-
sary to efficiently consider convection effects in a multi-scale solidification framework.
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For heat diffusion based models, the solidification process in the macro-scale can be
characterized by only two parameters VM and GlM, which are the solution features of a
computationally efficient model. These two parameters provide a reduced representation
of the solidification process. If convection effects needs to be considered, information
about the flow, e.g. velocity magnitude and direction at a certain distance away from
the solid-liquid interface (on the solid-liquid interface, the flow velocity is zero due to
the none-slip condition). After a set of features are selected to represent the solidifica-
tion process in the macro-scale, a relevant sample problem needs to be selected so that
the same features can be obtained for this sample problem. In the current multi-scale
framework, an analytical solution of the sample problem is utilized to find relevant sam-
ple problems. If more features (to incorporate convection effects) are used to describe
the solidification process, it is probably very difficult to find relevant sample problems.
Here, the relevant sample problem refers to the sample problem which leads to exactly
the same features (reduced presentation of the solidification process). Interpolation or
other algorithms e.g. locally weighted regression and neural network may be required to
utilize the micro-scale solution of sample problems that are only approximately relevant
to our problem of interest.
6.2 Consider fluid-structure interaction in micro-scale
After a crystal nucleates, the crystal would translate, rotate, come in contact with other
crystals and/or break into fragments. To accurately incorporate the convection effects,
the interaction between a crystal and the liquid alloy (fluid-structure interaction) must
be considered in the micro-scale model. Recently, there are signifiant advances in the
area of fluid-structure interaction. These advances can be used to improve the micro-
scale model. However, the solidification problem here is more complicated than many
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of the other fluid structure interaction applications reported in the literature. On one
hand, we need to preserve the crystal shape exactly when considering the movement of
crystals as a basic requirement for capturing fluid structure interaction. At the same time,
the crystal grows due to solidification. Meshing techniques and level set method would
require significant improvements to incorporate these new abilities. Notice that, for fluid
structure interaction in the solidification process, the deformation in the crystal due to
flow is usually not significant. So it may be accurate enough to model the movement
of crystals as rigid body translation and rotation in many cases. In other cases, the
contact/impact between crystals and flow may leads to fragmentation of the dendrite
arms. For efficiency in computation, we may need to use different models to model the
fluid-structure interaction in solidification and smartly select the appropriate model for
different crystals, for example according to the relative motion of the crystal.
6.3 Atomic scale computation
Our current micro-scale model relies on inputs from the alloy phase-diagram and a num-
ber of parameters to mimic the crystal orientation anisotropy, surface tension effects, ki-
netic under-cooling effects and nucleation. Computation in the atomic scale and related
multi-scale techniques to use atomic scale computation results are of great significance.
Only with the inputs from the atomic-scale computation, the simulations in the contin-
uum (micro-scale and macro-scale) can be accurate and of practical use. In the literature,
there are mainly two types of methods to compute phase diagrams. One is based upon
experimental trial-and-error methods to reduce the need for new costly experiments,
such as Thermo-Calc and Pandat. Another method is completely based on first principle
calculations e.g. the ATAT (Alloy Theoretic Automated Toolkit) toolkit. Phase diagrams
only provide us the equilibrium phases. When and how a new phase will be nucleated
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must be captured using molecular dynamics computation. In our current growth model,
we assume Gibbs-Thomson relation of the solid-liquid interface. The Gibbs-Thomson
relation is only a phenomenological model. Molecular dynamics simulations could help
us to build an accurate growth model.
6.4 Solve inverse problem to identify nucleation model
Nucleation in alloy solidification is dominated by heterogenous nucleation, which highly
depends on the number and type of inclusions in the liquid alloy. In practice, , the nu-
cleation behavior largely depends on how the liquid alloy is prepared, which might be
very different in different factories. Nucleation process is so complicated that it is rather
difficult to accurately capture all aspects of the nucleation process for practical alloys
in real applications completely by computation. So it will be of great significance to
identify parameters in the nucleation model from experimental studies. In practice, the
factory usually prepares the molten alloy following the same procedure. If we can obtain
microstructure information (e.g. microstructure images) with certain processing param-
eters, and solve an inverse problem of solidification to identify a best fit of the nucleation
model, we will be able to apply the nucleation model to predict microstructure in other
solidification processes using exactly the same alloy.
6.5 Solid-solid phase transformation
In our current model, only liquid to solid phase transformation is considered. Mod-
eling solid-solid phase transformation after solidification and study of the mechanical
properties of the final microstructure is an open area of research.
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