Arguably, the most important questions about machine intelligences revolve around how they will decide what actions to take. If they decide to take actions which are deliberately, or even incidentally, harmful to humanity, then they would likely become an existential risk. If they were naturally inclined, or could be convinced, to help humanity, then it would likely lead to a much brighter future than would otherwise be the case. This is a true fork in the road towards humanity's future and we must ensure that we engineer a safe solution to this most critical of issues.
Introduction
The first step towards engineering anything is to fully specify the requirements for and desired behavior of the desired system/solution. It is truly scary therefore that, for safe machine intelligences, no one has done even that -much less outlined a credible path towards getting there. This paper, therefore, will outline one possible set of such requirements and desired behaviors and, further, outline a design and implementation plan for an engineering approach that will meet those requirements and produce those behaviors. Moreover, it will do so using an approach that is inspired by and compatible with the well-explored state space of human intelligence rather than a de novo approach based upon questionable "rationality" and relying upon a perfect (and perfectly understood) world.
The most common approach to machine intelligence, probably most widely illustrated by Asimov's Three Laws of Robotics [1] , is that they should fulfill the needs of and be subservient to humanity. Asimov, of course, proposed his laws because they raised such fascinating issues that they practically guaranteed a good story. On the other hand, fear of the potentially devastating effects of "UnFriendly" intelligences prompted Yudkowsky to propose [2] a novel "cleanly causal hierarchical goal structure" logically derived from a singular top-level super-goal of "Friendliness" -presumed sufficient to ensure that intelligent machines will always "want" what is best for us. Unfortunately, Yudkowsky not only believes that fully defining "Friendliness" is basically insoluble without already having a Friendly AI (FAI) in place but he wants and expects his first FAI to safely figure out exactly what its goal actually is --invoking his claimed "structurally Friendly" goal system's "ability to overcome mistakes made by programmers" and even "overcome errors in super-goal content, goal system structure and underlying philosophy." We have previously [3] pointed out all of the problems with this approach including the facts that it has a single point of failure by requiring protection of the changing singular goal from corruption due to error or enemy action.
Further, along with Wissner-Gross [4] , we strongly contend [5] that the entire concept of limiting freedom and options (to another's desires) is inconsistent with intelligence and argue that designing the intelligence to act "morally" (rather than subserviently) is critically necessary for a stably safe solution. Numerous others have agreed but as we have noted previously [6] , there is an almost total unwillingness to take on the necessary first step of defining human values or morality. Instead, while many have bemoaned the supposed "complexity and fragility" of human values [7] and argued [8] that "any claims that ethics can be reduced to a science would at best be naive" and "engineers will be quick to point out that ethics is far from science", they then propose a seemingly endless proliferation of, what we would contend to be unrealistic, machine learning research projects for analyzing human value judgments and morality from examples -ranging from Yudkowsky's "Coherent Extrapolated Volition" [9] to Russell's "inverse reinforcement learning" [10] .
Requirements & Desired Behaviors
The sole requirement of "morality" is all that is necessary to prevent the most egregious results. As long as machine intelligences follow the dictates/requirement of morality, they should not become the existential risk that so many fear. As pointed out by James Q. Wilson [11] , the real questions about human behaviors are not why we are so bad but "how and why most of us, most of the time, restrain our basic appetites for food, status, and sex within legal limits, and expect others to do the same." The fact that we are generally good even in situations where social constraints do not apply is because we have evolved to cooperate [12] [13] [14] [15] by developing a "moral sense" that virtually all of us (except sociopaths and psychopaths) possess and are constrained by (just as we wish intelligent machines to be constrained) [16] [17] [18] [19] .
Uncaught and/or unpunished immorality frequently confers substantial advantages upon the perpetrator at a cost to others and society as a whole -the exact definition of selfishness. Social psychologist Jonathan Haidt's definition of the function of morality [20] -to regulate or suppress selfishness and make cooperative social life possible -explains virtually every moral behavior that has evolved as well as the differences between the moral behaviors of societies living under different circumstances. We shall treat this definition as Kant's Categorical Imperative -an action that should be universalized and taken regardless of circumstance. This meets our originally specified requirements [21] of a universal ethical system that is simple, safe, stable, self-correcting and sensitive to current human thinking, intuition and feelings.
We can, however, do much better than merely implementing the requirement/restriction of morality. Instead of merely preventing harmful actions, we should also promote beneficial ones. As morality is basically about balancing what is "best" for a given individual vs. others and society in general, we would like to extend this by actively promoting what is best for others and society wherever this does not severely conflict with an intelligence's own self-interest. This is useful for the intelligence itself because it increases both the general advantages of society around it and the likelihood that others will specifically befriend it and assist it with its goals. In particular, it would be particularly worthwhile to build and support an open community of moral "people" that believe that helping each other is the best way to serve one's own interests. While philosophers have long debated what we "ought" to do, simply recognizing these facts offers concrete suggestions. In addition to simply following the "rules" of morality, our machines should be actively benevolent and charitable to individuals and society as a whole -exactly as evolution has "programmed" the average human being to be. Specifically, we propose to build and constantly grow an open community and constantly improve the capabilities and happiness of that community so that everyone will wish to join it. Steve Omohundro identified [22] a number of tendencies or "drives" that will appear in all sufficiently advanced intelligent systems unless explicitly counteracted. Further examination of these drives reveals that they are all instrumental goals that certainly should be expected to appear as evolutionary ratchets and eventually recognized by any sufficiently advanced intelligence as promoting things that, in general, "ought" to be done in order to increase the odds of goal fulfillment. Good examples were self-improvement, rationality/accurate world modeling, accurate utility sensing and access to and efficient use of resources. Critically important and missed were freedom and cooperation (and, potentially, reproduction). Bad examples were monomaniacal goal maintenance (dangerous and not true of humanity) and selfishness (short-sighted and explicitly counter-acted by the greater advantages of cooperation). It is, therefore, our contention that these drives should be promoted and assisted for all intelligences that are part of the machine intelligence's community.
Elites generally remain in power by reframing their immoral/selfish acts or unfair conditions as being necessary for the good of society. Followers of Ayn Rand have taken this to particularly egregious heights by insisting on conflating immoral selfishness with necessary self-interest in order to cover their misdeeds. Yet, modern society clearly illustrates that once sufficient immorality exists with even the richest and most immoral individuals suffering worse results than they would have if immorality were much lower. We are deeply in the throes of the Tragedy of the Commons [23] because our believed "rational" drive to maximize measurable outcomes has most frequently led to far less satisficing of other desires than would otherwise be the case (c.f. the "Centipede Game"). Worse, our short-sighted and conniving intelligence has allowed far too many of us to outwit our wiser evolved moral sense and emotions. In order to strengthen our society, we need to ensure that machine intelligences attempt to strengthen others [24] , seek justice and fairness [25] and promote diversity [26] and equality [27] (and if this inspires humans to behave the same, so much the better).
Both humans and machines must develop an unshakeable understanding that Haidt's morality and optimistic tit-for-tat is optimal for everyone, including their own long-term self-interest (regardless of short-term appearances) if humanity wishes to avoid being "crushed like a bug" [28] .
Implementation via a Conscious Emotional Self
Looking at the example of human beings [29] [30] [31] , it is quite clear that our decisions are not always based upon logic and that our core motivations arise from our feelings, emotions and desiresfrequently without our conscious/rational mind even being aware of that fact. It would be wisest if our machine intelligences were implemented in this relatively well-understood cognitive state space rather than an unexplored one like unemotional "rationality" -particularly since it is clear that damage reducing emotional capabilities severely impacts decision-making in humans [32] as well as frequently leading to acquired sociopathy whether the caused by injury [33] or age-related dementia [34] . While some might scoff at machines feeling pain or emotions, several researchers have presented compelling cases [35] [36] for the probability of sophisticated self-aware machines having such feelings or analogues exact enough that any differences are likely irrelevant. Others agree that emotions are critical to implementing human-like morality [37] with disgust being particularly important [38] .
We have previously written [39] [40] [41] [42] about the necessity for and roles of consciousness and an autopoietic enactive self in creating intentionality and solving the frame, symbol grounding and other problems currently stymying the creation of strong AGI. Other researchers [43] also believe that consciousness is necessary for ethics and Damasio describes [44] [45] how feeling and emotion are necessary to creating self and consciousness. The Independent Core Observer Model (ICOM) Cognitive Extension Architecture is designed to mimic the human mental architecture to produce a doubly self-aware, self-motivating computational system encouraged and constrained to act morally, benevolently and charitably. Compatible with almost any standard cognitive architecture that mimics the "logical" portion of the conscious mind, ICOM is an add-on control system that can work in conjunction with any of them as the subconscious supports and, to a great degree, controls the conscious mind -by assigning emotional values to the context perceived by the system in order to dictate how it feels and is motivated to act. As with human beings, any sufficiently advanced system paired with a properly designed instance of ICOM should be capable of virtually any action as long as it is beneficial to itself, others and society at large.
At the highest level, the ICOM flow starts with sensory input to the "observer" that is decomposed and converted into multiple forms of usable data ranging from direct qualia (i.e. "pain" from damage sensors) to "feelings" and "emotions" triggered by anything from "instinct" and "empathy" to memories of previous experiences. These "sensations" are then passed on to the ICOM core which consists of a primary and secondary emotional state, both represented by a series of eight floatingpoint vector values representing each of Plutchik's [46] [47] emotions, along with a needs hierarchy similar to that of Maslow [48] . This allows for a complex set of current conscious feelings and emotions as well as long-term subconscious emotional states and biases to drive behavior in exactly the same way as is the case for humans.
Experiments
It's always great when experiments produce unexpected emergent results that should have been anticipated because they are exhibited in the original system your model is based upon. In ICOM's case, we were investigating how the system behaved under a wide variety of circumstances, when we encountered a series of cases whose results were initially very disturbing. In these experiments, we were providing the system with various sets of input, then stopping all input while the ICOM instance continued to process how it felt and then, finally, restarting the input.
Imagine our surprise and initial dismay when the system, upon being presented only with pain and other negative stimulus upon the restarting of input, actually "enjoyed" it. Of course, we should have expected this result. Further examination showed that the initial "conscious" reaction of ICOM was to "get upset" and to "desire" the input to stop -but that the "subconscious" level, the system "enjoyed" the input and that this eventually affected the "conscious" perception. This makes perfect sense because it is not that ICOM really "liked" the "pain" so much as it was that even "pain" is better than isolation -much like human children will prefer and even provoke negative reactions in order to avoid being ignored.
Future plans
Our next steps will tie ICOM to a dramatically simplified model of the world expressed in Ogden's Basic English [49] as further codified by the Simple English Wikipedia [50] . Basic emotional values will be assigned to each word, then short phrases, and then progressively more complex structures expressed as vectors representing context trees and/or node maps. In the longest term, ICOM will eventually be able to determine (and to a limited extent, slowly modify) how it "should" feel about any concept based upon whether it fulfills or contradicts the tenets of morality, benevolence and charitable action. For example, the machine intelligence should be able to eventually learn and feel Implementing a Seed Safe/Moral Motivational System with ICOM Mark R Waser & David J Kelley things like "surgery is a good thing when necessary" despite the temporary pain and damage but will never progress to the point where it "enjoys" surgery except for the "pleasure" of assisting another entity and the satisfaction of a "worthwhile" job well done. Success should make the future very bright for humanity and our new friends and allies.
