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013.09.0Abstract Sliver evenness is a very important parameter affecting the quality of the yarn produced.
Therefore, controlling the sliver evenness is of major importance. Auto-levelers mounted on modern
Drawing Frames should be accurately adjusted to help to achieve this task. The Leveling Action
Point (LAP) is one of the important auto-leveling parameters which highly inﬂuence the evenness
of the slivers produced. Its adjustment is therefore of a crucial importance. In this research work,
Artiﬁcial Neural Networks are applied to predict the optimum value of the LAP under different
productions and material conditions. Five models are developed and tested for their ability to pre-
dict the optimum value of the LAP from the most inﬂuencing ﬁber and process parameters. As a
ﬁnal step, a statistical multiple regression model was developed to conduct a comparison between
the performance of the developed Artiﬁcial Neural Network model and the currently applied sta-
tistical techniques.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.1. Introduction
A major factor affecting yarn evenness is the evenness of the
slivers from which they are produced. The sliver evenness is
generally controlled by the auto-levelers mounted on the
majority of the modern draw frames. The distance between
the scanning rollers pair and the point of draft is called the
Leveling Action Point (LAP). The value of the LAP is onelty of Engineering, Alexandria
g by Elsevier
ng by Elsevier B.V. on behalf of F
07of the most important parameters determining the
performance of auto-levelers. The accurate adjustment of this
point should lead to an exact correction of the defective
material monitored by the auto-leveling system. This parame-
ter is affected by a large number of material and production
parameters [1]. The selection of the suitable value of LAP is
therefore very complicated and requires the consideration of
all or at least the most relevant inﬂuencing parameters.
Different techniques were adopted through the years to
determine the optimum value of LAP for different materials
and production conditions [2]. These techniques were generally
time-consuming and were accompanied by large material and
production losses.
In the common practice, the sliver samples had to be
produced with different settings, taken to laboratories and
examined on the evenness tester until the optimum LAP wasaculty of Engineering, Alexandria University.
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Figure 1 Artiﬁcial neuron [3].
638 S.A.M. Abd-Ellatiffound. Recent draw frames implement an automatic search
function for the optimum determination of the LAP. Through
this function, the sliver is automatically scanned by adjusting
the different LAPs temporarily and the resulted values are re-
corded. During this process, the quality parameters are con-
stantly monitored and an algorithm automatically calculated
the optimum LAP by selecting the point with the minimum sli-
ver CV%. At present, a search range of 120 mm is scanned, i.e.
21 points are examined using 100 m of sliver in each case; there-
fore 2100 m of sliver is necessary to carry out the search func-
tion. This is a time-consuming method accompanied by
material and production losses, and hence directly affecting
the cost parameters [1].
Modeling was therefore a suggested solution for the prob-
lem of the determination of the optimum value of LAP for
speciﬁc materials and production conditions. First-principles
modeling, i.e. Mathematical tools have proved to be inade-
quate. The mechanistic models overtly simplify the case to
make the equations manageable and pay the price with their
limited accuracy. Empirical models that use statistical tech-
niques have also shown up their limitations in use and are
rarely used in any branch of the textile industry as a deci-
sion-making tool. They require specialized knowledge of both
statistical methods and techniques of design of experiments.
Existing tools and techniques are thus inadequate for accu-
rately modeling and optimizing complex nonlinear processes.
An Artiﬁcial Neural Network is a promising step in this direc-
tion. Neural networks are ideal for developing models in such
industrial processes that are ‘‘data-rich and knowledge poor.’’
Processes that have large quantities of historical data, but little
knowledge about the complicated interactions between the in-
puts and outputs of the system, are ideal candidates for build-
ing predictive models with ANNs [3].
2. Methodology
This research work intends to apply the technique of Artiﬁcial
Neural Networks as a tool for the prediction of the optimum
LAP using a set of relevant material and production parame-
ters. Artiﬁcial Neural Networks possess advantages that nei-
ther conventional computing methods nor statistical analysis
techniques possess.
An Artiﬁcial Neural Network is an attempt to capture the
functional principles of a biological neuron. There are two
kinds of elements in the network – the neuron node and the
connection weight. A neuron node is the basic processing unit
that has an activation function. Neuron nodes are arranged in
a layered structure, and the neuron nodes in consecutive layers
are fully connected by connection weights [4]. The schematic
representation of the ANN model as envisaged by McCulloch
and Pitts is shown in Fig. 1.
There are n inputs to the neuron from (x1 to xn). The bias is
a ﬁxed input. The inputs are multiplied by weights – from wk1
to wkn, respectively. The weighted sum of the inputs, which is
denoted by uk, is given by the following:
uk ¼
Xn
j¼0
wkjxjThe parameter uk now becomes the input to the activation
function and is modiﬁed according to the nature of the activa-
tion function. The output yk is given by the following:yk ¼ wðukÞ
where w is a nonlinear function of uk and is termed an activa-
tion function.
The simplest ANNs consist of two layers of neurons Fig. 2.
The introduction of another layer of neurons (known as a hid-
den layer) between the input and output layers results in a mul-
tilayer network Fig. 3.
With a set of input-training data that correspond to a
deﬁnite signal pattern, the network can be trained to give a
correspondingly desired pattern at output.
The actual output pattern can be compared with the desired
output pattern, and an algorithm can adjust the weights until
pattern-matching occurs – i.e. the error becomes acceptably
small. At the completion of training, the network should be
capable not only of recalling all the input–output patterns used
for training, but also of interpolating and extrapolating them.
A variety of training algorithms have been developed each
one with its own strength and weaknesses The most widely
used is the ‘‘back propagation algorithm’’ which is used to
determine the weights.
In order to train a feed-forward Neural Network properly,
various network parameters have to be optimized. These
parameters include the number of hidden layers, the number
of units in the hidden layer, the learning rate and the number
of training cycles (also known as epochs). The ﬁrst decision
concerning network parameters is deciding the number of hid-
den layers. It is known that a feed-forward Neural Network
with only one hidden layer can approximate any function to
an arbitrary degree of accuracy. However, many authors have
reported using more than one hidden layer and obtaining good
results. The number of hidden layers is not likely to produce a
signiﬁcant improvement in network performance provided
that all the network parameters are optimized [3]. The number
of units in the hidden layer is decided upon by conducting trial
and error techniques.
3. Experimental work
A large number of production and material parameters would
affect the selection of the value of LAP. A development of an
ANN model holding all these parameters is unpractical and
would scarcely prove any success. Too many input variables
would affect the effectiveness of the ANN negatively. There-
fore, a systematic method for the selection of the input vari-
ables was necessary. A new technique was adopted to select
the most relevant parameters to be taken as input parameters
for the developed Artiﬁcial Neural Network model [5].
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Figure 2 A Neural Network with no hidden layers [3].
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Figure 3 A Neural Network with one hidden layer [3].
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process parameters, the most relevant parameters to be taken
into consideration while developing the ANNs could be
summed up into the following: ﬁber length, length uniformity
ratio, ﬁber ﬁneness, sliver linear density, the required output
sliver evenness and the main draft gauge. Other parameters
such as machine speeds, main draft setting, feeding tension,
break draft and settings of sliver deﬂection bar were found
to be of relatively lower effect on the CV of the slivers pro-
duced and were therefore not taken into consideration. The
coefﬁcient of friction of the different types of cotton used in
the investigation is an important parameter. It was, neverthe-
less, not included in the model developed as the coefﬁcient of
friction is known to be highly correlated with the ﬁber ﬁneness,
which is part of the model developed. Two varieties of extra
long and long staple Egyptian cotton (G.87 and G.90) and
two varieties of medium staple cotton (Russian and Greek
Akala cottons) were investigated.
The production line adopted consisted of the second
passage Rieter Drawing Frame RSB-D 35 equipped with an
auto-leveler:
Fig. 4 shows an overview of the drafting system of the
Drawing Frame used in the experiments and shows the Level-
ing Action Point (LAP) to be adjusted according to the prop-
erties of the ﬁbers used.
In Fig. 4, GB represents the range of settings for Leveling
Action Point, total 939–1059 mm, E represents the Leveling
Action Point, VV represents the break draft, HV represents
the main draft, HVD represents the main drafting distance,
V represents the total draft, VE represents the entry tension
and B91 is the impulse generator (=88 impulse/revolution).
BL is a constant length (=crow ﬂight distance) between
center of scanning rollers (point O) and center delivery roll
(1005 mm).At the most modern draw frames, the thickness varia-
tions in the fed sliver are continually monitored by a
mechanical device (a tongue–groove roll) and subsequently
converted into electrical signals. The measured values are
transmitted to an electronic memory with a variable the time
delayed response. The time delay allows the draft between
the mid-roll and the delivery roll of the draw frame to
adjust exactly at the moment when the defective sliver piece,
which had been measured by a pair of scanning rollers, ﬁnds
itself at a point of correcting the draft. At this point, a servo
motor operates and adjusts its speed depending upon the
amount of sliver mass variation detected in the fed sliver
cross section. The distance that separates the scanning roll-
ers and the point of draft is called the zero point of regula-
tion or the Leveling Action Point (LAP). This leads to the
calculated correction on the corresponding defective material
[1].
Moreover, in the case of a change in ﬁber material, the
machine settings and process controlling parameters such as
production speed, material, break draft setting, main draft
setting, feeding tension, break draft, and setting of the sliver
guiding rollers, LAP is needed to be altered.
During the course of the experiments, the production
parameters were kept at the usual values used for the raw
materials adopted and were kept constant on all the machines
throughout the production line except for the Leveling Action
Point (LAP) on the Drawing Frame which was varied through-
out the experiments.
The material properties and production parameters
adopted throughout the investigations are summarized in
Table 1.
Five Artiﬁcial Neural Network (ANN) models were devel-
oped and tested for their convenience for the case studied in
the research work.
Figure 4 Overview of the Leveling Action Point (LAP) [1].
Table 1 Summary of the ﬁber and production parameters used in the investigation.
Cotton variety Average ﬁber properties Production parameters
Fiber length UHML mm Uniformity ratio Micronaire value Sliver count Ne Main draft gauge mm
Giza 87 37 87.2 3 0.15 47
Giza 90 29.8 85 3.9 0.14 38.7
Russian 28 77 4.5 0.13 36.5
Greek Akala 30 80 4.5 0.14 39
LAP
Fiber Fineness
Fiber Length
Uniformity Ratio
Sliver linear density 
Main Draft Gauge
Sliver Evenness CV%
Figure 5 Abstract Neural Network model.
640 S.A.M. Abd-EllatifFor the training of the developed Artiﬁcial Neural Network
model, the most commonly used learning technique (back
propagation algorithm) is applied.
Back propagation was created by generalizing the
Widrow–Hoff learning rule to multilayer networks and nonlin-
ear differentiable transfer functions. Input vectors and the
corresponding target vectors are used to train a network until
it can approximate a function, associate input vectors with spe-
ciﬁc output vectors, or classify input vectors in an appropriate
way as deﬁned by you. Networks with biases, a sigmoid layer,
and a linear output layer are capable of approximating any
function with a ﬁnite number of discontinuities. Properly
trained backpropagation networks tend to give reasonable an-
swers when presented with inputs that they have never seen.
Typically, a new input leads to an output similar to the correct
output for input vectors used in training that are similar to the
new input being presented. This generalization property makes
it possible to train a network on a representative set of input/
target pairs and get good results without training the network
on all possible input/output pairs [6].
As a multilayer network, the tan-Sigmoid transfer function
was used for the ﬁrst layer while the linear transfer function
was used for the output layer. Both functions are considered
as the most commonly used transfer functions for backpropa-
gation networks. Nevertheless, combinations with the
log-sigmoid transfer function were tried but showed no
promising results. The network was initialized as a multilayer
network with three layers: the ﬁrst being the input layer, the
second being the hidden layer while the third being the output
layer. Only one hidden layer was selected as in general, accord-
ing to Kolmogorov’s theorem, networks with a single hidden
layer should be capable of approximating any function to
any degree of accuracy [4]. Neural Network models with two
hidden layers were also tested but showed limited success.The batch training mode was adopted. In this mode, the
weights and biases of the network are updated only after the
entire training set has been applied to the network. The gradi-
ents calculated at each training example are added together to
determine the change in the weights and biases.
A fast training algorithmusing standard numerical optimiza-
tion techniques was adopted: the Levenberg–Marquardt algo-
rithm. The original description of the Levenberg–Marquardt
algorithm and the application of Levenberg–Marquardt to
Neural Network training are described in [7,8]. This algorithm
appears to be the fastest method for training moderate-sized
feed-forwardNeural Networks (up to several hundred weights).
It also has a very efﬁcient MATLAB implementation, since the
solution of the matrix equation is a built-in function, so its
attributes become even more pronounced in a MATLAB
setting.
The MATLAB Neural Networks Toolbox function ‘‘train-
lm’’ was applied. An abstract depiction of the experimental
model is shown in Fig. 5.
Five different Neural Networks were trained to predict the
LAP with network structures as shown in Table 2. The data
sets were divided into three sets: training, validation and test
Table 2 Structure of the Neural Networks trained.
Network number NN1 NN2 NN3 NN4 NN5
Number of neurons in the hidden layer 3 6 9 10 11
IW{1,1}
b{1}
LW{2,1}
b{2}}
6 10 1
P
N1 N2
a1
Figure 7 Abbreviated notation for the Neural Network NN2
with the best performance.
Optimizing sliver quality using Artiﬁcial Neural Networks in ring spinning 641sets. The training set is a sequence that is shown to the Neural
Network during the learning phase. The network is adapted to
it to achieve required outputs. The difference to required out-
put is measured using the validating set and this difference is
used to validate whether the learning of the network can be ﬁn-
ished. The testing set is then used to test whether the network is
able to work also on the data that were not used in the previ-
ous process. To summarize, the training set is used for creating
a model, validation set is used for verifying the model, and the
testing set is used for testing of the usability of the model.
Thirty data sets were used for the training phase. Six data
sets were used for each of the validation and testing phase.
4. Results and discussion
The percentage of the Mean Absolute Error (MAE) for the ﬁve
developed models was calculated to compare the predicted and
actual values, both during training and testing and the results
are presented in Fig. 6.
Fig. 6 shows that the most efﬁcient network applied was the
NN4 which attained a training error value of 3.25% and a test-
ing error values of 3.6%.
Fig. 7 shows the abbreviated notation of the Neural Net-
work NN4 which showed the best performance. The network
has an input layer, a hidden layer and an output layer.
The ﬁrst layer having 6 neurons represents the six input
material and process parameters selected. The second layer
that is the hidden layer includes 10 neurons.
Each layer has a weight matrix W, a bias vector, b and an
output vector a. In this case, the input vector (P) is a vector of
6 input elements. These inputs are postmultiply the single row,
6-column matrix IW. The weighed values are fed to the sum-
ming junction. The neuron has a bias b, which is summed with
the weighed inputs to form the net input N1. The bias is much
like a weight, except that it has a constant input of 1. Finally
the net input is passed through the transfer function of the hid-
den layer which is the Log-Sigmoid Transfer Function. This
transfer function is commonly used in the hidden layers of
multilayer networks, in part because it is different. Its outputFigure 6 Mean Absolute Error (MAE) for training and test sets.range (0–1) is perfect for learning to output Boolean values.
After passing the sum to the transfer function, we get the neu-
ron output a1. This vector is in turn taken as an input vector
and is multiplied by the column matrix LW and again the
weighed values are summed with the bias vector and fed to
the summing junction as N2. N2 is passed through the transfer
function of the ﬁnal layer which is the linear transfer function.
The choice of the two transfer functions applied was made as a
network of two layers, where the ﬁrst layer is Sigmoid and the
second layer is linear can be trained to approximate nearly any
function with a ﬁnite number of discontinuities arbitrarily well
[6].
Fig. 8 depicts the training performance of NN4.
In order to assess the goodness of ﬁt of NN4, a validation
process was performed on 80% of the data sets used for the
training and testing of the Neural Network NN4. An average
correlation factor of 0.9303 was reported. As the validation
process was repeated for 88% of the data sets used for the
training and testing of the network, an average correlation fac-
tor of 0.883 was reported. And ﬁnally as the same procedure
was adopted for 92% of the data sets and an average correla-
tion factor of 0.87 was reported. This decrease in the perfor-
mance is due to the relatively limited data sets available for
training. However, these values show a good performance of
the NN4.
As a ﬁnal step, a statistical analysis was performed on the
same data sets used for the training of the different NeuralFigure 8 Training performance of NN4.
642 S.A.M. Abd-EllatifNetworks in order to conduct a comparison between the per-
formances of the developed Neural Network with that of the
conventional prediction models represented by the multiple
regression technique. An average correlation factor of 0.6
was reported between the actual values of LAP and the values
predicted by the statistical techniques. This showed the superi-
ority of the performance of the Neural Network developed in
comparison with the conventional statistical techniques.
Nevertheless, the low value of the correlation factor reported
above could be partially due to the fact that the CV is a
quadratic function and therefore, ﬁtting it in linear multiple
regression, may yield in low values of correlation factors.
5. Conclusion
Applying ANN for the problem of the determination of the
optimum value of LAP for speciﬁc materials and production
conditions helps saving time and material in comparison with
the traditional try and error methods. Five Artiﬁcial Neural
Network Models were developed and showed quite promising
results predicting the optimum value of LAP for given material
and production parameters. The most successful ANN having
architecture of (6-10-1) gave MAE values of 3.25 and 3.6 for
the testing and training phases respectively. A comparison
between the performance of Neural Network and the conven-
tional data analysis techniques was conducted. While the ANN
gave a correlation factor of 0.9303, the multiple regressionanalysis performed gave a correlation factor of 0.6. This result
shows a much better performance of Artiﬁcial Neural Net-
works compared to conventional statistical techniques.
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