Abstract-We study the load balancing problem in networks. A task is viewed as a hyperedge in a hypergraph having access to the resources represented by its endpoints. For simplicity, we consider the case where each hyperedge represents one unit of load which should be distributed among its endpoints. An allocation is a way of distributing this load. The overall cost of an allocation is evaluated as the separable sum of a convex function of the total load at each resource. It is known that an allocation is optimal if it is balanced in the sense that no demand desires to change its allocation. Further, it is known that the net load faced by each resource is the same in any balanced allocation. We analyze the properties of the empirical distribution of the loads faced by the resources in balanced allocations for a sequence of hypergraphs as their size goes to infinity. In the special case of unimodular hypergraph GaltonWatson processes, we characterize the asymptotic empirical load distribution at a typical resource via a fixed point equation. Moreover, we are able to characterize the asymptotics of the maximum load at a resource under some additional conditions.
I. INTRODUCTION
The problem of load balancing is ubiquitous in networks. As examples, consider the problem of routing traffic through a communication network or of assigning tasks among the servers in a cloud computing framework. In both these scenarios there is a number of servers and a number of tasks whose load should be distributed among the servers. In the former, the servers are paths through the network from a given source to a given destination in and the tasks are the amount of traffic to be routed from the source to the destination; in the latter, the servers are the processors and the tasks are the computational work to be done. There are typically restrictions as to which resources are available to a given task, and one seeks an allocation of load to servers that optimizes a measure of performance, such as delay or queue length. When the problem size is large, it may be expensive to compute the detailed characteristics of an optimal or sufficiently good allocation of the load. Instead, it is interesting to focus on the statistical characteristics of the allocation, such as the empirical distribution of the load faced by a typical resource in the network. This paper is concerned with developing such a viewpoint in the context of a specific kind of load balancing problem which has broad applicability. 
A. Model and Prior Work
We model the load balancing problem by a bipartite graph in which every node on the right represents a task and every node on the left represents a server. Each server is accessible to a certain subset of the tasks. Equivalently each task has access to only a certain subset of the servers. We view the bipartite graph as a hypergraph, with each vertex of the hypergraph representing a server and each hyperedge representing a task. The vertices of a hyperedge are then the servers that are accessible to it. Let {v 1 , . . . , v n } and {e 1 , . . . , e m } denote the set of servers and tasks, or equivalently vertices and hyperedges, respectively. Therefore, v i ∈ e j means that server v i can be used to contribute to the performance of task e j . See Figure 1 for an example. In general, we might want to consider the scenario where task e j has an amount of load equal to l j , which could be arbitrarily allocated among the servers v i ∈ e j . For simplicity, we will consider in this paper only the case where all the l j equal 1, but we leave the discussion general for the moment. Let θ be an allocation of the load of tasks among the servers, i.e. θ(e j , v i ) is the amount of load coming from task e j assigned to server v i . Hence, θ(e j , v i ) ≥ 0 and vi∈ej θ(e j , v i ) = l j . For a server v i , let ∂θ(v i ) be the total amount of load assigned to v i , i.e. ∂θ(v i ) = ej :vi∈ej θ(e j , v i ).
This formulation of load balancing was studied by Hajek [1] who, in particular, formulated the notion of a balanced allocation. It is natural to expect that a task would be happier to use servers that are currently handling less load, if available, as opposed to those handling more load. An allocation θ is said to be balanced if no task desires to change the allocation of its load. For finite load balancing problems, this turns out to be equivalent to the statement that the allocation minimizes i f (∂θ(v i )) for any given fixed strictly convex function f . One can think of i f (∂θ(v i )) as the aggregate cost we need to pay to process all the tasks. Hajek showed the existence of balanced allocations and uniqueness of the total load at nodes under any balanced allocation, and suggested algorithms to find a balanced allocation. It is remarkable that the notion of a balanced allocation does not depend on the choice of the strictly convex cost function f .
With the aim of understanding the statistical characteristics of balanced allocations in large load balancing problems, Hajek assumed that each task could be performed by only two servers -hence the underlying hypergraph reduces to a graph -and he assumed that each edge in this graph carries one unit of load. He then studied such a load balancing problem in large random graphs [1] . In particular, Hajek We send all of the unit load corresponding to each edge in the direction of the shown arrows. The red path goes to infinity in both pictures. The allocation in (a) makes the total load at every vertex equal to 2 while that in (b) makes the total load at all vertices equal to 1. Therefore, both are balanced.
considered the sparse Erdős-Rényi model to generate these graphs, where αn edges are distributed among n vertices uniformly at random, with α being a fixed parameter. It is well known that the asymptotic structure of the local neighborhood of a typical vertex in a sparse Erdős-Rényi model is given by a Poisson Galton-Watson tree (see, for instance, [2, Proposition 2.6] for a precise formulation of this statement). This suggests that the behavior of balanced allocations in Galton-Watson trees might be a good proxy for the load distribution in large Erdős-Rényi graphs. Hajek conjectured that the recursive nature of a Galton-Watson process helps one analyze the distribution of balanced allocations by studying fixed point equations. He was even able to suggest the form of the fixed point equation for the Poisson Galton-Watson tree. However, this approach is more subtle than it looks. For instance, Hajek observes that the notion of balanced allocation in an infinite graph as a proxy for large graphs is not well defined [3] . See Figure 2 for an example. Hajek's conjecture for the graph regime (i.e. when each task could only be distributed among two servers) was settled by Anantharam and Salez [4] . They employed the framework of local weak convergence, also known as the objective method [5] , [6] , [7] . This framework introduces a notion of convergence for a sequence of finite graphs by representing each finite graph as a probability distribution on rooted graphs and then discussing convergence in probabilistic terms. Roughly speaking, the operational meaning of this technique is that convergence holds when the distribution of the local neighborhood of a vertex chosen uniformly at random in the graph converges to that of the local neighborhood around the root in the limit. For instance, a sequence of sparse Erdős-Rényi graphs converges in this sense to a Poisson Galton-Watson tree, consistent with our established intuition in this case.
A random rooted graph that can appear as the limit of a sequence of finite graphs is called sofic. Not all random rooted graphs are sofic. The reason is that all the vertices in a finite graph have the same chance of being chosen as the root. This should manifest itself as some form of stationarity in the limit, i.e. the limiting object should be invariant under changing the root. This property is called unimodularity, which is a necessary condition for being sofic. Whether the converse is true is an open problem [7] .
Anantharam and Salez settled Hajek's conjecture by first defining a notion of balancedness for unimodular random rooted graphs. Moreover, they showed that if a sequence of finite graphs G n converges to a random rooted graph in the above local weak sense, the total load associated to a balanced allocation at a vertex chosen uniformly at random in G n converges in distribution to the total load associated to the balanced allocation at the root of the limit. Additionally, they managed to express a certain functional of the distribution of the load at the root of the GaltonWatson tree in terms of a fixed point distributional equation, settling Hajek's conjecture in the graph regime. Beyond this, they also proved the convergence of the maximum load for a sequence of finite graphs resulting from a certain configuration model to that of their local weak limit, under some additional conditions.
B. Our Contributions
We study the above load balancing problem in the more general regime where each task could have access to more than two servers, i.e. the underlying network is a hypergraph instead of a graph.
Our machinery for deriving results analogous to those in the graph regime will be a generalized method of local weak convergence on hypergraphs. One novelty of our development is to introduce a notion analogous to unimodularity for processes on random rooted hypergraphs. We believe that this generalized framework could be of independent interest in a variety of problems in which the underlying model is best expressed in terms of hypergraphs rather than graphs.
In particular, we prove that for any unimodular probability distribution on the set of rooted hypergraphs with finite expected degree, there exists a balanced allocation which is consistent with the local weak limit theory, i.e. the load distribution of a sequence of hypergraphs converges to that of the limit. For a special class of branching process on rooted hypertrees which is a generalization of GaltonWatson processes, we show that the distribution of the load at the root can be specified via a fixed point distributional equation. Finally, we study the convergence of the maximum load for a sequence of random hypergraphs generated from a configuration model to that of the limit, under some additional conditions.
II. PREREQUISITES AND NOTATION
Let R and R ≥0 denote the set of real numbers and nonnegative real numbers, respectively. Let N denote the set of natural numbers. For a Polish space (complete and separable metric space) X, let P(X) and M(X) denote the set of probability measures and nonnegative finite measures on X, respectively, with respect to the Borel σ-field. For a subset A ⊂ X, let 1 A be the indicator function corresponding to A. For a point x ∈ X, let δ x denote the Dirac measure at x. For a real number x ∈ R, we denote max{x, 0} by x + . For a Polish space X, we say that a sequence of probability measures μ n converges weakly to a probability measure μ ∈ P(X) and write μ n ⇒ μ, if for any continuous bounded function f : X → R, we have lim n→∞ fdμ n = fdμ. See [8] and [9] for more details on weak convergence of probability measures.
A
simple hypergraph H is defined by a set of vertices, denoted by V (H), and a set of edges, denoted by E(H).
An edge is represented by the set of its endpoints, hence
. Moreover, for a set V and E ⊂ 2 V , we denote the hypergraph with the vertex set V and the edge set E by V, E . For a node i ∈ V (H), we denote its degree by deg H (i) which is the number of edges e ∈ E(H) containing i. A hypergraph defined on a countable vertex set is called locally finite when each edge is a finite subset of the vertex set and also the degree of each vertex is finite. All hypergraphs we consider are simple and locally finite, unless otherwise stated. For an edge e ∈ E(H), |e| denotes the size of e, i.e. the number of vertices in e. For a given hypergraph H, we let
be the set of all edge-vertex pairs in the hypergraph. A path from node i to node j is an alternating vertexedge sequence i 0 , e 1 , i 1 , e 2 , i 2 , . . . , e n , i n with i 0 = i and i n = j, and i k ∈ e k+1 for 0 ≤ k < n. The length of such a path is defined to be n. The distance between vertices i and j, denoted by d H (i, j), is defined to be the length of the shortest path between i and j if i = j, and 0 when i = j. A path is called closed if i 0 = i n .
A hypergraph H is called a hypertree if there is no closed path i 0 , e 1 , i 1 , . . . , e n−1 , i n−1 , e n , i n with n ≥ 2 such that i j = i l and e j = e l for 1 ≤ j = l ≤ n.
A. Balanced allocations on hypergraphs
An allocation on a locally finite hypergraph H = V, E is a mapping θ : Ψ(H) → [0, 1], such that for (e, i) ∈ Ψ(H), θ(e, i) denotes the amount of load from edge e given to node i. We assume that all the edges carry one unit of load. Therefore,
Given an allocation θ on a hypergraph H = V, E , the function ∂θ :
Note that this is well defined due to the local finiteness assumption. Effectively, ∂θ(i) is the total load at vertex i.
A baseload function is a function b : V (H) → R. One can think of b(i) for a node i as the amount of "extra" load assigned to node i from an external source other than the hypergraph. For a baseload function b, an allocation θ, and a node i, ∂ b θ(i) is defined to be ∂θ(i) + b(i). This is in fact the total amount of load at node i including the baseload b. We assume that b ≡ 0 unless otherwise stated.
An allocation θ on a locally finite hypergraph H with baseload function b is said to be balanced if for any edge e ∈ E(H), and for
When H is finite, Hajek proved that a balanced allocation always exists, and the above condition is equivalent to θ minimizing i∈V (H) f (∂ b θ(i)) for every strictly convex function f [1] . Moreover, he showed that when H is finite the total load at each vertex is unique, i.e., if θ 1 and θ 2 are two balanced allocations on H, then ∂θ 1 (i) = ∂θ 2 (i) for all i ∈ V (H) [1, Corollary 5] . This suggests that, for a finite hypergraph H, we can define the balanced load of a vertex i as ∂θ(i) for θ being an arbitrary balanced allocation.
B. The space of rooted hypergraphs
A vertex-rooted (or simply rooted) hypergraph (H, i) is a hypergraph H with a distinguished vertex i ∈ V (H). Also, an edge-vertex rooted hypergraph (H, e, i) is a hypergraph with a distinguished edge e ∈ E(H) and a distinguished vertex i ∈ e. We say the two hypergraphs H and H are isomorphic and write H ≡ H if they are the same up to a vertex bijection. We say that two rooted hypergraphs (H, i) and (H , i ) are isomorphic and write (H, i) ≡ (H , i ) if H ≡ H and the vertex bijection maps i to i . Moreover, we say that two edge-vertex rooted hypergraphs (H, e, i) and (H , e , i ) are isomorphic and write (H, e, i) ≡ (H , e , i ) when the bijection maps i to i , and all vertices in e are mapped to vertices in e . For a rooted hypergraph (H, i) and integer d ≥ 1, the local neighborhood around the root up to depth d, which is denoted by (H, i) d , is the sub-hypergraph of H rooted at i consisting of vertices with distance no more than d from the root, and also including edges in H with all their endpoints in this neighborhood. Likewise, for an edge-vertex rooted hypergraph (H, e, i), the local neighborhood (H, e, i) d is the sub-hypergraph rooted at (e, i) and consisting of all vertices with distance no more than d from i and edges that have all their endpoints in this set. We say that two rooted hypergraphs (H, i) and (H , i ) are isomorphic up to depth d and write
Rooted isomorphism defines an equivalence relation on the set of rooted hypergraphs. For (H, i) and (H, e, i), [H, i] and [H, e, i] denote their isomorphism classes, respectively. Let H * denote the set of isomorphism classes of all simple, locally finite and connected rooted hypergraphs. Similarly, let H * * be the set of isomorphism classes of all simple, locally finite and connected edge-vertex rooted hypergraphs.
For is an equivalence class of rooted hypergraphs, not a single hypergraph. Effectively, Θ is forcing all the edge-vertex pairs with the same (i.e. isomorphic) structure to have the same load portion. For instance, in the example of Figure 2 , since the graph is regular, all edge-vertex pairs are isomorphic. Hence, a Borel allocation assigns the same load portion to all edge-vertex pairs. Therefore, a valid Borel allocation must assign half of the load of each edge to each of its endpoints.
For a Borel function f : H * * → R, let ∇f be a function on H * * defined as
where |e| is the number of nodes in the edge e. In fact, for each edge e, ∇f takes the average of the values of the function f at the endpoints of e, and assigns it to all the endpoints of e. In this language, the requirement that the total load at each edge is equal to one could be translated in the following sense. In fact, ∂f aggregates the values of f at edges connected to the root. Indeed, when Θ is a Borel allocation, ∂Θ denotes the total amount of load at the root.
Definition 2: Given a probability measure μ ∈ P(H * ), we define a nonnegative measure μ on H * * so that for any Borel function f : H * * → [0, ∞), we have fd μ = ∂f dμ.
D. The framework of Local Weak Convergence
For a finite hypergraph H, let U (H) ∈ P(H * ) be the distribution of H rooted at a vertex chosen uniformly at random in V (H), i.e.
where H(i) denotes the connected component of i in H. Hence, for a Borel function f :
e. the average of the evaluation of f at vertices in H. We say that μ ∈ P(H * ) is the local weak limit of a sequence of finite hypergraphs H n if U (H n ) converges weakly to μ, i.e. for any bounded continuous function f on H * , fdU(H n ) converges to fdμ.
E. Unimodularity
A probability measure μ ∈ P(H * ) is said to be "sofic" if there is a sequence of finite hypergraphs H n with the local weak limit μ. Recall that in the construction of U (H) for a finite hypergraph H, all the vertices have the same chance of being chosen as the root. It can be seen that if a probability distribution μ ∈ P(H * ) is the local weak limit of a sequence of finite hypergraphs, the above stationarity condition passes to the limit. Roughly speaking, μ should be invariant under changing the root. This is formalized as follows.
Definition 3: A probability measure μ ∈ P(H * ) is called unimodular if for every Borel function f : H * * → [0, ∞), we have fd μ = ∇fd μ. It can be shown that sofic measures must satisfy the unimodularity condition [10] . Whether all unimodular measures are sofic is unknown even in the graph regime. See [7] for more details on unimodularity in the graph regime.
F. Balanced Borel allocations
Here we define balanced Borel allocations. Later, in Theorem 1 in Section III, we discuss properties of such allocations.
G. Unimodular Galton-Watson hypertrees
To define a Galton-Watson processes in hypergraphs, we introduce the notion of type for a vertex, which determines the number of edges of each size a vertex is connected to. More precisely, let
where N 0 = N ∪ {0}. For a type γ ∈ Λ, γ(k) determines the number of edges of size k a node is connected to. For γ ∈ Λ, define γ 1 := k≥2 γ(k). Also, let h(γ) := max{k ≥ 2 : γ(k) > 0}. For k ≥ 2, define e k ∈ Λ to be the vector with value 1 at coordinate k and zero elsewhere.
Assume P ∈ P(Λ) is a probability distribution over the set of types such that E [Γ(k)] < ∞ for all k ≥ 2, where Γ is a random variable with law P . For k ≥ 2 with E [Γ(k)] > 0, we define the size biased distributionsP k aŝ
It is easy to check that the normalizing term makesP k a probability distribution. In case Γ(k) = 0 with probability one, we defineP k arbitrarily, e.g. giving probability one to a vector with all coordinates being zero. Now, for P ∈ P(Λ) as above, we construct a random rooted hypertree as follows. Start from a vertex as the root and generate the type of the root from distribution P . Then, for each k and each vertex in an edge of size k connected to the root, generate its type independent of all other vertices according toP k . The type of a node specifies the number of edges of each size in the hypertree below that vertex. We continue this process, i.e. the type of a vertex isP k where k is the size of the edge on top of it. Let UGWT(P ) ∈ P(T * ) be the law of the isomorphism class of the generated random rooted hypertree.
III. MAIN RESULTS
Our first result relates to the existence and the properties of balanced Borel allocations. See Appendix I for the proof outline and [10] for the complete proof.
Theorem 1: Let μ ∈ P(H * ) be a unimodular probability measure such that deg(μ) < ∞. The following are true.
1) There exists a Borel allocation Θ : H * * → [0, 1] which is balanced with respect to μ. 2) Let Θ be a balanced Borel allocation with respect to μ. Then, we have the following variational characterization of the mean excess load under Θ above the load level t. For any t ∈ R:
wheref min is defined as
3) The following are equivalent for a Borel allocation Θ :
a) Θ is balanced with respect to μ. , where (∂θ n (i), i ∈ V (H n )) denotes the load vector corresponding to any balanced allocation θ n , which we recall exists and is unique. Let L denote the law of the total load at the root of the balanced allocation on μ, i.e. the pushforward of μ under the mapping ∂Θ, which we have just shown is well defined and unique, due to parts 1 and 4 of this theorem. Then, L Hn converges weakly to L. As a result of part 4, for a given t ∈ R, the value of the integral (∂Θ − t)
+ dμ for a balanced allocation Θ does not depend on the particular choice of Θ and only depends on μ and t. Thereby, define Φ μ (t) := (∂Θ − t)
+ dμ, which is called the mean-excess at load level t. In fact, finding the value of Φ μ (t) for all t is equivalent to determining the distribution L of the total load at the root associated to a balanced allocation Θ. We do so for the class of unimodular Galton-Watson process defined in Section II-G.
Assume P ∈ P(Λ) and t ∈ R are fixed. For a sequence of Borel probability measures on real numbers (Q l , l ≥ 2) and an integer k, let F (k) P,t ({Q l } l≥2 ) be the distribution of the random variable
where Γ has lawP k , X k ,i,j 's have law Q k and are independent from each other and from Γ, where the size biased distributionP k is defined in (3). Let Q be the set of sequences {Q k } k≥2 such that for all k ≥ 2
Theorem 2: Let P be a distribution on Λ such that E [ Γ 1 ] < ∞ where Γ has law P . Then, with μ := UGWT(P ), for any t ∈ R, we have
where, in the first expression, Γ is a random variable on Λ with law P and {X See Appendix II for the proof outline and [10] for the complete proof.
Note that this theorem, together with part 5 of Theorem 1, settles a generalized version of Hajek's conjecture for hypergraphs, namely, for a sequence of hypergraphs converging to a Galton-Watson limit (such as the configuration model discussed in Appendix III), the asymptotic behavior of the load distribution can be understood via solving (7).
For a finite hypergraph H, define
where θ is a balanced allocation on H (which is well defined due to [1, Corollary 5] 
where E H (S) denotes the set of edges of H with all endpoints in S. In fact, the RHS is the densest sub-hypergraph of H. Let μ be a unimodular distribution on H * such that deg(μ) < ∞. If L μ is the law of ∂Θ with Θ being a balanced Borel allocation with respect to μ, define
One question is whether (H n ) converges to (μ) when H n is a sequence of graphs with local weak limit μ. This is not true in general since we can always add an arbitrary but bounded clique to boost (H n ) without changing the local weak limit. See also [4] for a discussion in the graph regime. We prove convergence for the special case where the limit μ is the UGWT model defined in Section II-G, and, for each n, H n is a random hypergraph obtained from a generalized hypergraph configuration model defined in Appendix III.
Theorem 3: Let P be a probability distribution on Λ such that, if Γ is a random variable with law P ,
is a sequence of random hypergraphs obtained from a configuration model, under some conditions stated in Proposition 1, (H n ) converges in probability to (μ).
See Appendix IV for the proof outline and [10] for the complete proof.
IV. CONCLUSION
We studied the asymptotic behavior of balanced allocations for a sequence of hypergraphs converging to a local weak limit. This is done by defining and analyzing balanced Borel allocations directly on the limit. We expressed the mean excess for the Galton-Watson limit in terms of fixed point distributional equations. Moreover, we proved the convergence of maximum load under some conditions.
APPENDIX I PROOF OUTLINE OF THEOREM 1
To prove the existence of balanced Borel allocations, we first study a certain approximate balanced allocation. A similar idea is employed in [4] . For a locally finite simple hypergraph H with a countable vertex set and fixed > 0, we say an allocation θ :
. Note that the above relation automatically guarantees that for all e ∈ E(H), i∈e θ (e, i) = 1. On the other hand, if e ∈ E(H) and i, j ∈ e are such that
.
If ∂θ (i) > ∂θ (j), and is small, θ (e, i) ≈ 0, meaning that θ is approximately balanced. Employing the Schauder-Tychonoff fixed point theorem [11] , it can be shown that, for a locally finite hypergraph with countable vertex set, there always exists an -balanced allocation. Moreover, for a unimodular μ ∈ P(H * ), there exists a Borel -balanced allocation Θ such that
When deg(μ) < ∞, it can be shown that there is a sequence k ↓ 0 such that Θ k converges to a balanced Borel allocation Θ 0 , with the convergence being both in L 2 ( μ) and μ-almost everywhere.
To prove the variational characterization, note that for any real number x and α ∈ [0, 1], we have x + ≥ xα. Hence, for any Borel function f : H * → [0, 1], we have
where the last equality uses the unimodularity of μ. Note that
where the last inequality holds since for j ∈ e, Θ([H, e, j]) ≥ 0, and these add up to one over j ∈ e for each e. However, the RHS is preciselyf min ([H, e, i]) . Hence, the LHS of (4) is at least as big as the RHS. Using the unimodularity property, it can be shown that equality holds when Θ is balanced. For part 3, (a) ⇒ (c), assume Θ is balanced, and Θ is any Borel allocation. Since, for any real t, (4) holds for Θ , and equality holds for Θ, (∂Θ − t)
+ dμ. Using standard results in convex ordering of random variables, this implies that f • ∂Θdμ ≤ f • ∂Θ dμ for any convex function f . (c) ⇒ (b) follows by restricting to a strictly convex function. For (b) ⇒ (a), assume Θ is a minimizer, and Θ 0 is a balanced Borel allocation. Using the above argument and the fact that Θ is a minimizer, we have
It can be shown using the assumption that f is strictly convex that we have ∂Θ = ∂Θ 0 μ-almost surely. Therefore, for any value of t, we have (∂Θ − t)
+ dμ = (∂Θ 0 − t) + dμ. Thereby, Θ achieves equality in (4) , and, by the previous part, it is balanced.
To show part 4, note that if Θ is balanced the above argument implies that for a strictly convex function f , f • ∂Θdμ is minimized. On the other hand, in the proof of (b) ⇒ (a) part of the above argument, it was shown that ∂Θ = ∂Θ 0 μ-almost surely via taking Θ = (Θ + Θ 0 )/2. This is precisely what we want to show. The converse is proved using the variational characterization.
To prove part 5, we turn H n to a marked hypergraph where the mark of an edge e towards a vertex i ∈ e is θ(e, i), with θ being a balanced allocation on H. It can be shown that with this construction, U (H n ) is a tight sequence of probability measures on the space of rooted hypergraphs with marks taking values in [0, 1]. Taking a convergent subsequence, one can show that the marks at the limit yield a balanced Borel allocation. The proof follows by showing that the total load at the root in this balanced allocation is μ-almost surely equal to ∂Θ, where Θ is a balanced allocation with respect to μ. See [10] for details.
APPENDIX II PROOF OUTLINE OF THEOREM 2
We highlight the proof in the special case that all the edges have a fixed size c, see [10] for a general proof. In this case, the type of the root is effectively its degree, and instead of taking P as a distribution on Γ, one can think of P as a distribution on nonnegative integers. With this, the size biased distribution has the formP k = (k+1)P k+1 i≥1 iPi . In fact, UGWT(P ) has the following structure: the root is connected to N edges each with size c, where N has law P . Then, each of the c − 1 nodes in each of the N edges connected to the root is evolved as a Galton-Watson hypertree where the number of edge offspring of each vertex has lawP .
If (T, i) is a realization of the above UGWT(P ) process, and e is a edge connected to i, and j ∈ e is one of the c − 1 nodes in e other than i, one can think of θ(e, j), with θ being an allocation on T , as the baseload for the tree below node j. But, the tree below node j is a Galton-Watson process where all vertices have degree distributionP . The idea is to study the response of such a tree to an external load applied at the root and show that it satisfies certain fixed point equations.
Let (T, i) be a rooted hypertree with e ∈ E(T ) and j ∈ e. We construct the hypertree T e→j by removing the edge e and looking at the connected component of j. For > 0 and b ∈ R, let ρ Te→i (b) be the total amount of the load at vertex i corresponding to an -balanced allocation on T e→i with baseload b at i and zero elsewhere. It can be shown that ρ Te→i is non-decreasing, and, as goes to zero, ρ Te→i converges pointwise to a non-decreasing function ρ Te→i , called the response function. Moreover, it can be shown that Here, the inverse of a function is the supremum among places where it evaluates to a given value. Now, we can use this recursive representation to derive the characterization in Theorem 2. This is done via a careful combination of the above recursion for the response function and the variational characterization of Theorem 1. From the latter, we know that with f := 1 ∂Θ>t ,
For such f , fdμ is precisely the probability of ∂Θ > t. Note that ∂Θ is the total load at the root when there is no external load applied. If ρ is the response function corresponding to the realization of the UGWT(P ) process, the event ∂Θ > t could be translated into ρ(0) > t, which is roughly equivalent to ρ −1 (t) < 0 (since ρ is nondecreasing). Now, we can use the above recursion to express ρ −1 (t) in terms of the response function of the subtrees corresponding to the offspring of the root. We have
where N has law P and
represents the inverse response function of the subtree at node j (other than the root) in the i th edge connected to the root. Since all such subtrees are independent and have the same distribution, the
We can use (12) yet another time for X 1,1 . Since the number of offspring of node j, sayN , has lawP , we have
where the random variables on the RHS denote inverse response functions for nodes in depth 2 (see Figure 3 ). Note that both X i,j and X i,j correspond to the Galton-Watson hypertree where the degree of all vertices have distribution P ; thereby, all have the same distribution. Hence, if Q is this common distribution, the above equation represents a fixed point distributional equation for Q. This is exactly (6) 
where X i 's are i.i.d. with law Q and N haw law P . Fig. 3 . X i,j denotes the inverse response function at the j th node other than the root in edge i hanging from the root. Moreover, X i,j denotes the inverse response function corresponding to the j th node in the i th edge in the subtree of the first offspring.
The above argument in effect shows that
where F The other direction is proved by taking a distribution satisfying the fixed point and constructing UGWT(P ) equipped with marks coming from distribution Q. The next step is to use the variational characterization of Theorem 2 to get the lower bound. See [10] for the details. i (k) many size k "partial" edges to node i. Then, independently for each k, we group all size k partial edges into sets of size k uniformly at random. Each such group represents an edge of size k. Note that the resulting object, H n , is a random multi-hypergraph. Let H e n be the simple random hypergraph resulting from removing all the multiple edges and self loops (where by a self loop we mean a edge containing a vertex more than once). When the emprical distribution of the type sequence at each n converges to a distribution P ∈ P(Λ) as n → ∞, under some conditions, it can be shown that H e n converges to UGWT(P ) in the local weak sense, see [10] for details.
APPENDIX IV PROOF OUTLINE OF THEOREM 3
In the following, H n and H e n denote the random multihypergraph and the simple random hypergraph obtained from the configuration model of Appendix III, respectively.
Proposition 1: Assume a probability distribution P on Λ together with a finite index set I ⊆ {2, 3, . . . } are given such that when Γ is a random variable with law P , P (Γ(k) > 0) > 0 for k ∈ I and P (Γ(k) > 0) = 0 for k / ∈ I. Furthermore, assume that a type sequence γ (n) = (γ i (k). In addition, assume that P (Γ(k min ) = 0) + P (Γ(k min ) = 1) < 1 where k min is the minimum element in I. Then, (H e n ) converges in probability to (μ) where μ = UGWT(P ).
Here we give the proof outline. Let μ n = U (H e n ). Then, it can be shown that if all H e n are defined independently on a common probability space, μ n ⇒ μ almost surely. Let L n be the law of the balanced load for a vertex chosen uniformly at random in H e n , and L the law of ∂Θ where Θ is a balanced allocation corresponding to μ. Using Theorem 1, L n ⇒ L almost surely. Now, let t = (μ) and fix > 0. Due to the definition of (μ), L((t − , ∞)) > 0. Using the portmanteau theorem [8] , since μ n ⇒ μ almost surely, we have lim inf L n ((t − , ∞)) > 0 almost surely. Therefore,
Now we show that P ( (H e n ) ≥ t + ) also converges to zero. Fix some δ > 0 and note that
(15) The portmanteau theorem implies that the first term goes to zero. Note that if θ n denotes the balanced allocation on H e n , by definition of L n , if 0 < L n ([t + , ∞)) ≤ δ, the set S := {1 ≤ i ≤ n : ∂θ n (i) ≥ t + } is non-empty and |S| ≤ δn. It can be seen that the balancedness of θ n implies that |E Hn (S)| ≥ (t + )|S|. But it can be seen that the exponential tail bound assumption on γ (n) guarantees that the probability of there existing such a subset S goes to zero as n goes to infinity, which means that P ( (H e n ) ≥ t + ) → 0. This completes the proof. See [10] for the details.
