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SUMMARY 
This work investigates acoustic instabilities in transversely forced swirl flames. The 
presence of transverse forcing on this naturally unstable flow both influences the natural 
instabilities, as well as amplifies disturbances that may not necessarily manifest themselves 
during natural oscillations. By manipulating the structure of the acoustic forcing field, both 
axisymmetric and helical modes are preferentially excited away from the frequency of 
natural instability. Additionally, forced and self-excited transverse acoustic instability 
studies to date have strong coupling between the transverse and axial acoustic fields near 
the flame. This is significant, as studies suggest that it is not the transverse disturbances 
themselves, but rather the induced axial acoustic disturbances, that control the bulk of the 
heat release response. This work utilizes 5 kHz stereo PIV and OH PLIF measurements as 
well as OH* and CH* chemiluminescence measurements to investigate transverse 
instabilities with and without induced axial acoustics.  
The work presents a method for spatially interpolating the phase locked 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-
𝜃𝜃 planar velocity and flame position data, extracting the full three-dimensional structure of 
the helical disturbances. These helical disturbances are also decomposed into symmetric 
and antisymmetric disturbances about the jet core, showing the subsequent axial evolution 
(in magnitude and phase) of each of these underlying disturbances. It is shown that out-of-
phase acoustic forcing excites 𝑚𝑚 = ±1 modes, but the flow field preferentially amplifies 
the counter-winding, co-rotating helical disturbance over the co-winding, counter-rotating 
helical disturbance. This causes the flow and flame to transition from a transverse flapping 
near the jet exit to a precessing motion further downstream. In contrast, in-phase forcing 
 xxi 
with induced axial acoustics promotes axisymmetric 𝑚𝑚 = 0 disturbances which dominate 
the flow field over the entire axial domain. In both cases, the amplitudes of the 
antisymmetric disturbances about the jet core grow with downstream distance before 
saturating and decaying, while the symmetric disturbances appear nearly negligible. It is 
suggested that this saturation and decay is due to linear effects (e.g., a negative spatial 
growth rate), rather than nonlinear interactions. 
Experiments performed with essentially the same transverse acoustic wave field, 
but with and without axial acoustics, show that significant heat release oscillations are only 
excited in the former case. The results show that the axial disturbances at the nozzle exit 
are the dominant cause of the heat release oscillations. These observations support the 
theory that the key role of the transverse motions is to act as the “clock” for the instability, 
setting the frequency of the oscillations while having a negligible direct effect on the actual 
heat release fluctuations. They also show that transverse instability heat release can be 
damped by either actively canceling the induced axial acoustics in the nozzle (rather than 
the much larger energy transverse combustor disturbances), or by passively tuning the 





CHAPTER 1. INTRODUCTION 
1.1 Motivation 
Due to climate change, there has been a movement to reduce manmade greenhouse 
gas emissions. For aeroderivative engines used in power generation, the most common 
emissions reducing solution, running a fuel-lean mixture, places the engine in an 
operational regime where combustion instabilities are more prevalent [1, 2]. Specifically 
the issue of combustion dynamics arises, the process by which acoustics and heat release 
oscillations add energy to each other [3]. This coupling process results in a reduced lifetime 
for engine hardware and the occasional catastrophic failure of engine components. To 
illustrate this point, Figure 1 shows a picture of a can combustor both before and after 
having experienced combustion dynamics. The picture on the left shows a clean perforated 
plate around the fuel injectors while the picture on the right shows the plate having been 
corroded and destroyed by combustion dynamics [4]. There are several strategies to 
mitigate existing engine problems with combustion dynamics [5, 6], but the best strategy 
is prevention through design. This study aims to improve the understanding of combustion 
dynamics so that future multi-nozzle combustors will have reduced emissions and an 
expanded operability regime. 
 2 
  
Figure 1 - Before-and-after images of a can combustor nozzle geometry that 
demonstrates the effect of combustion dynamics [4]. 
1.2 History of Combustion Instability/Dynamics 
Combustion instabilities and combustion dynamics have been studied for many 
years. One of the earliest observations of the coupling between heat release and acoustics 
occurred in 1859 with Professor Rijke. He observed that if a heat source were placed at 
approximately one quarter length inside of a vertical tube with two open ends, a tone was 
generated that “was so loud that it could be easily heard two or three rooms from the 
laboratory where the experiment was being performed [7].” The sound generation was 
attributed to the successive expansion and contraction of the air inside the tube lining up 
with it’s acoustic mode. The heat source caused the air to expand after which the walls of 
the tube cooled down the air, causing the contraction.  
Later in 1878, Lord Rayleigh theorized that in general the relative phasing of heat 
release oscillations to acoustic oscillations could either inhibit or encourage acoustics:  
“If heat be periodically communicated to, and abstracted from, a mass of air 
vibrating (for example) in a cylinder bounded by a piston, the effect 
 3 
produced will depend upon the phase of the vibration at which the transfer 
of heat takes place. If heat be given to the air at the moment of greatest 
condensation, or taken from it at the moment of greatest rarefaction, the 
vibration is encouraged. On the other hand, if heat be given at the moment 
of greatest rarefaction, or abstracted at the moment of greatest condensation, 
the vibration is discouraged [8].” 
In other words, acoustic pressure fluctuations and heat release oscillations within a 
system are sustained or amplified when the two are in phase. The converse is also true in 
that the fluctuations are damped when out of phase with each other. This is known as the 
Rayleigh Criterion for combustion instability and can be expressed as 
1
𝑇𝑇
∫ 𝑝𝑝′(𝑡𝑡)𝑞𝑞′(𝑡𝑡)𝑑𝑑𝑡𝑡 > 0, (1.1) 
where 𝑝𝑝′(𝑡𝑡) represents the acoustic pressure fluctuations and 𝑞𝑞′(𝑡𝑡) represents heat release 
fluctuations. The Rayleigh criterion is the foundation for the current understanding of 
combustion dynamics. 
In the 1950s, combustion dynamics and instabilities became a huge problem in 
practical applications, specifically rocket engines [9-11]. Rocket engines experiencing 
instabilities were observed to have “more-or-less-violent oscillations of the chamber 
conditions [12].” Additionally, two different types of combustion instability became 
apparent: a low frequency mode called “chugging” and a high frequency mode called 
“screaming” or “screech.” Both modes caused damage to the hardware, sometimes 
exploding the rocket engine. The chugging mode could mostly be explained by a feedback 
 4 
mechanism called “injector coupling” [13], which will be discussed later, while the higher 
frequency modes were much less understood but still studied [9, 11].  
Decades later, modern systems still experience combustion dynamics and 
instability. It is not uncommon to see this in refinery flares [14], jet engines, or 
aeroderivative power generation engines. As mentioned in the Section 1.1, the operating 
regime for reduced emissions coincides with increased combustion instabilities, as the 
engines are more sensitive to coupling between acoustics and heat release [1]. Next we 
examine possible coupling mechanisms that cause or contribute to combustion dynamics. 
1.3 Physical Coupling Mechanisms in Combustion Devices 
There are many different pathways for acoustic and heat release oscillation coupling, 
as summarized by Figure 2. In general terms, the flow field, the geometry or hardware, 
acoustics, heat release, turbulent mixing rates, and mixture properties can couple in almost 
any combination. This particular figure is discussed in more detail in Ducruix et al. [15].  
 
Figure 2- Basic interactions leading to combustion instabilities[5]. 
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To demonstrate this point, consider a feedback cycle within a typical aeroderivative 
combustion chamber, as shown in Figure 3. The chamber consists of a mixing section or 
nozzle with a fuel injector and an air injector, a section where the combustion takes place, 
and an area contraction at the exit of the combustion chamber. The flame in the combustion 
chamber generates entropy waves that convect with the mean flow from the flame location 
to the exit of the chamber. The waves interact with the exit walls and reflect as acoustic 
pressure waves that then convect upstream. The acoustic waves then interact with the flame 
and generate entropy waves and fluctuating heat release. Additionally, a second pathway 
exists where the acoustic waves move past the flame and generate fluctuations in the fuel 
or air flow rate. These fluctuations in the mixture convect downstream to the flame and 
create oscillatory heat release and entropy waves. If the acoustic waves are in phase with 
the heat release oscillations of the flame due to any part of this cycle, the cycle will grow 
stronger, as described by Rayleigh’s criterion. Typically the dominant combustion 
dynamics mechanisms are the ones that result in the heat release and pressure fluctuations 
being in phase [15]. As can be seen from this example, many different processes can couple 
to create a combustion dynamic cycle. The specific coupling processes this work focuses 




Figure 3 - Schematic of a combustion chamber demonstrating a feedback cycle. 
Feed line coupling occurs when the natural acoustic modes of the combined 
combustor and feed line cause oscillations in fuel and/or air mass flow rates as described 
in the example above. This results in an oscillatory equivalence ratio flowing to the flame 
and a subsequent oscillation in heat release [16-19]. The time it takes for the equivalence 
ratio disturbance to convect from the injector to the flame can cause the heat release 
disturbance at the flame to be either in-phase or out-of-phase with the acoustics at the flame 
location. It has been experimentally observed that the feed line coupling cycle generates 
strong fluctuations when the combustor is running at a lower equivalence ratio, as the heat 
release is more sensitive to perturbations in the mixture at lower time-averaged equivalence 
ratios. Unfortunately, these conditions are also where NOx emissions are reduced [2]. This 
mechanism is fairly well understood, and is mentioned because any experiment desiring to 
study other mechanisms needs to mitigate this one. This experiment mitigates feed-line 
coupling by making the convective time constant very long so that mixing processes can 
homogenize the mixture before it reaches the flames. 
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The other two mechanisms, flame/vortex interactions and acoustic velocity flame 
response, are more broadly referred to as velocity-coupled flame responses and are the 
focus of this study. Figure 4 schematically shows the velocity-coupled feedback cycle. 
Both vortices and acoustic velocity disturbances interact with the flow field into which the 
flame propagates. Acoustic disturbances create periodic flow fluctuations which in turn 
create periodic displacements of the flame, as demonstrated by the analysis of Acharya et 
al. [20]. The local displacements of the flame, depending on the geometry of the flame 
surface (for example an inverted cone), can increase or decrease the overall surface area 
and overall fuel consumption rates, which then result in fluctuating heat release. The 
fluctuating heat release then adds to the acoustics or flow field fluctuations to complete the 
cycle. 
 
Figure 4 - Velocity-coupled flame response feedback cycle. 
The frequencies associated with velocity-coupled feedback cycles can come from 
multiple sources, from the inherent acoustics or from hydrodynamic modes of the flow 
field. Additionally Silva et al. [21] has shown that a thermoacoustic instability can have its 
own frequency independent of the acoustics or flow field. However, most instabilities 
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occur at or near the acoustic frequencies of the combustor. Consider the simple geometry 
shown in Figure 5 representative of annular combustors. The geometry is characterized by 
three dimensions: an internal radius, an external radius, and a length. The distance between 
the external and internal radii is usually small in comparison to the average radius of the 
annulus. Acoustic modes can be oriented in multiple directions through this geometry: 
longitudinally (in the direction of the axis), transversely (in the 𝜃𝜃 direction), and radially, 
as well as any combination of these directions. Radial modes are typically not significant 
in combustion dynamics as the small annular width is associated with a very high 
frequency, and flames typically do not show a strong response at these frequencies. The 
longitudinal and transverse modes have much lower characteristic frequencies and are 
more important to combustion dynamics; typically, the acoustic wavelengths of these 
modes are far greater than the flame dimension, making the flame acoustically compact. 
This thesis focuses on the acoustically compact flame response to transverse acoustics.  
 
Figure 5 - General annular geometry with cylindrical coordinates. 
A key feature of the transverse acoustic problem not shared by the longitudinal 
acoustic problem is the periodic boundary conditions. Longitudinal acoustic boundary 
conditions result in an approximately one-dimensional standing wave in the longitudinal 
direction, while the periodic boundary condition allows for travelling or standing wave 
solutions. This means that a longitudinal mode inside of an annulus results in all nozzles 
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feeling the same acoustic field; while in a transverse acoustic mode, different 
nozzles/flames experience different parts of the acoustic wave and can respond differently 
[22-25]. An additional difference between the longitudinal and transverse problems is that 
a longitudinal wave typically excites only an axisymmetric flow/flame disturbance while 
the transverse waves excite intrinsically three-dimensional, helical flow/flame disturbances 
[26]. The excited multidimensional flow disturbances result in different hydrodynamic 
modes appearing in the flow field [22, 23]. Additionally, the acoustic response of the nozzle 
varies depending on how the transverse acoustic wave encounters it [27]. For example, a 
flame located at a pressure node within a standing transverse wave will respond differently 
than a flame experiencing a traveling transverse wave [27-29]. However, the response of 
the flame and flow field to the traveling transverse wave appears similar to that of a flame 
located at a pressure antinode within a standing acoustic wave. 
Given the complex relationship between acoustics and heat release in a combustor, 
the velocity-coupled flame response is typically characterized with a low order model. 
These models assume a specific input for the acoustics such as upstream velocity 
disturbances or transverse velocity disturbance and acoustic field type. The output from 
these models is a global heat release fluctuation. The typical models are a linear Flame 
Transfer Function (FTF) and a non-linear, amplitude-dependent Flame Describing 
Function (FDF) [30-35]. The FTF can be defined as the ratio of output normalized heat 






The FDF on the other hand is a function of the input amplitude and captures non-
linear mechanisms such as the saturation of the flame response. Example flame response 
saturation mechanisms are vortex roll-up and unsteady flame liftoff, both of which reduce 
the flame surface area [36-38]. FTFs and FDFs are usually measured experimentally by a 
combination of velocity measurements and chemiluminescence measurements [34, 38, 39]. 
Additionally there have been many efforts at modeling the FTF using the G-equation for 
various flame shapes and disturbance shapes [40-49]. 
Measurements of the FTF have been performed for both longitudinal and transverse 
inputs [35-38, 50-57]. The unconfirmed consensus has been that the longitudinal modes 
create the dominant flame response and that the transverse modes play a negligible part 
until non-linearities arise due to large amplitude disturbances [26, 58]. Work by O’Connor 
has investigated the relationship between the transverse acoustics and the flame response 
function [26]. Figure 6 shows a diagram detailing the mechanisms leading from azimuthal 
or transverse disturbances to flame response [26]. Note the pathway leading from 
transverse to longitudinal acoustics. O’Connor theorized that the dominant flame response 
was due to this pathway, but did not isolate different pathways in her measurements. 
Rather, she measured the coupled pathway and attempted to measure the coupling between 
the transverse and axial acoustics. 
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Figure 6 - Pathways from transverse acoustics to flame response [26]. 
The work of Blimbaum et al. [27] shows that the transverse acoustic wave induces 
a multi-dimensional acoustic field at the nozzle. These acoustic fields are demonstrated in 
Figure 7. The pressure node shows the multidimensional velocity disturbances out of the 
nozzle as alternating arrows on either side of the centerline. The pressure antinode, on the 
other hand, results in strong longitudinal acoustics and strong uniform axial disturbances, 
depending on the nozzle impedance at the transverse frequency.  
 
Figure 7 - Example transverse (left) pressure antinode and (right) pressure node 
field about the nozzle with arrows demonstrating acoustic velocity. 
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Figure 8 shows the longitudinal coupling for a pressure node and pressure antinode 
in a different form. The x-axis shows the magnitude of the transverse disturbance, and the 
y-axis shows the magnitude of the axial disturbance. Having a nozzle located at a pressure 
node results in little induced axial acoustics; however a pressure antinode results in a strong 
coupling between the axial and transverse acoustic fields. The nozzle impedance 
determines the slope of the line representing the pressure antinode. Nearly every pressure 
antinode measurement to date has included a contribution from the longitudinal 
disturbance. The aim of this work is to decouple the acoustics and make the pressure 
antinode line collapse onto the pressure node line. This work uses simultaneous 
longitudinal and transverse forcing to accomplish this and studies the response of a swirling 
flame and flow field to only the transverse acoustics. 
 
Figure 8 - Diagram showing longitudinal coupling for different forcing 
configurations. 
1.4 Swirling Flow Dynamics 
This work describes measurements and analysis of the forced dynamics of a 
swirling, premixed flame. Both reacting and nonreacting swirling jet flows exhibit a variety 
of unsteady features associated with underlying hydrodynamic instabilities. In particular, 
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high swirl flows exhibit vortex breakdown above a critical swirl number, leading to a 
pocket of central recirculating flow [59-61]. The instantaneous center of rotation of the 
swirling flow precesses around the geometric center of rotation, known as the precessing 
vortex core (PVC). The basic mechanism of vortex breakdown is still the subject of debate 
and has been related both to concepts of absolute instability and to criticality in the flow 
field state, where disturbances in a supercritical flow convect only downstream from the 
point of breakdown [62].  
In addition to the substantial influence of vortex breakdown on both time-averaged 
and unsteady flow features, swirling flows generally have shear in both the radial and 
azimuthal direction. For example, flows with a centerbody are quite common and have two 
separating shear layers which are subject to the Kelvin-Helmholtz instability, leading to 
the concentration of vorticity originating from the separating boundary layers into helical 
structures as illustrated in Figure 9. The mechanism responsible for the occurrence of these 
helical structures is quite distinct from that of vortex breakdown and the PVC, although 
they are strongly coupled. There is an enormous literature on vortex precession and/or 
helical flow disturbances in swirl flows, for both non-reacting and combustion flows [6, 
63-71]. Comprehensive reviews and reference lists are given by Syred [66] and Candel et 
al. [72].The helical disturbance found in the flow field, described by 𝑚𝑚, depends strongly 
on the swirl number and “wake-like” or “jet-like” features of the flow [73]. For example, 
the experiment of Liang and Maxworthy [73] showed that a swirling jet without a 
centerbody after vortex breakdown had a dominant co-rotating, counter-winding 𝑚𝑚 = +1 
mode with a weaker 𝑚𝑚 = +2 counter-winding mode. 
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Figure 9 - Iso-vorticity surface demonstrating the Kelvin-Helmholtz instability 
manifested as a helical mode in a swirling flow [74]. 
In order to fix some notation, we use the same conventions of Oberleithner et al. 
[75] and denote a helical disturbance, 𝐴𝐴, indexed by the azimuthal mode number 𝑚𝑚 as a 
function of frequency, 𝜔𝜔 (defined to be positive), in a polar coordinate system (𝑟𝑟,𝜃𝜃, 𝑧𝑧), as 
𝐴𝐴𝑚𝑚 = ?̂?𝐶𝑚𝑚 (𝑟𝑟, 𝑧𝑧)exp[𝑖𝑖(𝜔𝜔𝑡𝑡 −𝑚𝑚𝜃𝜃 − 𝑘𝑘𝑧𝑧)] (1.3) 
where ?̂?𝐶𝑚𝑚 is the complex coefficient, the hat denoting a complex number, and 𝑘𝑘 is the axial 
wavenumber. The 𝑚𝑚 = 0 mode is axisymmetric while the 𝑚𝑚 > 0 and the 𝑚𝑚 < 0 modes 
denote counter-clockwise and clockwise rotations of iso-phase surfaces within an 𝑟𝑟-𝜃𝜃 
plane. The mean swirl is counter-clockwise and positive 𝜃𝜃 is in the counter-clockwise 
direction, so that the 𝑚𝑚 > 0 and 𝑚𝑚 < 0 modes refer to co- and counter-rotating modes 
respectively. The co- and counter-winding terms refer to the direction the helix winds with 
respect to the mean swirl, as shown in Figure 10. A co-winding direction is expressed as 
𝑘𝑘/𝑚𝑚 < 0 while a counter-winding disturbance is 𝑘𝑘/𝑚𝑚 > 0. The velocity measurements 
presented here denote the temporal Fourier transform of the velocity vector, 𝒖𝒖(𝑟𝑟,𝜃𝜃, 𝑧𝑧, 𝑡𝑡) 
(using the exp(𝑖𝑖𝜔𝜔𝑡𝑡) convention) by 𝒖𝒖�′ and decompose the complex velocity into azimuthal 
modes, indexed by 𝑚𝑚: 
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where 𝑩𝑩�𝑚𝑚 is the complex coefficient of the helical mode 𝑚𝑚 containing the spatial amplitude 
of the mode and the spatial phase information including the exp(−𝑖𝑖𝑘𝑘𝑧𝑧) term in Eqn. (3). 
 
Figure 10 - Diagram demonstrating winding and rotation direction of helical |𝒎𝒎| =
𝟏𝟏 iso-phase surface shown in red. Black arrows denote mean swirl direction, and 
red arrows denote rotation direction of iso-phase surface in 𝒓𝒓-𝜽𝜽 plane. 
The particular focus of this study is on flows with external transverse forcing. The 
presence of transverse forcing on this naturally unstable flow can both influence these 
natural instabilities, as well as amplify disturbances that may not necessarily manifest 
themselves during natural oscillations. This occurs because these swirling jet flows have a 
variety of different underlying modes with different spatio-temporal growth rates. For 
example, the axisymmetric shear layer mode is strongly excited in the presence of axial 
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forcing, even in situations where the natural instability of the flow manifests itself as a 
strong helical disturbance. Numerous observations of combustors undergoing axial 
thermoacoustic oscillations note the suppression of the strong helical structures in the flow 
in this case, as the forcing of the underlying axisymmetric mode is so strong [76]. 
1.5 Forced Helical Modes 
In addition to helical vortices and modes in an unforced swirl flame, the transverse 
acoustic field is highly multidimensional and excites helical modes from the nozzle. In 
order to illustrate this point, decompose the velocity vector, 𝒖𝒖(𝑟𝑟,𝜃𝜃, 𝑧𝑧, 𝑡𝑡), into frequency 
space and azimuthal disturbance modes, indexed by 𝑚𝑚: 




where 𝒖𝒖�′ is the Fourier transform of the fluctuating velocity field, and 𝑩𝑩�𝑚𝑚 is the complex 
coefficient of the helical mode 𝑚𝑚. The 𝑚𝑚 = 0 mode is axisymmetric while the 𝑚𝑚 > 0 and 
the 𝑚𝑚 < 0 modes denote co- and counter-swirling helical modes assuming counter-
clockwise swirl. In order to demonstrate how different helical modes were excited at 
different points in the standing wave structure, O’Connor et al. [26] expanded a transverse 
acoustic wave into helical mode coefficients in an (𝑟𝑟,𝜃𝜃, 𝑧𝑧) coordinate system centered at a 
nozzle using a Jacobi-Anger expansion, 





where 𝑥𝑥 denotes the propagation direction of the transverse wave and 𝑘𝑘 = 𝜔𝜔/𝑐𝑐 denotes the 
acoustic wave number. They showed that for a flame located at a pressure node/velocity 
antinode, the acoustic disturbance excited odd hydrodynamic modes as 
𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚 = 𝑖𝑖𝑚𝑚−1𝐽𝐽𝑚𝑚(𝑘𝑘𝑟𝑟), (1.7) 
with the 𝑚𝑚 = ±1 modes being dominant, where r denotes the radial cylindrical coordinate; 
even modes are not excited. In contrast, even modes are excited as 
𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚 = 𝑖𝑖𝑚𝑚𝐽𝐽𝑚𝑚(𝑘𝑘𝑟𝑟), (1.8) 
for a flame located at a pressure antinode with the 𝑚𝑚 = 0 mode being dominant; odd modes 
are not excited. Finally, for a traveling wave, both even and odd modes are excited as 
𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚 = 𝑖𝑖𝑚𝑚𝐽𝐽𝑚𝑚(𝑘𝑘𝑟𝑟). (1.9) 
While this decomposition of the acoustic wave into nozzle-centered helical modes 
provides insight into how different hydrodynamic disturbances are excited by the acoustic 
field, it does not show how they affect the spatially integrated heat release oscillations or 
which mode will become dominant.  Nonetheless, this expansion provides useful insight 
into several experimental studies.  For example, the results of O’Connor et al. showed that 
when there is an acoustic pressure antinode at the nozzle, the 𝑚𝑚 = 0 mode (manifested as 
an axisymmetric vortex) was the dominant mode of flow response, exciting axisymmetric 
flame wrinkling [26]. In contrast, when the transverse acoustic mode has a velocity 
antinode at the nozzle, the dominant response was in the 𝑚𝑚 = ±1 modes. Aguilar et al. 
[77] similarly studied a transversely forced configuration, comparing the response of a 
single and triple nozzle configuration. They also showed strong excitation of the 𝑚𝑚 = 0 
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mode in both single and triple nozzle cases when the nozzle was located at the pressure 
anti-node, and the 𝑚𝑚 = ±1 modes when the nozzle was located at a pressure node. 
1.6 Modeling and Measurements of the FTF for Swirl Flames 
Modeling efforts of the FTF have proven fruitful, as the physics governing the linear 
heat release response of the flame are usually simple. For example, the heat release from a 
premixed flame, ?̇?𝑄(𝑡𝑡), can be described by [3] 
?̇?𝑄(𝑡𝑡) = � 𝜌𝜌𝑎𝑎𝑠𝑠𝑐𝑐𝑎𝑎𝒽𝒽𝑅𝑅𝑑𝑑𝐴𝐴
𝑛𝑛𝑎𝑎𝑎𝑎𝑚𝑚𝑟𝑟
, (1.10) 
where 𝜌𝜌𝑎𝑎 represents the density of the unburned reactants, 𝑠𝑠𝑐𝑐𝑎𝑎 the flame consumption speed, 
and 𝒽𝒽𝑅𝑅 the heat release per unit mass of reactants. This equation shows that ?̇?𝑄(𝑡𝑡) can be 
effected by a change in 𝒽𝒽𝑅𝑅 through equivalence ratio variations, by a change in mass 
consumption of the flame 𝜌𝜌𝑎𝑎𝑠𝑠𝑐𝑐𝑎𝑎, or by an increase in the flame surface area [54, 78].  
The flame sheet, and thus its surface area, is commonly modeled with a simple 
convection equation called the G-equation. Schuller et al. [79] explains how this method is 
used in modeling both v-flames and conical flames. Previous work using the G-equation 
has proven useful in predicting the linear response of a flame to flow disturbances for v-
flames, cone flames, and inverted cone flames [42, 44, 79-84]. Work by Preetham et al. 
[42, 44, 81, 84] used the G-equation formulation to look at a bluff-body flame’s sensitivity 
to harmonic forcing, unsteady stretch effects, and the effects of turbulence on the harmonic 
response. Palies et al. [45] and Moeck et al. [46] used the G-equation to explain the 
observed responses of swirl flames to different acoustic perturbations. More recently 
Acharya used a G-equation formulation to perform multiple studies on the sensitivity of a 
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swirling, inverted-conical flame to hydrodynamic disturbances and what happens when the 
flame becomes asymmetric [47-49, 82, 83].  
Swirl flame G-equation studies have shown that the flame has a sensitivity of its 
own to the spatio-temporal structure of the disturbance velocity; i.e., the response of the 
flame cannot be simply characterized by a single reference velocity, and it responds 
differently to, say, an 𝑚𝑚 = +1 disturbance than it does an 𝑚𝑚 = −1 disturbance of equal 
magnitudes. For example, the following helical mode with index, 𝑚𝑚0, excites the largest 







− 1� (1.11) 
as detailed in Acharya et al. [47], where 𝜓𝜓 is the flame angle, 𝑈𝑈𝑐𝑐 is the disturbance 
convection speed, 𝑓𝑓 is the frequency, Ω is the angular rotation rate of the swirl flow, and 
𝑈𝑈0 is the bulk flow velocity in the axial direction. This expression shows that usually 𝑚𝑚 ≠
0 flow perturbations result in the largest local flame motion and response.  
While 𝑚𝑚0 describes the mode exciting the largest magnitude of flame sheet 
flapping, a different mode, 𝑚𝑚1, generally excites the largest amplitude of spatially 
integrated heat release, and a third mode, 𝑚𝑚2, leads to the largest free field acoustic 
emissions from the flame [83]. For example, for flames that are axisymmetric in the 
absence of excitation, 𝑚𝑚1 = 0 ; in fact, it is only the 𝑚𝑚 = 0 mode that excites spatially 
integrated heat release, as the integral of 𝑚𝑚 ≠ 0 modes about an axisymmetric flame results 
in phase cancellation and no net contribution to global heat release. In other words, the 
only mode for which ∫ 𝑒𝑒𝑖𝑖𝑚𝑚𝑖𝑖𝑑𝑑𝜃𝜃 between 0 and 2𝜋𝜋 does not equal 0 is the 𝑚𝑚 = 0 mode, and 
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thus the 𝑚𝑚 = 0 mode is responsible for the global flame response [46, 47]. To summarize, 
the hydrodynamic mode responsible for the largest local flame response, usually 𝑚𝑚 ≠ 0, is 
not always the mode responsible for the global heat release response, 𝑚𝑚 = 0. 
This modeling result is well-supported by experiments. Measurements by Worth 
and Dawson [23] of self-excited transverse oscillations in an annular combustor showed 
that the heat release depended on the position of the flame with respect to the acoustic 
wave. Similarly, Paschereit’s group observed a similarity in flame response, as observed 
by OH* chemiluminescence, to a transverse traveling wave and to a transverse pressure 
antinode at the nozzle [28, 29]. This observation is consistent with modeling results that 
suggest that the dominant flame response comes from the axisymmetric, 𝑚𝑚 = 0 mode, 
which is excited for both traveling waves and pressure antinode cases [46, 47]. In addition, 
previous work by Acharya et al. observed that the measured helical modes of the flow field 
minimally changed the measured global heat release fluctuations due to the near symmetry 
of their flame [85]. However, they did find that the axisymmetric modes contributed 
strongly to global heat release.  
Given the importance of the 𝑚𝑚 = 0 mode to the spatially integrated flame response, 
it is important to better understand the mechanisms responsible for its excitation. The 
discussion below closely follows the review paper by O’Connor et al. [26].  First, it is 
important to note that the word “transverse mode” or “transverse excitation” is itself an 
approximation of the more complex reality, where the combustor system is intrinsically 
multidimensional. This conceptualization is useful to understand dominant features 
controlling the acoustic mode shape and frequency of the system.  In combustion systems 
with transverse modes, however, there are intrinsically some axial motions excited in 
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regions where three-dimensional geometric effects occur – of particular interest to this 
study is at premixing nozzles.  Transverse modes lead to axial acoustic flow motions in the 
nozzle, which are a wave diffraction effect, as the dominantly transverse mode leads to an 
oscillatory pressure field across the nozzle.  These axial flow oscillations are a dominant 
excitation source for 𝑚𝑚 = 0 hydrodynamic modes.  The relative amplitude of these axial 
flow oscillations is controlled by two factors – the transverse wave structure, and the nozzle 
impedance. In particular, strong axial oscillations are excited when the transverse wave has 
a pressure anti-node, which leads to a strongly oscillating axial pressure gradient in the 
flow direction [27]. The nozzle impedance, defined as the ratio of the unsteady pressure to 
axial velocity at the nozzle outlet, also has a significant effect on this transverse to axial 
coupling for pressure anti-node and traveling wave acoustic excitation. 
1.7 Transverse Acoustics Studies 
Previous transverse acoustic studies have been performed on both single nozzle and 
multi-nozzle experiments to study the swirling flow field and the effects of transverse and 
axial acoustic forcing [54, 86-88]. A comprehensive review of the literature is given in 
O’Connor et al. [26]. Here the transverse literature is divided into several sections: high 
frequency acoustics, unforced acoustically compact flames, and forced acoustically 
compact flames.  
High-frequency acoustics take into account the local interactions of the flame front 
and the acoustic field [9-11, 86, 89-92]. The work of Rogers [9] and Blackshear [11] looked 
at mechanisms responsible for screech within a rocket engine. They found that screech was 
due to a mechanism where the high-frequency acoustics coupled with the vortex shedding 
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off the flame holder, which then displaced the flames. The resulting heat release 
oscillations were in-phase with the acoustic pressure field and fulfilled the Rayleigh 
criterion. More recently, Schwing et al. [86, 89, 90, 93] has looked at the high frequency 
flame-acoustic coupling in a swirl flame, developing a model to simulate the local 
interactions between the flame and disturbance field. The predicted flame transfer 
functions are based off spatially integrating the local Rayleigh index throughout the can 
combustor. 
Self-excited annular studies show frequencies on the order of hundreds of Hz, 
where the flames are acoustically compact [22, 23, 88, 94-99]. These studies have focused 
on the flame shapes and interactions. Specifically Worth and Dawson, mentioned 
previously, observed different modal structures within their heat release measurements 
depending on the location of the flame within the acoustic field [22-24, 56]. They saw 
strong heat release fluctuations at a pressure antinode and negligible heat release 
fluctuations at a pressure node. They also observed that if the peak heat release spatially 
coincides with a net swirl around the annulus, the acoustic wave will spin in that direction 
about the annulus [22]. In addition to Worth and Dawson, Bourgouin et al. [88, 95, 97] 
have looked at self-excited annular instabilities. Specifically, they have analyzed the flame 
shapes inside of an annular combustor experiencing a combination of transverse and 
longitudinal fluctuations. 
The remaining studies are those of acoustically-compact, transversely-forced 
flames that have come from within this group [57, 85, 100-109] and other groups [28, 29, 
110-113]. Hauser et al. [110, 111] studied transverse acoustic forcing on the inlet flow, and 
found that acoustics in that region created convecting swirl fluctuations resulting in heat 
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release response. Saurabh et al. [28, 29, 112] measured the effects of transverse standing 
and traveling waves in the combustion region on flame response, assuming that the axial 
acoustics contribute to the flame response, but not isolating the effects of transverse 
acoustics. For example, in a recent work, Saurabh and Paschereit [112] measured the flame 
transfer function of combined axial and transverse acoustic forcing. They found that the 
superposition of a transverse pressure antinode and axial acoustics increased the flame 
response compared to only axial acoustics while the superposition of a pressure node 
detracted from it. However, they did not look at adjusting the phase of the axial signal, and 
thus their results are not general. O’Connor [100, 101, 103-105] analyzed the transverse 
disturbance field and its interactions with the flow field thoroughly through her work, 
proposing a flame transfer function model that included a term for axial coupling [102]. 
However, the term was estimated from measurements of the coupled acoustic field. Later, 
O’Connor and Acharya [106] presented further measurements and modeling of the coupled 
flame transfer function for a swirling flame, but the individual contributions due to the 
transverse and axial acoustics were not separated. This work aims to further these studies 
by isolating the contribution of axial and transverse acoustics to flame response for an 
acoustically compact swirling flame, as shown in Figure 6 and Figure 8. 
1.8 Scope of Work 
This study is motivated by the fact that previous forced and self-excited transverse 
studies have not controlled for the induced axial motions at the nozzle. While Saurabh et 
al. [28, 29, 112] and O’Connor et al. [102, 106] looked at the combined effects, they did 
not attempt to isolate them. This work decouples these effects, by forcing the system both 
transversely and axially, similar to Saurabh et al. [112], but with control of their relative 
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phases and amplitudes. The flow field and flame response to the decoupled acoustic fields 
are compared to the effects of the coupled acoustic fields in order to elucidate the physics 
behind the response to both. 
In addition to isolating the transverse acoustics, this work develops a new method 
for interpolating experimental data over a large domain. Previously, experimental 
measurements were limited to either small tomographic volumes with large uncertainties 
or planar measurements. By combining different measurement planes, the entire domain 
of interest is interpolated and enables a well-resolved calculation of the growth of 
hydrodynamic modes using minimal experimental data. 
The rest of the thesis is organized as follows. Chapter 2 presents the experimental 
facility and diagnostics as well as the efforts to decouple the longitudinal acoustics from 
the transverse acoustics. It also discusses the efforts to interpolate the experimental data 
throughout the entire flow field. Chapter 3 presents the time-average flow field as well as 
an analysis of the flow field disturbances measured in the 𝑟𝑟-𝑧𝑧 plane for each test case. The 
decomposition of the flow field into helical modes is shown to better explain the behavior 
in the 𝑟𝑟-𝑧𝑧 plane. Chapter 4 presents the development of the novel helical mode interpolation 
method and describes an analysis of the results. Chapter 5 will looks at the effects of the 
transverse acoustics on the heat release and shows that the heat release response is actually 
a function of the excited axisymmetric mode rather than the axial acoustics. The end 
chapter presents conclusions and recommendations for future work on the subject. 
  
 25 
CHAPTER 2. EXPERIMENT OVERVIEW 
The aim of this chapter is to introduce the facility, diagnostics, and longitudinal 
minimization process to set the stage for the analyses performed in Chapters 3-5. As such, 
this chapter first introduces the experimental facility, describing the thought process behind 
its design as well as how the resonant frequencies were identified. Next the diagnostics 
utilized in the study are presented in detail: their set-up, uncertainty, and processing. 
Finally the efforts to perform axial minimization are presented along with the effects on 
the exit profile out of the nozzle. 
2.1 Facility and Flow Conditions 
Figure 11 displays a cut-section of the multi-nozzle combustor facility, similar to 
O'Connor and Lieuwen [100] and Aguilar et al. [77]. The combustor is designed to excite 
nominally one-dimensional transverse modes and represents an unwrapped annular sector 
containing three nozzles. The nozzle conditions are independently controlled, allowing for 
multiple flame configurations within the same combustor. Windows on the front and the 
back of the combustor make the center nozzle and nozzle interaction regions visible. A 
third window located between the exhaust ports gives a top-down view of the center nozzle. 
Additionally, there is a laser port on the side of the combustor allowing a laser sheet to 
bisect all three nozzles.  
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Figure 11 - Diagram of combustor flow path in red. Coordinate system shown on 
bottom in blue. 
Figure 12 shows a schematic of the fuel and air flow paths to the combustor. The 
natural gas flows from the 30 psi supply line to a subcritical orifice where the flow rate is 
metered with a static pressure and differential pressure measurement. These flow 
measurements have an uncertainty of 2-3% of their instantaneous values. The flow then 
splits into three lines going to the mixing pipes of each nozzle. The individual flow rates 
are controlled by needle valves and then metered using subcritical orifices with 
corresponding measurements. Two default-closed solenoids are placed on the line, one near 
the wall and one just before the split, to provide on/off flow control for both normal 
operation and emergencies. 
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Air from the 125 psi line is regulated down to 75-80 psi before cooling air and 
control air split from the main line. The main air flow rate is measured through a subcritical 
orifice before passing through the heater and splitting between the nozzles. The individual 
flow to each nozzle is controlled using a globe valve and metered with pressure and 
temperature measurements using the critical orifice shown in Figure 13. The seeding air is 
added prior to metering, thus the flow contribution of seeding air is measured. The preheat 
temperature is measured just upstream of the combustor after the fuel and air have mixed. 
 
Figure 12 - Schematic of flow paths. 
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Figure 13 – Cut-section of mixing pipe and combustor. 
Figure 14 shows a cut-section of the nozzle design. Premixed natural gas and air 
flow through a pipe to a flow diverger with an axisymmetric hyperbolic tangent profile to 
ensure a smooth entry into the annular passage with inner and outer radii of 𝑟𝑟𝑖𝑖,𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑎𝑎𝑠𝑠 =
18 mm and 𝑟𝑟𝑜𝑜,𝑎𝑎𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑎𝑎𝑠𝑠 = 31 mm, respectively. Next, the flow passes through an axial 
swirler with a geometric swirl number of 0.6. The annular passage then converges over an 
axial distance of 88.9 mm, to 𝑟𝑟𝑜𝑜,𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑎𝑎𝑟𝑟 = 18.5 mm and 𝑟𝑟𝑖𝑖,𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑎𝑎𝑟𝑟 = 5 mm, so that the annular 
area is reduced by 50%. The swirl number of the flow exiting the nozzle, 𝑆𝑆𝑛𝑛, calculated 
from a stereoscopic Particle Image Velocimetry (sPIV) measurement is approximately 0.5, 











Figure 14 - Diagram of the nozzle with units in mm, flow path in red. 
The nozzles are spaced 2.9 diameters apart and all have equal air mass flow, 
measured at the upstream critical orifice. The nominal bulk velocity of the air entering the 
combustor was 25 m/s and increased to about 28.8 m/s with the addition of seeding air and 
fuel. The air velocity varied between cases by ± 0.25 m/s, well within the flow 
measurement error, 2-3%. The preheat temperature, measured just upstream of each nozzle, 
was 500 K ± 10K. The equivalence ratios of the methane-air mixtures were 0.94 and 0.63 
for the center and outer nozzles, respectively, with an uncertainty of 3% in the measured 
fuel mass flow rate. The different fuel/air ratios simulate lean outer nozzles with a center 
piloting nozzle. The richer center nozzle stabilized the outer flames, which would not 
stabilize without it; thus, the outer flames appear substantially lifted from their nozzles, as 
shown in Figure 15. The outer flames are dimmer due to their lower equivalence ratios. 




Figure 15 - Luminescence image of flame with nozzle positions overlaid. 
The transverse acoustic forcing tubes with speakers are shown in Figure 16. The 
speakers were calibrated to have an equal amplitude response based on an impedance tube 
measurement prior to diagnostic measurements. This calibration did not account for 
differences in the phase response of the speakers, measured as a 7 degree range at 390 Hz 
and 20 degrees at 1170 Hz. The transverse excitation signal amplitude is constant for each 
transverse speaker, with a phase difference between the left and right speaker signals of 
either 0° and in-phase (IP) or 180° and out-of-phase (OP). These conditions create either a 
pressure antinode or a velocity antinode at the center nozzle respectively, as verified 
previously [107] and through cold flow measurements.  
Ten acoustic pressure sensors monitor the system acoustics, 4 located on the 
transverse acoustic tubes 1 inch from the inside of the combustor box (PCB 113b28) and 
the other 6 (PCB 112a05) split evenly between the 3 mixing pipes, as shown in Figure 16. 
The side sensors are more sensitive while the mixing pipe sensors have a higher operational 
temperature range. Using the two mixing pipe sensors, we can estimate the acoustic 
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velocity in the mixing pipe at the sensor location. However, the sensor location is too far 
away from the dump plane to estimate the acoustic fluctuations at the nozzle exit. 
 
Figure 16 - Acoustic sensor locations (red dots) within the combustor. 
2.1.1 Characterization of Acoustic Forcing and Combustor Acoustic Response 
In order to identify the frequencies of interest, the author performed a frequency 
sweep within a COMSOL simulation of the combustor geometry; the COMSOL analysis 
was then validated using experimental measurements. Included in the domain of the 
COMSOL analysis were the interior of the combustor box, the transverse forcing tubes, 
and only the center inlet pipe, shown in Figure 17c. It was assumed that the combustor was 
filled with air that has a spatially varying temperature profile, shown in Figure 17a and in 
Figure 17b, to approximate the local variations in speed of sound. The exhaust ducts, 
located on top of the combustor, were treated as a pressure release condition, and all other 
boundaries but the speakers were rigid wall. The speakers were modeled as a normal 
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acceleration condition, and the speakers on the right and left sides were placed either in-
phase or 180° out-of-phase with each other. 
  
 
Figure 17 – (top-left) Axial temperature profile, (top-right) Transverse temperature 
profile, and (bottom) geometry of calculation with the inlet pipe highlighted in blue. 
A computational frequency study with constant amplitude IP forcing was 
performed, and pressure measurements were taken at two points—the side acoustic tube 
where experimental measurements would be taken and a point above the center nozzle 
representative of the flame. Frequencies from 100 Hz to 3000 Hz in steps of 10 Hz were 
used in the calculations, and a pseudo spectrum was created, shown in Figure 18. The 
spectrum shows peaks at 250, 390, 610, 900, 1170 Hz and higher. The frequencies above 
approximately 1300 Hz showed a non-1D transverse structure in the combustor box and 
were thus ignored. The peak frequency of the combustor occurred at 390 Hz, the design 
frequency which corresponds to the resonant frequency of the box and inlet pipe. 
 33 
 
Figure 18 - Pseudo spectrum calculated from COMSOL frequency sweep of IP 
forcing. “Side Point” is the SRB sensor, and “Middle Point” is at the flame location. 
The acoustic response inside of the combustor was experimentally measured for a 
single flame configuration. The forcing signal sent to the speakers and the acoustic signal 
from a pressure sensor were simultaneously sampled at 20kHz, with a low pass filter on 
the acoustic signal using a cutoff frequency of 5kHz. The acoustic signal was measured in 
the lower of the two side acoustic tubes, one inch from the combustor box. The forcing 
signal was a 30 second, constant amplitude, frequency sweep from 100Hz to 3kHz. The 
test method was as follows: ignite the flame, begin the 35 second recording, turn on the 
function generator channel, trigger the frequency sweep, and wait until the recording is 
finished to turn off the function generator. The 30 second signal within the 35 second 
recording was located by identifying the sudden transition from a 3kHz signal to a 100 Hz 
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signal at the end of the frequency sweep. Figure 19 shows the Hilbert transform of the 
pressure signal as a function of frequency, which has been correlated with time. Based on 
this study and on the COMSOL analysis of the modes, 250, 390, 500, and 1180 Hz were 
chosen as frequencies for further study as they allow for stronger forcing with less input 
due to resonances. The 600 and 900 Hz frequency peaks were rejected as COMSOL 
showed that these were acoustic modes of the side tubes and inlet pipes but not the box. 
After the initial data campaign using only a single nozzle, the frequencies were narrowed 
down again to 390 and 1180 Hz as these showed a strong response for both IP and OP 
forcing. For the data sets used in this study, the 1180 Hz frequency was identified as the 
third harmonic of the 390 Hz frequency and corrected to 1170 Hz. Thus the final 
frequencies of interest are 390 Hz and 1170 Hz. 
 
Figure 19 - Pseudo-spectrum calculated from the combustor acoustic response to a 
frequency sweep measurement. 
Figure 20 shows the spatially integrated power spectra from the measured velocity 
field (sum of the magnitude of each velocity component squared) over the region −0.75 <
𝑟𝑟/𝐷𝐷 < 0.75 and 0.1 < 𝑧𝑧/𝐷𝐷 < 1.2, taken in the 𝑟𝑟-𝑧𝑧 plane. The details of the local spectra 
calculation are described in Section 2.2.5, “Post Processing Techniques.” The spectra 













































shown below is the spatial integration of the fluctuating kinetic energy, 𝐾𝐾� , of every point 
within the designated region. The figure shows that the frequency response is clearly 
discernible for all forcing cases and that the OP case is an order of magnitude larger than 
the IP case for 390 Hz, while the 1170 IP and OP cases are of comparable response 
magnitude for the two flow fields. 
  
Figure 20 - Spectra of the fluctuating kinetic energy for the acoustically forced cases 
calculated from the sPIV velocity fields. 
2.2 Diagnostic Techniques and Post-Processing 
Multiple diagnostic techniques were utilized to study the flame and flow response. 
Specifically, simultaneous stereoscopic Particle Image Velocimetry (sPIV) and OH Planar 
Laser Induced Fluorescence (OH-PLIF) were taken to characterize the flame and flow field 
response while OH* and CH* chemiluminescence measurements were taken to 
characterize the heat release. An additional technique, two-component PIV, characterized 
the nozzle acoustic response at the forcing frequency during the axial acoustic 
minimization procedure. 
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This work considers two measurement planes: a horizontal plane parallel to the 
dump plane centered about the middle nozzle and a vertical plane bisecting the three 
nozzles. These measurement planes are referred to as the r-𝜃𝜃 and r-z planes respectively. 
The plane nomenclature is in reference to a cylindrical coordinate system centered on the 
middle nozzle with the axial direction in-line with the axis of the nozzle, as shown by 
Figure 11. All measurements were taken in the 𝑟𝑟-𝑧𝑧 plane/orientation, but only the planar 
sPIV and OH-PLIF measurements were taken in the 𝑟𝑟-𝜃𝜃 plane. 
2.2.1 Simultaneous sPIV and OH PLIF 
Simultaneous OH Planar Laser Induced Fluorescence (OH PLIF) and Stereoscopic 
Particle Image Velocimetry (sPIV) were taken at 5 kHz. A double-pulsed laser with a 
wavelength of 527 nm, supplying 12 Watts per laser head, was used to place a laser sheet 
through the test section for sPIV. Two CMOS cameras with an interframe time of 400 ns 
were placed at equal angles to the plane containing the laser sheet and filtered to capture 
the scatter from the 0.5-1 micron TiO2 particles. For the 𝑟𝑟-𝑧𝑧 plane measurement, the PIV 
laser pulses were tested at 5, 10, and 14 𝜇𝜇𝑠𝑠 apart, with 14 𝜇𝜇𝑠𝑠 being chosen. This time 
spacing best balanced loss of particles due to out of plane motion and sufficient in-plane 
particle motion, allowing the fastest particles to move approximately 6 pixels between laser 
pulses. Similarly the 𝑟𝑟-𝜃𝜃 measurement plane tested 3, 5, and 8 𝜇𝜇𝑠𝑠 between laser pulses with 
8 𝜇𝜇𝑠𝑠 being chosen. The OH PLIF technique was performed using a dye laser system tuned 
to 283.4502 nm pumped by an Nd:YAG laser at 532nm. The OH fluorescence was captured 
using an additional high speed CMOS camera coupled to a gated high speed intensifier 
using a 45mm UV CIRCA lens. Background flame chemiluminesecne was blocked using 
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a custom made narrowband interference filter (>80% transmission). Three cylindrical 
lenses (collimating: 𝑓𝑓 = 50 mm diverging and 𝑓𝑓 = 200 mm converging, thickness: 𝑓𝑓 =
750 mm converging) were used on each of the lasers to create and condition the laser sheets 
before they were combined and passed into the combustor. The PIV laser sheet was 
approximately 2mm thick as measured by moving an index card with a traverse through 
the beam path, and the OH-PLIF laser sheet was approximately 0.5mm. 
The laser sheets for the r-z plane passed through the laser port on the side of the 
combustor and was observed through the front window. The sPIV cameras were set at an 
angle of 35 degrees to the normal of the laser sheet and captured both forward and 
backscatter. The intensified PLIF camera was perpendicular to the laser sheet. Figure 21 
shows a schematic of the camera setup.  
 
Figure 21 - Schematic of camera setup in 𝒓𝒓-𝒛𝒛 plane with the vertical laser sheet in 
green. 
For the r-𝜃𝜃 plane, the laser sheet passed through the front window of the combustor 
and out the back window. The two coplanar PIV cameras were set at 55 degrees from the 
normal of the laser sheet, looking down, and capturing both forward and back scatter from 
the particles in the flow. The intensified PLIF camera looked at a UV coated mirror 
reflecting the dump plane through the top window located between the exhaust ports. 
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Measurements in the r-𝜃𝜃 planes were obtained at axial heights of 𝑧𝑧/𝐷𝐷 = 0.15, 0.67, 1.2, 
and 1.7. The jet merging occurs around 𝑧𝑧/𝐷𝐷 = 2, so most of these measurement domains 
are upstream of the flow field and shear layer merging. Figure 22 shows a schematic of the 
camera setup for this plane.  
 
Figure 22 - Schematic of camera setup in 𝒓𝒓-𝜽𝜽 plane with laser sheet in green. 
Figure 23 shows the overlap of filtered PLIF and raw Mie scattering (sPIV) images 
for both the 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-𝜃𝜃 measurement planes. The more visible region of the Mie scattering 
image (yellow) contains more seeding particles and corresponds to the reactant jet exiting 
the annular nozzle. The region in blue shows where OH was present in the image and 
corresponds to where the products of the reaction can be found. The density jump across 
the flame is reflected in the change in number of seeding particles from the reactant jet to 
the blue product region, resulting in fewer visible particles in the product region. These 
images show that the flame is located in the inner shear layer of the seeded reactant jet. 
The nozzle exit can also be seen in the 𝑟𝑟-𝜃𝜃 image- note that its center is offset from the 
center of the blue OH PLIF region because the sPIV viewing cameras are set at an angle 
and measuring a plane above the nozzle. 
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Figure 23 - Mie scattering (yellow) and filtered OH-PLIF image (blue) overlayed for 
𝒓𝒓-𝜽𝜽 and 𝒓𝒓-𝒛𝒛 planes, 𝒅𝒅𝒅𝒅/𝟐𝟐 apart. 
The two sets of image pairs acquired from the sPIV technique were processed using 
the DaVis 8.3 software from Lavision. The background was accounted for by subtracting 
a sliding minimum in time, which also reduced reflections in the images but did not account 
for laser power variations. The calculation then used a particle normalization prior to 
applying a multi-pass, decreasing size correlation calculation. The initial passes contained 
no overlap and used a square window while the final pass used a Gaussian round window. 
After each correlation calculation, the vectors were filtered using the median filter that 
removes, then reinserts the vector values based on the rms of their neighbors. The specific 
processing parameters for each measurement plane are shown in Table 1.  
Table 1 - sPIV processing settings for each plane. 
Plane Initial Step Final Step Intermediate Filter Post-processing Filter 
𝑟𝑟-𝑧𝑧 48x48 pix, 1 
pass 
16x16 pix, 50% 
overlap, 3 passes 
2x (Remove >2.1 rms 
Reinsert <1.7 rms) 
2x (Remove >1.8 rms 
Reinsert <1.6 rms) 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/
𝐷𝐷=0.15 
32x32 pix, 1 
pass 
24x24 pix, 50% 
overlap, 4 passes 
2x (Remove >3 rms 
Reinsert <1.8 rms) 
2x (Remove >3 rms 
Reinsert <2 rms) 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/
𝐷𝐷=0.67 
48x48 pix, 1 
pass 
24x24 pix, 50% 
overlap, 3 passes 
2x (Remove >3 rms 
Reinsert <2 rms) 
4x (Remove >2 rms 
Reinsert <1.2 rms) 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷=1.2 64x64 pix, 1 
pass 
32x32 pix, 75% 
overlap, 3 passes 
2x (Remove >2.5 rms 
Reinsert <1.6 rms) 
4x (Remove >2.1 rms 
Reinsert <1.6 rms) 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷=1.7 48x48 pix, 1 
pass 
32x32 pix, 75% 
overlap, 3 passes 
4x (Remove >1.7 rms 
Reinsert <1.2 rms) 
4x (Remove >1.9 rms 
Reinsert <2.1 rms) 
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There are multiple sources of error within PIV measurements. First particles might 
not track the flow field reliably. The particles used in this experiment were TiO2 with a 
mean diameter of 0.5 𝜇𝜇m, which were able to track the vortices within the flow field. 
Secondly out-of-plane motion can cause loss of pairs between image shots. The large swirl 
number of the flow meant that there was significant out-of-plane motion between laser 
pulses; however, the 𝑑𝑑𝑡𝑡 was chosen so that the particles would move approximately a 
quarter of the sheet thickness, minimizing the loss of pairs between images. Even with this 
𝑑𝑑𝑡𝑡, the measurements of the jet nearest the nozzle exit experienced bias errors because the 
high azimuthal velocity caused significant loss of pairs and cut off the higher end of the 
velocity distribution. This is apparent in the measured 𝑟𝑟-𝑧𝑧 plane; the axial velocity appears 
to accelerate out of the nozzle and achieves a maximum approximately 0.1 diameters 
downstream. The rest of the 𝑟𝑟-𝑧𝑧 plane is dominated by the error associated with sub-pixel 
interpolation. In other words, the instantaneous velocity vectors have an in-plane 
uncertainty on the order of 1-2 m/s. The out-of-plane velocity has a larger uncertainty than 
the in-plane components due to the angle of the cameras. 
LaVision performed several studies on identifying the uncertainty from PIV 
measurements [115, 116]. They found that correlation statistics provided the best means of 
estimating the uncertainty. The DaVis software calculates an uncertainty estimate using 
this method. Table 2 shows a summary of median uncertainties of instantaneous velocities, 
as calculated by DaVis. These median uncertainties are on the same order of magnitude as 
uncertainties associated with errors in sub-pixel interpolation and show that the out-of-
plane measurement contains the highest error, as expected. 
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Table 2 - Median random uncertainties of instantaneous velocities for each 
measurement plane and for the horizontal (𝒖𝒖), vertical (𝒗𝒗), and out-of-plane (𝒘𝒘) 
velocity components. 
Plane 𝒖𝒖 (𝒎𝒎/𝒔𝒔) 𝒗𝒗 (𝒎𝒎/𝒔𝒔) 𝒘𝒘 (𝒎𝒎/𝒔𝒔) 
𝑟𝑟-𝑧𝑧 1.1 0.9 1.8 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷 = 0.15 0.6 0.4 0.7 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷 = 0.67 0.7 0.5 0.8 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷 = 1.2 1.2 0.9 1.4 
𝑟𝑟-𝜃𝜃, 𝑧𝑧/𝐷𝐷 = 1.7 1.2 0.8 1.2 
The PLIF images give a measure of the instantaneous density field as well as the 
location of the flame edge. Knowing that the region where there is OH signal represents 
products and the region of no signal represents reactants, the instantaneous PLIF image is 
filtered and then binarized between zero (no signal) and one (signal). These instantaneous, 
binarized images can be averaged to obtain a progress variable field, 𝑐𝑐̅, that represents the 
probability of flame products being present in a given region. The 𝑐𝑐̅ = 0.5 iso-contour 
provides a convenient reference location to denote as the average position of the flame. 
Both phase-averaged and time-averaged progress variables were calculated. 
2.2.2 Two Component PIV 
The two-component PIV was performed at 5 kHz and focused on the nozzle exit. 
Two laser pulses from a dual pulsed Nd:YLF laser (527 nm) were set 3.36 𝜇𝜇𝑠𝑠 apart, and 
the scatter off of TiO2 particles (0.5-1 micron) was captured using a high speed CMOS 
camera with an interframe time of 300 ns. The region of interest was approximately 25 mm 
x 25 mm (256x256 pixels).  
Figure 24 shows a sample image focused on the right half of the nozzle exit with a 
1-inch-tall laser sheet. 2500 image pairs were taken, corresponding to 0.5 seconds of data. 
The images were preprocessed by using the built-in pixel normalization with a setting of 2 
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pixels. A single pass of a 32x32 interrogation window with 25% overlap was used, and the 
vector post- processing used the iterative “strongly remove and replace” filter 2 times with 
settings of 2.2 and 1.8 for the remove and replace options respectively. The calculated 
instantaneous velocities have an uncertainty of 1 m/s, based on the sub-pixel interpolation. 
The specific settings of the calculation method used in DaVis did not permit the convenient 
uncertainty calculation. 
 
Figure 24 - Mie scattering image showing region of calculation for 2 component PIV 
technique. 
2.2.3 OH* Chemiluminescence 
OH* measurements were taken at 50kHz over a span of 2 seconds using a photo 
multiplier tube (PMT). OH* was chosen as it can be considered a representation of the heat 
release in the system [117]. It should be noted that broadband CO2* emission contaminates 
the OH* signal, but has a near negligible contribution [118]. Additionally, the intensity of 
both light emissions are linearly related to the heat release; thus, this metric still works. A 
Hamamatsu H5784-04 PMT with a 10 mm window on the front, was placed inside of a 
box to eliminate any noise from background light. A bulkhead optical fiber connector was 
placed on the box, co-axially with the PMT sensor, to allow a directional measurement. In 
between the connector and the PMT was a Newport band pass filter with a center frequency 
 43 
of 310nm and a half width of 10nm. Figure 25 shows the distances that determine the 
viewing angles. The maximum half angle based only on the measurements of the bulkhead 
connector and assuming no internal reflections is approximately 8.4 degrees, while the half 
angle based on the 10 mm PMT sensor dimension and distance from the opening of the 
connector is 7.25 degrees. However, the effective diameter of the sensor is 8 mm which 
gives a half angle of 6.12 degrees. The box containing the PMT was placed approximately 
36 in. away from the center of the test section, aligned with the center of the window, and 
captured the majority of the 9.7x9.7 inch window. 
 
Figure 25 – Diagram showing relative distances of PMT sensor for calculating half 
angles. 
2.2.4 CH* Chemiluminescence 
CH* chemiluminescence images were taken at 5 kHz with simultaneous 50kHz 
OH* PMT and acoustic measurements. A subregion of the window was captured using a 
CMOS camera (Photron SA-3) filtered by a 2” CH* filter (center frequency of 434 nm with 
a 17 nm bandwidth) coupled to the High Speed IRO gated intensifier from Lavision with 
an exposure time of 10𝜇𝜇𝑠𝑠 and a gain setting of 70. The CH* measurement was 
contaminated by a significant contribution from CO2*; however both of these light 
emission are linear with heat release[118]. A Nikon 45mm lens with f=2.8 was used on the 
front of the intensifier. The image resolution was 352x384 pixels with a corresponding size 
of roughly 80x86 mm. Figure 26 shows a sample image from this measurement. Some of 
 44 
the chemiluminescence occurs outside of the measurement region; however, the majority 
of the lost chemiluminescence appears downstream and is not due to structures flowing out 
of the side of the image. Additionally, reflections from the OH filter used for simultaneous 
OH-PLIF appear in the measurement within the region 𝑧𝑧/𝐷𝐷 ∈ (0.5,1.3). The reflections 
skew local statistics within this region to a higher value. This is discussed in Section 0. 
 
Figure 26 - Sample CH* image. 
2.2.5 Post-Processing 
The output velocity vectors from DaVis were in Cartesian coordinates, so the first 
post-processing step was to convert the vectors into the cylindrical coordinate system 
shown in Figure 11. For the 𝑟𝑟-𝑧𝑧 plane, this was a trivial task. For the 𝑟𝑟-𝜃𝜃 plane, the 
instantaneous velocity vectors were interpolated, using a cubic interpolation, onto a polar 
grid where the radial spacing was roughly equal to the Cartesian grid point spacing. The 
origin of the polar grid was chosen as the point which maximized the time-average flow 
field axisymmetry The instantaneous velocity components were then transformed into the 
cylindrical coordinate system. 
 45 
A Fourier transform of the vector fields was performed at each point in the grid 
giving a frequency spectrum at each spatial location for each component of velocity. Each 
spectrum was estimated using Welch’s method with a window size of 0.2 seconds and a 
75% overlap, resulting in 27 ensembles and a spectral resolution of 5 Hz. The phase angles 
were calculated using a similarly averaged cross-power spectral density estimation with 
respect to the signal at the location of the maximum axial velocity standard deviation. 
For the 𝑟𝑟-𝜃𝜃 plane, the Fourier coefficients, minus the estimated acoustic 
contribution, were decomposed into periodic azimuthal modes. Eqn. (2.2), seen below, 
shows the spatial decomposition of the frequency domain velocity measurements into 








Note that the choice of sign convention of the periodic azimuthal modes was set such that 
𝑚𝑚 < 0 is counter-swirling, and 𝑚𝑚 > 0 is co-swirling for this particular flow. This sign 
convention assumes that the azimuthal disturbance is of the form 
𝐴𝐴𝑚𝑚 = ?̂?𝐶𝑚𝑚 (𝑟𝑟)exp[𝑖𝑖(𝜔𝜔𝑡𝑡 −𝑚𝑚𝜃𝜃)] (2.3) 
where ?̂?𝐶𝑚𝑚 is the complex coefficient whose hat denotes a complex number, and assumes 
that the mean swirl is in the counter-clockwise direction. 
The OH-PLIF edges were similarly treated to decompose them into azimuthal 
modes. First, the phase-averaged 𝑐𝑐̅ = 0.5 position was parameterized by the function, 
𝑅𝑅𝑛𝑛(𝜃𝜃, 𝑧𝑧, 𝑡𝑡∗), where 𝑡𝑡∗ represents the phase in the acoustic cycle. The Fourier coefficient of 
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the 𝑟𝑟-𝜃𝜃 flame edge, 𝑅𝑅�𝑛𝑛, is calculated by performing a convolution of the phase averaged 
flame edge and exp (𝑖𝑖𝜔𝜔𝑡𝑡) and can then be decomposed into azimuthal modes as 






where 𝑅𝑅�𝑚𝑚(𝑧𝑧,𝜔𝜔) represents the azimuthal mode coefficients at the given axial location and 
frequency.  
While the azimuthal coefficients of the flame edge only depend on the axial 
location, the azimuthal coefficients from the velocity data are multidimensional in nature. 
Thus various approaches were used to reduce the dimensionality of the data sets to facilitate 
data presentation. First, the helical mode magnitudes are integrated as follows: 




where the outer limit of the integration 𝑅𝑅 is the outer edge of the time-averaged outer shear 
layer in the 𝑟𝑟-𝑧𝑧 plane, defined as  
𝜕𝜕�𝑢𝑢�𝑍𝑍(𝑅𝑅, 𝑧𝑧)� 
𝜕𝜕𝑟𝑟




𝑩𝑩�𝑚𝑚 is the area weighted integral of the coefficient magnitudes from the centerline to the 
edge of the outer shear layer. This approach works well for identifying which modes are 
dominant at each axial location but hides the spatial distribution of these modes. In order 
to also reduce the dimensionality of the velocity data, while presenting some information 
about both its radial and axial distributions, reference lines in the 𝑟𝑟-𝑧𝑧 plane are defined. 
First, reference inner shear layer (ISL) and outer shear layer (OSL) lines were defined, 
where the largest axial velocity fluctuations occur in these shear layers. The ISL and OSL 
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are calculated as the location of minimum and maximum mean azimuthal vorticity, 
respectively, as a function of axial distance. An additional reference line, the jet core (JC) 
is calculated as the line of maximum velocity magnitude in the 𝑟𝑟-𝑧𝑧 plane. Figure 27 shows 
the locations of these three lines on a sample time-averaged 𝑟𝑟-𝑧𝑧 flow field where the colour 
represents the azimuthal velocity normalized by a reference bulk axial velocity out of the 
nozzle, 𝑢𝑢𝑟𝑟𝑟𝑟𝑛𝑛 = 28.8 𝑚𝑚/𝑠𝑠. 
 
Figure 27 - Sample time-average 𝒓𝒓-𝒛𝒛 plane showing shear layers and jet core 
locations. 
2.3 Minimizing Induced Axial Acoustics 
In order to decouple the transverse and longitudinal acoustics, a feasibility study 
using COMSOL was performed on the combustor geometry. This study showed that it was 
possible to suppress induced axial acoustics during transverse excitation and provided the 
methodology used to find the optimal parameters for minimizing the induced axial 
acoustics. Using this methodology, the optimal longitudinal forcing parameters were found 
that minimize the axial coupling for the 390 Hz forcing but not 1170 Hz. The results from 
both the computational study and the experimental mapping procedure are presented here. 
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2.3.1 COMSOL Simulation 
The COMSOL simulation mentioned in Section 2.1.1 was modified to include a 
speaker for axial forcing. This speaker was controlled independently of the transverse 
speakers, and the amplitude of its fluctuations, 𝑄𝑄, was a ratio with respect to the transverse 
amplitude. Unlike the actual experiment, the axial speaker was located at the bottom of the 
inlet pipe, oriented upwards; whereas in the actual experiment, the axial speaker is located 
at the end of a pipe perpendicular to the bottom of the inlet. The transverse speakers were 
forced either in-phase or out-of-phase; however, it was found that the analysis did not make 
sense for the OP forcing condition due to the pressure node located at the nozzle exit and 
the resulting lack of acoustics in the inlet pipe. 
The study aimed to show how best to cancel or minimize the acoustic energy inside 
of the inlet pipe and how best to measure it. The acoustic energy in the inlet pipe was 
calculated by integrating Eqn. (2.6) over the highlighted domain in Figure 17c 






















The parameter space defined by the longitudinal phase and amplitude was mapped out with 
a resolution of 10 degrees and 0.05 in 𝑄𝑄. The calculated acoustic energy inside of the pipe 
is shown in Figure 28a. This shows that at a phase of 180 degrees and an amplitude ratio 
of 0.55, we can obtain a minimum in the acoustic energy inside of the pipe.   
Additionally, the simulation placed measurement probes at existing pressure sensor 
locations. The resulting measurements, not shown, revealed that the sensors on the inlet 
pipes were placed in the wrong location to perform real-time measurements of the induced 
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axial acoustic minimization for both frequencies. In other words although a pressure node 
at either sensor location corresponded well with the minimized axial acoustics for 390 Hz, 
a pressure node at the same location did not minimize the induced axial acoustics at 1170 
Hz. However, the results showed that the acoustic velocity at the nozzle exit, as shown in 
Figure 28b, corresponded well with the acoustic energy inside of the inlet pipes for both 
frequencies. The optimal phase was in agreement with the minimal acoustic energy phase 
while the amplitudes agreed closely, with the nozzle exit velocity amplitude at 𝑄𝑄 = 0.45. 
 
 
Figure 28 – (left) Acoustic energy inside of inlet pipe as a function of axial speaker 
forcing conditions and (right) nozzle exit velocity fluctuation magnitude at given 
frequency as a function of axial speaker settings for 390 Hz IP forcing. 
The axial acoustics inside of the inlet pipe could not be cancelled completely within 
the COMSOL simulation. The reason for this is simple; the transverse acoustics in the 
absence of axial forcing places a pressure antinode at the axial speaker location while the 
axial forcing imposes a velocity fluctuation at the same location. Because the pressure and 
velocity are 90 degrees out of phase, their superposition will never be able to cancel out all 
of the acoustics for the given model.  
Figure 29 shows the calculated mode shapes along the combustor centerline for the 
cases with and without axial minimization. The discontinuity in the lines is due to the solid 



































































































centerbody falling on the measurement line. This shows that the magnitude of both the 
pressure and velocity fluctuations are decreasing in the inlet pipe as expected, confirming 
the reduction in the axial acoustics.  
Given that the conditions that minimize the axial acoustic energy and the axial 
acoustics at the nozzle exit were close, the goal becomes to minimize the acoustic field at 
the nozzle exit, a much simpler task to measure. Additionally the nature of the responses 
in Figure 28 suggests a path towards experimentally optimizing the minimization 
parameters: 1) perform a constant amplitude phase sweep to identify the optimal phase, 





Figure 29 - Mode shapes for (top) axially unforced and (bottom) inlet pipe acoustic 
energy minimum conditions for the simulated 390 Hz IP forcing case. 
2.3.2 Experimental Mapping of Cancellation Parameters 
Two-component PIV was performed to measure the effect of the axial forcing 
during the phase and amplitude sweeps. From the PIV measurement, the average axial 








where 𝑟𝑟𝑖𝑖,𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑎𝑎𝑟𝑟 and 𝑟𝑟𝑜𝑜,𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑎𝑎𝑟𝑟 are the centerbody and nozzle radii respectively. The signal-
to-noise ratio (SNR), defined as the ratio of the velocity fluctuation magnitude at the 
forcing frequency to the magnitude at adjacent frequencies, measures how well the 
coherent signal is resolved from the noise, and values near unity have a higher uncertainty. 
For the non-minimized case, the SNR across this region was on the order of 10.  
 52 
For both the amplitude and phase sweeps, the transverse speakers were excited with 
a 1𝑑𝑑 and 0° phase reference signal. Figure 30 shows the results of the axial speaker phase 
sweep and subsequent amplitude sweep for the 390 Hz IP forcing condition. The phase 
sweep shown in Figure 30a, performed with the axial speaker amplitude at 1V, shows the 
expected periodic trend as the axial phase is varied from 0° to 350°. The minimum phase 
from the sweep was at 50°, which corresponded with the minimum of the average SNR of 
5 ocurring at 40°. The axial speaker was then set at a constant phase of 50°, and the 
amplitude was swept from 0 to 2V. The response is shown in Figure 30b with the minimum 
response occuring at an axial amplitude of 0.6V. The average SNR once again followed 
the same trend as the axial response and reached a minimum of approximately 3 at 0.7V, 
meaning the coherent signal was nearly indistinguishable from the noise and that the 
measurement had a higher uncertainty. 
  
Figure 30 – (left) Average axial velocity response at forcing frequency across nozzle 
holding transverse forcing constant and sweeping phase of axial speaker and (right) 
average axial velocity response at forcing frequency across nozzle holding 
transverse forcing constant and sweeping amplitude of axial speaker. 
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The above sweeps were performed twice to ensure repeatability with the optimal 
phase and amplitude only deviating by an incremental step. A refining sweep of both phase 
and amplitude was then performed twice around the 40°, 0.6V setting. The results of the 
two refining sweeps are shown in Figure 31. The optimal axial forcing parameters were 
calculated as 0.6V and 40° for the central axial speaker at 390 Hz. 
  
Figure 31 - Parameter sweeps around the identified optimal axial forcing condition 
for minimum nozzle exit velocity fluctuations for the 390 Hz IP forcing case. 
This same procedure was also attempted at another frequency where significant 
transverse forced response data were previously obtained, 1170 Hz.  However, the 
measurements did not identify a repeatable optimal condition. The minimum axial speaker 
phase varied by more than 20° between runs, and the phase sweep did not show the periodic 
shape. It is suspected that this lack of repeatability is due to the sensitivity of the high 
frequency acoustic field to the slightly transient nature of the thermal conditions within the 
combustor. In other words as, the combustor heated up, the acoustic field changed 
significantly more for the higher frequency than for the lower frequency. As a result of the 
1170 Hz investigation, it was decided to force a pressure node at the sensor location on the 
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inlet pipe. The idea was that this forcing would cause a repeatable change within the flow 
field. 
The measured axial velocity fluctuation profiles at the nozzle exit are shown in 
Figure 32. The baseline profiles show a peak in the inner shear layer at 𝑟𝑟/𝐷𝐷 = 0.18 
(associated with vortical velocity), a lower amplitude but more spatially constant jet core 
fluctuation (due to acoustic velocity), as well another amplitude peak in the outer shear 
layer. When the minimization is introduced for the 390 Hz IP forcing, the inner shear layer 
axial fluctuations as well as the acoustic axial fluctuations are greatly reduced. The axial 
fluctuations are reduced by a factor of 1-2 across the jet and a factor of approximately 5 at 
the inner shear layer. These results demonstrate that the axial acoustic minimization 
procedure is effective at cancelling the axial disturbances out of the nozzle for the 390 Hz 
IP case. However, the 1170 Hz IP minimization did not result in a repeatable flow field 
response despite the non-minimized case being repeatable. This is most likely due to the 
same reasons that the frequency and phase sweep were not repeatable. However, Figure 32 
shows that the minimization, while not consistent, did in fact reduce the flow field 
response. This means that combining acoustic characterizations and heat release 
characterizations on a case-by-case basis for the minimized 1170 case can still give 
meaningful insight into flow phenomenon. 
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Figure 32 - Magnitude of axial velocity fluctuations at an axial height of 𝟎𝟎.𝟎𝟎𝟎𝟎 𝐳𝐳/𝐃𝐃 
for the 390 Hz IP case (left) and 1170 Hz IP case (right) with and without axial 
minimization. Blue, dash-dot lines denote the inner and outer edges of the annulus, 




CHAPTER 3. FLOW STRUCTURES AND FLOW RESPONSE 
This chapter introduces the flow field and the effects of acoustic forcing. First it is 
shown that the acoustic forcing has little effect on the time-average flow field, which 
suggests a linear response to acoustic forcing. Next the forced cases are analyzed in the 𝑟𝑟-
𝑧𝑧 plane after a qualitative discussion of each: first the pressure node cases (OP), then the 
pressure antinode (IP) cases without and with axial minimization. It is shown that the 
locations, such as specific shear layers, within the flow field that respond to a particular 
frequency are consistent whether the forcing is IP or OP. Additionally it is shown that all 
disturbances convect with nearly the same phase speed. Lastly the pressure antinode cases 
with axial minimization are discussed, and it is shown that they consistently reduce the 
near nozzle helical mode content and the overall response. 
3.1 Time-Averaged Flow Field 
Figure 33 shows contour plots of the time-average, unforced flow field with the zero 
velocity contours overlaid in white, the ISL, OSL, and JC overlaid in black, and the time 
average flame, 𝑐𝑐 = 0.5, overlaid in red. This particular data set was taken from the Triple 
Nozzle Data set from June 2016, as detailed in Appendix B, and focuses on the center 
nozzle. The axial velocity profile shows that the jet cross-section leaving the annulus 
appears as two diverging regions of high axial momentum due to a combination of 
centrifugal forces and gas expansion, with gas expansion as the dominant effect as shown 
by comparing the reacting and non-reacting profiles (shown later). Inside the annular jet, 
there is a strong recirculation region that begins at the centerbody and closes further 
downstream. The peak reverse flow occurs at an axial distance of 𝑧𝑧/𝐷𝐷 ≈ 1.4. Additionally, 
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there are much weaker reverse flow regions between the center nozzle and the adjacent 
nozzles, which are spaced approximately 2.9 𝑠𝑠/𝐷𝐷 apart. 
The radial velocity contours of Figure 33 capture the jet expansion as well as the 
closure of the recirculation region. The presence of the radial stagnation contour near the 
centerline shows that the measured flow is slightly asymmetric, as expected in a real flow 
due to geometric misalignments and measurement offsets from the centerline. 
Additionally, the entrainment of mass into the swirling jet is shown by the regions of 
negative radial velocity outside of the OSL. The azimuthal velocity does not add much 
information to the picture; however, it should be noted that the region of strongest 
azimuthal velocity is near the nozzle exit. This region corresponds to the location within 
the 𝑟𝑟-𝑧𝑧 PIV field with the highest uncertainty as the increased azimuthal velocity results in 
loss of pairs from within the PIV measurement. Additionally, the apparent acceleration of 
the axial and radial velocity out of the nozzle exit are due to the bias error introduced by 
the high azimuthal velocity at the nozzle exit, as discussed in Chapter 2. However, at further 
downstream distances, the uncertainty is much lower, and the loss of pairs becomes 
negligible.  
The last component of the flow field is the density, as demonstrated by the 𝑐𝑐 contours 
in Figure 33. The 𝑐𝑐 = 0.5 contour shows that the time-average flame is anchored on the 
centerbody, in the wake region, and extends out into the jet. For this unforced case, the 
flame completely crosses the jet at a downstream distance of approximately 𝑧𝑧/𝐷𝐷 = 2.3. 
However, the axial spread of the distribution suggests that this jet crossing point is dynamic 
in nature. PLIF measurements show that this region is dominated by the combination of 
intermittent flames traveling upstream as well as large flame structures coupled to vortices 
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crossing the jet. Lastly notice that low axial distances and higher axial distances show noise 
in the time-average profile; this is due to the laser sheet intensity being approximately 
quadratic axially with a peak intensity around 𝑧𝑧/𝐷𝐷 ≈ 1.2. Thus the signal to noise ratio in 
these regions is poorer than in the middle of the measurement domain. 
 The question remains of whether acoustic excitation causes any changes to the 
time-average flow field. Figure 34 shows a comparison of the velocity profiles taken at 
several different heights. These profiles show that there are no substantial differences in 
the time-average velocities or time-average flame progress variable when forcing is 
introduced. Also as expected from the contour plots, both the radial and azimuthal profiles 
go to zero at the centerline. The flame progress variable profile shows noise at low axial 
distances due to the laser sheet intensity variations. Additionally, comparing the progress 
variable on the right side of the measurement plane to that of the left shows the effect of 
experimental asymmetries on the flame. 
The lack of any significant changes to the flow field is an argument against a non-
linear response within the flow field. To illustrate this point, first expand the 
incompressible 2D u-momentum equation about a baseflow profile, denoted by subscript 
0, using 𝑢𝑢 = 𝑢𝑢0 + 𝑢𝑢1, 𝑣𝑣 = 𝑣𝑣0 + 𝑣𝑣1, and 𝑝𝑝 = 𝑝𝑝0 + 𝑝𝑝1. The subscript 1 denotes the 

























































Here the first order terms are in parenthesis and the higher order terms are in brackets. 
Assuming that the baseflow is time invariant and taking the time-average of the equation, 



























This equation says that the time-average flow contains contributions from the 
perturbations. The fact that the flow field profiles shown in Figure 34 do not substantially 
vary despite the different forcing conditions suggests that the perturbations are very small, 
and that the linearity assumption may apply. 
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Figure 33 - Unforced 𝑹𝑹-𝒁𝒁 time-average flow field at 25 m/s with ISL, OSL, and JC lines overlaid in dashed black, 0 contours in 
white, and 𝒄𝒄 = 𝟎𝟎.𝟓𝟓 in red.
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Figure 34 - Velocity and flame progress variable profiles for all forced cases at 
selected heights. 
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Figure 34 also shows that the azimuthal component of velocity does not go to zero 
at the approximate midpoint between nozzles (𝑟𝑟/𝐷𝐷 = 1.45). One might initially expect the 
azimuthal velocity at the midpoint between two nozzles to go to zero (e.g., see Boehm et 
al.[119]) by symmetry arguments. However, this is only true if the nozzle flows are 
identical, which they are not due to the lifted nature of the outer flames; i.e., the outer two 
jets act as non-reacting jets in the near nozzle region. As shown in Figure 35, a key 
difference between the reacting and nonreacting jet is the wider jet spreading angle. This 
pushes the swirling flow outward in the reacting case. 
 
Figure 35 - Left-side azimuthal velocity profiles at multiple heights for unforced 
single nozzle configuration reacting and non-reacting conditions. 
  
0 0.2 0.4 0.6 0.8 1




1   




1   




1   




1   
 63 
3.2 Forced Response for a Pressure Node 
Having provided a description of the time-average 𝑟𝑟-𝑧𝑧 flow field, this section looks 
at the forced response of the swirl flow for the pressure node configuration (OP) for both 
the low (390 Hz) and high frequency (1170 Hz) cases. This section begins with a qualitative 
description of the flow response, then moves on to a quantitative analysis in 𝑟𝑟-𝑧𝑧. 
3.2.1 Qualitative Description 
Figure 36a shows a series of instantaneous flame edges with the flow field overlaid 
for the 390 Hz OP forcing case. Figure 36b shows the same condition, but this time with 
phase-averaging of the flame and flow field from instantaneous data with a bin size of 10 
degrees resulting in 138 samples averaged. The phase-averaged flame clearly shows the 
flapping motion caused by the forcing as alternating undulations on the left and right sides 
of the flame. The downstream convection of the flame wrinkles is also evident in the phase-
averaged images. The large motion of the flame edge causes the jet to oscillate, and the 
region of large axial velocity to move in and out of the shear layer. This should result in 
large axial oscillations appearing in the shear layer. The instantaneous images are much 
less clear; however, as the flame edges contain many wrinkles due to turbulent, acoustic, 




   
   
   
   
Figure 36 - Triple nozzle 390Hz OP forcing (top) instantaneous flame edge and velocity 
vectors (bottom) phase-averaged 𝒄𝒄�=0.5 and velocity vectors. 
When viewed in the 𝑟𝑟-𝜃𝜃 plane, the strong flapping motion from the 𝑟𝑟-𝑧𝑧 plane 
becomes a strong side-to-side movement of the jet. Figure 37 shows sequential overlaid 
OH PLIF and vector field images for the 390 Hz OP forcing case with the green line 
representing the outline of the OH signal at a time instant approximately half a cycle earlier 
(168 degrees). Near the nozzle exit the two lines are nearly coincident and circular, due to 
the flame nearly conforming to the shape of the circular centerbody where it is attached. 
Farther downstream, the strong side-to-side flapping of the flame and flow field is evident.  































































Figure 37 - Sequential OP forcing images in 𝒓𝒓-𝜽𝜽 for (top) 𝒛𝒛/𝑫𝑫 = 𝟎𝟎.𝟏𝟏𝟓𝟓 and (botom) 
𝒛𝒛/𝑫𝑫 = 𝟏𝟏.𝟐𝟐 showing velocity vectors and OH PLIF.  The black region denotes the 
current OH PLIF signal while the green lines denotes its outline at a time instant 
168 degrees earlier. 
The strong side-to-side flapping motion is a manifestation of dominant 𝑚𝑚 = ±1 
modes, as quantified in Figure 38 and consistent with the discussion in the Introduction. 
Additionally shown are radially integrated reference coefficients, 𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚, calculated from  




where 𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚 is calculated from a Jacobi-Anger decomposition taken from O'Connor et al. 
[26] and mentioned in Section 1.5. These helical disturbances manifest themselves as 
staggered vortices and asymmetric flapping of the flame sheet. Note how the amplitude of 
the higher order helical disturbances, such as 𝑚𝑚 = ±3, are slightly larger than predicted by 
the model velocity field. Again, this is likely a manifestation of the fact that the data are 
taken at 𝑧𝑧/𝐷𝐷 = 0.15, where they have had some time to spatially develop. Additionally 
 66 
this could be due to the random fluctuations associated with turbulence being captured by 
the decomposition. Finally, note the small but nonzero 𝑚𝑚 = 0 mode, due to some inherent 
axial motions induced at the nozzle exit. 
 
Figure 38 - Radially integrated helical mode coefficients of velocity fluctuations 
(𝑩𝑩�𝒎𝒎) for the 390 Hz OP (left) and 1170 Hz OP (right) forcing cases (𝒛𝒛/𝑫𝑫 = 𝟎𝟎.𝟏𝟏𝟓𝟓) 
and a scaled flame edge helical mode coefficient magnitude (𝑹𝑹�𝒎𝒎) compared to the 
scaled reference velocity function from the introduction integrated over the domain. 
3.2.2 Quantitative Analysis in r-z 
Having shown qualitatively the OP flame motion from both the 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-𝜃𝜃 
perspectives and having established that this motion can be decomposed into helical modes, 
let us next look at the spatial distributions of the disturbances in the 𝑟𝑟-𝑧𝑧 plane.  
Figure 39 shows the disturbance amplitude of the axial velocity, the radial velocity, 
the vorticity, and the progress variable field for the 390 Hz OP forcing case. Superposed 
on these fields are the time-average shear layer reference lines and time-average flame 
edge. The axial velocity shows clear disturbances within both the ISL and OSL. Not shown 
in this figure, the ISL and OSL axial disturbances act 180° out of phase from each other so 
that as the ISL increases, the OSL decreases. This phasing is consistent with the motion of 
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a flapping jet. Next look at the structure of the radial disturbances: disturbances appear in 
the ISL, OSL, and further downstream in the JC. The ISL and OSL disturbances at lower 
axial distances are vortical in nature, as displayed by the vortical disturbance map. 
Interference effects in the radial disturbance map between vortical disturbances and the 
acoustic disturbances are manifested as a decrease in the disturbance field response at 
𝑧𝑧/𝐷𝐷 = 1, specifically the low amplitude regions outside of the OSL where destructive 
interference occurs. Beyond this axial location, the radial disturbances in the JC are 
primarily dilatational in nature as shown by the weak vorticity disturbance at these 
downstream locations. Dilatational disturbances are seen primarily in the radial component 
because the flame causes dilatation normal to its nearly vertical surface. Disturbances in 
the progress variable field follow the time-average flame edge and fall within the time-
average shear layers, as expected as this region contains the reactants into which the flame 
is propagating. The smoothly growing width and amplitude of the disturbance region 
suggests that interference effects on the flame edge are not pronounced. The region of 
maximum amplitude, and potentially the most flame motion, occurs at an axial distance 
around 𝑧𝑧/𝐷𝐷 = 1. The flame edge will be presented later. 
Figure 40 shows the same plot, but for the 1170 Hz OP forcing case. It is 
immediately apparent that the interference effects are important on the shown components 
of the velocity field; the axial velocity disturbances show broken structures due to the 
coupling of the vortical and acoustic disturbance fields while the radial component shows 
distinct nodal points on either side of the JC. For this case, the vorticity is located primarily 
in the OSL and then moves into the jet while the progress variable disturbances are located 
along the flame edge yet again. However, the progress variable disturbance regions show 
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a kink in width around 𝑧𝑧/𝐷𝐷 = 0.6 due to the interference effects between the acoustics and 
vortical disturbances. The lack of interference effects shown in the vorticity disturbance 
plot shows that acoustic interference effects may be reliably removed or ignored by looking 
at vorticity, showing only the underlying hydrodynamics of the flow field.
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Figure 39 - 390 Hz OP disturbance field contours with time average ISL, OSL, JC overlaid in black and time-average flame 
edge in red. 
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Figure 40 - 1170 Hz OP disturbance field contours with time average ISL, OSL, JC overlaid in black and time-average flame 
edge in red.
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In order to look at the growth of mode shapes, a curve is fit to the maximum 
disturbance amplitudes for each disturbance on the left and right sides of the plane as a 
function of axial position. This gives an effective envelope for each disturbance. Figure 41 
shows the disturbance magnitude envelopes of the axial, radial, vortical, and flame edge 
disturbances for the OP forcing cases. The 390 Hz forcing case, shown on the left, shows 
similar trends in the axial and vorticity envelopes, suggesting that the vorticity disturbances 
are the dominant contributions to the axial velocity disturbances. Additionally, as noted 
earlier, the radial disturbances show an interference pattern with a node near 𝑧𝑧/𝐷𝐷 = 1 due 
to the combination of the transverse acoustics and vortical disturbances. This interference 
node is present in the flame edge at a further downstream location, 𝑧𝑧/𝐷𝐷 = 1.5, suggesting 
a delay in the flame response to radial perturbations. 
 
Figure 41 - Maximum disturbance amplitude for the left (solid) and right (dashed) 
sides of the 𝐫𝐫-𝐳𝐳 plane for the 390Hz OP (left) and 1170Hz OP (right) forcing cases. 
The interference pattern is much more pronounced in the 1170 Hz OP forcing case 
shown on the right. The radial velocity profile and flame edge show peaks approximately 
every half diameter that are 180 degrees out of phase with each other. The magnitude of 
the vorticity disturbance monotonically decreases after a sharp peak at a low axial distances 
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(𝑧𝑧/𝐷𝐷 = 0.15) which corresponds to the height where the bias error of the flow out of the 
nozzle exit becomes negligible. The vorticity disturbance plot inherently ignores 
interference effects due to acoustics and shows that the amplitude disturbance of non-
acoustic disturbances can be fairly well approximated using a simple function. 
Additionally, the left and right sides are not completely symmetric, suggesting that the flow 
field is experiencing an imperfect pressure node. Lastly, note that the axial disturbances 
have a noisy envelope in Figure 41 as there are no large-scale structures in Figure 40 for 
the maximum fit line to follow. In other words, the smoothed line of maximum 
disturbances jumps between structures in the contour plot and results in an incoherent axial 
velocity disturbance envelope. 
Having considered the magnitude of the fluctuations, we next consider the axial 
dependence of their phase, as shown in Figure 42 along the disturbance envelope for the 
390 Hz OP and 1170 Hz OP forcing cases. For 390 Hz OP, the phases all roughly fall along 
the same line with an average convection speed of approximately the mean flow velocity, 
27 m/s, with the exception of the radial disturbance. The kink in the radial disturbance 




Figure 42 - Phase along maximum disturbance amplitude line for the left (solid) and 
right (dashed) sides of the 𝐫𝐫-𝐳𝐳 plane for the 390Hz OP (left) and 1170Hz OP (right) 
forcing cases. 
To illustrate why the 390 Hz OP disturbances are convecting with the mean flow 
velocity, consider the jet to have a uniform velocity with a top-hat profile. The periodic 
flapping motion of the jet results in shear layer regions experiencing high axial velocity as 
the jet passes through that region. In other words, it is the periodic presence of the jet 
causing these disturbances. As these fluctuations are due to the inherent motion of the jet 
rather than any vortices, they convect with the mean flow velocity. 
Next look at the phase plots of the 1170 Hz OP forcing case disturbances shown on 
the right in Figure 42. All of the phase lines show a near uniform phase speed of 21 m/s. 
The exception is the axial velocity which is not a coherent signal as discussed earlier. The 
fact that this phase speed is nearly constant and a fraction of the maximum jet velocity 
suggests that it originates from vorticity disturbances convecting in the shear layers. Figure 
40 supports this hypothesis by showing a strong region of vorticity disturbance located 
exactly on the OSL, the same region picked up by all of the line fits. It is interesting to note 
that this phase speed is less than that of the 390 Hz OP, demonstrating that each mode has 
a frequency dependent convection speed. It also suggests that the two disturbances are 
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different in nature, possibly due to the 1170 OP vortical disturbances being stronger, as 
demonstrated by Figure 39 and Figure 40. 
To briefly summarize this section, the pressure node, OP forcing cases experience 
a jet flapping motion. This motion can be described by a sum of 𝑚𝑚 = ±1 helical 
disturbance modes. The vortical disturbances are strong and are located primarily in the 
shear layers and JC. Additionally, the flame edge can create dilatation disturbances, as in 
the 390 Hz OP case. Lastly the disturbance amplitude envelopes, once corrected for 
acoustics, show a simple growth and decay profile, and the disturbance phase speeds appear 
to be primarily linear. 
3.3 Forced Response for a Pressure Anti-node without Axial Minimization 
3.3.1 Qualitative Description 
Next consider the pressure antinode, or IP, forcing case without any axial 
minimization. This forcing results in a symmetric pressure field across the nozzle and 
strong axial forcing of the nozzle acoustics (sometimes referred to as injector coupling), as 
described by Blimbaum et al. [27]. Additionally the motion induced on the flow field and 
flame edge are fundamentally different than the OP forcing case. Figure 43 shows a series 
of instantaneous flame edges take from OH PLIF images with the flow field overlaid for 
the 390 Hz IP forcing case. The behavior of the flame in the 𝑟𝑟-𝑧𝑧 plane seen in previous 
work is that the IP forcing case causes the two flame edges to move symmetrically towards 
and away from the centerline [26]. As the flame area modulates, the recirculation bubble 
also modulates and the left and right side OSL and ISL fluctuate in phase with each other. 
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Figure 43 - Overlay of instantaneous flame edges and velocity vectors, triple nozzle 
configuration, 390Hz IP. 
Consider this motion in the 𝑟𝑟-𝜃𝜃 plane. Figure 44 plots a series of instantaneous 
vector fields and OH-PLIF images at different axial locations. The black region denotes 
the current OH-PLIF signal while the green line denotes the outline of the OH-PLIF region 
at a time instant roughly half a cycle earlier (more precisely, 168 degrees). The near 
coincidence of these two lines at the 𝑧𝑧/𝐷𝐷 = 0.15 location shows the relatively weak flame 
motion, due to flame attachment near the nozzle outlet. At the 𝑧𝑧/𝐷𝐷 = 1.2 location, 
however, the flame is clearly flapping in a nearly axisymmetric motion, as indicated by the 
significant differences in location between the two lines. In addition, there is clearly a 
significant degree of increased fine scale wrinkling. 

































Figure 44 - Sequential IP forcing images in 𝐫𝐫-𝛉𝛉 for (top) 𝐳𝐳/𝐃𝐃 = 𝟎𝟎.𝟏𝟏𝟓𝟓 and (bottom) 
𝐳𝐳/𝐃𝐃 = 𝟏𝟏.𝟐𝟐 showing velocity vectors and binarized OH-PLIF.  The black region 
denotes the instantaneous OH-PLIF signal while the green line denotes its outline at 
a time instant 168 degrees earlier. 
Figure 45 shows the azimuthal mode decomposition of two velocity components, 
𝑢𝑢𝑟𝑟 and 𝑢𝑢𝑛𝑛, and the flame position, 𝑅𝑅𝑛𝑛, at a height of 𝑧𝑧/𝐷𝐷 = 0.15 for the IP forcing case 
from the non-interpolated data. Also overlaid for reference are radially integrated 
coefficients, 𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚, from the Jacobi-Anger expansion shown in the earlier footnote. 
These 𝐵𝐵�𝑟𝑟𝑟𝑟𝑛𝑛,𝑚𝑚coeffients give an estimate of the forcing provided by the acoustics to 
the hydrodynamic field. The data clearly shows the strong excitation of the 𝑚𝑚 = 0 mode, 
consistent with prior measurements and predictions. The data also shows the presence of 
the weaker 𝑚𝑚 = ±2 modes. While much weaker than the 𝑚𝑚 = 0 mode, they are also much 
larger than suggested by the reference line, which is an indicator of the relative excitation 
that the acoustic disturbance provides to each mode. This may be a reflection of the fact 
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that these modes have had some spatial distance to develop (i.e., the data is taken 0.15D 
downstream from the nozzle outlet) or that there are “imperfections” of the acoustic 
excitation field relative to the model one-dimensional field, sin𝑘𝑘𝑥𝑥, used for the reference 
coefficient calculation. The other azimuthal modes are nonzero, presumably a 
manifestation of the turbulent fluctuations in the flow. Nonetheless, it is the strong 𝑚𝑚 = 0 
oscillations which lead to axisymmetric disturbances convecting downstream in the shear 
layers, similarly causing strong axisymmetric wrinkling of the flame. 
 
Figure 45 - Radially integrated helical mode coefficients of velocity fluctuations (𝐁𝐁�𝐦𝐦) 
for the 390 Hz IP (left) and 1170 Hz IP (right) forcing cases (𝐳𝐳/𝐃𝐃 = 𝟎𝟎.𝟏𝟏𝟓𝟓) and a 
scaled flame edge helical mode coefficient magnitude (𝐑𝐑�𝐦𝐦) compared to the scaled 
reference velocity function from the introduction integrated over the domain. 
The resulting heat release excited by these hydrodynamic flow disturbances 
depends strongly upon which helical mode is present. Phase cancellation from different 
azimuthal locations causes helical modes to excite minimal heat release oscillations when 
they are integrated azimuthally, even though they may excite strong flame flapping. Rather, 
the spatially integrated heat release is most affected by axisymmetric, 𝑚𝑚 = 0 disturbances 
[47]. This can be seen by considering the integral ∫ 𝑒𝑒𝑖𝑖𝑚𝑚𝑖𝑖𝑑𝑑𝜃𝜃 and noting that it is only 
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nonzero for 𝑚𝑚 = 0. In other words, the dominant hydrodynamic mode exciting heat release 
oscillations and local flame wrinkling is different [22, 23, 28, 29]. 
3.3.2 Quantitative Analysis 
Next consider the disturbance field maps for the 390 Hz IP forcing case shown in 
Figure 46. The expectation from the helical decomposition is that the disturbance fields 
should be dominated by axisymmetric disturbances appearing as symmetric disturbances 
on the left and right sides of the 𝑟𝑟-𝑧𝑧 plane. Clearly the symmetry does not appear in the 
axial and radial velocity fields. However, it should be noted from Figure 45 that there is 
content at the 𝑚𝑚 = ±1 as well as at the 𝑚𝑚 = 0 mode. The symmetric and antisymmetric 





⎧𝒖𝒖�𝑠𝑠𝑠𝑠𝑚𝑚 = � 𝑩𝑩�𝑚𝑚exp (−𝑖𝑖𝑚𝑚𝜃𝜃)
𝑚𝑚=𝑟𝑟𝑒𝑒𝑟𝑟𝑛𝑛
𝒖𝒖�𝑎𝑎𝑛𝑛𝑎𝑎 = � 𝑩𝑩�𝑚𝑚exp (−𝑖𝑖𝑚𝑚𝜃𝜃)
𝑚𝑚=𝑜𝑜𝑜𝑜𝑜𝑜
 (3.7) 
showing that the even modes, such as the 𝑚𝑚 = 0 mode, are responsible for the symmetric 
response while the odd modes are responsible for the antisymmetric response. In other 
words the disturbance fields will not be perfectly symmetric due to the presence of the odd 
helical modes. Helical mode decompositions at higher axial locations confirm this by 
showing that the 𝑚𝑚 = ±1 helical modes are on the same order of magnitude as the 𝑚𝑚 = 0 
mode. 
 Having noted the asymmetry of the disturbance fields in Figure 46, next look at 
their shapes. Similar to the OP forcing case at 390 Hz shown in Figure 39, the axial velocity 
disturbances are located within the shear layers while the radial component, due to 
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dilatation, is centered in the JC at further downstream locations. The vorticity disturbance 
and progress variable contour disturbances also take a similar shape to the OP case, 
suggesting that the mode shapes of the disturbances are more dependent on frequency than 
on the helical mode numbers describing the flow field. 
Figure 47 shows the corresponding disturbance fields for the 1170 Hz IP forcing 
case. The first thing to notice is that the disturbance fields for this case are symmetric about 
the centerline. This suggests that the even modes are dominant throughout the entire flow 
field. Yet again, the disturbances in the IP forcing field are located in similar positions to 
those in the OP forcing field shown in Figure 40, but with fewer interference effects 
present. Specifically the vorticity disturbances and radial velocity disturbances are centered 
in the OSL with the radial disturbances showing a weak interference pattern, likely a 
manifestation of small deviations from the model IP acoustic field. Lastly the progress 
variable disturbance field does not show any interference pattern effects, unlike in the OP 
case. This is because the flame edge experiences weak radial disturbances due to the forced 
transverse acoustic velocity node.
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Figure 46 - 390 Hz IP without longitudinal minimization disturbance field contours with time average ISL, OSL, JC overlaid 
in black and time-average flame edge in red 
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Figure 47 - 1170 Hz IP without longitudinal minimization disturbance field contours with time average ISL, OSL, JC overlaid 
in black and time-average flame edge in red.
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Next consider the disturbance envelopes shown in Figure 48. As expected from the 
disturbance field plots in Figure 46, the 390 Hz IP envelopes are both chaotic and much stronger 
on the left side than the right side. Additionally the left side flame edge fluctuations show a much 
stronger oscillation than those of the right side, gradually increasing with downstream distance. 
The left side vorticity disturbance shows a decrease at 𝑧𝑧/𝐷𝐷 = 0.6 as it jumps between mode 
shapes, but stays nearly constant. The other disturbance envelopes are shown for completeness 
despite their incoherence. 
The 1170 Hz IP case, however, is much better behaved. The radial velocity and normalized 
vorticity disturbances are nearly symmetric and show peaks at low axial distances after which they 
experience a gradual decay. This trend is similar to the one observed in Figure 41 for the 1170 Hz 
OP case but with smaller interference effects on the radial velocity. The axial velocity for this case, 
is much more coherent than for the previous case as well, with a more consistent profile even 
though the line switches between regions of high amplitude. The normalized flame edge 
fluctuations also show a drastic increase in magnitude, rather than a gradual increase as 
demonstrated by the 390 Hz IP case. 
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Figure 48 - Maximum disturbance amplitude for the left (solid) and right (dashed) sides of 
the 𝒓𝒓-𝒛𝒛 plane for the 390Hz IP (left) and 1170Hz IP (right) forcing cases both without axial 
minimization. Vorticity and flame edge fluctuations are normalized by their maximums. 
Looking at the phase speeds in Figure 49, it is clear that both cases have a near constant 
phase speed. The sudden changes in phase are due to the line fit moving between regions of high 
amplitude disturbances. This is primarily a problem for the axial disturbances at both frequencies. 
For the 390 Hz IP case, the phase speed is approximately 17.1 m/s, and for 1170 Hz IP it is 21.1 
m/s. These plots show that a simple function, such as a line, can be used to estimate the phase 
speeds where there is a coherent disturbance. 
 
Figure 49 - Phase along maximum disturbance amplitude line for the left (solid) and right 
(dashed) sides of the 𝒓𝒓-𝒛𝒛 plane for the 390Hz IP (left) and 1170Hz IP (right) forcing cases 
both without axial minimization. 
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The disturbance fields show that the disturbances typically follow curvilinear lines in the 
𝑟𝑟-𝑧𝑧 plane. When the interference effects are corrected for, the disturbance envelopes follow 
relatively simple trends. The phase plots for these disturbances also show that the phase can be 
approximated fairly well with a constant phase speed when there is a coherent disturbance. Finally, 
this section has shown that the spatial response of the flow field amplitude is similar between IP 
and OP forcing configurations. This suggests that each region of the flow field has its own 
sensitivity to external forcing; in other words, each shear layer has its own preferential frequency. 
3.4 Forced Response for a Pressure Anti-node with Axial Minimization 
The IP forcing case without axial minimization was characterized in the previous section. 
We showed that the measured helical mode content of that forcing case was primarily 
axisymmetric near the nozzle, and that it could be predicted in a straightforward way. Figure 50  
shows the measured helical mode content for the axially minimized pressure antinode case at the 
two frequencies of interest near the nozzle exit compared to the non-minimized cases. It is apparent 
that the axisymmetric mode has been reduced for both cases in both the flow field and the flame 
while the other helical modes remain nearly unaffected. We noted in Chapter 2 that the 1170 Hz 
IP case with axial minimization was not repeatable; however, despite this fact, the figure shows 
that the minimization does in fact reduce the response at the nozzle exit. 
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Figure 50 - Overlay of average axial PAM coefficient and scaled flame edge PAM 
coefficient  with (dashed) and without (solid) minimization at an axial height of 𝟎𝟎.𝟏𝟏𝟓𝟓 𝒛𝒛/𝑫𝑫 
for 390 Hz IP (left) and 1170 Hz IP (right). 
Next look at the 𝑟𝑟-𝑧𝑧 disturbance fields in Figure 51 and Figure 52. As expected, these 
disturbance fields look similar to the IP forcing case without any axial minimization, but have a 
smaller amplitude. In other words, for the 390 Hz IP forcing Figure 46 showed axial disturbances 
with a maximum magnitude of approximately 3.5 m/s while Figure 51 shows axial disturbances 
with a maximum magnitude of approximately 1.8 m/s. The same is true for the 1170 Hz IP with 
axial minimization case despite its incomplete minimization.
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Figure 51 - 390 Hz IP with longitudinal minimization disturbance field contours with time average ISL, OSL, JC overlaid in 
black and time-average flame edge in red. 
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Figure 52 - 1170 Hz IP with longitudinal minimization disturbance field contours with time average ISL, OSL, JC overlaid in 
black and time-average flame edge in red. 
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This brief discussion of the axially minimized flow field shows two things. First it 
shows that the axially minimization reduces the axisymmetric response at the nozzle, as 
expected. The significance of the reduced axisymmetric response is that it should also 
reduce the heat release response of the flame and flow field. This is investigated further in 
Chapter 5. Second this section showed that the overall flow field response is reduced when 
axial minimization is introduced. This suggests that the longitudinal coupling has a strong 
impact on the flow field response to transverse acoustic waves. 
3.5 Chapter Summary 
This chapter presented the time-averaged swirl flow field and its response to acoustic 
forcing. It was shown that the effects of acoustic forcing were minimal on the time-
averaged flow field, suggesting that the resultant perturbations are linear. The analysis of 
the pressure node forcing case showed that OP forcing resulted in odd helical modes and 
antisymmetric disturbances about the centerline. In contrast, the pressure antinode forcing 
case showed that IP forcing results in even helical modes, primarily the axisymmetric 𝑚𝑚 =
0 mode, which are symmetric about the centerline. However, the measured response to IP 
forcing appeared to deviate from the symmetric prediction suggesting the presence of 
strong odd helical modes. Additionally, interference effects due to convecting vortical 
disturbances and acoustic disturbances were present in both the IP and OP forcing cases. It 
was shown through vorticity disturbances that when the interference effects are accounted 
for, the envelopes of the mode shapes take on simple profiles. Next it was shown that the 
phase of the convecting disturbances could be approximated by a linear function. Oddly, a 
comparison between the IP and OP forcing cases showed that the different forcing 
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configurations excited the same regions of the flow field for a given frequency. This 
suggests that these regions of the flow field are sensitive to the given frequencies or 
wavelengths of excitation. Finally it was observed that the effect of axial minimization was 
twofold: 1) the axisymmetric content was reduced throughout the flow field and 2) the 
entire flow field response was significantly reduced. These observations will be applied in 
the discussion of the novel interpolation technique of Chapter 4. 
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CHAPTER 4. A NOVEL HELICAL MODE INTERPOLATION 
METHOD 
As mentioned in Chapter 2, sPIV and OH-PLIF measurements with the same forcing 
frequency were obtained along five planes – one 𝑟𝑟-𝑧𝑧 plane and four 𝑟𝑟-𝜃𝜃 planes, as 
illustrated in Figure 53. The 𝑟𝑟-𝜃𝜃 measurements are particularly useful, as they allow us to 
determine the amplitude and phase of all helical modes, 𝑩𝑩�𝑚𝑚(𝑟𝑟, 𝑧𝑧,𝜔𝜔) at that 𝑧𝑧 location. 
However, since these measurements are only obtained at four different 𝑧𝑧 locations, there 
are also a number of questions about how these modes evolve between measurement 
planes. In contrast, the 𝑟𝑟-𝑧𝑧 planar measurement has information on the velocity field/flame 
position at every 𝑧𝑧 location, but it is not possible to determine the relative amplitude of the 
different helical modes that are being superposed to give the resultant measurement. This 
section describes an interpolation approach to resolve the 𝑧𝑧 distribution of the 𝑩𝑩�𝑚𝑚(𝑟𝑟, 𝑧𝑧,𝜔𝜔) 
coefficients as well as its results for each forcing configuration, with the exception of the 
1170 Hz IP with axial minimization case.  
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Figure 53 - Illustration of different measurement planes within a swirling, reacting 
flow field. 
 
4.1 Interpolation Approach 
4.1.1 Impact 
With the overall goal of identifying and reconstructing helical modes within a 
volume, several methods have been used already in literature. The first method assumes an 
axisymmetric flow. Caux-Brisebois et al. [120] used a method that only requires 
measurements in the 𝑟𝑟-𝑧𝑧 plane. The idea is to take phase-reconstructed content and equate 
the phase with the azimuthal position of the measurement so that the 𝑟𝑟-𝑧𝑧 plane is rotated 
about the centerline of the combustor. This method was demonstrated on data from a single 
nozzle swirling flame within a cylindrical confinement, taken at the German DLR facility. 
The authors first used a proper orthogonal decomposition (POD) to remove the turbulent 
fluctuations from the velocity field. The flow field was then phase-averaged at the desired 
 92 
frequency, and coherent structures were identified within the domain. The strength of this 
method lies in its simplicity; it only requires one measurement. However, this method is 
only applicable for axisymmetric flow fields and flames. 
A second method utilizing only one 𝑟𝑟-𝑧𝑧 plane and one 𝑟𝑟-𝜃𝜃 plane was developed in 
Oberleithner et al. [69]. This paper looked at an axisymmetric flow field, identified the 
azimuthal modes from within the 𝑟𝑟-𝜃𝜃 plane, and then estimated their downstream growth 
through a linear stability analysis. This method is powerful as it is physics based and gives 
insight into the growth of these modes; however, this method is not truly data driven as the 
predicted axial modes do not necessarily capture the measured response in the 𝑟𝑟-𝑧𝑧 plane.  
An additional method for interpolation that uses all of the data is a neural network 
learning algorithm. Pruvost et al. [121] demonstrated how this methodology could be 
applied to an experimental flow measured using PIV. However they used the PIV data to 
train the algorithm with only a two component 𝑟𝑟-𝑧𝑧 measurement and achieved very poor 
results. More recently, Ahmed et al. [122] analysed different adaptive learning methods in 
predicting the time-average flow and turbulent statistics of a swirl combustor. They used 
velocity field data taken using a direction sensitive laser Doppler velocimetry (LDV) 
measurement for both training and as the input. They found that the adaptive learning 
methods well predicted the turbulent statistics and mean flow profiles. This method is very 
promising for future work, but the downside is that some of the data needs to be sacrificed 
to properly train the neural network. 
Interpolation methods based on the Navier-Stokes equations have also been used 
on various flow fields. For example, Acharya et al. [85] utilized this method to estimate all 
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velocity components from two-component PIV data in an 𝑟𝑟-𝑧𝑧 plane and 𝑟𝑟-𝜃𝜃 planes for a 
swirling flow field. This method shows promise and is a robust physics based method for 
interpolating the data. However, it will be shown next that a simpler algorithm based on a 
linear least squares approach works very well. 
The linear least squares method is a simple algorithm that can be adapted to any 
flow field. Assumptions can be added as needed, and with the proper model functions, it 
will capture the mean flow field and the flow field dynamics. Additionally this method 
allows for different data points to be considered with different weightings so that points 
with higher uncertainty have less effect. The methodology used in the next section makes 
the assumption that the appropriate basis functions for a swirling flow field are helical 
modes. These helical modes can capture deviations from axisymmetry in the mean flow 
field and in the phase-averaged flow field making this method applicable to non-cylindrical 
geometries. However, it is expected that expanding the methodology to multinozzle flows 
will introduce additional error; here only the center nozzle is interpolated. Additionally the 
axial basis functions utilized have a theoretical limit based on the number of 𝑟𝑟-𝜃𝜃 planes, 
and the axial phase speeds of non-dominant helical modes are not well calculated. Lastly 
the fit is performed on a curvilinear coordinate system so that basic series can be used to 
describe the flow field, separating the axial and radial dependences. Despite these caveats, 
the linear least squares method proves to be a powerful tool that has advantages over all of 
the other methods. 
4.1.2 Linear Least Squares Methodology 
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The measured velocity field can be decomposed into a time-averaged component, a 
coherent component at the forcing frequency and its harmonics, and the remaining, largely 
turbulent, component. The coherent component contains the superposition of acoustic and 
vortical (hydrodynamic) disturbances. Because the phase speeds of the acoustic and 
hydrodynamic disturbances are so different, their superposition manifests itself as clear 
interference patterns in the magnitude of the velocity fluctuations. To illustrate this, 
consider the sum of two disturbances with different axial phase speeds and amplitudes, 
𝑢𝑢𝑎𝑎𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎′ = �𝐴𝐴1 𝑒𝑒−𝑖𝑖𝑖𝑖1𝑛𝑛 + 𝐴𝐴2 𝑒𝑒−𝑖𝑖𝑖𝑖2𝑛𝑛�𝑒𝑒𝑖𝑖𝑖𝑖𝑎𝑎. (4.1) 
If we take 𝐴𝐴1 = 1 − 𝑧𝑧2, 𝐴𝐴2 = 0.5, 𝑘𝑘1 = 0.25, and 𝑘𝑘2 = 10, then the resultant envelope, 
|𝑢𝑢𝑎𝑎𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎′ |, over the domain 𝑧𝑧 ∈ [−1,1] looks like Figure 54. The specific values were chosen 
as the acoustic disturbance has a long wavenumber and small but nearly constant amplitude 
while the convective wavenumber is smaller and has a spatially varying amplitude. Note 
that the peaks in the envelope of the total disturbance appear periodic.  
 
Figure 54 – Illustrated interference pattern. 
In order to focus on the hydrodynamic disturbances, the acoustic contribution was 
estimated and subtracted from the Fourier coefficients, using a similar method to O'Connor 
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and Lieuwen [104]. Given that the IP forcing case measured the center nozzle at a velocity 
node, the transverse acoustic contribution to this case was negligible, and thus the 
technique was only applied to the transverse acoustics of the OP case. All OP data 
presented from this point forward will have the acoustic velocity component subtracted 
unless explicitly noted. As the transverse acoustic wave was nearly one-dimensional in 
nature, the transverse acoustic subtraction was only performed on the radial and azimuthal 
components of the flow field. The acoustic field was approximated by fitting a spatial 
sinusoidal function to the measured velocity field, at locations outside of the jet where the 
acoustic fluctuations dominated. Figure 55 shows the measured data and that with the 
acoustic subtraction performed on the OP case, showing the clear reduction of the 
interference pattern. The results are plotted along the shear layer lines and jet core defined 
in Chapter 2, Figure 27. The velocity envelopes in the shear layers still show some 
modulation, suggesting local deviations from the model acoustic field. 
 
Figure 55 - Magnitude of transverse velocity fluctuations take from 𝒓𝒓-𝒛𝒛 data along 
ISL, OSL, and JC without (solid) and with (dashed) acoustic subtraction for the 390 
Hz OP case. 
The basic approach is to use a set of radial, azimuthal, and axial basis functions to 
fit the data (defined with respect to the coordinate system described below), and use a least 
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squares minimization approach to fit the data sets. The simplest option for these basis 
function is a linear combination of functions defined with respect to the (𝑟𝑟, 𝜃𝜃, 𝑧𝑧) coordinate 
system. The problem with that approach is that the flow streamlines are curved in the 𝑟𝑟-𝑧𝑧 
coordinates, meaning that the velocity profiles in the 𝑧𝑧 direction vary strongly as a function 
of 𝑟𝑟. This make the coordinate dependence of the basis functions inseparable. In order to 
separate the basis functions into a radial and axial component, we use a curvilinear 
coordinate system (𝑟𝑟∗, 𝑧𝑧/𝐷𝐷) created by normalizing the radial direction with the radius of 
the jet core line at each axial location, 𝑟𝑟∗ = 𝑟𝑟/𝑟𝑟𝐽𝐽𝐽𝐽. This is not a perfect decoupling, but 
works quite well as the disturbances and shear layers tend to fall along near constant 𝑟𝑟∗. 
The basis functions for the interpolation can then be written as 
𝐹𝐹(𝑟𝑟∗,𝜃𝜃, 𝑧𝑧) = ���𝑎𝑎𝑖𝑖𝑗𝑗𝑖𝑖𝑓𝑓𝑖𝑖(𝑟𝑟∗)𝑔𝑔𝑗𝑗(𝑧𝑧)ℎ𝑖𝑖(𝜃𝜃)
𝑖𝑖𝑗𝑗𝑖𝑖
 (4.2) 
where 𝑓𝑓𝑖𝑖(𝑟𝑟∗) represents a radial basis function, 𝑔𝑔𝑗𝑗(𝑧𝑧) represents an axial basis function, 
ℎ𝑖𝑖(𝜃𝜃) represents an azimuthal basis function, and 𝑎𝑎𝑖𝑖𝑗𝑗𝑖𝑖 represents the fit coefficients for 
the combined terms. The following basis functions were chosen based upon extensive 
analysis of the measurements, with the objective of utilizing functions that naturally fit the 



























Additional basis function sets for the radial and axial directions were attempted, 
specifically Chebyshev polynomials, monomials, Bessel functions, multiple types of 
Fourier series, and even Gaussian shaped functions. It was found that the radial shape could 
be best fit by the sine series, but that the axial function needed prior information to inform 
the basis set, such as the phase speed of the disturbance. Thus the function 𝑖𝑖(𝑧𝑧) in Eqn. 
(4.3) is a 2nd order polynomial fit to the phase lines in the shear layers as calculated from 
the 𝑟𝑟-𝑧𝑧 plane data, which allows the axial wavenumber of the dominant disturbances to be 
well approximated. This phase speed is calculated independently for each velocity 
component, but does not distinguish between different helical modes. This has the 
unfortunate side effect of not allowing different helical modes to have different phase 
speeds and loses the dispersion between modes. However as a result of the fit to the phase, 
the polynomial multiplying this term only has to capture the magnitude of the dominant 
helical disturbance. Finally, it should be noted that summing the axial and radial terms at a 
given axial-radial location gives the coefficients of the helical modes, i.e. 
𝑩𝑩�𝑚𝑚(𝑟𝑟∗, 𝑧𝑧) = ��𝑎𝑎𝑗𝑗𝑖𝑖𝑎𝑎𝑓𝑓𝑗𝑗(𝑟𝑟∗)𝑔𝑔𝑖𝑖(𝑧𝑧)
𝑖𝑖𝑗𝑗
exp(𝑖𝑖𝑚𝑚𝜃𝜃). (4.4) 
The radial fit to the data was given by choosing 𝑁𝑁𝑟𝑟 = 15. 𝑁𝑁𝑖𝑖 was chosen as 3 giving 
a total of 7 helical modes (note that the |m|>3 modes contain a negligible amount of the 
energy at the forcing frequency as shown later), with the lower amplitude |𝑚𝑚| ≥ 2 
capturing the noise of the flow field. 4 different axial locations were measured allowing 
for 4 different axial terms to be used without introducing oscillations between axial 
locations. 𝑁𝑁𝑛𝑛 was chosen as 2 so that the axial envelope of the helical modes could be 
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approximated by a 2rd order polynomial. Data outside of 𝑧𝑧/𝐷𝐷 ∈ [0.05, 1.7] and 𝑟𝑟∗ ∈ [0, 2] 
were ignored during the fit. 
The PIV Fourier coefficients from each measurement plane were phase locked to 
the 𝑟𝑟-𝑧𝑧 plane and placed into a large matrix. Each point used in the least squares fit was 
weighted by its representative measurement area (𝑑𝑑𝑥𝑥 ∗ 𝑑𝑑𝑦𝑦). Each velocity component was 
fit separately, and Table 3 shows a summary of 𝑅𝑅2 values for each data case and each 
interpolated velocity component compared to each plane. The largest 𝑅𝑅2 value occurs for 
the 𝑟𝑟-𝑧𝑧 plane in all cases as the 𝑟𝑟-𝜃𝜃 planes cause an increase in the number of data points 
at a given axial location, skewing the fit in their favor. Additionally, the axial velocity fit 
for the 1170 Hz cases was exceptionally poor as the equations shown above do not well 
approximate the more complex shape of the axial disturbances caused by interference 
effects. Additionally, the acoustic correction was applied solely to the transverse 
component, leaving the interference effects in the axial component. The 1170 Hz IP fit to 
the 𝑟𝑟-𝑧𝑧 plane was omitted as it gave a negative 𝑅𝑅2 value. The radial component for the 
1170 Hz cases had a much better fit as it contained a strong disturbance, however its fit to 
the 𝑟𝑟-𝑧𝑧 plane is poor so its results will not be presented. Lastly, the axially minimized cases 
are omitted from the interpolation as the 1170 Hz IP minimized forcing condition was not 
repeatable and the 390 Hz IP minimized case resulted in a poor fit due to weak 
disturbances. 
Table 3 - 𝑹𝑹𝟐𝟐 values for fit to different planes from interpolation technique. 













390 OP 𝑢𝑢𝑛𝑛 0.9515 0.9033 0.9119 0.9928 0.9905 0.9774 
 𝑢𝑢𝑟𝑟 0.9605 0.8940 0.9688 0.9896 0.9885 0.9917 
390 IP 𝑢𝑢𝑛𝑛 0.9144 0.6935 0.9540 0.9833 0.9803 0.9862 
 99 
 𝑢𝑢𝑟𝑟 0.9651 0.8312 0.9255 0.9710 0.9817 0.9881 
1170 OP 𝑢𝑢𝑛𝑛 0.4490 0.1830 0.9495 0.8131 0.6960 0.9219 
 𝑢𝑢𝑟𝑟 0.8315 0.7138 0.9743 0.9721 0.9519 0.9769 
1170 IP 𝑢𝑢𝑛𝑛 0.1537 -- 0.8778 0.5440 0.0699 0.7205 
 𝑢𝑢𝑟𝑟 0.9077 0.7578 0.9865 0.9822 0.9722 0.9804 
Due to the poor fit in the 𝑟𝑟-𝑧𝑧 plane for the 1170 Hz cases, and due to the poor fit of 
the axial component, the results of the interpolation technique will not be shown for these 
cases. Rather the discrete measurements taken from the 𝑟𝑟-𝜃𝜃 planes will be used for further 
comparisons in Chapter 5. One possible reason that the high frequency case is not well 
captured is the Nyquist criterion. This says that in order to capture a harmonic disturbance, 
at least two measurement per cycle are required. The 1170 Hz case shows an interference 
pattern with a wavelength of 0.5𝐷𝐷, which roughly corresponds to the axial distance 
between measurement planes. The fit function to the phase, 𝑖𝑖(𝑧𝑧), tries to bypass this 
requirement; however, the interference patterns in the disturbance amplitude still require 
more measurements to be fully resolved. To capture the 1170 Hz disturbances 
appropriately, measurements would have to be taken approximately every 0.25𝐷𝐷. An 
additional possible reason for the poor fit to the 1170 Hz data may be that it is not repeatable 
for the same reasons that the axially minimized case is not repeatable. Essentially the 
standing acoustic wave is varying inside of the combustor as the boundary conditions, 
namely the temperature, inside of the combustor changes. Future recommended work for 
higher frequencies are to 1) address the issue of repeatability in the forcing configuration 
and 2) take more measurement planes in 𝑟𝑟-𝜃𝜃 to better resolve the axial disturbances. 
Figure 56 shows the fitted axial velocity and radial velocity magnitudes along the 
ISL and OSL compared to the original data for the 390 Hz OP case. The overall trends of 
the magnitudes and the relative amplitudes of the magnitudes are captured. The differences 
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are most notable in the OSL for the axial component and the ISL for the radial component. 
These differences are due to the fact that the fit is a compromise between the 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-𝜃𝜃 
measured values. 
 
Figure 56 - Comparison of fit velocity magnitudes with 𝒓𝒓-𝒛𝒛 measured data along ISL 
and OSL for the 390 OP forcing case. Solid lines are interpolated data while dashed 
lines are measured from 𝒓𝒓-𝒛𝒛 plane. 
4.2 Further Decomposition of Modes 
As was shown in Chapter 3, the axial hydrodynamic modes consist of velocity 
fluctuations dominantly located in the shear layers, with different relative amplitudes and 
phases in the ISL and OSL, as shown notionally in Figure 57 (left). This suggests 
decomposing the ISL and OSL disturbances into those that are symmetrically and anti-
symmetrically oscillating with respect to each other about the JC, as illustrated by Figure 
57 (right). This was done using an even-odd decomposition in a coordinate system that is 





⎧𝑩𝑩�𝑚𝑚,𝑠𝑠(𝑟𝑟2∗, 𝑧𝑧) = 0.5 �𝑩𝑩�𝑚𝑚(𝑟𝑟2∗, 𝑧𝑧) + 𝛼𝛼𝑩𝑩�𝑚𝑚(−𝑟𝑟2∗, 𝑧𝑧)� ,
𝑩𝑩�𝑚𝑚,𝑎𝑎(𝑟𝑟2∗, 𝑧𝑧) = 0.5 �𝑩𝑩�𝑚𝑚(𝑟𝑟2∗, 𝑧𝑧) − 𝛼𝛼𝑩𝑩�𝑚𝑚(−𝑟𝑟2∗, 𝑧𝑧)� ,
𝑟𝑟2∗(𝑧𝑧) = 𝑟𝑟 − 𝑟𝑟𝐽𝐽𝐽𝐽(𝑧𝑧),
 (4.5) 
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where 𝑟𝑟𝐼𝐼𝐼𝐼𝐼𝐼 is the location of the ISL, 𝑟𝑟𝐽𝐽𝐽𝐽 is the location of the JC, 𝑩𝑩�𝑚𝑚,𝑠𝑠 is the symmetric 
component of the helical mode, 𝑩𝑩�𝑚𝑚,𝑎𝑎 is the antisymmetric component of the helical mode, 
and 𝛼𝛼 is a sign modifier equal to 1 for the axial component and -1 for the radial component. 
This decomposition is similarly motivated by hydrodynamic stability analysis of related 
velocity fields (i.e., annular, swirling flows with inner and outer shear layers) – e.g., 
Manoharan et al. [123] refers to the antisymmetric and symmetric shear layer modes as 
“sinuous” and “varicose” modes respectively. 
 
Figure 57 - Example (not data) azimuthal mode distribution illustrating symmetric 
and anti-symmetric decomposition of velocity disturbances about JC. 
The physical manifestation of these symmetric and anti-symmetric disturbance 
modes for the 𝑚𝑚 = 0 and 1 modes are illustrated in Figure 58. The anti-symmetric 
decomposition represents a flapping jet motion in 2D. Essentially the radial disturbance 
causes the jet to move across the time-average JC. This causes the axial velocity to increase 
in one shear layer and decrease in the other, the antisymmetric mode of the axial velocity. 
On the other hand the symmetric decomposition captures the modulation of the jet width. 
The radial disturbances compress or stretch the 2D jet, resulting in the symmetric axial 
velocity oscillations in the shear layers.  
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The helical mode number determines the periodicity of the decomposed modes 
about the centerline. If the mode is axisymmetric, 𝑚𝑚 = 0, then the antisymmetric 
component represents the periodic expansion of the jet. Similarly the 𝑚𝑚 = 0 symmetric 
component represents the periodic modulation of the jet annular width, which can represent 
mass flow oscillations. For the 𝑚𝑚 = ±1 modes, the antisymmetric component represents 
the precession of the jet about the centerline while the symmetric component can represent 
local mass flow oscillations. 
 
Figure 58 - Illustration of flow field manifestation of symmetric and antisymmetric 
modes as translation and expansion of annular jet due to radial disturbances in the 
ISL and OSL with the JC in red (dashed) and the centerline in black (dashed). 
4.3 Results for 390 Hz 
4.3.1 Characterization of Phase-Reconstructed Flow Field Using Volumetric 
Interpolation 
Having shown the dominant features of the forced flame and flow, we next consider 
the spatial structure in more detail. Figure 59 shows the phase-reconstructed (defined as 
the sum of the time averaged component and component characterization of forced 
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response oscillating at the forcing frequency) velocity field streamlines overlaid on the 
phase-reconstructed vorticity disturbance field for the 390 Hz IP forcing case. The phase-
reconstruction shown here uses the sum of helical coefficients for calculating the 
disturbance. Were only the 𝑚𝑚 = 0 disturbance used, there would be little observable 
difference, because the other modes are negligible in comparison, as demonstrated earlier 
in Chapter 3. The phase-reconstructed vorticity disturbance fields show convective 
disturbances with a wavelength of approximately 0.5𝐷𝐷. Three vortical disturbance peaks 
are evident--one inside the ISL, one along the JC, and one outside of the OSL. As these 
vortical disturbances convect downstream, they are damped and amplified separately. For 
example, while the innermost disturbance has decayed in amplitude by 𝑧𝑧/𝐷𝐷 = 1, the 
middle disturbance along the JC continues to grow in strength. 
It should also be noted that these vortical disturbances are distinct from the large 
region of rotating flow just inside the ISL that is shown by the full (i.e., sum of the time 
averaged and disturbance) flow field. Because the vortical disturbances in this particular 
case are weak compared to the time-averaged vorticity, they do not appear within the 
phase-reconstructed field as clear regions of rotation in the streamline. Instead, they act to 
capture the weak convective motion of the center of the large region of rotation. The phase-
averaged flame edge, beginning in the shear layer and moving into the jet, is periodically 
deformed by the vortical disturbance field. While the disturbances may be small in 
magnitude, they have a significant effect on heat release as they are axisymmetric [124]. 
This will be explored more in Chapter 5. 
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Figure 59 - 390 Hz IP phase-reconstructed flow field (superposition of time averaged 
and velocity field at the forcing frequency) overlaid on the vorticity disturbance 
field. Black dashed lines are the ISL, JC, and OSL, and the red line is the ensemble 
averaged flame edge. 
Similarly, Figure 60 shows the phase-reconstructed velocity fields for the 390 Hz 
OP forcing case with the phase-averaged flame edge overlaid. The top row shows the 
velocity field reconstructed using the mean and the sum of the helical mode coefficients 
while the bottom two rows use only the 𝑚𝑚 = −1 and 𝑚𝑚 = +1 coefficients for the 
disturbance. The flame edge on each plot is the total disturbance, as it has not been 
decomposed. These two modes are analyzed individually as the analysis of Chapter 3 
suggests that the dominant energy modes are in both the 𝑚𝑚 = ±1 modes. This figure shows 
that at low axial distances (𝑧𝑧/𝐷𝐷 < 0.6), both disturbances are of near equal amplitude, as 
shown by the color. While both modes grow axially, the 𝑚𝑚 = +1 mode becomes stronger 
than the 𝑚𝑚 = −1 mode. This shows that while the acoustics may excite the two modes 
nearly equally at the nozzle outlet, the flow field preferentially amplifies the 𝑚𝑚 = +1 
mode. Additionally this shows that the growth of the 𝑚𝑚 = +1 mode does not occur at the 
expense of the 𝑚𝑚 = −1 mode, showing that the two modes co-exist and that one mode 
does not necessarily suppress the other. Additionally the convection of the disturbances in 
the positive axial direction gives a positive 𝑘𝑘 value (see Eq. 1) and means that the co-
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rotating 𝑚𝑚 = +1 mode is counter-winding while the counter-rotating 𝑚𝑚 = −1 mode is co-
winding. 
Superposing the phase-averaged flame edge on the flow field adds insight into the 
velocity-flame interaction. At low axial heights the flame shows little disturbance; 
however, as the flow field disturbance amplitudes grow, the flame disturbance amplitude 
also grows and becomes noticeable beyond 𝑧𝑧/𝐷𝐷 = 0.5. The phase-averaged flame edge 
reaches the JC around an axial distance of 𝑧𝑧/𝐷𝐷 = 0.8 which corresponds with the location 
of maximum disturbance amplitude in the JC. This large flapping motion does not occur 
for the IP forcing case as the amplitude of the radial disturbances are weaker than the OP 
case. Additionally, the IP case forces an acoustic velocity node near the centerline, so the 
acoustic disturbance also does not aid in the flame propagation across the JC. 
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Figure 60 - (top) 390 Hz OP phase-reconstructed flow field and flame position 
overlaid on the vorticity disturbance field. (middle and bottom) Same data but only 
using 𝒎𝒎 = +𝟏𝟏 or 𝒎𝒎 = −𝟏𝟏 mode for reconstruction to show their separate 
contribution to the overall velocity shown in the top figure. Black dashed lines are 
the ISL, JC, and OSL, and the red line is the ensemble averaged flame edge. 
Analyzing the IP forcing field showed that the superposition of the 𝑚𝑚 = 0 mode on 
the time-averaged field resulted in convection of the region of rotation within the ISL and 
caused a small oscillatory expansion of the annular jet. The weak disturbances for this 
particular case meant that there were no large motions on the phase-reconstructed field. 
The OP forcing, however, experienced much stronger disturbances that were able to effect 
the phase-reconstructed flow field. The comparison of the 𝑚𝑚 = ±1 disturbance fields 
 107 
resulting from OP forcing shows that the 𝑚𝑚 = ±1 modes grow together, with the co-
rotating 𝑚𝑚 = +1 mode preferentially amplified. 
4.3.2 Axial Evolution of Disturbance Modes 
This section further considers the relative amplitude and axial evolution of the 
hydrodynamic modes, using the symmetric-antisymmetric decomposition of Eqn. (8). 
Figure 61 shows the decomposition of the interpolated helical modes at multiple axial 
locations for the IP case. As noted before, the forced 𝑚𝑚 = 0 mode is dominant throughout 
the flow field. Figure 61 also shows that, at the lowest height, 𝑧𝑧/𝐷𝐷 = 0.15, the symmetric 
axial mode is strong throughout the jet. This is likely a manifestation of bulk axial acoustic 
disturbances (as discussed earlier, no acoustic subtraction was attempted for the IP case), 
while the anti-symmetric axial disturbances are dominated by vortical disturbances in this 
region. The vortical disturbances shown in Figure 61 necessarily ignore this acoustic 
contribution. As the flow convects downstream, the anti-symmetric axial and radial 
disturbances grow in peak amplitude and spread out radially with the widening shear layer. 
The growing radial anti-symmetric disturbance is due to dilatational disturbances caused 
by the flame motion. The spread of the radial and axial modes is due to the presence of 
phase-jitter on the motion of the 2D cut-section of the jet, moving as illustrated in Figure 
57. This shows that the transverse pressure antinode results in negligible oscillating mass 
fluctuations through the nozzle. Additionally the figure shows that the co-rotating, counter-
winding 𝑚𝑚 = +1 mode and counter-rotating, co-winding 𝑚𝑚 = −1 modes grow 
downstream despite being negligible in amplitude near the nozzle exit. The flow amplifies 
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both of these modes, particularly the co-rotating, counter-winding 𝑚𝑚 = +1 mode which 
peaks around 𝑧𝑧/𝐷𝐷 = 0.7. 
 
Figure 61 - Helical mode profiles and decomposition about the JC for both axial 
(solid) and radial (dashed) velocity components for the 390 Hz IP forcing case. JC, 
ISL, and OSL lines (dash-dot) are shown for reference. 
Figure 62 plots the radially integrated energy of the 𝑚𝑚 = 0 mode over the 
decomposition domain, 𝑬𝑬𝑚𝑚 = ∫�𝑩𝑩�𝑚𝑚�
2
𝑟𝑟𝑑𝑑𝑟𝑟. The black line represents the total energy of 
the interpolated mode shape, the blue line represents the integrated energy of the symmetric 
mode, and the green line represents the integrated energy of the anti-symmetric mode. It is 
clear from this plot that the 𝑚𝑚 = 0 mode is dominated by the combination of the axial and 
radial anti-symmetric modes about the JC. It is expected that the most dominant radial 
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mode is anti-symmetric as the acoustic excitation results in a transverse anti-symmetric 
disturbance about the JC. Additionally, the peak of this mode occurs at 𝑧𝑧/𝐷𝐷 = 1.4, which 
coincides with where the jet stops expanding and where the recirculation zone begins to 
close. The axial phase taken at a single normalized radius shows a constant convection 
speed for the dominant anti-symmetric modes – the slope of these lines correspond to a 
disturbance convection speed of 14.6 m/s. Additionally the radial and axial antisymmetric 
modes act approximately 90 degrees out of phase with each other, and the phase of the 
flame envelope follows the 𝑚𝑚 = 0 modes quite well. 
The flame edge envelope from the 𝜃𝜃 = 0 plane is also shown. The envelope grows 
initially with the disturbances, then deviates near an axial distance of 𝑧𝑧/𝐷𝐷 = 0.7. This is 
due to the weak 𝑚𝑚 = 0 perturbations experienced by the flame and to interference effects 
from the other helical modes. 
   
Figure 62 – (left) Radial integration of total energy, symmetric mode energy, and 
antisymmetric energy for both axial (solid) and radial (dashed) velocity components 
for the 390 Hz IP 𝒎𝒎 = 𝟎𝟎 mode with the flame envelope and (right) the 
corresponding phase plots of the decomposition maintaining the original phase 
reference. 
Figure 63 shows the spatial decomposition of the interpolated helical modes for the 
390 OP forcing case. The axial disturbances are strongly anti-symmetric and located in the 
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shear layers, while the radial disturbances are dominated by anti-symmetric disturbances 
throughout the entire jet. This combination for the 𝑚𝑚 = ±1 modes represents the 
precession of the annular jet about the geometric centre of the flow field. When the two 
precession motions are of equal amplitude, the superposition of the two results in the side-
to-side flapping of the jet. However, at further downstream locations, the 𝑚𝑚 = +1 anti-
symmetric mode becomes dominant. This shows that the motion of the annular jet 
transitions from a flapping motion to a precession motion in the swirl direction. 
Additionally, note that at further downstream locations, the axial disturbances lose their 
sharpness and amplitude due to the combination of phase-jitter and amplitude decay while 
the radial disturbances continue to grow. This growth in the radial structure is due to the 
dilatational disturbance created by the flapping flame. Consistent with this trend, Figure 64 
shows that the energy of the anti-symmetric radial mode is constantly growing throughout 
most of the domain and peaks near the downstream end of the domain. 
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Figure 63 - Interpolated helical mode profiles and decomposition about the JC for 
both axial (solid) and radial (dashed) velocity components for the 390 Hz OP forcing 
case. JC, ISL, and OSL lines (dash-dot) are shown for reference. 
Figure 64 shows the radially integrated data for the OP forcing case. First, note the 
difference in mode envelopes between the axial and radial velocity components: the radial 
envelope shows a bimodal structure peaking around 𝑧𝑧/𝐷𝐷 = 0.8 and 𝑧𝑧/𝐷𝐷 = 1.5 while the 
axial profile only peaks around 𝑧𝑧/𝐷𝐷 = 0.8. This is because the axial fluctuations and axial 
velocity are decaying as they progress downstream while the transverse modes are 
switching from a vortical disturbance to a strong dilatational disturbance due to the flame 
flapping. The flame edge fluctuations grow, following the 𝑚𝑚 = +1 radial fluctuations, and 
reach a near maximum around 𝑧𝑧/𝐷𝐷 = 1.1 where the flame crosses the jet periodically. As 
mentioned earlier, the flame moves out of the inner shear layer around 𝑧𝑧/𝐷𝐷 = 0.8, 
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corresponding to the peak axial fluctuation and suggesting that the axial fluctuations are 
tied to baroclinic torque provided by the density stratification of the flame. Additionally, 
the phase plots show that the anti-symmetric axial and radial modes are approximately 90 
degrees out-of-phase with each other, which is expected for the motion this decomposition 
describes. The energy in the symmetric modes is primarily a result of the fit to the spatial 
noise not captured by the anti-symmetric component, therefore its phase plots do not look 
coherent. Note that the phase speed of the flame edge fluctuations tends to match the 𝑚𝑚 =
−1 modes better than the 𝑚𝑚 = +1 modes despite the 𝑚𝑚 = +1 mode being dominant. 
   
   
Figure 64 - Radial integration of total energy, symmetric mode energy, and 
antisymmetric energy for both axial (solid) and radial (dashed) velocity components 
for the 390 Hz OP (top-left) 𝒎𝒎 = −𝟏𝟏 and (top-right) 𝒎𝒎 = +𝟏𝟏 modes with the flame 
envelope and the corresponding phase plots of the decomposition maintaining the 
original phase reference for (bottom-left) 𝒎𝒎 = −𝟏𝟏 and (bottom-right) 𝒎𝒎 = +𝟏𝟏. 
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The above data all show growth, followed by decay of the disturbance modes. An 
important question to address is the relative role of linear and nonlinear processes in 
leading to the saturation and decay of these disturbances. Next, we briefly consider the 
significance of nonlinear effects. Self-excited global modes are characterized by 
narrowband instabilities that grow in time until linear and nonlinear dissipation balance 
growth, resulting in limit-cycle oscillations. On the other hand, forced modes can derive 
energy from external forcing and need not rely on temporal feedback for growth, instead 
extracting energy from the forcing in some region and developing spatially as the flow 
convects away. This allows forced modes to exhibit linear spatial growth, so long as the 
amplitude of the oscillation remains small enough for nonlinear effects to be insignificant 
(which may not be true for all of the domain). A key signature of nonlinear effects is the 
presence of harmonics and/or subharmonics of the forcing frequency. Figure 65 shows the 
envelopes of vorticity disturbances along the JC taken from the 𝑟𝑟-𝑧𝑧 plane Fourier 
coefficients, 𝒖𝒖�′, at the forcing frequency and its first two harmonics. These results were 
obtained from the 390 Hz OP forcing case as it shows the larger response amplitude and 
should, therefore, exhibit the largest non-linear effects. This JC line was selected because 
the line of maximum amplitude disturbances at the forcing frequency passes through the 
JC. Figure 65 clearly shows that there is a strong response at the forcing frequency, 𝐴𝐴𝑛𝑛, and 
a minimal response at the harmonics, 𝐴𝐴2𝑛𝑛 and 𝐴𝐴3𝑛𝑛, which falls into the noise level of the 
spectra at each axial location. These results strongly suggest that nonlinearities do not play 
an important role in controlling the flow dynamics for these reported cases. 
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Figure 65 - Envelope of vorticity disturbance amplitude along the left-side JC for 
the 390 Hz OP case taken directly from un-interpolated 𝒓𝒓-𝒛𝒛 data for the forcing 
frequency and its harmonics. 
We close this section by summarizing a few key observations. As noted, the 𝑚𝑚 =
+1, co-rotating, counter-winding mode grows more rapidly than the 𝑚𝑚 = −1, counter-
rotating, co-winding mode. Although the acoustic forcing excites both modes at the nozzle 
outlet equally, the co-rotating mode is apparently more strongly amplified as it convects 
along the flow. As argued above, there is little evidence of significant nonlinear effects, 
and so this preferential amplification appears to be a linear effect – i.e., that the spatial 
growth rate of the 𝑚𝑚 = +1 mode is larger than that of the 𝑚𝑚 = −1 mode. Moreover, this 
difference clearly must be due to an asymmetry induced by swirl.  
Another important point this work demonstrates is the fact that forced flows of this 
nature, at least for amplitudes and/or spatial regimes where the dynamics are linear, can 
exhibit multiple hydrodynamic modes at the same time, In agreement with other studies 
[69, 73, 125]. These modes can include both co- and counter-winding helical modes, as 
well as symmetric and antisymmetric jet column disturbances. In contrast, unforced but 
globally unstable systems, where the limit cycle motion is a clear indication of strong 
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nonlinear effects, appear to be dominated by a single mode [73, 126] possibly due to 
saturation. 
4.4 Results for 1170 Hz 
As previously mentioned, the 1170 Hz cases have a poor least squares fit. This 
section demonstrates the usefulness of analyzing the 𝑟𝑟-𝜃𝜃 planes without any interpolation. 
The helical modes can be decomposed into symmetric and antisymmetric modes at the 
measurement location; however, disturbance envelopes are unresolved and phase speeds 
cannot be shown for individual helical modes. This section presents these results for the 
measured 𝑟𝑟-𝜃𝜃 planes. 
4.4.1 1170 Hz IP without Axial Minimization 
Figure 66 shows the radial and axial helical coefficient magnitudes decomposed 
into their symmetric and antisymmetric components for the 1170 Hz IP case. The far left 
shows the magnitude of the helical mode coefficient as a function of the normalized radial 
coordinate. In agreement with the qualitative discussion from Chapter 3 for the IP case, the 
figure shows that the 𝑚𝑚 = 0 mode is dominant throughout the flow field. Also in agreement 
with the results shown in Chapter 3, the radial and axial peaks begin in the OSL and move 
towards to the JC. The radial profile shows a single peak in the OSL, a product of a 
convecting vortical disturbance as it creates a radial, in-phase disturbance across the shear 
layer. The axial helical mode profile, on the other hand, shows two peaks on either side of 
the OSL line, consistent with the strong convecting vortical disturbance as it induces 
oppositely phased axial disturbances on either side of its center with no axial fluctuation at 
its center. 
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Near the nozzle, axial fluctuations are present across the jet with peaks in or near 
the shear layers due to the induced axial acoustics and convecting vortices. When 
decomposed, the near nozzle fluctuations show a combination of symmetric and 
antisymmetric contributions. However at further downstream distances the antisymmetric 
mode becomes dominant, similar to the 390 Hz case. This motion represents the flapping 
of the jet. A similar transition occurs for the radial component of velocity, from a combined 
symmetric-antisymmetric mode near the nozzle to a dominant antisymmetric mode further 
downstream. However, the combined mode is due to a strong peak radial fluctuation 
located only in the OSL. Thus the transition from combined to antisymmetric can be 
interpreted as the OSL showing strong oscillations that induce a large scale jet flapping at 
further downstream distances as the vortical disturbance travels into the jet. 
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Figure 66 - Helical mode profiles and decomposition about the JC for both axial 
(solid) and radial (dashed) velocity components for the 1170 Hz IP forcing case. JC, 
ISL, and OSL lines (dash-dot) are shown for reference. 
Figure 67 shows the average helical mode coefficient at each measured height for 
the 1170 Hz IP forcing case without any axial minimization. This figure primarily shows 
that the flow response to the forcing condition is fairly repeatable up until a height of 
approximately 𝑧𝑧/𝐷𝐷 = 1.7. It is not unexpected that the highest measurement height would 
show a lack of repeatability. Essentially the amplitude of response at this height is the 
integral of the growth rates throughout a vortical disturbance’s passage time, meaning that 
the longer the passage time, the more room for variability in the measurement.  
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Figure 67 clearly shows a dominant 𝑚𝑚 = 0 mode for both the axial and radial 
coefficients. The forcing condition results in these two components initially having an 
average axial helical mode coefficient on the same order of magnitude. The axial mode 
demonstrates the significant acoustic coupling near the nozzle. The radial component, 
however shows the strength of the vortical disturbance in the OSL. The vortical disturbance 
follows the envelope of the radial disturbance with an initial increase in the average 
coefficient followed by a steady decline. This trend follows the observed radial and vortical 
trends taken from the 𝑟𝑟-𝑧𝑧 plane in Chapter 3, Figure 47. The good repeatability and the 
agreement with the trend from the 𝑟𝑟-𝑧𝑧 planes suggests that the interpolation should work 
for this case. 
 
Figure 67 - 1170 Hz IP without axial minimization average helical mode coefficients 
for each data set with duplicate data sets shown. 
4.4.2 1170 Hz OP 
Next we look at the 1170 Hz OP forcing case in Figure 68 where the helical mode 
profiles from each 𝑟𝑟-𝜃𝜃 measurement have been decomposed into the symmetric and 
antisymmetric components. The left most plots show that the flow field is dominated by 
𝑚𝑚 = ±1 modes in both the radial and axial directions, as expected from Chapter 3. 
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Additionally near the nozzle the locations of the peaks in the radial and axial mode shapes 
are the same as that of the 1170 Hz IP case shown in Figure 66. Similar to the 1170 Hz IP 
case, the radial peak begins in the OSL and move towards the JC, while the axial 
disturbance shows peaks in both shear layers with a two peaks on either side of the radial 
peak. Also similar to the 1170 Hz IP case, the radial disturbances are much stronger than 
the axial disturbances except near the nozzle. The decomposition further reveals that these 
modes are primarily antisymmetric for both the axial and radial disturbances away from 
the nozzle. The 𝑚𝑚 = +1 mode then becomes dominant meaning that the jet profile begins 
to transition from a strong flapping of the annular jet to a swirling motion, as demonstrated 
by Figure 58. Lastly all regions of the flow, even those outside of the jet, experience strong 




Figure 68 - Helical mode profiles and decomposition about the JC for both axial 
(solid) and radial (dashed) velocity components for the 1170 Hz OP forcing case. JC, 
ISL, and OSL lines (dash-dot) are shown for reference. 
Looking at the average helical mode coefficient magnitudes in Figure 69 shows that 
the 𝑚𝑚 = +1 mode is consistently more amplified in the radial component, but that the axial 
component does not show the same preference. Unlike the 1170 Hz IP case, the axial 
component is small compared to the radial component. Near the nozzle the response of the 
radial component to acoustic forcing is consistent between duplicate data sets with a near 
equal 𝑚𝑚 = ±1 response. As the flow moves downstream, the 𝑚𝑚 = +1 radial helical mode 
shows a quick increase to a peak at 𝑧𝑧/𝐷𝐷 = 0.67 followed by a consistent decrease. The 
𝑚𝑚 = −1 radial mode also consistently shows this trend, but with a weaker amplitude.  
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As the flow moves away from the nozzle, the discrepancy between duplicate 
measurements increases. This shows that the response is not completely repeatable at 
further downstream conditions. As mentioned in Chapter 2, it is expected that the changing 
temperature of the combustor during a run changes the thermal boundary conditions and 
the speed of sound throughout the combustor. Because this frequency has a smaller 
wavelength than the 390 Hz acoustic wave, the 1170 Hz acoustic field is more sensitive to 
fluctuations in the speed of sound. 
 
Figure 69 - 1170 Hz OP average helical mode coefficients for each data set with 
duplicate data sets shown. 
This section has shown that similar to the 390 Hz cases, the 1170 Hz cases 
preferentially excite the antisymmetric modes. This shows that the annular jet has a 
tendency to transition to a global flapping motion. Additionally this section has shown that 
the 1170 Hz OP case tends to excited the 𝑚𝑚 = +1 mode over the 𝑚𝑚 = −1 mode, while the 
1170 Hz IP case excited the 𝑚𝑚 = 0 mode, as expected. This means that despite the different 
excitations shapes and frequencies between the 390 Hz and 1170 Hz cases, the flow acts 
consistently. Additionally we showed in this section that the variation in the flow field 
response increases with downstream distance as the convection allows for more 
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amplification of differences in growth rate. Without the interpolation, the envelopes of the 
average coefficient magnitude are not spatially resolved making any estimate of growth 
rates impossible. Additionally this lack of spatial resolution prevents the estimation of the 
phase speeds for each helical mode. 
4.5 Chapter Summary 
This chapter has shown how phase-locked results from multi-plane (both 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-
𝜃𝜃) measurements can be combined to elucidate the three dimensional disturbance structure 
of a periodically forced, swirling, reacting jet. In particular, by using a volumetric 
interpolation approach, the velocity and vorticity field were decomposed into its various 
azimuthal modes. The azimuthal modes were then decomposed into symmetric and 
antisymmetric disturbances about the jet core with good spatial resolution. Given that the 
overall velocity field is a superposition of modes with different azimuthal periodicities, and 
jet core symmetries, such a decomposition lends considerable additional insight into the 
velocity field than can be obtained by looking at a single plane. Additionally, the technique 
enables spatially resolved estimates of phase speeds and growth rates for each helical 
modes. 
Measurements showed that the dominant forced helical modes can evolve axially in 
a quite different manner, particularly for the 390 Hz OP forcing case where the 𝑚𝑚 = ±1 
modes start at near equal amplitude but soon diverge as the co-rotating, counter-winding 
𝑚𝑚 = +1 mode is preferentially amplified. The counter-rotating, co-winding 𝑚𝑚 = −1 mode 
is still significant, but does not interact with the co-rotating mode. This makes the flow and 
flame transition from a transverse flapping motion to a precessing motion at further 
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downstream distances. It was hypothesized that the 𝑚𝑚 = +1 mode was preferentially 
amplified because it was counter-winding, based upon some results from temporal stability 
theory. As for the 390 Hz IP forcing case, the axisymmetric 𝑚𝑚 = 0 modes dominated 
throughout the entire flow field, as this mode was the most strongly excited. The presence 
of the 𝑚𝑚 = ±1 modes were also detected, but their effect on the flow field was minimal in 
comparison to the 𝑚𝑚 = 0 mode. Additionally, the symmetric/antisymmetric decomposition 
of the flow field shows that the motions in the shear layers that are anti-symmetric or 
sinuous about the jet core are most amplified; these are the modes associated with 
transverse motions of the annular jet. This trend holds for all azimuthal modes for the given 
transverse forcing cases which raises the question of whether axial forcing would also see 
this same trend. 
Despite their poor fit to the basis functions, the 1170 Hz cases were analyzed to show 
the limitations of planar measurements. The decomposition was possible, as was showing 
axial envelopes of the helical modes, but the spatial resolution was prohibitive towards 
estimating phase speeds or growth rates of helical modes. However, the decomposition did 
show that for the 1170 Hz cases, the antisymmetric modes were dominantly amplified 
despite starting with a similar order of magnitude as the symmetric disturbances. Despite 
the poor spatial resolution, the envelopes of the helical mode coefficients at 1170 Hz were 
discussed, showing the preferential excitation of the 𝑚𝑚 = +1 mode for OP forcing and 





CHAPTER 5. HEAT RELEASE RESPONSE TO TRANSVERSE 
ACOUSTICS 
The focus of this chapter is on the heat release response of the swirl flame to 
transverse acoustic forcing. Chapter 3 showed the flow response to pure transverse waves. 
This information will now be leveraged to better understand the effects of transverse 
forcing without the presence of axial acoustics. 
A paper by Acharya et al. [47] demonstrated analytically that an axisymmetric flame 
shows little to no global heat release response to helical disturbances. The reasoning is that 
when a helical disturbance on the flame is integrated azimuthally, the net disturbance is 
zero. In other words 
∫ exp(𝑖𝑖𝑚𝑚𝜃𝜃)𝑑𝑑𝜃𝜃2𝜋𝜋0 = 0, for 𝑚𝑚 ≠ 0. (5.1) 
The caveats on this finding are that the flame needs to be axisymmetric and that the flame 
disturbance needs to have a small amplitude and be devoid of non-linearities. Additionally 
O'Connor et al. [26] showed that the imposed transverse acoustic field could be 
decomposed into helical modes, with the result that a pressure antinode is characterized by 
a strong 𝑚𝑚 = 0 mode while a pressure node is characterized by strong 𝑚𝑚 = ±1 modes and 
a non-existent 𝑚𝑚 = 0 mode. Chapters 3 and 4 confirmed that these are the dominant modes 
throughout the measured flow fields at the forcing frequencies, thus the conclusion is that 
the pressure antinode case shows a strong response in heat release at the acoustic frequency 
while the pressure node forcing has a negligible response. 
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 Additionally Chapter 3 showed that the effect of the axial minimization on the 
pressure antinode case is to reduce the magnitude of the 𝑚𝑚 = 0 mode within the flow field. 
The expectation then is that the global heat release response will be diminished as well. 
Therefore, if the pressure node forcing case and the pressure antinode forcing case, neither 
with axial acoustics, show no response at the acoustic frequency, then the transverse 
acoustics induce no response on the flame and the induced axial acoustics are responsible 
for the flame response. This chapter investigates the theory presented by Acharya et al. 
[47] by first looking at the global flame response, then looking at the local or axial flame 
response compared to the helical mode content. The pressure node, pressure antinode, and 
pressure antinode without axial coupling are all studied in order to generalize these results. 
5.1 Global Heat Release Response to Transverse Acoustic Forcing 
Figure 70 shows the global heat release response, as estimated from the integrated 
OH* chemiluminescence PMT measurement detailed in Chapter 2. The left plot overlays 
the unforced spectra and the 390 Hz pressure node (OP) spectra with duplicate data. The 
plot on the right shows the pressure antinode (IP) response for 390 Hz with and without 
axial minimization. The figure demonstrates that the 390 Hz IP forcing case, the case with 
significant 𝑚𝑚 = 0 excitation, creates a strong response at the forcing frequency while the 
axial minimization successfully minimized the heat release. In contrast, the spectra of the 
unforced and 390 Hz pressure node cases are virtually identical around the forcing 
frequency, showing that the energy at 390 Hz is on the order of the noise. This is in 
agreement with the theory presented above. The two peaks at 80 Hz and 195 Hz are caused 
by the natural dynamics of the system. The duplicate IP forcing cases were not shown as 
there was significant experimental error with the forcing condition for these sets. The side 
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acoustic sensors for the duplicate cases were significantly out of phase with each other, a 
maximum of 60 degrees phase difference, while the shown cases showed phase 
measurements within 10 degrees of each other. 
 
Figure 70 – (left) Normalized OH* chemiluminescence PSD estimate showing the 
unforced case and the 390 Hz pressure node forcing, and (right) 390 Hz pressure 
antinode forcing with and without axial minimization. 
The excitation signal was recorded simultaneously with the acoustics and heat 
release. The cross-coherences of the heat release to the excitation signal for the OP cases 
are on the order of 0.2 while the IP case with axial minimization has a cross-coherence of 
0.5. The poor coherence shows that the response at the frequency is partly due to the 
excitation signal and partly due to background noise within the flow field. 
Figure 71 shows the corresponding measurements at 1170 Hz. On the left are the 
pressure node and unforced measurements, and on the right are the pressure antinode 
measurements. Clearly the unforced heat release does not naturally respond at 1170 Hz. 
Unlike the 390 Hz forcing however, all forcing cases show a response. The values of the 
heat release response do not appear to be repeatable except in the case of the pressure node. 
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Figure 71 – (left) Normalized OH* chemiluminescence PSD estimate showing the 
unforced case and the 1170 Hz pressure node forcing, and (right) 1170 Hz pressure 
antinode forcing with and without axial minimization. 
 We next desire to calculate a transfer function. The response of the heat release is 
a sensitive function of the acoustic field both within the combustor and upstream in the 
mixing chamber. The temperature field determines the local speed of sound, and when 
combined with the acoustic boundary conditions also determines the resonant acoustic 
frequencies and corresponding mode shapes. The shape of the acoustic field is important 
as the sensitivity of the flow field to external forcing is spatially dependent. As shown by 
Tammisola and Juniper [127], the nozzle exit region is the most sensitive region to velocity 
disturbances, so having an axial velocity antinode at this location should increase the heat 
release response. Changes in the boundary conditions change the locations of pressure 
nodes and antinodes, potentially placing a velocity node at the nozzle exit. This means that 
as the axial forcing is introduced to minimize the induced axial acoustics, the velocity and 
pressure nodes change locations as well. This leads to the question, is the heat release more 
sensitive to the acoustic power in the upstream pipes or due to the mode shape? The proper 
transfer function should take this into account when considering the input. 
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 Additionally using the power spectra calculations in developing a transfer function 
gives a poor estimate of the response as it includes power from both the coherent and 
incoherent parts of the signal. The coherent part of the signal is thus estimated by 
performing a discrete Fourier transform at the forcing frequency over a 0.1 second window 
and averaging 15 ensembles phase referenced to the same point in time. Because the 
excitation signal contains no phase drift, averaging the complex coefficients brings out the 
coherent content of the signal while the incoherent part of the signal containing phase drift 
is averaged out due to phase cancellation. An infinite recording would cause the incoherent 
noise to go to zero while the coherent signal remains. Figure 72 shows a comparison 
between the power spectra estimate and the ensemble averaged complex Fourier 
coefficients for a recording of 1.5 seconds on the left and a recording of 60 seconds on the 
right. The PMT measurement has a cross coherence of 0.06 over the 60 second window 
and a cross coherence of 0.04 over the 1.5 second window. On the left, the incoherent 
signal has been significantly reduced, but the coherent signal has not been fully recovered. 
On the right, the 60 seconds has fully recovered the coherent part while eliminating the 
incoherent parts of the signal. The heat release data was calculated over a 2 second span, 




Figure 72 - Comparison of ensemble averaged Fast Fourier Transform (FFT) and 
estimated power spectrum (PSD) on normalized response of heat release over 1.5 
seconds (left) and 60 seconds (right) for 390 Hz OP data set. 
 Having developed the tools needed for calculating a transfer function, let us 
consider possible inputs. Figure 73 shows different acoustic measurements from the 
upstream pipe of the middle nozzle as a function of the normalized heat release for both 
the 390 Hz and 1170 Hz cases. Specifically the figure shows the magnitude of the Fourier 
coefficients from the middle nozzle top acoustic sensor, ?̂?𝑝𝑀𝑀𝑀𝑀, the middle nozzle bottom 
acoustic sensor, ?̂?𝑝𝑀𝑀𝑀𝑀, and their difference, ?̂?𝑝𝑀𝑀𝑀𝑀 − ?̂?𝑝𝑀𝑀𝑀𝑀. The top sensor is located 
approximately 9.25 inches upstream of the nozzle exit, and the bottom sensor is located 
one inch further upstream.. The 390 Hz points are grouped into two collections: the 3 points 
on the left are the OP and IP with minimization cases and the one point on the right is the 
IP case without minimization. The points on the left have a low coherence and thus a higher 
uncertainty in position. Additionally due to the poor coherence of the measurements and 
lack of measurements with a strong response, no good correlation can be made from this 
data set for 390 Hz. The 1170 Hz data on the other hand shows a good correlation between 
the heat release and both the bottom sensor and sensor differential. The top sensor has 
values that appear near zero as the axial minimization attempted to place a pressure node 
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at that condition. Given that the 1170 Hz data shows a strong correlation, a good transfer 
function can be calculated using just the bottom sensor, but that transfer function would 
not be able to capture the response to different axial acoustic mode shapes. 
 
Figure 73 - Different acoustic measurements as a function of normalized heat 
release. 
A different metric can be used to account for the different axial acoustic mode 
shapes: the acoustic energy density. The acoustic energy density takes into account all of 
the acoustic measurements from Figure 73, which should ignore any mode shape effects 







+ 𝜌𝜌0|𝑣𝑣�|2�, (5.2) 
where the pressure is the averaged pressure coefficient from the two measurements, the 
density (𝜌𝜌0) and speed of sound (𝑐𝑐0)are estimated based on the mixture with seeding air, 
and the acoustic velocity is estimated using a linearized 1D Euler equation. Specifically 








This velocity estimate is susceptible to noise as the difference amplifies the noise found in 
either pressure signal. 
Figure 74 shows the acoustic energy density plotted as a function of the normalized 
heat release. The figure shows no trend for the 390 Hz cases, and similarly shows a large 
spread in the data points for the 1170 Hz cases. The three points on the left of the 390 Hz 
plot are the OP and the IP with axial minimization cases, which all have a low coherence 
and large uncertainty in their normalized chemiluminescence measurements. Because the 
metric independent of the mode shape shows a poor trend for both frequencies, the heat 
release response must be a strong function of the axial acoustic mode shape.  
 
Figure 74 - Normalized heat release vs. estimated acoustic energy density. 
 As mentioned earlier, Tammisola and Juniper [127] showed that the nozzle exit is 
the most sensitive region to acoustic forcing. Additionally it was shown in Chapter 2 that 
the axial minimization reduced the nozzle exit velocity fluctuations and in Chapter 3 that 
this reduced the 𝑚𝑚 = 0 mode. Here have shown that acoustic measurements taken at a 
different location do not well predict the flame response even when the mode shape is 
ignored. Given this information, a logical conclusion is that the proper input to the transfer 
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function is the axial velocity fluctuation at the nozzle exit due to an axisymmetric 
disturbance.  
Figure 75 shows the relationship between the average 𝑚𝑚 = 0 mode coefficient and 
the heat release for the 390 Hz cases. The case to the far left is the OP case. The case in the 
middle is the IP case with axial minimization, and the case on the far right is the IP case 
without any minimization. This plot clearly shows that the 𝑚𝑚 = 0 mode works well as the 
input to the transfer function. Additionally the plot shows that a line fit to the data points 
does not pass through the origin as expected. This could be due to non-linearity within the 
flow field or uncertainty in the data measurement. Given the small recording time and low 
cross-coherence of the heat release measurements, it is most likely the latter. The 1170 Hz 
case is not shown because the heat release measurements were not taken simultaneously 
with the PIV measurements and because there is an issue with the repeatability of the 
acoustic field. 
 
Figure 75 - Normalized heat release plotted as a function of the average 
axisymmetric axial disturbance measured at 𝒛𝒛/𝑫𝑫 = 𝟎𝟎.𝟏𝟏𝟓𝟓. 
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5.2 Local Comparison between Helical Modes and Heat Release 
Having shown that the global heat release response is a strong function of the 𝑚𝑚 = 0 
mode near the nozzle exit, we next look at the impact of the 𝑚𝑚 = 0 mode on the local heat 
release. Figure 76 shows a plot of the discretely measured axisymmetric mode data with 
duplicates and the envelope of heat release fluctuations as a function of downstream 
distance. The IP forcing case without any minimization, as expected, shows a stronger 
helical mode content and a stronger heat release profile. The radial helical mode content 
peaks around an axial distance of 1.2 while the heat release peaks around a distance of 1.4. 
This peak is related to the reflection of the flame from the OH filter on the other side of the 
combustor, and no direct conclusions can be drawn from it. As mentioned in Section 2.2.4, 
measurements in the region 𝑧𝑧/𝐷𝐷 ∈ (0.5,1.33) are contaminated by the reflection, resulting 
in higher values and potentially non-local measurements. Despite this contamination, the 
heat release profile contains a bimodal structure due to interference patterns on the flame 
edge between convecting vortical disturbanes and the acoustic field. The first peak shows 
a 180 degree phase shift from the trend seen in the downstream heat release response, most 
likely related to the switch between dominant axial and radial modes. The cross coherence 
is strong throughout the flow field (> 0.8), except at nodal points in the interference pattern 
and at further downstream distances (𝑧𝑧/𝐷𝐷 > 1.7). The nodal region occurs within the 
reflection; however the reflection would not have distorted the measurement in such a way 
to create this node. In other words, the reflection would not have created the approximately 
𝜋𝜋 radian phase jump between the first coherent axial section and the section coherent axial 
section. The main effects of the reflection would be to change the nodal location, the peak 




Figure 76 - Axisymmetric mode content (top-left) for axial (open) and radial (filled) 
modes from the 390 Hz IP cases with and without minimization and (top-right) 
normalized heat release response as a function of axial distance. (bottom-left) angle 
of cross power spectral density (CPSD) estimate of heat release fluctuations at the 
forcing frequency referenced to the same point as (bottom-right) cross-coherence of 
heat release fluctuations at forcing frequency. 
On the other hand, the IP case with minimization in Figure 76 shows little coherent 
response as the cross coherence decays rapidly away from the chosen location. The 
envelope shows no peaks, and the angle of the heat release disturbance shows a trend 
moving upstream. Given the poor coherence of the signal, this line likely has no physical 
meaning. Figure 76 strongly supports the idea that a stronger axisymmetric mode leads to 
stronger heat release response both locally and globally. 
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5.3 Chapter Summary 
This chapter has considered the question of how a transverse acoustic field without 
induced axial acoustics effects the heat release. It was shown that the induced axial 
acoustics inside of the nozzle are not a good predictor of the response of a swirl flame, but 
rather that the axisymmetric velocity at the nozzle exit was the proper input for a transfer 
function because  this location is the most sensitive region of the flow field to velocity 
perturbations. Therefore, the response to transverse acoustics is due primarily to this region 
of the flow field. Global heat release responses occur when the axisymmetric mode is 
induced here, which can be caused by strong induced axial acoustics or a weak axial 
acoustic antinode.  
The local heat release response is also strongly a function of the axisymmetric 
mode. The heat release envelope showed similar trends to the measurements of the 
axisymmetric mode at discrete locations, following the radial axisymmetric mode quite 
well. However, the contamination of the CH* measurement means that this may have been 
caused by the captured reflection. When the axisymmetric mode was reduced at the nozzle 
exit, it was successively reduced throughout the flow field resulting in an incoherent flame 
response. 
This chapter proves that the 𝑚𝑚 = 0 mode is responsible for the heat release. Cases 
without significant 𝑚𝑚 = 0 modes showed a heat release response that was 
indistinguishable from the noise. Additionally it shows that the transverse to axial 
coupling matters when it results in an axial velocity antinode at the nozzle exit. This 
coupling excites the 𝑚𝑚 = 0 hydrodynamic mode responsible for the heat release. 
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Therefore, the role of transverse acoustics in the heat release response is to induce an 
axial acoustic field in the upstream pipe that creates an axisymmetric velocity disturbance 
at the nozzle exit. This chapter showed that when this condition is not met, the flame does 
not respond coherently to the transverse excitation.  
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CHAPTER 6. CONCLUSIONS AND FUTURE WORK 
Previous work on swirl flames within a transverse acoustic field did not attempt to 
isolate the effects of the transverse acoustic field from the axial acoustic field. Their 
measurements of transverse transfer functions inherently captured the coupling between 
the two fields. The first aim of this work was to experimentally isolate the transverse 
acoustic field for an acoustically compact flame and study its impact on the flow and flame 
structures and response. A method of isolating the transverse acoustics was created, using 
simultaneous axial and transverse forcing combined in such a way that the axial forcing 
counters the induced axial acoustics of the transverse forcing. The flow field and flame 
response were studied for this forcing configuration. Second, this work developed a novel 
interpolation approach using helical modes as a basis function to calculate the flow field 
response of the volume from planar measurements. The work demonstrated the 
effectiveness of this method on the aforementioned transversely forced flow fields. 
6.1 Conclusions 
The first major contribution of this work is to show the effects of pure transverse 
forcing on an acoustically compact flame and flow field. It was shown that a pressure node 
and a pressure antinode above the nozzle result in fundamentally different helical modes 
in the flow field. For a pressure node (OP), 𝑚𝑚 = ±1 modes were dominant throughout the 
flowfield with 𝑚𝑚 = +1 becoming dominant at further downstream distances. The pressure 
antinode (IP) forcing, on the other hand, resulted in a dominant 𝑚𝑚 = 0 mode throughout 
the flow field and showed a strong response in the global and local heat release 
measurements. These findings are in agreement with previous work that contains axial 
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coupling as well as theory predicting the flame response based on the G-equation. When 
the axial to transverse coupling was corrected for by eliminating the axial velocity 
fluctuations at the nozzle exit, the coherent 𝑚𝑚 = 0 modes disappeared. The heat release 
response for this purely transverse forcing was also non-existent while measurements of 
the axial acoustic energy inside of the mixing pipe showed that the acoustic energy was not 
minimized. This strongly suggests that the flow field and flame response to the axial 
acoustics is dependent on the axial mode shape, specifically whether there is an axial 
velocity antinode at the nozzle exit. This strongly supports the hypothesis that the axial 
acoustics induced in the inlet section of the rig are responsible for the axisymmetric vortical 
structures and the heat release response of the flame. 
Therefore there are two practical strategies for eliminating the flame response to a 
transverse acoustic wave: 1) eliminate the induced axial acoustics and 2) create an axial 
velocity antinode at the nozzle exit. The first strategy can be performed by installing 
nozzles with a high impedance at the problematic frequencies to damp any axial acoustic 
fields. Another way to achieve this method would be to place Helmholtz resonators at 
locations corresponding to pressure antinodes within the nozzles, passively canceling the 
axial acoustic field. However, these two methods could still leave axial acoustics that are 
strong enough to excite the necessary axisymmetric modes. A third method for cancelling 
the acoustics is to actuate the flow upstream of the combustor. This method can cancel the 
axial acoustic field or it could change the axial acoustic mode shape, strategy two.  
Care should be exercised when applying these results to non-compact flames. It is 
not that flames do not have local heat release fluctuations when excited by transverse 
acoustic waves and/or helical hydrodynamic modes. Rather, these disturbances have 
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opposite phases on opposing sides of the flame and, consequently, cancel out when 
calculating the spatially-integrated heat release. However, it is not the spatially-integrated 
heat release that controls the rate at which the flame adds energy to the acoustic field- it is 
the spatial integral of the product of the heat release and pressure perturbation. If the flame 
is acoustically compact, the acoustic pressure is essentially uniform and comes out of the 
integral. However, if there is an acoustic pressure phase reversal across the flame, it is 
possible that energy is added to the acoustic field even in cases where the spatially 
integrated unsteady heat release is zero. Schwing et al. [86, 89, 90, 93] has developed 
models for high frequency acoustic-flame interactions that couple flame wrinkling and 
acoustic disturbances. Additionally the author points readers interested in non-compact 
flame-acoustic interactions to rocket literature, specifically the work of Blackshear [11] 
and Rogers [9]. 
The second contribution of this work is the novel interpolation method. The method 
utilizes a linear least squares approach, multiple 𝑟𝑟-𝜃𝜃 planes, and a single 𝑟𝑟-𝑧𝑧 plane to extract 
helical mode coefficients throughout the volume. Specifically for this flow field, the 
method uses a curvilinear coordinate system in (𝑟𝑟, 𝑧𝑧) to follow the streamlines of the 
expanding and contracting annular jet, as the helical modes grow and decay along these 
lines. The method used helical modes as a basis function for interpolating the Fourier 
coefficients at the forcing frequency throughout the volume. A caveat on this method is 
that the method approximates the axial phase speeds of the helical modes from the total 
disturbance field measured in the 𝑟𝑟-𝑧𝑧 plane, which does not allow the phase speeds of non-
dominant helical modes to be computed accurately. Additionally the number of 𝑟𝑟-𝜃𝜃 planar 
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measurements included determines how well the mode shapes can be resolved in the axial 
direction.  
This work used the results of the interpolation to add insight into the understanding 
of the flow field, namely by spatially reconstructing the complex helical mode coefficients 
and then radially decomposing them into symmetric and anti-symmetric components about 
the jet core. It was shown that the flow field response to the transverse forcing was 
predominantly anti-symmetric regardless of the forcing configuration. This effectively 
demonstrated that the method is effective at interpolating the volume and allows for 
additional spatial analysis to be performed on these helical modes. 
6.2 Recommended Future Work 
The first recommendation for future work is experimental: identify the source of the 
lack of repeatability in the higher frequency forcing cases. The first recommended step is 
to implement a phase calibration for the speakers. While the acoustic field may be correct 
at room temperature conditions, the repeatability disappears as soon as the flame is present. 
The second recommendation is to install acoustic sensors to measure the axial acoustic 
velocity at the nozzle exit. This gives a measurement of the axial velocity fluctuations and 
enables real-time axial minimization to be performed. The author would also recommend 
performing 𝑟𝑟-𝜃𝜃 sPIV measurements at the nozzle exit simultaneously with 
chemiluminescence measurements for longer recording times and at more frequencies. 
This will test the generalization of the finding that the axisymmetric mode correlates 
strongly with the heat release and test the limits of the acoustically compact flame 
assumption. For the work presented here, the heat release and 𝑚𝑚 = 0 coefficient were not 
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measured simultaneously, so they needed to be averaged over multiple data cases and then 
plotted in Figure 75. Simultaneous measurements would allow for more data points with 
which to calculate a transfer function. 
The interpolation method can also be refined. Currently the method uses an axial phase 
function requiring a-priori knowledge of the phase speed. Unfortunately this can only be 
measured for the dominant disturbances, and thus the dispersion of different helical modes 
is lost. To correct for this, the dispersion relations of each helical mode should be modelled 
and linearized around the dominant mode at the given frequency. This would allow an 
estimate for each helical mode to be calculated a-priori. The second option is to perform a 
non-linear least squares method with the phase parameters as an input. This would slow 
the fit by introducing more variables but would allow for the phases of each helical mode 
to be calculated separately. 
Additionally, several questions emerge from this work for future studies. First, while 
the flow dynamics appear to remain linear here, it will be of interest to study this 
configuration over a larger range of forcing amplitudes where strong nonlinearities arise. 
This raises the questions of if and how nonlinear competition between symmetric and 
asymmetric modes, co- and counter-rotating modes, or co- or counter-winding modes arise. 
For example, would one of the modes, say the 𝑚𝑚 = −1 be completely eliminated in favour 
of another mode? A related study of interest would be excitation of additional modes; for 
example, by exciting the 𝑚𝑚 = −1, 𝑚𝑚 = 0, and 𝑚𝑚 = +1 modes with comparable amplitude 
(which can be done with a traveling acoustic wave, rather than a standing wave). In 
addition, exciting other even modes with significant amplitudes, such as |𝑚𝑚| = 2 will be 
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of interest, to see how axisymmetric and helical disturbances interact, as well as even and 
odd modes.  
One of the key challenges with measurements of this nature is handling the large 
volumes of data that are acquired; indeed, transferring data from cameras is one of the main 
time requirements for the experimental campaigns, and camera memory generally limits 
the size of data records. While the data acquired here was sufficient to elucidate to high 
precision key spectral characteristics, the ability to transfer and manipulate much larger 
data sets will also enable answering additional questions. For example, one interesting 
question is the degree of interaction between the different modes – as they undergo inherent 
phase jitter, are their motions phase locked to each other or do they evolve completely 
independently? This question can be addressed by determining the coherence between 
these quantities, whose meaningful estimate would require roughly an order of magnitude 
longer time series. In addition, returning to the nonlinear interactions question, longer data 
sets will be required to analyse higher order nonlinear correlations (e.g., the degree of 
interaction for the 𝑚𝑚 = +1 mode at 𝜔𝜔 and the 𝑚𝑚 = 1 mode at 2𝜔𝜔), such as the bispectrum.  
These studies motivate additional theoretical studies as well. In particular, while the 
𝑚𝑚 = +1 mode was preferentially amplified, it would be of interest to analyse the relative 
roles of shear, centrifugal instabilities, baroclinic torque, and dilatation in controlling these 
results. Such a study could also assess the sensitivity of these results to small variations in, 
say, relative locations of the shear layer and flame which strongly influences how induced 
baroclinic vorticity interacts with shear-generated vorticity. Related questions arise for the 
forced response of a flow, and how the different shear, rotation, and gas expansion terms 




APPENDIX A. DETAILED PART DRAWINGS 
The next few pages show detailed drawings of the combustor, the nozzle, the 
windows, and the ceramic liner. The combustor box was water-jetted from 3/8” stainless 
steel sheets, and the cylindrical geometries were created on a lathe from stainless steel. The 
exception to this is the swirler which was 3D printed using Inconel. The exact drawings for 
the swirler are replaced with a generic swirler as the original was designed by a project 




A.1 Combustor Box 
The box was water-jetted from 3/8” stainless steel sheets with the exception of the 
swirler block, which required a more complicated machining process. The acoustic 
standoff tubes are 26 inches long with the speakers mounted to the ends. The ignitor was 
moved from the top of the combustor to the plate on the front face. The ignitor mount held 
two electrodes connected to a transformer that created a spark at 5kHz, and a tube that 



















A.2 Ceramic Box 
The ceramic box was designed to fit inside of the metal box without blocking any 
openings. It was made from Zircar RSLE-57 ceramic with a thickness of 0.5 inches. The 
bottom plate was designed so that the dump plane would be flush. The ceramic was glued 





















The front and back windows were repurposed from a previous experiment by 
Jacqueline O’Connor [128]. Below are shown the drawings for the frames. For the front 
and back windows, an 1/8” graphite gasket sealed the 0.25” thick quartz glass between the 
stainless steel window frames. For the top window, a 0.25” window was sealed against the 
top of the combustor using the same gasket material. A third window frame on the side 
was added to allow a laser sheet to enter the combustor. The hole pattern of this window 
was set to match the hole pattern of the side piece, which was also adjusted to allow the 







































A.5 Upstream Critical Orifice Assembly 
The upstream critical orifice is shown below with detailed drawings on the next 
page. Not shown in these drawings are the O-ring grooves used to seal this. The preheated 
air flows from the side with the smaller opening through the orifice plate and out the larger 
opening into the mixing pipe. The orifice was calibrated using known flow rates, and the 
flow rate is metered for temperature and pressure immediately upstream. The plate holders 
are welded onto the 0.5” pipe and the cross fitting for the 2.5” pipe. The orifice size was 
chosen to allow the desired flow rates through. Standard choked orifice calculations were 







APPENDIX B.  LIST OF AVAILABLE TEST DATA  
B.1 Data Set 1: Single Nozzle Spring 2014 (not used in analysis) 
For this particular data set, the outer two nozzles were not plugged but were not 
flowing air or fuel (natural gas). The air preheat temperature for all cases was 505K. The 
nominal nozzle velocity was 25 and 50 m/s calculated based only on the air. The 
equivalence ratio was 0.85 regardless of velocity. The air mass flow rates were 0.0168 and 
0.034 kg/s. The diagnostics used were sPIV and OH-PLIF at 3kHz in the 𝑟𝑟-𝑧𝑧 plane. There 
were no simultaneous acoustic measurements taken. A total of 2278 sPIV image pairrs and 
5405 OH-PLIF images were taken. The dt was set at 14𝜇𝜇𝑠𝑠 and 10𝜇𝜇𝑠𝑠 for the 25 and 50 m/s 
cases respectively. The camera angles were set at approximately 35 degrees to the normal 
of the measurement plane and the image resolution was approximately 0.08mm/pixel. This 
gives a velocity uncertainty of 0.57 m/s and 0.8 m/s for the instantaneous in-plane velocity 
components for the 25 and 50 m/s cases respectively, based off of a 1/10th pixel sub-grid 
interpolation uncertainty. The calculated vectors are within ±1.2 𝑟𝑟/𝐷𝐷 and 0 to 1.5 𝑧𝑧/𝐷𝐷. 
Table 4 shows the data cases taken for the single nozzle case. All forcing signals were at 





Table 4 - Single Nozzle Spring 2014 Data Cases 
CaseName Velocity (m/s) Reacting Forcing 
d27 50 Yes 250 IP 
d28 50 Yes 390 IP 
d29 50 Yes 500 IP 
d30 50 Yes 1180 IP 
d31 50 Yes 250 OP 
d32 50 Yes 390 OP 
d33 50 Yes 500 OP 
d34 50 Yes 1180 OP 
d35 50 No  None 
d36 50 Yes None 
d37 25 Yes  250 IP 
d38 25 Yes 390 IP 
d39 25 Yes 500 IP 
d40 25 Yes 1180 IP 
d41 25 Yes 250 OP 
d42 25 Yes 390 OP 
d43 25 Yes 500 OP 
d44 25 Yes 1180 OP 
d45 25 No None  
d46 25 Yes  None 
B.2 Data Set 2: Triple Nozzle Spring 2015 (not used in analysis) 
For this data set, all three nozzles were flowing air and fuel (natural gas). The air 
preheat temperature for all cases was 505K. The nominal bulk nozzle velocities were 25, 
35 and 50 m/s calculated based only on the air. The equivalence ratios were set at 0.6, 0.85, 
0.6 for the center nozzle regardless of velocity. The diagnostics used were sPIV and OH-
PLIF at 5kHz in the 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-𝜃𝜃 planes. There were no simultaneous acoustic 
measurements taken. A total of 3765 sPIV image pairs and 5405 OH-PLIF images were 
taken. The upstream air pressure was fluctuating during the run, resulting in flow rate 
fluctuations so that the individual cases may vary by ±5% of the nominal bulk velocity. 
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Table 5 shows the data cases taken for the triple nozzle configuration in the r-z 
plane. All forcing signals were at 1V and had no longitudinal forcing. The dt was set at 
15𝜇𝜇𝑠𝑠 and 10𝜇𝜇𝑠𝑠 for the 25 and 50 m/s cases respectively. The camera angles were set at 
approximately 35 degrees to the normal of the measurement plane and the image resolution 
was approximately 0.1mm/pixel. This gives a velocity uncertainty of 0.67 m/s and 1 m/s 
for the instantaneous in-plane velocity components for the 25 and 50 m/s cases 
respectively, based off of a 1/10th pixel sub-grid interpolation uncertainty. 
Table 5 - Triple Nozzle Spring 2015 𝒓𝒓-𝒛𝒛 Data Cases 
Case Name Velocity (m/s) dt (𝝁𝝁𝒔𝒔) Reacting Forcing 
d1 25 15 Yes None 
d2 25 15 Yes None 
d3 25 15 Yes 390 Hz IP 
d4 25 15 Yes 390 Hz IP 
d5 25 15 Yes 390 Hz OP 
d6 25 15 Yes 390 Hz OP 
d7 25 15 Yes 1180 Hz IP 
d8 25 15 Yes 1180 Hz IP 
d9 25 15 Yes 1180 Hz OP 
d10 25 15 Yes 1180 Hz OP 
d11 25 15 Yes None 
d12 25 15 Yes 390 Hz IP 
d13 25 15 Yes 390 Hz OP 
d14 25 15 Yes 1180 Hz IP 
d17 50 10 Yes none 
d18 50 10 Yes 390 Hz IP 
d19 50 10 Yes 390 Hz OP 
d20 50 10 Yes 1180 Hz IP 
d21 50 10 Yes 1180 Hz OP 
d22 50 10 Yes 1180 Hz OP 
d23 50 10 Yes 1180 Hz IP 
d24 50 10 Yes 390 Hz OP 
d25 50 10 Yes 390 Hz IP 
d26 50 10 Yes none 
 183 
Table 6 shows the data cases taken for the triple nozzle configuration in the r-𝜃𝜃 
plane. All forcing signals were at 1V and had no longitudinal forcing. The velocities were 
chosen as 25, 35, and 50 m/s. Four different heights (𝑛𝑛
𝐷𝐷
= 0.35, 0.5, 1, 2) were looked at by 
traversing the laser sheet and cameras vertically. The camera angles were set at 
approximately 55 degrees to the normal of the measurement plane and the image resolution 
was approximately 0.094mm/pixel. This gives a velocity uncertainty of 1.18 m/s, 1.86 m/s 
and 3.03 m/s for the instantaneous in-plane velocity components for the 25, 35, and 50 m/s 
cases respectively, based off of a 1/10th pixel sub-grid interpolation uncertainty. Out-of-
plane velocity has an unquantified bias error. Comparisons between 𝑟𝑟-𝜃𝜃 and 𝑟𝑟-𝑧𝑧 time-
averaged flow fields agree well, so the bias error is very small for out-of-plane components. 
More details can be found in “TravisSpring2015LabBook_TripleNozzle.xlsx”. 
Table 6 - Triple Nozzle Spring 2015 𝒓𝒓-𝜽𝜽 Data Cases 
Case Name Velocity (m/s) dt (𝝁𝝁𝒔𝒔) Height (z/D) Forcing 
dth9 25 8 0.5 None 
dth10 25 8 0.5 None 
dth11 25 8 0.5 390 Hz IP 
dth12 25 8 0.5 390 Hz OP 
dth13 25 8 0.5 390 Hz OP 
dth14 25 8 0.5 390 Hz IP 
dth15 25 8 0.5 1180 Hz IP 
dth16 25 8 0.5 1180 Hz IP 
dth17 25 8 0.5 1180 Hz OP 
dth18 25 8 0.5 1180 Hz OP 
dth29 25 8 1 None 
dth30 25 8 1 None 
dth31 25 8 1 390 Hz IP 
dth32 25 8 1 390 Hz IP 
dth33 25 8 1 390 Hz OP 
dth34 25 8 1 390 Hz OP 
dth35 25 8 1 1180 Hz IP 
dth36 25 8 1 1180 Hz IP 
dth37 25 8 1 1180 Hz OP 
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dth38 25 8 1 1180 Hz OP 
dth43 25 8 2 None 
dth44 25 8 2 None 
dth45 25 8 2 390 Hz IP 
dth46 25 8 2 390 Hz IP 
dth47 25 8 2 390 Hz OP 
dth48 25 8 2 390 Hz OP 
dth49 25 8 2 1180 Hz IP 
dth50 25 8 2 1180 Hz OP 
dth51 25 8 2 1180 Hz IP 
dth52 25 8 2 1180 Hz OP 
dth53 35 5.04 2 None 
dth54 35 5.04 2 390 Hz IP 
dth55 35 5.04 2 None 
dth56 35 5.04 2 390 Hz IP 
dth57 35 5.04 2 390 Hz OP 
dth58 35 5.04 2 390 Hz OP 
dth59 35 5.04 2 1180 Hz IP 
dth60 35 5.04 2 1180 Hz OP 
dth61 35 5.04 2 1180 Hz OP 
dth62 35 5.04 2 1180 Hz IP 
dth63 50 3.1 2 None 
dth64 50 3.1 2 390 Hz IP 
dth65 50 3.1 2 390 Hz IP 
dth66 50 3.1 2 390 Hz OP 
dth67 50 3.1 2 390 Hz OP 
dth68 50 3.1 2 None 
dth69 50 3.1 2 1180 Hz IP 
dth70 50 3.1 2 1180 Hz OP 
dth71 50 3.1 2 1180 Hz OP 
dth72 50 3.1 2 1180 Hz IP 
dth73 25 8.02 0.35 None 
dth74 25 8.02 0.35 390 Hz IP 
dth75 25 8.02 0.35 390 Hz OP 
dth76 25 8.02 0.35 1180 Hz IP 
dth77 25 8.02 0.35 1180 Hz OP 
dth78 25 8.02 0.35 1180 Hz OP 
dth79 25 8.02 0.35 1180 Hz IP 
dth80 25 8.02 0.35 390 Hz OP 
dth81 25 8.02 0.35 390 Hz IP 




B.3 Data Set 3: Triple Nozzle Spring 2016 
For this data set, all three nozzles were flowing air and fuel (natural gas). The air 
preheat temperature for all cases was 505K. The nominal bulk nozzle velocity was 25 m/s 
calculated based only on the air. The equivalence ratios were set at 0.6, 0.95, 0.6 for the 
center nozzle regardless of velocity. The diagnostics used were sPIV and OH-PLIF at 5kHz 
in the 𝑟𝑟-𝑧𝑧 and 𝑟𝑟-𝜃𝜃 planes. Simultaneous acoustic measurements were taken. A total of 7530 
sPIV image pairs and 5405 OH-PLIF images were taken. The flow issues experienced by 
the previous experiment was fixed for this case so that all velocities are repeatable to within 
±0.25 m/s. This particular data set is the first data set that includes longitudinal 
cancellation. All cases are reacting cases. 
Table 7 shows the data cases taken for the triple nozzle configuration in the r-z 
plane. The camera angles were set at approximately 35 degrees to the normal of the 
measurement plane and the image resolution was approximately 0.036mm/pixel. This 
gives a velocity uncertainty of 1.07 m/s for the instantaneous in-plane velocity components, 
based off of a 1/10th pixel sub-grid interpolation uncertainty.  
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Table 7 - Triple Nozzle Spring 2016 𝒓𝒓-𝒛𝒛 Data Cases 
Case Name Velocity 
(m/s) 
dt (𝝁𝝁𝒔𝒔) Minimization Forcing 
MicroPIV_3Nozzle_0000_no_1 25 3.36 none None 
MicroPIV_3Nozzle_0390IP_no_2 25 3.36 none 390 Hz IP 
MicroPIV_3Nozzle_0390IP_yes_1 25 3.36 Yes 390 Hz IP 
MicroPIV_3Nozzle_0390IP_yes_2 25 3.36 Yes 390 Hz IP 
MicroPIV_3Nozzle_1170IP_no_1 25 3.36 none 1170 Hz IP 
MicroPIV_3Nozzle_1170IP_no_2 25 3.36 none 1170 Hz IP 
MicroPIV_3Nozzle_1170IP_yes_1 25 3.36 Yes 1170 Hz IP 
MicroPIV_3Nozzle_1170IP_yes_2 25 3.36 Yes 1170 Hz IP 
MicroPIV_3Nozzle_0390OP_no_1 25 3.36 none 390 Hz OP 
MicroPIV_3Nozzle_0390OP_no_2 25 3.36 none 390 Hz OP 
MicroPIV_3Nozzle_1170OP_no_1 25 3.36 none 1170 Hz OP 
MicroPIV_3Nozzle_1170OP_no_2 25 3.36 none 1170 Hz OP 
MicroPIV_3Nozzle_0000_no_3 25 3.36 none None 
MicroPIV_3Nozzle_0390IP_no_3 25 3.36 none 390 Hz IP 
Table 8 shows the data cases taken for the triple nozzle configuration in the r-𝜃𝜃 
plane. All transverse forcing signals were at 1V but the longitudinal amplitudes were varied 
to minimize axial velocity fluctuations. The flow conditions were the exact same as the r-
z experiments. Four different heights (𝑛𝑛
𝐷𝐷
= 0.15, 0.67, 1.2, 1.7) were looked at by 
traversing the laser sheet and cameras vertically. The camera angles were set at 
approximately 55 degrees to the normal of the measurement plane and the image resolution 
was approximately 0.09mm/pixel. This gives a velocity uncertainty of 2.67 m/s for the 
instantaneous in-plane velocity components, based off of a 1/10th pixel sub-grid 




Table 8 - Triple Nozzle Spring 2016 𝒓𝒓-𝜽𝜽 Data Cases 
Case Name Velocity 
(m/s) 
dt (𝝁𝝁𝒔𝒔) Min. Height 
(z/D) 
Forcing 
3Nozzle_0000_no_h015_1 25 8 none 0.15 None 
3Nozzle_0000_no_h015_2 25 8 none 0.15 None 
3Nozzle_0390IP_no_h015_1 25 8 none 0.15 390 Hz IP 
3Nozzle_0390IP_no_h015_2 25 8 none 0.15 390 Hz IP 
3Nozzle_0390IP_yes_h015_1 25 8 Yes 0.15 390 Hz IP 
3Nozzle_0390IP_yes_h015_2 25 8 Yes 0.15 390 Hz IP 
3Nozzle_1170IP_no_h015_1 25 8 none 0.15 1170 Hz IP 
3Nozzle_1170IP_no_h015_2 25 8 none 0.15 1170 Hz IP 
3Nozzle_1170IP_yes_h015_1 25 8 Yes 0.15 1170 Hz IP 
3Nozzle_1170IP_yes_h015_2 25 8 Yes 0.15 1170 Hz IP 
3Nozzle_0390OP_no_h015_1 25 8 none 0.15 390 Hz OP 
3Nozzle_0390OP_no_h015_2 25 8 none 0.15 390 Hz OP 
3Nozzle_1170OP_no_h015_1 25 8 none 0.15 1170 Hz OP 
3Nozzle_1170OP_no_h015_2 25 8 none 0.15 1170 Hz OP 
3Nozzle_0000_no_h067_2 25 8 none 0.67 None 
3Nozzle_0000_no_h067_3 25 8 none 0.67 None 
3Nozzle_0390IP_no_h067_1 25 8 none 0.67 390 Hz IP 
3Nozzle_0390IP_no_h067_2 25 8 none 0.67 390 Hz IP 
3Nozzle_0390IP_yes_h067_1 25 8 Yes 0.67 390 Hz IP 
3Nozzle_0390IP_yes_h067_2 25 8 Yes 0.67 390 Hz IP 
3Nozzle_1170IP_no_ h067_1 25 8 none 0.67 1170 Hz IP 
3Nozzle_1170IP_no_ h067_2 25 8 none 0.67 1170 Hz IP 
3Nozzle_1170IP_yes_ h067_1 25 8 Yes 0.67 1170 Hz IP 
3Nozzle_1170IP_yes_ h067_2 25 8 Yes 0.67 1170 Hz IP 
3Nozzle_0390OP_no_ h067_1 25 8 none 0.67 390 Hz OP 
3Nozzle_0390OP_no_ h067_2 25 8 none 0.67 390 Hz OP 
3Nozzle_1170OP_no_ h067_1 25 8 none 0.67 1170 Hz OP 
3Nozzle_1170OP_no_ h067_2 25 8 none 0.67 1170 Hz OP 
3Nozzle_0000_no_h120_1 25 8 none 1.2 None 
3Nozzle_0000_no_h120_2 25 8 none 1.2 None 
3Nozzle_0390IP_no_ h120_1 25 8 none 1.2 390 Hz IP 
3Nozzle_0390IP_no_ h120_2 25 8 none 1.2 390 Hz IP 
3Nozzle_0390IP_yes_ h120_1 25 8 Yes 1.2 390 Hz IP 
3Nozzle_0390IP_yes_ h120_2 25 8 Yes 1.2 390 Hz IP 
3Nozzle_1170IP_no_ h120_1 25 8 none 1.2 1170 Hz IP 
3Nozzle_1170IP_no_ h120_2 25 8 none 1.2 1170 Hz IP 
3Nozzle_1170IP_yes_ h120_1 25 8 Yes 1.2 1170 Hz IP 
3Nozzle_1170IP_yes_ h120_2 25 8 Yes 1.2 1170 Hz IP 
3Nozzle_0390OP_no_ h120_1 25 8 none 1.2 390 Hz OP 
3Nozzle_0390OP_no_ h120_2 25 8 none 1.2 390 Hz OP 
3Nozzle_1170OP_no_ h120_1 25 8 none 1.2 1170 Hz OP 
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3Nozzle_1170OP_no_ h120_2 25 8 none 1.2 1170 Hz OP 
3Nozzle_0000_no_h170_1 25 8 none 1.7 None 
3Nozzle_0000_no_h170_2 25 8 none 1.7 None 
3Nozzle_0390IP_no_ h170_1 25 8 none 1.7 390 Hz IP 
3Nozzle_0390IP_no_ h170_2 25 8 none 1.7 390 Hz IP 
3Nozzle_0390IP_yes_ h170_1 25 8 Yes 1.7 390 Hz IP 
3Nozzle_0390IP_yes_ h170_2 25 8 Yes 1.7 390 Hz IP 
3Nozzle_1170IP_no_ h170_1 25 8 none 1.7 1170 Hz IP 
3Nozzle_1170IP_no_ h170_2 25 8 none 1.7 1170 Hz IP 
3Nozzle_1170IP_yes_ h170_1 25 8 Yes 1.7 1170 Hz IP 
3Nozzle_1170IP_yes_ h170_2 25 8 Yes 1.7 1170 Hz IP 
3Nozzle_0390OP_no_ h170_1 25 8 none 1.7 390 Hz OP 
3Nozzle_0390OP_no_ h170_2 25 8 none 1.7 390 Hz OP 
3Nozzle_1170OP_no_ h170_1 25 8 none 1.7 1170 Hz OP 
3Nozzle_1170OP_no_ h170_2 25 8 none 1.7 1170 Hz OP 
B.4 Data Set 4: Triple Nozzle Summer 2016 
For this data set, all three nozzles were flowing air and fuel (natural gas). The air 
preheat temperature for all cases was 505K. The nominal bulk nozzle velocity was 25 m/s 
calculated based only on the air. The equivalence ratios were set at 0.6, 0.95, 0.6 for the 
center nozzle regardless of velocity. Seeding air was included in the run. The diagnostics 
used were sPIV (2xSA5s), OH-PLIF (SA1.1 with HiCatt and UV Circa Lens), and CH* 
Chemiluminescence (SA3 with IRO and CH* filter) at 5kHz in the 𝑟𝑟-𝑧𝑧 plane. Simultaneous 
acoustic measurements were taken at 50kHz. A total of 7530 sPIV image pairs and 5405 
OH-PLIF images were taken. This data set includes longitudinal minimization. All cases 
are reacting cases. 
Table 9 shows the data cases taken for the triple nozzle configuration in the r-z 
plane. The PIV camera angles were set at approximately 35 degrees to the normal of the 
measurement plane and the image resolution was approximately 0.13mm/pixel. This gives 
a velocity uncertainty of 1.3 m/s for the instantaneous in-plane velocity components, based 
 189 
off of a 1/10th pixel sub-grid interpolation uncertainty. The calculated vectors are within 
±1.5 𝑟𝑟/𝐷𝐷 and 0 to 2.5 𝑧𝑧/𝐷𝐷. More details can be found in 
“TripleNozzle_June2016_LabBook.xlsx”. 
Table 9 - Triple Nozzle Summer 2016 𝒓𝒓-𝒛𝒛 Data Cases 
Case Name Velocity (m/s) dt (𝝁𝝁𝒔𝒔) Min. Forcing 
RZ_3Nozzle_0000_no_1 25 10 none None 
RZ _3Nozzle_0390IP_no_1 25 10 none 390 Hz IP 
RZ _3Nozzle_0390IP_yes_1 25 10 Yes 390 Hz IP 
RZ _3Nozzle_1170IP_no_1 25 10 none 1170 Hz IP 
RZ _3Nozzle_1170IP_yes_1 25 10 Yes 1170 Hz IP 
RZ _3Nozzle_1170IP_yes_2 25 10 Yes 1170 Hz IP 
RZ _3Nozzle_0390OP_no_1 25 10 none 390 Hz OP 
RZ _3Nozzle_1170OP_no_1 25 10 none 1170 Hz OP 
B.5 Data Set 5: Triple Nozzle Chemiluminescence Fall 2016 
For this data set, all three nozzles were flowing air and fuel (natural gas). The air 
preheat temperature for all cases was 505K. The nominal bulk nozzle velocity was 25 m/s 
calculated based only on the air. The equivalence ratios were set at 0.6, 0.95, 0.6 for the 
center nozzle regardless of velocity. No seeding air was injected for this particular case. 
CH* Chemiluminescence measurements from an SA-5 camera coupled to the HiCATT 
intensifier with a 50mm Nikkor lens were taken at 5kHz in the 𝑟𝑟-𝑧𝑧 plane simultaneous with 
acoustics and an OH* PMT measurement at 40kHz. A total of 5405 images were taken. 
This data set includes longitudinal minimization. All cases are reacting cases. Table 10 




Table 10 - Triple Nozzle 2016 Chemiluminescence Data Cases 
Case Name Velocity (m/s) Min. Forcing 
3Nozzle_0000_no_1 25 none None 
3Nozzle_0000_no_2 25 none None 
3Nozzle_0390IP_no_1 25 none 390 Hz IP 
3Nozzle_0390IP_no_2 25 none 390 Hz IP 
3Nozzle_0390IP_yes_1 25 Yes 390 Hz IP 
3Nozzle_0390IP_yes_2 25 Yes 390 Hz IP 
3Nozzle_1170IP_no_1 25 none 1170 Hz IP 
3Nozzle_1170IP_no_2 25 none 1170 Hz IP 
3Nozzle_1170IP_yes_1 25 Yes 1170 Hz IP 
3Nozzle_1170IP_yes_2 25 Yes 1170 Hz IP 
3Nozzle_0390OP_no_1 25 none 390 Hz OP 
3Nozzle_0390OP_no_2 25 none 390 Hz OP 
3Nozzle_1170OP_no_1 25 none 1170 Hz OP 
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