A numerical scheme is developed for the evaluation of Abramowitz functions J n in the right half of the complex plane. For n = −1, . . . , 2, the scheme utilizes series expansions for |z| < 1 and asymptotic expansions for |z| > R with R determined by the required precision, and modified Laurent series expansions which are precomputed via a least squares procedure to approximate J n accurately and efficiently on each sub-region in the intermediate region 1 ≤ |z| ≤ R. For n > 2, J n is evaluated via a recurrence relation. The scheme achieves nearly machine precision for n = −1, . . . , 2, with the cost about four times of evaluating a complex exponential per function evaluation.
Introduction
The Abramowitz functions J n of order n, defined by
are frequently encountered in kinetic theory (cf., e.g., [7, 14] ), where the integral equations resulting from linearization of the Boltzmann equation have these functions (cf., e.g., [7, 14, 19, 16] ) as the kernels. The n-th order Abramowitz function J n satisfies the third order ODE [1, 2] zJ ′′′ n − (n − 1)J ′′ n + 2J n = 0 (2) and the recurrence relations
2J n (z) = (n − 1)J n−2 (z) + zJ n−3 (z).
Research on Abramowitz functions is rather limited. In [2] , about two pages of Section 27.5 are devoted to Abramowitz functions, which contain series and asymptotic expansions, originally developed in [1, 18, 23] . In [9] , numerical computation of Abramowitz functions is discussed when z is a positive real number, and, in particular, it is shown that the recurrence relation for J n is stable in both directions. In [20] , a more efficient and reliable numerical algorithm using Chebyshev expansions has been developed for the evaluation of J n (n = 0, 1, 2) when z is a positive real number.
For time-dependent or time-harmonic problems in kinetic theory, evaluation of Abramowitz functions with complex arguments is often required. However, we are not aware of any work on the evaluation of Abramowitz functions in complex domains.
In this paper, we develop an efficient and accurate numerical scheme for the evaluation of Abramowitz functions when its argument z is in the right half of the complex plane (denoted as C + = {z ∈ C| Re(z) ≥ 0}) for n ≥ −1. We first note that Chebyshev expansions are not good representations in the complex domain since Chebyshev polynomials are orthogonal polynomials only when the argument is real. Second, when |z| is small, say, less than r for some r > 0, a series expansion can be used to evaluate J n (z) accurately with small number of terms. Third, when |z| is large, say, greater than R for some R > 0, the truncated asymptotic expansion can be used to evaluate J n (z) accurately.
We now consider the intermediate region D = {z ∈ C + | r ≤ |z| ≤ R}, where neither the series expansion nor the asymptotic expansion can be used to achieve the required precision. Since 0 and ∞ are the only singular points of the ODE (2) satisfied by J n , standard ODE theory [8] shows that J n is analytic in C \ {0}. Thus, J n admits an infinite Laurent series representation in D by theory of complex variables [5] . One may naturally ask whether J n (z) can be well approximated by a truncated Laurent series in D. It turns out that such approximation requires excessively large number of terms to achieve high accuracy, even if we do not consider the difficulty encountered when solving it numerically. Furthermore, this global approximation is extremely ill-conditioned due to the fact that J n behaves like an exponential function asymptotically, making its dynamic range too large to be resolved numerically with high accuracy and rendering the scheme useless.
We propose two techniques to deal with the extreme ill-conditioning associated with the global approximation of J n in D. First, we extract out the leading factor in the asymptotic expansion of J n (z) and make a change of variable as follows:
It has been shown in [1, 18] that U n (ν) also satisfies a third order ordinary differential equation (ODE) with 0 a regular singular point and ∞ an irregular singular point. Thus, U n (ν) is analytic for z ∈ D and therefore can be represented by an infinite Laurent series in ν in the transformed domain. The main advantage of working with U n (ν) instead of J n (z) is that U n (ν) has much smaller dynamic range and thus admits more accurate and efficient approximation. Next, we divide the intermediate region D into several sub-regions D i = {z ∈ C + | r i ≤ |z| ≤ r i+1 } (i = 0, . . . , M − 1, r 0 = r, r M = R). By symmetry, we may further restrict ourself to consider the quarter-annulus domain Q i = {z ∈ C | Re(z) ≥ 0, Im(z) ≥ 0, r i ≤ |z| ≤ r i+1 } (i = 0, . . . , M − 1, r 0 = r, r M = R). On each sub-region Q i , we approximate U n (ν) via a modified Laurent series in ν where the coefficients of the series are obtained by solving a least squares problem where the linear system is set up by matching the function values with the values of the modified Laurent series representation on a set of N points on the boundary of Q i . The least squares problem is still ill-conditioned and the conditioning becomes worse as N increases, but its solution can be used to produce very accurate approximation to the function being approximated.
Here, we would like to remark that recently least squares method has been applied to construct accurate and stable approximation for many classes of functions. In [6] , it is used together with method of fundamental solutions to solve boundary value problems for the Helmholtz equation. In [12] , it is used to construct rational approximation for functions on the unit circle. In [3, 4] , it is shown that a wide class of functions can be approximated in an accurate and well-conditioned manner using frames and the least squares method. In [13] , the least squares method is used to construct efficient and accurate sum-of-Gaussians approximations for a class of kernels in mathematical physics. Needless to say, the least squares problem itself has to be solved using suitable algorithms. Many such algorithms exist (see, for example, [10, 11, 15, 21, 22] ).
For n ≥ 3, we apply the recurrence relation (4) to compute J n (z). We note that the recurrence relation only needs the values of J n for n = 0, 1, 2. Since many applications in kinetic theory require the evaluation of J −1 , we provide the direct evaluation of J −1 as well via our scheme since it is more efficient than using the recurrence relation.
Clearly, the scheme presented in this paper may be applied to the accurate evaluation of a very broad class of special functions in complex domains. Very often these special functions satisfy an ODE with a finite number of singular points. Therefore, they are analytic in complex domains excluding singular points and branch cuts. Complex analysis then ensures that Laurent series is a suitable representation to such functions in the domain. With a careful choice of the domain and suitable transformation, the least squares method becomes a reliable tool for constructing efficient, accurate and stable approximation for these functions.
The paper is organized as follows. Section 2 collects analytical results used in the construction of the algorithm. Section 3 discusses numerical algorithms for the evaluation of Abramowitz functions. Section 4 illustrates the performance and accuracy of the algorithm. The paper is concluded with a short discussion on possible extensions and applications of the work.
Analytical apparatus
The series expansion of J n takes the form
For n = 1, the coefficients can be found in [2, §27.5.4] with a
(1) 2 = 3(1 − γ)/2, and
(1)
where γ ≈ 0.577215664901532860606512 is Euler's constant. For n = −1, 0, the coefficients can be obtained from term-by-term differentiation of (6), together with (3):
For n = 2, the coefficients can be obtained from term-by-term integration of (6) together with
We have the following lemma regarding the convergence of the power series
k z k in the series expansion (6).
Lemma 1. For n = −1, . . . , 2, the power series
Proof. For n = 1, direct calculation shows that
Thus, the radius of convergence for
k z k is ∞ by the ratio test and the series converges for all complex numbers. We now split
k z k into the odd part and the even part:
For the odd part, direct calculation shows
Using the root test and Stirling's formula for factorials [5, p. 201] , we observe that the odd part converges for all complex numbers. For the even part, we claim that
We prove (13) by induction. First, (13) holds for k = 1 by direct calculation. Now, assume (13) holds for 2k − 2, i.e.,
By (10), it is easy to see that
using the second equation in (7), we have
where the first inequality follows from the triangle inequality, the second one follows from (15) , the third one follows from the induction assumption. Thus, the even part also converges for all complex numbers by the comparison and root tests, and Stirling's formula. Finally, the convergence of the power series for n = −1, 0, 2 follows from (8), (9) , (10) , (12) , (13) , the comparison and root tests, and Stirling's formula.
Even though (6) was originally derived under the assumption that z is positive real, it makes sense for any z = 0. Furthermore, it provides a natural analytic continuation [5, p. 283 ] of J n to C with the branch cut along negative real axis and the principal branch for ln z chosen to be, say, Im(ln z) ∈ (−π, π].
The asymptotic expansion of J n is given by [2, §27.5.8]:
where
1 = (3n 2 + 3n − 1)/12, and
Once again, (17) was originally derived under the assumption that z is real and positive [1, 18] . One may, however, verify that the expansion inside the parentheses on the right hand side of (17) is a formal solution to the third order ODE satisfied by U n in (5). Furthermore, the exponential factor decays when arg z ∈ (− 3π 4 , 3π 4 ). Hence, (17) is valid for any z ∈ C + as z → ∞. The following lemma is the theoretical foundation of our algorithm.
Lemma 2. Suppose that D ⊂ C is a closed bounded domain that does not contain the origin and the function f is analytic in
Proof. This follows from the analyticity of L(z) on D and the maximum principle [5, p. 133 ].
Numerical Algorithms

Series and asymptotic expansions
As we have shown in Lemma 1, the coefficients a
in (7)- (9) decay very rapidly and the corresponding series expansions converge for any z = 0. However, they cannot be used for numerical calculation for large |z| due to cancellation errors and increasing number of terms for achieving the desired precision. Thus, we will use the series expansions only for |z| < 1 (i.e., r = 1). In this region, both power series
k z k converge exponentially fast and very few terms are needed to reach the desired precision.
The coefficients c (n) k in (18) diverge rapidly and the asymptotic expansion (17) has to be truncated in order to be of any use. For any truncated asymptotic expansion, it is well-known that its accuracy increases as |z| increases. For a prescribed precision ǫ mach , one needs to determine N a -the number of terms in the truncated series, and R with |z| > R the applicable region of the truncated series. This is straightforward to determine numerically. We have found that N a = 18 and R = 120 are sufficient to achieve IEEE extended precision for J n (n = −1, . . . , 2).
Construction of the modified Laurent series for the intermediate region
We now discuss the evaluation of J n in the intermediate region D = {z ∈ C + | r ≤ |z| ≤ R}. First, it is easy to see that J n (z) =J n (z) from its integral representation (1). Thus, we will only discuss the evaluation of J n in the first quadrant Q = {z ∈ C | r ≤ |z| ≤ R, , 0 ≤ arg z ≤ π 2 }. As discussed in the introduction, it is very difficult to directly approximate J n (z) in Q due to its large dynamic range. We use the transformation (5) and consider the approximation of U n (ν) instead, U n has a very small dynamic range. Log 10 of |J −1 (z)| in Q on the left and |U −1 (z) in Q on the right, where the left panel shows that the magnitude of J −1 (z) ranges from 10 −20 to 10 0 , and the right panel shows that the magnitude of U −1 (z) ranges from 0.95 to 1. Other J n (z) and U n (z) (n = 0, 1, 2) exhibit similar pattern. Thus, we will consider the evaluation of U n (ν) in Q.
To this end, we divide Q into several quarter-annulus domains:
We will try to approximate U n (ν) in each Q i via a modified Laurent series
As noted before, U n (ν) satisfies a third order ODE with 0 and ∞ as the only singular points [1, 18] . Thus, U n (ν) is analytic in Q i . By Lemma 2, in order to guarantee the accuracy of the approximation in the whole domain Q i , it is sufficient to ensure the same accuracy is achieved on the boundary of Q i , i.e.,
The error-bound in (21) is achieved by solving the least squares problem
where ν j = 3(z j /2) 2/3 , and z j are chosen to be the images of Gauss-Legendre nodes on each segment of ∂Q i , N b is chosen to ensure that the error of approximation of U n (ν) by the corresponding Legendre polynomial interpolation on each segment of ∂Q i is bounded by ǫ. The right hand side f in (22) is computed via symbolic software system Mathematica to at least 50 digits. In other words, we do not use the actual analytic Laurent series to approximate U n on each quarter-annulus Q i . Instead, a numerical procedure is applied to find much more efficient "modified" Laurent series for approximating U n on each Q i .
The linear system (22) is ill-conditioned. However, since we always use d
in the modified Laurent series to evaluate U n , we will obtain high accuracy in function evaluation in the entire sub-region as long as the residual of the least squares problem (22) is small by the maximum principle. The least squares solver also reveals the numerical rank of A, which is used to obtain the optimal value of N T = N 2 − N 1 + 1, the total number of terms in the modified Laurent series. It is then straightforward to use a simple search to find the value for N 1 , which completes the algorithm for finding a nearly optimal and highly accurate modified Laurent series approximation for U n in Q i .
Remark 1. We would like to emphasize that the modified Laurent series may not be unique, but this non-uniqueness has no effect on the accuracy of the approximation.
Remark 2. We have computed the integrals
for n = −1, . . . , 2 and found numerically that they are all close to zero. By the argument principle [5, p. 152], we have
where Z n and P n denote respectively the number of zeros and poles of J n (z) inside ∂Q. Since J n (z) is analytic in Q, it has no poles in Q, i.e., P n = 0. Thus, the fact that I n is very close to zero shows that Z n = 0, that is, J n has no zeros in Q. Further numerical investigation shows that |U n (ν)| ranges from 0.95 to 1.7 on ∂Q. Combining these two facts, we conclude that the absolute error bound on the approximation of U n gives roughly the same relative error bound.
Evaluation of J
Once the coefficients of modified Laurent series for each sub-region are obtained and stored, the evaluation of J n (z) is straightforward. That is, we first compute |z| to decide on which region the point lies, then use the proper representation to evaluate J n (z) accordingly. We summarize the algorithm for calculating J n (z) for z ∈ C + , n = −1, . . . , 2 in Algorithm 1.
Remark 3. All these expansions can be converted into a polynomial of certain transformed variable multiplying with some factor. We use Horner's method [17, §4.6.4 ] to evaluate the polynomial in optimal arithmetic operations.
Algorithm 1 Evaluation of J n (z) for z ∈ C + procedure Abram(z,f ) ⊲ Input parameter: z -the complex number for which the Abramowitz function J n is to be evaluated.
⊲ Output parameter: f -the value of Abramowitz function J n (z). assert Re(z) ≥ 0. if |z| ≤ 1 then ⊲ z is in the series expansion region. Use the series expansion (6) to evaluate f = J n (z). else if |z| ≥ 120 then ⊲ z is in the asymptotic region. Set ν = 3(z/2) 2/3 . Use the asymptotic expansion (17) to compute U n (ν).
2/3 . Use a precomputed modified Laurent series expansion (20) to compute
Remark 4. The accuracy of J n (z) deteriorates as |z| increases since the condition number of evaluating the exponential function e −ν is |ν|. This is unavoidable in any numerical scheme as the phenomenon is related to physical ill-conditioning of evaluating J n (z) for the argument with large magnitude.
Evaluation of
In [9] , it is shown that (4) is stable in both directions when z is a positive real number. We have implemented the forward recurrence to evaluate J n (z) for n > 2. We have not observed any numerical instability during our numerical tests for z ∈ C + .
Numerical results
We have performed numerical experiments on a laptop with a 2.10GHz Intel Core i7-4600U processor and 4GB of RAM.
For the series expansion (6), a straightforward calculation shows that 18 terms in b
k z k and 9 nonzero terms in a (n) k z k are needed to reach the IEEE extended precision (ǫ mach ≈ 1.09 · 10 −19 ) for J n (n = −1, . . . , 2). For the asymptotic expansion (17), we find that it is sufficient to choose N a = 18, R = 120 for the IEEE extended precision. All coefficients are precomputed with 50 digit precision.
For the intermediate region, we divide |z| on [1, 120] into three subintervals [1, 3] , [3, 15] , [15, 120] and Q into Q 1 , Q 2 , Q 3 , respectively. We use quadruple precision to carry out the precomputation step and solve the least squares problem with 10 −20 accuracy. We have found that for Q 1 we need N 2 = 11, N T = 30 for J 0 and J 1 , N 2 = 10, N T = 32 for J −1 , and N 2 = 11, N T = 32 for J 2 . For all four functions J n (n = −1, 0, 1, 2), we need N 2 = 0, N T = 30 for Q 2 and N 2 = 0, N T = 20 for Q 3 . The coefficients of modified Laurent series for J n (n = −1, 0, 1, 2) on Q i (i = 1, 2, 3) are listed in Tables B.4 
) (r i is the lower bound for |z| in Q i ). Then the coefficient vector c will have small norm, as required in [6, 3] . However, this corresponds to the column scaling in the least squares matrix and almost all methods for solving the least squares problems do column normalization. Thus, it has no effect on the accuracy of the solution and stability of the algorithm.
Remark 6. The partition of the sub-regions is by no means optimal or unique. There is an obvious trade-off between the number of sub-regions and the number of terms in the modified Laurent series (the total number of terms in the modified Laurent expansion slightly increases as the regions gets closer to the origin). This suggests that one may use a finer partition for the regions closer to the origin. We have tried to divide the intermediate region into 14 regions with
, and we observe that only 20 terms are needed for all regions. However, our numerical experiments indicate that the partition has little effect on the overall performance (i.e., speed and accuracy) of the algorithm.
We first check the accuracy of Algorithm 1. The reference function values are calculated via Mathematica to at least 50 digit accuracy. The error is measured in terms of maximum relative error, i.e.,
is the reference value of the scaled Abramowitz function computed via Mathematica, andĴ n (z i ) is the value computed via our algorithm. The points z i are sampled randomly with uniform distribution in both its magnitude and angle in C + . Table 1 lists the errors for evaluatingJ n (n = −1, 0, 1, 2) in various regions, where we observe that the errors are within 10ǫ mach with the machine epsilon ǫ mach ≈ 2.22 × 10 −16 for IEEE double precision. In general, the errors in the first intermediate region Q 1 are slightly bigger due to mild cancellation errors.
Since all three representations (i.e., modified Laurent series, series and asymptotic expansions) mainly involve polynomials of degree less than 30, the algorithm takes about constant time per function evaluation in C + . We have tested the CPU time of Algorithm 1 for evaluatingJ n (z) and compared it with that of evaluating the complex exponential e z . The results are shown in Table 2 . We observe that on average the CPU time of each function evaluation is about four times of that for the complex exponential evaluation. The total CPU time in seconds for evaluatingJn(z) using Algorithm 1 and the exponential function e z over 100, 000 uniformly distributed random points in C + .
For n > 2, we have tested the stability of the forward recurrence relation (4) for evaluating J n in C + . Numerical experiments indicate that the forward recurrence relation is stable in C + . The relative errors are shown in Table 3 for a typical run. The maximum relative error for evaluating J 100 using the forward recurrence relation (4) over 100, 000 uniformly distributed random points in the domain {z ∈ C| Re(z) ≥ 0, 0 < |z| < 1000}. The reference value is calculated using Mathematica with 240-digit precision arithmetic. 
S
Conclusions and further discussions
We have designed an efficient and accurate algorithm for the evaluation of Abramowitz functions J n in the right half of the complex plane. Some useful observations in the design of the algorithm are applicable for evaluating many other special functions in the complex domain. First, it is better to pull out the leading asymptotic factor from the given function when |z| is large. Second, the maximum principle reduces the dimensionality of the approximation problem by one. Third, the least squares scheme is generally a reliable and accurate method to find an approximation of a prescribed form. That is, analytical representations should be used with caution even if they are available, as they often lead to large cancellation error or very inefficient approximations or both.
Finally, though we have used truncated Laurent series representation for approximating Abramowitz functions in the intermediate region, there are many other representations for function approximations. This includes truncated series expansion, rational functions (see, for example, [12] ), etc. We have actually tested the truncated series expansion in the sub-region (i.e., Q 1 ) closest to the origin for J n . Our numerical experiments indicate that the performance is about the same as the one presented in this paper. We have used NIntegrate in Mathematica to evaluate I n defined in (24). When WorkingPrecision is set to 100, |I n | are about 10 −59 for n = −1, 0, 1, 2. When it is set to 200, the values of |I n | decrease to 10 −160 . By the argument priniciple, I n can only take integral multiples of 2πi. Thus, the numerical calculation clearly shows that J n (n = −1, 0, 1, 2) have no zeros in the intermediate region Q. Analytically, we can only show that J n has no zeros in the sector | arg(z)| ≤ π 4 . The proof is presented below. Lemma 3. If z 0 ∈ C is a zero of J n (z), then alsoz 0 .
Proof. By the integral representation of J n (z) in (1), we have J n (z 0 ) =J n (z 0 ) and the lemma follows.
Lemma 4. Suppose that n ≥ 0. Then J n (z) has no zero in the sector | arg z| ≤ π 4 . Proof. Let z 0 = x 0 + iy 0 ∈ C + be a zero of J n (z). Then by Lemma 3,z 0 is also a zero of J n (z). Consider functions f (t) = J n (z 0 t) and g(t) = J n (z 0 t). Then f (1) = g(1) = 0, and f , g and their derivatives decay exponentially fast to 0 as t → ∞ by the asymptotic expansion (17) .
The differential equation (2) implies that
Multiplying both sides of (A.1) by g, integrating both sides from 1 to ∞, and performing integration by parts, we obtain
(A.3)
Moreover,
(A.5) Adding (A.3), (A.4) and using (A.5) to simplify the result, we obtain
Rearranging (A.6), we have
Since the right side of (A.7) and the integral on its left side are both positive, we must have y 
That is,
In the domain D, J n (z) is well approximated by the leading term of its asymptotic expansion. Let z 0 = r 0 e iθ0 with r 0 > 0 and θ 0 ∈ [−π/2, π/2]. Substituting the leading terms of the asymptotic expansions into both sides of (A.9) and simplifying the resulting expressions, we obtain sin(2θ 0 ) ∼ − sin(2θ 0 /3).
(A.10)
In other words, two sides of (A.9) have opposite sign unless they are both equal to zero, i.e., unless θ 0 = 0 or z 0 is a positive real number. However, J n (x) > 0 when x > 0, as seen from its integral representation (1). And the lemma follows.
Appendix B. The coefficients of modified Laurent series for J n
We list the coefficients c j of modified Laurent series for evaluating J n (n = −1, 0, 1, and 2) on each quarter-annulus domain Q i (i = 1, 2, and 3) in Tables B.4 real part imaginary part 0.100 000 000 000 000 002 68 × 10
