Abstract: Solutions to combinatorial optimization problems, such as problems of locating facilities, frequently rely on heuristics to minimize the objective function. The optimum is sought iteratively and a criterion is needed to decide when the procedure (almost) attains it. Pre-setting the number of iterations dominates in OR applications, which implies that the quality of the solution cannot be ascertained. A small, almost dormant, branch of the literature suggests using statistical principles to estimate the minimum and its bounds as a tool to decide upon stopping and evaluating the quality of the solution. In this paper we examine the functioning of statistical bounds obtained from four different estimators by using simulated annealing on p-median test problems taken from Beasley's OR-library. We find the Weibull estimator and the 2 nd order Jackknife estimator preferable and the requirement of sample size to be about 10 being much less than the current recommendation. However, reliable statistical bounds are found to depend critically on a sample of heuristic solutions of high quality and we give a simple statistic useful for checking the quality. We end the paper with an illustration on using statistical bounds in a problem of locating some 70 distribution centers of the Swedish Post in one Swedish region.
Introduction
Consider the problem of finding a solution to min Θ (Θ) where the complexity of the function renders analytical solutions infeasible. To focus ideas, consider the p-median problem on the network. The problem is to allocate P facilities to a population geographically distributed in Q demand points such that the population's average or total distance to its nearest service center is minimized. Hakimi (1964) considered the task of locating telephone switching centers and showed later (Hakimi, 1965 ) that, in a network, the optimal solution of the p-median model existed at the nodes of the network. If N is the number of nodes, then there are ( ) possible solutions for a p-median problem.
As enumerating all possible solutions is not possible as the problem size grows, much research has been devoted to efficient (heuristic) algorithms to solve the p-median model (see Handler and Mirchandani, 1979 and Daskin, 1995 as examples) . In this work we will concentrate on a common heuristic known as simulated annealing and we follow the implementation of Lenanova and Loresh (2004) . 1 The virtue of simulated annealing as other heuristics is that the algorithm will iterate towards a good solution, not necessarily the actual optimum.
The prevailing practice is to run the heuristic algorithm for a pre-specified number of iterations or until improvements in the solution becomes infrequent. Such practice does not readily lend itself to determine the quality of the solution in a specific problem. One strategy to assess the quality is to seek deterministic bounds for the minimum by techniques such as Lagrangian Relaxation (see Beasley, 1993) . This strategy is popular and reasonable for many problems, but the deterministic bounds depend on the chosen parameters and are available for only a limited set of heuristic
algorithms.
An alternative strategy to deterministic bounds is statistical bounds. In short, the statistical approach is to estimate the value of the minimum based on a sample of heuristic solutions and put confidence limits around it. Golden and Alt (1979) did pioneering work on statistical bounds followed by others in the 1980:s, but thereafter the statistical approach has received little interest. In fact, Akyüz, Öncan, and, Altınel (2012) state that the statistical approach had not been used in location problems since 1993 to the best of their knowledge.
However, the usefulness of statistical bounds, as discussed by for instance Derigs (1985) , presumably still applies and they therefore merit a critical examination. There are a number of open questions regarding statistical bounds and their implementation. How to estimate the minimum?
How and according to which principle should the bounds be derived? What is the required sample size? Are they reliable? Are they computationally affordable? Does the choice of heuristic matter?
How do they perform in various OR-problems? To address all these questions at once would be an insurmountable task, and therefore we limit the analysis to the first four questions in connection to the p-median problem solved by simulated annealing. A positive answer to these four questions is a prerequisite for the latter three questions to be worthwhile to address. Specifically, the aim of this paper is to test by experimentation if statistical bounds can provide information on the optimum in p-median problems solved by simulated annealing.
This paper is organized as follows: in section two we review suggested methods for statistically estimating the minimum of the objective function as well as bounds for the minimum and add some new remarks on the issue. In the third section we compare the methods by applying them to uncapacitated p-median test problems of a known optimum of varying complexity and such test problems are available from the Beasley OR-library (Beasley, 1990) . Section four presents a real-world problem of locating distribution centres for the Swedish Post in a region in mid-Sweden.
The fifth section concludes this paper.
Statistical estimation of the minimum and its bounds
From a statistical point of view solving a p-median problem means identifying the smallest value of a distribution. First some notations used throughout the paper:
= feasible solution of locating P facilities in N nodes.
= the set of all feasible solutions = { 1 , 2 , … , ( ) }.
( ) = the objective function of solution .
-5 -= min ( ).
The challenge is to identify and the corresponding solution . Because of the complexity of the problem most of the times one can only hope to get a solution near to . Statistical bounds would add information about the solution by, ideally, providing an interval that almost certainly contains .
We will consider the extreme value theory (EVT) approach in which the distribution of the solution is assumed to be the Weibull distribution (Derigs, 1985) . We will complement the EVT approach by also considering the possibility that the solution's distribution is Gumbel. Finally, to loosen the distributional assumptions of the EVT approaches we will also consider the non-parametric methods Jackknifing and bootstrapping. The computational cost of calculating statistical bounds by all the approaches is trivial compared to solving the p-median problem and we will ignore this cost in the following. Figure 1 gives an example of the distribution of feasible solutions to a p-median problem being the 14 th problem in the OR-library (Beasley, 1990) . One million 's are drawn at random from A and the histogram of the corresponding ( ) is given. This empirical distribution as well as the distributions of most of the other problems in the OR-library mimics the Normal distribution.
However, this sample is almost useless for identifying . The crux is the required size of the subset of A. The objective function in p-median problems might be regarded as approximately Normal with a truncation in the left tail being the minimum . For a good estimate of feasible solutions near to would be required. For far out in the tail, the subset of A would need to be huge. We show below that for many of the OR-library p-median problems, the minimum is at least some 6 standard deviations away from the mean requiring a subset of a size of 1/ (−6) ≈ 10 9 ( is the standard Normal distribution function) to render hope of having feasible solutions close to .
Fortunately, as several authors have pointed out, if the starting values are picked at random, repeated heuristic solutions mimic a random sample in the tail (see e.g. McRoberts, 1971 and Golden and Alt, 1979) . Thereby random values in the tail can be obtained at a much less computational effort and used for estimating . To discuss estimation of and statistical bounds for the parameter we need additional notations:
= the number of runs of the heuristic algorithm with random starting values. ̃ = the heuristic solution of i th run = 1,2, … , .
The Weibull and the Gumbel estimators are ̂=̂=̃( 1) where ̃( 1) is the best (smallest) heuristic solution in all the n runs. An alternative, briefly discussed in the literature, is the Jackknifing approach (hereafter JK). The JK-estimator is introduced by Quenouille (1956) :
where M is the order. Dannenbring (1977) and Nydick and Weiss (1988) suggest to use the first order, i.e. = 1, for point estimating the minimum. The first order JK-estimator is more biased than higher order ones, but its mean square error is lower compared with higher orders as shown by Robson and Whitlock (1964) . We will however consider both the first and the second order JK-estimator. The point-estimators are ̂( 1) = 2̃( 1) −̃( 2) and ̂( 2) = 3̃( 1) − 3̃( 2) +̃ ( 3) respectively.
The upper bounds of the Weibull, the Gumbel, and the Jackknifing approaches are the same, ̃( 1) .
However their lower bounds differ. The Weibull lower bound with a confidence of 100 (Derigs, 1985) . The justification for the Weibull approach is a belief that ( ) follows a skewed (or a uniform distribution). However as mentioned above, we took large random subsets of A for the 40 problems in the OR-library and found that ( ) is typically symmetrically distributed and only slightly skewed in instances in which P is small. As a consequence of this proximity to the Normal distribution, the extreme values might better be modelled by the Gumbel distribution (see Kotz and Nadarajah, 2000 (p. 59) ).
We derive the Gumbel lower bound by its theoretic percentile [ − ln(− ln(1 − ))] where μ and σ are the location and shape parameters of the Gumbel distribution while is the confidence level. We estimate the Gumbel-parameters by the moments as σ = In the Weibull approach the confidence level is determined by n. To render the Weibull and the Gumbel approach comparable in terms of confidence level we will let = − .
To produce a Jackknifing lower bound we suggest the bootstrap method by Efron (1979) . The lower bound is [̂− 3 * (̂)] where * (̂) is the standard deviation of ̂ obtained from bootstrapping the n heuristic solutions (1,000 times we found sufficient). With the scalar 3, the confidence is 99.9% provided that the sampling distribution of the JK-estimator is Normal.
Experimental evaluation of the estimators
The two EVT-estimators Weibull and Gumbel (̂, ̂) , and the JK-estimators ̂ and the accompanying bounds are justified by different arguments and there is no way to deem one superior to the others unless they are put to test. We have not found any previous work comparing the estimators so we use the OR-library problems for an experimental comparison of them since these 40 test problems enables a comparison with respect to their known minimum . Moreover, the problems vary substantially in (statistical) complexity, define here by us as (( ( ) − ) / ( ) ), as their minimum are varyingly far out in the tail of the distribution of ( ). We focus on the estimators' ability to generate intervals that covers the problems' minimum as well as the length of the intervals. Most details in calculating the estimators and the bounds were given in section 2, except for the size of n and the required number of iterations of the heuristic algorithm. Based on pre-testing the heuristic algorithm, we decided to evaluate the estimators after 1,000, 10,000, and, for the more complex problems, 100,000 iterations. In the early literature on statistical bounds little was said on the size of n, whereas Akyüz et al (2012) and Luis, Sahli, and Nagy (2009) advocate n to be at least 100. We shall examine = 3, 10, 100 and if deemed warranted based on the experimental results we will consider even larger values of n.
The complexity of the test problems
In Table 1 we give , ( ) , ( ) and the complexity of the problems where the parameters for the mean and the standard deviation are estimated on a random subset of 1,000,000 from A. Instead of following the original order of the test problems, Table 1 gives the problems in ascending order of complexity (see also Table A1 ). The complexity varies between 2.56 for problem P11 to 14.93 for problem P30. All estimators require an efficient heuristic that produces random solutions in the very tail of the distribution ( ). In the experiments we consistently generate random solutions, ̃, in the tail by means of the simulated annealing (SA) heuristic. SA has been found capable to provide good solutions to the problems in the OR-library (Chiyoshi and Galvao, 2000) . For each problem we run the SA for 10,000 iterations (or 100,000 iterations for 22 test problems with a complexity of 6.95 and higher). For each problem we run SA 100 times with unique random starting values.
A statistic that turned out to be important is SR given by the ratio of 1000 (̃)/̂( 1) being a measure of the similarity of the heuristic solutions and thereby potentially an indication of whether the sample is in the tail near to or not. Figure 2 shows SR as a function (regression lines imposed)
of the problems' complexity evaluated after 1,000 and 10,000 iterations and 100,000 when applicable. Some points are worth noting. A more complex, i.e. a more difficult, p-median problem will have a greater variation in the heuristic solutions as a consequence of many of the solutions far from the minimum. As the number of iterations increases, the SR generally decreases as more and more solutions are approaching the minimum. 
The bias of point-estimation
We begin by checking if the estimators can point-estimate the minimum. Since it is computationally costly to run the heuristics 100 times for 100,000 iterations for each of the 40 test problems we only do this ones. In examining the statistical properties of the estimators we re-sample with replacement -10 -from the sample of heuristic solutions. We show in Table 2 some results deferring the complete listing of all problems to the Appendix. The table shows the results for the heuristic after 10,000 iterations and for = 10,100. It was evident that the size of = 3 typically made the estimators fail in estimating the minimum as well as setting statistical bounds so this case will not be thoroughly discussed in the sequel. For the three simpler problems the bias is about 0 meaning that the minimum is well estimated by all the four approaches. For the three more complex problems all approaches are biased and over-estimate the minimum to the same degree. Hence, none of the approaches seems superior in terms of estimating the minimum. The bias persists when = 100 is considered, indicating that there is no apparent gaining in increasing n beyond 10. By increasing the iterations to 100,000 the bias of the 13 th problem is eliminated and reduced for the two most complex problems in a similar way for all estimators (see Appendix). Although it was expected to find the Weibull and Gumbel estimators of the minimum to be positively biased, it was dejecting to find the bias of the Jackknife-estimators to be significant.
However, the practical value of the estimators lies in their ability in providing intervals containing the minimum. We therefore examine the intervals' coverage percentage of the minimum .
Do the intervals cover the optimum?
In Table 3 the same subset of test problems as of Table 2 are shown. We show the intervals obtained from the 2 nd order Jackknife and the Weibull approaches while results for the other test problems and estimators are given in the Appendix. To compute the coverage percentage of the Weibull approach for Problem 11 we took a sample with replacement of 10 (or 100) of the 100 heuristic solutions to the problem. Thereafter we computed the lower bound and checked if the minimum of 7696 was within the lower bound and the best solution (upper bound). We repeated the procedure 1,000 times and found the proportion of times the interval covered the minimum being 1.00 for this problem. The eighth column of the table gives the bounds of the intervals being the mean of the lower and the upper bounds in the 1,000 replications. The coverage and bounds for the other estimators were computed in an identical manner. With a purported confidence level of almost one for all the estimators regardless of whether n equals 10 or 100, the coverage should ideally be one.
This is the case for the simpler test problems, but certainly not for the more complex problems. On the contrary, for the most complex problem (P30) all of the 1,000 intervals exceeded the minimum for = 100. It is reasonable to infer that ̃ will converge when the solutions come close to the optimum, and consequently the standard deviation of them would also decrease. By dividing the standard deviation of ̃ by ̂( 1) we get a measure of similarity amongst the solutions and thereby how far out in the tail and how close to the optimum the solutions are to be (reported in Tables 2-3 as column SR). The first three problems all have small SR. Correspondingly, the bias of the point-estimators is small, and the coverage of the intervals' are close to 1. For the last three problems being more complex SR and the bias is large and the coverage percentage is poor. Hence, a large SR indicates that the ̃:s are not sufficiently near to the optimum for a reliable estimation of the minimum and bounds of it. Additional iterations of the heuristic might improve the situation.
We proceed by increasing the iterations for problems P13 to P30 having SR greater than 5. Table 4 gives again the coverage and the bounds of Weibull and the 2 nd order Jackknife approach where the procedure is identical to the one described in relation to Table 3 with the exception that the number of iterations is 100,000. The problems P13 and P33 have a value of SR clearly below 5 after 100,000 iterations (Table 4) . As a result the intervals generally cover the minimum. The large number of iterations is, on the other hand, possibly insufficient for the most complex problem (P30) as SR is about 5 and has intervals that often fail to cover the actual minimum.
The coverage and SR
An examination of the intervals' coverage for a few test problems is insufficient for drawing any general conclusions about the relationship between coverage and SR. Figure 3 shows the coverage as a function of SR for all four estimators and = 100. The first thing to note is that the coverage falls drastically from about the nominal level of one to about 0.5 around SR being 4 and higher. For SR below both the Weibull and the Gumbel estimator have excellent coverage whereas the two Jackknife estimators are less reliable with the first order Jackknife-estimator being the worst. Lastly, the functions depicted in the figure were estimated based on all the experiments and on all levels of iterations being 1,000, 10,000 and (for about half of the test problems) 100,000. In estimating the -13 -functions we did not find any indication of different patterns depending on the number of iterations.
Hence we think the results can be interpolated for iterations in the range of 1,000 to 100,000, and probably also extrapolated beyond 100,000 iterations. However, running the heuristic algorithm in 100 parallel processes is computationally costly and it is therefore worthwhile to check how the estimators manage to uncover the minimum using a smaller sample of heuristic solutions. In Figures 4 and 5 we show the coverage as a function of SR for the two lower levels of n. Evident from the two figures is that the Gumbel estimator is quite poor if its parameters are estimated on 10 or less observations. The Weibull estimators works well in the case of = 10. The second order Jackknife estimator is the best estimator for ≤ 10 and gives decent coverage even in the case of = 3 as long as SR is below 4. To conclude the results that draws on our extensive experimentation with the 40 test problems from the OR-library. The Gumbel estimators and the first order Jackknife estimators are inferior to the alternatives. A sample of = 10 seems sufficient for a reliable estimation of statistical bounds for the minimum, given that SR is modest (around 4 or less). If the SR is large, then no estimator provides reliable bounds.
In the Appendix there are complete tables giving all details for all the test problems, including information about the length of the intervals.
An illustrating problem
In this section, we illustrate the estimators applied to a practical location problem concerning allocating several distribution centers of the Swedish Post in one region in Sweden. In this real location problem the minimum is unknown. The problem is to allocate 71 distribution centers of the Swedish Post on some of the 6,735 candidate nodes in the network of Dalarna in mid-Sweden. The landscape of the region and its population of 277,725 inhabitants, distributed in 15729 demand -16 -points, is described by Carling, Han, and Håkansson (2012) . Han, Håkansson, and Rebreyend (2013) provides a detailed description of the road network and urge that network distance is used as distance measure. So we take the objective function as the average distance in meters on the road network to the nearest postal center for the population.
To appreciate the complexity of this real-world problem, we provide the distribution of the objective function. As we did for the OR-lib problems, we draw a random sample of 1,000,000 and show the empirical distribution of ( ) in Figure 6 . The distribution is slightly skewed to the right, but still approximately Normal. To evaluate the complexity of the problem, we use ̂( 2) as the estimate of the minimum , and the mean and variance of ( ) are derived by the 1 million random sample.
The complexity is 5.47 which is in the middle of the 40 OR-lib problems.
. Drawing on the experimental results above, we set = 10 and run the heuristic algorithm for 10,000 iterations. We intended to run the algorithm until SR converged to 4 or less. We checked SR after every step of 10,000 iterations and Figure 7 shows the evolution of SR (as well as the best heuristic solution and the Jackknife estimator of the minimum) as a function of the number of iterations. As can be seen in the figure, at about 300,000 iterations SR was equal to 3.12 and since the statistical bounds were quite tight we decided to stop the heuristic. Upon stopping the heuristic algorithm we used the sample of the 10 heuristic solutions to compute statistical bounds for the minimum using all the four estimators. The point estimators were ̂( 1) = 2973, ̂( 2) = 2972, and ̂, = 2975 with the latter being the upper bound. The lower bounds were [2964, 2956, 2959, 2966] for first and second Jackknife, Weibull, and Gumbel estimators, respectively. Hence, all estimators suggest an interval of at the most 20 meters which is a tolerable error for this application.
Concluding discussion
We have considered the problem of knowing when a solution provided by a heuristic is close to optimal. Deterministic bounds may sometimes be applicable and enough tight to shed knowledge on the problem. We have, however, studied statistical bounds potentially being of a more general applicability. We have studied the occasionally used Weibull estimator as well as two variants on the Jackknife estimator which, to our knowledge, never has been used for obtaining bounds in location problems. Furthermore, we have argued for and examined an alternative EVT estimator being the Gumbel estimator. Derigs (1985) made a number of concluding observations upon studying statistical bounds with regard to TSP and QAP. We think that most of his conclusions are still valid, except one. Derigs stated "The Weibull approach leads to a proper approach,". We have however demonstrated that none of the estimators, including Weibull, are reliable unless the quality of the sample of heuristic solutions used for deriving the bounds is of high quality. To assess the quality we suggest using SR which is the standard deviation of the n solutions divided by the Jackknife point-estimator. The experiments suggest that SR exceeding 4 causes unreliable bounds.
The estimators performed similarly with a slight advantage for the second order Jackknife and the Weibull estimator. In fact, if one cannot afford to run many processes in parallel to get large n, the second order Jackknife is the first choice. We did address the question of the size of n. There is not much research on the size of n, but previous researchers have indicated that n needs to be at least 100. Our results suggest this size to be overly pessimistic, in fact most estimators provided reliable bounds at n equal to 10 (and the second order Jackknife provided fairly reliable bounds even at n equal to 3).
We have limited the study to location problems by means of the p-median problems in the OR-library for which the optimum is known, and a real world p-median problem. It seems that ( ) closely follows the Normal distribution in these cases. Other combinatorial problems may imply, from a statistical perspective, objective functions of a more complicated kind such as multi-modal or skewed distributions. Moreover, our results seem to hold for all of the OR-lib problems that represents a substantial variation in kind and complexity. However, we consistently used simulated annealing as the heuristic. We do not think this choice is crucial for our findings since the heuristic only serves to obtain a sample in the tail of the distribution and any heuristic meeting this requirement should work. However, it goes without saying that extending the variation in combinatorial problems and heuristic algorithms used would expand the knowledge about the value of statistical bounds in combinatorial optimization.
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