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In this paper we derive several estimators of matrix valued realized signal to 
noise ratio as detined by Khatri and Rao (1987, IEEE Trans. Acoust. Speech Signal 
Process. ASSP-35, No. 5 671-679) for real and complex cases. To do so we define 
the matrix valued confluent hypergeometric distribution and establish some of its 
properties. Also we derive unique admissible estimates under generalized Pitman 
nearness. Finally a discussion of confidence interval estimation for signa to noise 
ratio is given. 0 1989 Academic Prss, Inc. 
1. INTRODUCTION 
Consider the problem of identifying a received message W as noise 
or one of the r (<p/2) possible real value p dimensional signals 
A = (b,, a,, . . . . 6,). Let C be the dispersion matrix of W and E(W) = di if 
the ith signal is transmitted. Further, let A = (6, : 6, : ... 6,) be known and 
C be unknown. We assume that an estimate f- ‘S of C is available, where 
S has the Wishart distribution W,(ft Z) on f degrees of freedom. In such 
a case the estimated discriminant vector is 
6 = A’S-‘W. (1.1) 
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The discriminatory power or the probability of correct classification 
when the estimated discriminant vector is used, is then a function of the 
realized matrix valued signal to noise ratio (see [6]): 
P= (Ll’s-‘d)(d’s~‘cs-‘d)-’ (/S-‘&4) (l2) 
which involves the unknown Z and thus P is also unknown. The problem 
considered here is that of estimation of P. 
Khatri and Rao [6], in the case of a single signal, suggested the use of 
a constant multiple of Mahalanobis distance as an estimate of P. Some 
more estimators were provided by Khattree and Gill [9] by considering 
certain other loss functions. The problem considered here deals with the 
case when there are two or more signals. The attempt is to derive 
estimators within a certain class which are functions of fd’S-‘A, the 
matrix valued Mahalanobis distance. 
Section 2 defines the (matrix valued) confluent hypergeometric distribu- 
tion and proves some of its properties that will be needed in the sequel. In 
Section 3.1 we obtain optimum estimators of P under various loss func- 
tions. Section 3.2 gives the estimators which are unique and admissible in 
the sense of (generalized) Pitman nearness. In Section 4 a brief discussion 
of confidence interval estimation is provided. In Section 5, a short discus- 
sion for the complex situation is indicated without any proof. 
2. THE CONFLUENT HYPERGEOMETRIC DISTRIBUTION 
In this section, we introduce what we term as the (matrix valued) 
confluent hypergeometric probability distribution. 
Our notations in this section will coincide with that used by Constantine 
[2] and Muirhead [lo]. Throughout the paper IC represents a partition of 
the nonnegative integer k; C,(Z), the zonal polynomial of the symmetric 
r x r matrix Z corresponding to partition rc. r,(a) is the multivariate 
function and is given by 
ga, =nP(P- 1114 fIl rCa - (i- 1)/21 
andforrc=(k,,k, ,..., k,),k,>k,> . ..aO.C;=,kj=k, 
if kj=O 
if kj2 1’ 
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DEFINITION 1. An r x r symmetric random matrix Z is said to have the 
confluent hypergeometric distribution with real indexes (m, b, a) if the pdf 
of Z is given by 
-‘IZ$(a, m-b + (r + 1)/2; Z) 
r-l 
m,b,a>-. 
2 
(2.1) 
where $(a, c; Z) is the confluent hypergeometric function of second kind 
with matrix argument (Muirhead [lo]) defined by 
1 
~ IClta, c; Z) = rr(a) I 
A>O IAI”-(‘+‘)/2 
.(I+AIC-~-(‘+1)/2e-“ZAdA. (2.2) 
We will denote this by writing Z - CH,(m, b, a). 
LEMMA 2.1. Let X and Y be two r x r symmetric positive definite and 
independent random matrices such that X has a matrix valued gamma 
distribution G,(m, I), and Y has a matrix valued beta distribution B,(b, a). 
Further, let Y ‘I2 be any square root of matrix Y in the sense 
Y = (Y “‘)(Y ‘12)‘. Then Z = (Y 1’2) X(Y I/‘)’ has a confluent hypergeometric 
distribution CH,(m, b, a). 
Proof. We make the transformations to new matrices Z and A as 
x = ( y - 112) Z( y ~ l/2)’ and Y=(A+I)-‘. 
and observe that the corresponding jacobian is II + AJ --(r+ ‘)12. Now, 
integrating out with respect to A, we obtain the density of Z as given in 
(2.1). 
LEMMA 2.2. (i) The mfg of Z, M,(8) = 2FI(b, m, a + b, 8). 
(ii) The mfg of 5 = tr Z, 
M,(t) = 2Fl(b, m, a + b, t1) 
= f c (4, tb), CA) tk 
k=O K (a+b)K k! 
if (tJ < 1. 
(iii) E( [tr(Z)]“) = T & (m), C,(I), k= 1, 2, . . . . 
K 
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(iv) E(tr Z*) = (b), Wc2) (a + b) c,*,(lr) 
(2) 
1 @),,,l, (m)(l,l, CdIJ 
2 (a + b)(,,,, ’ 
(v) E(tr Z-l) = 
r(a + b - (r + 1)/2) 
(m-(r+1)/2)(b-(r+1)/2)’ m’ “(r+1)‘2’ 
(vi) 
E(tr Z-*) 
(a+b-(r+3)/2)(a+b-(r+1)/2)(r(r+2)/3) 
=(b-(r+3)/2)(b-(r+1)/2)(m-(r+3)/2)(m-(r+1)/2) 
1 (a+b-(r+ 1)/2)(a+b-r/2)(2r(r- 1)/3) 
-2 (b-(r+ 1)/2)(b-r/2)(m-(r+ 1)/2)(m-r/2)’ 
provided, b, m > 2 + r/2. 
(vii) E(lZlk) = 
r,(m + k) T,(b ?- k) T,(a + b) 
f,(m) T,(b) T,(a + b + k) . 
(viii) a’Za/a’a - CH,(m, b, a) and a’a/a’Z-‘a N CH,(m - (r - 1)/2, 
b-(r-1)/2,a)foranya#O. 
(ix) E(log IZl) = i {q(m- (i- 1)/2) 
i= 1 
+q(b-(i-1)/2)-q(a+b-(i-1)/2)}, 
where q( .) is the digamma function as defined in Abramowitz and Stegun [ 1 ] 
and can be easily calculated using the identities given therein. 
Proof: (i) 
M,(8) = E(exp(tr QZ)) = E(exp(tr QY”*X(Y”*)‘)) 
=E,E,(exp(tr @Y1~2X(Y’~2)‘)=E,(I-f9Y)-m. 
Now, assuming that norm of 8 is less than 1, we can expand this in a series 
and then integration with respect to Y leads to the desired result. 
(ii) The first equality follows from (i) by taking 8 = t1. In case 
ItI < 1, this can be expanded into a convergent series, thus leading to the 
second expression. 
(iii) Follows from (ii). 
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(iv) We first observe that 
C,(Z) = $ tr(Z’) + $(tr Z)2 
which leads to 
E(tr(Z2)) = $!T(C,(Z)) - $((tr Z)‘). 
Using (i) with k = 2, and after some simplification, we get the desired 
result. 
(v) To prove this and also (vi), we note (Khatri [4]) that 
EC,(Z-‘)=E(C,(Y-‘))E(C,(X-‘))/C,(I,) (2.3) 
which simplifies to 
ir ((a+b-kj-(r-j)/2),,lC(b-k,-(r-j)/2),, 
j=l 
X (m -kj- (r-j)P)k,] . C,(Ir). 
Now the proof is obvious by noting that E(tr Z-‘) = E(C,,,(Z-‘1). 
(vi) Khatri [4] has shown that for any p.d. matrix Z, and k 2 1, 
trZ-k=C,a,C,(Z-‘), 
particular, 
where ah- are constants depending on rc. In 
tr Zp2 = C,,,(Z-‘) - $cl,l,(Z-‘). 
The rest of the proof follows from (2.3). 
(vii) Obvious. 
(viii) Note that for a # 0, 
a’Za a’Za a’Ya -=-- 
a’a a’Ya a’a ’ 
where Y - B,(b, a). Now, 
a’Za (a’Y ‘j2) X(Y 1/2’a) 
x’ =a’Ya= (a!y1/2)(y1/2’a) -G1(f% 1) 
and y, = a’Ya/a’a - B,(b, a) and x1 and y, are independent, hence 
a’Za/a’a - CH,(m, b, a). The second result can be proved in a similar way. 
(ix) Let us denote E(lZl’) as given in (vii) by Q(r). We observe that 
the mgf of u= log IZ( is M,(t) = Q(t) and thus 
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E(log IW=$ Q(t) Q(t) f log QW)} j 
t=O 
={Q(@, ( 
(d/dt)T(m+t-(i-1)/2) 
qm - (i - 1)/2) 
+ (d/d) r(b + t - (i- 1)/2) 
I-@- (i- 1)/2) 
(d/dt)T(a+b+t-(i-1)/2) - 
r(a+b-(i- 1)/2) )lil t=0 
which completes the proof. 
3. THE OPTIMUM ESTIMATORS 
Having derived the results that will be needed, we return to the original 
problem of estimation of P. In particuIar, we restrict our study to the class 
of estimators obtained by considering the full affme group G acting on the 
space of p x r matrices: 
W-+TW+M, d-,Td+M, S + TST’, C=T,ZT’, 
where T is any nonsingular matric of order p x p and M is any p x r matrix. 
It can be shown that any afline equivariant estimator of P which is a func- 
tion of Dz p , =f.d’S-‘A, say d(DF,,), must be in the class C, defined as: 
C= (CD;,, 1 c>O, D;,,= j-./S-‘d, s- W&z)}. 
Let @,,, be any positive definite matrix of functions of parameters and 
T,;, be the corresponding positive definite matrix of estimators. The 
following loss functions will be considered: 
L,(T, 8) = tr T@-’ -log IT@-‘\ - r 
L,(T,8)=tr8T-‘-log)8T-‘l-r 
L,(T, 0) = tr(TB-’ - 1)’ 
L,(T, 8) = tr(BT-’ -1)‘. 
(3.la) 
(3.lb) 
(3.lc) 
(3.ld) 
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3.1. The Minimum Risk Estimators 
We will denote the risk function corresponding to a particular loss 
function L,(T, 0) by R,(T, 0). The problem of finding an optimum 
estimator in the sense of minimum risk within C, under any loss function 
is essentially the problem of finding a nonnegative c, which minimizes the 
corresponding risk. Theorem 3.2 answers this question, but we will need 
the following result due to Khatri and Rao (1987) for its proof. 
THEOREM 3.1 [6]. Let A be a p x r given matrix of rank r (<p/2) and 
S w W,(f, C). Define the r x r matrices 
S, = (A’S-‘A)-‘, C, = (A%-‘A)-’ (3.2) 
B=~~2Sd1(A’S~1~S-1A)-1 S,‘Cfj*. (3.3) 
Then S, and B are independently distributed with 
f  C, l12SA C, ll* w G .(f-;+rJJ 
and 
BwB f+2r-p p-r 
I 
( 2 ‘2’ 1 
(3.4) 
(3.5) 
THEOREM 3.2. Let ci be the optimum c which minimizes the risk 
Ri(cfD?,p, P) within class C, i= 1,2, . . . . 4, where 
(i) 1 
c =(f-P-l)(f-p+r-1) 
f(f-1) ’ 
(ii) c* = (f +2r-p)(f -p+r) 
f(f +r) ’ 
(iii) 
3 
[ 
(r+2)(f -3) (r-1)f -’ 
“=S (f -p+r-3)(f -p-3)-(f -p+r)(f -p) 1 ’ 
(iv) 
1 (f +2r-p+2)(f-p+r+2)(r+2) 
c4=3f C (f+r+2) 
-(f+2r-p-l)(f-p+r-l)(r-1) 
(f +r-1) I. 
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The corresponding risks are given by 
(v) WClfq,~ PI 
-r log 
[ 
(f-p- l)(f-P+r- 1) = 
2(f-1) 1 
+ i {rl((f-P+r-i+llP) 
i=l 
+q((f -p+2r-i+ 1)/2)-q((f +r-i+ 1)/2)), 
=r log 
[ 
(f+2r-p)(f-p+r) 
2(f+r) 1 
-icl (tl((f-P+r-i+l)P) 
+q((f-p+2r-i+1)/2)-q((f+r-i+1)/2)}, 
(vii) R3(cJD~,pJ')=r f(f-1h l-(f-P-l)(f-p+r-l) 9 1 
(viii) R4(~qfD~,p,P)=r l- (f+2>it({-~+r'], 
r c4 
respectively. 
It is assumed in each of the above cases that f is large enough so that 
each factor involving f in above (i) through (viii) is positive. 
Prooj We will provide the proof for the loss function L4(. , .) only. 
Proofs are similar and relatively simpler for other cases. We first observe 
that 
-$P(Dz,J’--I 
can be written as 
u 
2 
E tr ;P1/2(D;,p)-1 (P1’2)‘-I 
>> 
, 
which in view of Theorem 3.1, can in turn be written as 
E(tr(-$Z-IT), where ZmCH,(f-i+r, ‘+t-‘, y). 
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Now using elementary calculus, we find 
2 E(tr Z*) 
C4=fE(tr (3.6) 
as the optimum c, minimizing the risk R4(. , .) within class C. Using 
Lemma 2.2(i) and (ii) we obtain the required results, namely (iv) and (viii). 
Remark. It may be observed that when r is equal to 1, all the expres- 
sions in the Theorem 3.2 reduce to those given in Theorem 2.1 of Khattree 
and Gill [9]. 
3.2. Pitman Nearness Unique Admissible Estimators 
Given two multidimensional estimators T, and T, of a multidimensional 
parameter 0, we say that T, is better than T2 in generalized Pitman 
nearness (GPN) sense under loss function L( T, 0) if 
PrCUT, > Q) < UT,, @)I > 5. 
Preference of T, over T, will be denoted by 
Tl b GPN(L(.. .)) T , .  (3.7) 
We also interpret this fact as T, being GPN inadmissible under L(. , -) 
in competition with T,. 
We consider the problem of obtaining estimators of P within class C, 
under the four loss functions given in Eq.(3.1), so that in pairwise com- 
parison any other estimator in C is GPN inadmissible under respective loss 
function. These estimators have a strong property. Let c,jDf,, be unique 
admissible estimator of P under a given loss function L(a) e). Given an 
estimator T,=cjDf,, except c,jDF,, in C, one can obtain another 
estimator, say T, = dfDf,, such that (3.7) holds. To do so we need to 
prove the following theorem. For some similar results in a different estima- 
tion problem, one is referred to Khattree [8]. 
THEOREM 3.3. Let cl > c2 >O and cJD~,~EC, i= 1,2; be two estimators 
ofp then clfDF,, %GPNC2flt.py 
(i) under L,(., .) iff 
2r log c1 - log c2 
-7 > 
> med(tr Z-l), 
Cl -cz 
(ii) under L2(. , .) zjjf 
< med(tr Z), 
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(iii) under L3(., .) iff 
(iv) and under L4(. , .) iff 
f ClC2 -<med 
Cl +c2 
where med(e) is the median of the random variable E. 
Proof: We will prove (i) only. Other parts can be proved similarly. 
Under the assumptions of the theorem and with loss function L,(. , .), 
clfDf,, g GPN c2fDZL iff 
Pr +f trZ-l-rlogc,<T 
[ 
c2f trZ-‘-rlogc, 2: 1 
which after simplification reduces to 
The probability on the left-hand side exceeds half if and only if 
2r log c1 -log c2 
7 ( 
> med(tr Z-l) 
Cl -c2 > 
which proves (i). 
Now one can obtain the estimates which are unique GPN admissible in 
class C, as given in the following theorem: 
THEOREM 3.4. c,flF,, with 
if L=L, 
co = 
ifL=L, 
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are unique admissible estimates of P in class C under corresponding loss 
functions, in the sense that for any other estimator cfDz,, in C, co jDz,, 
is an improvement over Q-DE,, in GPN sense. Moreover, cofl)f,, cannot 
be improved within C. 
Proof. We will prove the result only for loss function L,(. , .). Without 
any loss of generality suppose c < co. Using Theorem 3.2(i), cofD; p 
B GPN(L,j cfDf,, if and only if 
( log co - log c co > 1 co - c ) ’ 
that is, if and only if c/co - log(c/c,) - 1 > 0 which is always true for any 
c/c,# 1. That cofDF,, cannot be further improved within C, follows from 
the convexity of function x - log(x) - 1 which attains its unique minimum 
at x= 1. 
It may be noted that these estimators, including those in Theorem 3.2, 
are free from any unknown parameters. However, estimators as given in 
Theorem 3.4 could be useful if one could obtain the probability distribution 
and hence the medians of the various random.variables involving Z. This 
necessitates the further study of the matrix Z. Some of its properties will be 
reported in a later communication. 
A simulation study based on 5001 simulations for various combinations 
off, p, and r was carried out to study the Pitman closest ci, i= 1,2, . . . . 4, 
as given in Theorem 3.4. Some of the results of these simulations are briefly 
reported in Table I. It may be noted that even for moderate values off, all 
C~‘S and especially c2 are very close to those obtained by minimizing corre- 
sponding risks. Further entropy loss functions L,(. , .) and L,(. , .) seem to 
give a closer agreement than quadratic loss functions L,( . , .) and L4(. , .). 
4. CONFIDENCE BOUNDS 
Following Khatri, Rao, and Sun [7], another approach to the problem 
of estimation of P could be as follows: Let c, be a nonnegative integer 
such that 
(4.1) 
(where inequality indicate that the difference is nonnegative definite) with 
a confidence coefficient (1 - ~1) 100 %. Equation (4.1) can be, in turn, 
written as 
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TABLE I 
10 4 2 
10 6 2 
10 6 3 
15 6 2 
15 6 3 
15 6 2 
15 6 3 
20 4 2 
20 6 2 
20 6 3 
20 0 2 
20 6 3 
20 12 2 
20 12 3 
20 12 5 
30 6 3 
30 12 5 
30 16 3 
30 16 5 
30 16 6 
so 30 12 
so 30 15 0.26758 0.53751 0.13806 0.61611 
0.26367 (I. 53648 0.12600 0.82401 
0.46195 
0.3eseo 
0.63163 
0.66667 
0.36643 
0.16080 
0.77413 
0.65165 
0.23726 0.37266 0.16542 0.46501 
6.16667 a.40000 0.03364 0.65.564 
0.26266 0.51758 0.17116 0.75204 
0.20000 0.53646 0.03733 0. BOO00 
0.42630 0.33701 0.36726 
0.36095 O.S6076 0.23571 LX::: 
0.45719 0.65146 0.3SS20 0.61168 
0.4190s 0.66667 0.24000 0.81981 
0.27070 0.36440 0.22225 0.44757 
0.22657 0.36624 0.11351 0.55769 
0.2OS67 0.46656 0.21495 0.83327 
0.25714 0.46146 0.11887 0.71765 
0.7094s 0.79990 0.64421 0.60624 
0.67105 0.61616 o.s3711 0.06567 
0.54926 0.63847 0.49277 0.71356 
0.51316 0.65455 0.36636 0.70762 
0.57324 0.72522 0.47652 0.67290 
0.54737 0.73813 0.39075 0.93273 
0.41236 0.40324 0.36223 0. S6568 
0.37832 0.50808 0.26417 0.64524 
0.43164 0.57466 0.34562 0.71X58 
0.40526 O.S6606 0.26557 0.77273 
o.le266 0.2566Q 0.16007 0.31376 
0.16579 0.27273 0.06661 0.36610 
0.20757 0.32395 O.lSO78 0.43371 
0.16421 0.33476 0.06DBO 0.40836 
0.24002 0.45776 0.14SlO o.wo33 
0.22105 0.48800 0.09312 0.72863 
0,58635 
0.57B31 
0.68632 
0.70707 
0.52363 
0.487S6 
0.79530 
0.63571 
0.44062 0.60797 0.33356 0.77301 
0.42869 0.61333 0.28399 0.80011 
0.16664 0.26414 0.14767 0.33358 
0.17701 0.27273 0.10606 0.37440 
0.21325 0.34071 0.14286 0.48785 
0.20230 0.35618 0.10066 0.5lB34 
0.24813 0.46644 0.13925 0.73331 
0.24023 0.49123 0.11240 0.75405 
0.24347 0.45332 0.13040 0.67021 
0.24041 0.45410 0.12623 0.67132 
pcf: Pitam olosrat optimum cotffolrnt under loar Lit.,.). 
ci: Optimum oodCloi*nt l inlmirin6 rimt Ri(.,.). 
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and it may be observed that the left-hand side could be simplified as TYT’, 
where 
Y = (dc-‘A)-“2 (d’s-‘d)(.4’s-‘cs-‘d)-’ 
x (,4’s-‘d)((d’c-‘/4-“2)’ 
and 
T= (fS-‘d)-‘12 (fC-‘d)‘/2. 
Let G = (l/2) TYT’. It is easy to see that finding a c, such that (4.1) 
holds with a probability (1 - ~1) is equivalent to finding d, ( = (f/2) c,) such 
that 
P,(i,i”(G)>d,)= 1 -a (4.2) 
where I,i,(G) is the smallest eigen value of G. Again one can verify that the 
eigen values of G are same as that of Z defined by Z = Y 1’2X(Y1/2)‘, where 
YwB f+2r-p p-r 
I 2 ’ 2 
and x-c,(f-;+r,I) 
are independent. Therefore, in view of Definition 2.1 and Theorem 3.1, 
(4.2) reduces to 
P( Imin( Z) > d,) = 1 - a, (4.3) 
where 
zwcH f-p+r f+2r-p p-r 
, 
( 2’ 2 ‘2 ) 
and then c, can be obtained as c, = (2/f) d,. 
The distribution of ,,,(Z) could be obtained from the joint distribution 
of the diagonal matrix of eigenvalues of Z, say L=L(Z)=diag[(I,(Z), 
l,(Z), .a., W)l; J,(Z) 2 4(Z) 2 . . . > 1,(Z) = Imin(Z), which is given by 
X 
I 
,HLH’,~-,,+ I)/2 e-trHLH’ 
Il/(tp - r)/2, l/2; HLH’) dH, 
O(r) 
where dH is the normalized invariant measure on O(r), the group or 
orthogonal r x r matrices, and d = 2’&‘/T,.(r/2). However, using the 
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invariance of the psi function given in Eq. (2.2) under the group O(r), the 
joint density of L is given by 
ll &2 .2’ rrcl- + rY2 -. 
h(L)= T,(r/2) f,(S-p+r)/2T,(f+2r-p)/2 
x fili ( > 
t/-p- I)/2 r 
n Oi-lj) 
i=l r-cj 
xe-=:=1r, lj((p-r)/2, 1/2;L). (4.4) 
For some similar problems in the context of Wishart and beta matrices, 
one is referred to Richards and Gupta [ 121 and Gupta and Richards [3]. 
In order to obtain cutoff points for lmin(Z), the use of (4.4) may be 
comutationally very difficult. As an alternative, we provide a lower 
bound on the distribution function of I,,(Z). We note that for 
X N G,((f-p + r)/2, I,) and Y N B,((f-p + 2r)/2, (p - r)/2), X and Y 
independent, 
i,,(Z) <i min 
[ 
g, $, . . . . g 1 = t (say), (4.5) 
where Yii and X” are the ith diagonal elements of Y and X-l, respec- 
tively. Further, each Yijw /?r((f--p + 2r)/2, (p - r)/2) and (X”)-’ N 
G,((S - p + 1)/2, 1). Therefore we have, for every i, YJX” - 
CHl((f - P + 1 l/2, (f-p + 2rY2, (p - r)/2), and thus, 
P(l,in(Z) < x, 2 P(t G x)Y 
where t is defined in (4.5). It may, however, be pointed out that Y,/X”, 
i = 1, 2, . . . . r, are not independent. 
5. COMPLEX VALUED SIGNALS 
In case, 6,) 6,, . . . . 6, are complex valued signals, and the message 
W N CNp(ai, Z) if ith signal is transmitted and W N CN(O,Z) if only 
noise, the results presented in previous sections can be easily modified. 
Accordingly, all the transposes in the delinitiion of P and Df,p will be 
replaced by the conjugate transposes. For the sake of completeness but 
avoiding any repetition of calculation or restating any of the above 
theorems in this case, we simply indicate the appropriate changes. 
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Optimum ci, i= 1, ..,, 4, as obtained in Theorem 3.2 will be, in this case: 
c1 = (f-P+r)(f-PI 
f2 
C2=(f -P+rMf -p+2r) 
f(f +r) 
3 
“‘=S [ 
(f - l)(r+2) (f+l)(r-1) -’ 
(f -P-l)(f -p+r-l)-(f --p+ l)(f --p+r+ 1) 1 
1 
““=r i 
(f -p+2r+ l)(f -p+r+ l)(r+2) 
(f+r+l) 
-(f-P+r-l)(f-p+2r-l)(r-1) 
(f+r-1) 1. 
The expressions for risks can be easily obtained. 
Expressions on the left-hand side in Theorem 3.3, are to be divided by 
2 for L,(.) and L3( .), and they should be multiplied by 2 for IL,(.) and 
L4( .). Z in this case is distributed as CCH,( f - p + r, f-p + 2r, p - r), the 
complex matrix valued confluent hypergeometric distribution, defined in an 
analogous manner. See Khatri, Khattree, and Gupta [S] for certain 
properties of this distribution. The optimum values of q, as given in 
Theorem 3.4 remain same except a division by 2 in each expression and Z 
having the distribution as mentioned above. The joint distribution of eigen 
values of Z - CCH,(f - p + r, f-p + 2r, p-r) can be obtained in the 
similar manner. The cut off point c, in (4.1) is obtained as c, = f - Id,, 
where d, is such that 
P(,,,(Z)>d,)=l-a, 
where z-CCH,(f--p+r,f -p+2r,p-r). 
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