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Spectre automorphe des varie´te´s hyperboliques et
applications topologiques
N. Bergeron et L. Clozel
A` Natan, Ce´line et a` toute l’e´quipe de la cre`che parentale “Le
Moulin bleu” sans qui ce livre serait de´ja` fini depuis quelques mois.
N.B.
Introduction
Un programme conjectural
Soit G un groupe alge´brique connexe et presque simple sur Q tel que le
groupe G(R) des points re´els soit le produit (avec intersection finie) d’un groupe
compact et d’un groupe re´el non compact presque simple. Nous noterons ce
dernier groupeGnc (nc signifie ici non compact). Dans cette introduction (comme
dans la majeure partie du texte) nous supposons Gnc isomorphe au groupe
SO(n, 1) (resp. SU(n, 1)).
L’espace syme´trique associe´ au groupe G (plus pre´cisemment au groupe
G(R)) est alors l’espace hyperbolique re´el (resp. complexe) de dimension re´elle
(resp. complexe) n, nous le noterons XG, dG sa dimension re´elle et nous sup-
poserons la me´trique normalise´e de fac¸on a` ce que les courbures sectionnelles
re´elles soient comprises entre −4 et −1 (−1 pour les espaces hyperboliques re´els
associe´s aux groupes SO(n, 1) et −4 pour le plan hyperbolique re´el associe´ au
groupe SU(1, 1)). Nous noterons d = 1 dans le cas re´el et d = 2 dans le cas
complexe ; on a donc dG = dn. Posons enfin ρG =
dG−2+d
2 .
Soit Kf un sous-groupe compact-ouvert de G(Af ) (ou` Af de´signe l’anneau
des ade`les finis sur Q) tel que le groupe Γ = G(Q) ∩ Kf soit sans torsion.
Un tel groupe Γ est appele´ sous-groupe de congruence (sans torsion) de G 1
. On appellera varie´te´ hyperbolique re´elle (resp. complexe) de congruence tout
quotient de l’espace hyperbolique re´el (resp. complexe) XG par un sous-groupe
de congruence (sans torsion) Γ de G comme ci-dessus.
D’apre`s un the´ore`me de Borel et Harish-Chandra [14], une varie´te´ hyper-
bolique re´elle (resp. complexe) de congruence est toujours de volume fini et est
compacte si et seulement si le groupe G est anisotrope sur Q.
En 1965, Selberg [85] a de´montre´ que si Γ est un sous-groupe de congruence
du Q-groupe SL(2), alors la premie`re valeur propre non nulle λ1 du laplacien
sur les fonctions L2 de Γ\H2 est supe´rieure ou e´gale a` 316 . Il conjecture de plus
que λ1 ≥ 14 , la valeur apparaissant d’ailleurs dans le spectre L2 d’un quotient
Γ\H2 pour un certain groupe de congruence Γ.
Apre`s des travaux de Selberg [85], Jacquet et Langlands [51], Gelbart et
1Lorsque G est de´fini sur Z, on peut pre´fe´rer conside´rer les sous-groupes Γ de G(Z) sans
torsion et contenant un sous-groupe de la forme ker(G(Z)→ G(Z/NZ)) pour un certain entier
N ≥ 1.
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Jacquet [39], Sarnak [82], Elstrodt, Grunewald et Mennicke [36], Li, Piatetski-
Shapiro et Sarnak [27] et Burger et Sarnak [20], le second auteur a re´cemment
e´tendu, dans [25], le the´ore`me de Selberg a` toutes les varie´te´s hyperboliques de
congruence : si G est un groupe Q-alge´brique comme ci-dessus et Γ un sous-
groupe de congruence de G, alors la premie`re valeur propre non nulle du lapla-
cien sur les fonctions L2 de Γ\XG est minore´e par une constante strictement
positive ne de´pendant que de la dimension re´elle dG de XG (“Conjecture τ”).
Dans la premie`re partie de cet article on commence l’e´tude du spectre sur
les formes diffe´rentielles. Le fait que l’on se restreigne aux espaces hyperboliques
re´els et complexes sera motive´ au chapitre 3 ou` l’on mentionera des re´sultats
concernant d’autres espaces syme´triques. Il est d’ailleurs inte´ressant de noter que
le rang supe´rieur, ≥ 2, joue encore un roˆle spe´cial dans l’e´tude du spectre sur les
formes diffe´rentielles (et non seulement sur celui sur les fonctions) ; on explicitera
ce phe´nome`ne sur les groupes unitaires U(p, q). Revenons maintenant a` notre
groupe G. Dans notre e´tude nous sommes guide´s par la conjecture suivante, qui
ge´ne´ralise la Conjecture de Selberg.
Conjecture A Soit G un groupe Q-alge´brique comme ci-dessus.
1. Si Gnc ∼= SO(2n, 1), alors pour tout entier naturel i ≤ n,
λi1(Γ\XG) ≥ max(2n− 2i− 2,
1
4
) > 0.
2. Si Gnc ∼= SO(2n+ 1, 1), alors pour tout entier naturel i ≤ n− 1,
λi1(Γ\XG) ≥ 2n− 2i− 1 > 0.
3. Si Gnc ∼= SU(n, 1), alors pour tout entier naturel i ≤ n,
λi1(Γ\XG) ≥ max(4(n− i− 1), 1) > 0.
Ici λi1 de´signe la premie`re valeur propre non nulle du laplacien de Hodge sur
les formes diffe´rentielles de degre´ i et Γ est un sous-groupe de congruence quel-
conque de G.
La Conjecture A est tre`s profonde (elle contient en particulier la Conjecture
de Selberg) et de nature arithme´tique, la pre´diction que les constantes explicites
de minoration du spectre sont toujours des demi-entiers est une “conjecture de
purete´” qui renvoie au the´ore`me de purete´ de Deligne. On peut relaxer un peu
cette conjecture en un e´nonce´ plus ge´ome´trique.
Conjecture A− Soit G comme dans la Conjecture A. Alors, pour tout entier
naturel i ≤ dG2 − 1 il existe une constante strictement positive ε(G, i) telle que
pour tout sous-groupe de congruence Γ dans G,
λi1(Γ\XG) ≥ ε(G, i).
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Soit i un entier naturel et G un groupe Q-alge´brique comme dans la Con-
jecture A. On dira que la Conjecture A−(i) est ve´rifie´e par G s’il existe une
constante strictement positive ε(G, i) telle que pour tout sous-groupe de con-
gruence Γ de G,
λi1(Γ\XG) ≥ ε(G, i),
ou` λi1 de´signe encore la premie`re valeur propre non nulle du laplacien de Hodge
sur les formes diffe´rentielles de degre´ i.
La solution mentionne´e ci-dessus de la Conjecture τ peut donc s’e´noncer de
la fac¸on suivante : la Conjecture A−(0) est ve´rifie´e par tout groupe G comme
dans la Conjecture A.
La Conjecture A− pour les groupes G tels que Gnc ∼= SU(n, 1) implique
qu’il existe une constante strictement positive ε(G) telle que la premie`re valeur
propre du laplacien de Hodge sur l’ensemble des formes diffe´rentielles (de tous
les degre´s) sur Γ\XG, pour n’importe quel sous-groupe de congruence Γ de G,
soit supe´rieure ou e´gale a` ε(G).
Cette proprie´te´ est fausse pour les groupesG tels que Gnc ∼= SO(n, 1) lorsque
n est impair. En effet, lorsque Gnc ∼= SO(2n + 1, 1), λn1 (Γ\XG), la premie`re
valeur propre non nulle du laplacien de Hodge sur les formes diffe´rentielles de
degre´ n, peut eˆtre rendue arbitrairement petite quitte a` changer de sous-groupe
de congruence Γ de G. Ne´anmoins si l’on se restreint au spectre des n-formes
diffe´rentielles ferme´es la Conjecture A− implique encore une minoration uni-
forme du spectre sur les n-formes diffe´rentielles. On verra que cette proprie´te´ est
utile ge´ome´triquement. E´tant donne´ un entier naturel i et un groupe G comme
dans la Conjecture A, on dira que la Conjecture A−d=0(i) est ve´rifie´e par G s’il
existe une constante strictement positive ε(G, i) telle que la premie`re valeur
propre du laplacien de Hodge sur les formes diffe´rentielles ferme´es de degre´ i
soit ≥ ε(G, i).
Toute la premie`re partie du texte sera motive´e par la double Conjecture A,
A−. La deuxie`me partie est quant a` elle motive´e par une seconde conjecture
de nature topologique/ge´ome´trique. Cette conjecture concerne l’homologie des
varie´te´s hyperboliques re´elles ou complexes de congruence. Pre´cisons que tous
les groupes de (co-)homologie que nous conside`rerons dans cet article seront a`
coefficients rationnels.
Conjecture B Soit M une varie´te´ hyperbolique re´elle (resp. complexe) de
congruence de dimension m. Soit F une sous-varie´te´ re´elle (resp. complexe)
compacte connexe totalement ge´ode´sique immerge´e dans M . Alors, il existe un
reveˆtement fini de congruence Mˆ de M tel que :
1. l’immersion de F dans M se rele`ve en un plongement de F dans Mˆ ,
2. l’application induite :
Hp(F )→ Hp(Mˆ)
est injective pour tout entier p ≥ m2 .
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Nous dirons qu’une varie´te´ hyperbolique re´elle (resp. complexe) de congru-
ence de dimension m ve´rifie la Conjecture B(i) pour un certain entier i ≥ m2 ,
si pour toute sous-varie´te´ re´elle (resp. complexe) compacte connexe totalement
ge´ode´sique immerge´e dans M , il existe un reveˆtement fini de congruence Mˆ de
M tel que :
1. l’immersion de F dans M se rele`ve en un plongement de F dans Mˆ ,
2. l’application induite :
Hi(F )→ Hi(Mˆ)
est injective.
La Conjecture B est a` comparer avec les proprie´te´s de Lefschetz pour les
varie´te´s hyperboliques complexes de congruence mises en e´vidence par Oda
[75], Harris et Li [46] et Venkataramana [93]. Ces proprie´te´s s’e´noncent plus
facilement dans le langage de Harris et Li et Venkataramana que l’on rappelle
ci-dessous.
Soient H < G deux groupes alge´briques sur Q comme plus haut. Supposons
de plus H et G anisotropes sur Q et du meˆme type, orthogonal ou unitaire.
L’inclusion H ⊂ G induit un plongement totalement ge´ode´sique naturel XH →
XG entre les espaces syme´triques associe´s.
Soit Kf un sous-groupe compact-ouvert de G(Af ) tel que le groupe Γ =
G(Q) ∩Kf soit sans torsion. De´signons par ΓH l’intersection de Γ avec H(Q).
On obtient alors une application lisse :
j = j(Γ) : ΓH\XH → Γ\XG
pour chaque sous-groupe de congruence sans torsion de G(Q). Celle-ci induit
une application naturelle
j∗ : H∗(ΓH\XH)→ H∗(Γ\XG). (0.0.1)
Remarquons que si g est un e´le´ment quelconque de G(Q), on peut translater
l’immersion j en une application lisse
jg = jg(Γ) : (H ∩ g−1Γg)\XH → Γ\XG.
On appelle application de restriction virtuelle , l’application
H∗(Γ\XG)→
∏
g∈G(Q)
H∗((H ∩ g−1Γg)\XH) (0.0.2)
induite en cohomologie par la famille d’applications (jg)g∈G(Q).
On s’inte´resse aux applications (0.0.1) et (0.0.2) virtuellement en un deuxie`me
sens : a` reveˆtements fini (de congruence) pre`s. Soient donc Γ′ ⊂ Γ deux sous-
groupes de congruence sans torsion de G(Q). Alors le reveˆtement fini (de varie´te´s
compactes)
Γ′\XG → Γ\XG
vinduit, en homologie, une application surjective
H∗(Γ′\XG)→ H∗(Γ\XG) (0.0.3)
et, en cohomologie, une application injective
H∗(Γ\XG)→ H∗(Γ′\XG). (0.0.4)
On obtient ainisi un syste`me projectif (resp. inductif) de groupes d’homologie
(resp. de cohomologie) indexe´ par les sous-groupes de congruence de G(Q). On
de´signe par H∗(Sh0G) la limite projective du syste`me (0.0.3) et par H∗(Sh0G)
la limite inductive du syste`me (0.0.4). En passant a` la limite, lorsque Γ varie,
dans (0.0.1) et (0.0.2), on obtient les applications naturelles :
H∗(Sh0H)→ H∗(Sh0G)
et
H∗(Sh0G)→
∏
g∈G(Q)
H∗(Sh0H).
Rappelons que les the´ore`mes de Lefschetz permettent d’e´tudier la topologie
d’une varie´te´ projective complexe par re´currence, en la coupant par un hyperplan
de l’espace projectif. Un yoga semblable, mais moins fort, existe pour les varie´te´s
hyperboliques complexes de congruence. Il a e´te´ de´gage´ par Harris et Li [46] et
prouve´ par Venkataramana [93] : si H ⊂ G sont deux groupes comme ci-dessus
de type unitaire alors l’application naturelle
Hi(Sh0G)→
∏
g∈G(Q)
Hi(Sh0H)
est injective pour tout entier naturel i ≤ dH2 .
La Conjecture B ci-dessus implique une conjecture plus faible renforc¸ant le
yoga de type Lefschetz :
Conjecture B− Soient H ⊂ G comme plus haut. Alors pour tout entier i ≥ dG2 ,
l’application naturelle
Hi(Sh
0H)→ Hi(Sh0G)
est injective.
Remarquons que par dualite´, la Conjecture B− implique que l’application
naturelle de restriction
Hi(Sh0G)→ Hi(Sh0H)
est surjective.
Dans la deuxie`me partie de cet article, nous relions la Conjecture B a` la
Conjecture A− e´nonce´e plus haut. Les re´sultats de la premie`re partie concer-
nant la Conjecture A vont nous permettre de de´montrer des re´sultats partiels
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concernant la Conjecture B. Avant de passer a` la description de nos re´sultats, re-
marquons que d’autres proprie´te´s de type Lefschetz sont conjecture´es et e´tudie´es
par le premier auteur dans [7], ces proprie´te´s sont elles aussi lie´es a` la Conjecture
A−.
Enfin soulignons que la plupart des me´thodes de´veloppe´es dans cet article
devraient se ge´ne´raliser aux groupes alge´briques semi-simples ge´ne´raux. En ce
qui concerne les re´sultats spectraux, on l’a dit, le cas que nous conside´rons est le
plus inte´ressant. Ne´anmoins ceci n’est plus vrai en ce qui concerne les re´sultats
topologiques. A` la fin du texte nous de´crivons d’ailleurs un the´ore`me de la veine
de la Conjecture B mais pour les varie´te´s de congruence associe´es aux groupes
unitaires U(p, q). C’est un premier re´sultat, le premier auteur espe`re revenir a`
l’e´tude de ces varie´te´s dans un autre texte, en explicitant la combinatoire (plus
riche) des proprie´te´s du type Lefschetz auxquelles on doit s’attendre.
Description des re´sultats
On l’a rappele´, le second auteur a re´cemment de´montre´ la Conjecture A−(0)
pour tout groupe G comme dans la Conjecture A. Meˆme la seule Conjecture
A−(1) semble difficile. Il est naturel de commencer a` e´tudier celle-ci sur de
petits groupes. Le groupe SL(2) est trop petit : la Conjecture A−(1) de´coule
trivialement de la Conjecture A−(0) (la Conjecture A−(i) n’est d’ailleurs formule´
ci-dessus que pour i ≤ dG2 −1 e´gal a` 0 dans notre cas). Le plus petit groupe pour
lequel la Conjecture A−(1) ne de´coule pas trivialement de A−(0) est le groupe
special unitaire en 3 variables SU(2, 1). C’est donc sur ce groupe que porte une
bonne partie de notre e´tude. Nous de´montrons notamment :
The´ore`me 1 Si G est un groupe comme dans la Conjecture A avec Gnc ∼=
SU(2, 1), alors la Conjecture A− est vraie pour G, avec ε(G, 0) = 8425 et ε(G, 1) =
9
25 .
2
En fait ce re´sultat est essentiellement contenu dans l’article [46] de Harris
et Li. On en donne ici une preuve comple`te. Celle-ci repose sur la the´orie des
repre´sentations, on profite de cette occasion pour de´tailler les liens entre le spec-
tre du laplacien de Hodge sur les espaces localement syme´triques et la the´orie
des repre´sentations des groupes semi-simples.
Le chapitre 1 rappelle ainsi la formule de Matsushima telle que nous en
aurons besoin, on en donne une preuve comple`te afin de faciliter la lecture.
On rappelle e´galement dans cette section les de´finitions de base de the´orie des
repre´sentations que nous utiliserons dans le texte.
Le chapitre 2 aborde l’e´tude du spectre du laplacien sur les quotients arithme´tiques
via la the´orie des repre´sentations. On rappelle beaucoup de re´sultats de base de
the´orie des repre´sentations. La de´monstration de la Conjecture τ y est esquisse´e.
2Dans [10] on a annonce´ a` tort que ε(G, 0) = 3 est optimal, nous verrons qu’en fait la
valeur propre 3 n’intervient pas dans le spectre automorphe de G. Ceci explique e´galement
que la Conjecture A ci-dessus est plus forte que celle figurant dans [10].
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Enfin on montre que l’extension na¨ıve de la Conjecture A a` des groupes plus
ge´ne´raux est fausse. Il serait d’ailleurs inte´ressant de de´gager une conjecture
ge´ne´rale pour tous les espaces localement symme´triques.
Le chapitre 3 est quant a` lui consacre´ a` la the´orie des repre´sentations de
GL(n). On se contente le plus souvent de citer les re´sultats dont nous aurons
besoin, on a ne´anmoins fait un effort pour rendre les re´sultats maniables a` un
lecteur preˆt a` les adopter comme “boˆıte noire”.
Le chapitre 4 est l’analogue du chapitre pre´ce´dent pour le groupe U(n, 1), il
est ne´anmoins beaucoup plus de´taille´, le groupe U(n, 1) jouant le roˆle principal
dans le texte. Un certain nombre de re´sultat classiques rappele´s ici sont superflus
pour la suite, on a ne´anmoins tenu a` inclure une description de´taille´e de ceux-ci
afin de pouvoir utiliser ce texte dans des travaux ulte´rieurs. On espe`re que l’effort
fait de collecter ici des re´sultats e´pars dans la litte´rature pourra e´galement eˆtre
utile par ailleurs.
Le chapitre 5 ge´ne´ralise certains points du chapitre pre´ce´dent aux groupes
unitaires plus ge´ne´raux. Il est bien connu qu’en rang supe´rieur la proprie´te´ (T) de
Kazhdan assure l’existence d’un trou spectral pour le laplacien sur les fonctions
sur les varie´te´s localement syme´triques. Dans ce chapitre nous montrons que
pour les groupes unitaires SU(p, q) de`s que p ≥ q ≥ 2 (donc de`s que le rang
est supe´rieur ou e´gal a` 2) un phe´nome`ne analogue apparaˆıt dans l’e´tude du
spectre du laplacien sur les formes diffe´rentielles de suffisamment petit degre´.
Nous de´duisons ce The´ore`me d’un re´sultat plus ge´ne´ral, a` paraˆıtre (bien que
datant du de´but des anne´es 90), de Vogan. Ce re´sultat illustre e´galement le roˆle
spe´cial joue´ par les groupes U(n, 1) et O(n, 1) dans ces questions. Groupes pour
lesquels on ne peut espe´rer d’isolation spectrale structurelle mais pour lesquels
il faut e´tudier le spectre automorphe.
Motive´ par le chapitre pre´ce´dent, le chapitre 6 est consacre´ a` la description
du yoga d’Arthur pour les groupes U(n, 1) et O(n, 1). Nous pre´cisons notre
interpre´tation des Conjectures d’Arthur pour ces deux groupes, ce qui permet
de conforter la Conjecture A.
La suite de la premie`re partie du texte vise a` de´montrer le The´ore`me 1 et les
re´sultats que nous de´crivons ci-dessous. Le The´ore`me 1 de´coule des travaux de
Rogawski permettant de re´duire l’e´tude du spectre automorphe de U(2, 1) au
spectre automorphe de GL(3) par changement de base. Il reste alors a` controˆler
le spectre automorphe de GL(n). La conjecture standard dans ce cas est la
Conjecture de Ramanujan. On a besoin d’une approximation de celle-ci. Une
telle approximation nous est fournie par un the´ore`me de Luo, Rudnick et Sarnak.
On a en fait besoin d’une ge´ne´ralisation de celui-ci. La de´monstration de cette
ge´ne´ralisation fait l’objet du chapitre 7.
On peut alors dans le chapitre 8 donner une de´monstration comple`te du
The´ore`me 1. Nous profitons e´galement de ce chapitre pour revenir sur la Con-
jecture de changement de base faite par Harris et Li dans [46], que l’on e´tend
le´ge`rement et que l’on compare aux Conjectures d’Arthur. Nous nous servons
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de cette conjecture dans la deuxie`me partie du texte pour e´tendre la Conjecture
B a` d’autres groupes semi-simples.
Pour chaque re´el strictement positif ε, notons Apε l’hypothe`se spectrale suiv-
ante sur le groupe G.
Apε :

si λ est dans le p− spectre automorphe de G, alors :
1. soit λ = (ρG − k)2 − (ρG − i)2 avec k = 0, . . . , p et i = k, . . . , [ρG],
2. soit λ ≥ (ρG − p)2 − ε2.
Nous expliquerons que les Conjectures d’Arthur semblent pre´voir que, pour un
groupe G comme ci-dessus, chaque hypothe`se Ap0 est vraie pour p ≤ [ρG]. Les
hypothe`ses Apε sont donc des approximations aux Conjectures d’Arthur pour le
groupe G, lorsque ε est suffisamment petit, ces approximations sont en ge´ne´ral
plus pre´cises que la Conjecture A−. Le but du chapitre 9 est la de´monstration
du the´ore`me suivant qui permet de relever les approximations aux Conjectures
d’Arthur.
The´ore`me 2 Soient H < G deux groupes Q-alge´briques comme dans la Con-
jecture B. Supposons que H ve´rifie l’hypothe`se Apε pour un certain re´el ε > 0 et
pour tout entier naturel p ≤ [ρH ].
Alors le groupe G ve´rifie les hypothe`ses ApρG−ρH+ε pour tout entier naturel
p ≤ [ρH ].
A` l’aide des The´ore`mes 1 et 2 et de l’analyse de certains groupes unitaires
spe´ciaux (comme ceux intervenant dans la preuve de la Conjecture τ) nous
montrons dans le chapitre 10 le the´ore`me suivant.
The´ore`me 3 Si G est un groupe comme dans la Conjecture A avec Gnc ∼=
SU(n, 1) (et quelques conditions techniques supple´mentaires si n + 1 est un
puissances de 2), alors les Conjectures A−(0) et A−(1) sont ve´rifie´es par G,
avec ε(G, 0) = 2n− 1 et ε(G, 1) = 10n−1125 .
Ceci conclut la premie`re partie, partie spectrale, du texte. Dans la deuxie`me
partie nous nous inte´ressons a` l’homologie des varie´te´s de congruence. Le re´sultat
principal est le the´ore`me suivant.
The´ore`me 4 La Conjecture A− implique la Conjecture B.
Plus pre´cisemment, soit G un groupe comme dans la Conjecture A et i un
entier naturel ≤ dG2 . Si la Conjecture A−d=0(i) est ve´rifie´e par G, alors quel que
soit Γ sous-groupe de congruence sans torsion de G, la varie´te´ Γ\XG ve´rifie la
Conjecture B(dG − i).
Nous ne prouverons le The´ore`me 4 que pourGnc ∼= SU(n, 1). Le cas ou`Gnc ∼=
SO(n, 1), similaire, est plus simple et comple`tement traite´ dans [9]. Remarquons
ne´anmoins que puisque la Conjecture A−d=0(1) est de´montre´e, le The´ore`me 4
implique le ce´le`bre The´ore`me de Millson selon lequel toute varie´te´ hyperbolique
(re´elle) arithme´tique standard admet un reveˆtement fini dont le premier nombre
de Betti est non nul.
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Nous de´montrons en fait un re´sultat plus ge´ne´ral que le The´ore`me 4, voir
chapitre 15 The´ore`me 15.1.1. Pour cela, apre`s un premier chapitre consacre´ a`
l’espace hyperbolique complexe principal objet de cette partie, nous consacrons
un long chapitre aux espaces syme´triques associe´s aux groupes unitaires, nous
suivons pour l’essentiel les articles de Tong et Wang cite´s dans la bibliographie.
C’est e´galement en suivant les travaux de Tong et Wang que nous construisons
dans le chapitre 13 la forme duale aux sous-varie´te´s totalement ge´ode´siques que
nous conside`rons dans le texte.
Allie´ au The´ore`me 3, le The´ore`me 4 nous permet en fin de deuxie`me partie
de de´montrer le the´ore`me suivant qui est la premie`re avance´e significative vers
la Conjecture B.
The´ore`me 5 Soit M une varie´te´ hyperbolique complexe compacte de congru-
ence de dimension d + 2. Soit F une sous-varie´te´ complexe compacte connexe
totalement ge´ode´sique de dimension d et immerge´e dans M . Alors, il existe un
reveˆtement fini Mˆ de M tel que :
1. l’immersion de F dans M se rele`ve en un plongement de F dans Mˆ ,
2. l’application induite :
Hd−1(F )→ Hd−1(Mˆ)
est injective.
De plus, pour tout entier N et tout cycle c dans Hd−1(Fˆ ), il existe un
reveˆtement fini MN de M contenant N releve´s de c line´airement inde´pendants
dans Hd−1(MN ).
On en de´duit alors facilement le corollaire suivant.
Corollaire 6 Soient H < G deux groupes comme dans la Conjecture B−. Sup-
posons que {
Hnc ∼= SU(n− 1, 1)
Gnc ∼= SU(n, 1),
alors l’application naturelle
H2n−3(Sh0H)→ H2n−3(Sh0G)
est injective.
Remarquons que la de´monstration des the´ore`mes ci-dessus repose de manie`re
essentielle sur l’e´tude de la cohomologie L2 de quotients V = Γ\X , ou` X est
l’espace hyperbolique complexe de dimension complexe n et Γ un groupe discret
pre´servant un sous-espace totalement ge´ode´sique de X et agissant cocompacte-
ment sur celui-ci. Un cas particulier de ce que nous de´montrons au chapitre 14
est le the´ore`me suivant.
The´ore`me 7 Pour tout entier k < n, il existe un isomorphisme naturel :
Hk(2)(V ) ⋍→ Hkc (V ).
xDe plus, l’espace Hn(2) est de dimension infinie.
Le the´ore`me que nous de´montrons est plus ge´ne´ral ; il repose de manie`re
essentielle sur un the´ore`me de Ohsawa et Tanigushi.
Les de´monstrations des The´ore`mes 4 et 5 occupent le chapitre 15. Bon nom-
bre des techniques de´veloppe´es dans cette deuxie`me partie s’e´tendent a` des
espaces syme´triques plus ge´ne´raux. Graˆce aux re´sultats spectraux obtenus au
chapitre 5 concernant les groupes unitaires U(p, q), nous de´montrons e´galement
dans ce chapitre le the´ore`me suivant.
The´ore`me 8 Soient p, q, r trois entiers naturels ve´rifiant p ≥ q ≥ 2 et p ≥ r.
Soient H, G deux groupes alge´briques sur Q tels que
– H soit un Q-sous-groupe de G,
– Hnc ∼= SU(p− r, q),
– Gnc ∼= SU(p, q).
Alors, l’application naturelle
Hi(Sh
0H)→ Hi(Sh0G)
est injective pour tout entier i > 2pq − p− q + 1.
Il serait e´videmment inte´ressant de formuler une conjecture ge´ne´rale suivant
le principe de la Conjecture B mais pour tout groupe semi-simple. La combi-
natoire devrait eˆtre plus complique´e. Dans un article en pre´paration le premier
des deux auteurs e´tudie ce proble`me en portant une attention particulie`re au
cas des groupes unitaires et orthogonaux.
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Premie`re partie
Spectre des varie´te´s
hyperboliques
1

Chapitre 1
The´ore`me de Matsushima
Soit X un espace syme´trique simplement connexe de courbure ne´gative sans
facteurs euclidiens et soit G un groupe de Lie semi-simple re´el connexe agissant
transitivement sur X par isome´tries. Nous supposons que l’application de G
vers la composante connexe de l’identite´ du groupe des isome´tries de X est un
reveˆtement fini. Dans la suite nous supposons que la me´trique riemannienne de
X est identique a` celle induite par la forme de Killing de G. Nous notons K le
groupe d’isotropie dans G d’un point fixe´ p de X . Puisque X est de courbure
ne´gative, le groupe G est de centre fini et sans facteur compact.
Soit Γ un sous-groupe discret de G tel que Γ\X soit compact. Soit ω une
p-forme diffe´rentielle sur X invariante par Γ i.e.
ω(x; v1, . . . , vp) = ω(γx; γv1, . . . , γvp) pour tout γ ∈ Γ.
Notons π : G → G/K = X la projection canonique. Soit ω˜ = π∗ω. La forme ω˜
est une p-forme sur G.
Nous adoptons la convention classique de noter avec un indice 0 les alge`bres
de Lie re´lles et si l0 est une alge`bre de Lie re´lle, l l’alge`bre de Lie complexe l =
l0⊗C. Pour tout g ∈ G, la translation a` gauche par g−1 fournit un isomorphisme
canonique de Tg(G) vers g0 = Te(G) et donc une identification
Ωp(G;C) = Hom(Λp(g), C∞(G;C)). (1.0.1)
Fixons g = k⊕ p une de´composition de Cartan de g0.
La forme ω˜ provient d’une forme ω sur G/K invariante sous l’action (a`
gauche de Γ) et via l’identification (1.0.1) appartient a` :
Cp(g,K;C∞(Γ\G;C)) := HomK(Λp(p), C∞(Γ\G;C)),
ou` K agit sur p ∼= g/k via la repre´sentation adjointe et sur C∞(Γ\G;C) via
la repre´sentation re´gulie`re a` droite. Re´ciproquement, il n’est pas difficile de
voir qu’a` un e´le´ment de Cp(g,K;C∞(Γ\G;C)) correspond une p-forme sur
G provenant d’une p-forme sur G/K et invariante sous l’action de Γ. Nous
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re´sumons tout ceci dans la proposition suivante qui semble avoir e´te´ pour la
premie`re fois constate´e par Gelfand et Fomin [40] puis pre´cise´e par Matsushima
[72].
Proposition 1.0.1 L’application ω 7→ ω ◦ π induit un isomorphisme de com-
plexes gradue´s de Ω∗(Γ\X ;C) sur C∗(g,K;C∞(Γ\G;C)).
Notons ∆ le laplacien de Hodge sur les formes diffe´rentielles sur X (pour sa
structure riemannienne). Soit ω une p-forme sur X telle que ∆ω = λω pour un
certain λ ∈ R. D’apre`s la Proposition 1.0.1, il correspond a` ω un e´le´ment (que
l’on note toujours) ω dans Cp(g,K;C∞(Γ\G;C))
D’un autre coˆte´, il est bien connu (cf. [41]) que la repre´sentation re´gulie`re
droite dans L2(Γ\G) se de´compose en :
L2(Γ\G) =
⊕
π∈Gˆ
m(π,Γ)Hπ , (1.0.2)
somme discre`te de sous-espaces G-invariants irre´ductibles, indexe´e par le dual
unitaire Gˆ de G, et ou` chaque m(π,Γ) est fini.
On voit ainsi se dessiner une correspondance entre certaines repre´sentations
de G et l’espace des formes diffe´rentielles λ-propres pour le laplacien. Avant de
donner un e´nonce´ pre´cis, rappelons que l’ope´rateur de Casimir est
C =
∑
1≤s≤n
ys.y
′
s
ou` (ys) est une base de g et (y
′
s) la base duale de g par rapport a` la forme de
Killing B.
La (tre`s) le´ge`re modification du the´ore`me de Matsushima [72] dont nous
aurons besoin s’e´nonce alors :
The´ore`me 1.0.2 Soit Epλ l’espace des p-formes diffe´rentielles sur Γ\X, λ-
propres pour le laplacien de X. Alors :
dim(Epλ) =
∑
π ∈ Gˆ
π(C) = −λ
m(π,Γ)dim(HomK(Λ
pp,Hπ)),
la somme e´tant finie.
Corollaire 1.0.3 Soit G = SO(n, 1) ou SU(n, 1). Si pour toute repre´sentation
π apparaissant dans L2(Γ\G) et dont le K-type rencontre Λpp, on a −π(C) > ǫ
ou π(C) = 0, la Conjecture A− est ve´rifie´e pour les p-formes.
Avant de de´montrer le The´ore`me 1.0.2, revenons sur l’ope´rateur de Casimir.
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1.1 Sur l’ope´rateur de Casimir
Identifions dore´navant l’espace p au supple´mentaire orthogonal de k dans g
par rapport a` la forme de Killing B. Soit {Xu} (resp. {Xt}) une base orthonor-
male de p (resp. k) pour la forme B (resp. −B). Alors :
C =
∑
X2u −
∑
X2t .
Soit T est une repre´sentation unitaire de G dans un Hilbert H. Un vecteur
ϕ ∈ H est dit lisse ou C∞ si la fonction g 7→ T (g)ϕ est C∞. Soit H∞ le
sous-espace des vecteurs lisses de H.
Si X ∈ g et ϕ ∈ H∞ nous posons :
T (X)ϕ =
[
d
dt
T (exp(tX))ϕ
]
|t=0
.
Alors :
T (C) :=
∑
T (Xu)
2 −
∑
T (Xt)
2.
Remarquons que si la repre´sentation T est irre´ductible, alors T (C) est scalaire.
Cela de´coule du Lemme de Schur et du fait que C est dans le centre de l’alge`bre
enveloppante de g.
Le lemme suivant, duˆ a` Kuga [15], fait le lien entre le laplacien et l’ope´rateur
de Casimir.
Lemme 1.1.1 Via l’application de la Proposition 1.0.1, les p-formes λ-propres
pour le laplacien sur Γ\X correspondent aux e´le´ments ω de Cp(g,K;C∞(Γ\G))
tels que
R(C)ω = −λω,
ou` R est la repre´sentation re´gulie`re droite de G dans C∞(Γ\G).
De´monstration. Soient ηu les 1-formes invariantes a` gauche sur G telles que
ηu(Xv) = δ
v
u.
Soit
ω ∈ Cp(g,K;C∞(Γ\G)) = HomK(Λ∗p, C∞(Γ\G))
telle que (vue comme forme diffe´rentielle) ∆ω = λω.
On e´crit
ω =
∑
U
ωUη
U ,
ou` si U = (u1, . . . , up), η
U = ηu1 ∧ . . . ∧ ηup . On a imme´diatement :
(dω)U = −
∑
1≤v≤p+1
(−1)v−1R(Xv)ωU(v)
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ou` U(v) est obtenu en enlevant aux e´le´ments de U la v-ie`me coordonne´e (les
termes en crochets de Lie dans la diffe´rentielle e´tant nuls car g = k ⊕ p avec
[p, p] ⊂ p).
De plus, puisque la me´trique riemannienne sur X est induite par la forme
de Killing B sur p, on a :
< ω, ω′ >=
∑
U
∫
Γ\G
ωUω
′
U .
Un calcul simple implique alors le fait suivant.
Fait. L’adjoint de d est l’ope´rateur ∂ donne´e par :
(∂ω)U =
∑
v
R(Xv)
∗ω{v}∪U
ou` U est cette fois de cardinal p−1 et ou` R(Xv)∗ est l’adjoint de R(Xv) (agissant
sur C∞(Γ\G) muni de la norme L2) i.e. R(Xv)∗ = −R(Xv).
Finalement :
(∂dω)U = −
∑
R(Xv)(dω){v}∪U
= −
∑
v
R(Xv)
(
R(Xv)ωU −
∑
w
(−1)wR(Xvw)ω{v}∪U(w)
)
= −
∑
v
R(Xv)
2ωU +
∑
v,w
(−1)uR(Xv)R(Xvw)ω{v}∪U(w)
et
(d∂ω)U = −
∑
v
(−1)v−1R(Xwv)(∂ω)U(v)
=
∑
v,w
(−1)v−1R(Xwv )R(Xw)ω{w}∪U(v).
Or,
R(Xv)R(Xvw)−R(Xvw)R(Xv) = R([Xv, Xvw ]) ∈ R(k)
agit trivialement sur ω qui est une forme diffe´rentielle sur X . Donc :
∆ω = −
(∑
v
R(Xv)
2
)
ω
= −R(C)ω,
car, la` encore, R(X) agit trivialement sur ω si X ∈ k. Nous avons donc ve´rifie´
qu’a` travers la correspondance de la Proposition 1.0.1, les formes propres pour le
laplacien correspondent a` des formes propres pour l’action de R(C), les valeurs
propres e´tant de signes oppose´s.
1.2. DE´MONSTRATION DU THE´ORE`ME ?? 7
1.2 De´monstration du The´ore`me 1.0.2
Soit Epλ l’espace des p-formes de carre´ inte´grable et λ-propres. C’est un
espace de dimension finie de formes C∞, le laplacien e´tant e´lliptique. De la
de´composition L2 donne´e par (1.0.2), on de´duit :
Epλ = ⊕πm(π,Γ)HomK(Λpp, Hπ)λ, (1.2.1)
Epλ e´tant vu comme un espace de formes L
2, et l’indice λ de´signant le sous-espace
sur lequel C ope`re par −λ. Puisque C peut s’identifier a` un ope´rateur du centre
de l’alge`bre enveloppante de g, cet espace n’est non nul que si π(C) = −λ.
Par conse´quent dim(Epλ) est donne´e par la formule du The´ore`me 1.0.2, et la
somme est finie. On a en fait canoniquement :
Epλ
∼=
⊕
π :π(C)=−λ
Hom(π, L2(Γ\G))⊗HomK(Λpp,Hπ),
ou` toutes les formes (a priori L2) dans cette somme sont C∞ puisque C est
elliptique.
1.3 Repre´sentations admissibles et spectre au-
tomorphe
On dit qu’une repre´sentation π de G dans un espace de Hilbert H 1 est
admissible si π(K) ope`re par ope´rateurs unitaires et si chaque repre´sentation
irre´ductible τ de K n’intervient qu’avec une multiplicite´ finie (peut-eˆtre nulle)
dans la restriction π|K de π a` K.
Un the´ore`me de Harish-Chandra [45] (voir aussi [62]) affirme que toute
repre´sentation irre´ductible unitaire (π,Hπ) de G est admissible. Rappelons que
l’espace H∞π des vecteurs lisses de π est un sous-espace dense de Hπ invariant
sous l’action de G, et qu’il existe une action naturelle de g sur H∞π . Posons
HKπ = {v ∈ H∞π : dim〈π(K)v〉 < +∞},
ou` 〈π(K)v〉 de´signe le sous-espace engendre´ par tous les vecteurs de la forme
π(k)v, avec k ∈ K. D’apre`s Harish-Chandra [45] HKπ est stable sous les actions
de K et g et comme g-module il est irre´ductible, et de´termine π a` e´quivalence
unitaire pre`s. En fait HKπ est un (g,K)-module, voir [15].
E´tant donne´ un entier i, nous notons
Ci(π) = HomK(Λ
ip,HKπ ).
On a vu dans les sections pre´ce´dentes qu’a` une repre´sentation π ⊂ L2(Γ\G) telle
que Ci(π) 6= 0 on peut associer une forme diffe´rentielle de degre´e i sur Γ\X .
On les obtient de la fac¸on suivante. Soit ϕ : HKπ → C∞(Γ\G) l’application
1Attention : la repre´sentation pi n’a pas de raison d’eˆtre unitaire.
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G-e´quivariante induite par l’inclusion π ⊂ L2(Γ\G). Fixons une application
K-e´quivariante non nulle ω : Λip → HKπ (dans Ci(π)). La forme diffe´rentielle
associe´e ωϕ est de´finie par
ωϕ(g.λ) = ϕ(ω(λ))(g) (λ ∈ Λip, g ∈ G).
Remarquons que le The´ore`me 1 implique que si π(C) = 0, la forme ωϕ est
harmonique de degre´ i et contribue donc a` la cohomologie de degre´ i de Γ\X .
On dira donc d’une repre´sentation irre´ductible unitaire de G qu’elle est coho-
mologique de degre´ i si elle ve´rifie que
1. π(C) = 0, et
2. Ci(π) 6= 0.
On notera U(g) l’alge`bre enveloppante sur C de l’alge`bre de Lie g. Son centre
sera note´ Z(g).
Rappelons que l’on dit de la repre´sentation (π,Hπ) qu’elle admet un car-
acte`re infinite´simal χ si χ est un homomorphisme Z(g) → C tel que π(z) =
χ(z)id pour tout z ∈ Z(g). C’est en particulier toujours le cas si (π,Hπ) est
irre´ductible et admissible.
Si h est une sous-alge`bre de Cartan de l’alge`bre de Lie complexe g, l’homo-
morphisme d’Harish-Chandra γ, cf. [62], re´alise un isomorphisme d’alge`bre de
Z(g) sur la sous-alge`bre de U(h) constitue´e des e´le´ments fixe´s par le groupe de
Weyl W = W (h, g). Il correspond donc a` chaque forme line´aire Λ dans h′ un
caracte`re de Z(g) :
χΛ(z) = Λ(γ(z)) pour z ∈ Z(g), (1.3.1)
ou` l’on a e´tendu Λ en un homomorphisme d’alge`bre de U(h).
Le morphisme χΛ ve´rifie χwΛ = χΛ pour tout w ∈ W et re´ciproquement, si
χΛ′ = χΛ alors Λ
′ = wΛ pour un e´le´ment w ∈W (voir [62, Proposition 8.21]).
On montre de plus, cf. [62, Proposition 8.21], que tout homomorphisme de
Z(g) dans C est de la forme χΛ, comme dans (1.3.1), pour un certain Λ dans
h′. Si π admet un caracte`re infinite´simal χ = χΛ, on dira, par abus de notation,
que π a pour caracte`re infinite´simal Λ ; dans ce cas Λ n’est de´termine´ qu’a` un
membre du groupe de Weyl W pre`s.
On a donc ramene´ l’e´tude du spectre des quotients Γ\X a` celle de la de´composition
en irre´ductibles des repre´sentations L2(Γ\G) de G. Comme annonce´ dans l’in-
troduction nous n’allons conside´rer que des sous-groupes Γ de congruence.
Supposons maintenant que le groupe re´el G est e´gal au groupe des points
re´els G(R) d’un groupe alge´brique (toujours note´) G connexe et presque simple
sur Q. Nous adoptons la meˆme notation (G) pour de´signer le groupe alge´brique
et le groupe re´el. Le contexte permettra d’e´viter toute confusion.
On appelle sous-groupe de congruence de G tout sous-groupe Γ = G(Q)∩Kf
de G ou` Kf est un sous-groupe compact-ouvert du groupe G(Af ) sur les ade`les
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finis. Remarquons que si G est de´fini sur Z, un sous-groupe Γ de G(Z) qui
contient un sous-groupe de la forme
ΓN = ker(G(Z)→ G(Z/NZ)),
pour un certain entier N ≥ 1 est un sous-groupe de congruence. Le groupe
Γ agit alors proprement sur X (via la projection de Γ dans G) et d’apre`s un
the´ore`me de Borel et Harish-Chandra [14] le quotient Γ\X est de volume fini.
De plus, ce quotient est compact si et seulement si le groupe G est anisotrope
sur Q.
Notons Ĝ le dual unitaire de G que l’on munit de la topologie de Fell. On
rappellera la de´finition et les proprie´te´s standard de la topologie de Fell au
§2.2. Suivant Burger et Sarnak [20], on appelle spectre de Γ\G - ou` Γ est un
sous-groupe de congruence de G - l’ensemble des repre´sentations irre´ductibles
unitaires π ∈ Ĝ apparaissant (faiblement si G est isotrope sur Q) dans la
repre´sentation re´gulie`re de G dans L2(Γ\G) :
σ(Γ\G(R)) = {π ∈ Ĝ(R) : π ∝ L2(Γ\G)}. (1.3.2)
On rappelle e´galement la de´finition du dual automorphe ĜAut de G donne´e dans
[20] :
ĜAut =
⋃
Γcong
σ(Γ\G). (1.3.3)
L’adhe´rence dans 1.3.3 est prise par rapport a` la topologie de Fell. D’apre`s le
The´ore`me 1.0.2 les Conjectures A−(i) se rame`nent a` l’e´tude des spectres (1.3.2)
et en fait comme nous le verrons au Chapitre 2 de tout le dual automorphe
(1.3.3). Il s’agit de savoir si chaque repre´sentation cohomologique π de degre´ i
est isole´e dans la re´union {π} ∪ ĜAut.
Concluons ce premier chapitre en remarquant que l’hypothe`se de compacite´
sur le quotient Γ\X n’e´tait pas re´ellement ne´cessaire. Il suffit en ge´ne´ral de
conside´rer des formes diffe´rentielles de carre´ inte´grable, cf. [15]. On parlera alors
de spectre L2.

Chapitre 2
Spectre du laplacien sur les
quotients arithme´tiques
Dans ce chapitre nous exposons les extensions plausibles, aux groupes re´ductifs
ge´ne´raux et aux formes diffe´rentielles, de la Conjecture de Selberg relative aux
valeurs propres du laplacien ope´rant sur les courbes modulaires.
Rappelons d’abord la Conjecture de Selberg. Soit Γ(1) = SL(2,Z), et Γ ⊂
Γ(1) un sous-groupe de congruence, i.e., un sous-groupe contenant, pour quelque
N ≥ 1, le sous-groupe
Γ(N) =
{(
a b
c b
)
≡
(
1 0
0 1
)
(mod N)
}
de Γ(1). Alors Γ ope`re sur le demi-plan de Poincare´ H = {z ∈ C : Im z > 0} ;
soit ∆ le laplacien invariant (positif) sur H. Alors L2(Γ\H) se de´compose, selon
la the´orie spectrale, en sous-espaces propres de ∆. Le spectre discret de ∆ est
forme´ des valeurs propres {0, (λn)n≥1} ou` les λn > 0 sont associe´s aux formes
paraboliques – cf. Iwaniecˇ [50, p. 76].
Conjecture 2.0.1 (Selberg) λn ≥ 14 .
Quelques remarques. Il est facile de calculer le spectre (continu !) de ∆ dans
L2(H) : il est e´gal a` [ 14 ,+∞[. La conjecture est donc que le spectre pour les
formes paraboliques est contenu dans le spectre limite. Par ailleurs l’estime´e
λn ≥ 14 est en ge´ne´ral fausse si Γ ⊂ Γ(1) est un sous-groupe, meˆme arithme´tique,
qui n’est pas de congruence.
Rappelons la minoration connue a` la suite des travaux de Kim, Shahidi et
Sarnak :
The´ore`me 2.0.2 ([59]) λn ≥ 14 −
(
7
64
)2
.
Dans la suite de ce me´moire nous conside´rons un groupe simple G de´fini
sur Q. Soit G(R)0 la composante neutre de G(R) : c’est un produit de groupes
semi-simples re´els. On supposera par commodite´ que
G(R)0 = U ×Gnc
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ou` U est compact et G est un groupe simple re´el non compact. Soit K un
sous-groupe compact maximal de Gnc et X = Gnc/K. Soit Γ ⊂ G(Q) un sous-
groupe de congruence. L’analogue de Γ\H est alors le quotient Γ\X = Γ\Gnc/K.
(Γ ⊂ G(Q) se plonge naturellement dans U × Gnc, donc dans Gnc ; son image
dans Gnc est discre`te car U est compact).
Soit Ai∞ = A
i
∞(Γ\X) l’espace des formes diffe´rentielles lisses de degre´ i sur
Γ\X . On sait d’apre`s le chapitre 1 que
Ai∞(Γ\X) ∼= HomK∞(Λip, C∞(Γ\X)).
Supposons d’abord G anisotrope, i.e., Γ\X compact. On dispose alors sur
Ai∞ du laplacien de Hodge (positif) ∆
i (que l’on notera ∆, lorsqu’il n’y aura
pas d’ambiguite´), identifie´ a` l’ope´rateur de Casimir (Ch. I). On peut le con-
side´rer comme un ope´rateur non borne´ sur l’espace Ai(2) des formes L
2. Son
noyau est compose´ des formes harmoniques. C’est essentiellement ce cas qui
nous inte´ressera dans la partie ge´ome´trique du volume.
En ge´ne´ral (si Γ\X n’est pas compact), ∆ de´finit encore un ope´rateur auto-
adjoint dans Ai(2), dont le noyau est donne´ par les formes harmoniques [15], mais
qui va posse´der un spectre continu. Rappelons que l’espace des Hi(2) des formes
harmoniques est de dimension finie et a fortiori ferme´.
Question 2.0.3 Fixons G/Q, et i ∈ [0, dim X ]. Si Γ parcourt l’ensemble des
sous-groupes de congruence de G(Q), existe-t-il une minoration uniforme ε(G, i) >
0 du spectre de ∆i dans l’orthogonal de Hi(2)(Γ\X) ?
Dans le cas cocompact, on cherche donc une minoration uniforme
λ ≥ ε(G, i) (2.0.1)
sur les valeurs propres 6= 0 de ∆i. En ge´ne´ral on veut que le spectre de ∆i dans
(Hi(2))⊥ soit contenu dans [ε(G, i),+∞[.
2.1 Le cas des fonctions
Nous conside´rons d’abord le cas ou` i = 0 ; on s’inte´resse donc au spectre
du laplacien sur l’espace L20(Γ\X) des fonstions d’inte´grale nulle sur Γ\X , Γ
e´tant un groupe de congruence. Si G = SL(2), une minoration est donne´e par
le The´ore`me 2.0.2 (Selberg avait de´ja` obtenu la minoration λn ≥ 316 ). Noter que
dans ce cas ∆ a aussi un spectre continu, mais l’on sait (inconditionnellement)
que celui ci est contenu dans [ 14 ,∞[ : cf. [50, p. 112].
Pour des groupes plus ge´ne´raux, nous nous contenterons en ge´ne´ral d’obtenir
des re´sultats qualitatifs, sans pre´ciser la borne ε. Ceci suffit pour les applica-
tions ge´ome´triques. Ne´anmoins, il est important de remarquer que les Con-
jectures d’Arthur sur le spectre automorphe permettent (convenablement in-
terpre´te´es. . .) d’obtenir pour G donne´ les valeurs optimales (conjecturales) des
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bornes infe´rieures ε(G, i). Nous allons les pre´ciser, dans les chapitres suivants,
pour les groupes associe´s aux varie´te´s hyperboliques re´elles et complexes.
Revenons a` un groupe G arbitraire. Pour i = 0, on peut re´pondre positive-
ment a` la Question 2.0.3 en toute ge´ne´ralite´. Soit Γ un groupe de congruence,
et soit L20(Γ\X) l’espace des fonctions d’inte´grale nulle, i.e., l’orthogonal de
H0(2)(Γ\X) = C.
The´ore`me 2.1.1 Fixons G/Q. Il existe alors ε = ε(G) > 0 tel que le spectre
de ∆ dans L20(Γ\X), pour tout sous-groupe de congruence Γ relatif a` G, soit
contenu dans [ε,+∞[.
Nous allons esquisser la de´monstration [25], puisque les outils de celle-ci
seront utilise´s plus loin pour les formes de degre´ supe´rieur. Notons L20(Γ\G)
l’espace des fonctions L2 d’inte´grale nulle sur Γ\G. C’est une repre´sentation de
G (Ch. I) ; un argument e´vident montre qu’elle ne contient aucun sous-espace
isomorphe a` la repre´sentation triviale.
L’action triviale de G sur les constantes correspond a` la valeur propre λ = 0
de ∆. Nous voulons montrer qu’il existe un voisinage fixe (|λ| < ε) de 0 ne ren-
contrant pas le spectre de ∆ – meˆme pour Γ variable. Nous allons traduire ceci en
termes de repre´sentations unitaires de G ; cela ne´cessite quelques pre´liminaires.
2.2 The´orie des repre´sentations
SoitG un groupe de Lie connexe. On note Ĝ l’ensemble des classes d’e´quivalence
de repre´sentations irre´ductibles unitaires de G. Rappelons que Ĝ est muni d’une
topologie naturelle, la topologie de Fell. Soit π ∈ Ĝ une repre´sentation d’espace
H. Si v ∈ H, le coefficient associe´ est la fonction sur G :
cv(g) = (gv, v) (g ∈ G). (2.2.1)
Soit Ω ⊂ G un sous-ensemble compact, v1, . . . vd ∈ H, ε > 0. On note
V (Ω, vi, ε) l’ensemble des ρ ∈ Ĝ telles qu’il existe w1, . . . wd ∈ Hρ ve´rifiant
|cwi(g)− cvi(g)| < ε (g ∈ Ω). (2.2.2)
On obtient ainsi une base de voisinages de π ; celle-ci de´finit la topologie
sur Ĝ. Cette topologie n’est pas se´pare´e : par exemple si G = SL(2,R) et si
s ∈ [0, 12 [ et s→ 12 , la limite de la repre´sentation irre´ductible
πs = ind
G
B(|x|s)
ou` B =
{(
x ∗
0 x−1
)}
⊂ G, et l’induction est l’induction unitaire, est forme´e
de la repre´sentation triviale C et des deux se´ries discre`tes δ2, δ−2 ([66]). Elle est
ne´anmoins se´parable (tout point a une base de´nombrable de voisinages) de sorte
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que nous pourrons nous limiter, dans les arguments de convergence, a` conside´rer
des suites.
Par ailleurs, on peut de´crire la topologie de Ĝ a` l’aide d’un seul coefficient :
Proposition 2.2.1 Soit (πn)n≥1, π ∈ Ĝ. Alors πn → π si et seulement si un
coefficient non nul cu de π (u ∈ Hπ) est limite uniforme sur tout compact de
coefficients cun (un ∈ Hπn).
Voir Dixmier [32, Prop. 18.1.5].
Dans le reste de ce paragraphe on suppose G simple et non compact. Soit
K un sous-groupe compact maximal. Soit Ĝs le sous-ensemble de G forme´ des
repre´sentations sphe´riques, i.e., ayant un vecteur 6= 0 fixe´ par K. On sait que
celui-ci est alors unique a` un scalaire pre`s [62].
Le lemme suivant re´sulte trivialement de la de´finition du dual :
Lemme 2.2.2 Ĝs est ouvert dans Ĝ.
Noter que le contre-exemple ci-dessus, montrant que Ĝ n’est pas se´pare´,
montre aussi que Ĝs n’est pas ferme´.
Puisque Ĝ est muni d’une topologie, il est muni d’une structure bore´lienne.
On sait que Ĝ est bore´lien standard, c’est-a`-dire isomorphe a` [0, 1] muni de la
structure bore´lienne usuelle [32, 4.6.1].
Nous devrons utiliser la de´composition selon Ĝ de repre´sentations unitaires
re´ductibles de G. Celle-ci utilise la notion d’inte´grale hilbertienne, pour laque-
lle on renvoie le lecteur a` [32, A 69] et a` [100]. Dans notre cas, G est “de type
I” au sens de la the´orie des repre´sentations [32] et nous n’avons besoin que d’un
cas tre`s simple.
Toutes les repre´sentations de G, sauf la repre´sentation triviale, se re´alisent
dans un espace fixe H de dimension de´nombrable ; les ope´rateurs π(g) (π ∈ Ĝ)
sont alors fonctions mesurables de π pour tout g. Posons, pour π = 1G (la
repre´sentation triviale) Hπ = C, et Hπ = H pour les autres repre´sentations de
Ĝ.
Si µ est une mesure positive sur Ĝ, la repre´sentation
ρ =
∫
Ĝ
Hπ dµ(π)
(sur l’espace des fonctions mesurables ϕ : Ĝ → H⊕ C telles que ϕ(π) ∈ Hπ et
que
∫ ||ϕ(π)||2dµ(π) <∞) se de´finit de fac¸on e´vidente. On de´finit de meˆme
ρ =
∫
Ĝ
⊕̂m(π)
Hπ dµ(π) (2.2.3)
ou` π 7→ m(π) ∈ {1, 2, . . . ,∞} est une fonction bore´lienne.
The´ore`me 2.2.3 Soit ρ une repre´sentation unitaire de G sur un espace de
Hilbert H.
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(i) Il existe une fonction bore´lienne π 7→ m(π), Ĝ → {1, 2, . . . ,∞} et une
mesure positive µ sur Ĝ telles que
ρ ∼=
∫
Ĝ
⊕̂m(π)
Hπ dµ(π). (2.2.4)
(ii) Si ρ admet deux repre´sentations (2.2.4), associe´es a` (m,µ) et (m′, µ′), les
mesures µ et µ′ sont e´quivalentes et les fonctions m et m′ e´gales p.p. (pour
µ ou µ′).
Pour les de´monstrations, on renvoie a` Dixmier [32, 8.6.5, 8.6.6].
Si (ρ,H) est donne´e et de´compose´e selon (2.2.4), le support de ρ est le
support de µ, contenu dans Ĝ. Si ρ, ρ′ sont deux repre´sentations, on dit que ρ est
faiblement contenue dans ρ′ si Supp(ρ) ⊂Supp(ρ′). (En particulier si π ∈Supp(ρ)
est irre´ductible, π est faiblement contenue dans ρ.) Pour les applications, il est
important d’avoir une caracte´risation intrinse`que de cette relation.
The´ore`me 2.2.4 Soient ρ, ρ′ deux repre´sentations unitaires de G. Les deux
proprie´te´s suivantes sont e´quivalentes :
(i) ρ′ est faiblement contenue dans ρ
(ii) Tout coefficient c de ρ′ est limite, uniforme´ment sur tout compact, d’une
suite de combinaisons line´aires positives de coefficients de ρ.
Nous aurons besoin de deux re´sultats supple´mentaires.
Le premier est une proprie´te´ de continuite´ de la restriction. Soit H ⊂ G un
sous-groupe semi-simple.
Lemme 2.2.5 Soit πn ∈ Ĝ et supposons que πn → 1G. Soit Sn ⊂ Ĥ le support
de πn|H . Alors 1H appartient a` l’adhe´rence de ⊔nSn.
Ceci se de´duit aise´ment de [32, 3.4.2].
Le second est un the´ore`me de Howe et Moore [49].
The´ore`me 2.2.6 Supposons G simple, non compact et connexe. Si π est une
repre´sentation irre´ductible non triviale de G, les coefficients de π tendent vers
0 a` l’infini.
2.3 Principe de restriction et de´monstration du
The´ore`me 2.1.1
La de´monstration du The´ore`me 2.1.1 repose sur une me´thode introduite par
Burger et Sarnak qui permet de de´montrer, pour un groupe G, une proprie´te´
telle que le The´ore`me 2.1.1 par re´duction a` un sous-groupe plus petit pour lequel
le The´ore`me est de´ja` connu.
Comme dans tout ce chapitre G est un groupe de´fini sur Q, nous le sup-
poserons de plus simple (comme Q-groupe) dans ce paragraphe. Soit Ĝ le dual
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du groupe re´el G(= G(R)), au sens du §2.2. On suppose que G n’est pas com-
pact. Si Γ ⊂ G(Q) est un sous-groupe de congruence, on peut conside´rer dans
Ĝ le support de la repre´sentation L2(Γ\G). On note ĜAut la cloˆture dans Ĝ de
la re´union des supports de L2(Γ\G) quand Γ parcourt tous les sous-groupes de
congruence de G(Q). Noter que ĜAut de´pend donc de la Q-forme de G.
Soit H ⊂ G un sous-groupe, de´fini sur Q, et semi-simple. Les meˆmes notions
s’appliquent alors a` H .
Par ailleurs, si π est une repre´sentation irre´ductible de G, on peut la restrein-
dre a` H . Selon le The´ore`me 2.1.1, le support de π|H dans Ĥ est bien de´fini.
Burger et Sarnak [20] de´montrent le the´ore`me suivant :
The´ore`me 2.3.1 (Burger, Sarnak) Soient π ∈ ĜAut et τ ∈ Ĥ. Si τ appar-
tient au support de π|H , τ ∈ ĤAut.
Nous renvoyons a` [20] pour la de´monstration. Une variante de celle-ci (per-
mettant de controˆler le laplacien sur les formes diffe´rentielles plutoˆt que sur les
fonctions) sera explique´e dans le Chapitre 9.
Pour de´montrer le The´ore`me 2.1.1, nous commenc¸ons par le reformuler en
termes de the´orie des repre´sentations.
The´ore`me 2.3.2 (Hypothe`ses du The´ore`me 2.1.1) Il existe un voisinage V de
la repre´sentation triviale dans Ĝ tel que, pour tout sous-groupe de congruence
Γ, le support de L20(Γ\X) soit disjoint de V.
Puisque la repre´sentation triviale 1G de G n’apparaˆıt pas dans L
2
0(Γ\X),
ceci e´quivaut par de´finition de ĜAut a` :
1G est isole´e dans ĜAut. (2.3.1)
Les assertions des The´ore`mes 2.1.1 et 2.3.2 sont e´quivalentes. Ve´rifions-le
en supposant pour simplifier que G est anisotrope. D’apre`s le Lemme 2.2.2,
le dual sphe´rique Ĝs est ouvert dans Ĝ. Conside´rons, dans L
2
0(Γ\G) =
⊕̂
πHπ
(somme directe hilbertienne de repre´sentations irre´ductibles), la partie sphe´rique
L20,s =
⊕̂
π∈ĜsHπ. Le The´ore`me 2.3.2 est donc e´quivalent au fait que les supports
de L20,s (pour Γ variable) soient se´pare´s de la repre´sentation triviale.
Soit P =MAN un sous-groupe parabolique minimal deG. Une repre´sentation
sphe´rique de G est isomorphe a` l’unique sous-quotient sphe´rique π d’une induite
ρ = indGP (1⊗ eν ⊗ 1)
ou` ν appartient au dual complexe de a =Lie(A). Si π est unitaire, ν doit eˆtre
hermitien, i.e : ν = −wν pour un w dans le groupe de Weyl W (G,A).
Si π est sphe´rique et appartient a` L20(Γ\G), le sous-espace πK est un sous-
espace de L20(Γ\X) et la valeur propre associe´e λ de ω est e´gale a` celle de
l’ope´rateur de Casimir, qui ope`re par (δ, δ)− (ν, ν), δ ∈ a∗ e´tant la demi-somme
des racines de A dans N (cf. [62, Prop. 8.2.2]).
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Ecrivons ν = νr +
√−1νi, avec νr, νi ∈ a∗. Alors
νr = −wνr , νi = wνi (2.3.2)
donc νr et νi sont orthogonaux et
(δ, δ)− (ν, ν) = (δ, δ) + (νi, νi)− (νr, νr). (2.3.3)
A conjugaison pre`s par W , on peut supposer νr contenu dans la chambre de
Weyl aigue¨ et ferme´e contenant δ. Si π est unitaire on sait alors que δ − νr est
dans la chambre de Weyl ferme´e obtuse associe´e [15, IV, 5.2].
Par ailleurs la topologie de Ĝs de´duite de celle de Ĝ co¨ıncide avec la restric-
tion aux parame`tres ν hermitiens de la topologie de a∗⊗C. D’apre`s le The´ore`me
2.3.2, on a donc ‖δ− ν‖ = ‖δ− νr‖+ ‖νi‖ ≥ ε1 ou` ε1 > 0 est de´termine´ par G.
Pour νr proche de δ, νr est re´gulier et (2.3.2) implique w = −1 soit νi = 0. Il
existe donc ε2 > 0 tel que ‖δ − νr‖ ≥ ε2. Enfin, les proprie´te´s de convexite´ des
chambres de Weyl impliquent alors que
(νr, νr) ≤ (δ, δ)− ε
ou` ε est de´termine´ par ε2. On en de´duit d’apre`s (2.3.3) :
λ = (δ, δ)− (ν, ν) ≥ ε . (2.3.4)
Re´ciproquement, (2.3.4) implique que la repre´sentation triviale est isole´e de
L20,s car λ = 0 pour la repre´sentation triviale.
Enfin, si G n’est pas anisotrope, un argument similaire s’applique a` la partie
continue de L20(Γ\G).
La de´monstration du The´ore`me 2.3.2 va reposer sur la me´thode de Burger-
Sarnak. Nous utilisons la forme (2.3.1) du The´ore`me. Supposons donne´ un sous-
groupe simple H de G tel que H(= H(R)) soit non compact et que le The´ore`me
soit vrai pour H . Si celui-ci est faux pour G, on peut trouver une suite πn ∈
ĜAut (πn 6∼= 1G) telle que πn → 1G. D’apre`s le Lemme 2.2.5, 1H appartient a`
l’adhe´rence de
⋃
n
Supp(πn|H ). Si 1H est isole´e dans ĤAut, le The´ore`me 2.2.3
implique que 1H est contenue discre`tement dans πn|H pour n >> 0. Ceci est
impossible d’apre`s le The´ore`me 2.2.6 si H(R) n’est pas compact.
Nous devons enfin trouver – dans tout groupe Q-simple G – un sous-groupe
H pour lequel le The´ore`me soit de´ja` connu (et H(R) non compact).
Nous renvoyons le lecteur a` [25], puisque cette partie de l’argument n’a rien
a` voir avec les questions aborde´es dans ce volume.
Le The´ore`me 2.1.1 a la conse´quence suivante. Soit G anisotrope sur Q tel
que G(R)0 = Gnc × U (comme au de´but de ce chapitre) avec Gnc simple non
compact et U compact. Avec la terminologie de l’Introduction :
The´ore`me 2.3.3 La Conjecture A−d=0(1) est ve´rifie´e pour G.
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Ecrivons en effet, Γ e´tant un sous-groupe de congruence :
L2(Γ\Gnc) = C⊕
⊕̂
π
π = C⊕ L20(Γ\Gnc)
ou` les repre´sentations π sont irre´ductibles non triviales. Soit V l’espace des
vecteurs K-finis d’une repre´sentation π et conside´rons le complexe calculant la
(g,K)-cohomologie de π (Ch. I) :
· · · → Ci(π) = HomK(Λip, V )→ Ci+1(π)→ · · · . (2.3.5)
Si le rang de Gnc est > 1, on sait d’apre`s un the´ore`me de Zuckerman et
Borel-Wallach [15, Cor. V.3.4], que H1(g,K, V ) = {0} si π n’est pas triviale. Il
en est de meˆme si π est triviale car HomK(p,C) = {0}, et ceci pour tout Gnc.
La suite (2.3.5) est donc exacte en i = 1 ; puisque le laplacien ope`re par
l’ope´rateur de Casimir, dont les valeurs propres sur A0 = L2(Γ\Gnc/K) sont
minore´es hors les constantes, on en de´duit que les valeurs propres de ∆ sur A1d=0
sont minore´es.
SiGnc est de rang 1 (donc localement isomorphe a` SU(n, 1) ou SO(n, 1)), ceci
reste vrai en dehors des repre´sentations π telles queH1(g,K, V ) 6= 0. Mais celles-
ci repre´sentent exactement les formes harmoniques, pour lesquelles ∆α = 0.
2.4 Repre´sentations non isole´es et contre-exemples
a` A−
Les derniers paragraphes de ce chapitre sont destine´s a` mettre en valeur le
roˆle particulier des groupes SU(n, 1) et SO(n, 1) relativement a` ces questions.
Nous voulons tout d’abord expliquer que la Conjecture A−(i) ne peut eˆtre vraie
en ge´ne´ral.
Conside´rons un groupe G anisotrope tel que Gnc est simple. Soit Hi(Γ\X)
l’espace des i-formes harmoniques. D’apre`s le Chapitre I,Hi(Γ\X) se de´compose
en sous-espaces relatifs aux repre´sentations irre´ductibles π de G telles que :
(i) π ⊂ L2(Γ\G)
(ii) HomK(Λ
ip, V (π)) 6= 0
(iii) L’ope´rateur de Casimir ope`re trivialement sur V (π).
Rappelons (Ch. I) que (ii) et (iii) sont e´quivalents a`
(iv) Hi(g,K;V (π)) 6= 0.
Soit π ∈ Ĝ une repre´sentation contenue dans L2(Γ\G), et ve´rifiant (iv).
Supposons de plus que π n’est pas isole´e dans Ĝ. Soit donc πn ∈ Ĝ une suite
tendant vers π. La condition (ii) est alors ve´rifie´e par πn pour n >> 0, par un
analogue e´vident du Lemme 2.2.2. Par ailleurs, si ρ ∈ Ĝ, l’ope´rateur de Casimir
C ope`re par un scalaire ρ(C) sur les vecteurs C∞ de ρ (§1.1). On ve´rifie alors que
ρ(C) est une fonction continue de ρ pour la topologie de Ĝ [11]. Pour πn → π
on a donc πn(C) → π(C) = 0 ; pour n >> 0, πn(C) est non nul car l’ensemble
des repre´sentations unitaires π ve´rifiant (ii)-(iii) ⇐⇒ (iv) est fini. On a donc :
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The´ore`me 2.4.1 Soient Γ ⊂ G un sous-groupe de congruence, π une repre´senta-
tion de G ve´rifiant (i–iii) et πn → π dans Ĝ. Si les repre´sentations πn appar-
tiennent a` ĜAut, la Conjecture A
−(i) est en de´faut pour les degre´s i tels que
Hi(g,K;V (π)) 6= 0.
Pour un groupe donne´, l’e´tude de A−(i) se divise donc en deux questions :
Proble`me 2.4.2 De´crire les repre´sentations isole´es dans Ĝ parmi les repre´senta-
tions cohomologiques.
Proble`me 2.4.3 Pour G/Q donne´, soit π ∈ Ĝ une repre´sentation cohomologique
non triviale et non isole´e. La repre´sentation π est-elle isole´e dans ĜAut ∪{π} ?
Il existe une classe simple de repre´sentations pour lesquelles les deux ques-
tions ont une solution ne´gative.
Rappelons qu’une repre´sentation irre´ductible de G appartient a` la se´rie
discre`te si ses coefficients (§2.3) sont de carre´ inte´grable. D’apre`s Harish-Chandra,
G a une se´rie discre`te si, et seulement si, G contient un sous-groupe de Cartan
compact [62]. Parmi nos groupes “hyperboliques”, SU(n, 1) a toujours une se´rie
discre`te et SO(n, 1) a une se´rie discre`te si et seulement si n est pair – ainsi,
SO(2, 1) ≈ SL(2,R) a une se´rie discre`te alors que SO(3, 1) ≈ SL(2,C) n’en a
pas.
Rappelons qu’un sous-groupe parabolique P = M0AN de G est cuspidal
si M0 contient un sous-groupe de Cartan compact (donc, posse`de une se´rie
discre`te). Une repre´sentation π appartient a` la se´rie discre`te si, et seulement
si, elle apparaˆıt comme sous-module discret dans L2(G). Plus ge´ne´ralement,
π ∈ Ĝ est tempe´re´e si elle ve´rifie les conditions e´quivalentes qui suivent :
π appartient au support de L2(G) (2.4.1)
π est un sous-module de indGP=M0AN (δ ⊗ eν ⊗ 1) ou` P est cuspidal,
δ ∈ M̂0 appartient a` la se´rie discre`te, et ν ∈ ia∗ est unitaire. (2.4.2)
Supposons que G n’a pas de se´rie discre`te, et soit Pf ⊂ G un parabolique
tel que A soit de dimension minimale. Alors Pf est ne´cessairement cuspidal ; si
Pf =Mf Nf , Mf est uniquement de´termine´ a` conjugaison pre`s dans G. On dit
que Pf est un parabolique fondamental.
The´ore`me 2.4.4 (Borel-Wallach) Soit π ∈ Ĝ une repre´sentation tempe´re´e
et supposons que H•(g,K;V (π)) 6= 0. Alors
(i) π est un sous-module de indGPf (δ⊗ e0⊗ 1), δ ∈ M̂0 e´tant une repre´sentation
de la se´rie discre`te.
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(ii) La cohomologie de π est concentre´e dans l’intervalle ]q − e, q + e] ou` q =
1
2 dimR(G/K) et e =
1
2 (rg G− rg K).
En fait la repre´sentation induite de (i) n’est cohomologique que pour un
nombre fini de repre´sentations δ, explicitement de´crites [15, Thm. 5.1]. On ve´rifie
que q ± e est entier [15, p. 98] ; tous les degre´s contenus dans ]q − e, q + e]
apparaissent dansH•(g,K;V ) ou` V est l’espace des vecteursK-finis de l’induite
totale donne´e par (i). Noter que si G a une se´rie discre`te, le The´ore`me reste vrai
avec Pf = G – les seules repre´sentations cohomologiques tempe´re´es sont dans
la se´rie discre`te.
Nous allons de´duire de ce the´ore`me :
The´ore`me 2.4.5 Soit G arbitraire, et supposons que G n’a pas de se´rie discre`te.
Alors la proprie´te´ A(i) est en de´faut pour i ∈]q − e, q + e].
Soit en effet π une repre´sentation ve´rifiant les conditions du The´ore`me 2.4.4
(i) et telle queHi(g,K, V (π)) 6= 0. Alors π est tempe´re´e et appartient donc au
“dual automorphe” ĜAut. Si πn → π et πn apparaˆıt dans la de´composition
(continue si G est isotrope) de L2(Γn\G) pour un groupe de congruence, la
valeur propre associe´e λn de C ve´rifie λn → 0, et apparaˆıt dans le spectre
(peut-eˆtre continu) du laplacien ωi.
La de´monstration a utilise´ le the´ore`me suivant :
The´ore`me 2.4.6 Toute repre´sentation tempe´re´e π ∈ Ĝ est limite de repre´sentations
πn apparaissant (discre`tement) dans L
2(Γn\G).
Il y a plusieurs de´monstrations du The´ore`me 2.4.6. Supposons d’abord G
anisotrope, donc les quotients Γ\G compacts. Si Γn ⊂ Γ0 est une famille de
sous-groupes distingue´s (en fait Γn+1 distingue´ dans Γn) d’intersection {1}, le
the´ore`me est duˆ a` Delorme [30] ; on sait meˆme que la suite des mesures spectrales
(sur Ĝ) des L2(Γn\G), ponde´re´es par [Γ0 : Γn], tend vers celle de L2(G).
Une autre approche du the´ore`me est due a` Burger, Li et Sarnak [19]. Cet
article ne donne pas la de´monstration, qui est expose´e dans [22]. PourG isotrope,
elle implique que π est limite de repre´sentations dans le support de L2(Γn\G).
Enfin, le fait que π est limite de repre´sentations πn apparaissantdiscre`tement
dans L2(Γn\G) re´sulte de la de´monstration donne´e dans [22]. Nous expliquons
l’argument supple´mentaire au lecteur familier avec les me´thodes ade´liques, en
supposantG simplement connexe comme dans [22] : choisissons une place finie p,
et remplac¸ons G = G(R) par G∞,p = G(R)×G(Qp). Alors [22, §3], le The´ore`me
2.4.6 reste vrai, en remplac¸ant G par G∞,p et les Γn par des sous-groupes S-
arithme´tiques pour S = {∞, p}. Si on remplace π ∈ Ĝ par π⊗πp ou` πp ∈ Ĝ(Qp)
est supercuspidale, on voit que π ⊗ πp est limite de repre´sentations “automor-
phes” π(n)⊗π(n)p . Mais alors π(n)p = πp pour tout n >> 0, et cette repre´sentation
ne peut apparaˆıtre que dans le spectre discret.
Exemple 2.4.6. SiG = SO(n, 1) avec n impair = 2m+1, on a q = n2 = m+
1
2 ,
e = 12 , et la cohomologie de π apparaˆıt en degre´s {m,m+ 1}.
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Terminons en remarquant que le The´ore`me 2.4.5 est relie´, par le the´ore`me de
Lu¨ck [69], au calcul des invariants de Novikov-Shubin de l’espace G/K (Lohoue´
et Mehdi [68]).
2.5 Perspectives : contraintes locales et contraintes
automorphes
Nous revenons aux deux Proble`mes (2.4.2 et 2.4.3) e´nonce´s dans la section
pre´ce´dente et nous allons de´crire, en utilisant toute la force de la the´orie des
repre´sentations, deux cas oppose´s ou` ils peuvent eˆtre re´solus, amenant a` une
solution satisfaisante du proble`me A−(i).
Le Proble`me 2.4.2 a en fait e´te´ comple`tement re´solu par Vogan, dans un
article longtemps clandestin [95]. Sa solution est difficile, et nous n’exposerons
les re´sultats que dans les cas qui nous inte´ressent. Le Proble`me 2.4.3 est encore
plus profond : l’un des buts de ces notes est d’expliquer comment, pour les
groupes associe´s aux espaces hyperboliques, sa solution est implicitement donne´e
par les Conjectures d’Arthur.
Commenc¸ons par le groupe G = SU(n, 1). Le sous-groupe compact maximal
est K ∼= U(n). La de´composition de Cartan est g0 = k0 ⊕ p0 avec p0 ∼= Cn. On
a p = p0⊗C ∼= Cn⊕Cn, le premier facteur s’identifiant a` l’espace tangent holo-
morphe en o = 1 ·K a` X = G/K et le second a` l’espace tangent antiholomorphe.
Donc :
Λi(p) ∼=
⊕
p+q=i
Λp(Cn)⊗ Λq(Cn). (2.5.1)
Le groupe K ope`re sur p0 par u · X = det(u)−1uX (u ∈ K,X ∈ Cn). Il
pre´serve la de´composition (2.5.1).
On sait que les repre´sentations Λp(Cn) sont irre´ductibles sous K ; chaque
facteur de (2.5.1) contient alors une unique repre´sentation irre´ductible contenant
le vecteur ep ⊗ eq, ep et eq e´tant respectivement un vecteur de plus haut poids
de Λp et Λq (sous un tore maximal de K). Notons-la τpq. On a alors :
The´ore`me 2.5.1 (Kumaresan, Vogan-Zuckerman [97], Krajlevic [64])
(i) Pour tous p, q tels que p+ q ≤ n il existe une unique repre´sentation unitaire
irre´ductible Vpq de G telle que
(a) HomK(τpq, Vpq) 6= 0.
(b) L’ope´rateur de Casimir ope`re trivialement sur Vpq.
(ii) Aucune repre´sentation Vpq n’est isole´e dans Ĝ.
(iii) Les Vpq constituent toutes les repre´sentations unitaires cohomologiques de
G.
Noter que d’apre`s (a) ; (b),
Hp+q(g,K, Vpq) = HomK(Λ
p+qp, Vpq) 6= 0 .
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D’apre`s [97] on sait en fait que les autres repre´sentations de Λp+qp n’inter-
viennent pas dans Vpq, et que τpq apparaˆıt avec multiplicite´ 1. En particulier
Hp+q(g,K;Vpq) ∼= C . (2.5.2)
Par ailleurs (2.5.1) implique une de´composition de Hodge sur la cohomologie
[15, II, §4] et :
Hp,q(g,K;Vpq) ∼= C (2.5.3)
et plus pre´cise´ment
Hp+r,q+r(g,K;Vpq) ∼= C (r = 0, . . . n− p− q), (2.5.4)
les autres composantes de Hodge de H∗(g,K;Vpq) e´tant nulles [97, Prop. 3.6].
Il est clair que ces re´sultats ne laissent aucun espoir quant au Proble`me local
2.4.2. En revanche nous allons voir (Ch. 6) que le Proble`me global 2.4.3 devrait
admettre une solution positive, d’apre`s les Conjectures d’Arthur (Conjecture A
de l’Introduction).
Chapitre 3
GL(n)
3.1 Classification de Langlands
La classification de Langlands pourG = GL(n,R) de´crit toutes les repre´sentations
admissibles de G a` e´quivalence infinite´simale pre`s. Nous notons K = O(n) le
sous-groupe compact maximal de G.
Une repre´sentation admissible irre´ductible (ρ, V ) admet un caracte`re central
i.e. un homomorphisme ωρ : R∗ → C∗ tel que
ρ(tIn) = ωρ(t)IdV ,
pour tout t ∈ R∗.
Soit SL±(m,R) le sous-groupe des e´le´ments g deGL(m,R) tels que |det(g)| =
1. On va d’abord de´crire certaines repre´sentations irre´ductibles de SL±(m,R)
pour m = 1 et m = 2. Pour m = 1 il n’y a que deux repre´sentations, toutes les
deux de dimension un ; on note la repre´sentation triviale 1 et sgn l’autre. Pour
m = 2, les repre´sentations qui nous inte´ressent sont celles qui sont dans la “se´rie
discre`te” et que l’on note Dl pour l ∈ N∗. Pour l ≥ 1, la repre´sentation Dl est
induite de SL(2,R) :
Dl = ind
SL±(2,R)
SL(2,R) (D
+
l ). (3.1.1)
Ou` la repre´sentation D+l est donne´e par l’action de SL(2,R) sur l’espace des
fonctions analytiques f sur le demi-plan de Poincare´ de norme
||f || =
(∫ ∫
|f(z)|2yl−1dxdy
) 1
2
finie, l’action d’un e´le´ment g =
(
a b
c d
)
e´tant donne´e par
D+l (g)f(z) = (bz + d)
−(l+1)f
(
az + c
bz + d
)
. (3.1.2)
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Les repre´sentations Dl de SL
±(2,R) sont irre´ductibles et unitaires (cf. [62],
[66]) 1.
Chaque repre´sentation de G est construite a` partir de “blocs e´le´mentaires” :
les repre´sentations de GL(1,R) et de GL(2,R) que l’on obtient en tensorisant
les repre´sentations de SL± ci-dessus par un morphisme a 7→ |deta|tR du groupe
des matrices scalaires strictement positives de taille 1 ou 2 vers C∗. Ci-dessous,
nous notons |.|R la valeur absolue ordinaire et t ∈ C. On obtient donc les “blocs
e´le´mentaires” suivant :
1⊗ |.|tR
sgn⊗ |.|tR
}
pour GL(1,R), (3.1.3)
Dl ⊗ |det(.)|tR pour GL(2,R). (3.1.4)
A` chaque partition de n en somme de 1 et de 2, note´e (n1, . . . , nr), on associe
le sous-groupe diagonal par blocs
M =MA = GL(n1,R)× . . .×GL(nr,R)
de G, ou` comme d’habitude A de´signe le sous-groupe des matrices diagonales
positives dans le centre deM etM est un produit de groupes {±1} ou SL±(2,R).
Pour chaque entier j compris entre 1 et r, soit σj une repre´sentation deGL(nj ,R)
de la forme (3.1.3) ou (3.1.4) suivant que nj = 1 ou 2 ; nous noterons tj le nombre
complexe t correspondant. Alors (σ1, . . . , σr) de´finit, par produit tensoriel, une
repre´sentation du sous-groupe diagonal par blocs MA que l’on peut e´tendre en
une repre´sentation du sous-groupe parabolique correspondant P =MAU (con-
stitute´ des matrices triangulaires supe´rieures par blocs) par l’identite´ sur U (les
matrices strictement triangulaires supe´rieures par blocs). Nous notons alors :
I(σ1, . . . , σr) = ind
G
P (σ1, . . . , σr), (3.1.5)
ou` ind de´signe l’induction unitaire (cf. [62]).
D’apre`s [62, Proposition 8.22], la repre´sentation de´finit par (3.1.5) admet un
caracte`re infinite´simal
(λσ1 , . . . , λσr ) ∈ Cn, (3.1.6)
ou` λσj est e´gal a` tj lorsque nj = 1 et est e´gal au couple (tj +
lj
2 , tj − lj2 ) lorsque
nj = 2 et ou` le vecteur (3.1.6) de Cn obtenu est vu comme une forme line´aire
sur la sous-alge`bre complexe de Cartan (a ⊕ m)C naturellement identifie´e a` Cn
via l’identification de gC a` l’alge`bre gln(C)
2.
Le the´ore`me qui suit re´sulte des travaux de Langlands [67] et de la the`se de
Speh (cf. aussi [61]).
1Le caracte`re infinite´simal de Dl est lρ ou` ρ
(
1 0
0 −1
)
= 1, voir [62, Proble`me 2 p. 276].
2Par exemple si n = n1 = 2, on identifie aC a` C
(
1 0
0 1
)
, mC a` C
(
1 0
0 −1
)
et on
identifie un vecteur de C2 avec une forme line´aire sur l’alge`bre des matrices diagonales de
M2(C).
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The´ore`me 3.1.1 (Classification de Langlands pour GL(n,R)) Pour G =
GL(n,R).
1. Si les parame`tres tj de (σ1, . . . , σr) ve´rifient
n−11 Re t1 ≥ n−12 Re t2 ≥ . . . ≥ n−1r Re tr, (3.1.7)
alors I(σ1, . . . , σr) a un unique quotient irre´ductible, son quotient de
Langlands, que l’on note J(σ1, . . . , σr).
2. Toute repre´sentation admissible irre´ductible de G est infinite´simalement
e´quivalente a` une repre´sentation J(σ1, . . . , σr).
3. Deux repre´sentations J(σ1, . . . , σr) et J(σ
′
1, . . . , σ
′
r) sont infinite´simalement
e´quivalentes si et seulement si r = r′ et il existe une permutation j(i) de
{1, . . . , r} telle que σ′i = σj(i) pour 1 ≤ i ≤ r.
On peut de la meˆme manie`re classifier les repre´sentations irre´ductibles ad-
missibles de GL(n,C). Dans la suite de cette section, nous notons G = GL(n,C)
et K = U(n) un sous-groupe compact maximal.
Rappelons que tout caracte`re (non ne´cessairement unitaire) de C∗ s’e´crit
z 7→ zpzq ou` p, q ∈ C et p− q ∈ Z. Le caracte`re est unitaire si, et seulement si,
Re(p + q) = 0. Posons ti =
pi+qi
2 . Pour tout j = 1, . . . , n, soit σj un caracte`re
de C∗. Alors (σ1, . . . , σn) de´finit, par produit tensoriel, une repre´sentation de
dimension un du sous-groupe des matrices diagonales de G, que l’on e´tend, par
l’identite´, en une repre´sentation de dimension un du sous-groupe B des matrices
triangulaires supe´rieures dans G. On pose alors :
I(σ1, . . . , σn) = ind
G
B(σ1, . . . , σn), (3.1.8)
ou` l’induction ci-dessus est unitaire.
D’apre`s [62, Proposition 8.22], la repre´sentation de´finit par (3.1.8) admet un
caracte`re infinite´simal
(p1, . . . , pn)× (q1, . . . , qn) ∈ Cn × Cn, (3.1.9)
ou` le vecteur (3.1.9) de Cn × Cn obtenu est vu comme une forme line´aire sur
la complexification de la sous-alge`bre de Cartan constitue´e des matrices com-
plexes diagonales que l’on conside`re comme une alge`bre re´elle par restriction
des scalaires de C a` R 3.
The´ore`me 3.1.2 (Classification de Langlands pour GL(n,C)) Pour G =
GL(n,C).
3Autrement dit dans notre cas C se plonge dans C×C par p : z 7→ (z, z), puis l’application
(u, v) 7→ (u+v
2
, u−v
2
) re´alise un isomorphisme entre C × C et une R-alge`bre dont les points
re´els s’identifient a` l’image de p. On obtient ainsi des coordonne´es naturelles pour la complex-
ification de C. Dans ces coordonne´es le caracte`re infinite´simal, de la repre´sentation z 7→ zpzq
sont (p, q).
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1. Si les parame`tres tj de (σ1, . . . , σn) ve´rifient
Re t1 ≥ Re t2 ≥ . . . ≥ Re tn, (3.1.10)
alors I(σ1, . . . , σn) a un unique quotient irre´ductible, son quotient de
Langlands, que l’on note J(σ1, . . . , σn).
2. Toute repre´sentation irre´ductible admissible de G est infinite´simalement
e´quivalente a` une repre´sentation J(σ1, . . . , σn).
3. Deux repre´sentations J(σ1, . . . , σn) et J(σ
′
1, . . . , σ
′
n) sont infinite´simalement
e´quivalentes si et seulement s’il existe une permutation j(i) de {1, . . . , n}
telle que σ′i = σj(i) pour 1 ≤ i ≤ n.
Nous renvoyons au livre de Knapp [62] pour une de´monstration de ces
The´ore`mes.
3.2 Correspondance de Langlands locale
Le groupe de Weil de R, note´ WR, est l’extension de C∗ par Z/2Z (le groupe
de Galois de C sur R) :
WR = C
∗ ∪ jC∗,
ou` j2 = −1 et jcj−1 = c. Dans cette section nous de´crivons la correspon-
dance de Langlands locale pour GL(n,R) i.e. une bijection entre l’ensemble des
classes d’e´quivalence de repre´sentations complexes semi-simples de dimension
n de WR et l’ensemble des classes d’e´quivalence de repre´sentations admissibles
irre´ductibles de GL(n,R). On va donc s’inte´resser aux repre´sentations semi-
simples du groupe de Weil de R.
Il existe une suite exacte naturelle
1→ U → WR u→ R∗ → 1
donne´e par
z 7→ |z|C = zz (z ∈ C∗)
j 7→ −1,
et donc le noyau est {z ∈ C∗ : |z| = 1}. Si |z| = 1, on a z = w/w = w(jwj−1)−1
qui est e´gal au commutateur [w, j] = wjw−1j−1. Donc U s’identifie au groupe
de´rive´ de WR.
Par conse´quent, les caracte`res abe´liens deWR sont de la forme w 7→ χ(u(w))
ou` χ est un caracte`re de R∗. Les repre´sentations de dimension un sont donc
parame`tre´es par un signe et un parame`tre complexe t comme ci-dessous :
(+, t) : ϕ(z) = |z|tR et ϕ(j) = +1,
(−, t) : ϕ(z) = |z|tR et ϕ(j) = −1.
(3.2.1)
Conside´rons maintenant une repre´sentation irre´ductible r de WR sur un es-
pace V , de degre´ ≥ 2. Alors r|C∗ est comple`tement re´ductible, donc somme
directe de caracte`res. Si χ est un caracte`re de C∗, soit
V (χ) = {v ∈ V : z.v = χ(z)v}.
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Puisque jzj−1 = z (z ∈ C∗), la somme directe V (χ)⊕ V (χσ), ou` χσ(z) = χ(z),
est stable par WR. Par conse´quent, il existe au plus un couple de caracte`res
{χ, χσ} dans la de´composition de V .
Si χ = χσ, d’apre`s le paragraphe au-dessus de (3.2.1) χ s’e´tend en un car-
acte`re abe´lien χ′ de WR. Alors r⊗ (χ′)−1 est une repre´sentation irre´ductible de
WR, triviale sur C∗, donc repre´sentation de WR/C∗ ∼= {±1}. Elle est donc de
dimension 1, et r est un caracte`re, de´crit dans (3.2.1).
Si χ 6= χσ, soit v ∈ V (χ). Alors r(j)v ∈ V (χσ) donc v et r(j)v sont
inde´pendants. Alors, l’espace 〈v, r(j)v〉 est stable par WR = 〈j,C∗〉. Donc r
est de dimension 2, donne´e dans cette base par les matrices
z 7→
(
χ(z)
χ(z)
)
, z ∈ C∗
j 7→
(
χ(−1)
1
)
.
C’est la repre´sentation de WR induite a` partir du caracte`re χ de C∗. Nous
avons donc obtenu que les classes d’e´quivalence de repre´sentations irre´ductibles
ϕ : WR → GL(2,C) sont classifie´es par les paires (l, t) avec l un entier ≥ 1 et t
dans C ; a` chaque paire (l, t) correspond la classe d’e´quivalence du morphisme
suivant :
(l, t) :

ϕ(reiθ) =
(
r2teilθ
r2te−ilθ
)
et
ϕ(j) =
(
(−1)l
1
)
.
(3.2.2)
Soit maintenant ϕ une repre´sentation complexe semi-simple de dimension n
de WR. La liste des dimensions des composantes irre´ductibles de ϕ donne une
partition de n comme somme de 1 et de 2 que l’on note (n1, . . . , nr). Soit ϕj la
composante irre´ductible de ϕ correspondante a` l’entier nj. A` ϕj on peut associer
une repre´sentation σj de GL(nj ,R) de la manie`re suivante :
(+, t) dans (3.2.1) 7→ 1⊗ |.|tR dans (3.1.3),
(−, t) dans (3.2.1) 7→ sgn⊗ |.|tR dans (3.1.3),
(l, t) dans (3.2.2) 7→ Dl ⊗ |det(.)|tR dans (3.1.4).
(3.2.3)
De cette fac¸on, on associe a` la repre´sentation ϕ un r-uplet (σ1, . . . , σr). De plus,
quitte a` permuter les σj , on peut supposer que (3.1.7) est ve´rifie´e. Le The´ore`me
3.1.1 permet donc de de´finir l’application :
ϕ 7→ ρR(ϕ) = J(σ1, . . . , σr) (3.2.4)
et implique le :
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The´ore`me 3.2.1 (Correspondance de Langlands locale pour GL(n,R))
L’application (3.2.4) de´finit une bijection entre l’ensemble des classes d’e´quivalence
de repre´sentations complexes semi-simples de dimension n de WR et l’ensemble
des classes d’e´quivalence de repre´sentations admissibles irre´ductibles de GL(n,R).
Remarquons de plus que la classification de Langlands implique l’e´quivalence
des trois assertions suivantes :
1. le parame`tre ϕ est tempe´re´, i.e. est borne´ ;
2. Re(t1) = . . . =Re(tr) = 0 ;
3. la repre´sentation ρR(ϕ) est tempe´re´e.
Dans la suite nous de´crivons l’analogue du The´ore`me 3.2.1 pour GL(n,C).
Le groupe de Weil de C, note´ WC, est donne´ par WC = C∗.
Une repre´sentation semi-simple de dimension n de WC, χ, est donc donne´e
par n (quasi-)caracte`resχ1, . . . , χn ou` χi(z) = z
pi(z)qi . Comme plus haut posons
ti =
pi+qi
2 . Quitte a` permuter les χi, on peut supposer que (3.1.10) est ve´rifie´e.
Le The´ore`me 3.1.2 permet donc de de´finir l’application :
χ 7→ ρC(χ) = J(χ1, . . . , χn) (3.2.5)
et implique le :
The´ore`me 3.2.2 (Correspondance de Langlands locale pour GL(n,C))
L’application (3.2.5) de´finit une bijection entre l’ensemble des classes d’e´quivalence
de repre´sentations complexes semi-simples de dimension n de WC et l’ensemble
des classes d’e´quivalence de repre´sentations admissibles irre´ductibles de GL(n,C).
Enfin, remarquons que la` encore la classification de Langlands implique que
les trois assertions suivantes sont e´quivalentes :
1. le parame`tre χ est tempe´re´, i.e. borne´ ;
2. Re(t1) = . . . =Re(tn) = 0 ;
3. la repre´sentation ρC(χ) est tempe´re´e.
3.3 Un peu de fonctions L
3.3.1 Caracte`res de Dirichlet et ade`les
Pour simplifier nous commenc¸ons par quelques rappels sur ces notions en se
plac¸ant sur le corps Q, mais tous ces re´sultats admettent un analogue dans le
cas d’un corps de nombres quelconque.
Soit n un entier supe´rieur ou e´gal a` 1. Soit χ0 un caracte`re du groupe multi-
plicatif fini (Z/nZ)∗, i.e. un morphisme de groupe a` valeurs dans le cercle unite´.
On appelle caracte`re de Dirichlet de module n toute application χ obtenue a`
partir d’un caracte`re χ0 comme ci-dessus par l’extension a` Z :
χ(a) =
{
0 si (a, n) 6= 1,
χ0(a mod n) si (a, n) = 1.
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Nous dirons de plus que χ est primitif de conducteur n si χ ne provient pas par
composition d’un caracte`re de (Z/dZ)∗ ou` d divise n.
Dans la suite nous allons ramener en partie l’e´tude du spectre des formes
diffe´rentielles des varie´te´s hyperboliques complexe arithme´tiques a` l’e´tude du
spectre des formes diffe´rentielles des reveˆtements de congruence de
SL(n,Z)\SL(n,R)/SO(n).
Ce lien est pre´dit par la fonctorialite´ de Langlands, dont nous de´crirons quelques
cas particuliers dans les prochains chapitres.
Nous voulons donc e´tudier les formes diffe´rentielles sur l’espace syme´trique
X = SL(n,R)/SO(n)
invariantes par rapport a` un sous-groupe de congruence de SL(n,Z) et ce si-
multane´ment pour diffe´rents sous-groupes de congruence. Rappelons qu’un sous-
groupe de congruence de SL(n,Z) est un sous-groupe de SL(n,Z) qui contient
un sous-groupe ΓN = {M ∈ SL(n,Z) : M ≡ In (mod N)}, pour un certain
entier N ≥ 1. A` chaque inclusion Γ′ ⊂ Γ de sous-groupes de congruence corre-
spond une projection de reveˆtement Γ′\X → Γ\X . Puisque le nombre de classes
d’ide´aux de Q est 1, le the´ore`me qui suit montre que la limite projective de ce
syste`me,
lim projΓΓ\X = SL(n,Q)\SL(n,A)/SO(n,R),
ou` A est l’anneau des ade`les de Q. Ainsi l’introduction des ade`les permet de
transformer l’e´tude du spectre des quotients de congruence de X en l’e´tude
d’un certain espace de fonctions sur un espace de classes a` droite et a` gauche
du groupe SL(n,A).
Dans la suite nous notons F un corps de nombres et A son anneau des ade`les.
Soit S = S∞∪Sf l’ensemble des places de F , re´union des places archime´diennes
et des places finies de F . Si v ∈ S, nous notons Fv la comple´tion de F en
la place v ; si v est non-archime´dienne, nous notons ov l’anneau des entiers de
Fv. Nous notons Af l’anneau des ade`les finis et F∞ le produit de toutes les
comple´tions archime´diennes de F . Nous supposerons une certaine familiarite´
avec la de´finition de l’anneau des ade`les, sa topologie, et le fait que F ⊂ A est
un sous-groupe discret, avec un quotient A/F compact.
The´ore`me 3.3.1 (The´ore`me d’approximation forte) Soit F un corps de
nombres.
1. SL(n, F∞)SL(n, F ) est dense dans SL(n,A).
2. Soit K0 un sous-groupe compact ouvert de GL(n,Af ). Supposons que l’im-
age de K0 dans A∗f par le de´terminant soit
∏
v/∈S∞ o
∗
v. Alors le cardinal
de
GL(n, F )GL(n, F∞)\GL(n,A)/K0
est e´gal au nombre de classes d’ide´aux de F .
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Dans le premier chapitre on a ramene´ l’e´tude du spectre des formes diffe´rentielles
sur les quotients Γ\X a` l’e´tude de certaines repre´sentations irre´ductibles uni-
taires du groupe SL(n,R), celles apparaissant dans le spectre automorphe. Les
ade`les permettent de voir chacune de ces repre´sentations comme la “repre´sentation
a` l’infini” d’un seul et meˆme groupe, le groupe SL(n,A). Il sera en fait plus com-
mode de conside´rer le groupe GL(n,A).
Nous dirons d’une repre´sentation unitaire irre´ductible de GL(n,A) qu’elle
est automorphe si elle apparait comme sous-repre´sentation de la repre´sentation
re´gulie`re droite dans L2(GL(n, F )\GL(n,A)). Remarquons qu’en ge´ne´ral une
repre´sentation automorphe n’apparait pas discre`tement, ce proble`me peut-eˆtre
e´viter en ne conside´rant que des repre´sentations cuspidales pour la de´finition
desquelles nous renvoyons a` [18].
On appelle caracte`re de Hecke un caracte`re continu χ de A∗/F ∗, ou` F est
un corps de nombres et A son anneau des ade`les. Si v est une place non-
archime´dienne de F , on dit que χ est non ramifie´ en v si χv, la compose´e
de χ et de l’inclusion naturelle Fv →֒ A, est triviale sur o∗v. Dans le cas contraire
on dit que χ est ramifie´ en v. Il est facile de ve´rifier qu’un caracte`re de Hecke
est non ramifie´ en presque toutes les places. Lorsque F = Q, il de´coule de la
description de A∗/Q∗ que les caracte`res de Hecke correspondent aux caracte`res
primitifs de Dirichlet de la fac¸on suivante.
Proposition 3.3.2 1. Supposons que F = Q et que χ est un caracte`re de
A∗/F ∗. Il existe alors un unique caracte`re χ1 d’ordre fini de A∗/F ∗ et un
unique nombre imaginaire pur λ tel que χ(x) = χ1(x)|x|λ.
2. Supposons que F = Q et que χ est un caracte`re d’ordre fini de A∗/F ∗. Il
existe alors un entier N dont les diviseurs premiers sont exactement les
places finies de Q en lesquelles χ est ramifie´, et un caracte`re primitif de
Dirichlet χ0 modulo N tel que si p est un nombre premier ne divisant pas
N , alors χ0(p) = χp(p). Cette correspondance χ 7→ χ0 est une bijection
entre les caracte`res d’ordre fini de A∗/F ∗ et les caracte`res primitifs de
Dirichlet.
3.3.2 Fonctions L
Soit F un corps de nombre et A son anneau des ade`les. La the´orie de Lang-
lands veut associer a` chaque repre´sentation automorphe de GL(n,A) une fonc-
tion L donne´e comme produit eule´rien de facteurs L e´le´mentaires, un pour
chaque place de F . D’apre`s un the´ore`me de Jacquet-Langlands [51] et Flath
[38], toute repre´sentation irre´ductible admissible de GL(n,A) est un “produit
tensoriel restreint” π = ⊗πv de repre´sentations de GL(n, Fv) ou` v de´crit les
places de F (y compris les places archime´diennes). D’apre`s Godement-Jacquet
[42] on peut associer a` π une fonction
L(π, s) =
∏
v
L(πv, s).
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Pour v finie, L(πv, s) est un facteur eule´rien du type usuel. Pour v infinie, c’est
un produit de fonctions Γ. (Godement-Jacquet conside´raient les π cuspidales,
le cas ge´ne´ral est traite´ par Jacquet [55].)
En fait, on peut associer a` π une famille de fonctions L, associe´es a` des choix
de vecteurs dans l’espace de la repre´sentation et a` des fonctions auxiliaires. Nous
aurons besoin de conside´rer la fonction L ayant a` toutes les places le bon facteur
pre´dit par la fonctorialite´ de Langlands [65]. Ceci est obtenu par Jacquet [55].
Pour les places archime´diennes, d’apre`s le §3.3, la repre´sentation πv est associe´e
a` une repre´sentation de degre´ n de WC ouWR. Il suffit donc d’e´crire les facteurs
locaux associe´es a` celle-ci, et ceci est de´crit par la proposition suivante.
Proposition 3.3.3 (Facteurs L∞ pour GL(n,R)) Soit π = ρR(ϕ) une repre´sentation
de GL(n,R). Le facteur L∞, L(π, s) = L(ϕ, s) est le produit des L(ϕj , s) ou` les
ϕj sont les composantes irre´ductibles de ϕ. Et si ϕ est irre´ductible, on a :
L(ϕ, s) =

π−
s+t
2 Γ
(
s+t
2
)
si ϕ est donne´e par (+, t) dans (3.2.1),
π−
s+t+1
2 Γ
(
s+t+1
2
)
si ϕ est donne´e par (−, t) dans (3.2.1),
2(2π)−(s+t+
l
2 )Γ
(
s+ t+ l2
)
si ϕ est donne´e par (l, t) dans (3.2.2).
Proposition 3.3.4 (Facteurs L∞ pour GL(n,C)) Soit π = ρC(χ) une repre´sentation
de GL(n,C). Le facteur L∞, L(π, s) = L(χ, s) est le produit des L(χj , s) ou` les
χj sont les caracte`res composant χ. Et si χ est un caracte`re du type χ(z) =
zp(z)q, on a :
L(χ, s) = 2(2π)−(s+max(p,q))Γ (s+max(p, q)) .
3.4 Dual unitaire
3.4.1 Repre´sentations de Speh
Soit F un corps e´gal a` R ou C. Soit r un entier e´gal a` 1 si F = C et e´gal
a` 1 ou 2 si F = R. Soit δ une repre´sentation de la se´rie discre`te unitaire de
GL(r, F ). Ceci e´quivaut a` ce que
– δ(z) = zp(z)q avec Re(p+q2 ) = 0 si F = C,
– δ = 1 ⊗ |.|tR ou sgn ⊗ |.|tR avec dans les deux cas Re(t) = 0 si F = R et
r = 1 et,
– δ = Dl ⊗ |det(.)|tR si F = R et r = 2.
Soit n = mr un multiple de r. On note δ|.|s (s ∈ C) la repre´sentation de
GL(r, F ) donne´e par δ(g)|det(g)|sF . Conside´rons la repre´sentation de GL(n, F )
unitairement induite a` partir de
(δ|.|m−12 , δ|.|m−32 , . . . , δ|.| 1−m2 ).
D’apre`s les The´ore`mes 3.1.1 et 3.1.2, elle admet un unique quotient de Lang-
lands. On le note Sp(δ,m).
The´ore`me 3.4.1 (Speh [91]) La repre´sentation Sp(δ,m) est unitaire.
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3.4.2 Se´ries comple´mentaires
Si P : n = n1 + . . . + nr (ni > 0) est une partition de n, on note P
le parabolique associe´, forme´ des matrices triangulaires supe´rieures par blocs.
Son sous-groupe de Levi est M = GL(n1, F ) × . . . × GL(nr, F ). Si πi est une
repre´sentation irre´ductible de GL(ni, F ), on note (de fac¸on cohe´rente avec les
notations de la premie`re section) (π1, . . . , πr) la repre´sentation de P obtenue
par extension triviale a` P de la repre´sentation tensorielle π1 ⊗ . . .⊗ πr de M .
Soit Sp(δ,m) une repre´sentation de Speh pour GL(n, F ), n = mr. Dans
GL(2n, F ),
(Sp(δ,m)|.|α, Sp(δ,m)|.|β)
de´finit une repre´sentation du sous-groupe parabolique associe´ a` la de´composition
2n = n+ n.
The´ore`me 3.4.2 (Vogan [96]) Pour 0 ≤ α < 12 , la repre´sentation de GL(2n, F )
unitairement induite a` partir de
(Sp(δ,m)|.|α, Sp(δ,m)|.|−α)
est irre´ductible et unitaire.
Soit V (δ,m, α) la repre´sentation ainsi de´finie.
3.4.3 Classification
The´ore`me 3.4.3 (Vogan [96]) 1. Soit π une repre´sentation unitaire de
GL(n, F ). Alors, il existe une partition n = m1r1+. . .+msrs+2(ms+1rs+1+
. . . +ms+trs+t), des repre´sentations δi de la se´rie discre`te de GL(ri, F )
(i = 1, . . . , s) et des re´els 0 < αi <
1
2 (i = s+ 1, . . . , s+ t) tels que π soit
e´quivalente a` l’induite unitaire de
(Sp(δ1,m1), . . . , Sp(δs,ms), V (δs+1,ms+1, αs+1), . . . , V (δs+t,ms+t, αs+t)).
2. Cette expression est unique, aux permutations pre`s des (δi,mi) (i ≤ s) et
des (δj ,mj , αj) (j > s).
Le The´ore`me ci-dessus implique que si les tj sont les parame`tres complexes,
comme dans (3.1.7) ou (3.1.10), d’une repre´sentation unitaire deGL(n, F ) alors :
{tj} = {−tk}. (3.4.1)
Enfin, remarquons que le The´ore`me de classification de Vogan permet (cf.
[6]) de rede´montrer que pour une repre´sentation unitaire ge´ne´rique (ce qui est
le cas de toute repre´sentation automorphe cuspidale) les tj comme ci-dessus
ve´rifient :
|Re(tj)| < 1
2
. (3.4.2)
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3.4.4 Retour sur les repre´sentations de Speh
Il est inte´ressant de noter que la construction de Speh est assez ge´ne´rale
dans le sens qu’elle ne ne´cessite pas re´ellement que δ soit une repre´sentation de
la se´rie discre`te.
Plac¸ons nous, pour simplifier, sur le corps C. Soit a un entier ≥ 1 et τ
une repre´sentation (unitaire) de GL(a,C). Enfin soit n = ab un multiple de
a. Comme au-dessus notons τ |.|s (s ∈ C) la repre´sentation de GL(a,C) donne´e
par τ(g)|det(g)|sC. On introduit alors la repre´sentation de GL(n,C) unitairement
induite a` partir de
(τ |.| b−12 , τ |.| b−32 , . . . , τ |.| 1−b2 ). (3.4.3)
D’apre`s les The´ore`mes 3.1.1 et 3.1.2, elle admet un unique quotient de Lang-
lands, on le note
J(τ, b).
Ces repre´sentations, nous le verrons, jouent (conjecturalement au moins) le
roˆle de pave´s e´le´mentaires dans la description du spectre automorphe. Concluons
ce chapitre par le calcul du caracte`re infinite´simal d’une telle repre´sentation.
Supposons que le caracte`re infinite´simal de la repre´sentation τ soit
(λ, µ) = ((λ1, . . . , λa), (µ1, . . . , µa)) ∈ Ca × Ca
toujours dans la parame´trisation d’Harish-Chandra, cf. §1.3. Alors, d’apre`s [62,
Proposition 8.22], le caracte`re infinite´simal de J(τ, b) est
((λ+
b− 1
2
, λ+
b− 3
2
, . . . , λ+
1− b
2
), (µ+
b− 1
2
, . . . , µ+
1− b
2
)) (3.4.4)
(vecteur de Cn × Cn).

Chapitre 4
Repre´sentations de U(n, 1)
Soit G = U(n, 1) le sous-groupe de GL(n+1,C) laissant invariante la forme
hermitienne :
|z1|2 + . . .+ |zn|2 − |zn+1|2.
Soit K = U(n+ 1) ∩G = U(n)× U(1). L’alge`bre de Lie g0 de G est :
g0 = {M ∈M(n,C)/ tMIn,1 + In,1M = 0},
ou`
In,1 =
(
In 0
0 −1
)
.
L’alge`bre de Lie k0 de K est :
k0 =
{(
A 0
0 iθ
)
/θ ∈ R, tA+A = 0
}
.
La de´composition de Cartan correspondante est :
g0 = k0 ⊕ p0,
ou`
p0 =
{
ξ(z) =
(
0 z
tz 0
)
/z ∈Mn,1(C)
}
.
Cette de´composition est orthogonale relativement a` la forme de Killing
B(X,Y ) =
1
2
Tr(XY ) (4.0.1)
sur g0. Pour cette normalisation de la forme de Killing les courbures sectionnelles
de l’espace syme´trique associe´ (l’espace hyperbolique complexe) sont comprises
entre −4 et −1, cf. deuxie`me partie.
Soit Ad la repre´sentation adjointe de G. Puisque tout e´le´ment de K peut
s’e´crire
k =
(
U 0
0 v
)
, U ∈ U(n), v ∈ U(1)
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le groupe K agit sur p0 ∼= Cn par Ad(k)X = UXv−1, et cette action pre´serve
la structure complexe naturelle J . On en de´duit donc la de´composition
p = p0 ⊗ C = p+ ⊕ p− avec p∗± ∼= p± ∼= p∓, (4.0.2)
comme K-modules. Pour 0 ≤ r ≤ 2n, soit
τr := Λ
r(Ad+ ⊕Ad−) ∼= Λr(Ad⊕Ad)
la repre´sentation deK sur Λrp = Λr(p+⊕p−). Il est bien connu [15] (de´composition
de Hodge) que chaque repre´sentation τr se de´compose en
τr = ⊕p+q=rτp,q,
ou`
τp,q := Λ
pAd⊗ ΛqAd
est la repre´sentation de K sur Λp,qp = Λpp− ⊗ Λqp+. Via la formule de Mat-
sushima, la de´composition de Lefschetz de la cohomologie d’une varie´te´ hy-
perbolique complexe de´coule de la de´composition de la repre´sentation τp,q en
irre´ductibles. D’apre`s [15], on obtient :
τp,q = ⊕min(p,q)k=0 τ ′p−k,q−k, (4.0.3)
ou` pour chaque couple d’entiers positifs (i, j) de somme i + j ≤ n, τ ′i,j est une
repre´sentation irre´ductible.
4.1 Classification de Langlands
Commenc¸ons par quelques notations. Soit
H0 =
 0 0 10 0n−1 0
1 0 0
 ∈ p0. (4.1.1)
Alors a := RH0 est un sous-espace de Cartan (i.e. abe´lien maximal) dans p0, et
le sous-groupe de Lie correspondant de G est parame`tre´ par les e´le´ments :
at := exp(tH0) =
 cosh t 0 sinh t0 In−1 0
sinh t 0 cosh t

ou` t ∈ R.
Soit α ∈ a∗0 de´finie par α(tH0) = t. Alors R(g0, a0) = {±α,±2α} est un
syste`me restreint de racines de (g0, a0) avec un sous-syste`me positif R
+(g0, a0) =
{α, 2α}. On utilisera dore´navant l’identification :
a∗ ∼→ C,
sα 7→ s.
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Soient n0 = (g0)α⊕ (g0)2α la somme des espaces propres des racines strictement
positives, N le sous-groupe de Lie de G correspondant et ρ la demi-somme
des racines dans R+(g0, a0), compte´es avec multiplicite´s. Alors ρ = nα (dim
(g0)α = 2(n−1) et dim (g0)2α = 1). SoitM le centraliseur de A dans K. Alors :
M =

 eiθ 0 00 U 0
0 0 eiθ
 : θ ∈ R et U ∈ U(n− 1)
 .
Nous notons P =MAN le sous-groupe parabolique (minimal) usuel de G. E´tant
donne´s σ ∈ M̂ et s ∈ C ∼= a∗, l’application :
(σ ⊗ es ⊗ 1)(matn) = esσ(m)
de´finit une repre´sentation de P dans Vσ. Nous notons πσ,s l’induite unitaire de
cette repre´sentation i.e. l’action de G sur l’espace
Hσ,s = L2(G,MAN, σ ⊗ es ⊗ 1)
:= {f : G→ Vσ : f(xmatn) = e−(s+ρ)tσ(m)−1f(x) et f|K ∈ L2(K)}
par translation a` gauche : πσ,s(g)f(h) = f(g
−1h). Remarquons que, comme
K-module, chaque Hσ,s est isomorphe (pour tout s) a` l’espace L2(K,M, σ) des
fonctions f de carre´ inte´grable sur K telles que f(km) = σ(m−1)f(k).
Puisque g0 et k0 ont meˆme rang n, le groupe G admet une se´rie discre`te
de repre´sentations i.e. des repre´sentations irre´ductibles unitaires dont les coef-
ficients matriciels sont dans L2.
4.1.1 Repre´sentations induites de P
Dans cette sous-section nous revenons sur les repre´sentations induites de P
pour de´terminer leurs K-types.
PuisqueHσ,s est L2(K,M, σ), vue commeK-module, le the´ore`me de re´ciprocite´
de Frobenius nous dit que
HomK(Hσ,s, Vτ ′p,q ) ∼= HomM (Vσ , Vτ ′p,q ) pour tout s ∈ C.
On doit donc comprendre comment la repre´sentation τ ′p,q se restreint a`M . Ceci
est classique, nous suivons ici l’article [77] de Pedon.
Soit h0 (resp. t0) la sous-alge`bre de Cartan de k0 (resp. m0) constitue´e des
e´le´ments diagonaux. Pour chaque entier 1 ≤ i ≤ n+ 1, soit εi la forme line´aire
sur h de´finie par εi(diag(h1, . . . , hn+1)) = hi. Nous conservons les meˆmes nota-
tions pour leurs restrictions a` t. Les racines pour les paires (k, h) et (m, t) sont,
respectivement,
RK := R(k, h) = {εi − εj : 1 ≤ i 6= j ≤ n}, (4.1.2)
RM := R(m, t) = {εi − εj : 2 ≤ i 6= j ≤ n}, (4.1.3)
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et les syste`mes positifs correspondants (pour l’ordre lexicographique) sont :
R+K = {εi − εj : 1 ≤ i < j ≤ n}, (4.1.4)
R+M = {εi − εj : 2 ≤ i < j ≤ n}. (4.1.5)
Les poids de la repre´sentation adjointe Ad de K sont les εi − εn+1, avec
comme vecteur de poids correspondant ei pour 1 ≤ i ≤ n. On en de´duit que
les plus hauts poids des repre´sentations irre´ductibles ΛpAd et ΛqAd de K sont,
respectivement,
µΛpAd = −
n∑
k=n−p+1
εk + pεn+1 et µΛqAd =
q∑
k=1
εk − qεn+1.
D’ou` il de´coule, a` l’aide de [15, Lemme 4.9, Chapitre VI], que le plus haut poids
de τ ′p,q est :
µτ ′p,q =
q∑
k=1
εk −
n∑
k=n−p+1
εk + (p− q)εn+1. (4.1.6)
D’apre`s le [5, The´ore`me 4.4], on a ge´ne´riquement 1
(τ ′p,q)|M = σp,q ⊕ σp−1,q ⊕ σp,q−1 ⊕ σp−1,q−1,
ou` chaque σa,b est une repre´sentation irre´ductible de M de plus haut poids
µσa,b =
a− b
2
(ε1 + εn+1) +
b+1∑
k=2
εk −
n∑
k=n−a+1
εk. (4.1.7)
4.1.2 Se´rie discre`te
Revenons maintenant sur les repre´sentations de la se´rie discre`te.
Comme a` la section pre´ce´dente, soit h0 ⊂ k0 ⊂ g0 la sous-alge`bre de Cartan
constitue´e des matrices diagonales. Avec les notations ci-dessus,
RG := R(g, h) = {εi − εj : 1 ≤ i 6= j ≤ n+ 1},
alors que RK et R
+
K sont respectivement de´finis en (4.1.2) et (4.1.4). Le groupe
de Weyl WG (resp. WK) est le groupe des permutations de n + 1 (resp. n)
e´le´ments. Il y a donc n + 1 sous-syste`mes positifs de RG qui sont compatibles
avec R+K . On choisit
R+G = {εi − εj : 1 ≤ i < j ≤ n+ 1}.
On obtient alors chaque syste`me positif compatible de la fac¸on suivante. Soit
sβ la re´flexion relative a` la racine β, on pose
wj =
n∏
k=j+1
sεk−εn+1 pour chaque 0 ≤ j ≤ n− 1, et wn = id.
1Ce qui signifie que l’on demande que σa,b = 0 si min(a, b) < 0 ou si max(a, b) > n− 1.
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Alors WK\WG = {WKwj : 0 ≤ j ≤ n} et les n + 1 sous-syste`mes positifs
de RG compatibles avec R
+
K sont exactement les wj .R
+
G, avec 0 ≤ j ≤ n. Les
sommes de racines positives sont :
2δG =
n+1∑
k=1
(n+ 2− 2k)εk, (4.1.8)
2δK =
n∑
k=1
(n+ 1− 2k)εk. (4.1.9)
Un re´sultat classique d’Harish-Chandra, cf. [62, The´ore`mes 9.20 et 12.21]
par exemple, affirme que les repre´sentations de la se´rie discre`te de G sont, a`
e´quivalence pre`s, uniquement de´termine´es par leur parame`tre d’Harish-Chandra
wjλ, ou` λ ∈ (ih+0 )′ est tel que λ + δG est analytiquement inte`gre et ih+0 est la
chambre de Weyl positives dans ih0 correspondant a` R
+
G. Nous notons πwj .Λ la
repre´sentation de la se´rie discre`te correspondante.
Toujours d’apre`s le [62, The´ore`me 9.20], la restriction a`K de la repre´sentation
πwjλ contient avec multiplicite´ un la repre´sentation de plus haut poids
wjλ+ wjδG − 2δK . (4.1.10)
De plus, tout plus haut poids d’un K-type de πwjλ, est de la forme
wjλ+ wjδG − 2δK +
∑
α∈R+
G
nαα,
ou` les nα sont des entiers ≥ 0.
Le fait suivant fait partie du ”folklore” mais n’est a` notre connaissance pas
facile a` trouver explicitement e´crit dans la litte´rature. Dans notre cas le fait
suivant peut-eˆtre ve´rifie´ a` la main, la de´monstration que l’on propose, valable
en toute ge´ne´ralite´, est tire´e de la the`se de Pedon 2.
Fait. Les repre´sentations πwjδG sont exactement les repre´sentations de la se´rie
discre`te de G qui contiennent unK-type intervenant comme sous-repre´sentation
de la repre´sentation τr de K pour un certain entier 0 ≤ r ≤ n. De plus r doit
alors eˆtre e´gal a` n.
En effet, soit πwjλ une repre´sentation de la se´rie discre`te de G. Puisque
λ + δG est inte`gre et dans la chambre de Weyl positive (ih
+)′, on a λ + δG =∑
α∈R+
G
mαα avec chaque mα ∈ N∗. D’un autre coˆte´, on a par de´finition,∑
α∈R+
G
α = 2δG. Donc, λ
′ := λ− δG =
∑
α∈R+
G
(mα − 1)α appartient au re´seau
positif engendre´ par R+G.
Rappelons que tout plus haut poids d’un K-type de πwjλ est de la forme
wjλ
′ + wj2δG − 2δK +
∑
α∈R+
G
nαα, ou` les nα sont des entiers ≥ 0.
2On remercie Parthasarathy et Gaillard de nous avoir envoye´ des de´monstrations diffe´rentes
de ce fait.
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Conside´rons maintenant la repre´sentation τr pour un certain entier 0 ≤
r ≤ n. Puisque p se de´compose en sous-espaces de racines gα de dimension
1, les poids de τr sont toutes les sommes possibles de p racines distinctes non
compactes α ∈ RG \RK . En particulier µj =
∑
α∈(wj.R+G)\R+K α = wj2δG − 2δK
n’apparait que comme plus haut poids d’une sous-repre´sentation de τn, et tous
les autres plus hauts poids de τp appartiennent a` µj −
∑
α∈R+
G
kαα, ou` les kα
sont des entiers ≥ 0.
Il de´coule de tout ceci que πwjλ et τr n’ont pas de K-type en commun, sauf
lorsque λ = δG et r = n.
Si l’on note τµj la repre´sentation irre´ductible de K de plus haut poids
µj = wj2δG − 2δK .
Celle-ci intervient a` la fois comme K-type minimal de πwjδG et comme sous-
repre´sentation de la repre´sentation τn de K.
Concluons cette sous-section, en remarquant qu’un calcul simple montre que
µj =
j∑
k=1
εk −
n∑
k=j+1
εk + (n− 2j)εn+1
et donc que
τµj = τ
′
n−j,j pour 0 ≤ j ≤ n.
4.1.3 Caracte`res infinite´simaux et action du Casimir
Commenc¸ons par remarquer que le [62, The´ore`me 9.20] affirme qu’une repre´sentation
πwjΛ dans la se´rie discre`te de G admet un caracte`re infinite´simal e´gal a` Λ (dans
la parame´trisation d’Harish-Chandra rappele´e au premier chapitre). En partic-
ulier, les πwjδG sont exactement les repre´sentations de la se´rie discre`te de G qui
ont un caracte`re infinite´simal trivial. On a donc :
πwjδG(C) = 0,
ou` C de´signe le Casimir.
La formule de Plancherel, de´montre´e par Harish-Chandra, spe´cialise´e dans le
cas du groupe G implique que le laplacien de Hodge-de Rham n’a pas de valeurs
propres discre`tes autre que la valeur propre 0 (avec multiplicite´ infinie) sur les
formes diffe´rentielles de degre´ n, cf. [77]. On peut en particulier en de´duire que
le seul degre´ ou` le groupe de cohomologie L2 re´duite de XG est non trivial est
le degre´ n. Ce the´ore`me peut aussi se de´montrer a` l’aide de me´thodes purement
ge´ome´triques comme celles de´veloppe´es dans le Chapitre 14 de la deuxie`me
partie, cette approche est due a` Donnelly et Fefferman.
Nous allons maintenant de´terminer les caracte`res infinite´simaux des repre´sentations
induites du paraboliques P =MAN . Soit t la sous-alge`bre de Cartan de m con-
stitue´e des matrices diagonales. D’apre`s la [62, Proposition 8.22], si σ admet un
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caracte`re infinite´simal Λσ la repre´sentation πσ,s admet un caracte`re infinite´simal
e´gal a`
Λσ + s
par rapport a` la sous-alge`bre de Cartan a⊕ t.
Soit µσ le plus haut poids de σ et 2δM =
∑n
k=2(n+2− 2k)εk la somme des
racines dans R+M . Alors Λσ = µσ + δM .
Le Lemme 12.28 de [62] implique que
πσ,s(C) = (〈Λσ + s,Λσ + s〉 − 〈δG, δG〉)Id,
ou` 〈., .〉 est le produit scalaire induit par la forme de Killing B de´finie en (4.0.1).
Un calcul facile montre alors que
πσ,s(C) = −(n2 − s2 − 〈µσ, µσ + 2δM 〉)Id.
En particulier, a` l’aide de (4.1.7), on obtient :
πσp,q ,s(C) = −((n− p− q)2 − s2)Id. (4.1.11)
Remarquons (voir [77] pour plus de de´tails) qu’a` l’aide de la formule de
Plancherel pour G, on peut alors de´montrer le the´ore`me classique suivant.
The´ore`me 4.1.1 Si pour 0 ≤ p + q ≤ 2n, on de´signe par spec∆p,q le spectre
L2 du laplacien de Hodge-de Rham sur les formes diffe´rentielles de type (p, q)
sur l’espace hyperbolique complexe de dimension n. Alors,
spec∆p,q =
{
[(n− p− q)2,+∞[ si p+ q 6= n,
{0} ∪ [1,+∞[ si p+ q = n.
A` l’aide des deux familles de repre´sentations deG que l’on a de´crite ci-dessus,
on peut de´crire toutes les repre´sentations admissibles de G, plus pre´cisemment
on peut montrer (cf. [62]) :
The´ore`me 4.1.2 (Langlands, Knapp et Zuckerman) Soit σ une repre´sentation
irre´ductible de M et soit s un nombre complexe de partie re´elle > 0. Alors la
repre´sentation induite πσ,s admet un unique quotient irre´ductible, son quotient
de Langlands : Jσ,s.
Chaque repre´sentation irre´ductible admissible de G est soit une repre´sentation
de la se´rie discre`te de G, soit une limite non de´ge´ne´re´e de se´rie discre`te, soit
une induite πσ,s ou` s ∈ iR (et l’induite est irre´ductible), soit une repre´sentation
de la forme Jσ,s comme ci-dessus. Et ces repre´sentations sont deux a` deux non
e´quivalentes.
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4.2 Groupe dual
Dans cette section nous expliquons la construction du groupe dual de Lang-
lands associe´ a` G.
Tout d’abord, le groupe G ×R C obtenu a` partir de G par extension des
scalaires a` C n’est autre que GL(n+ 1,C). Son groupe dual est le groupe com-
plexe Ĝ = GL(n+1,C), nous le notons aussi L(G/C). (Pour les motivations de
cette de´finition voir [67] ; voir aussi le cas des groupes orthogonaux, Chapitre
6.)
Le groupe dual LG = L(G/R) du groupe re´el G est un produit semi-direct
Ĝ ⋊ Gal(C/R) ; Ĝ est le groupe GL(n + 1,C), Gal(C/R) ope`re par automor-
phismes holomorphes (≡ alge´briques) et la construction tient compte de la
structure de G comme groupe re´el.
Nous conside´rons d’abord un groupe diffe´rent, le groupe H = U(p + 1, p)
(n = 2p pair) ou H = U(p+1, p+ 1) (n = 2p+1 impair). Le groupe re´el H est
quasi-de´ploye´, c’est-a`-dire qu’il existe un sous-groupe de Borel B ⊂ H ×R C =
GL(n+ 1,C) de´fini sur R. Si par exemple n est impair, la matrice
J =

1
. . .
1
−1
. . .
−1

de´finissant la forme hermitienne est semblable a` la matrice J∗ n’ayant que des
1 sur l’anti-diagonale. Le groupe H = U(J) est donc isomorphe a`
U(J∗) = {g ∈ GL(n+ 1,C) : tgJ∗g = J∗}.
La conjugaison complexe associe´e est
τ : g 7→ J∗tg−1J∗ ;
J∗ e´tant antidiagonale, τ laisse globalement invariante le sous-groupe de Borel
B ⊂ GL(n+1,C) forme´ des matrices triangulaires supe´rieures. Meˆme argument
pour n pair (avec la meˆme matrice J∗).
Soit R(H ×R C, T ) l’ensemble des racines positives de GL(n+ 1,C) de´finies
par B, et ∆ l’ensemble des racines simples ; T = (C∗)n+1 est le tore maximal
diagonal. La conjugaison complexe τ ope`re sur R et ∆ par τα(t) = α(τt),
(t ∈ T ). Si {α1, . . . , αn} sont les racines simples, τ ope`re par (α1, . . . , αn) 7→
(α−1n , . . . , α
−1
1 ).
Puisque H ×R C = G×R C, le groupe Ĥ est toujours GL(n+ 1,C). On fait
ope´rer la conjugaison complexe σ ∈ Gal(C/R) de fac¸on holomorphe, sur Ĥ , de
la fac¸on suivante :
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(a) σ laisse globalement invariants T̂ , B̂, ou` T̂ est le tore diagonal, B̂ est le
sous-groupe de Borel des matrices triangulaires supe´rieures.
(b) Soient R̂, ∆̂ de´finis comme ci-dessus mais relativement a` T̂ . Alors σ ope`re
par l’action pre´ce´dente sur R̂, ∆̂.
La condition suivante est plus de´licate. Choisissons un e´pinglage de Bˆ, c’est-
a`-dire un choix de matrices nilpotentes dans Mn+1(C) = Lie(Ĝ) associe´es aux
racines simples. On choisira
X1 =

0 1
0
. . .
0
 X2 =

0
0 1
0
. . .
0
 . . . Xn =

0
. . .
0 1
0
 .
Alors
(c) σ pre´serve (globalement) {X1, . . . , Xn}.
On peut ve´rifier (cf. Borel [13]) que σ est uniquement de´fini par le choix des
Xi. Pour notre choix, σ est alors de la forme suivante :
Lemme 4.2.1 Pour g ∈ Ĝ = GL(n+ 1,C),
σ(g) = w0
tg−1w−10
ou`
w0 =

(−1)n
· · ·
1
−1
1
 .
Noter que
w20 = (−1)n. (4.2.1)
Revenons enfin a` G. Le groupe G est forme inte´rieure de H , i.e., la conjugai-
son complexe σG de G(C) = GL(n+1,C) de´finie par G est conjugue´e a` τ = σH .
(Si J1,n est la matrice de la forme hermitienne de´finissant G, la premie`re est
g 7→ J1,ntg−1J1,n et la seconde est g 7→ J tg−1J .) Par de´finition (Langlands [67],
Borel [13]), le groupe dual LG s’identifie a` LH = GL(n+ 1,C)⋊Gal(C/R) ou`
σ ope`re comme dans le Lemme 4.2.1.
Nous aurons besoin de quelques notions simples relatives aux groupes duaux.
Notons que LG est par construction un groupe re´ductif complexe (non connexe).
Un sous-groupe parabolique LP de LG est un sous-groupe P̂ ⋊ Gal(C/R) ou`
P̂ ⊂ Ĝ est un sous-groupe parabolique. Il revient au meˆme de dire que c’est
le normalisateur dans LG de P̂ ou` P̂ ⊂ Ĝ est un sous-groupe parabolique
globalement invariant par σ.
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Rappelons qu’un sous-groupe parabolique P̂ de Ĝ est conjugue´ a` un unique
parabolique standard, i.e., contenant B̂. Il en re´sulte qu’un sous-groupe parabolique
LP est conjugue´ a` un unique parabolique contenant LB = B̂ ⋊Gal(C/R).
Enfin soit P0 un sous-groupe parabolique de G (donc de´fini sur R). Alors
P = P0 ×R C est un sous-groupe parabolique de GL(n+ 1,C) de´fini sur R. La
classe de conjugaison de P , en particulier, est de´finie sur R. On en de´duit [13]
qu’on associe a` P un unique sous-groupe parabolique standard LP contenant
LB. Pour notre groupe G = U(n, 1) on ve´rifie alors :
Lemme 4.2.2 Les paraboliques standard LP ⊃L B provenant de G sont :
1. Le groupe dual LG.
2. Le normalisateur de P̂ ∼= C∗×GL(n− 1,C)×C∗⋉ N̂ (ou` N̂ est le radical
unipotent).
Dans (2) P̂ est l’ensemble des matrices triangulaires supe´rieures par blocs de
la taille indique´e. Un parabolique LP provient de G si le parabolique standard
associe´ a cette proprie´te´. Le Lemme se de´duit de Borel [13, §3]. Langlands
appelle de tels paraboliques “pertinents” (relevant).
4.3 Parame`tres de Langlands
Un parame`tre de Langlands pour G est un homomorphisme de groupes ϕ :
WR → LG tel que
Le morphisme ϕ rend commutatif le diagramme
WR
ϕ→ LG
ց ւ
Gal(C/R)
(4.3.1)
L’image ϕ(WC) = ϕ(C∗) ⊂ Ĝ = GL(n+ 1,C)
est forme´e d’e´le´ments semi-simples.
(4.3.2)
Si LP ⊂ LG est un parabolique contenant ϕ(WR),
LP provient de G.
(4.3.3)
Noter que (4.3.2) est e´quivalent a`
ϕ|WC :WC → GL(n+ 1,C) est semi-simple. (4.3.4)
On identifie deux parame`tres conjugue´s par Ĝ.
Nous allons de´crire tous les parame`tres de Langlands pour G. Il sera utile
d’abord d’expliciter le changement de base dans cette situation.
Soit ϕ :WR → LG un parame`tre de Langlands. Alors ϕ donne par restriction
un parame`tre ϕ0 :WC = C∗ → Ĝ = GL(n+ 1,C) qui de´finit donc (Chapitre 3)
une repre´sentation de GL(n+ 1,C).
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Lemme 4.3.1 Si ϕ0 : WC → Ĝ provient par restriction d’un parame`tre pour
G.
1. La repre´sentation ϕ0 de C∗ est isomorphe a` z 7→ ϕ˜0(z) = tϕ0(z)−1.
2. La repre´sentation π0 de GL(n+1,C) associe´e est isomorphe a` sa conjugue´e
π0 ◦ σG, ou` σG est la conjugaison complexe de´finie par G.
De´monstration. La proprie´te´ 2. se de´duit de 1. Rappelons que σG et σH sont
conjugue´s, H e´tant la forme inte´rieure de´crite dans la section pre´ce´dente. Mais
H a un sous-groupe de Borel, de´fini par
BH = {g ∈ B = BGL(n+1,C) : tgJ∗g = J∗}
(section 4.2). Son tore maximal s’identifie a`
{z = (z1, . . . , zn+1) ∈ C∗ : z1zn+1 = z2zn = . . . = 1 (et zp+1zp+1 = 1 si n = 2p+1)}.
et la conjugaison complexe sur le tore maximal T ∼= (C∗)n+1 de B est donne´e
par (z1, . . . , zn+1) 7→ (z−1n+1, . . . , z−11 ). Si ϕ0 = χ1 ⊕ . . . ⊕ χn+1 ve´rifie 1., on
peut re´ordonner les caracte`res de sorte que χn+1(z) = χ1(z)
−1, . . . , χ1(z) =
χn+1(z)
−1. Alors π0 ∼= π0 ◦ σG par transport de structure.
La proprie´te´ 1. re´sulte d’un calcul simple. E´crivons ϕ(j) = (h, σ) ∈ Ĝ×{σ}.
La de´finition de LG comme produit semi-direct donne
(h, σ)−1 = (w0thw−10 , σ);
on utilise les identite´s
tw0 = (−1)nw0 = w−10 . (4.3.5)
Alors,
ϕ(z) = ϕ(jzj−1) = (hw0tϕ(z)−1w−10 h
−1, 1)
comme il re´sulte de l’expression du produit semi-direct et des e´galite´s pre´ce´dentes.
D’ou` le point 1.
Proposition 4.3.2 Soit ϕ une parame`tre de Langlands dont l’image n’est con-
tenue dans aucun parabolique propre de LG. Alors ϕ est a` conjugaison pre`s de
la forme
z 7→ ((z/z)p1 , . . . , (z/z)pn+1)
ou` p1, . . . , pn+1 ∈ n2 + Z, pi 6= pj ;
j 7→ (w−10 = (−1)nw0, σ).
De´monstration. Soit ϕ0 = ϕ|C∗ . On peut supposer que ϕ0(C∗) ⊂ T̂ . D’apre`s le
premier point du Lemme 4.3.1 on peut supposer
ϕ0(z) = (χ1(z), . . . , χn+1(z))
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ou` χn+2−i(z) = χi(z)−1. Notons comme ci-dessus ϕ(j) = (h, σ), et conside´rons
la restriction de ϕ0 a` R∗+. Nous notons u un e´le´ment de T̂ = (C
∗)n+1. Quitte a`
re´ordonner les χi, on peut supposer que pour x ∈ R∗+
ϕ0(x) = (x
s1 , xs1 , . . . , xs2 , xs2 , . . . , . . . xsr , x−sr , . . . , x−s1 ) =: u
ou` s1 > s2 > . . . > sr ≥ 0 (si sr est nul, on ne se´pare pas les occurences de
xsr = 1 et de x−sr ).
On a σuσ−1 = w0tu−1w−10 = w0u
−1w−10 = u. La conjugaison par (1, σ) ∈L
G fixe donc u. Puisque x est re´el, ϕ(j)ϕ0(x)ϕ(j)
−1 = ϕ0(x). Donc (h, 1) com-
mute a` u. Si r > 1, il en re´sulte que h appartient au parabolique propre de Ĝ de
type (n1, n2, . . . , nr, nr, . . . , n1) (un seul bloc me´dian si sr = 0). Puisque celui-ci
est normalise´ par l’action de σ, on voit que ϕ0(C∗), et ϕ(j) appartiennent a` un
parabolique propre de LG. On en de´duit donc que tous les caracte`res χi sont de
la forme (z/z)pi avec pi ∈ 12Z.
Soit alors z ∈ C∗ et u = ϕ0(z). Puisque tu−1 = u−1, l’argument pre´ce´dent
montre que Ad(hw0)u
−1 = u−1. Supposons par exemple que p1 = p2 = . . . = pr,
les autres pi e´tant diffe´rents. On peut supposer ϕ0 de la forme (. . . , (z/z)
p1 , . . . , (z/z)p1 , . . .)
les occurences de (z/z)p1 e´tant syme´triques par rapport a` n+22 . Alors Ad(hw0)
normalise un parabolique de Ĝ qui s’e´tend en un parabolique de LG, et on en
de´duit de nouveau que ϕ passe par un parabolique propre.
Ve´rifions la condition de parite´ sur les pi. Rappelons qu’avec la relation de
Langlands pour les caracte`res complexes (Chapitre 3) (z/z)p (p ∈ 12Z) est e´gal
a` (−1)2p pour z = −1, et que ϕ(j) = (h, σ) ope`re sur T̂ par Ad(hw0). Soit
u = ϕ0(z) = ((z/z)
p1 , . . . , (z/z)pn+1). On a vu que Ad(hw0)u = u ; puisque ϕ0
est un caracte`re re´gulier, ceci implique maintenant que Ad(hw0)u = u pour tout
u ∈ T̂ , donc hw0 ∈ T̂ ; e´crivons h = vw−10 ou` v ∈ T̂ . Alors ϕ(j) = (vw−10 , σ) et
ϕ(j2) = (vw−10 , σ)(vw
−1
0 , σ) = (vw
−1
0 w0v
tw0w
−1
0 , 1)
= ((−1)n, 1)
- on utilise de nouveau (4.3.5). Mais j2 = −1 et la remarque pre´ce´dente implique
pi ≡ n2 (mod 1).
Enfin l’e´galite´, vraie pour u ∈ T̂ :
(u, 1)(w−10 , σ)(u
−1, 1) = (u, 1)(w−10 w0uw
−1
0 , σ) = (u
2w−10 , σ)
implique qu’a` conjugaison pre`s (par T̂ , donc sans changer ϕ0) ϕ(j) est de la
forme indique´e.
La proposition suivante comple`te la description des parame`tres de Langlands
pour G.
Proposition 4.3.3 Soit ϕ un parame`tre de Langlands pour G dont l’image est
contenue dans le parabolique de type (1, n−1, 1). Alors ϕ est a` conjugaison pre`s
de la forme
z 7→ (χ(z), (z/z)p1 , . . . , (z/z)pn−1 , χ(z)−1
4.4. CLASSIFICATION ET PARAME`TRES DE LANGLANDS 47
j 7→ (
 ε1 w0
ε2
 , σ), ε1ε2 = χ(−1)
ou` χ est un caracte`re arbitraire de C∗ et les pi sont tous disjoints et appartien-
nent a` n2 + Z.
De´monstration. En effet l’image de ϕ0 est contenue a` conjugaison pre`s dans
C∗×GL(n−1,C)×C∗, sur lequel σ ope`re de fac¸on analogue a` l’action pre´ce´dente
(sur le bloc me´dian) et en permutant les deux facteurs C∗. On est alors ramene´
au cas pre´ce´dent. Les de´tails sont laisse´s au lecteur.
On dira d’un parame`tre de Langlands ϕ qu’il est discret s’il est comme dans
la Proposition 4.3.2. Et on dira d’un parame`tre de Langlands qu’il est tempe´re´
s’il est borne´. Remarquons que les parame`tres de Langlands tempe´re´s sont
1. les parame`tres discrets et
2. les parame`tres de la Proposition 4.3.3 avec χ unitaire.
4.4 Classification et parame`tres de Langlands
La classification de la se´rie discre`te de G a e´te´ rappele´ au §4.1.2. On va en
de´duire :
The´ore`me 4.4.1 (Langlands) 1. A` tout parame`tre de Langlands ϕ pour G
est associe´ un ensemble fini Π(ϕ) de repre´sentations admissibles irre´ductibles
de G.
2. Les Π(ϕ) correspondant a` tous les parame`tres (a` conjugaison pre`s) sont
disjoints, et leur re´union est le dual admissible de G.
Soit en effet ϕ un parame`tre discret (Proposition 4.3.2). Notons Tc le tore
diagonal U(1)n+1 de G. Soit Λ le re´seau des caracte`res de Tc ; donc Λ =
Zn+1 ; on peut conside´rer (p1, . . . , pn+1) comme un e´le´ment de 12Λ. De plus
δG =
(
n
2 ,
n
2 − 1, . . . ,−n2
)
(cf. (4.1.8)) ; toujours d’apre`s la Proposition 4.3.2,
p ∈ Λ+ δG. D’apre`s le §4.1.2, on peut lui associer une repre´sentation de la se´rie
discre`te.
Par ailleurs (p1, . . . , pn+1) n’est de´fini qu’a` l’ordre pre`s, donc modulo le
groupe de Weyl WG = Σn+1 ; et deux choix d’ordre conjugue´s par WK = Σn
de´finissent la meˆme repre´sentation. On associe donc dans ce cas a` ϕ l’ensemble
de (n+1) repre´sentations correspondantes a` l’orbite deWG (modulo conjugaison
par WK). C’est le L-paquet associe´ a` ϕ.
Si au contraire ϕ est comme dans la Proposition 4.3.3, il de´finit de meˆme
une repre´sentation τ du groupe U(n − 1) dont le parame`tre d’Harish-Chandra
est (p1, . . . , pn−1). Choisissons χ (en le remplac¸ant au besoin par χ(z)−1) de la
forme
χ(z) = zα(z)β avec Re(α+ β) ≥ 0.
Le groupe U(n− 1)×C∗ est le sous-groupe de Levi du parabolique minimal
P de G. On distingue alors deux cas :
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1. Si Re(α + β) > 0, la repre´sentation indGP (τ ⊗ χ) a un unique quotient
irre´ductible, son quotient de Langlands (section 4.1) J(τ, χ). On de´finit
alors Π(ϕ) = {J(τ, χ)}.
2. Supposons Re(α+β) = 0 : χ est donc unitaire, ainsi que la repre´sentation
induite. Celle-ci est en fait de longueur 1 ou 2 selon des re´sultats ge´ne´raux
de Knapp et Zuckerman [61] et ses composantes sont de multiplicite´ 1.
L’ensemble Π(ϕ), de cardinal 1 ou 2, est l’ensemble de ces composantes.
Remarque. Dans le cas 2, et si indGP (τ⊗χ) est re´ductible, elle se scinde en deux
repre´sentations qui sont des limites de se´ries discre`tes et qui ont une description
analogue aux repre´sentations de la se´rie discre`te (§4.1.2). Nous ne donnons pas
de description plus explicite de celles-ci, pour la raison suivante. Dans la section
suivante, nous calculons la valeur propre de l’ope´rateur de Casimir dans une
repre´sentation induite contenant un K-type Λpp+ ⊗ Λqp− associe´ aux formes
diffe´rentielles. Dans le Chapitre 8 nous ve´rifions pour les induites unitaires
que ces valeurs propres ve´rifient trivialement les bornes de la Conjecture A(1).
Par conse´quent, pour de´montrer celle-ci, nous n’avons pas a` nous soucier des
induites unitaires ou de leurs sous-modules.
De´crivons maintenant les caracte`res infinite´simaux des repre´sentations obtenues.
Dans le cas des se´ries discre`tes le caracte`re infinite´simal, d’apre`s Harish-Chandra
est simplement λ = (p1, . . . , pn+1) ∈ Cn ∼= a+ t.
Conside´rons maintenant les repre´sentations induites ; soit χ(z) = zα(z)β ,
avec Re(α + β) ≥ 0. Soit M = U(n − 1)× U(1) le groupe de´fini au §4.1.3 et σ
la repre´sentation induisante de M . Le caracte`re infinite´simal de σ est alors
λσ = (p1, . . . , pn−1, α− β)
et son plus haut poids
µσ = λσ − δM =
(
p1 − n− 2
2
, p2 − n− 4
2
, . . . , pn−1 +
n− 2
2
, α− β
)
ou` on a ordonne´ les pi par p1 > p2 > . . . > pn.
A` conjugaison pre`s par G, l’alge`bre de Lie a + t s’identifie aux matrices de
la forme
H =

X + iY
iX1
. . .
iXn−1
−X + iY
 .
La valeur du caracte`re infinite´simal sur une telle matrice est alors
λπ(H) = i
n−1∑
j=1
pjXj + i(α− β)Y + sX
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ou` s = α+ β. Pour la forme duale a` la forme de Killing (4.0.1), on a alors
〈λπ , λπ〉 = s2 + (α− β)2 + 2
n−1∑
j=1
p2j . (4.4.1)
Remarquons que les parame`tres de Langlands discrets correspondent exacte-
ment aux L-paquets contenant une repre´sentation discre`te (et dans ce cas toutes
les repre´sentations dans le L-paquet sont discre`tes). De meˆme, les parame`tres
de Langlands tempe´re´s correspondent exactement aux L-paquets contenant une
repre´sentation tempe´re´e (et dans ce cas toutes les repre´sentations dans le L-
paquet sont tempe´re´es).
On peut maintenant poser la question de la fonctorialite´. Un parame`tre de
Langlands ϕ :WR → LG pour G induit un parame`tre de Langlands ϕ|C∗ : C∗ →
GL(n + 1,C) pour GL(n + 1,C). Or les parame`tres de Langlands de C∗ dans
GL(n+ 1,C) parame`trent les repre´sentations admissibles. On obtient donc une
application naturelle φ de l’ensemble des L-paquets de G dans l’ensemble des
repre´sentations admissibles de GL(n+1,C). Et le proble`me de fonctorialite´, ici
de changment de base, s’e´nonce comme suit.
Question (Fonctorialite´) L’application φ envoie-t-elle tout L-paquet con-
tenant une repre´sentation automorphe vers une repre´sentation automorphe de
GL(n+ 1,C) ?
Une re´ponse positive a` cette question permettrait d’exploiter toute approxi-
mation de la Conjecture de Ramanujan sur GL(n+1,C). Ne´anmoins, la re´ponse
a` la question ci-dessus est fausse en general comme nous le verrons notamment
au Chapitre 6 (The´ore`me 6.51).
Malgre´ cela, on peut espe´rer que l’application φ envoie de nombreux L-
paquets automorphes de G sur des repre´sentations automorphes deGL(n+1,C).
On reviendra sur cette question au Chapitre 8.
Enfin, et bien que nous n’en aurons pas besoin, remarquons que l’on connaˆıt
le dual unitaire de G (cf. [64]). Premie`rement tout L-paquet contenant une
repre´sentation unitaire n’est constitue´ que de repre´sentations unitaires. On peut
donc parler de L-paquet unitaire . La description du dual unitaire de G est
difficile, nous utiliserons au Chapitre 6 la description qu’en font Knapp et Speh
dans [60]. Il en re´sulte en particulier que les L-paquets Πϕ ou` le parame`tre ϕ
est
– tempe´re´, ou
– contient la repre´sentation Jσa,b,s pour 0 < s ≤ n−(a+b)2 ,
sont unitaires. A contrario, si s > n−(a+b2 , la repre´sentation Jσa,b,s n’est pas
unitaire. Nous donnons la description comple`te du dual unitaire de U(2, 1) au
§4.6.
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4.5 K-types des repre´sentations induites, action
du Casimir
Soit ϕ un parame`tre de Langlands de´finissant une repre´sentation induite,
celle-ci est donc parame´tre´e par les donne´es (pj)j≤n−1, α, β. Soit Iϕ la repre´sentation
induite et Jϕ son quotient de Langlands. La repre´sentation Iϕ ne nous inte´resse
que si
HomK(Iϕ,Λ
pp+ ⊗ Λqp−) = HomM (σ,Λpp+ ⊗ Λqp−) 6= 0.
D’apre`s le §4.1.1 il existe alors un entier k ∈ [0,min(p, q)] tel que
µσ = (p1 − n− 2
2
, . . . , pn−1 +
n− 2
2
, α− β)
(= (µ1, . . . , µn−1, α− β))
soit de la forme
(1, . . . 1︸ ︷︷ ︸
b termes
, 0 . . . 0,−1, . . .− 1︸ ︷︷ ︸
a termes
, a− b)
et (a, b) de la forme (π, ρ), (π − 1, ρ), (π, ρ− 1) ou (π − 1, ρ− 1) avec
(π, ρ) = (p− k, q − k).
On a donc
α− β = a− b.
En utilisant les indentite´s
pσ = µ+ δK (ou` p = (p1, . . . pn−1, α− β))
et
〈δK , δK〉 − 〈δG, δG〉 = −n2
un calcul simple donne alors :
Proposition 4.5.1 La repre´sentation Jϕ intervient dans le spectre des (p, q)-
formes si et seulement s’il existe un entier k ∈ [0,min(p, q)] tel que
1. µ1 = . . . = µq−k = 1, µq−k+1 = . . . = µn−p+k−1 = 0, µn−p+k = . . . =
µn−1 = −1 et α− β = p− q et dans ce cas
Jϕ(C) = −((n− p− q + 2k)2 − (α+ β)2),
ou bien
2. k ≤ p− 1, µ1 = . . . = µq−k = 1, µq−k+1 = . . . = µn−p+k = 0, µn−p+k+1 =
. . . = µn−1 = −1 et α− β = (p− q − 1) et dans ce cas
Jϕ(C) = −((n− p− q + 2k + 1)2 − (α+ β)2),
ou bien
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3. k ≤ q − 1, µ1 = . . . = µq−k−1 = 1, µq−k = . . . = µn−p+k−1 = 0,
µn−p+k = . . . = µn−1 = −1 et α− β = (p− q + 1) et dans ce cas
Jϕ(C) = −((n− p− q + 2k + 1)2 − (α+ β)2),
ou bien
4. k ≤ p− 1, k ≤ q − 1, µ1 = . . . = µq−k−1 = 1, µq−k = . . . = µn−p+k = 0,
µn−p+k+1 = . . . = µn−1 = −1 et α− β = (p− q) et dans ce cas
Jϕ(C) = −((n− p− q + 2k + 2)2 − (α+ β)2).
4.6 Repre´sentations de U(2, 1)
Dans cette section, nous de´taillons la classification des repre´sentations de
U(2, 1), le cas dont nous aurons le plus besoin dans la suite. Dans cette section
G = U(2, 1). Si χ ∈ Hom(MA,C∗), il existe u, v ∈ C∗ uniques ve´rifiant u−v ∈ Z
et un unique entier r ∈ Z tels que :
χ
 eteiθ eiη
e−teiθ
 = e(u+v)tei(u−v)θeir(η+2θ).
Nous noterons χ = (u, v, r). 3
Cette fois l’ensemble des morphismes admissibles se scinde en deux familles
(Propositions 4.3.2 et 4.3.3).
1. Les morphismes de la forme :
ϕ(z) =

(
z
z
)a (
z
z
)b (
z
z
)c

et
ϕ(j) =
 1−1
1
 , σ

avec a, b, c ∈ Z et a ≥ b ≥ c.
2. Les morphismes de la forme :
ϕ(z) =
 zuzv ( z
z
)µ
z−vz−u

3La parame´trisation que l’on adopte ici est le´ge`rement diffe´rente de celle des sections
pre´ce´dentes. Nous adoptons en effet la parame´trisation de Rogawski dans [80] dont nous
utiliserons les re´sultats par la suite. Le lecteur constatera qu’il n’est ne´anmoins pas difficile
de se raccrocher aux re´sultats des sections pre´ce´dentes.
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et
ϕ(j) =
 1 1
(−1)u−v
 , σ

avec µ ∈ Z, u, v ∈ C, u − v ∈ Z, Re(u + v) ≥ 0 et si u + v = 0 alors
u ∈ 12 + Z. 4
De´crivons la correspondance de Langlands.
Premier cas : Le parame`tre ϕ est dans la premie`re famille.
Premier sous-cas : a > b > c. Alors (nous adoptons ici les notations de
[80]) :
Πϕ = {Dϕ, D+ϕ , D−ϕ }
est le L-paquet discret (et donc unitaire) constitue´ des repre´sentations
de la se´rie discre`te ayant pour caracte`re infinite´simal
χϕ = (a− b, b− c, b).
Deuxie`me sous-cas : a > b = c. Alors :
Πϕ = {π1ϕ, π2ϕ}
est le L-paquet tempe´re´ (et donc unitaire) compose´ des constitu-
ants irre´ductibles de l’induite unitaire du caracte`re
χ+ϕ = (b − a, a− c, a).
On a nume´rote´ ces constituants de fac¸on a` ce que π1ϕ soit un consti-
tuant de l’induite unitaire du caracte`re
χ−ϕ = (a− c, c− b, c).
Troisie`me sous-cas : a = b > c. Alors :
Πϕ = {π1ϕ, π2ϕ}
est le L-paquet tempe´re´ (et donc unitaire) compose´ des constitu-
ants irre´ductibles de l’induite unitaire du caracte`re χ−ϕ et nume´rote´s
de fac¸on a` ce que π1ϕ soit un constituant de l’induite unitaire du
caracte`re χ+ϕ .
Quatrie`me sous-cas : a = b = c. Alors :
Πϕ = {iG(χϕ)}
est le L-paquet tempe´re´ (et donc unitaire) constitue´ de l’induite
unitaire (qui est irre´ductible) du caracte`re χϕ.
4Le cas ou` u ∈ Z est de´ja` de´crit dans 1.
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Deuxie`me cas : Le parame`tre ϕ est dans la seconde famille.
Premier sous-cas : u, v ∈ Z et u ≤ 0 < v. Alors l’induite unitaire du
caracte`re
χϕ = (u, v, µ)
a un unique quotient irre´ductible que l’on note Jϕ (attention ce n’est
pas tout a` fait la notation de [80]) et :
Πϕ = {Jϕ}.
Ce L-paquet n’est pas tempe´re´ et est unitaire ssi u+ v = 1.
Deuxie`me sous-cas : u, v ∈ Z et v ≤ 0 < u. Alors l’induite unitaire du
caracte`re χϕ a un unique quotient irre´ductible que l’on note Jϕ et :
Πϕ = {Jϕ}.
Ce L-paquet n’est pas tempe´re´ et est unitaire ssi u+ v = 1.
Troisie`me sous-cas : u, v ∈ Z et u, v > 0. Alors l’induite unitaire du
caracte`re χϕ a un unique quotient irre´ductible que l’on note Fϕ et :
Πϕ = {Fϕ}.
Ce L-paquet n’est pas tempe´re´ et de dimension finie. (La repre´sentation
Fϕ est triviale si et seulement si (u, v, µ) = (1, 1, 0).)
Quatrie`me sous-cas : (u, v) /∈ Z2. Alors l’induite unitaire du caracte`re
χϕ est irre´ductible et :
Πϕ = {iG(χϕ)}.
Ce L-paquet est tempe´re´ ssi Re(u+v) = 0 et unitaire ssi (Re(u+
v) = 0) ou (u = v et |u+ v| < 2) ou (u− v impair et |u+ v| < 1).
Concluons cette section par la description d’une autre fonctorialite´ reliant
d’une part certaines repre´sentations de U(1, 1) et de GL(2,C) et d’autre part
les repre´sentations de U(1, 1)× U(1), et celles de U(2, 1).
Le groupe de Weil WR se projette sur le groupe de Galois de C sur R et, via
cette projection, agit sur :
Û(1, 1) = GL(2,C)
et donc sur
̂U(1, 1)× U(1) = GL(2,C)×GL(1,C)
et sur
Ĝ = GL(3,C).
Pour chaque entier n, on peut alors former les morphismes injectifs qui suivent :
βn : GL(2,C)⋊WR → GL(2,C), (4.6.1)
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dont la restriction a` GL(2,C) est l’identite´ et la restriction au groupe de Weil
WR est donne´e par :
βn(z) =
( (
z
z
) 1
2+n (
z
z
) 1
2+n
)
× z si z ∈ C∗
et
βn(j) =
(
1
−1
)
× j;
et par ailleurs
ξn : Ĥ ⋊WR → Ĝ⋊WR (4.6.2)
ou` :
1. la restriction de ξn a` Ĥ est donne´e par le morphisme :
GL(2,C)×GL(1,C) → GL(3,C)
(
(
a b
c d
)
, α) 7→
 a 0 b0 α 0
c 0 d
 ,
2. la restriction de ξn au groupe de Weil WR est donne´e par :
ξn(z) =

(
z
z
) 1
2+n
1 (
z
z
) 1
2+n
× z si z ∈ C∗
et
ξn(j) =
 1 1
−1
× j.
On ve´rifie facilement que ce sont bien des morphismes.
Chaque L-parame`treWR → LU(1, 1) induit bien e´videmment un morphisme
WR → Û(1, 1) ⋊WR qui compose´ avec l’un quelconque des morphismes βn in-
duit une repre´sentation semi-simple irre´ductible WR → GL(2,C) et donc un
L-parame`tre pour le groupe GL(2,C). La` encore se pose la question de la
fonctorialite´ : a` une repre´sentation automorphe de U(1, 1) correspond-il une
repre´sentation automorphe de GL(2,C) via la correspondance induite par les
morphismes βn ?
On a ainsi deux (si l’on oublie l’entier n) manie`res de relever des repre´sentations
de U(1, 1) au groupe GL(2,C), les deux seront importantes dans la suite.
De meˆme chaque L-parame`treWR → L(U(1, 1)×U(1)) induit bien e´videmment
un morphisme WR → (GL(2,C)×GL(1,C))⋊WR qui compose´ avec l’un quel-
conque des morphismes ξn induit un morphisme WR → GL(3,C)⋊WR qui est
un L-parame`tre pour le groupe U(2, 1). La` encore se pose la question de la
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fonctorialite´ : a` une repre´sentation automorphe de U(1, 1)×U(1) correspond-il
une repre´sentation automorphe de U(2, 1) via la correspondance induite par les
morphismes ξn ?
C’est faux en ge´ne´ral, mais nous verrons au Chapitre 8 que les deux types de
fonctorialite´ que nous avons e´voque´s dans ce chapitre suffisent essentiellement
a` de´crire tout le spectre automorphe de U(2, 1).

Chapitre 5
Repre´sentations de U(a, b)
(a, b > 1)
Dans ce chapitre, nous de´crivons le groupe dual de U(a, b) pour a, b > 1, puis
ses repre´sentations cohomologiques. Pour celles-ci, nous de´crivons explicitement
les donne´es de Langlands, d’abord comme re´alisations explicites par des quo-
tients de Langlands de repre´sentations standard (§5.2) puis comme parame`tres
dans le groupe dual (§5.3). Enfin, nous explicitons pour ce groupe le The´ore`me
de Vogan caracte´risant les repre´sentations cohomologiques isole´es dans le dual
unitaire.
5.1 Groupe dual
La description du groupe dual a de´ja` e´te´ donne´e dans le chapitre 4, puisqu’il
ne de´pend que de la forme inte´rieure quasi-de´ploye´e de G, qui est la meˆme que
pour le groupe U(n− 1, 1) associe´ (on pose n = a+ b). Ainsi
Ĝ = GL(n,C)
et LG = Ĝ⋊Gal(C/R), l’e´le´ment non-trivial σ ∈ Gal(C/R) ope´rant par
g 7→ w0 tg−1w−10 (g ∈ Ĝ),
w0 =

(−1)n+1
. .
.
1
−1
1
 .
Nous notons G = U(a, b) le groupe unitaire de´fini par la forme hermitienne
de matrice
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(
1a 0
0 −1b
)
.
et K = U(a) × U(b) le sous-groupe compact maximal associe´ ; soient g0 et
k0 leurs alge`bres de Lie re´elles respectives. On a
g0 = Lie(G) = k0 ⊕ p0,
p0 =
{(
0 Y
−tY 0
)
: Y ∈Ma,b(C)
}
.
Enfin p0 ⊗ C = Cab ⊗ C ∼= Cab ⊕ Cab = p+ ⊕ p− le premier facteur e´tant
l’espace tangent holomorphe a` l’origine a`X = G/K et le second l’espace tangent
antiholomorphe. Noter que g0⊗C s’identifie naturellement a` gl(n,C), que p0 ⊗
C =
{(
0 Y
Z 0
)
∈ gl(n,C)
}
et qu’alors p+ peut eˆtre de´fini par Z = 0, la
structure holomorphe sur p0 e´tant de´finie par l’action adjointe de
ι =
(√−1 0
0 1
)
∈ K .
5.2 Repre´sentations cohomologiques
D’apre`s Vogan et Zuckerman [97], celles-ci sont associe´es aux alge`bres paraboliques
θ-stables.
Soit T ⊂ G le tore diagonal compact,
t = Lie(T ) =

iH1 . . .
iHn
 , Hi ∈ R
 .
Modulo WK = Sa ×Sb on peut supposer
H1 ≥ . . . ≥ Ha , Ha+1 ≥ . . . ≥ Hn.
Il sera commode de noter
X = (H1, . . .Ha) ∈ Ra et Y = (Ha+1, . . . , Hn) ∈ Rb.
On associe a` H l’alge`bre de Lie q = l+ u ⊂ g = g0 ⊗ C donne´e par
l = gH (5.2.1)
u est la somme des espaces radiciels de (g, t)
associe´s aux racines α telles que 〈α,H〉 > 0. (5.2.2)
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Rappelons quelques proprie´te´s de la repre´sentation Aq (§1.). Soit
u ∩ p = u ∩ p+ ⊕ u ∩ p−
R± = dim(u ∩ p±)
µ = 2ρ(u ∩ p) = somme des racines de u ∩ p par rapport a` t.
Proposition 5.2.1 1. Aq contient, avec multiplicite´ 1, le K-type de plus
haut poids µ.
2. On a
Hp+R
+,q+R−(g, k;Aq) ∼= Homl∩k(Λ2p(l ∩ p),C).
En particulier HR
+,R− ∼= C, et la cohomologie n’intervient qu’en degre´s
supe´rieurs.
Pour 2. voir [97, Prop. 6.19].
Nous allons maintenant de´crire la parame´trisation de Aq a` l’aide de l’induc-
tion parabolique. (La construction de Vogan et Zuckerman est par induction
cohomologique, cf. [97]). Nous aurons besoin des donne´es combinatoires suiv-
antes. Soit r le nombre de valeurs distinctes des coordonne´es Hi, et soit
Z1 > . . . > Zr (Zj ∈ R)
ces valeurs. Alors
X = (Z1, . . . Z1︸ ︷︷ ︸
a1
, Z2, . . . Z2︸ ︷︷ ︸
a2
, . . .)
Y = (Z1, . . . Z1︸ ︷︷ ︸
b1
, Z2, . . . Z2︸ ︷︷ ︸
b2
, . . .)
donc a =
∑
aj , b =
∑
bj .
L’alge`bre l ⊂ g est en fait re´elle, = l0 ⊗ C avec
l0 ∼=
∏
j
u(aj , bj). (5.2.3)
Soit dj = inf(aj , bj) ≥ 0 , cj = sup(aj , bj)− inf(aj , bj) ≥ 0 , nj = aj + bj .
Remarque. (cf. [95, Thm. A8]) Pour obtenir toutes les repre´sentations co-
homologiques unitaires, il suffit de conside´rer les sous-alge`bres q telles que le
sous-groupe connexe L ⊂ G d’alge`bre de Lie l0 soit sans facteur compact non-
abe´lien. On peut donc supposer aj = 1 (resp. bj = 1) si bj = 0 (si aj = 0).
Nous allons associer a` q un sous-groupe parabolique P =MAN de G, ainsi
qu’une repre´sentation induisante de MA.
La composante de´ploye´e A est la composante neutre d’un tore maximal
de´ploye´ de L. On prend
A =
∏
dj>0
Aj , Aj ⊂ Lj ∼= U(aj , bj).
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Si 0 < aj ≤ bj, aj = Lie(Aj) est donne´e par
aj =

0
t1
. . .
ta
0
t1
. . .
ta
0
0

, a = aj . (5.2.4)
Si 0 < bj ≤ aj ,
aj =

0
t1
. . .
tb
0
0
t1
. . .
tb
0

, b = bj. (5.2.5)
Soit M le centralisateur de A dans G. On a Cn = Ca ⊕ Cb ; on ve´rifie que
si aj ≤ bj (5.2.4) M doit pre´server le sous-espace C2aj de Ca de´termine´ par
(5.2.4) ; de meˆme si bj ≤ aj . Sur ce sous-espace, M ope`re pour le centralisateur
de Aj ∼= (R∗+)dj , d’ou` un facteur (C∗)dj ; sur l’orthogonal de
⊕
j C
2dj , C2dj
ope`re comme U(a−∑ dj , b−∑ dj).
Donc
M =MA, A ∼= (R∗)
∑
dj ,
M ∼=
∏
j
U(1)dj × U(a−
∑
dj , b−
∑
dj). (5.2.6)
On ve´rifie que M est bien le sous-groupe de Levi d’un parabolique (re´el) de G.
Nous devons de´terminer une repre´sentation σ⊗ν de M =MA. On a ν ∈ a∗,
ν =
⊕
j νj . Dans le cas (5.2.4) on pose pour T = (t1, . . . taj ) ∈ aj :
νj(T ) = (nj − 1)t1 + . . .+ (nj + 1− 2aj)taj (nj = aj + bj). (5.2.7)
Dans le cas (5.2.5) on posera de meˆme :
νj(T ) = (nj − 1)t1 + . . .+ (nj + 1− 2bj)tbj . (5.2.8)
On renvoie le lecteur a` Vogan-Zuckerman [97, p. 82] pour la justification de
ce choix. (ν est la demi-somme des racines de A dans une alge`bre d’Iwasawa de
l.)
5.2. REPRE´SENTATIONS COHOMOLOGIQUES 61
La repre´sentation σ de M appartient a` la se´rie discre`te. On de´crit donc son
parame`tre d’Harish-Chandra (cf. §4.1.2). Soit T+ la composante compacte d’un
tore maximal θ-stable, contenant A, de L. On prendra de fac¸on naturelle
T+ =
∏
j
U(1)dj ×
∏
j
U(1)cj , (5.2.9)
les facteurs U(1)dj sont plonge´s dans U(aj , bj) de fac¸on a` commuter a` aj et les
facteurs U(1)cj sont contenus dans U(aj) si aj > bj et dans U(bj) si aj < bj .
Alors T+ est un tore maximal de M .
En fait T+ est un tore maximal de C =M ∩ L =
∏
j
U(1)dj ×
∏
j
U(cj).
Sur chaque facteur U(cj) (contenu dans U(aj) si aj > bj ou dans U(bi) si
aj < bi) choisissons le syste`me de racines positives naturel par rapport au tore
diagonal :
∆ =
{
uku
−1
l : k > l, u = (uk) ∈ U(1)cj
}
.
Soit ρc la demi-somme des racines positives dans
1
2 (ΛT+), ΛT+ ⊂ it∗ e´tant le
re´seau des caracte`res.
Alors :
Le parame`tre d’Harish-Chandra de σ est e´gal a` λσ = ρc + ρ(u). (5.2.10)
Il nous sera ne´cessaire de connaˆıtre explicitement λσ selon la parame´trisation
(5.2.9) de T+. On note un e´le´ment t ∈ T+ selon (5.2.9) :
t = (vik, ujk) (k ≤ dj , l ≤ cj).
De meˆme si X ∈ Lie(T+),
X = (Vjk, Ujl).
Lemme 5.2.2 1. ρc(X) =
∑
j
(
cj − 1
2
)
Uj,1 + . . .+
(
1− cj
2
)
Uj,cj ,
2. ρu(X) =
∑
j
mj
2
(∑
k
2Vjk +
∑
l
Ujl
)
ou` mj = −n1− . . .−nj−1+nj+1+
. . .+ nr.
L’assertion 1. re´sulte de la description pre´ce´dente de ρc ; quant a` 2. noter que
LC =
∏
j GL(nj ,C) est le sous-groupe de Levi d’un sous-groupe parabolique de
GC = GL(n,C) ; LC ope`re sur u avec pour de´terminant
2ρu = (det g1)
m1(det g2)
m2 · · · (det gr)mr ;
la formule 2. s’en de´duit par restriction.
Ve´rifions que λσ est bien le parame`tre d’Harish-Chandra pour une se´rie
discre`te deM (de´fini par (5.2.6)). Tout d’abord, λσ est inte´gral sur
∏
j
U(1)dj ⊂
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T+. Sur T+ ∩ U(a −∑ dj , b −∑ dj), variables uj,l, on doit ve´rifier d’apre`s le
§4.1.2 que les coordonne´es de λσ sont ≡ a+b−2
∑
dj−1
2 [1]. Ceci re´sulte du Lemme
(noter que cj ≡ nj [2]). Enfin, on ve´rifie que λσ est re´gulier dans X∗(T+) (par
rapport aux racines de M).
Soit P un sous-groupe parabolique de G de radical de LeviMA : P =MAN .
Proposition 5.2.3 (Vogan-Zuckerman [97]) 1. La repre´sentation unitaire-
ment induite
I(σ, ν) = indGP (σ ⊗ eν)
admet un unique quotient irre´ductible J(σ, ν).
2. J(σ, ν) ∼= Aq.
5.3 Parame`tres des Aq en dualite´ de Langlands
Rappelons que LG = GL(n,C)⋊Gal(C/R), σ ope´rant par
g 7→ w0tg−1w−10
w0 =

(−1)n+1
. .
.
1
−1
1
 .
Soit M le groupe de Levi associe´ a` q : on ve´rifie facilement que
M ∼=
∏
j
(C×)dj × U(A,B)
ou` A = a−∑ dj , B = b−∑ dj ; soit N = A+B, D =∑ di.
Soit M̂ = (C∗)D × GL(N,C) × (C∗)D ⊂ Ĝ (plongement par blocs diago-
naux). Alors M̂ est stable par l’action de w0, et LM̂ = M̂×Gal(C/R) s’identifie
naturellement au groupe dual de M.
D’apre`s Langlands [67], le parame`tre ϕ : WR → LG associe´ a` Aq est obtenu
par composition a` partir de celui de σ ⊗ eν . Pour simplifier, nous ne de´crivons
que ϕ|WC ou` WC = C
∗.
La repre´sentation σ ⊗ eν de M de´termine un caracte`re de (C∗)D, de´duit de
(5.2.7) (ou (5.2.8)) et du Lemme 5.2.2. Rappelons que D =
∑
dj ; les variables
de (C∗)D peuvent eˆtre indexe´es par (j, k), k ≤ dj (§5.3). Le caracte`re associe´
est donne´ par
z = zjk 7→ (z/z)
mj
2 (zz)
nj+1−2k
2 (5.3.1)
(Lemme 5.2.2). Par dualite´ de Langlands, la partie relative au facteur (C∗)D ×
(C∗)D de M̂ est alors :
ϕ1 : z 7→
(
(z/z)
mj
2 (zz)
nj+1−2k
2
(z/z)
mj
2 (zz)−
nj+1−2k
2
)
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(matrices diagonales ; l’ordre des entre´es j, k dans le second facteur doit eˆtre
inverse de l’ordre du premier facteur, pour que ϕ1 soit compatible a` l’action de
w0).
Par ailleurs σ donne par restriction une repre´sentation (discre`te) de U(A,B),
dont le parame`tre de Langlands se de´duit du parame`tre d’Harish-Chandra comme
on l’a explique´ dans le Chapitre 4 pour U(n, 1) ; toujours d’apre`s le Lemme 5.2.2,
on en de´duit
ϕ2 : C∗ → GL(N,C)
z 7→
(
(z/z)
mj+cj+1−2l
2
)
(j = 1, . . . r, l ≤ cj).
On remarquera queN ≡ n [2], que cj ≡ nj [2] et qu’il re´sulte alors de l’expression
de mj que mj+cj+1−2l ≡ N−1 [2], ce qui est ne´cessaire pour que ϕ2 de´finisse
une se´rie discre`te pour U(A,B) (cf. la Prop. 4.3.2 en rang 1).
Re´capitulons le re´sultat obtenu :
Proposition 5.3.1 Le parame`tre de Langlands de Aq :
ϕ|WC : C
∗ → M̂ ⊂ Ĝ
est donne´ par
z 7→
 (z/z)
mj
2 (zz)
nj+1−2k
2
(z/z)
mj+cj+1−2l
2
(z/z)
mj
2 (zz)−
nj+1−2k
2

(k ≤ dj , l ≤ cj).
5.4 Repre´sentations cohomologiques isole´es
Dans ce paragraphe nous explicitons pour U(a, b) un the´ore`me de Vogan [95,
The´ore`me A10] caracte´risant les repre´sentations cohomologiques isole´es.
Nous conservons les notations du §5.2, donc :
Z1 > . . . > Zr.
Nous ferons sur les donne´es l’hypothe`se de non-de´ge´ne´rescence explique´e
dans la Remarque suivant la Proposition 5.2.1, soit
(H0) aj = 0⇒ bj = 1, bj = 0⇒ aj = 1.
Le facteur correspondant de L =
∏
U(aj, bj) est U(1). Notons
j1 < . . . < jt (0 ≤ t ≤ r)
Zj1 > · · · > Zjt
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les autres valeurs de j. Pour de tels j le facteur Lj ∼= U(aj , bj) est non compact.
Conside´rons l’hypothe`se suivante :
(H1) Si j = ji (i ≤ t) le rang semi-simple de Lj est > 1⇐⇒ aj , bj ≥ 2.
Supposons enfin que t < r. Notons I = {j, j + 1, . . . , j + k} un intervalle
non vide d’entiers contenu dans {1, . . . , r} − {j1, . . . , jt}. Pour j ∈ I on a donc
{aj, bj} = {0, 1}.
(H2)
Si t < r, aj (et donc bj) est constant sur tout intervalle I du comple´mentaire de {jt}.
Proposition 5.4.1 (Vogan [95]) Supposons q associe´e aux donne´es (aj , bj)
ve´rifiant (H0). Alors la repre´sentation Aq est isole´e dans le dual de SU(a, b) si
et seulement si (H1) et (H2) sont ve´rifie´es.
Rappelons (§5.2) que la cohomologie de Aq n’apparaˆıt qu’en degre´s ≥ R =
R(q).
Corollaire 5.4.2 (rg G ≥ 2) Si Aq n’est pas isole´e, la cohomologie de Aq n’ap-
paraˆıt qu’en degre´s i ≥ a+ b− 2.
Noter que si t = 0, (H2) veut dire que aj (et donc bj) est constant. Le cas
ou` t = 0 correspond a` L = U(1)n ; la repre´sentation Aq est alors une se´rie
discre`te. Sous (H0) la condition (H2) impliquerait alors que aj ≡ 1 et bj ≡ 0
(ou l’inverse), ce qui est impossible puisque a, b > 0. Donc (H2) est viole´e si Aq
est une se´rie discre`te : celles-ci ne sont pas isole´es.
Remarque. Du point de vue de la the´orie des repre´sentations de G, ce
re´sultat ne peut eˆtre ame´liore´. Conside´rons par exemple U(2, 2). On peut choisir
q de sorte que l est l’alge`bre diagonale par blocs u(2, 1)× u(1). Elle viole (H2)
donc Aq n’est pas isole´e ; sa cohomologie apparaˆıt en degre´s ≥ R = 2. On trouve
aise´ment de tels exemples en dimensions supe´rieures.
De´montrons le Corollaire. Tout d’abord, un calcul simple donne
R = ab−
r∑
j=1
ajbj = ab−
t∑
i=1
aibi
ou` on a e´crit pour simplifier ai, bi = aji , bji .
Supposons que q viole (H1). Alors (a` l’ordre pre`s) on peut supposer a1 = 1,
b1 ≥ 1. Alors
t∑
i=2
aibi ≤ (
∑
ai)(
∑
bi) ≤ (a− 1)(b − b1)
donc
R ≥ ab− b1 − (a− 1)(b− b1)
= b+ (a− 2)b1 ≥ a+ b− 2
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(a ≥ 2 puisque rgG ≥ 2).
Supposons que q viole (H2). Donc t < r et j 7→ aj prend les valeurs 1 et 0
(donc bj = 1) sur {1, . . . , n}− {jt}. Alors
∑
ai ≤ a− 1,∑ bi ≤ b− 1 et dans ce
cas
R ≥ ab− (a− 1)(b− 1) = a+ b− 1 > a+ b− 2.
Il nous reste a` de´duire la Proposition 5.4.1 des re´sultats de Vogan. D’apre`s
le The´ore`me A.10 de [95], Aq est isole´e si et seulement si q ve´rifie certaines
conditions (0)-(3). Ici (0) est notre hypothe`se (H0) ; (1) est automatiquement
ve´rifie´e si G = U(a, b) ; (2) est (H1). Il nous reste a` exprimer (3).
La construction-classification de Vogan-Zuckerman [97] pour les Aq est la
suivante. Tout d’abord on a Aq = Rq(C) ou` C est la repre´sentation triviale
de l et le foncteur Rq = R
dim(u∩k)
q est de´fini dans les re´fe´rences cite´es par [97].
Supposons donne´ un syste`me de racines positives ∆+(g, t) pour (g, t) tel que les
racines de u soient positives. Alors, avec les notations usuelles :
ρg = ρu + ρl.
Le caracte`re infinite´simal de Cl est ρl ; λ = ρg ve´rifie les hypothe`ses du The´ore`me
A.10 de [95] pour ∆+(g, t).
Soit
∏ ⊂ ∆+(g, t) l’ensemble des racines simples et ∏(l) le sous-ensemble
forme´ des racines simples de l. Alors la condition (3) de Vogan s’e´crit :
(H2′) 〈β∨, λ〉 = 〈β∨, ρg〉 6= 1
pour toute racine (imaginaire) non compacte β ∈∏ orthogonale a` ∏(l).
Il s’agit d’expliciter (H2’). Rappelons (§5.2) que H = (X,Y ). Les valeurs
des coordonne´es sont
Z1 > Z2 > . . . > Zr
et Zj1 > Zj2 > . . . > Zjt
sont les valeurs de multiplicite´s > 1, donc ≥ 4 d’apre`s (H1). E´crivons alors
X = (X1 > X2 > . . . > Xα1 > Zj1︸︷︷︸
a1
> . . . > Xα2 > Zj2︸︷︷︸
a2
> . . . > Xα); (5.4.1)
les Xi apparaissant avec multiplicite´ 1 d’apre`s (H0) ; de meˆme
Y = (Y1 > . . . > Yβ1 > Zj1︸︷︷︸
b1
> . . . > Yβ2 > Zj2︸︷︷︸
b2
> . . . > Yβ). (5.4.2)
Enfin soit H ′ e´gal a` H = (X,Y ), re´ordonne´ de fac¸on positive :
H ′ = σH = (Z1 > Z2 > . . . > Zj1︸︷︷︸
n1
> . . . > Zj2︸︷︷︸
n2
> . . . > Zr), (5.4.3)
σ ∈ Sn.
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La base ∆+(g, t) est un ensemble de racines positives ε telles que 〈ε,H〉 ≥ 0 ;
σ l’envoie sur un ensemble de racines telles que 〈ε,H ′〉 ≥ 0, que l’on prendra
e´gal a` l’ensemble usuel puisque H ′ est dominant. Alors
σ
∏
= {εi = (0, . . . , 0, 1,−1, 0, . . .), i = 1, . . . n− 1}
σ
∏
= {εi : H ′i = H ′i+1},
et σ envoie l’orthogonal de
∏
(l) sur l’ensemble des racines εi telles que
{i, i+ 1} ⊂ {1, . . . , n} − ∪ti=1Ii, (5.4.4)
Ii e´tant le support de Zji dans l’expression de H
′ (5.4.3).
Par ailleurs, le syste`me de racines e´tant de type An−1, β∨ = β si β ∈
∏
et
donc 〈β∨, ρg〉 = 1. La condition (H2’) est donc e´quivalente a`
(H2′′)
Il n’y a pas de racine imaginaire non compacte dans
∏
orthogonale a`
∏
(l).
Soit donc εi ve´rifiant (5.4.4). Ceci implique donc que i et i+1 appartiennent
a` une composante connexe de cardinal ≥ 2 de {1, . . . , n} − ∪Ii. Supposons par
exemple que α1 ou β1 > 1 et que α1 + β1 ≥ 2. Alors dans l’expression (5.4.3)
i, i + 1 sont deux indices associe´s a` Zi > Zi+1 > Zj1 . Alors σ
−1εi est associe´e
dans l’expression (5.4.1), (5.4.2) a` deux couples de la forme (Xi, Xi+1), (Xj , Yj′ )
ou (Yj , Yj+1) a` gauche de Zj1 . Dans le second cas, la racine de valeur Xj − Yj′
est non compacte.
Donc Z1 et Z2 sont tous deux (par exemple) de la forme (X1, X2) ; il en
est de meˆme pour X2 et X3, etc. Ceci veut dire que pour tout j < j1 on a
aj = 1 (ou bj = 1), conforme´ment a` (H2). Le meˆme argument s’applique a`
toute composante connexe, et il est clair que (H2) est en fait e´quivalente a`
(H2”).
Chapitre 6
Conse´quences des
Conjectures d’Arthur
Dans deux articles fondamentaux, Arthur a donne´ une description conjec-
turale des repre´sentations des groupes re´ductifs qui peuvent apparaˆıtre dans
L2(Γ\G) pour un sous-groupe de congruence. Le but de ce chapitre est d’ex-
pliquer les conse´quences de ces conjectures pour la the´orie spectrale des formes
diffe´rentielles.
Les Conjectures d’Arthur reposent elles-meˆmes sur la construction hypothe´tique
de “paquets locaux” (cf. [3, §4]), familles finies de repre´sentations de G jouis-
sant de proprie´te´s de stabilite´. Arthur lui-meˆme ne dit rien de la construction de
ces “paquets”, sauf dans le cas des repre´sentations cohomologiques [3, §5]. En
particulier, sa formulation ne pre´cise pas quels “parame`tres” (§6.1) devraient
apparaˆıtre quand G n’est pas quasi-de´ploye´. Pour les groupes re´els, ces paquets
locaux sont a priori construits par Adams, Barbasch et Vogan [1]. Mais la con-
struction, de nature ge´ome´trique, est tre`s difficile.
Pour des groupes de rang 1 assez simples tels que ceux qui nous inte´ressent,
nous avons pre´fe´re´ utiliser la the´orie d’Arthur a minima. Une conse´quence
non ambigue¨ de celle-ci est la description d’une famille de caracte`res in-
finite´simaux, les seuls possibles pour les repre´sentations apparaissant dans
L2(Γ\G). Pour les groupes de rang 1, ces restrictions sur le caracte`re infinite´simal
imposent des limitations se´ve`res aux repre´sentations.
6.1 Parame`tres d’Arthur
Soit G un groupe re´ductif re´el, nous noterons G = G(R), Ĝ le groupe dual
(groupe re´ductif complexe) connexe, LG = Ĝ×Gal(C/R) le groupe dual. (Pour
les groupes unitaires v. ch. 4 ; pour les groupes orthogonaux v. §3-4).
De´finition 6.1.1 Un parame`tre d’Arthur pour G est un homomorphisme
ψ :WR × SL(2,C)→ LG (6.1.1)
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tel que
(i) Le diagramme
WR → LG
ց ւ
Gal(C/R)
est commutatif.
(ii) La restriction ψ|SL(2,C) est holomorphe (≡ alge´brique).
(iii) L’image de ψ|WR est d’adhe´rence compacte.
On de´duit de ψ un “parame`tre de Langlands”
ϕψ : WR → LG
w 7→ ψ
(
w,
( |w|1/2 0
0 |w|−1/2
))
(6.1.2)
ou`, pour w ∈ WR, |w| est la valeur absolue de l’image de w dans R× (Ch. 3).
Noter que ϕψ ne de´finit pas toujours une repre´sentation de G car il ne ve´rifie
pas ne´cessairement la condition (4.3.3) de la De´finition du §4.3.
Soit g0 = Lie(G), g = g0⊗C, h une sous-alge`bre de Cartan de g. Rappelons
que le centre de Z de U(g) s’identifie a` S(h)W , W e´tant le groupe de Weyl
W (g, h). On peut ve´rifier alors que ϕψ de´finit un caracte`re infinite´simal, i.e. un
e´le´ment de h∗/W (pour tout choix de h). Nous le ferons explicitement pour les
groupes qui nous inte´ressent. Nous utiliserons alors la formulation tre`s faible
suivante des Conjectures d’Arthur :
Conjecture 6.1.2 Si une repre´sentation irre´ductible π de G apparaˆıt (faiblement)
dans L2(Γ\G) pour un sous-groupe de congruence, son caracte`re infinite´simal
λπ est associe´ a` un parame`tre d’Arthur ϕψ.
6.2 G = U(n, 1)
Si G = U(n, 1) toute alge`bre de Cartan de gC s’identifie a` Cn+1, de fac¸on
unique modulo l’action de Sn+1 =W . Les racines sont donne´es par
(x1, . . . xn+1) 7→ xi − xj (i 6= j).
Soit LG = GL(n+ 1,C)⋊Gal(C/R).
Rappelons que LG a e´te´ construit dans ce cas au §4.2 ; l’e´le´ment non trivial
σ ∈ Gal(C/R) ope`re par
g 7→ w0tg−1w−10 ,
w0 =

(−1)n
. .
.
−1
1
 .
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Soit
ψ :WR × SL(2,C)→ LG
un parame`tre d’Arthur, conside´rons sa restriction
ψ0 : (WC = C
×)× SL(2,C)→ Ĝ = GL(n+ 1,C).
D’apre`s la de´finition 6.1.1 (iii) ψ0 est semi-simple et s’e´crit donc :
ψ0 =
r⊕
j=1
rj ⊗ χj (6.2.1)
rj e´tant une repre´sentation irre´ductible de degre´ nj (
∑
nj = n+1) de SL(2,C)
et χj un caracte`re de C×, unitaire d’apre`s (iii). Par ailleurs de´finissons ψσ0 par
ψσ0 (z, s) = ψ0(z¯, s) (z ∈ C×, s ∈ SL(2,C)).
La condition (i) implique que ψσ0 est e´quivalente a` la duale ψ˜0 de ψ0, soit
{rj , χσj } = {rj , χ−1j } (6.2.2)
ou` χσ(z) = χ(z¯).
Chaque bloc de (6.2.1) contribue une somme de caracte`res a` ϕψ |
C×
, de la
forme
z 7→

(zz¯)
nj−1
2
. . .
(zz¯)
1−nj
2
⊗ χj(z). (6.2.3)
E´crivons, de la fac¸on usuelle,
χj = z
pj z¯qj (pj − qj ∈ Z, pj + qj ∈
√−1R).
De´finissons (P1, . . . Pn+1, Q1, . . . Qn+1), modulo l’action diagonale de Sn+1 :
τ(P,Q) = (τP, τQ), par
(Pj,k, Qj,k) =
(
pj +
nj + 1− 2k
2
, qj +
nj + 1− 2k
2
)
, k = 1, . . . , nj . (6.2.4)
Nous allons de´duire de la Conjecture d’Arthur :
Lemme 6.2.1 Selon l’identification naturelle avec Cn+1 d’une sous-alge`bre de
Cartan de g, le caracte`re infinite´simal de toute repre´sentation de G associe´e a`
ψ est e´gal a` P ∈ Cn+1 (modulo Sn+1).
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Soit en effet ϕψ le parame`tre de Langlands, donne´ par ses blocs (6.2.4). Noter
que puisque σ ope`re sur Ĝ par g 7→ w0tg−1w−10 , on a (cf. 6.2.3) :
{(Pi, Qi)} = {(−Qi,−Pi)}
ou` les (Pi, Qi) (i = 1, . . . n+ 1) sont les couples (Pj,k, Qj,k).
Soit G∗ = U(a, b), ou` a+b = n+1 et a−b = 0 ou 1, la forme inte´rieure quasi-
de´ploye´e de G. D’apre`s la classification de Langlands (§4.3-4.4 pour U(n, 1) ;
[67]), ϕψ de´finit toujours une famille finie de repre´sentations de G
∗. (La condi-
tion (4.3.3) qui restreignait fortement les parame`tres pour G = U(n, 1) n’inter-
vient pas ici, car tous les paraboliques LP de LG∗ = LG proviennent de G∗.) Par
ailleurs G et G∗ ont la meˆme complexification, et leurs sous-alge`bres de Cartan
complexifie´es s’identifient donc canoniquement (modulo l’action de Sn+1). Il
est alors implicite dans l’article d’Arthur [3, §4], et il re´sulte explicitement de
la description par Adams, Barbasch et Vogan des paquets d’Arthur ([1] : voir
en particulier Thm. 22.7 , Cor. 19.16 et les de´finitions pre´ce´dant celui-ci) que le
caracte`re infinite´simal d’une repre´sentation de G associe´e a` ψ est e´gal, modulo
cette identification, a` celui d’une repre´sentation de G∗ associe´e par Langlands
a` ϕψ . Nous calculons donc dans G
∗.
Il suffit alors de suivre les constructions de Langlands [67]. Soit LM ⊂ LG∗ =
LG un sous-groupe de Levi minimal contenant l’image de ϕψ. Alors
LM est le
groupe dual d’un sous-groupe de Levi cuspidal M∗ de G∗, donc de la forme
M∗ ∼= (C×)s × U(A,B)
ou` A−B = a− b = 0 ou 1, et n+1 = N +2s, avec N = A+B ; si G∗ est de´fini
par la matrice J∗ du §4.2, M∗ s’e´crit sous forme diagonale par blocs :
M∗ =


z1
. . .
zs
u
z¯−1s
. . .
z¯−11


,
u ∈ U(A,B).
D’apre`s des calculs analogues a` ceux du §4.3 (et re´sultant de [67]), un
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parame`tre ϕ = ϕψ :WR → LM , minimal, se restreint alors a` WC ⊂WR en
ϕ0 : z 7→

η1(z)
. . .
ηs(z)
(z/z¯)α1
. . .
(z/z¯)αN
ηs(z¯)
−1
. . .
η1(z¯)
−1

.
Les caracte`res qui figurent dans cette expression sont ceux de (6.2.3) – pour
tous les blocs – et leurs exposants zpz¯q sont donc donne´s par (6.2.4). Vu la
condition de minimalite´, ϕ0 de´finit une repre´sentation de la se´rie discre`te de
M∗ (modulo le centre) et on a donc comme au §4.3 : αj ∈ N+12 + Z ; le bloc
central de ϕ0 de´finit une repre´sentation δ de la se´rie discre`te de U(A,B) et les
repre´sentations associe´es de G∗ sont des sous-quotients de
indG
∗
P∗(η ⊗ δ ⊗ 1 ) =: I
ou` P ∗ =M∗N∗ est le parabolique associe´ et η ⊗ δ de´signe
η1(z1) · · · ηs(zs)δ(u), (z, u) ∈M∗.
Une sous-alge`bre de Cartan (re´elle) de M∗ est donne´e par
h0 =

X =

z1
. . .
zs √−1 θ1
. . . √−1 θN
−z¯s
. . .
−z¯1


.
(zi ∈ C, θj ∈ R.)
Posons ηi = z
ai z¯bi (ai−bi ∈ Z) pour i = 1, . . . , s. Le calcul usuel du caracte`re
infinite´simal d’une induite donne
λI(X) =
s∑
i=1
aizi +
s∑
i=1
biz¯i +
√−1
N∑
j=1
αjθj .
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En fonction des valeurs propres Xi de X , ceci s’e´crit
λI(X) =
s∑
i=1
aiXi −
s∑
i=1
biXi+s +
N∑
j=1
αjX2r+j.
Mais, revenant a` l’expression de ϕ0, on voit que le parame`tre P associe´ est
donne´ par
P = (a1, . . . , as, α1, . . . , αN ,−b1, . . . ,−bs).
D’ou` le Lemme.
Remarque. Des calculs analogues s’appliquent aux groupes orthogonaux,
et nous les admettrons (Lemme 6.3.1, Lemme 6.4.1).
Conside´rons alors une repre´sentation irre´ductible unitaire π de G et son
parame`tre de Langlands ϕπ : WR → LG.
Cas A. π est une se´rie discre`te ou une limite de se´rie discre`te.
Dans ce cas (cf. Ch. 4) son caracte`re infinite´simal est
P = (p1, . . . pn+1) , pi ∈ 1
2
Z , pi ≡ n
2
[1].
Alors π est toujours associe´e a` un parame`tre d’Arthur tempe´re´ : on prend r =
n+ 1, rj triviale et
χj = z
pj (z¯)−pj j = 1, . . . n+ 1 ;
Cas B. π est un quotient de Langlands J(σ, χ) ou` σ est une repre´sentation
de U(n− 1) et χ un caracte`re de C× (cf. §4.3).
E´crivons χ = zα(z¯)β , α− β ∈ Z.
Si la repre´sentation J(σ, χ) est unitaire on sait que la donne´e (σ, χ) doit eˆtre
hermitienne [60]. Le groupe de Weyl W (G,M) s’identifie a` Z/2Z, ope´rant
trivialement sur U(n − 1) et par z 7→ z¯−1 sur C×. On a alors χ = χ−1 ou
χ = w · χ−1 (w 6= 1) soit : χ unitaire ou χ(z) = χ(z¯), i.e : α + β ∈ iR ou
α, β ∈ R.
Le second cas (si α+ β 6= 0) correspond aux repre´sentations non tempe´re´es.
Par ailleurs le caracte`re infinite´simal de σ est repre´sente´ par Pσ ∈ Cn−1,
Pσ = (m1, . . .mn−1) , mi ∈ 1
2
Z , mi ≡ n
2
[1] , mi+1 > mi .
Celui de J(σ, χ) est donne´ par
P = (Pσ, α,−β) (6.2.5)
qui doit eˆtre de la forme (6.2.4).
On en de´duit donc que tous les coefficients Pi de (6.2.4) doivent eˆtre dans
1
2Z, sauf au plus deux.
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Supposons alors que α /∈ 12Z (⇐⇒ β /∈ 12Z). Il y a deux possibilite´s que nous
examinons maintenant.
La premie`re possibilite´ est que
α = pj et − β = pj′ avec j 6= j′ et nj = nj′ = 1 . (6.2.6)
D’apre`s (6.2.2) χj = z
pj(z¯)qj apparaˆıt avec χ−σj = z
−qj (z¯)−pi . Donc pj′ = −qj ,
d’ou` β = qj et α+ β = pj + qj ∈ iR ; χ est alors unitaire.
La seconde possibilite´ est que
α = pj +
1
2
−β = pj − 12 .
(6.2.7)
Alors α + β = 1, contrairement a` l’hypothe`se puisque α − β ∈ Z. On en
de´duit :
Lemme 6.2.2 Si J(σ, χ) est associe´e a` un parame`tre d’Arthur, χ est unitaire
ou de la forme
zαz¯β , α, β ∈ 12Z .
Nous allons en fait de´montrer un re´sultat bien plus pre´cis. Rappelons (§4.5)
que nous ne nous inte´ressons qu’aux repre´sentations σ apparaissant dans Λ∗p.
D’apre`s le §4.5, on a alors σ = σa,b avec a+ b ≤ n− 1, et
Pσ =
(n
2
, . . . ,
n
2
− (b − 1)︸ ︷︷ ︸
b
;
n
2
−(b+1), . . . ,−n
2
+(a+1);−n
2
+ (a− 1), . . . ,−n
2︸ ︷︷ ︸
a
)
ou` chacune des suites d’entiers se´pare´s par “ ;” est une suite d’entiers conse´cutifs
et de´croissants.
De plus, si J(σ, χ) rencontre Λ∗p, on doit avoir, avec les notations pre´ce´dentes :
a− b = α− β
(§4.5). Donc χ est de la forme
χ(z) = (z/z¯)
a−b
2 (zz¯)s (6.2.8)
et l’on s’inte´resse au cas ou` J n’est pas tempe´re´e, donc s ∈ R− {0}.
Proposition 6.2.3 On suppose que σ = σab et que χ est de la forme (6.2.8)
avec s re´el > 0. Alors J(σ, χ) est unitaire et associe´e a` un parame`tre d’Arthur
si, et seulement si :
s =
n− (a+ b)
2
− k , 0 ≤ k ≤
[n− (a+ b)
2
]
. (6.2.9)
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Nous ne de´montrons que l’implication directe, la seule utilise´e dans ces notes.
Soit s0 =
n−(a+b)
2 . On sait que le dual unitaire de G = U(n, 1) est comple`tement
classifie´. Nous utilisons la description des re´sultats par Knapp [62, §3] – voir
aussi [64]. Il en re´sulte que I(σ, χ) est irre´ductible et unitaire pour s ∈]0, s0[ et
que J(σ, χ) est (irre´ductible) unitaire pour s = s0. Pour s > s0 la repre´sentation
n’est pas unitaire. Si le caracte`re infinite´simal de J(s, χ) provient d’un parame`tre
d’Arthur, nous devons ve´rifier que s ve´rifie (6.2.9).
Nous revenons a` la description du caracte`re infinite´simal P donne´e avant le
Lemme 6.2.2. On sait de´ja` que α, β ∈ 12Z, avec α ≡ β[1].
Lemme 6.2.4 La relation (6.2.9) est e´quivalente a`
α, β ≡ n
2
[1].
En effet, puisque α− β = a− b et a, b sont entiers :
s =
1
2
(α+ β) =
1
2
(α− β) + β = 1
2
(a− b) + β ≡ 1
2
(a+ b) + β [1]
donc s ≡ n−(a+b)2 ⇐⇒ α, β ≡ n2 .
Nous de´montrons donc que α, β ≡ n2 si J(σ, χ) est associe´e a` un parame`tre
d’Arthur. Pour ceci nous allons reformuler la parame´trisation des repre´sentations
du groupe unitaire.
Les parame`tres de Langlands (§4.3) ou d’Arthur (§6.1) sont de la forme
ψ : W → LG
ց ւ
Gal(C/R)
avecW =WR (Langlands) ouWR×SL(2,C) (Arthur). (On notera simplement S
le groupe SL(2,C). Dans le cas de Langlands, on de´signe donc par ψ le parame`tre
note´ ϕ au §4.3). Le groupe W est de la forme W 0 ∐ W 0j, ou` j s’envoie sur
σ ∈ Gal(C/R) ; il contient un e´le´ment, note´ −1 ∈ W 0, tel que j2 = −1. Enfin,
on notera z 7→ z¯ l’action de j, par conjugaison, sur W 0.
On suppose que G est un groupe unitaire de rang m ; LG est de´crit au §4.2.
La donne´e de ψ se re´duit aux donne´es suivantes :
(Aa) ψ0 :W0 → Ĝ = GL(m,C)
(Ab) ψ(j) = (g, σ) , g ∈ GL(m,C)
avec les restrictions suivantes :
(A1) (g, σ)2 = ψ0(−1) soit :
gw0
tg−1w−10 = ψ0(−1)
(A2) (g, σ)ψ0(z)(g, σ)
−1 = ψ0(z¯), soit :
gw0
tψ0(z)
−1w−10 = g
−1ψ0(z¯) (z ∈ W0).
Posant h = gw0, et en tenant compte de l’identite´
tw
0
= (−1)m+1w0, les
conditions se re´e´crivent :
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(A1) h th−1 = (−1)m+1ψ0(−1)
(A2) h tψ0(z)
−1h−1 = ψ0(z¯) (z ∈ W0).
Notons V = Cm et soit V ∗ l’espace dual, lui aussi identifie´ a` Cm par la base
duale. On peut alors conside´rer ψ0, h comme les donne´es suivantes :
(Ba) ψ0 = repre´sentation de W0 sur V .
(Bb) H = isomorphisme V ∗ → V .
Soit H∗ : V ∗ → V l’adjoint. Les contraintes sont alors :
(B1) Hψ∗0(z)H
−1 = ψ0(z¯) (z ∈ W0)
(B2) H(H∗)−1 = (−1)m+1ψ0(−1).
Re´ciproquement, une donne´e (B) de´termine, apre`s choix d’une base de V ,
une donne´e (A).
Nous appliquons ceci a` une donne´e d’Arthur, avec m = n + 1. Donc W =
WR × S ; la repre´sentation ψ0 de W0 = C× × S est semi-simple, unitaire en re-
striction a` C×. Les conside´rations du de´but du §6.2 s’appliquent. On supposera
Les coefficients Pi de P ∈ Cn+1 − cf.(6.2.4)− appartiennent a`
1
2Z, et (n− 1) d’entre eux sont ≡ n2 [1].
(6.2.10)
Cette condition est vraie dans notre cas, cf. (6.2.5). La Proposition 6.2.3 sera
donc de´montre´e modulo le
Lemme 6.2.5 Il n’existe pas de donne´e (B) ve´rifiant (6.2.10), et telle que les
deux autres coefficients α,−β de P ve´rifient α, β ≡ n+12 [1] et soient distincts.
(Remarquer que α = −β correspond a` s = 0, donne´e permissible pour une
repre´sentation d’Arthur.)
Soient χj les caracte`res apparaissant dans l’expression (6.2.1) de ψ0. Alors
χj = z
pz¯q, avec p ∈ 12Z, et p− q ∈ Z et p+ q ∈ iR. Donc χj = (z/z¯)pj , pj ∈ 12Z.
Soit par ailleurs ϕψ la repre´sentation deWR de´duite de ψ et ϕ
0
ψ sa restriction
a` C×. On a donc sous ϕ0ψ :
V =
⊕
η
V (η)
ou` η = zp(z¯)q de´crit les caracte`res de C×. Soit
T =
⊕
η′
V (η′)
ou` η′ de´crit les caracte`res tels que p /∈ n2 +Z. Par hypothe`se T est de dimension
2.
Lemme 6.2.6 T est stable par W0 = C× × S (pour la repre´sentation ψ0)
76 CHAPITRE 6. CONJECTURES D’ARTHUR
En effet V se de´compose canoniquement sous W0 en somme d’espaces iso-
typiques, eux-meˆmes multiples de repre´sentations χ⊗ ρ ou` χ = (z/z¯)p et ρ est
une repre´sentation irre´ductible de S. Sous ϕ0ψ, χ⊗ ρ donne des caracte`res d’ex-
posants p′ = p+ r−12 + (entier) ou` r = dim ρ. Ils ont tous la meˆme parite´ (mod
1), d’ou` le Lemme 6.2.6.
Soit T ∗ ⊂ V ∗ de´fini de fac¸on analogue. D’apre`s (B1) H envoie T sur T ∗, et
c’est alors un isomorphisme. Donc la donne´e B de´finie par (T, ψ0, H) ve´rifie les
conditions (B) ; dans (B2) ψ0(−1) est bien suˆr un endomorphisme de T . Il faut
alors distinguer deux cas :
Cas I : T ∼= χ⊗ ρ2 ou` ρ2 est irre´ductible.
On peut conside´rer H : T → T ∗ comme une forme biline´aire sur T . D’apre`s
(B1) H est invariante par S, donc antisyme´trique. D’apre`s (B2) on a donc :
−1 = (−1)nψ0(−1) = (−1)nχ(−1)
ce qui implique que χ = (z/z¯)p avec p ≡ n+12 [1]. Mais alors les exposants{p+ 12 , p− 12} de ϕψ apparaissant dans T appartiennent a` n2 +Z, contradiction.
Cas II : T ∼= χ1 ⊕ χ2, S ope´rant trivialement.
Dans ce cas χ1 = (z/z¯)
α, χ2 = (z/z¯)
β et donc χ1 6= χ2 par hypothe`se.
Soient (e, f) la base de T associe´e et e∗, f∗ la base duale de T ∗. D’apre`s (B1)
H : V ∗ → V s’e´crit dans ces bases sous forme diagonale, H =
(
a
b
)
. Alors
H(H∗)−1 = 1 d’ou` (B2) ψ0(−1) = (−1)n. Or ψ0(−1) = (−1)2α(= (−1)2β) donc
α ≡ β ≡ n2 [1].
Ceci ache`ve la de´monstration du Lemme 6.2.5.
En combinant la Proposition 6.2.3, le calcul des repre´sentations σ apparais-
sant dans Λpq (§4.5) et le calcul des valeurs propres correspondantes (Prop.
4.5.1), on en de´duit :
Corollaire 6.2.7 Soit π une repre´sentation unitaire irre´ductible de G telle que
HomK(Λ
pp+ ⊗ Λqp−, π) 6= 0 est associe´e a` un parame`tre d’Arthur. Alors la
valeur propre λ de l’ope´rateur de Casimir dans Hπ ve´rifie :
λ = [n− a− b]2 − [n− a− b− 2k]2,
pour a ≤ p, b ≤ q, (p− q)− (a− b) ∈ {−1, 0, 1} et 0 ≤ k ≤
[
n−(a+b)
2
]
.
6.3 G = SO(n, 1), n impair
Le groupe G n’est pas connexe : son sous-groupe compact maximal est K =
S(O(n) × {±1}) ∼= O(n). Puisque les Conjectures d’Arthur ne s’appliquent a
priori qu’aux groupes alge´briques (et que nous pre´fe´rons e´viter de conside´rer
le groupe des spineurs), nous conside´rons ne´anmoins, pour l’instant, G. Posons
n = 2ℓ− 1, de sorte que ℓ est le rang absolu de G.
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Pour n impair, le groupe dual LG a pour composante neutre
Ĝ = SO(n+ 1,C). (6.3.1)
Par ailleurs, si ℓ est pair, G est forme inte´rieure de G∗ = SO(ℓ − 1, ℓ + 1) ;
si ℓ est impair G est forme inte´rieure de G∗ = SO(ℓ, ℓ), le groupe G∗ e´tant
toujours quasi-de´ploye´, et de´ploye´ dans le second cas. On en de´duit que
LG = SO(n+ 1,C)×Gal(C/R) (produit direct), ℓ impair (6.3.2)
LG = SO(n+ 1,C)⋊Gal(C/R), ℓ pair. (6.3.3)
Dans le second cas, l’action de σ 6= 1 respecte un sous-groupe de Borel, par
exemple les matrices triangulaires supe´rieures dans SO(2m+2,C) ∼= SO(2m+
2, Ĵ) ou` Ĵ est la forme de matrice(
0 1ℓ
1ℓ 0
)
.
Elle doit aussi respecter un e´pinglage (voir §4.2).
Supposons G de´fini pour la forme de matrice
J =

1n−1
1
1
 .
Le sous-groupe parabolique propre (minimal) de G s’e´crit
P =MN
ou` M ⊂ G stabilise la de´composition correspondante Rn+1 = Rn−1 ⊕R2 ; donc
M = S(O(n − 1)×O(1, 1))
ou`
SO(1, 1) =
{(
a 0
0 a−1
)
, a ∈ R×
}
(6.3.4)
et
O(1, 1) =< SO(1, 1), ε >, ε =
(
1
1
)
. (6.3.5)
On pose
A =
{(
a
a−1
)
: a > 0
}
⊂ O(1, 1) ⊂M , (6.3.6)
et
M = 0MA (6.3.7)
ou` la composante neutre de 0M est 0M0 ∼= SO(n− 1) et 0M =< 0M0, ε, η >,
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η =
(−1
−1
)
∈ SO(1, 1).
Si τ est une repre´sentation irre´ductible de 0M et s ∈ C soit
I(τ, s) = indG0MAN (τ ⊗ es ⊗ 1).
On utilise la classification de Langlands (cf. Ch. 4 pour U(n, 1), [67]). Pour
n impair G n’a pas de se´rie discre`te. Alors toute repre´sentation admissible
irre´ductible de G est de la forme suivante :
π est un sous-module de I(τ, s); τ ∈ ôM, s ∈ iR . (6.3.8)
π est l’unique quotient irre´ductible J(τ, s) de I(τ, s)
ou` ρ ∈ ôM et Re(s) > 0 .
(6.3.9)
Dans le cas (6.3.8) on sait en fait que I(τ, s) est irre´ductible ; sa restriction
a` G0 est en fait irre´ductible, cf. [61]. 1
Par ailleurs, une sous-alge`bre de Cartan h0 de g0 est donne´e par les matrices
X =

−x1
x1
. . .
−xℓ−1
xℓ−1
xℓ
−xℓ

(xi ∈ R) . (6.3.10)
Posons yi =
√−1 xi (i ≤ ℓ − 1), yℓ = xℓ. Les coordonne´es y donnent un
isomorphisme
h = h0 ⊗ Cℓ
pour lequel les racines dans ∆(g, h) sont re´elles. Le groupe de Weyl W est
Sℓ⋉ {±1}ℓ−1, {±1}ℓ−1 e´tant le sous-groupe de {±1}ℓ, ope´rant diagonalement,
de´fini par Πsi = 1.
Soit 0h = Cℓ−1, naturellement plonge´ dans h. C’est une alge`bre de Cartan
pour 0m. Soit λτ ∈ 0h∗ le caracte`re infinite´simal de τ , de´fini modulo Gℓ−1 ×
(±1)ℓ−2. Celui de I(τ, s) est alors
λτ,s = (λτ , s) ∈ Cℓ . (6.3.11)
Si J(τ, s) est unitaire on a s ∈ iR ou s ∈ R (ceci n’e´tant possible que pour
certaines valeurs de τ).
1Nous n’utiliserons pas ce fait, sauf en notant dans tous les cas J(τ, s) la repre´sentation pi
pour uniformiser les notations.
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Soit alors
ψ :WR × SL(2,C)→ LG
un parame`tre d’Arthur pour G, et conside´rons
ψ0 : C
× × SL(2,C)→ Ĝ ⊂ GL(2ℓ,C).
On peut de´finir alors, comme dans le §6.2,
P = (P1, . . . , P2ℓ) ∈ C2ℓ ;
il est spe´cifie´ (modulo S2ℓ) par le fait que ϕψ|
C×
(§6.1) s’e´crit
z 7→ (zPi(z¯)Qi).
Puisque ψ se factorise par Ĝ ⊂ GL(2ℓ,C), on a ϕψ ∼= ϕ˜ψ ; donc P est
conjugue´ a` (−P ) par S2ℓ et on en de´duit que modulo S2ℓ :
P = (P1, . . . , Pℓ,−P1, . . . ,−Pℓ) = (P ′, P ′′).
Alors P ′ est uniquement de´fini modulo W , et l’on a, en supposant que π est
dans le paquet d’Arthur associe´ a` ψ :
Lemme 6.3.1 Le caracte`re infinite´simal de π est parame´tre´ par P ′.
On l’admettra (voir la de´monstration du Lemme 6.2.1).
Nous supposons maintenant π donne´e par (6.3.8) ou (6.3.9). Puisque τ est
une repre´sentation irre´ductible de 0M , son caracte`re infinite´simal est celui de
sa restriction a` 0M0 = SO(n − 1) ; on a alors, le tore maximal de SO(n − 1)
e´tant parame´tre´ par (6.3.10) :
λτ = µτ + ρ
ρ = (ℓ − 2, ℓ− 1, . . . , 0) ∈ Cℓ−1
µτ = (µ1, . . . , µℓ−1), µ1 ∈ Z, µ1 ≥ · · · ≥ µℓ−1, µℓ−2 + µℓ−1 ≥ 0
de sorte que λτ ve´rifie :
λτ = (λ1, . . . , λℓ−1)
λi ∈ Z, λ1 > · · · > λℓ−1 , λℓ−2 + λℓ−1 > 0 .
(6.3.12)
Par ailleurs le caracte`re infinite´simal de π est parame´tre´ par
P ′ = (λτ , s). (6.3.13)
Or le parame`tre (P ′,−P ′) associe´ a`
ψ :WC × SL(2,C)→ Ĝ→ GL(n+ 1,C)
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ve´rifie les conditions du §6.2 ; on a :
(P ′,−P ′) = (pj + nj+1−2k2 ) mod Sn+1 . (6.3.14)
Nous allons utiliser ces relations pour de´montrer :
Lemme 6.3.2 Si le caracte`re infinite´simal d’une repre´sentation unitaire π =
J(τ, s) est associe´ a` un parame`tre d’Arthur, s ∈ iR ou s ∈ Z.
La de´monstration est un peu complique´e. Nous de´montrons d’abord sous les
meˆmes hypothe`ses :
Lemme 6.3.3 s ∈ iR ou s ∈ 12Z .
Supposons en effet s /∈ 12Z. D’apre`s (6.3.13) et (6.3.14),
s = p+ m+1−2k2 pour un p = pj , m = nj . (6.3.15)
Donc p /∈ 12Z. Par ailleurs la repre´sentation χ ⊗ rj de C× × SL(2,C), ou` χ =
zp(z¯)q, apparaˆıt avec sa duale. Puisque p 6= 0, χ 6= χ˜ = χ−1. Si m > 1, (6.3.14)
contient au moins quatre coordonne´es /∈ 12Z, contrairement a` (6.3.13). Donc
m = 1. Enfin, on a p+ q ∈ iR (χ est unitaire), p− q ∈ Z donc p ∈ 12Z+ iR. Or
p = s ou −s et s ∈ iR ∪R car π est unitaire. D’ou` s ∈ iR.
Pour de´montrer le Lemme 6.3.2, nous pouvons maintenant supposer que
s ∈ 12Z ; nous allons de´river une contradiction. Noter que si s ∈ 12Z, p ∈ 12Z ;
puisque p+ q ∈ iR et p− q ∈ Z on a p = −q. Par ailleurs l’argument pre´ce´dent
montre toujours que m = 1.
Supposons d’abord ℓ impair, de sorte (6.3.2) que
LG = SO(2ℓ,C)×Gal(C/R).
Vu comme repre´sentation de C× × SL(2), on a
ψ = χ⊕ χ−1 ⊕
∑
i
χi ⊗ ri,
χ(z) = (z/z¯)p.
Pour tout i, on a de plus pi+
ni+1
2 ∈ Z, ou` χi(z) = χpi(z¯)qi , toujours d’apre`s
(6.3.13).
Soit j l’e´le´ment exte´rieur de WR et ψ(j) = (x, σ) ∈ LG. Alors
ψ(z¯, s) = xψ(z, s)x−1 (z ∈ C×, s ∈ SL(2)). (6.3.16)
Notons ψf la partie de ψ d’exposants fractionnaires :
ψf (z) = (χ(z), χ
−1(z), 1, . . . , 1).
On de´duit facilement de (6.3.16), en conside´rant les classes d’isotypie de ψ
vue comme repre´sentation de degre´ 2ℓ, que
ψf (z¯) = xψf (z)x
−1. (6.3.17)
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En utilisant la forme explicite de Ĝ donne´e apre`s (6.3.6), on peut e´crire a`
conjugaison pre`s ψf sous la forme
z 7→

χ
1
. . .
1
. . .
1
χ−1

ou` on a abre´ge´χ(z) en χ. L’e´quation (6.3.17) montre que x pre´serve la de´composition
isotypique associe´e de C2ℓ, donc s’e´crit (x′, x′′) ou` x′ ∈ O(2), x′′ ∈ O(2ℓ− 2) et
det(x′) det(x′′) = 1.
Alors l’e´quation (6.3.17) implique
x′
(
χ
χ−1
)
(x′)−1 =
(
χ−1
χ
)
d’ou` x′ =
(
u−1
u
)
∈ O(2)− SO(2) ; u ∈ C×. Mais alors (x′)2 = 1, contraire-
ment a` la condition
ψ(j)2 = ψ(j2) = ψ(−1) =

−1
1
. . .
1
. . .
1
−1

.
(Car p ∈ 12Z, p /∈ Z donc χ(−1) = −1.)
Le calcul est similaire mais plus complique´ si ℓ est pair. Dans ce cas Ĝ =
SO(2ℓ,C),
LG = SO(2ℓ,C)⋊Gal(C/R)
et nous devons pre´ciser l’action de σ donne´e par Langlands. Avec le meˆme
choix de la forme quadratique Ĵ , Ĝ a pour sous-groupe de Borel B̂ ses matrices
triangulaires supe´rieures ; l’action de σ doit pre´server Ĝ, B̂, le tore diagonal T̂
ainsi qu’un e´pinglage (§4.2), et eˆtre non triviale. Sur T̂ , on a alors
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σ :

x1
. . .
xℓ
x−1ℓ
. . .
x−11

7→

x1
. . .
x−1ℓ
xℓ
x−1ℓ−1
. . .
x−11

de sorte que σ e´change les deux dernie`res racines αℓ−1 = xℓ−1 x−1ℓ et αℓ =
xℓ−1xℓ du diagramme de Dynkin. Un calcul simple montre que
σ(g) = w g w−1 (g ∈ Ĝ)
w =

1ℓ−1
0 1
1 0
1ℓ−1

est l’automorphisme cherche´. Noter que w ∈ O(Ĵ).
Conside´rons alors, comme pour ℓ impair, l’homomorphisme ψf :
WR → LG
ց ւ
Gal(C/R)
Quitte a` conjuguer ψf par un e´le´ment de Ĝ, on peut supposer que ψf (C×) ⊂
T̂ , puis que
ψf (z) =

χ
1
. . .
1
χ−1

avec la notation pre´ce´dente. Soit ψf (j) = (x, σ). Alors
ψf (z¯) =

χ−1
1
. . .
1
χ
 = (x, σ)ψf (z)(x, σ)−1
= x w ψf (z)w
−1x−1
= x ψf (z)x
−1 .
6.4. G = SO(n, 1), n PAIR 83
Ceci implique comme dans le cas impair que x ∈ O(2)×O(2ℓ− 2) et que sa
composante dans O(2) est de la forme
(
z−1
z
)
. Comme pre´ce´demment, ceci
contredit le fait que χ(j2) = χ(−1) = −1.
D’apre`s la classification du dual unitaire deG, on de´duit alors du Lemme 6.3.2 :
Proposition 6.3.4 Toute repre´sentation unitaire π de G dont le caracte`re in-
finite´simal est associe´ a` un parame`tre d’Arthur est de la forme J(τ, s) ou`
(i) s ∈ iR
ou
(ii) s ∈ Z .
Pour τ fixe´, et dans le cas (ii), la longueur du parame`tre s ∈ Z est bien
suˆr controle´e par la description, connue, des se´ries comple´mentaires (voir par
exemple [60] pour un guide sur la litte´rature concernant les duaux unitaires).
Si τ = 1 (repre´sentation triviale), πτ,s est unitaire si |s| ≤ ℓ − 1 ; pour les
repre´sentations d’Arthur, on a donc s ∈ iR ou ±s = 1, 2, . . . , ℓ − 1 = n−12 ; le
point s = ℓ− 1 est la demi-somme des racines ρ de N dans A, et correspond a`
la repre´sentation triviale. La Conjecture 6.1.2 implique donc une conjecture de
Burger et Sarnak [20, 19] :
Conjecture 6.3.5 (i) Si une repre´sentation sphe´rique J(1, s) apparaˆıt dans
L2(Γ\G) pour un sous-groupe de congruence, s ∈ iR ou s ∈ {1, . . . , n−12 }.
(ii) En particulier les valeurs propres du laplacien associe´es ve´rifient
λ ≥
(
n−1
2
)2
ou λ =
(
n−1
2
)2
− k2, k = 1, . . . , n−12 .
La premie`re valeur propre 6= 0 est donc λ1 = n− 2.
La partie (ii) re´sulte de (i) et des calculs suivant le The´ore`me 2.3.2.
6.4 G = SO(n, 1), n pair
On supposera n ≥ 4. Les remarques du §3 sur la connexite´ restent exactes,
ainsi que la description du parabolique minimal. Par ailleurs G est un groupe
de type Cℓ ou` ℓ =
n
2 et son dual (connexe) est
Ĝ = Sp(ℓ) = Sp
(
n
2
)
,
le groupe symplectique de la forme alterne´e sur C2ℓ de matrice
Ĵ =

−1
. .
.
−1
1
. .
.
1
 .
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On a dans Ĝ un tore maximal T̂ forme´ des matrices
x =

x1
. . .
xℓ
x−1ℓ
. . .
x−11

(6.4.1)
et un sous-groupe de Borel B̂ forme´ des matrices triangulaires supe´rieures de
Ĝ. Enfin
LG = Ĝ×Gal(C/R).
Une repre´sentation admissible irre´ductible π de G est de la forme suivante :
π appartient a` la se´rie discre`te. (6.4.2)
π est un sous-module de I(τ, s), τ ∈ 0̂M, s ∈ iR. (6.4.3)
π = J(τ, s) est l’unique quotient irre´ductible de I(τ, s)
ou` τ ∈ 0̂M et Re(s) > 0 .
(6.4.4)
Comme dans (6.3.10) une sous-alge`bre de Cartan h0 de g0 est donne´e par
les matrices
X =

−x1
x1
. . .
−xℓ−1
xℓ−1
0
xℓ
−xℓ

(xi ∈ R) .
On a de nouveau h⊗C ∼= Cℓ, le groupe de Weyl e´tant maintenant Sℓ⋉{±1}ℓ =
W .
Soit ψ :WR × SL(2)→ LG un parame`tre d’Arthur, et P ∈ C2ℓ le parame`tre
holomorphe associe´ (cf. §6.3). Alors P = (P ′,−P ′) ou` P ′ ∈ Cℓ est bien de´fini
modulo l’action de W . Donc P ′ de´finit naturellement un e´le´ment de h∗, et on
peut ve´rifier :
Lemme 6.4.1 P ′ est le caracte`re infinite´simal de la repre´sentation associe´e
a` ϕψ.
La de´monstration est laisse´e au lecteur (cf. Lemme 6.2.1).
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Par ailleurs 0m ∼= so(n − 1), l’alge`bre de Lie 0m s’identifie a` Cℓ−1 ⊂ Cℓ et
λτ ve´rifie
λτ = µτ − ρ
ρ = (ℓ− 32 , ℓ− 52 , . . . , 12 ) (6.4.5)
µτ = (µ1, . . . , µℓ−1) , µi ∈ Z , µ1 ≥ · · · ≥ µℓ−1 ≥ 0 . (6.4.6)
On a donc
λτ = (λi) , λi ∈ 12 + Z , λ1 > · · · > λℓ−1 > 0 . (6.4.7)
Le caracte`re infinite´simal de I(τ, s) est alors
λI = (λτ , s). (6.4.8)
Lemme 6.4.2 Si le caracte`re infinite´simal d’une repre´sentation unitaire π =
J(τ, s) est associe´ a` un parame`tre d’Arthur, s ∈ iR ou s ∈ 12 + Z.
Tout d’abord, le Lemme 6.3.3 s’applique et montre que s ∈ iR ou s ∈ 12Z.
Supposons alors s = p ∈ Z. Comme apre`s le Lemme 6.3.3, ψ : C× × SL(2) →
GL(2ℓ,C) est de la forme
ψ = χ⊕ χ−1 ⊕
∑
i
χi ⊗ ri
ou` χ(z) = (z/z¯)p. Les exposants holomorphes Pj apparaissant dans
∑
i
χi ⊗ ri
doivent eˆtre dans 12 + Z d’apre`s (6.4.8) et (6.4.7). On peut conside´rer comme
dans le §6.3 la partie de ψ d’exposants P entiers :
ψe(z) = (χ(z), χ
−1(z), 1)
et
ψe(z¯) = x ψe(z)x
−1
ou` ψ(j) = (x, σ) ∈ Ĝ×Gal(C/R).
Revenant au choix (6.4.1) de T̂ on peut supposer
ψe(z) =

χ
1
. . .
1
χ−1
 , ψe(z¯) =

χ−1
1
. . .
1
χ
 .
Alors x pre´serve la de´composition correspondante C2ℓ = C2 ⊕ C2ℓ−2 et s’e´crit
x = (x′, x′′), x′ ∈ SL(2,C), x′′ ∈ Sp(ℓ − 1,C). La relation xψe(z)x−1 = ψe(z¯)
implique x′ =
(
b
a
)
, −ab = 1, d’ou` x′2 = −1 contrairement a` χ(j2) =
χ(−1) = 1 .
Comme pre´ce´demment, on en de´duit :
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Proposition 6.4.3 Toute repre´sentation unitaire π de G dont le caracte`re in-
finite´simal est associe´ a` un parame`tre d’Arthur est de la se´rie discre`te, ou e´gale
a` un sous-module de I(τ, s) ou a` J(τ, s) avec
(i) s ∈ iR
(ii) s ∈ 12 + Z .
Pour les repre´sentations sphe´riques, on a alors :
Conjecture 6.4.4 (Burger-Sarnak)
(i) Si une repre´sentation J(1, s) (s ∈ R, s 6= 0) apparaˆıt dans L2(Γ\G),±s ∈
{ 12 , . . . n−12 }.
(ii) En particulier les valeurs propres du laplacien associe´es ve´rifient
λ ≥
(
n−1
2
)2
ou λ =
(
n−1
2
)2
−
(
n−1
2 − k
)2
k = 0, 1, . . . n−22 .
La premie`re valeur propre 6= 0 est λ1 = n− 2 2.
6.5 Existence des repre´sentations exceptionnelles
Comme nous l’avons rappele´ les Conjectures 6.3.5 et 6.4.4 sont dues a` Burger
et Sarnak (cf. [20]). Il montrent de plus que si G est un groupe alge´brique sur
Q obtenu par restriction des scalaires a` partir d’un groupe orthogonal sur un
corps de nombres et tel que Gnc ∼= SO(n, 1), les valeurs propres(
n− 1
2
)2
− k2
pour k = n−12 , . . . ,
n−1
2 −
[
n−1
2
]
apparaissent dans le spectre automorphe de G.
Ce qui montre que les Conjectures 6.3.5 et 6.4.4 sont optimales.
Le Corollaire 6.2.7 et les Conjectures d’Arthur impliquent une conjecture
beaucoup plus forte que la Conjecture A pour tout groupe G tel que Gnc ∼=
SU(n, 1). Nous pensons que cette conjecture est optimale dans le meˆme sens
que la conjecture de Burger et Sarnak est optimale. La grande diffe´rence est
que nous conside´rons cette fois tout le spectre automorphe et non seulement le
spectre sphe´rique. Bien que nous ne sachions pas montrer que cette conjecture
est optimale, nous pouvons montrer le re´sultat suivant.
The´ore`me 6.5.1 Soit G un groupe alge´brique sur Q obtenu par restriction des
scalaires a` partir d’un groupe unitaire sur un corps de nombres et tel que Gnc ∼=
SU(n, 1). Soient a, p, q, k des entiers ve´rifiant
– 0 ≤ a ≤ p, q ≤ n ;
– p− q ∈ {−1, 0, 1} ;
– 0 ≤ k ≤ [n−2a2 ].
2Pour n > 2 ! c’est 1
4
pour n = 2.
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Alors, le dual automorphe ĜAut de G contient une repre´sentation unitaire irre´ductible
π de G telle que HomK(Λ
pp+ ⊗ Λqp−, π) 6= 0 et dont la valeur propre de
l’ope´rateur de Casimir dans Hπ est e´gale a`
(n− 2a)2 − (n− 2a− 2k)2.
De´monstration. Nous conservons les notations du §2. On suppose que σ = σa,b
et que χ est de la forme (6.2.8) avec s = n−2a−2k2 . La Proposition 4.5.1 implique
que HomK(Λ
pp+ ⊗ Λqp−, J(σ, χ)) 6= 0.
D’apre`s [84, Theorem 7.7] la repre´sentation J(σ, χ) apparait discre`tement
comme sous repre´sentation de L2(H\G) pour H = S(U(a+k)×U(n−a−k, 1)).
Puisque G provient (par restriction des scalaires) d’un groupe unitaire sur
un corps de nombre, il contient un Q-sous-groupe alge´brique H tel que Hnc ∼=
S(U(a+ k)×U(n− a− k, 1)). Un the´ore`me de Burger, Li et Sarnak [19] affirme
que si ρ ∈ ĤAut et si π est une repre´sentation de G faiblement contenue dans
l’induite (unitaire) de ρ de H a` G, alors π ∈ ĜAut. La repre´sentation triviale
1H de H appartient bien e´videmment a` ĤAut et l’induite de H a` G de 1H est
L2(H\G). La repre´sentation J(σ, χ) appartient donc a` ĜAut.
Remarquons que d’apre`s les Propositions 6.3.4 et 6.4.3, les Conjectures
d’Arthur impliquent la Conjecture A pour tout groupe G ve´rifiant Gnc ∼=
SO(n, 1). On peut de meˆme facilement de´duire des Propositions 6.3.4 et 6.4.3 et
des Conjectures d’Arthur, une ge´ne´ralisation de la Conjecture A. Cette conjec-
ture n’est certainement pas optimal. Un (fastidieux) exercice d’alge`bre line´aire
permettrait surement d’obtenir un re´sultat optimal.

Chapitre 7
The´ore`me de
Luo-Rudnick-Sarnak
Dans ce chapitre nous de´montrons la le´ge`re ge´ne´ralisation suivante d’un
the´ore`me de Luo, Rudnick et Sarnak [70].
The´ore`me 7.0.2 (Approximation de Ramanujan) Soit F un corps de nom-
bre et A son anneau des ade`les. Soit n un entier ≥ 2 et π = ⊗vπv une
repre´sentation automorphe cuspidale de GL(n,A). Alors, en chaque place archime´dienne
v la repre´sentation πv est un quotient de Langlands
πv = J(σ1,v, . . . , σr,v),
ou` les σj,v sont comme dans les The´ore`mes 3.1.1 et 3.1.2 et tels que pour tout
j = 1, . . . , r,
|Re(tj,v)| ≤ 1
2
− 1
n2 + 1
.
Remarquons que depuis l’annonce de nos re´sultats dans [10] W. Mu¨ller nous
a informe´ qu’il a, conjointement avec B. Speh, lui aussi e´tendu le re´sultat de
Luo, Rudnick et Sarnak aux repre´sentations non ramifie´es.
Fixons un corps de nombres F , A son anneau des ade`les et n un entier ≥ 2.
7.1 Fonction L de Rankin-Selberg
Dans cette section nous faisons quelques rappels concernant la the´orie de
Rankin-Selberg. De la meˆme manie`re que l’on a associe´ a` une repre´sentation
automorphe une fonction L, la the´orie de Rankin-Selberg associe une fonction L
(dite de Rankin-Selberg) a` toute paire de repre´sentations irre´ductibles unitaires
cuspidales π = ⊗vπv et π′ = ⊗vπ′v de GLn(A) et GLn′(A) respectivement. Cette
fonction L est encore donne´e par un produit eule´rien
L(s, π × π′) =
∏
v
L(s, πv × π′v)
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ou` v de´crit l’ensemble des places de F .
Nous allons commencer par de´crire les facteurs locaux L(s, πv × π′v) lorsque
v est une place finie, puis lorsque v est une place archime´dienne ; enfin nous
nous inte´resserons a` la fonction L globale.
Fixons v une place de F . Dans les trois prochaines sous-sections nous nous
inte´ressons aux facteurs locaux, pour simplifier les notations on notera F = Fv
et π = πv. Pour l’instant F est donc un corps local de caracte´ristique ze´ro.
Si π est une repre´sentation admissible irre´ductible de GLn(F ), nous notons
π˜ la repre´sentation contragre´diente que l’on peut re´aliser dans le meˆme espace
que π par l’action π˜(g) = π(tg−1).
Soient πi, i = 1, . . . , r, des repre´sentations admissibles irre´ductibles des
groupes respectifs GLni(F ). Alors π = π1 ⊗ . . . ⊗ πr est une repre´sentation
admissible irre´ductible de
M(F ) = GLn1(F )× . . .×GLnr(F ).
Pour s = (s1, . . . , sr) ∈ Cr soit πi[si] la repre´sentation de GLni(F ) de´finie par
πi[si](g) = |det|siπi(g), g ∈ GLni(F ).
Nous notons
IGP (π, s) = ind
G(F )
P (F )(π1[s1]⊗ . . .⊗ πr[sr])
l’induite unitaire.
Remarquons que Shalika a de´montre´ que la composante locale d’une repre´sentation
automorphe cuspidale de GLn(A) est ge´ne´rique [89]. Et Jacquet et Shalika [56]
ont montre´ que toute repre´sentation irre´ductible unitaire ge´ne´rique π deGLn(F )
est e´quivalente a` une repre´sentation induite (et non seulement a` un quotient)
π = IGP (σ, s),
ou` P est un sous-groupe parabolique standard de type (n1, . . . , nr) de GLn,
s ∈ Cr et σ est une repre´sentation de carre´ inte´grable deMP (F ), le sous-groupe
de Levi de P sur le corps local F 1.
Dans les trois sous-sections suivantes nous de´crivons les facteurs locaux de
la fonction L de Rankin-Selberg lorsque F est non-archime´dien, ou bien e´gal a`
R ou a` C.
7.1.1 F non-archime´dien
Comme nous l’avons rappele´, toute repre´sentation irre´ductible unitaire ge´ne´rique
π de GLn(F ) est isomorphe a` une repre´sentation induite
π ∼= IGP (σ, s), (7.1.1)
1C’est la seule proprie´te´ des repre´sentations ge´ne´riques que nous utiliserons, le lecteur non
familier peut donc accepter comme “boˆıte noire” le fait que toute repre´sentation pi comme
ci-dessus est obtenue comme induite, re´sultat qui de´coule de [89] et [56]
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ou` P est de´fini par une partition (n1, n2, . . . , nr) avec ni+1 ≤ ni, s = (s1, . . . , sr) ∈
Cr et σ = ⊗iσi ou` chaque σi est une repre´sentation de la se´rie discre`te de
GLni(F ). Soit π (resp. π
′) une repre´sentation irre´ductible unitaire ge´ne´rique de
GLn(F ) (resp. GLn′(F )). On de´finit le facteur local de Rankin-Selberg pour la
paire (π, π′) par re´currence. Tout d’abord, L(s, π × π′) = L(s, π′ × π). Si π est
comme dans (7.1.1),
L(s, π × π′) =
r∏
i=1
L(s+ si, σi × π′). (7.1.2)
Il reste a` de´finir les facteurs L pour des repre´sentations de la se´rie discre`te.
De la meˆme manie`re que les repre´sentations de la se´rie discre`te forment les
blocs pour construire toutes les repre´sentations unitaires ge´ne´riques du groupe
line´aire, ce sont les repre´sentations supercuspidales qui forment les blocs e´le´mentaires
permettant de construire toutes les repre´sentations de la se´rie discre`te. Rap-
pelons donc qu’une repre´sentation ρ de GLd(F ) est dite supercuspidale si elle
n’apparaˆıt comme sous-quotient d’aucune repre´sentation induite d’un sous-groupe
parabolique propre. Les repre´sentations supercuspidales sont donc exactement
les repre´sentations qui ne sont pas accessibles par le proce´de´ d’induction. Les
repre´sentations supercuspidales peuvent aussi eˆtre caracte´rise´es par le fait que
leurs coefficients matriciels sont a` support compact modulo le centre de G. On
renvoie a` [12] pour plus de de´tails sur les repre´sentations supercuspidales.
Soit maintenant σ une repre´sentation de carre´ inte´grable deGLm(F ). D’apre`s
Bernstein et Zelevinski [12], il existe un diviseur d|m, un sous-groupe parabolique
standard P de type (d, . . . , d) deGLm(F ), et une repre´sentation ρ deGLd(F ) su-
percuspidale, irre´ductible et unitaire tels que σ soit l’unique quotient irre´ductible
de la repre´sentation induite indGP (ρ1 ⊗ . . .⊗ ρr), ou` r = m/d et ρj = ρ[j − (r +
1)/2]. On de´signe cette repre´sentation par σ = ∆(r, ρ).
Soit donc σ = ∆(r, ρ) (resp. σ′ = ∆(r′, ρ′)) une repre´sentation de la se´rie
discre`te de GLm(F ) (resp. GLm′(F )), avec m ≤ m′. On pose alors :
L(s, σ × σ′) =
r∏
j=1
L(s+
r + r′
2
− j, ρ× ρ′). (7.1.3)
La description des facteurs L de Rankin-Selberg est donc re´duite au cas
de deux repre´sentations supercuspidales. Soient ρ1 et ρ2 deux repre´sentations
supercuspidales de respectivement GLk1(F ) et GLk2(F ). Lorsque ρ2 n’est pas
un twist de ρ1, i.e. s’il n’existe pas de nombre complexe t ∈ C tel que ρ2 ∼= ρ1[t],
en particulier lorsque k1 6= k2, on pose L(s, ρ1 × ρ2) = 1. On pose enfin
L(s, ρ1 × ρ˜1[t]) = L(s+ t, ρ1 × ρ˜1)
= (1− q−a(t+s))−1, (7.1.4)
ou` a|k1 est l’ordre du groupe cyclique des caracte`res nonramifie´s χ = |det|u tels
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que ρ1 ⊗ χ ∼= ρ1. Si σi = ∆(ri, ρi), (7.1.3) et (7.1.4) impliquent
L(s+ 2Re(si), σi × σ˜i) =
ri∏
j=1
L(s+ 2Re(si) + ri − j, ρ× ρ˜)
=
ri∏
j=1
(1− q−ai(s+2Re(si)+ri−j))−1,
ou` ai est l’ordre du groupe cyclique des caracte`res nonramifie´s χ tels que ρi⊗χ
est isomorphe a` ρi. On en de´duit que si π = I
G
P (σ, s) est une repre´sentation
irre´ductible unitaire de la se´rie principale de GLn(F ) et si i est un indice tel
que Re(si) > 0, il existe un facteur de la fonction L(s, π × π˜) ayant un poˆle en
s = −2Re(si).
7.1.2 F = R
Soit π (resp. π′) une repre´sentation irre´ductible unitaire de GLn(R) (resp.
GLn′(R)). On de´finit les facteurs locaux re´els de la fonction L de Rankin-Selberg
attache´e a` la paire de repre´sentation (π, π′) a` partir des repre´sentations semisim-
ples ϕ et ϕ′ du groupe de Weil WR de degre´s respectifs n et n′ associe´es par la
correspondance de Langlands locale aux repre´sentations π et π′.
Nous avons de´ja de´crit les facteurs L associe´s a` une repre´sentation semisimple
du groupe de Weil WR. Remarquons que le produit tensoriel ϕ⊗ ϕ′ de´finit une
repre´sentation semisimple du groupe de WeilWR de degre´ nn
′. On de´finit alors :
L(s, π × π′) = L(s, ϕ⊗ ϕ′). (7.1.5)
Supposons que la repre´sentation π est isomorphe au quotient de Langlands
J(σ1, . . . , σr) ou` les σj sont comme dans le The´ore`me 3.1.1. D’apre`s le The´ore`me
3.4.3 on de´duit de l’unitarite´ de π que pour chaque entier j ∈ [1, r] soit
– tj est imaginaire pure, soit
– Re(tj) > 0 et il existe k 6= j tel que nk = nj , lk = lj (ceux-ci pouvant eˆtre
e´gaux a` un entier comme a` l’un des signes + ou −) et tj = −tk.
En utilisant la description des facteurs L donne´e par la Proposition 3.3.3, on
de´duit de (7.1.5) que L(s, π× π˜) est un produit de facteurs Gamma de la forme
4(2π)−2s−2ti+2tj−max(li,lj)Γ(s+ ti − tj + |li − lj |
2
)Γ(s+ ti − tj + li + lj
2
)
ou
4(2π)−2s−liΓ(s+ ti − tj + li
2
)Γ(s+ tj − ti + li
2
)
ou
π−
s+ti−tj+εi,j
2 Γ(
s+ ti − tj + εi,j
2
),
ou` εi,j ∈ {0, 1} avec εi,j = εi + εj mod 2, 1 ≤ i, j ≤ r et les εi correspondent
aux signes dans la Proposition 3.3.3. Puisque π est unitaire on de´duit de ces
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formules que pour tout indice i ≤ r tel que Re(ti) 6= 0, le L-facteur local
L(s, π × π˜) contient un facteur Gamma du type
Γ(s+ 2Re(ti))
ou
Γ(
s+ 2Re(ti)
2
).
Puisque la fonction Gamma Γ(s) n’a pas de ze´ro, on conclut que L(s, π × π′) a
son premier poˆle en s = 2max |Re(ti)|. Rappelons enfin que le The´ore`me 3.4.3
implique que Re(ti) <
1
2 puisque π est ge´ne´rique.
7.1.3 F = C
Le cas F = C se traite de la meˆme manie`re que le cas F = R. Si π est
une repre´sentation irre´ductible unitaire de GLn(C) isomorphe au quotient de
Langlands J(σ1, . . . , σn), ou` les σj sont comme dans le The´ore`me ??. Comme
dans le cas re´el, le fait que π est unitaire et ge´ne´rique se traduit par le fait que
la partie re´elle de chaque ti est strictement infe´rieure a`
1
2 et que pour chaque i
tel que Re(ti) 6= 0 il existe k 6= i tel que pk − qk = pi − qi et ti = −tk.
Le groupe de Weil est cette fois e´gal a` C∗ et les facteurs locaux de la fonc-
tion L de Rankin-Selberg se de´finissent comme dans le cas re´el. On obtient en
particulier que
L(s, π× π˜) =
n∏
i,j=1
2(2π)−
s+ti−tj+
|pi−qi−pj−qj |
2
2 Γ(s+ ti− tj + |pi − qi − pj − qj |
2
).
Comme dans le cas re´el, on en de´duit que si π est unitaire, le facteur L L(s, π×π˜)
contient pour tout indice i tel que Re(ti) 6= 0 la fonction
Γ(s+ 2Re(ti))
comme facteur. Puisque la fonction Gamma Γ(s) n’a pas de ze´ro, on conclut
que L(s, π × π′) a son premier poˆle en s = 2max |Re(ti)|.
7.1.4 La fonction L globale
Les sous-sections pre´ce´dentes permettent de de´finir au moins formellement
la fonction L de Rankin-Selberg globale d’une paire de repre´sentations unitaires
cuspidales automorphes π = ⊗vπv et π′ = ⊗vπ′v de GLn(A) et GLn′(A), ou` A
est l’anneau des ade`les d’un corps de nombre F . La fonction L de Rankin-Selberg
est de´finie par le produit eule´rien :
L(s, π × π′) =
∏
v
L(s, πv × π′v), (7.1.6)
ou` v de´crit l’ensemble des places de F .
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Comme pour la fonction ze´ta de Riemann l’inte´reˆt de cette fonction dans
l’e´tude des repre´sentations automorphes provient de ce qu’elle de´finit une vraie
fonction analytique lorsque s est dans un demi-plan et que cette fonction se pro-
longe me´romorphiquement au plan complexe tout entier et ve´rifie une e´quation
fonctionnelle. Il est devenu re´cemment possible de de´montrer toutes ces pro-
prie´te´s, ainsi que d’autres, de la fonction L de Rankin-Selberg en adoptant
le point de vue naturel des repre´sentations inte´grales de´veloppe´ par Jacquet,
Shalika, Piatetski-Shapiro ([52], [57]) et, plus re´cemment, Cogdell et Piatetski-
Shapiro [28]. C’est le point de vue que nous adoptons ici. Soulignons ne´anmoins
que les re´sultats que nous utiliserons pouvaient eˆtre obtenus en combinant les
me´thodes de Jacquet, Shalika et Piatetski-Shapiro [52], Shahidi [87], [88], [86]
et Moeglin et Waldspurger [73]. Cette dernie`re approche est celle utilise´e par
Mu¨ller et Speh.
On re´sume les proprie´te´s de la fonction L de Rankin-Selberg dont nous
aurons besoin dans le the´ore`me suivant.
The´ore`me 7.1.1 Chaque produit (7.1.6) est convergent lorsque la partie re´elle
de s est suffisamment grande. Ces produits de´finissent des fonctions holomorphes
de s qui se prolongent me´romorphiquement au plan complexe tout entier. Les
fonctions ainsi obtenues, et toujours note´es L(s, π×π′), sont sympathiques dans
le sens que
1. chaque fonction L(s, π × π′) reste borne´e dans les bandes verticales (loin
de ses poˆles),
2. elles satisfont a` l’e´quation fonctionnelle
L(s, π × π′) = ε(s, π × π′)L(1− s, π˜ × π˜′),
ou` le facteur ε est une fonction entie`re de s de la forme
ε(s, π × π′) =W (π × π′)(Dnn′F/QN(π × π′))
1
2−s,
ou` DF/Q est le discriminant du corps de nombre F , W (π × π′) est un
nombre complexe de module 1, et N(π × π′) un nombre entier,
3. si n′ < n, la fonction L(s, π × π′) est entie`re,
4. si n′ = n, la fonction L(s, π × π′) a au plus des poˆles simples qui intervi-
ennent si et seulement si π ∼= π˜′[iσ] avec σ re´el, et qui dans ce cas sont
s = −iσ et s = 1− iσ.
Il n’est pas question de donner une preuve comple`te de ce re´sultat ici, une
re´cente pre´publication de Cogdell et Piatetski-Shapiro [28] contient la preuve
comple`te de ce The´ore`me. Afin d’en faciliter la reconstitution, nous donnons les
grandes ide´es de la preuve lorsque n = n′, le cas qui nous inte´ressera par la
suite.
Soient donc (π, Vπ) et (π
′, Vπ′) deux repre´sentations cuspidales unitaires de
GLn(A). Soient ω = ⊗ωv et ω′ = ⊗ω′v leurs caracte`res centraux. Fixons ψ =
⊗ψv un caracte`re additif continu non trivial de A qui soit trivial sur F et ϕ ∈ Vπ
et ϕ′ ∈ Vπ′ deux formes cuspidales.
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Commenc¸ons par de´montrer la convergence de la fonction L(s, π×π′) de´finie
comme produit eule´rien.
Soit S un ensemble fini de places de F , contenant toutes les places a` l’infini
et tel que pour toute place v /∈ S on ait πv et π′v non ramifie´es, i.e. ayant un
vecteur fixe sous l’action du compact maximal.
Pour les places v /∈ S, pour lesquelles πv et π′v sont donc nonramifie´es, on
ve´rifie que
L(s, πv × π′v) = det(I − q−sv Aπv ⊗Aπ′v )−1
ou` Aπv et Aπ′v sont les parame`tres de Satake associe´s a` πv et π
′
v et dont les
valeurs propres sont toutes de valeur absolue infe´rieure a` q
1
2
v . Donc, cf. [54] pour
plus de de´tails, la fonction L partielle
LS(s, π × π′) =
∏
v/∈S
L(s, πv × π′v) =
∏
v/∈S
det(I − q−sv Aπv ⊗Aπ′v )−1
est absolument convergente pour Re(s) >> 0. On en de´duit la meˆme chose pour
la fonction L globale.
Il nous faut maintenant de´montrer les proprie´te´s analytiques de cette fonc-
tion. Comme dans le cas classique de la fonction ze´ta de Riemann, il va s’a-
gir de repre´senter la fonction L de Rankin-Selberg par une inte´grale. C’est la`
qu’inerviennent des se´ries d’Eisenstein. Commenc¸ons donc par de´crire ces se´ries
d’Eisenstein.
Pour construire ces se´ries d’Eisenstein on peut suivre [54]. Dans GLn soit
Pn le sous-groupe stabilisant le vecteur (0, . . . , 0, 1). On a Pn\GLn ∼= Fn−{0}.
Si on de´signe par S(A) l’espace des fonctions de Schwartz-Bruhat sur An, alors
chaque Φ ∈ S(A) de´finie une fonction lisse sur GLn(A), invariante a` gauche sous
Pn(A), par g 7→ Φ((0, . . . , 0, 1)g) = Φ(eng). Conside´rons la fonction
F (g,Φ; s) = |det(g)|s
∫
A∗
Φ(aeng)|a|nsω(a)ω′(a)d∗a.
Si P ′n = ZnPn est le sous-groupe parabolique de GLn associe´ a` la partition
(n− 1, 1) alors on prouve [54] que l’on peut former les se´ries d’Eisenstein
E(g,Φ; s) =
∑
γ∈P ′n(F )\GLn(F )
F (γg,Φ; s).
Si l’on remplace dans cette somme la fonction F par sa de´finition et que l’on
permute le signe somme et l’inte´grale, on obtient que ces se´ries convergent ab-
solument dans le demi-plan Re(s) > 1 [54] et que
E(g,Φ; s) = |det(g)|s
∫
F∗\A∗
Θ′Φ(a, g)|a|nsω(a)ω′(a)d∗a
qui est essentiellement l’expression de la se´rie d’Eisenstein comme transforme´e
de Mellin de la se´rie Theta
ΘΦ(a, g) =
∑
ξ∈Fn
Φ(aξg),
96 CHAPITRE 7. THE´ORE`ME DE LUO-RUDNICK-SARNAK
ou` au-dessus on a note´ Θ′Φ(a, g) = ΘΦ(a, g)−Φ(0). En appliquant la transforme´e
de Poisson a` ΘΦ, on obtient [54, Section 4] :
Proposition 7.1.2 La se´rie d’Eisenstein E(g,Φ; s) admet un prolongement
me´romorphe a` tout le plan C avec au plus des poˆles simples en s = −iσ, 1− iσ
quand ωω′ de´finit un caracte`re non ramifie´ de la forme ω(a)ω′(a) = |a|inσ.
Comme fonction de g elle est lisse et a` croissance lente et comme fonction de
s elle reste borne´e dans les bandes verticales (loin des poˆles possibles), uni-
forme´ment pour g dans un compact. Elle ve´rifie de plus une e´quation fonction-
nelle.
Pour chaque paire de formes cuspidales ϕ ∈ Vπ et ϕ′ ∈ Vπ′ on peut conside´rer
l’inte´grale
I(s;ϕ, ϕ′,Φ) =
∫
Zn(A)GLn(F )\GLn(A)
ϕ(g)ϕ′(g)E(g,Φ; s)dg.
Celle-ci est bien de´finie puisque les formes cuspidales sont rapidement de´croissantes.
Elle de´finit donc une fonction me´romorphe de s, borne´e dans les bandes verti-
cales loin des poˆles et elle ve´rifie l’e´quation fonctionnelle
I(s;ϕ, ϕ′,Φ) = I(1 − s; ϕ˜, ϕ˜′, Φˆ),
provenant de l’e´quation fonctionnelle de la se´rie d’Eisenstein, ou` ϕ˜(g) = ϕ((gt)−1)
et de meˆme pour ϕ˜′.
Ces inte´grales sont entie`res sauf si ω(a)ω′(a) = |a|inσ est non ramifie´. Dans
ce cas, les re´sidus de cette inte´grale en s = −iσ et s = 1 − iσ de´finissent des
couplages invariants entre π et π′[−iσ] ou de manie`re e´quivalente entre π˜ et
π˜′[iσ]. Ainsi un re´sidu ne peut eˆtre non nul que si π ∼= π˜[iσ] et re´ciproquement,
on peut dans ce cas trouver ϕ, ϕ′ et Φ tel que ce re´sidu ne soit pas nul.
Pour relier nos inte´grales aux produits eule´riens, on remplace ϕ et ϕ′ par
leur de´composition en se´ries de Fourier qui est dans ce cas de la forme
ϕ(g) =
∑
γ∈Nn(F )\Pn(F )
Wϕ(γg),
ou` Wϕ est la fonction de Whittaker sur GLn(A) associe´e a` ϕ de´finie par ψ :
Wϕ(g) =
∫
Nn(F )\Nn(A)
ϕ(ng)ψ(n)dn,
ψ e´tant un caracte`re non de´ge´ne´re´ de Nn(F )\Nn(A) (cf. [28]). En de´veloppant
l’inte´grale, on obtient :
I(s;ϕ, ϕ′,Φ) =
∫
Nn(A)\GLn(A)
Wϕ(g)Wϕ′(g)Φ(eng)|det(g)|sdg
=: Ψ(s;Wϕ,Wϕ′ ,Φ).
Cette dernie`re expression converge pour Re(s) >> 0 par un estime´ de jauge de
Jacquet, Shalika et Piatetski-Shapiro, cf. [28].
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Pour arriver a` une expression sous la forme d’un produit Eule´rien, on suppose
que ϕ, ϕ′ et Φ se de´composent en produit tensoriels via π = ⊗πv, π′ = ⊗π′v et
S(An) = ⊗S(Fnv ) de telle manie`re que l’on ait Wϕ(g) =
∏
vWϕv (gv), Wϕ′(g) =∏
vWϕ′v (gv) et Φ(g) =
∏
v Φv(gv). Alors,
Ψ(s;Wϕ,Wϕ′ ,Φ) =
∏
v
Ψv(s;Wϕv ,Wϕ′v ,Φv),
ou`
Ψv(s;Wϕv ,Wϕ′v ,Φv) =
∫
Nn(Fv)\GLn(Fv)
Wϕv (gv)Wϕ′v (gv)Φv(engv)|det(gv)|sdgv,
qui converge lorsque Re(s) >> 0 d’apre`s des estime´es de jauges locales de
Jacquet, Shalika et Piatetski-Shapiro, cf. [28].
Nous allons maintenant pouvoir de´montrer que la fonction L globale de
Rankin-Selberg peut-eˆtre prolonge´e me´romorphiquement au plan complexe tout
entier. Jacquet et Shalika [57] montrent que pour un choix approprie´ de ϕ ∈ Vπ ,
ϕ′ ∈ Vπ′ et Φ ∈ S(An) on a
det(I − q−sv Aπv ⊗Aπ′v )−1 = Ψv(s;Wϕv ,Wϕ′v ,Φv).
On obtient alors :
I(s;ϕ, ϕ′,Φ) =
(∏
v∈S
Ψv(s;Wϕv ,Wϕ′v ,Φv)
)
LS(s, π × π′)
=
(∏
v∈S
Ψv(s;Wϕv ,Wϕ′v ,Φv)
L(s, πv × π′v)
)
L(s, π × π′)
=
(∏
v∈S
ev(s;Wϕv ,Wϕ′v ,Φv)
)
L(s, π × π′).
Chaque fonction ev(s;Wϕv ,Wϕ′v ,Φv) est entie`re. Pour les places non-archime´diennes
cela de´coule du The´ore`me 2.7 de [52] et pour les places archime´diennes cela
de´coule du The´ore`me 1.2 (et de son Corollaire) de [28]. On en de´duit que la
fonction L(s, π × π′) admet un prolongement me´romorphe a` tout le plan com-
plexe.
Attaquons-nous maintenant a` l’e´quation fonctionnelle. Partons de l’e´quation
fonctionnelle de l’inte´grale globale :
I(s;ϕ, ϕ′,Φ) = I(1− s; ϕ˜, ϕ˜′, Φˆ).
Comme plus haut, pour un choix approprie´ de ϕ, ϕ′ et Φ,
I(s;ϕ, ϕ′,Φ) =
(∏
v∈S
ev(s;Wϕv ,Wϕ′v ,Φv)
)
L(s, π × π′)
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alors que d’un autre coˆte´
I(1− s; ϕ˜, ϕ˜′, Φˆ) =
(∏
v∈S
ev(1− s;Wϕ˜v ,Wϕ˜′v , Φˆv)
)
L(1− s, π˜ × π˜′).
Mais d’apre`s le The´ore`me 2.7 de [52] (pour les places non-archime´diennes) et le
The´ore`me 5.1 de [57] (pour les places archime´diennes), pour chaque place v ∈ S
on a
ev(1− s;Wϕ˜v ,Wϕ˜′v , Φˆv) =
(
ωπ′v(−1)
)n−1
ε(s, πv × π′v, ψv)ev(s;Wϕv ,Wϕ′v ,Φv),
ou` le facteur epsilon est de´crit explicitement dans les re´fe´rences ci-dessus et ωπ′v
est le caracte`re central de la repre´sentation π′v.
En combinant tout cela, on obtient
L(s, π × π′) =
(∏
v∈S
(
ωπ′v(−1)
)n−1
ε(s, πv × π′v, ψv)
)
L(1− s, π˜ × π˜′).
Le produit intervenant ci-dessus est classiquement note´ ε(s, π × π′) (il est bien
suˆr inde´pendant de ψ). Sa valeur est aise´ment calculable a` l’aide des re´fe´rences
cite´es plus haut.
Nous admettrons que la fonction L reste borne´e dans les bandes verticales,
proprie´te´ de´montre´e dans [28]. Concluons cette section par l’e´tude des poˆles de
la fonction L. Ceux-ci sont e´videmment relie´s aux poˆles de l’inte´grale globale
I(s;ϕ, ϕ′,Φ). On a montre´ que pour un choix approprie´ de ϕ, ϕ′ et Φ,
I(s;ϕ, ϕ′,Φ) =
(∏
v∈S
ev(s;Wϕv ,Wϕ′v ,Φv)
)
L(s, π × π′).
D’un autre coˆte´, pour tout s0 ∈ C et pour tout v il existe un choix local Wv,
W ′v et Φv tel que ev(s0;Wv,W
′
v,Φv) 6= 0. Pour les places v archime´diennes
c’est de´montre´ dans [28, The´ore`me 1.2 et son Corollaire]. Pour les places v non-
archime´diennes cela de´coule de [52, The´ore`me 2.7] qui de´crit chaque facteur
L local comme ge´ne´rateur de l’ide´al fractionnaire engendre´ par les inte´grales
locales correspondantes. Ceci implique l’existence d’un ensemble fini de fonctions
Wv,i, W
′
v,i et Φv,i telles que
L(s, πv × π′v) =
∑
i
Ψ(s;Wv,i,W
′
v,i,Φv,i)
autrement dit
1 =
∑
i
e(s;Wv,i,W
′
v,i,Φv,i).
D’ou` l’on conclut que pour tout s0 ∈ C l’un des e(s0;Wv,i,W ′v,i,Φv,i) doit eˆtre
non nul.
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On de´duit des cas locaux que pour chaque s0 ∈ C, il existe des fonctions
globales ϕ, ϕ′ et Φ telles que
I(s0;ϕ, ϕ
′,Φ)
L(s0, π × π′) 6= 0.
Les poˆles de la fonction globale L(s, π × π′) sont donc exactement ceux de la
famille d’inte´grales globales {I(s;ϕ, ϕ′,Φ)}, ou` ϕ, ϕ′ et Φ varient. Et l’e´tude de
ces fonctions permet de conclure la de´monstration du The´ore`me 7.1.1.
7.2 De´monstration du The´ore`me 7.0.2
Soit F un corps de nombres de degre´ d d’anneau des entiers O = OF . Nous
noterons U = UF son groupe des unite´s et D = DF/Q son discriminant. Enfin
soit A l’anneau des ade`les de F . Pour n un entier ≥ 2, soit π = ⊗πv une
repre´sentation automorphe cuspidale de GL(n,A) que l’on normalise de fac¸on
a` ce qu’elle ait un caracte`re central unitaire. Rappelons que la de´composition
π = ⊗πv est donne´ par un The´ore`me de Flath [38], c’est d’ailleurs en fait un
produit tensoriel restreint dans le sens que pour presque toute place v de F , la
representation πv de GLn(Fv) est non ramifie´e i.e. admet un vecteur GLn(Ov)-
invariant.
La fonction L standard, L(s, π), associe´e a` π (cf. §3.3) est de la forme :
L(s, π) =
∏
v
L(s, πv).
Chaque L(s, πv) est le facteur d’Euler local (cf. §3.3). Puisque π est cuspidale,
en chaque place archime´dienne v de F , on a rappele´ que la repre´sentation πv de
GL(n, Fv) est ge´ne´rique et s’obtient comme une induite pleine :
πv = J(σ1,v, . . . , σr,v),
ou` chaque σj,v est comme dans les The´ore`mes 3.1.1 et 3.1.2. Le facteur L local
L(s, πv) est calcule´ dans les Propositions 3.3.3 et 3.3.4.
Sous ces notations, la Conjecture de Ramanujan ge´ne´ralise´e pour π et pour
les places archime´diennes postule que :
Re(tj,v) = 0 pour tout j.
Jacquet et Shalika [54, 53], en utilisant la ge´ne´ricite´ de π, ont montre´ que :
|Re(tj,v)| < 1
2
. (7.2.1)
Remarquons encore une fois (avec [6]) que cela de´coule de la classification de
Vogan du dual unitaire de GL(n) (cf. The´ore`me 3.4.3).
La preuve du The´ore`me 7.0.2 repose en grande partie sur la the´orie de
Rankin-Selberg dont on a rappele´ les principaux re´sultats dans la section pre´ce´dente.
100 CHAPITRE 7. THE´ORE`ME DE LUO-RUDNICK-SARNAK
Soit π comme ci-dessus et π˜ la repre´sentation contragre´diente de π. Soit S un
ensemble fini de places de F .
Si χ est un caracte`re unitaire de A×/F× soit
LS(s, (π ⊗ χ)× π˜) =
∏
v/∈S
L(s, (πv ⊗ χv)× π˜v).
On peut aussi former la fonction L totale
L(s, (π ⊗ χ)× π˜)
qui jouit des proprie´te´s donne´es par le The´ore`me 7.1.1. On en de´duit que LS est
holomorphe dans tout le plan complexe (sauf peut-eˆtre en s = 0, 1 pour χ = 1)
car ∏
v∈S
L(s, (πv ⊗ χv)× π˜v)−1
est holomorphe.
Comme dans [70] la de´monstration du The´ore`me 7.0.2 va reposer sur le
the´ore`me suivant qui est le re´sultat principal de [70] :
The´ore`me 7.2.1 Soit β un re´el > 1− 2n2+1 , il existe alors un ensemble infini
X de caracte`res χ de A×/F× tels que :
1. χv = 1 (v ∈ S)
2. LS(β, (π ⊗ χ)× π˜) 6= 0.
Montrons maintenant que le The´ore`me 7.2.1 implique le The´ore`me 7.0.2.
Fixons dore´navant v une place archime´dienne de F et prenons S = {v}.
D’apre`s le The´ore`me 7.2.1, on peut choisir χ ∈ X et tel que L(s, (π ⊗ χ) × π˜)
soit une fonction entie`re. Puisque χv = 1,
L(s, (π ⊗ χ)× π˜) = L(s, πv × π˜v)LS(s, (π ⊗ χ)× π˜). (7.2.2)
Supposons que s0, Re(s0) > 0, soit un poˆle de L(s, πv×π˜v). Alors s0 doit eˆtre un
ze´ro de LS(s, (π ⊗χ)× π˜). Donc la fonction L(s, πv × π˜v) doit eˆtre holomorphe
dans le demi-plan Re(s) ≥ 1− 2n2+1 .
Supposons d’abord que v est une place re´elle. On e´crit πv = J(σ1,v, . . . , σr,v).
Fixons un entier 1 ≤ i ≤ r. Puisque πv est unitaire, on a vu que l’on peut
supposer que Re(ti,v) < 0. En utilisant les calculs des facteurs L locaux rappele´s
a` la section pre´ce´dente, on en de´duit que L(s, πv × π˜v) contient comme facteur
Γ(s + 2Re(ti,v)) ou Γ(
s+2Re(ti,v)
2 ) et que les autres facteurs n’ont pas de ze´ros.
On en de´duit que −2Re(ti,v) > 0 est un poˆle de ce facteur L et donc d’apre`s le
paragraphe pre´ce´dent que |Re(ti,v)| = −Re(ti,v) < 12 − 1n2+1 .
Supposons maintenant que v est une place complexe et πv = J(σ1,v, . . . , σn,v).
Comme dans le cas re´el, on peut choisir ti,v de partie re´elle strictement ne´gative.
Le facteur local de la fonction L de Rankin-Selberg contient le facteur Γ(s +
2Re(ti,v)). L’argument pre´ce´dent s’applique de la meˆme manie`re pour conclure
que la` aussi |Re(ti,v)| < 12 − 1n2+1 . Ce qui ache`ve la de´monstration du The´ore`me
7.0.2.
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7.3 Application : le the´ore`me de Selberg
Le The´ore`me 7.0.2 implique imme´diatement le the´ore`me suivant.
The´ore`me 7.3.1 (Selberg) Le groupe SL(2)|Q ve´rifie la Conjecture A−(0).
De´monstration. Une repre´sentation du groupe SL(2,R) qui intervient non triv-
ialement dans la formule de Matsushima e´tendue (The´ore`me 1.0.2) pour un
quotient Γ\H, ou` Γ est un sous-groupe de congruence de SL(2), co¨ıncide avec
la composante a` la place infinie d’une repre´sentation automorphe du groupe
Q-alge´brique SL(2).
Les repre´sentations du groupe SL(2,R) sont bien connues et se rele`vent en
des repre´sentations du groupe GL(2,R) (c’est assez facile de le de´duire du §3.1).
Il en est de meˆme des repre´sentations automorphes nous appliqueront donc le
The´ore`me 7.0.2 au groupe SL(2).
Le spectre du laplacien sur les fonctions d’un quotient Γ\H est constitue´
d’une partie continue [ 14 ,+∞[ et d’une partie discre`te qu’il nous faut controˆler.
Via la formule de Matsushima e´tendue la partie discre`te du spectre corre-
spond aux repre´sentations automorphes cuspidales. Puisqu’a` une repre´sentation
tempe´re´e de SL(2,R), il correspond (toujours via la formule de Matsushima) un
espace de fonctions propres du laplacien de valeur propre ≥ 14 , il ne nous reste
qu’a` conside´rer les repre´sentations de la se´rie comple´mentaire
πs = ind
SL(2,R)
B (|x|s)
ou` B =
{(
x ∗
0 x−1
)}
et s ∈ [0, 12 [. Mais d’apre`s le The´ore`me 7.0.2, si une
repre´sentation automorphe de SL(2) a pour composante a` l’infini πs alors s ≤
1
2− 122+1 = 310 . Autrement dit la repre´sentation πs est uniforme´ment (par rapport
au choix du groupe Γ) isole´e de la repre´sentation triviale. Ce qui conclut la
de´monstration du The´ore`me 7.3.1.
La de´monstration ci-dessus donne l’estime´e ε(SL(2), 0) = 425 qui est moins
bon que l’estime´e original de Selberg e´gal a` 316 . Il y a ne´anmoins deux grands
avantages a` la me´thode ci-dessus 1) elle est valable sur n’importe quel corps
de nombres 2) elle est valable pour tous les groupes GL(n). Et cette me´thode
intervient effectivement dans la de´monstration re´cente par Kim et Sarnak de
l’estime´e ε(SL(2), 0) = 14 −
(
7
64
)2
.
Graˆce a` la correspondance de Jacquet-Langlands [51] entre les repre´sentations
automorphes du groupe des unite´s d’une alge`bre de quaternions et celles du
groupe SL(2), le The´ore`me 7.3.1 (e´tendu a` un corps de nombre quelconque)
permet de ve´rifier la Conjecture A−(0) pour tout groupe G comme dans la
Conjecture A avec G localement isomorphe au groupe SL(2,R) ou SL(2,C).
Le principe de restriction de Burger et Sarnak (§2.3) permet alors de ve´rifier la
Conjecture A−(0) pour tous les groupes G tels que Gnc soit localement isomor-
phe au groupe SO(n, 1).
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Chapitre 8
De´monstration du
The´ore`me 1
On est maintenant amene´ a` de´montrer le The´ore`me 1 annonce´ dans l’Intro-
duction. Rappelons son e´nonce´ :
The´ore`me 1 Soit G un groupe alge´brique connexe et presque simple sur Q tel
que Gnc soit isomorphe au groupe SU(2, 1). Alors, pour tout sous-groupe de
congruence Γ dans G,
λ01(Γ\XG) ≥
84
25
et
λ11(Γ\XG) ≥
9
25
.
Rappelons avant d’en donner une de´monstration comple`te que ce re´sultat
est essentiellement contenu dans l’article [46] de Harris et Li.
8.1 Description du groupe G
Soit G un groupe alge´brique connexe et presque simple sur Q modulo son
centre tel queGnc soit isomorphe au groupe U(2, 1). Remarquons que l’on pre´fe`re
conside´rer le groupe U(2, 1) plutoˆt que le groupe SU(2, 1) pour des raisons
techniques ; il est ne´anmoins bien e´vident que cela ne change pas l’e´nonce´ du
The´ore`me 1 puisque l’espace syme´trique associe´ est le meˆme (pour un argument
plus pre´cis voir [25]).
Alors, il existe un entier d ≥ 1 tel que
G(R) ∼= U(2, 1)× U(3)d−1. (8.1.1)
De´crivons comment construire un tel groupe G. Soit F un corps de nombres
totalement re´el de degre´ d, et soit K une extension quadratique totalement
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imaginaire de F . On notera x 7→ x la conjugaison de K par rapport a` F .
Fixons un plongement re´el σ1 de F et une extension τ1 de σ1 en un plongement
complexe de K. Soit V = K3 e´quipe´ d’une forme hermitienne h ; on suppose h
de signature (2, 1) en σ1 (c’est a` dire relativement au plongement τ1) et de´finie
positive en tous les autres plongements re´els de F . On notera Φ ∈ GL3(K) la
matrice (hermitienne) de h, on a alors tΦ = Φ. Soit G = UΦ le groupe des
transformations unitaires de V :
G = {g ∈ GL3(K) : gΦtg = Φ}.
On conside`re le groupe G comme un groupe Q-alge´brique par restriction des
scalaires [100] de F a` Q. Alors le groupe G(R) est un groupe de Lie semi-simple
connexe et ve´rifie (8.1.1).
Il existe une autre construction de groupes ve´rifiant (8.1.1).
Soit D une alge`bre semi-simple de dimension 9 sur K. Soit α une involution
de D. On dit de la paire (D,α) qu’elle est de seconde espe`ce si l’involution α
est de seconde espe`ce i.e., α est un anti-automorphisme de D dont la restriction
a` K est σ. Si D est une alge`bre simple de centre K, on peut de´finir le groupe
alge´brique sur F
U(F ) = {g ∈ D∗ : α(g)g = 1}.
Supposons de plus qu’a` toutes les places re´elles v sauf (exactement) une, le
groupe U(F ) est compact isomorphe a` U(3). Alors le groupe Q-alge´brique G,
obtenu a` partir de U(F ) par restriction des scalaires de F a` Q ve´rifie (8.1.1).
Re´ciproquement, tout groupe G alge´brique sur Q, dont les points re´els forment
un groupe de Lie semi-simple connexe ve´rifiant G(R) ∼= SU(2, 1) × SU(3)d−1
s’obtient par la construction rappele´e ci-dessus (en prenant le groupe de´rive´),
cf. [78].
Remarquons que si D = M3(K), alors α(g) = Φ
tgΦ−1 pour une certaine
forme hermitienne Φ (voir [78]). La construction ci-dessus contient donc comme
cas particulier la premie`re construction de´crite plus haut. On distinguera d’ailleurs
deux cas dans la construction ci-dessus, le cas ou` D = M3(K) et le cas ou`
D 6=M3(K).
8.2 D = M3(K)
Dans cette section nous supposons que G est obtenu par une construction
de´crite dans la section pre´ce´dente avec comme alge`breD =M3(K). Nous conser-
vons les notations de la section pre´ce´dente. Nous de´montrons le The´ore`me 1 dans
ce cas.
Le groupe G(R) est isomorphe a` U(2, 1) × U(3)d−1, une repre´sentation qui
intervient non trivialement dans la formule de Matsushima e´tendue (The´ore`me
1.0.2) pour un quotient Γ\XG, ou` Γ est un sous-groupe de congruence de G, est
de la forme
σ ⊗ 1⊗ . . .⊗ 1, (8.2.1)
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ou` σ est une repre´sentation unitaire du groupe (re´el) U(2, 1). De plus elle
co¨ıncide avec le produit tensoriel des composantes aux places infinies d’une
repre´sentation automorphe du groupe F -alge´brique U(F ).
Noter qu’alors, plus simplement, σ apparait dans L2(Γ′\U(2, 1)) ou` Γ′ se
de´duit de fac¸on e´vidente de Γ. On dira que Γ′ “est un sous-groupe de congruence
de Gnc = U(2, 1)”.
Les repre´sentations du groupe U(2, 1) sont comple`tement de´crites au §4.6.
Soit d’abord une repre´sentation tempe´re´e σ de U(2, 1). S’il correspond a` la
repre´sentation σ ⊗ 1 ⊗ . . . ⊗ 1 un espace de fonctions λ-propres (resp. de 1-
formes λ-propres), pour le laplacien de Hodge, via la formule de Matsushima,
alors λ ≥ 4 (resp. λ ≥ 1) (cf. The´ore`me 4.1.1). Il nous suffit donc de conside´rer les
repre´sentations (8.2.1) avec σ non tempe´re´e (et unitaire). Dans la classification
du §4.6 une telle repre´sentation est associe´e a` un parame`tre ϕ correspondant a`
un triplet (u, v, µ) ou` µ ∈ Z, u, v ∈ C, u−v ∈ Z, Re(u+v) ≥ 0 et si u+v = 0 alors
u ∈ 12 +Z. De plus d’apre`s la description des K-types du §4.5, la repre´sentation
σ⊗ 1⊗ . . .⊗ 1 intervient non trivialement, via la formule de Matsushima, dans
la description du spectre sur les fonctions (resp. sur les 1-formes) seulement si
u − v = 0 (resp. u − v = ±3). Finalement puisque seules les repre´sentations
unitaires et de dimension infinie sont a` conside´rer, il nous reste a` e´tudier le cas
ou` σ est l’unique quotient irre´ductible de l’induite unitaire du caracte`re
χϕ = (u, v, µ),
ou` le triplet (u, v, µ) est astreint a` ve´rifier l’une des alternatives suivantes (§4.6),
la valeur propre du Casimir e´tant calcule´e par (4.1.11).
1. (u, v, µ) = (2,−1,−1), et alors (8.2.1) intervient dans le spectre sur les
formes diffe´rentielles de bi-degre´ (1, 0), pour la valeur propre 0 ;
2. (u, v, µ) = (−1, 2, 1), et alors (8.2.1) intervient dans le spectre sur les
formes diffe´rentielles de bi-degre´ (0, 1), pour la valeur propre 0 ;
3. (u, v, µ) = ( s2 ,
s
2 , 0) pour un nombre reel s ∈]0, 2[, et alors (8.2.1) intervient
dans le spectre sur les fonctions, pour la valeur propre 4− s2 ;
4. (u, v, µ) = ( s+32 ,
s−3
2 ,−1) pour un nombre re´el s ∈]0, 1[, et alors (8.2.1)
intervient dans le spectre sur les formes diffe´rentielles de bi-degre´ (1, 0),
pour la valeur propre 1− s2 ;
5. (u, v, µ) = ( s−32 ,
s+3
2 , 1) pour un nombre re´el s ∈]0, 1[, et alors (8.2.1)
intervient dans le spectre sur les formes diffe´rentielles de bi-degre´ (0, 1),
pour la valeur propre 1− s2.
Il nous reste a` de´montrer que si σ intervient dans la repre´sentation re´gulie`re
L2(Γ\Gnc) pour un certain sous-groupe de congruence Γ de G et si σ est du
type 3, 4 ou 5 ci-dessus alors s ≤ 4/5.
Mais si σ intervient dans la repre´sentation re´gulie`re L2(Γ\Gnc) pour un
certain sous-groupe de congruence Γ de G alors il existe une repre´sentation
unitaire automorphe cuspidale π = ⊗πv de U(AF ) telle que
⊗v infinieπv = σ ⊗ 1⊗ . . .⊗ 1.
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Seule la place infinie v ou` πv ∼= σ nous interessera, pour simplifier nous la
noterons v =∞. D’apre`s le The´ore`me 13.3.3 de [80] et en tenant compte du fait
que π∞ n’est pas tempe´re´e,
– ou bien il correspond a` la repre´sentation π une repre´sentation automorphe
cuspidale Π de GL(3) sur le corps K telle que Π∞ soit obtenue par la
fonctorialite´ de´crite au §4.4 (“changement de base”) ;
– ou bien il existe une repre´sentation automorphe ρ de U(1, 1) × U(1) sur
le corps K telle que π∞ soit obtenue a` partir de ρ∞ par la fonctorialite´
induite par ξn pour un certain entier n (cf. §4.6).
Dans le premier cas, la fonctorialite´ associe a` un parame`tre ϕ : WR →
GL3(C) ⋊ WR un morphisme ϕ|C∗ → GL3(C) admissible pour GL3(C). A`
ce dernier morphisme est associe´e une repre´sentation admissible de GL3(C).
Lorsque le parame`treϕ correspond au triplet (u, v, µ), d’apre`s le The´ore`me 3.2.2,
la repre´sentation de GL3(C) correspondant au parame`tre ϕ|C∗ est J(χ1, χ2, χ3)
ou` χ1(z) = z
uzv, χ2(z) = z
µz−µ et χ3(z) = z−vz−u. Remarquons tout d’abord
que si le parame`tre ϕ correspond a` la repre´sentation triviale, i.e. si (u, v, µ) =
(1, 1, 0), alors la repre´sentation obtenue par fonctorialite´ est la repre´sentation
triviale. La repre´sentation automorphe cuspidale Π de GL(3) obtenue par fonc-
torialite´ a` partir de π ve´rifie le The´ore`me de Luo, Rudnick et Sarnak. Donc si
π∞ est de la forme (8.2.1), avec σ du type 3, 4 ou 5 ci-dessus, le The´ore`me
7.0.1 applique´ a` χ1 implique que le nombre re´el s doit ve´rifier
s
2 ≤ 12 − 110 , i.e.
s ≤ 4/5.
Dans le deuxie`me cas, il existe un entier n et un parame`tre η : WR →
(GL2(C)×GL1(C))⋊WR correspondant soit a` une repre´sentation automorphe
de U(1, 1)×U(1) soit a` une repre´sentation unitaire de dimension un et tel que le
parame`tre ϕ = ξn ◦η corresponde au triplet (u, v, µ). On identifie les parame`tres
η possibles a` l’aide de la Proposition 4.3.3. Un tel parame`tre η associe a` un
e´le´ment z ∈ C∗,
η(z) =
((
zαzβ
z−βz−α
)
,
(z
z
)µ)
,
ou` α et β sont deux nombres re´els tels que α−β ∈ Z, α+β ≥ 0 et si α+β = 0,
α− β ∈ 2Z. On a alors
(u, v, µ) = (α+
1
2
+ n, β − 1
2
− n, µ).
D’abord si la repre´sentation du groupe U(1, 1) × U(1) correspondant au
parame`tre η est unitaire de dimension 1, alors α, β ∈ 12 + Z et α+ β = 1, donc
α− β est paire. Or u − v = α − β + 1 + 2n, et puisque u − v = 0, 3 ou −3, on
doit avoir u et v entiers, cas que l’on a exclu.
Puis, si la repre´sentation du groupe U(1, 1)×U(1) correspondant au parame`tre
η est la partie a` l’infinie d’une repre´sentation automorphe, le The´ore`me de Sel-
berg implique que s = u+ v = α+ β ≤ 14 1.
1On a remarque´ que le The´ore`me de Luo, Rudnick et Sarnak implique lui aussi une majo-
ration sur s : s ≤ 3
10
. Celle-ci nous suffit pour de´montrer le The´ore`me 1.
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Dans tous les cas le nombre s est infe´rieur ou e´gal a` 45 . Et le The´ore`me 1 est
de´montre´.
8.3 D 6= M3(K)
Dans cette section nous supposons que G est obtenu par la construction
de´crite dans la premie`re section avec une alge`bre D 6=M3(K). Nous conservons
les notations de la premie`re section. Nous de´montrons le The´ore`me 1 dans ce
cas.
Comme dans la section pre´ce´dente, le groupe G(R) est isomorphe a` U(2, 1)×
U(3)d−1, une repre´sentation qui intervient non trivialement dans la formule de
Matsushima d’un quotient Γ\XG, ou` Γ est un sous-groupe de congruence de G,
est de la forme
σ ⊗ 1⊗ . . .⊗ 1, (8.3.1)
ou` σ est une repre´sentation unitaire du groupe (re´el) Gnc = U(2, 1). De plus elle
co¨ıncide avec le produit tensoriel des repre´sentations aux places infinies d’une
repre´sentation automorphe du groupe F -alge´brique U(F ).
Nous passons en revue, comme dans le §8.2, les possibilite´s 1 – 5.
Il nous reste a` de´montrer que si σ intervient dans la repre´sentation re´gulie`re
L2(Γ\Gnc) et est du type 3, 4 ou 5 ci-dessus alors s ≤ 4/5.
Mais, comme dans la section pre´ce´dente, si σ intervient dans L2(Γ\Gnc) il ex-
iste alors une repre´sentation unitaire automorphe cuspidale π = ⊗πv du groupe
F -alge´brique U(F ) telle que pour une certaine place a` l’infini π∞ = σ. Le groupe
U(F ) est, dans cette section, une forme inte´rieure du groupe unitaire quasi-
de´ploye´ associe´ a` l’alge`bre M3(F ). Le The´ore`me 14.6.3 et la Proposition 14.6.2
de [80] e´tablissent une bijection entre les repre´sentations automorphes (en fait
plus exactement les L-paquets ce qui revient au meˆme pour les repre´sentations
que l’on conside`re) de U(F ) et certaines repre´sentations automorphes de sa
forme quasi-de´ploye´e. On est donc ramene´ au cas ou` D = M3(F ), cas que l’on
a traite´ dans la section pre´ce´dente. Le The´ore`me 1 est donc de´montre´.
8.4 La Conjecture de changement de base de
Harris et Li
Commenc¸ons par e´noncer un affaiblissement des re´sultats de Rogawski [80]
qui synthe´tise en un seul e´nonce´ les deux cas traite´s dans les sections pre´ce´dentes.
Pour cela conservons les notations de la premie`re section. Pour simplifier les
e´nonce´s nous dirons d’une repre´sentation de GL(n,C) qu’elle est automorphe
(cuspidale) s’il existe un corps de nombre K, une repre´sentation automorphe
(cuspidale) Π de GL(n,AK) et une place archime´dienne complexe v de K telle
que Πv ∼= π. Ce qui compte pour nous est qu’une repre´sentation automorphe
cuspidale de GL(n,C) doit donc ve´rifier les conclusions du The´ore`me de Luo,
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Rudnick et Sarnak (Chapitre 7). Rappelons que plus ge´ne´ralement la Conjecture
de Ramanujan ge´ne´ralise´e en les places archime´diennes (complexes) s’e´nonce de
la fac¸on suivante.
Conjecture de Ramanujan ge´ne´ralise´e Soit π une repre´sentation automor-
phe cuspidale de GL(n,C). Alors π est une repre´sentation induite
I(σ1, . . . , σn) = J(σ1, . . . , σn),
ou` les σj sont comme dans le The´ore`me 3.1.2 et tels que pour tout j = 1, . . . , n,
tj soit imaginaire pur.
Soit G un groupe alge´brique simple et connexe sur Q tel que Gnc soit iso-
morphe au groupe U(2, 1). Remarquons que toute repre´sentation π de G(R) se
restreint en une repre´sentation, que l’on notera, π1 du groupe U(2, 1).
Le the´ore`me suivant est une synthe`se des particularisations de re´sultats de
Rogawski, voir les Chapitres 13 et 14 de [80], que nous avons utilise´s dans les
deux sections pre´ce´dentes.
The´ore`me 8.4.1 (Rogawski) Soit π une repre´sentation irre´ductible de di-
mension infinie appartenant a` ĜAut. Alors, la repre´sentation de GL(3,C) obtenue
par changement de base (§4.4) a` partir de π1 a le meˆme caracte`re infinite´simal
que la repre´sentation
ind
GL(3,C)
P (J(τ1, b1)⊗ . . .⊗ J(τm, bm)),
ou`
1. P est le sous-groupe parabolique de GL(3,C) associe´ a` la partition 3 =
r1 + . . .+ rm ;
2. chaque ri = aibi avec ai, bi ∈ N ;
3. τi est une repre´sentation automorphe cuspidale de GL(ai,C) obtenue par
changement de base a` partir d’une repre´sentation de U(1) si ai = 1 et
obtenue par le changement de base non standard β0 de (4.6.1) a` partir
d’une repre´sentation de U(1, 1) si ai = 2 ; et,
4. J(τi, bi) de´signe la repre´sentation de GL(ri,C) associe´e, comme au §3.4.4.
De´monstration. Montrons que le The´ore`me 8.4.1 se de´duit des Chapitres 13
et 14 de [80]. Le The´ore`me 14.6.3 et la Proposition 14.6.2 de [80] permettent,
comme dans la section pre´ce´dente, de ramener la de´monstration aux cas ou` G est
obtenue par restriction des scalaires a` partir d’un groupe unitaire associe´ a` une
alge`bre D = M3(F ). Dans ce cas la repre´sentation π1 est la repre´sentation de
U(2, 1) obtenue en la place archime´dienne correspondante. Pour les besoins de
la de´monstration notons π une repre´sentation automorphe du groupe unitaire
U(AF ) telle que π∞ = π1 (ou` ∞ de´signe toujours la place archime´dienne en
laquelle le groupe unitaire est U(2, 1)). On peut de plus supposer que π intervient
discre`tement dans L2(U(F )\U(AF )). Puisque π est de dimension infinie, les
The´ore`mes 13.3.3 et 13.3.5 de [80] distinguent alors trois cas :
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1. La repre´sentation π est stable, et alors il existe une repre´sentation auto-
morphe cuspidale Π deGL(3,AK) telle que Π∞, vue comme repre´sentation
de GL(3,C), soit obtenue a` partir de π∞ par changement de base, comme
au §4.4. Dans ce cas on peut prendrem = b1 = 1, r1 = a1 = 3 et τ1 = Π∞.
2. La repre´sentation π est endoscopique du premier type, et alors il existe
une repre´sentation automorphe cuspidale ρ de U(1, 1)× U(1) (vu comme
groupe alge´brique sur F ) telle que π∞ s’obtienne par fonctorialite´ a` partir
de ρ∞, comme au §4.6. D’apre`s le changement de base pour U(1, 1) [80,
Proposition 11.4.1], il correspond a` la repre´sentation automorphe ρ une
repre´sentation automorphe cuspidale ρ˜ de GL(2,AK) × GL(1,AK) telle
que ρ˜∞, vue comme repre´sentation de GL(2,C)×GL(1,C), soit obtenue
a` partir de ρ∞ par changement de base. Dans ce cas la repre´sentation π∞
est associe´e a` un parame`tre ϕ :WR → GL(3,C)⋊WR obtenue comme ξn◦η
pour un certain entier n et un certain parame`tre η : WR → (GL(2,C) ×
GL(1,C)) ⋊ WR. Autrement dit, la repre´sentation de GL(3,C) obtenue
a` partir de π∞ par changement de base, est associe´e a` un parame`tre
ψ : C∗ → GL(3,C) × C∗ e´gal a` la compose´e ξn ◦ η (pour un certain
entier n) ou` η : C∗ → (GL(2,C)×GL(1,C))×C∗ est un L-parame`tre as-
socie´ a` une repre´sentation automorphe cuspidale de GL(2,C)×GL(1,C).
Il lui correspond alors une repre´sentation automorphe cuspidale τ1 (resp.
τ2) deGL(2,C) (resp.GL(1,C)). La repre´sentation τ1 est bien e´videmment
obtenue par changement de base non standard a` partir d’une repre´sentation
de U(1, 1) et la repre´sentation τ2 est obtenue par changement de base
(standard) a` partir d’une repre´sentation de U(1). Puisque, d’apre`s (3.1.9),
le caracte`re infinite´simal d’une repre´sentation de GL(n,C) est code´ par
son L-parame`tre, on conclut facilement la de´monstration du The´ore`me
8.4.1 dans ce cas en prenant, m = 2, r1 = a1 = 2, r2 = 1.
3. La repre´sentation π est endoscopique du deuxie`me type, et alors il existe
une repre´sentation automorphe de dimension un ρ de U(1, 1)× U(1) (vu
comme groupe alge´brique sur F ) telle que π∞ s’obtienne par fonctorialite´
a` partir de ρ∞, comme de´crit au §4.6. Mais, dans ce cas, Rogawski montre
que ρ∞ s’obtient, par fonctorialite´, a` partir d’une repre´sentation de U(1)×
U(1)× U(1). On est dans la configuration m = 3, r1 = r2 = r3 = 1.
De manie`re ge´ne´ral on s’attend, voir par exemple [46] pour un e´nonce´ le´ge`rement
diffe´rent, a` ce que la conjecture suivante soit ve´rifie´e.
Conjecture de changement de base Soit G un groupe alge´brique simple
et connexe sur Q tel que Gnc soit isomorphe au groupe U(p, q). Soit π une
repre´sentation de dimension infinie appartenant a` ĜAut et π1 la restriction de π
au groupe U(p, q). Alors, la repre´sentation de GL(p+ q,C) obtenue par change-
ment de base (§4.4) a` partir de π1 a le meˆme caracte`re infinite´simal que la
repre´sentation
ind
GL(p+q,C)
P (J(τ1, b1)⊗ . . .⊗ J(τm, bm)),
ou`
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1. P est le sous-groupe parabolique de GL(p + q,C) associe´ a` la partition
p+ q = r1 + . . .+ rm ;
2. chaque ri = aibi avec ai, bi ∈ N ;
3. τi est une repre´sentation automorphe cuspidale de GL(ai,C) ; et,
4. J(τi, bi) de´signe la repre´sentation de GL(ri,C) associe´e, comme au §3.4.4.
Comme il a de´ja` e´te´ remarque´ par Harris et Li, la Conjecture de changement
de base implique la Conjecture A− pour les groupes du type U(n, 1). Nous
montrons plus ge´ne´ralement le the´ore`me suivant.
The´ore`me 8.4.2 Soit G un groupe comme dans la Conjecture de changement
de base et ve´rifiant les conclusions de celle-ci. Il existe alors un re´el strictement
positif ε = ε(p, q) > 0 tel que pour tout sous-groupe de congruence Γ dans G et
pour tout entier i,
λi1(Γ\XG) ≥ ε.
De´monstration. Soit (P, σ, ν) un triplet constitue´ d’un sous-groupe parabolique
cuspidal P de U(p, q) avec une decomposition de Langlands P = MAN , une
repre´sentation σ de la se´rie discre`te de M et un e´le´ment ν ∈ a∗ (ou`, comme
d’habitude, on a note´ a l’alge`bre de Lie complexe de A). On de´finit
I(σ, ν) = indGP (σ ⊗ eν ⊗ 1).
On a vu au Chapitre 5 que toute repre´sentation cohomologique de U(p, q) s’ob-
tient comme quotient de Langlands d’un certain I(σ, ν). D’apre`s [95], on se
trouve ne´cessairement dans l’un des deux cas suivant :
– soit la repre´sentation cohomologique est isole´e dans le dual unitaire de
U(p, q) ;
– soit il existe une suite (si) ∈ (a∗)N∗ (correspondant a` des caracte`res de A)
qui converge vers ν telle que que chaque I(σ, si) posse`de un sous-quotient
irre´ductible unitaire.
Pour conclure la de´monstration du The´ore`me 8.4.2, il nous reste a` montrer que
dans le deuxie`me cas les repre´sentations cohomologiques sont isole´es dans le
dual automorphe.
Soit P = MAN un sous-groupe parabolique de U(p, q) associe´, comme au
Chapitre 5 (dont nous conservons les notations), a` une repre´sentation coho-
mologique et soient σ la repre´sentation de la se´rie discre`te de M et ν l’e´le´ment
de a∗ associe´s. Le sous-groupe A est isomorphe au groupe (R∗)
∑
j dj , on e´crit
chaque e´le´ment s de a∗ comme s = (s(j, k))j,k avec k ≤ dj .
Il est clair que la Proposition 8.4.2 de´coule du lemme suivant.
Lemme 8.4.3 Supposons que I(σ, s) admette un sous-quotient irre´ductible π(σ, s)
appartenant au dual automorphe de U(p, q). Alors, en admettant la Conjecture
de changement de base, pour chaque couple d’entiers (j, k) avec k ≤ dj, ou bien
1. s(j, k) est un entier, ou bien
2. c’est un nombre complexe qui ve´rifie l’ine´galite´
|Re(s(j, k))| ≤ 1− 2
(p+ q)2 + 1
.
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De´monstration du Lemme 8.4.3. Posons G = U(p, q). On a de´crit le L-groupe
de G au Chapitre 4. Soit
ϕ :WR →L G
un morphisme admissible et supposons que π(σ, s) appartiennent au L-paquet
de ϕ. On peut supposer que l’image de ϕ est contenue dans le L-groupe du sous-
groupe de Levi MA et que la restriction de ϕ au sous-groupe C∗ ⊂ WR a son
image contenue dans le L-groupe du sous-groupe de Cartan diagonal T ⊂MA.
Comme au Chapitre 5, on identifie LT+ avec
∏
j(C
∗)dj ×∏j(C∗)cj . Alors la
restriction de ϕ a` C∗ ⊂WR doit eˆtre de la forme
ϕ(z) =
 (zz)
s(j,k)
2
(
z
z
)n(j,k)
2 (
z
z
)m(j,l)
2
(zz)
−s(j,k)
2
(
z
z
)n(j,k)
2
 , (8.4.1)
ou` k ≤ dj , l ≤ cj comme au Chapitre 5 et n(j, k), m(j, l) ∈ Z.
Comme dans [13], nous notons
ϕ(z) = zλzµ (z ∈ C∗)
ou` les poids λ, µ ∈ X∗(T )⊗ C sont donne´s (dans les coordonne´es du Chapitre
5) par les formules{
λ = 12 (s(j, k) + n(j, k),−s(j, k) + n(j, k),m(j, l))
µ = 12 (s(j, k)− n(j, k),−s(j, k)− n(j, k),−m(j, l))
(8.4.2)
ou` λ, µ ∈ ∏j∏k≤dj (C∗)×∏l≤cj (C∗). Soit ϕ′ :WR → GL(p+q,C)×GL(p+q,C)
le morphisme obtenu par changement de base. La restriction de ϕ′ a` C est donne´e
par ϕ′(z) = (ϕ(z), ϕ(z)). D’apre`s le Chapitre3, le caracte`re infinite´simal de la
repre´sentation irre´ductible de GL(p+ q,C) associe´ au morphisme ϕ′ est la paire
(λ, µ) donne´e par (8.4.2), a` permutations des coordonne´es pre`s.
Supposons maintenant que pour un certain couple (j, k), s(j, k) ne soit pas
un entier. Notons π′ la repre´sentation irre´ductible de GL(p + q,C) associe´e
au morphisme ϕ′. D’apre`s la Conjecture de changement de base, le caracte`re
infinite´simal de π′ est e´gal au caracte`re infinite´simal d’une repre´sentation de la
forme
ind
GL(p+q,C)
P (J(τ1, b1)⊗ . . .⊗ J(τm, bm)).
A` l’aide de la description au §3.4.4 du caracte`re infinite´simal de cette dernie`re,
on obtient imme´diatement que s(j, k) est e´gal a` un certain parame`tre tj d’une
certaine repre´sentation automorphe cuspidale τi de GL(ai,C). Le The´ore`me
7.0.2 implique donc que
|Re(s(j, k))| ≤ 1− 2
a2i + 1
≤ 1− 2
(p+ q)2 + 1
.
Ce qui ache`ve la de´monstration du Lemme 8.4.3.
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Remarquons que la conclusion de la Proposition 8.4.2 de´coule e´galement des
Conjectures d’Arthur d’apre`s le chapitre 6, d’apre`s ce meˆme chapitre la meˆme
conclusion devrait e´galement eˆtre vraie pour le groupe O(p, q) sauf pour pq
impair et i = pq±12 .
Chapitre 9
De´monstration du
The´ore`me 2
Le but de ce chapitre est la de´monstration du The´ore`me 2. Celle-ci repose sur
l’e´tude de la de´croissance a` l’infini des fonctions sphe´riques et sur le The´ore`me
de Burger et Sarnak de´ja` rencontre´ au chapitre 2.
Nous commenc¸ons ce chapitre par des ge´ne´ralite´s sur les fonctions sphe´riques.
Puis, et bien que notre me´thode fonctionne pour tous les groupes de rang 1, nous
nous spe´cialisons au groupe U(n, 1) dont l’on de´crit pre´cise´ment les fonctions
sphe´riques et leur comportement a` l’infini.
On peut alors de´montrer le The´ore`me 2 dans le cas du groupe U(n, 1), lais-
sant au lecteur le soin de ve´rifier que la de´monstration est identique dans le cas
du groupe O(n, 1).
Fixons pour l’instant un groupe G alge´brique simple et connexe sur Q ; pour
simplifier nous noterons e´galement G = Gnc la partie non compacte (semi-
simple) des points re´els de G. Nous noterons alors K un sous-groupe compact
maximal de G et X = G/K l’espace syme´trique associe´.
9.1 Fonctions radiales, coefficients matriciels et
fonctions sphe´riques
Soit (τ, Vτ ) une repre´sentation irre´ductible de K. On appelle fonction τ-
radiale toute fonction
F : G→ End(Vτ )
ve´rifiant la condition de double K-e´quivariance suivante :
F (k1gk2) = τ(k1)F (g)τ(k2) (9.1.1)
pour tout g ∈ G et k1, k2 ∈ K.
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Soit π une repre´sentation continue de G dans un espace de Hilbert (H, 〈., .〉).
On appelle coefficient matriciel de π toute fonction G→ C de la forme
cv,v′ : g 7→ 〈π(g)v, v′〉,
ou` v, v′ ∈ H. Le lemme suivant est facile a` ve´rifier.
Lemme 9.1.1 Soit v′ ∈ H.
1. L’application v 7→ cv,v′ est e´quivariante par rapport a` la π-action de G sur
H et a` l’action re´gulie`re a` droite R de G sur les fonctions de G dans C.
2. Si v est dans le sous-espace H∞ des vecteurs C∞, alors cv,v′ ∈ C∞(G).
3. L’application v 7→ cv,v′ de H∞ → C∞(G) est e´quivariante par rapport aux
actions de U(g), l’alge`bre enveloppante universelle sur C de l’alge`bre de
Lie de G, induites par π et R.
Si la repre´sentation π a un caracte`re infinite´simal, alors il de´coule du Lemme
ci-dessus que tout coefficient matriciel cv,v′ , avec v vecteur lisse, est une fonction
dans C∞(G) fonction propre pour l’ope´rateur R(C) (ou` l’on note toujours C le
casimir de G).
Dore´navant soit π une repre´sentation admissible de G. Si v et v′ sont deux
vecteurs K-finis de l’espace de la representation π, le coefficient matriciel cv,v′
est analytique (re´el) et se transforme finiment sous les actions a` droite et a`
gauche de K.
On associe a` π, l’ide´al Iπ du centre Z(g) de l’alge`bre enveloppante, de´fini
par
Iπ = {Z ∈ Z(g) : π(Z) = 0}.
Il de´coule alors du Lemme 9.1.1 que
R(Z)cv,v′ = 0 (Z ∈ I). (9.1.2)
Rappelons, cf. [62] par exemple, le re´sultat classique que chaque ide´al Iπ comme
ci-dessus est cofini dans l’alge`bre Z(g). Enfin remarquons que si π a un caracte`re
infinite´simal, l’ide´al Iπ est de codimension 1. Dans ce cas, (9.1.2) est un syste`me
d’e´quations propres.
Supposons que τ est un K-type de la repre´sentation π. Soient l’inclusion
iτ : Vτ →֒ H
et la projection
pτ : H → Vτ .
Alors, la fonction F : G→ End(Vτ ) de´finie par
F (g) = pτ ◦ π(g) ◦ iτ (9.1.3)
est τ -radiale. De plus, si v et v′ sont deux vecteurs dans Vτ , le coefficient cv,v′
de π s’e´crit :
cv,v′(g) = 〈F (g)v, v′〉.
On dira d’une fonction Φ τ -radiale et de classe C∞, qu’elle est τ-sphe´rique
sur G si
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1. Φ(e) = Id, et si
2. Φ ve´rifie le syste`me d’e´quations propres
R(Z)Φ = 0,
ou` Z de´crit un ide´al I de codimension 1 dans Z(g).
Remarquons que toute fonction τ -sphe´rique est en fait analytique (re´elle). On
noteraA(G, τ) l’espace des fonctions τ -sphe´riques, etA(G, τ, I) le sous-ensemble
de celle ve´rifiant le 2. pour un ide´al I spe´cifie´.
Remarquons que si τ est un K-type d’une repre´sentation admissible π de G
admettant un caracte`re infinite´simal, la fonction radiale F du (9.1.3) est en fait
τ -sphe´rique et appartient plus pre´cise´ment a` A(G, τ, Iπ).
Les fonctions sphe´riques ve´rifient un syste`me d’e´quations diffe´rentielles d’apre`s
le deuxie`me point de la de´finition ci-dessus. Ce syste`me d’e´quation diffe´rentielles
a e´te´ e´tudie´ et re´solu par Harish-Chandra, cf. [21], [62].
Nous nous inte´ressons en fait a` l’asymptotique des fonctions sphe´riques Φ ∈
A(G, τ). D’apre`s la de´composition de Cartan
G = KA+K (9.1.4)
il suffit de comprendre Φ(a) lorsque a tend vers l’infini dans A+. Ici A+ de´signe
la cloˆture de A+ = exp(a+0 ), ou` a
+
0 est une chambre de Weyl positive (ouverte)
dans a0.
Remarquons que la restriction d’une fonction τ -sphe´rique a` A+ prend ses
valeurs dans
EM := {L ∈ End(Vτ ) : L = τ(m)Lτ(m)−1 pour tout m ∈M};
ou` M de´signe le centralisateur de A dans K.
9.2 Fonctions sphe´riques du groupe U(n, 1)
Puisque la de´monstration du The´ore`me 2 est similaire (en fait plus sim-
ple) dans le cas hyperbolique re´el nous nous contenterons de traiter le cas hy-
perbolique complexe. Dore´navant nous supposons donc que G = U(n, 1) et
K = U(n+ 1) ∩G = U(n)× U(1).
Dans ce cas, la paire (G,K) est une paire de Gelfand et l’alge`breCc(G,K, τ, τ)
des fonctions continues τ -radiales de support compact sur G pour le produit de
convolution :
(F ∗G)(x) =
∫
G
F (g−1x)H(g)dg =
∫
G
F (g)H(xg−1)
est une alge`bre commutative. Cette proprie´te´ va nous permettre de caracte´riser
plus facilement les fonctions sphe´riques et de les classifier. Mais d’abord com-
menc¸ons par de´crire les diffe´rents K-types possibles.
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Puisque tout e´le´ment de K peut s’e´crire comme :
k =
(
U 0
0 v
)
, U ∈ U(n), v ∈ U(1),
K agit sur p ∼= Cn par Ad(k)X = v−1UX et cette action pre´serve la structure
complexe J . On a donc la de´composition en K-modules suivante :
pC = p+ ⊕ p− et p∗± ∼= p± ∼= p∓.
Comme au chapitre 4, on note :
τp,q := Λ
pAd∗+ ⊗ ΛqAd∗− ∼= ΛpAd⊗ ΛqAd. (9.2.1)
C’est une repre´sentation de K re´ductible qui se de´compose en irre´ductible de la
fac¸on suivante :
τp,q = ⊕min(p,q)k=0 τ ′p−k,q−k. (9.2.2)
Remarquons que via la formule de Matsushima, la repre´sentation τp,q corre-
spond aux formes de type (p, q) et la repre´sentation τ ′p,q correspond aux formes
primitives de type (p, q), i.e. les formes de type (p, q) qui ne peuvent s’e´crire
comme un multiple de la forme de Kaehler.
Dore´navant soit τ une repre´sentation de K appartenant a` l’ensemble des
τ ′p,q. Soit (π,H) une repre´sentation irre´ductible de G telle que
1. π ⊂ L2(Γ\G) ;
2. τ ⊂ π|K et
3. π(C) = −λ.
Il de´coule de la formule de re´ciprocite´ de Frobenius le fait suivant.
Fait. La multiplicite´ de τ dans π|K est e´gale a` 1.
Notons V (τ) le sous-espace de la repre´sentation τ dans V|K . On a V (τ) ∼= Cn
et on introduit
Eτ = End(V (τ)).
Une fonction Φ τ -radiale de classe C∞ est τ -sphe´rique sur G si et seulement
si
1. Φ(e) = Id, et
2. Φ est une fonction propre pour la convolution par Cc(G,K, τ, τ), i.e. il
existe un (unique) caracte`re λΦ de Cc(G,K, τ, τ) tel que, pour toute F ∈
Cc(G,K, τ, τ), F ∗ Φ = Φ ∗ F = λΦ(F )Φ.
Nous noterons Σ(G,K, τ, τ) l’ensemble des fonctions τ -sphe´riques sur G.
A` l’aide de la de´composition G = KAN on de´finit la fonction h sur G par :
h(katn) = t
9.2.FONCTIONS SPHE´RIQUES DU GROUPE U(n, 1) 117
et par k le projecteur sur K. Alors la repre´sentation πσ,s agit sur (Hσ,s)|K ∼=
L2(K,M, σ) par
πσ,s(x)f(k) = e
−(s+ρ)h(x−1k)f(k(x−1k))
pour tout x ∈ G et k ∈ K.
Soit σ une repre´sentation irre´ductible de M apparaissant dans τ|K ce que
nous notons : σ ∈ M̂(τ). De´signons par P τσ le ge´ne´rateur de l’espace de di-
mension 1 HomK(Hσ,s, Vτ )(∼= HomK(L2(K,M, σ), Vτ ) pour tout s ∈ C) de´fini
par :
P τσ (f) :=
√
dimτ
dimσ
∫
K
τ(k)f(k)dk.
Posons Jτσ = (P
τ
σ )
∗, i.e. Jτσ est le ge´ne´rateur de l’espace de dimension 1 HomK(Vτ ,Hσ,s)(∼=
HomK(Vτ , L
2(K,M, σ))) de´finit par
Jτσ ξ =
√
dimτ
dimσ
Pσ ◦ {τ(.)−1ξ},
ou` Pσ de´signe la projection orthogonale de Vτ sur le sous-espace de σ dans Vτ .
Pour σ ∈ M̂(τ) et s ∈ C, on a vu que l’application
Φτσ,s : g 7→ P τσ ◦ πσ,s(g) ◦ Jτσ
de´finit une fonction τ -radiale sur G.
Proposition 9.2.1 (Classification des fonctions sphe´riques) Soit τ = τ ′p,q.
Pour tout σ ∈ M̂(τ) et s ∈ C, la fonction Φτσ,s est τ-sphe´rique. Elle admet la
repre´sentation suivante :
Φτσ,s(x) =
dimτ
dimσ
∫
K
e−(s+ρ)h(x
−1k)τ(k) ◦ Pσ ◦ τ(k(x−1k)−1).
En particulier, Φτσ,s est holomorphe en la variable s. Enfin,
Σ(G,K, τ, τ) = {Φτσ,s : σ ∈ M̂(τ), λ ∈ C/{±1}}.
D’apre`s la de´composition de Cartan G = KA+K et l’e´quation (9.1.1), une
application τ -radiale F est comple`tement de´termine´e par sa restriction a` A+.
De plus F|A+ a son image contenue dans
EMτ := {T ∈ Eτ : T = τ(m)Tτ(m)−1 pour tout m ∈M};
ou` M de´signe toujours le centralisateur de A dans K. Dans la suite, nous
e´tudions les fonctions sphe´riques le long de A. Rappelons donc la de´composition
en irre´ductibles de la restriction de τ = τ ′p,q a` M :
(τ ′p,q)|M = σp,q ⊕ σp−1,q ⊕ σp,q−1 ⊕ σp−1,q−1 (9.2.3)
(avec les conventions du §4.1.1 : certains facteurs disparaissent dans les cas “non
ge´ne´riques”).
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9.3 L’e´quation diffe´rentielle radiale
Soit σ = σp,q avec 0 ≤ p + q ≤ n − 1. Soit τ ∈ K̂ telle que σ ∈ M̂(τ)
(ge´ne´riquement τ est l’une des τ ′p,q, τ
′
p+1,q, τ
′
p,q+1, τ
′
p+1,q+1). Posons
F (g) =
dimτ
dimσ
∫
K
e−(s+n)h(gk)τ(k(gk)) ◦ Pσ ◦ τ(k−1)dk,
l’adjoint de Φτσ,s(g
−1) pour le produit scalaire de Vτ . Dans cette section nous
calculons la restriction de R(C)F (ou` C de´signe toujours le casimir) a` A+ en
fonction de F|A+ . Nous allons suivre [98, pp. 279-282] (c’est pour cette raison
que nous sommes passe´s a` l’adjoint).
Posons d’abord :
fk(g) = e
−(s+n)h(gk)τ(k(gk)) ◦ Pσ ◦ τ(k)−1.
Alors F (g) = dimτdimσ
∫
K fk(g)dk et R(C)F (g) =
dimτ
dimσ
∫
K(R(C)fk)(g). D’un autre
coˆte´, fk(g) = fe(gk)τ(k)
−1. Puisque (R(C)fe)(gk) = (R(Ad(k)C)fk(g))τ(k), on
obtient que R(C)fk(g) = (R(C)fe)(gk)τ(k)
−1. Il suffit donc de calculer R(C)fe.
Soit f = fe.
Notons θ l’involution de Cartan correspondant a` la de´composition g = p⊕ k
de l’alge`bre de Lie g et B la forme de Killing de g, cf. (4.0.1). Soit n = gα +
g2α la de´composition en espaces de racines. La dimension de gα est 2n − 2
et celle de g2α est 1. Soit donc X1, . . . , X2n−2, X2n−1 une base de n telle que
X1, . . . , X2n−2 soient dans gα, X2n−1 soit dans g2α et B(Xi, θXj) = −δij . Alors
[Xi, θXi] = −H0 pour i = 1, . . . , 2n− 2 et [X2n−1, θX2n−1] = −2H0. Rappelons
que B(H0, H0) = 1. Enfin soit U1, . . . , Ur une base de p telle que B(Ui, Uj) =
−δij . Alors :
C = −
∑
XiθXi −
∑
θXiXi −
∑
U2i +H
2
0 .
Soit C0 =
∑
U2i . Remarquons que si m est dans M , alors Ad(m)C0 = C0. Par
de´finition de f , f(gn) = f(g) pour n dans N . Puisque XiθXi = −H0 + θXiXi
pour 1 ≤ i ≤ 2n− 2 et X2n−1θX2n−1 = −2H0 + θX2n−1X2n−1, on obtient que
R(C)f = 2nR(H0)f −R(C0)f +R(H20 )f.
D’un autre coˆte´,
(R(C0)f)(g) =
m∑
i=1
d2
dt2
f(getUi)|t=0
=
m∑
i=1
e−(s+n)h(g)τ(k(g))τ(Ui)2Pσ
= e−(s+n)h(g)τ(k(g))τ(C0)Pσ .
Mais τ(C0) agit par multiplication par un scalaire sur chaque sous-espace M -
irre´ductible de Vτ . Donc τ(C0)Pσ = λσPσ.
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Puis,
R(H0)f(g) =
d
dt
f(getH0)|t=0
=
d
dt
(e−(s+n)(h(g)+t))|t=0τ(k(g))Pσ
= −(s+ n)f(g).
Et donc : R(H20 )f(g) = (s+ n)
2f(g). On obtient finalement la formule :
R(C)f = −2n(s+ n)f + (s+ n)2f − λσf.
Et donc :
R(C)F (g) = (s2 − n2 − λσ)F (g). (9.3.1)
Si ϕ : G→ End(Vτ ) est une fonction τ -radiale de classe C∞, on peut mon-
trer, [98, formule (4) p.282], que :
(R(C)ϕ)(at) =
d2ϕ(at)
dt2 + (2 coth(2t) + 2(n− 1) coth(t))dϕ(at)dt
+Q1(t)ϕ(at)− ϕ(at)τ(C0),
(9.3.2)
ou` de l’expression de Q1 donne´ dans [98] nous ne retiendrons que la de´croissance
exponentielle (pour t→ +∞) vers 0.
Proposition 9.3.1 (E´quation diffe´rentielle radiale) Pour simplifier notons
F (t) = F (at). Alors pour t > 0,
F ′′(t) + (2 coth(2t) + 2(n− 1) coth(t))F ′(t) +Q1(t)F (t) = (s2 − n2)F (t).(9.3.3)
De´monstration. La Proposition de´coule des e´quations (9.3.1) et (9.3.2) en re-
marquant que
F (at)τ(C0) = λσF (at).
9.4 Comportement asymptotique
Nous conservons les notations de la section pre´ce´dente. Notamment nous
notons toujours F (t) la fonction de la Proposition 9.3.1. Puisque la fonction
Q1(t) tend exponentiellement vite vers 0 lorsque t tend vers l’infini, l’e´quation
diffe´rentielle (9.3.3) est exponentiellement asymptote (lorsque t tend vers 0) a`
l’e´quation diffe´rentielle :
F ′′(t) + 2nF ′(t) + (n2 − s2)F (t) = 0. (9.4.1)
Un the´ore`me classique nous assure alors que les solutions des e´quations diffe´rentielles
(9.3.3) et (9.4.1) sont asymptotes lorsque t tend vers l’infini.
Plus pre´cise´ment on obtient la proposition suivante 1 :
1Ici comme dans d’autres formules, on espe`re que le lecteur saura distinguer n(∈ N) et n
(e´le´ment unipotent).
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Proposition 9.4.1 (Asymptotique des fonctions sphe´riques) Soit F (t) l’ad-
joint de Φτσ,s(a
−1
t ) agissant sur l’espace de Hilbert Vτ . Si s est dans C avec
n >Re(s) ≥ ε > 0, alors il existe un re´el δ > 0 inde´pendant de s et de ε et une
constante Cε ne de´pendant que de ε tels que :
||entF (t)− estPσBτ (s)− e−stτ(k∗)Bτ (−s)∗Pστ(k∗)−1|| ≤ Cεe−δt,
ou` k∗ est un e´le´ment de K centralisant A et tel que k∗at(k∗)−1 = a−t et
Bτ (z) =
∫
N
e−(n+z)h(n)τ(k(n))−1dn.
(Ici N est le radical unipotent du parabolique oppose´ a` P .)
De´monstration. Soit ∆(t) = (sinh t)2(n−1)(sinh 2t). Posons G(t) = ∆(t)
1
2F (t)
pour t > 0. L’e´quation (9.3.3) se re´e´crit :
−G′′(t) +Q(t)G(t) = −s2G(t), (9.4.2)
ou` Q(t) est une fonction qui de´croˆıt exponentiellement vite vers 0 lorsque t
tend vers l’infini. Plus pre´cise´ment (cf. [98]) si T est un re´el strictement positif,
il existe une constante C1 ne de´pendant que de T telle que ||Q(t)|| ≤ C1e−t
(t ≥ T ). Donc, e´tant donne´ un re´el δ strictement compris entre 0 et 1, il existe
une constante C2 telle que pour tout u > T :∫ +∞
u
||Q(t)||(1 + t)dt < C2e−δu. (9.4.3)
Les Lemmes A.8.2.12 et A.8.2.17 de l’appendice de [98] impliquent alors que
si Re(s) ≥ ε > 0, il existe une constante Cε ne de´pendant que de ε et deux
endomorphismes A1 et A2 de Vτ tels que :
||G(t) − estA1 − e−stA2|| < Cεe−δt. (9.4.4)
Puisque ∆(t)
1
2 est exponentiellement asymptotique a` ent, pour conclure la de´monstration
il reste a` de´terminer A1 et A2. Encore une fois nous suivons [98, pp.283-285]
pour cela. Puisque Re(s) > 0, d’apre`s (9.4.4), on a :
lim
t→+∞
||entF (t)− estA1|| = 0.
Or,
F (t) =
dimτ
dimσ
∫
K
e−(s+n)h(atk)τ(k(atk)) ◦ Pσ ◦ τ(k−1)dk.
Les calculs de [98, p.284] (et en particulier l’expression (14)), montrent alors
que si n >Re(s) > 0,
lim
t→+∞
e(n−s)tF (t) = PσBτ (s).
Le calcul de A2 se fait de meˆme (cf. [98]) et ache`ve la de´monstration de la
Proposition.
Remarques. Les fonctions Bτ ont e´te´ e´tudie´es par Schiffmann [83] (cf. aussi
[98]). Elles sont explicites. Les seules proprie´te´s dont nous aurons besoin sont :
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1. pour n >Re(s) > 0, Bτ (s) 6= 0 et,
2. les fonctions Bτ sont continues (en fait analytiques).
La Proposition 9.4.1 n’est en fait qu’un cas particulier d’un re´sultat plus
ge´ne´ral de Langlands, cf. [67, 21].
Corollaire 9.4.2 Soient τ = τ ′p,q et v un vecteur dans Vτ . Soit ε un re´el stricte-
ment positif. Il existe une constante Cε ne de´pendant que de ε et de τ et un re´el
δ > 0 inde´pendant de ε tels que : pour tout σ ∈ M̂(τ),
1. si s est un re´el dans [ε, n],
〈Φτσ,s(e−tH)v, v〉Vτ = Bτ (s)||Pσ(v)||2Vτ e(−n+s)t + oε(||v||2Vτ e(−n−min(ε,δ))t);
2. si s est un re´el dans ]0, ε],
〈Φτσ,s(e−tH)v, v〉Vτ ≤ Cε||v||2Vτ e(−n+ε)t.
Ou` la notation oε signifie que les constantes dans le o ne de´pendent que
de ε.
De´monstration. Cela de´coule de la Proposition ci-dessus pour le point 1 et de la
de´monstration de la Proposition ci-dessus pour le point 2, en remarquant que
F (t) = F (at) est e´gal a` l’adjoint de Φ
τ
σ,s(e
−tH) pour le produit scalaire de Vτ .
Rappelons que si τ = τ ′p,q, l’ensemble M̂(τ) contient, ge´ne´riquement, quatre
repre´sentations. Si σ = σa,b est l’une de ces repre´sentations et s un nombre
complexe, on a :
πσ,s(C) = −((n− (a+ b))2 − s2)Id. (9.4.5)
Soit D(G,K, τ) l’alge`bre des ope´rateurs diffe´rentiels invariants a` gauche sur
l’espace C∞(G,K, τ) des fonctions C∞ f : G→ Vτ telles que
f(xk) = f(x)τ(k).
Alors l’alge`bre D(G,K, τ) est engendre´e par les ope´rateurs ∂∂∗, ∂∗∂, ∂∂
∗
et
∂
∗
∂ cf. [77]. Elle contient notamment le laplacien de Hodge-de Rham : ∆ =
(∂ + ∂)(∂∗ + ∂
∗
) + (∂∗ + ∂
∗
)(∂ + ∂).
Et l’identite´ (9.4.5) implique que la fonction sphe´rique Φτσ,s associe´e au K-
type τ de πσ,s ve´rifie :
∆Φτσ,s = ((n− (a+ b))2 − s2)Φτσ,s.
Notons
Φp,qa,b(s, x) = Φ
τ ′p,q
σa,b,s(x),
pour σa,b ∈ Mˆ(τ ′p,q). On peut ve´rifier la caracte´risation suivante des fonctions
sphe´riques.
The´ore`me 9.4.3 Soit Φ une fonction τ ′p,q-radiale normalise´e, i.e. Φ(e) = Id.
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1. Φ = Φp,qp,q(s, .) si et seulement si ∆Φ = {(n− (p+ q))2 − s2}Φ, ∂∗Φ = 0 et
∂
∗
Φ = 0 ;
2. Φ = Φp,qp−1,q(s, .) si et seulement si ∆Φ = {(n−(p+q−1))2−s2}Φ, ∂Φ = 0
et ∂
∗
Φ = 0 ;
3. Φ = Φp,qp,q−1(s, .) si et seulement si ∆Φ = {(n − (p + q − 1))2 − s2}Φ,
∂∗Φ = 0 et ∂Φ = 0 ;
4. Φ = Φp,qp−1,q−1(s, .) si et seulement si ∆Φ = {(n − (p + q − 2))2 − s2}Φ,
∂Φ = 0 et ∂Φ = 0.
9.5 De´monstration du The´ore`me 2
Soit G un groupe alge´brique simple et connexe sur Q tel que Gnc soit iso-
morphe au groupe U(n, 1). Soit H un Q-sous-groupe de G tel que Hnc soit
isomorphe au groupe U(k, 1). Dans ce cas le groupe (re´el) H est stable par une
involution de Cartan de G. Quitte a` conjuguerH dans G, on peut donc supposer
que KH ⊂ KG et AH = A = AG.
Nous allons maintenant de´montrer le The´ore`me 2. Mais commenc¸ons par
introduire les de´finitions suivantes.
Soient ε un re´el positif et (p, q) un couple d’entiers. NotonsH
(p,q)
ε l’hypothe`se
sur le groupe G suivante :
H(p,q)ε :

si λ est dans le (p, q)-spectre automorphe de G, alors soit
1. λ = (n− (p+ q) + k)2 − (n− (p+ q) + k − i)2
avec k = 0, . . . , p+ q et i = 0, . . . , n− (p+ q) + k,
2. λ ≥ (n− (p+ q))2 − ε2.
Les Conjectures d’Arthur pre´voient (cf. Chapitre 6) que l’hypothe`se H
(p,q)
0 est
vraie pour tout couple d’entiers (p, q) tel que p+q ≤ n−1 (elles pre´voient meˆme
un peu plus, cf. Chapitre 6). Les hypothe`sesH
(p,q)
ε sont donc des approximations
aux Conjectures d’Arthur pour les groupes unitaires.
Le but de cette section est la de´monstration du the´ore`me suivant :
The´ore`me 9.5.1 (Rele`vement des Conjectures d’Arthur) Soient n et n′
deux entiers tels que n ≥ n′ ≥ 1. Soient H ⊂ G deux groupes alge´briques de´finis
sur Q tels que : Hnc ∼= U(n′, 1) et Gnc ∼= U(n, 1). Supposons les hypothe`ses
H
(p,q)
ε ve´rifie´es pour le groupe H et pour tout couple d’entiers (p, q) tel que
p + q ≤ k ≤ n′ − 1. Alors, les hypothe`ses H(p,q)n−n′+ε sont vraies pour G et pour
tout couple d’entiers (p, q) tel que p+ q ≤ k.
Le The´ore`me 2 est un corollaire imme´diat du The´ore`me 9.5.1. La de´monstration
de ce dernier va essentiellement reposer sur un the´ore`me de Burger et Sarnak
[20] dont nous proposons la de´monstration suivante (emprunte´e a` [26]).
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Variation sur un the`me de Burger et Sarnak
Si δ ∈ G(Q), la double classe ΓδΓ = Tδ ope`re de la fac¸on suivante sur
L2(Γ\G). Si
ΓδΓ =
∐
i
Γδi, (9.5.1)
alors
(Tδ)(g) =
∑
i
f(δig) (g ∈ G). (9.5.2)
Soit deg(Tδ) le degre´ de Tδ, e´gal au cardinal de Γ\ΓδΓ. Nous appellerons
ope´rateur de Hecke une combinaison line´aire finie a` coefficients entiers ≥ 0 de
Tδ ; son degre´ est alors de´fini par additivite´. Il n’est pas difficile de montrer (cf.
[20], [26]) que Tδ est un ope´rateur borne´ dans L
2(Γ\G), de norme
||Tδ|| = deg(Tδ).
Si T est un ope´rateur de Hecke, soit T˜ = deg(T )−1T l’ope´rateur normalise´
associe´.
Notons L2(Γ\G)⊥ l’orthogonal de l’espace des fonctions constantes. Le the´ore`me
suivant qui renforce une proposition de Burger et Sarnak est du a` Clozel et Ullmo
[26].
The´ore`me 9.5.2 Il existe un ope´rateur de Hecke autoadjoint T tel que T˜ f = f
pour f constante sur Γ\G et ||T˜|L2(Γ\G)⊥ || < 1.
La norme est la norme forte d’ope´rateur :
||T˜ f || ≤ ||T˜|L2(Γ\G)⊥ || · ||f ||, f ∈ L2(Γ\G)⊥. (9.5.3)
La de´monstration s’esquisse comme suit. Fixons une place q telle que G soit
de´ploye´ sur Qq, que G soit de´fini sur Zq, et que l’intersection du sous-groupe
compact-ouvert Kf , de G(Af ) de´finissant le sous-groupe de congruence Γ, avec
G(Qq) soit re´duite au sous-groupe hyperspe´cial G(Zq).
A` l’exception du cas spe´cial (sans inte´ret pour nous) ou` G est obtenu par
restriction des scalaires (pour une extension finie F de Q) de SL(2)/F , le groupe
G(Qq) est de rang ≥ 2 et a donc la proprie´te´ (T ) de Kazhdan. La repre´sentation
triviale est donc isole´e dans le dual unitaire de G(Qq). Clozel et Ullmo en
de´duisent [26] le lemme suivant.
Lemme 9.5.3 Il existe une fonction ϕ sur G(Qq), bi-G(Zq)-invariante, posi-
tive, a` coefficients entiers et auto-adjointe (ϕ(g) = ϕ(g−1)) et une constante
C < 1 tels que
||π(ϕ)|| ≤ Cdeg(ϕ) (9.5.4)
si π ∈ Ĝ(Qq) est diffe´rente de la repre´sentation triviale.
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Remarquons que si G est obtenu par restriction des scalaires (pour une
extension finie F de Q) de SL(2)/F , le Lemme 9.5.3 reste vrai si l’on conside`re
la composante q-adique d’une repre´sentation automorphe de G, puisque l’on
dispose d’une approximation de la Conjecture de Ramanujan.
Comple`tons alors la de´monstration du The´ore`me 9.5.2. E´crivons
L2(Γ\G) = C⊕ L2(Γ\G)⊥ (9.5.5)
ou` C de´signe l’espace des constantes ; L2(Γ\G) est une repre´sentation de G. Le
groupe G est obtenu par restriction des scalaires (pour une extension finie F de
Q) d’un groupe absolument quasi-simple G0/F . Sous nos hypothe`ses, la place
q est de´compose´e dans F et
G(Qq) =
∏
v|q
G0(Fv),
chaque facteur e´tant isomorphe a` Gd(Qq) ou` Gd est le groupe de´ploye´ sim-
plement connexe de meˆme syste`me de racines que G0. Soit v une place fixe´e
au-dessus de q. E´crivons Kf = KvK
v (Kv ⊂ G0(Fv)) et soit Γv = G(Q) ∩Kv.
Alors,
Lv = L2(G(Q)\G0(AvF )/Kv) (9.5.6)
(notations e´videntes) est une repre´sentation de G×G0(Fv), et L2(Γ\G) est l’es-
pace des Kv-invariants dans Lv. Par approximation forte, L2(Γ\G)⊥ = (L⊥v )Kv
ou` L⊥v est l’orthogonal de l’espace des constantes.
La the´orie des se´ries d’Eisenstein donne une de´composition
Lv = C⊕
∫
Ĝ0(Fv)
m(πv)πvdµ(πv) (9.5.7)
que nous n’expliciterons pas, mais ou` l’inte´grale porte sur l’espace des repre´sentations
automorphes non triviales dans Ĝ0(Fv). L’ope´rateur T associe´ a` la fonction ϕ
de´duite du Lemme 9.5.3 ope`re alors sur LKvv de´compose´ selon (9.5.7) par
T = deg(T )⊕
∫
Ĝ0(Fv)nr
m(πv)πv(ϕ)dµ(πv); (9.5.8)
ou` πv(ϕ) est un scalaire de norme ≤ Cdeg(T ). D’ou` le The´ore`me 9.5.2.
Lemme 9.5.4 (Burger-Sarnak [20]) Soit f ∈ C0(Γ\G). Alors (a` une con-
stante strictement positive de normalisation pre`s) :
∫
Γ\G
f(g)f(gh)dg = lim
m→+∞
1
dm
λ(m)∑
i=1
∫
Λ
(m)
i \H
f(η
(m)
i h1)f(η
(m)
i h1h)dh1, (9.5.9)
ou` les Λ
(m)
i sont des sous-groupes de congruences de H, d = deg(T ), η
(m)
i ∈
G(Q), et la limite est uniforme sur les compacts de H.
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Ide´e de la de´monstration. Soit f ∈ C0(Γ\G), et f0(x) =
∫
Γ\G f(g)dg (∀x)
(mesure normalise´e) le “terme constant” de f . Le The´ore`me 9.5.2 dit que T˜ nf →
f0 dans L2. Il n’est alors pas difficile de montrer ([20]) que T˜ nf(x) → f0(x)
∀x ∈ Γ\G, la convergence e´tant uniforme sur les compacts. Par dualite´ on a
donc : ∫
Γ\G
f(g)f(gh)dg = lim
m→∞
〈T˜m(µ), R〉
ou`
R(g) = f(g)f(gh)
et µ est la mesure positive (normalise´e) sur Γ\G de´finie par
〈µ, F 〉 =
∫
(Γ∩H)\H
F (h)dh.
On e´crit
TmF (g) =
dm∑
j=1
F (δ
(m)
j g).
L’ensemble des δ
(m)
j se de´compose en une re´union disjointe de (Γ∩H)-orbites :
{δ(m)j }j=1,...,dm =
λ(m)⊔
i=1
Γη
(m)
i (Γ ∩H)
ou` chaque η
(m)
i ∈ Comm(Γ). Soit
Λ
(m)
i = {h ∈ Γ ∩H : Γη(m)i h = Γη(m)i }.
Le groupe Λ
(m)
i est un sous-groupe de congruence de H . Et,
〈T˜m(µ), F 〉 = 1
dm
λ(m)∑
i=1
∫
Λ
(m)
i \H
F (h
(m)
i h)dh.
Le Lemme s’en de´duit en prenant F = R.
Le Lemme 9.5.4 implique imme´diatement le principe de restriction de Burger
et Sarnak [20] que nous avons rappele´ au §2.3 (The´ore`me 2.3.1).
De´monstration du The´ore`me 9.5.1
Nous supposons les hypothe`ses H
(p,q)
ε ve´rifie´es pour H et pour tout couple
d’entiers (p, q) tel que p+q ≤ k. Fixons un couple d’entiers (p, q) tel que p+q ≤ k.
Nous allons montrer que l’hypothe`se H
(p,q)
n−n′+ε est ve´rifie´e pour le groupe G.
Soit donc λ ∈]0, (n − (p + q))2[ dans le (p, q)-spectre automorphe de G.
Soit τ = τ ′p,q. D’apre`s la formule de Matsushima, il existe une repre´sentation
σ = σa,b ∈ Mˆ(τ) et un nombre re´el strictement positif s telle que :
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1. le quotient de Langlands Jσ,s de la repre´sentation πσ,s appartient a` ĜAut ;
2. λ = (n− (a+ b))2 − s2.
Nous noterons dore´navant π = Jσ,s (remarquons que les coefficients de π
sont des coefficients de πσ,s).
La restriction de la repre´sentation π a` H se de´compose en somme directe :
π|H =
∫ ⊕
Hˆ
mσσdµ(σ), (9.5.10)
ou` µ est une mesure de probabilite´ sur le dual unitaire Ĥ de H et σ 7→ mσ ∈
{1, 2, . . . ,∞} une fonction bore´lienne.
Remarquons tout d’abord que le principe de restriction de Burger et Sarnak
(The´ore`me 2.3.1) implique que :
support µ ⊂ ĤAut. (9.5.11)
Rappelons maintenant que Vτ ⊂ Hπ. Soit τ ′ un KH-type apparaissant dans
τ|H . Fixons v ∈ Vτ ′ . La de´composition (9.5.10) implique la de´composition suiv-
ante :
〈π(a)v, v〉 =
∫
Ĥ
mσ〈σ(a)vσ , vσ〉dµ(σ), (9.5.12)
ou` v =
∫ ⊕
Ĥ
mσvσ et a est un e´le´ment deAH . Remarquons que dans la de´composition
(9.5.12) la mesure µ ne charge que les repre´sentations σ ∈ ĤAut contenant le
KH-type τ
′.
Nous allons appliquer le Corollaire 9.4.2 a` H . Le Corollaire 9.4.2 donne pour
chaque σ ∈ ĤAut contenant le KH -type τ ′ et pour tout vecteur vσ ∈ Vτ ′ ,
〈σ(e−tH)vσ, vσ〉Vτ′
{
= Bτ ′(n
′ − j)||vσ||2Vτ′ e−jt + oε(e−(n
′+δ)t)
≤ Cε||vσ||2Vτ′ e−(n
′−ε)t (9.5.13)
pour t ∈ [0,+∞[, la constante implicite dans le oε, ainsi que Cε, e´tant uniformes.
La premie`re ligne de (9.5.13) correspond aux repre´sentations irre´ductibles
de H (inde´xe´s par j = 0, 1, . . . , k) ve´rifiant la condition 1. de H
(a,b)
ε (a + b ≤
k ≤ n′ − 1) ; la seconde ligne correspond aux autres, ve´rifiant 2.
Conside´rons alors l’expression de 〈π(e−tH)v, v〉Vτ′ donne´e par (9.5.12). Com-
menc¸ons par remarquer que
||v||2Vτ′ =
∫
Ĥ
mσ||vσ||2Vτ′dµ(σ). (9.5.14)
Selon le type de la repre´sentation de H dans le support de µ, chaque coefficient
(dans l’inte´grale) s’exprime selon (9.5.13) ; d’apre`s l’uniformite´ de Cε et des
termes oε et (9.5.14), on a l’expression :
〈π(e−tH)v, v〉 =
k∑
j=0
Cj · e−jt +Oε(e−(n′−ε)t) (t ∈ [0,+∞[)
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avec les meˆmes proprie´te´s des constantes implicites dans Oε ; mais toujours
d’apre`s le Corollaire 9.4.2 (cette fois applique´ au groupe G) ceci est en fait de
la forme
C · e−(n−s)t + o(e−(n−s)t) (t ∈ [0,+∞[),
ou` C est une constante non nulle.
Nous nous retrouvons alors avec deux possibilite´s :
1. soit il existe un entier j dans [0, k] tel que s = n− j,
2. soit s ≤ n− n′ + ε.
En remplac¸ant la valeur de s dans l’expression de λ, on obtient le The´ore`me i.e.
que la proprie´te´ H
(p,q)
ε est ve´rifie´e.
Remarque. Sous l’hypothe`se Hn−n′+ε, la valeur propre λ (apparaissant dans
le (p, q)-spectre) est alors entie`re ou
λ ≥ (n− n′ + 1)2 − (n− n′ + ε)2 > 0 si ε < 1
et la Conjecture A− est ve´rifie´e.

Chapitre 10
De´monstration du
The´ore`me 3
Dans ce chapitre G est un groupe anisotrope sur Q obtenu par restriction
des scalaires a` partir d’un groupe spe´cial unitaire GF sur un corps totalement
re´el F . Alors G(R) est un produit de groupes SU(p, q), le produit portant sur
les plongements re´els de F . Nous supposerons que
G(R) ∼= SU(n, 1)× SU(n+ 1)d1 .
Notre but est de de´montrer les Conjectures A−(0) et A−(1) dans ce cas.
Rappelons (§8.1) qu’en ge´ne´ral un groupe unitaire provient d’une involution sur
une alge`bre simple centrale. Si celle-ci est une alge`bre de matrices, on obtient
simplement les groupes unitaires “usuels” des formes hermitiennes. Ce cas est
traite´ dans le §10.1.
Quand G est un groupe “exotique” (associe´ a` une alge`bre simple centrale
qui n’est pas une alge`bre de matrices), des principes ge´ne´raux impliquent que le
spectre des 0-formes et des 1-formes devrait eˆtre plus restreint que dans le cas
pre´ce´dent, impliquant a fortiori les re´sultats cherche´s. Mais ceci – qui repose sur
des exemples de la fonctorialite´ de Langlands – n’est pas si facile a` de´montrer.
Nous obtenons le re´sultat cherche´ (The´ore`me 3 de l’Introduction, avec parfois
de meilleures constantes spectrales) sous l’hypothe`se que le rang absolu du G
(c’est (n+1) dans la description pre´ce´dente) n’est pas une puissance de 2. Pour
ceci nous sommes amene´s a` reprendre et a` pre´ciser les de´monstrations de [25]
qui de´montraient la Conjecture τ pour de tels groupes.
Nous pensons que l’hypothe`se sur le rang peut eˆtre e´vite´e, mais cela impose
de renforcer significativement les re´sultats de [25].
10.1 Vrais groupes unitaires
Soient F un corps totalement re´el de degre´ d, E/F une extension quadratique
totalement imaginaire et h une forme hermitienne sur En+1.
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Pour toute place archime´dienne v de F , E/F de´finit une extension quadra-
tique E ⊗ Fv/Fv isomorphe a` C/R et h de´finit donc une forme hermitienne hv
sur Cn+1. On suppose que les signatures sont (n, 1) en v1 et n en v2, . . . vd.
Le groupe GF est le groupe spe´cial unitaire, de´fini sur F , SU(E
n+1, h) et G
est le groupe GF “vu comme Q-groupe”.
Dans ce cas le The´ore`me 3 re´sulte des chapitres 8 et 9. On a en fait :
The´ore`me 10.1.1 Soit G un vrai groupe unitaire, tel que Gnc ∼= SU(n, 1),
n ≥ 2.
(1) La plus petite valeur propre positive du laplacien sur les fonctions ve´rifie :
λ01 ≥ 2n− 1
(2) La plus petite valeur propre sur les 1-formes ve´rifie :
λ11 ≥
2
5
n− 11
25
.
De´monstration. Conside´rons d’abord les fonctions. On applique le The´ore`me
9.5.1 avec n′ = 2. D’apre`s le The´ore`me 1 (Chapitre 8) on a alors (notations
9.5.1) ε = 45 . Alors le The´ore`me 9.5.1 donne
λ = n2 − (n− i)2 , i = 0, . . . n− 1
ou λ ≥ n2 − (n− 2 + ε)2 = 125 n− 3625 .
On ve´rifie aise´ment que (pour λ 6= 0) la borne infe´rieure obtenue est donne´e par
i = 1, λ = 2n− 1.
Si on conside`re les 1-formes, on obtient de meˆme, avec toujours ε = 45
(Ch. 8) :
λ = (n− 1 + k)2 − (n− 1 + k − i)2 k = 0, 1 , i = 0, . . . , n− 1
ou λ ≥ (n− 1)2 − (n− 65 )2 = 25n− 1125 .
Dans ce cas la borne infe´rieure est donne´e par la seconde estime´e.
10.2 Groupes exotiques : re´ductions
En ge´ne´ral, un groupe alge´brique G sur Q tel que G(R) ∼= SU(n, 1) ×
SU(n)d−1 est obtenu de la fac¸on suivante (cf. [78]).
On fixe comme auparavant un corps totalement re´el F , une extension quadra-
tique totalement imaginaire E de F .
Soit σ le ge´ne´rateur de Gal(E/F ).
Soit B une alge`bre simple sur E, dont le centre est E, et de rang re´duit
(n + 1) : donc B ⊗E Q ∼= Mn+1(Q). On suppose donne´e sur B une involution
de seconde espe`ce α (cf. §8.1). Alors (notations du §pre´ce´dent)
G(Q) = GF (F ) = {g ∈ B× : gα(g) = 1} .
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Comme on l’a dit dans l’Introduction, nous utiliserons librement dans ce
paragraphe les notions relatives aux formes automorphes sur les groupes ade´liques,
ainsi que les re´sultats de [25].
Commenc¸ons par reformuler la de´finition ge´ne´rale des groupes unitaires. Une
alge`bre simple centrale B sur E s’e´crit B = Mr(D) ou` D est une alge`bre a`
division de rang re´duit d sur E. Le rang absolu du groupe unitaire associe´ (n+1
avec nos notations usuelles) est rd. Notons ∗ une involution de seconde espe`ce
sur D. Il y a alors une notion naturelle de modules de rang r sur D (isomorphes
a` Dr) ; pour V un tel module EndD(V ) ∼= Mr(D). On peut de´finir des formes
hermitiennes h sur V (a` valeurs dans D) relatives a` l’involution ∗ [78]. Alors le
groupe G peut eˆtre de´fini de fac¸on naturelle par
G(Q) = GF (F ) = SU(V, h).
Comme on l’a vu dans l’Introduction, nous supposons pour les groupes exo-
tiques (i.e., si d > 1, ce que l’on supposera de´sormais) que le rang rd est impair.
On a tout d’abord si r > 1 :
Proposition 10.2.1 Supposons r ≥ 3 (par exemple r impair). Alors les es-
time´es du The´ore`me 10.1.1 restent vraies pour G.
Ceci re´sulte des arguments de [25, §1.3]. On peut supposer donne´e une base
orthonormale de Dr pour h. Celle-ci s’e´crit alors
h(x, y) =
r∑
i=1
x∗i fixi
ou` x = (x1, . . . xr) et y = (y1, . . . yr) ∈ Dr, fi ∈ D et fi = f∗i . La Proposition
1.3 de [25] montre que, sans changer G (a` isomorphisme pre`s) on peut supposer
que les fi commutent. Ils sont contenus alors dans un sous-corps totalement re´el
maximal L0 ⊂ D, stable par l’involution. (L0 est de degre´ d sur F ). Le corps
EL0 = L ⊂ D est alors totalement imaginaire, quadratique sur L0. L’argument
donne´ dans [25, p. 303-304] montre alors que G contient un sous-groupe H sur
Q tel que avec H(Q) = HL0(L0) ; ici HL0 est un groupe unitaire ordinaire sur
L0, de rang r, dont la forme hermitienne est de matrice (f1, . . . fr).
Soient v une place archime´dienne de F et w1, . . . wd les places (re´elles) de
L0 e´tendant v. Si on note (p, q) les signatures associe´es, on ve´rifie aise´ment que
pv =
∑
i
pwi , qv =
∑
i
qwi .
On en de´duit que HL0(L0⊗R) = H(R) est isomorphe a` SU(1, r−1)×SU(r)N−1
ou` N = d[F : Q]. Puisque c’est un groupe unitaire standard (et r ≥ 3) il con-
tient un groupe analogue de type SU(2, 1)× SU(3)N−1. Enfin, la construction
pre´ce´dente montre que le plongement H →֒ G, apre`s “complexification” (exten-
sion des scalaires a` E) provient d’un plongement GL(r, L)(⊂ GL(r,D) de´duit
du plongement de L dans D comme sous-corps maximal. On en de´duit aise´ment
que le sous-groupe SU(1, r − 1) ⊂ SU(n, 1) est donne´ par le plongement usuel.
Il en est de meˆme pour SU(2, 1), et les arguments du Chapitre 9 s’appliquent.
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Nous sommes maintenant re´duits a` conside´rer le cas ou` r = 1 ou 2 et d n’est
pas une puissance de 2. L’existence d’une base orthogonale montre alors que G
contient un sous-groupe de la forme
H = SU(D, ∗) = {x ∈ D : xx∗ = 1}.
L’argument de´ja` utilise´, relatif aux signatures, montre que l’on peut trouver H
de type (d − 1, 1) en une place de F . Soit ℓ un diviseur premier impair de d.
On a alors de´montre´ dans [25] le fait suivant (§1.3). Il existe une extension L0
de F , totalement re´elle, de degre´ d/ℓ, une alge`bre a` division A sur L = L0 ⊗ E
de degre´ ℓ, munie d’une involution de seconde espe`ce (relativement a` L/L0)
toujours note´e ∗, et telle que le groupe SU(A, ∗) – un groupe sur L0 – se plonge
dans H = SU(D, ∗). Comme pre´ce´demment, on ve´rifie aise´ment que
H1(R) = SU(ℓ− 1, 1)× SU(ℓ)N−1
ou` N = (d/ℓ)[F : Q] se plonge dans G(R) comme sous-groupe unitaire standard.
(On a note´ H1 le Q-groupe de´duit de SU(A, ∗)).
10.3 Controˆle du spectre pour les groupes exo-
tiques de rang premier
Nous supposons maintenant que G provient d’une alge`bre a` division, de
degre´ premier impair ℓ, sur E ou` E/F est quadratique et totalement imaginaire.
Comme on l’a annonce´ dans l’Introduction a` ce chapitre, on va obtenir dans
ce cas des estime´es particulie`rement fortes. (Ce phe´nome`ne est bien connu ;
pour un analogue cohomologique voir [24]). Comme on va le voir, on se trouve
dans la situation optimiste du §8.4 ou` le changement de base est connu. De
plus les repre´sentations de GL(ℓ,C) obtenus par changement de base sont plus
se´ve`rement restreintes que dans le cas du §8.4.
Supposons que G(R) ∼= SU(n, 1)× SU(n+ 1)d−1. Rappelons (Ch. 4, § 5) 1
que les repre´sentations de U(n, 1) sont tempe´re´es ou de la forme J(τ, χ) =
quotient de
J(τ, χ) = ind
U(n,1)
U(n−1)×C××Nτ ⊗ χ
ou` χ(z) = zα(z)β (z ∈ C×). On veut borner les se´ries comple´mentaires, pour
lesquelles α+ β ∈ R.
The´ore`me 10.3.1 Si J(τ, χ) apparaˆıt dans L2(Γ\G) pour un sous-groupe de
congruence, et si α+ β ∈ R,∣∣∣∣α+ β2
∣∣∣∣ ≤ 12 − 1ℓ2 + 1 .
1τ est note´ σ au Ch. 4. Dans ce chapitre σ de´signe la conjugaison complexe. . .
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Pour de´montrer ceci nous utilisons les me´thodes de [25]. Comme dans cet
article, nous de´signons maintenant par G le groupe de similitudes unitaires
de´fini par (D, ∗) :
G1(F ) = G(Q) = {d ∈ D : dd∗ ∈ F×},
ou` G1 est un F -groupe.
On a alors [25, §2.1] G1(E) = GE(Q) ∼= D× × E×. Le groupe G1(E) est
donc de´duit de D× × E× par restriction des scalaires 2.
Soient AG = R
×
+ ⊂ G = G(R) (inclusion centrale). On a de meˆme AGE =
R×+ ⊂ GE(R).
Si f ∈ C∞c (G(A)) et ϕ ∈ C∞c (GE(A)) on conside`re la trace de f dans la
repre´sentation r sur L2(AGG(Q)\G(A)) = AG. De meˆme on conside`re la trace
de ϕ dans la repre´sentation R sur L2(AGEGE(Q)\GE(A)) = AGE .
Supposons f et ϕ associe´es, i.e., leurs inte´grales orbitales (locales) se cor-
respondent en toutes les places, cf. [25, De´f. 2.7]. Soit Iσ l’ope´rateur d’entrelace-
ment de R associe´ a` la conjugaison galoisienne de G1(E) par rapport a` G1(F ).
Alors [25, (2.17)] :
trace(r(f)) = trace(R(ϕ)Iσ).
Si π de´crit les repre´sentations de G(A) – avec leurs multiplicite´s – dans AGE ,
ceci s’e´crit ∑
π
trace π(f) =
∑
Π
trace(Π(ϕ)Iσ). (10.3.1)
D’apre`s un re´sultat de [4] et [94] (de´montre´ par Harris et Taylor dans [47,
Ch. VI]) il n’y a pas de multiplicite´s dans la somme de droite ; celle ci ne porte
que sur les repre´sentations Π telles que Π ∼= Π◦σ. Les deux sommes convergent
absolument pour des fonctions lisses.
Afin de poursuivre nous devons avoir un meilleur controˆle sur les repre´sentations
Π de (10.3.1) ainsi que sur les fonctions associe´es f et ϕ (aux places archime´diennes).
Pour toute place v de F , G1(E ⊗ Fv) ∼= C× × GL(ℓ,C). Noter qu’en une
place re´elle on a
G1(Fv) ∼= GU(ℓ− 1, 1)(R) ∼=
(
R× × U(ℓ− 1, 1)(R)) /± 1 .
On peut essentiellement ne´gliger la composante centrale dans les arguments
locaux qui suivent (elle n’e´tait introduite que pour simplifier la de´monstration de
(10.3.1), cf. [25]). Conside´rons alors U(ℓ−1, 1) ⊂ GL(ℓ,C), ou U(ℓ) ⊂ GL(ℓ,C),
aux places re´elles, et remplac¸ons GE par D
×. (Notation provisoire : G ⊂ GC
de´signe U(ℓ − 1, 1) ⊂ GL(ℓ,C). On ne´glige les arguments, plus faciles, portant
sur les autres places re´elles.)
Lemme 10.3.2 Soit v est une place re´elle de F , w la place complexe de E
associe´e. Si Π intervient dans (10.3.1) Πw est ge´ne´rique ou est un caracte`re
abe´lien.
2Le lecteur ne perdra rien a` supposer que F = Q.
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Il re´sulte en effet de [47, Thm. VI.1.1] que Πw co¨ıncide avec la composante
locale d’une repre´sentation Π′ apparaissant dans le spectre discret de GL(ℓ,AE).
Puisque ℓ est premier, il y a d’apre`s Mœglin-Waldspurger deux possibilite´s [73] :
Π′ appartient aux formes cuspidales, et donc Π′w = Πw est ge´ne´rique. Ou bien Π
′
est un caracte`re abe´lien de GL(ℓ,AE). Rappelons qu’une repre´sentation (uni-
taire) ge´ne´rique de GL(n,C) n’est autre qu’une repre´sentations unitairement
induite (i.e., e´gale a` l’induite totale) a` partir de caracte`res (non ne´cessairement
unitaires) du sous-groupe de Borel : c’est une se´rie principale irre´ductible.
Conside´rons une repre´sentation π apparaissant dans (10.3.1). D’apre`s le clas-
sification de Langlands (Ch. 4) il y a deux cas possibles, Dans le premier cas,
π est de la forme J(τ, χ) (ou π est une composante d’une repre´sentation I(τ, χ)
avec χ unitaire si celle-ci est re´ductible). La repre´sentation I(τ, χ) est elle-meˆme
de´duite d’un parame`tre de Langlands
WC = C
× → GL(ℓ,C)
z 7→ ((z/z)p1 , . . . (z/z)pℓ−2 , zαzβ , z−β(z)−α)
avec pi ∈ Z, pi distincts.
Cette donne´e de´finit a` son tour une repre´sentation de la se´rie principale
pour GL(ℓ,C) (Ch. 3). En ge´ne´ral (si α+β /∈ iR) cette repre´sentation n’est pas
irre´ductible.
Notons IC(τ, χ) la repre´sentations de GL(ℓ,C) ainsi de´finie (se´rie principale,
peut-eˆtre re´ductible). Si σ est la conjugaison complexe de GL(ℓ,C) par rapport
a` U(ℓ−1, 1), on ve´rifie que IC est σ-invariante : IC ∼= IC◦σ 3. Mieux, d’apre`s [23]
il existe un ope´rateur d’entrelacement Aσ : IC → IC entrelac¸ant IC et IC ◦ σ, et
uniquement de´fini au signe pre`s si A2σ = 1 (on le de´finit d’abord pour χ unitaire,
puis par prolongement analytique pour tout χ.)
Dans le second cas π est une repre´sentation de la se´rie discre`te de G, associe´e
(§4.3) a`
z 7→ ((z/z)p1 , . . . , (z/z)pℓ) (10.3.2)
ou` pi ∈ Z, pi distincts. Alors (10.3.2) de´finit de meˆme un parame`tre de Lang-
lands pour GL(ℓ,C), donc une repre´sentation πC qui appartient a` la se´rie prin-
cipale unitaire. Elle est σ-invariante, d’ou` Aσ comme ci-dessous.
Rappelons (§4.4) que l’on associe au parame`tre (10.3.2) ℓ repre´sentations de
G de la se´rie discre`te, qui forment un L-paquet. On le notera Π ; πC est donc
de´duite du L-paquet. On pose
trace π(f) =
∑
π′∈Π
trace π′(f).
The´ore`me 10.3.3 Soit f ∈ C∞c (G) une fonction K-finie. Il existe alors une
fonction K finie ϕ ∈ C∞c (GC) telle que :
3Dans un groupe de Grothendieck convenable si IC est re´ductible. . .
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(i) Si π est une repre´sentation de la se´rie principale de G, ou si π =
Π est un L-paquet de repre´sentations de la se´rie discre`te, et πC est la
repre´sentation σ-stable de GC associe´e,
trace π(f) = trace πC(ϕ)Aσ). (10.3.3)
(ii) Si πC est une repre´sentation de la se´rie principale de GC qui ne provient
pas de G (i.e. de π discre`te ou de I(τ, χ)),
trace(πC(ϕ)Aσ) = 0
si πC est σ-stable.
De plus, f et ϕ sont associe´es au sens de [25].
Ceci re´sulte du travail de Delorme [29] et de l’argument de [4, Ch. 1, §7].
Noter que dans les identite´s pre´ce´dentes, Aσ doit eˆtre choisi convenable-
ment ; par ailleurs les identite´s sont vraies pour les se´ries principales (unitaires)
comple`tes – sans les re´duire – et alors par prolongement analytique pour toutes
les se´ries principales (ge´ne´ralise´es) comple`tes quels que soient leurs parame`tres.
Corollaire 10.3.4 Si πC est une se´rie principale σ-stable pour GC, trace(πC(ϕ)Aσ)
est nul ou de la forme
∑
i
trace(πi(f), les πi e´tant des repre´sentations (peut-eˆtre
non unitaires) de G en nombre fini.
Ceci re´sulte du The´ore`me, (i).
On aura besoin d’e´tendre ces identite´s au cas des caracte`res abe´liens de
GC, suppose´s σ-stables. Soit ε un tel caracte`re ; on l’e´crit par abus de langage
ε(g) = ε(det g) ou` ε est un caracte`re de C×. Il est σ-stable si ε = zpzq avec p =
−q ∈ 12Z. Si p ∈ Z, ε “provient de G” (ou de ε0), i.e. est associe´ naturellement
au caracte`re ε0 : g 7→ det(g)p de G. Sinon, on dira que ε ne provient pas de G.
Lemme 10.3.5 Soit f , ϕ comme dans le The´ore`me 10.3.3. Alors
(i) Si ε provient de ε0,
〈trace ε0, f〉 = η〈trace ε, ϕ〉, η = ±1 .
(ii) Si ε ne provient de G,
〈trace ε, ϕ〉 = 0 .
Nous esquissons seulement l’argument. Pour (ii) noter que si π et πC sont
associe´es il re´sulte aise´ment de (10.3.3) que θπ ◦ N = θπC , θπ et θπC (sur U(1)
et C×) e´tant les caracte`res centraux et N : Z(GC) = C× → Z(G) = U(1) e´tant
donne´e par z 7→ z/z.
En particulier si πC est une se´rie principale ge´ne´ralise´e provenant de G,
θπC(z) est de la forme (z/z)
p pour p entier.
Si ε ne provient pas de G, son caracte`re central, e´gal a` εℓ, n’a pas cette
proprie´te´ puisque ℓ est impair. Or d’apre`s un the´ore`me bien connu, ε peut
s’e´crire comme somme alterne´e
ε =
r∑
i=1
niind
GL(ℓ,C)
BC
χi =
r∑
i=1
niIi
136 CHAPITRE 10. DE´MONSTRATION DU THE´ORE`ME 3
ou` les χi sont des caracte`res du groupe de Borel, que l’on peut supposer en
situation positive au sens de Langlands (Ch. 3), et les ni sont des entiers
relatifs. Une telle de´composition est alors unique. Les induites et ε ont le meˆme
caracte`re central.
On peut choisir la conjugaison complexe σ, modulo conjugaison dans G(C),
telle qu’elle laisse BC invariant (Ch. 4). Noter que ε est σ-stable et que (en
prenant Aσ = 1 dans l’espace de ε) 〈trace ε, ϕ〉 = 〈trace ε, ϕ×Aσ〉. Il re´sulte de
l’unicite´ de la de´composition que σ fixe les Ii ou les e´change deux a` deux sans
point fixe. Alors
〈trace ε, ϕ〉 =
r′∑
i=1
niηi〈trace Ii, ϕ×Aiσ〉
ou` les ηi sont des signes, et la somme ne porte que sur les Ii qui sont σ-stables.
Si le caracte`re central ne provient pas de G, la somme de droite est nulle, q.e.d.
La partie (i) est de´montre´e dans [23, Ch. 3].
Revenons alors a` l’e´galite´ (10.1) ; v de´signe toujours la place archime´dienne
distingue´e de F . Notons simplement gv l’alge`bre de lie du groupe re´el G1(Fv) et
soit Z le centre de son alge`bre enveloppante (complexe). Soit ZC l’objet analogue
pour G1(E ⊗ Fv). Donc ZC ∼= Z ⊗ Z et il y a une application norme naturelle
N : ZC → Z ⊗ Z [25, §4.2]. Si ω est un caracte`re infinite´simal, ω : Z → C pour
G1(Fv) on en de´duit un caracte`re Ω = ω ◦N pour ZC. On dira que ω et Ω sont
associe´s.
D’apre`s un re´sultat fondamental d’Arthur (cf. [25, p. 320]) on peut se´parer
dans (10.1) les contributions des caracte`res infinite´simaux : l’e´galite´ reste vraie,
ω e´tant fixe´, quand π de´crit les repre´sentations telles que ω(πv) = ω et Π celles
ve´rifiant ω(Πv) = Ω. Si les fonctions f
v et ϕv sont fixe´es en les places diffe´rentes
de v (K-finies aux places archime´diennes), les sommes portent alors sur un
nombre fini de repre´sentations.
Choisissons alors une repre´sentation πv de G1(Fv) apparaissant dans (10.1)
et se´parons l’identite´ selon les repre´sentations de G1(Fv) et G1(E ⊗ Fv) :
trace πv(fv)
∑
π
trace πv(fv) +
∑
ρv ˜6=πv
trace ρv(h)
∑
ρ
trace ρv(fv) =
=
∑
πw
trace(πw(ϕw)Aσ)
∑
π
trace(πw(ϕw)Iwσ ).
(10.3.4)
Dans le membre de gauche,
∑
π
porte sur les repre´sentations telles que πv soit
la repre´sentation fixe´e ;ρv parcourt toutes les autres repre´sentations de G1(Fv) ;
pour chacune,
∑
ρ
est de´fini de meˆme. A droite, Πw de´crit les repre´sentations de
G1(E⊗Fv), et l’on a de´compose´ Iσ (dans l’espace de Π) en un produit tensoriel
Aσ et I
w
σ .
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Fixons πo telle que (πo)v = πv. Alors π
o est fixe pour un sous-groupe com-
pactKf ⊂ G1(AF,f ) = G(AQ,f ) ; pourKf assez petit, la fonction caracte´ristique
ff de Kf admet une fonction ϕf associe´e (cf. [25, §2.5]). (On peut choisir
les fonctions fv′ aux places archime´diennes 6= v e´gales a` des caracte`res des
repre´sentations πov′). Alors f
v =
⊗
u6=v
fu admet une fonction associe´e ϕ
v, et la
partie de (10.4) relative a` πv est de la forme c trace πv(fv) ou` c est une constante
> 0.
D’apre`s le Lemme 10.3.2, le Corollaire 10.3.4 et le Lemme 10.3.5, le membre
de droite s’e´crit ∑
σv
c(σv)trace σv(fv) (10.3.5)
ou` σv parcourt un ensemble fini de repre´sentations de G1(Fv). L’e´galite´ :
c trace πv(fv) +
∑
ρv 6∼=πv
c(ρv)trace π
v(fv) =
=
∑
σv
c(σv) trace σv(fv),
(10.3.6)
qui porte sur un ensemble fini de repre´sentations, montre alors qu’il
existe σv e´gale a` πv.
Dans le membre de droite, σv e´tait associe´e a` une repre´sentation Πw par le
Corollaire 10.3.4 ou le Lemme 10.3.5. Dans le second cas σv = ε0 est un caracte`re
abe´lien. Dans le premier, σv est l’une des composantes d’une se´rie principale,
ou appartient a` la se´rie discre`te (Thm. 10.3.3).
Nous pouvons maintenant de´montrer le The´ore`me 10.3.1. Supposons que
πv = J(τ, χ) comme repre´sentation de U(ℓ − 1, 1). Donc πv est associe´e par le
Cor. 10.3.4 a` une repre´sentation ge´ne´rique Πw qui apparaˆıt dans les formes
automorphes sur D×(AE) ; d’apre`s le the´ore`me d’Harris et Taylor de´ja` cite´, Πw
est la composante locale d’une repre´sentation cuspidale de GL(ℓ,AE). Puisque
la trace tordue de Πw e´value´e sur une fonction ϕw provenant deGv est non-nulle,
Πw = πC doit eˆtre l’une des repre´sentations de´crites dans le The´ore`me 10.3.3.
Le cas des repre´sentations πC “provenant des se´ries discre`tes” est exclu car
l’identite´ de caracte`res impliquerait que πv serait une se´rie discre`te. Donc Πw
provient d’une repre´sentation I(σ, χ). Ecrivons
Πw = ind
GL(ℓ,C)
BC
((z/z¯)p1 , . . . (z/z¯)pn−1 , zαz¯β, z−β(z¯)−α).
(Les donne´es p, α, β ne sont pas ne´cessairement, pour l’instant, celles de πv).
Le The´ore`me 7.0.1 implique alors :∣∣∣α+ β
2
∣∣∣ ≤ 1
2
− 1
ρ2 + 1
<
1
2
.
De plus Πw est irre´ductible, et
trace Πw(ϕwAσ) =
∑
i
trace πi(fv)
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ou` la somme porte sur les composantes e´ventuelles de la repre´sentation I(τ ′, χ′)
associe´e a` Πw.
Il en re´sulte que J(τ, χ) est l’une de ces composantes. Mais la condition
|α + β| < 12 implique que I(τ ′, χ′) est irre´ductible, sauf peut-eˆtre si α+ β = 0.
(Voir les re´sultats de Knapp cite´s dans le §6.2. Pour α + β = 0, on peut avoir
re´ductibilite´ des se´ries principales unitaires, cf. §4.4).
Si α + β 6= 0, on voit donc que I(τ ′, χ′) est irre´ductible et e´gale a` J(τ, χ),
d’ou` le The´ore`me.
Remarque. On a donc de´montre´ que toute repre´sentation non-tempe´re´e et
non-abe´lienne de G(R) qui apparaˆıt dans les formes automorphes est une se´rie
principale. En particulier les modules de Vogan-Zuckerman de degre´ primitif
6= 0, d = ℓ − 1 n’apparaissent pas. Si Γ est un sous-groupe de congruences de
G, on voit donc :
The´ore`me 10.3.6 Si Γ ⊂ G(Q) est un sous-groupe de congruences et X =
Γ\SU(ℓ−1, 1)/K∞, X n’a pas de cohomologie primitive en degre´s 0 < i < ℓ−1
.
Ce re´sultat e´tait de´montre´ de fac¸on assez diffe´rente dans [24].
10.4 De´monstration du The´ore`me 3
Si G n’est pas un vrai groupe unitaire, on suppose n+1 6= 2e. On utilise les
re´ductions du §2 ; en particulier on peut supposer que G contient un sous-groupe
H de rang premier impair ℓ du type conside´re´ dans le §3. (On a n+1 = d ou 2d,
et ℓ est un diviseur premier de d). On utilise le The´ore`me 9.5.1 avec n′ = ℓ− 1.
Conside´rons d’abord le cas des fonctions. Pour le “petit groupe” H , la mi-
noration H
(0,0)
(ε) est ici, avec les notations du §3, cf. aussi Prop. 4.5.1 :
λ = n′2 − (α+ β)2 ≥ (ℓ − 1)2 − 1 , soit ε = 1
puisque |α+ β| < 1 (Thm. 10.3.1).
(La seule autre valeur propre possible est nulle). D’apre`s 9.5.1 on a donc
pour G l’hypothe`se H
(0,0)
n−n′+1. Ceci correspond dans la de´finition de H
(0,0)
ε aux
valeurs propres entie`res ou a`
λ ≥ n2 − (n− n′ + 1)2 = 2n(ℓ− 2)− (ℓ − 2)2 .
Si ℓ = 3 c’est l’ine´galite´ cherche´e λ ≥ 2n− 1.
En ge´ne´ral on a, en posant r = ℓ− 2,
2nr − r2 ≥ 2n− 1
si n ≥ r+12 . Or n+ 1 ≥ ℓ = r + 2, donc n ≥ r + 1.
10.4. DE´MONSTRATION DU THE´ORE`ME 3 139
Conside´rons le cas des 1-formes. La minoration H
(p,q)
(ε) avec p + q = 1 est
donne´e pour H par
λ = (n′ − 1)2 − (α+ β)2 ≥ (ℓ− 2)2 − 1
ou λ = (n′ − 1)2 − (α+ β)2 ≥ ℓ2 − 1 ,
cf. Prop. 4.5.1. Puisque n′ = ℓ−1, on a donc ε = 1 dans le premier cas ; la seconde
majoration donne une borne supe´rieure. Le The´ore`me 9.5.1 donne alors pour G
l’“hypothe`se” H
(1,0) ou (0,1)
n−n′+1 soit, pour les valeurs propres exceptionnelles,
λ ≥ (n− 1)2 − (n− n′ + 1)2 = (n− 1)2 − (n− r)2
soit
λ ≥ 2(r − 1)n− r2 + 1 (10.4.1)
avec r = ℓ− 2.
On veut montrer que λ ≥ 25n − 1125 . Ceci ne re´sulte pas de (10.4.1) si ℓ = 3,
mais dans ce cas on peut appliquer l’argument du §10.1. Si ℓ ≥ 5, l’ine´galite´
cherche´e re´sulte de (10.4.1) si
2(r − 6
5
)n ≥ r2 − 36
25
= (r − 6
5
)(r +
6
5
).
Or n+ 1 ≥ r + 2, donc 2n ≥ r + 2 > r + 65 .

Deuxie`me partie
Homologie des varie´te´s
hyperboliques
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Chapitre 11
L’espace hyperbolique
complexe
Ce court chapitre est une bre`ve introduction a` l’espace hyperbolique com-
plexe, on peut l’omettre il n’est pas essentiel pour la suite. Il peut ne´anmoins
eˆtre utile a` la compre´hension des ge´ome´tries plus complique´es que nous e´tudions
dans les chapitres suivants. (Pour plus de de´tails sur l’espace hyperbolique com-
plexe, se reporter au livre de Goldman [43] ou a` l’article [37])
11.1 Mode`le de l’hyperbolo¨ıde et mode`le pro-
jectif
Soit Cn,1 l’espace vectoriel complexe de dimension n+1 (sur C) constitue´ des
(n+ 1)-uplets Z = (Z1, . . . , Zn+1) ∈ Cn+1 et e´quippe´ de la forme hermitienne :
〈Z,W 〉 = Z1W 1 + · · ·+ ZnWn − Zn+1Wn+1.
Soit U(n, 1) le groupe des automorphismes (unitaires) de Cn,1. L’e´quation 〈Z,Z〉 =
−1 de´finit une hypersurface re´elle H dans Cn,1. Le groupe U(n, 1) agit tran-
sitivement sur H . D’un autre cote´, le groupe S1 = {eiθ} agit librement sur H
par Z 7→ eiθZ ; on appelle espace hyperbolique complexe de dimension n la base
HnC du fibre´ principal H avec pour groupe S
1. Notons π l’application canonique
de H dans HnC. Dans la suite on de´signera par P0 le point de H
n
C au-dessous de
(0, . . . , 0, 1) ∈ H i.e.
P0 = π(0, . . . , 0, 1).
L’action de G := SU(n, 1) = {A ∈ U(n, 1) : detA = 1} sur HnC est
transitive ; le groupe d’isotropie du point P0 est K := S(U(n) × U(1)). On a
alors l’identification suivante :
HnC = G/K.
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Un vecteur Z ∈ Cn,1 est dit ne´gatif (resp. nul, positif) si le produit her-
mitien 〈Z,Z〉 est ne´gatif (resp. nul, positif). L’espace hyperbolique complexe
HnC s’identifie au sous-espace de P(C
n,1) constitue´ des droites ne´gatives dans
Cn,1. L’image PU(n, 1) de U(n, 1) dans PGL(Cn,1) est le groupe des biholo-
morphismes de HnC.
11.2 Mode`le de la boule
Soit Cn = Mn,1(C) l’espace vectoriel complexe de dimension n munit du
produit hermitien standard
〈〈z, w〈〉 = twz = z1w1 + · · ·+ znwn
et soit U(n) son groupe (compact) d’automorphismes unitaires. On peut iden-
tifier HnC avec la boule unite´
Bn = {z ∈ Cn/〈〈z, z〉〉 = tzz < 1}
par le plongement biholomophe suivant :
Cn −→ P(Cn,1) z1...
zn
 7−→

z1
...
zn
1
 .
Plongement qui envoie l’origine de Cn sur le point P0. Dans la suite nous tra-
vaillerons dans chacun de ces mode`les ; les z minuscules indiqueront que l’on se
place dans le mode`le de la boule et les Z majuscules que l’on se place dans le
mode`le projectif.
Soit g ∈ G, nous notons
g =
(
A b
c d
)
ou` A ∈Mn,n(C), b, tc ∈ Cn et d ∈ C. L’action de g sur HnC est donne´e par :
gz = (Az + b)(cz + d)−1,
pour tout z ∈ HnC.
11.3 Structure kaehle´rienne
Dans cette section, nous e´quipons l’espace HnC d’une structure kaehle´rienne.
Rappelons qu’une structure kaehle´rienne sur un varie´te´ est e´quivalente a` une
structure complexe J et une structure symplectique ω compatible dans le sens
que ω est une (1, 1)-forme positive par rapport a` J .
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La structure complexe sur HnC est induite, de manie`re e´quivalente, par celle
de P(Cn,1) ou par celle de Cn.
Soit Z un e´le´ment non nul de Cn,1. L’espace tangent a` π(Z) ∈ HnC peut eˆtre
identifie´ avec
Z⊥ = {W/〈Z,W 〉 = 0}.
Cet espace est identifie´ avec l’espace (λZ)⊥ par multiplication par λ ∈ C∗.
Plus ge´ne´ralement, il est souvent commode d’autoriser un vecteur quelconque
W ∈ Cn,1 a` repre´senter un vecteur tangent a` Z, en le projetant sur Z⊥. En
tenant compte du fait que Z n’est de´termine´ qu’a` un multiple scalaire pre`s, on
de´finit
gZ(W,W ) =
〈W − 〈W,Z〉Z〈Z,Z〉 ,W − 〈W,Z〉Z〈Z,Z〉 〉
−〈Z,Z〉
=
〈Z,Z〉〈W,W 〉 − 〈Z,W 〉〈W,Z〉
−〈Z,Z〉2 .
On obtient ainsi une me´trique g sur HnC qui est hermitienne par rapport a` J .
Dans le mode`le de la boule, en appliquant les formules ci-dessus a` Z = (tz, 1)
et W = (dtz, 0), on trouve que la me´trique sur HnC est donne´e par :
ds2 = tr[(I − ztz)−1dz(1− tzz)−1dtz]
=
(1−∑i zizi)(∑i dzidzi) + (∑i zidzi)(∑i zidzi)
(1−∑i zizi)2 .
On peut maintenant montrer que HnC est une varie´te´ kaehle´rienne. Ce qui
revient a` montrer que si l’on de´finit une 2-forme ω sur HnC par la formule
ω(X,Y ) = g(X, JY ),
on obtient une 2-forme ferme´e. On rappelle que J de´signe la structure complexe,
elle peut se voir comme l’application de l’espace tangent en un point donne´
dans lui-meˆme par multiplication par
√−1. Pour montrer que ω est ferme´e on
introduit
Dn = 1− tzz (11.3.1)
Φn = ∂∂ logDn. (11.3.2)
Un calcul simple montre que
ω =
√−1Φn.
En particulier la forme ω est ferme´e et HnC est une varie´te´ ka¨hle´rienne.
11.4 Courbure
Muni de sa me´trique ka¨hle´rienne, l’espace HnC est un espace syme´trique.
Soient g0 et k0 les alge`bres de Lie deG etK. Soit p0 le supple´mentaire orthogonal
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de k0 dans g0 par rapport a` la forme de Killing. E´tant donne´ z ∈ Mn,1(C), nous
notons
ξ(z) =
(
0 z
tz 0
)
.
Alors p0 = {ξ(z) : z ∈ Mn,1(C)}. Nous identifions p0 avec l’espace tangent
T0(HnC) a` H
n
C en 0.
Pour z ∈Mn,1(C), soit τt la courbe τt = (exp tξ(z))0. L’image de ξ(z) dans
T0(HnC) est le vecteur tangent τ˙0 a` τt en t = 0. Sous cette identification, la
me´trique riemannienne est de´crite par :
g0(ξ(z), ξ(w)) = Re(
twz).
De plus d’apre`s [63, The´ore`me 3.2 chapitre XI], pour X,Y, U ∈ p on a :
R(X,Y )U = −[[X,Y ], U ], (11.4.1)
ou` R(., .) est le tenseur de courbure de HnC.
Enfin, concluons cette section en remarquant que si X,Y ∈ Cn,1 sont deux
e´le´ments non nuls, la distance d entre les points qu’ils repre´sentent dans HnC est
donne´e par :
(coshd)2 =
〈X,Y 〉〈Y,X〉
〈X,X〉〈Y, Y 〉 .
En particulier dans le mode`le de la boule la distance d d’un point z ∈ HnC a` 0
est donne´e par :
(coshd)2 =
1
Dn
(11.4.2)
=
1
1− tzz . (11.4.3)
11.5 Volume des boules
De´terminons enfin comment varie le volume d’une boule ge´ode´sique de rayon
ρ en fonction de ρ. Au point t(0, . . . , 0, r) ∈ Bn la forme de Kaehler
ω =
√−1
n−1∑
j=1
1
1− r2 dzj ∧ dzj +
1
(1 − r2)2 dzn ∧ dzn
 .
La forme volume vaut donc :
1
n!
ωn = (
√−1)n 1
(1− r2)n+1 dz1 ∧ dz1 ∧ . . . ∧ dzn ∧ dzn
=
2n
(1− r2)n+1
(√−1
2
)n
dz1 ∧ dz1 ∧ . . . ∧ dzn ∧ dzn
=
2n
(1− r2)n+1 dx1 ∧ dy1 ∧ . . . ∧ dxn ∧ dyn
=
2nr2n−1
(1− r2)n+1 drdσ
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ou` dσ de´signe la forme volume sur la sphe`re unite´ r = 1.
Puisque la distance euclidienne r est relie´e a` la distance hyperbolique ρ par
r = tanh
(ρ
2
)
,
le volume d’une boule de rayon ρ est donne´e par
vol(B(ρ)) =
∫
tanh−1(r)≤ρ
2nr2n−1
(1− r2)n+1 drdσ
= 2nσ2n−1
∫ ρ
0
(sinhR)2n−1(coshR)dR
=
2nσ2n−1
2n
(sinh ρ)2n ∼ 2
nσ2n−1
2n
e2nρ
(ou` σ2n−1 = 2πn/n! est le volume euclidien de la sphe`re unite´ S2n−1 ⊂ Cn).
Dans le chapitre suivant nous nous inte´ressons plus ge´ne´ralement aux es-
paces syme´triques associe´s au groupe SU(p, q) et a` leurs sous-espaces totalement
ge´ode´siques. Notons que le cas de l’espace hyperbolique complexe est partic-
ulie`rement important pour nous, et peut servir de guide pour la compre´hension
de ce qui suit.

Chapitre 12
Espaces syme´triques
associe´s aux groupes
unitaires
12.1 Pre´liminaires
Soient p ≥ q deux entiers strictement positifs. Dans ce chapitre nous notons
G = SU(p, q), K = G∩U(p)×U(q) = S(U(p)×U(q)) et Dp,q = G/K, l’espace
syme´trique associe´. Remarquons que Dn,1 s’identifie a` l’espace hyperbolique
complexe. Nous re´alisons plus ge´ne´ralement Dp,q comme un domaine complexe
borne´
Dp,q = {Z ∈Mp,q(C) : tZZ < Iq}.
Nous noterons ge´ne´ralement D = Dp,q, a` moins que le contexte ne soit pas clair.
E´tant donne´ g ∈ G, on e´crit
g =
(
A B
C D
)
ou` A ∈Mp,p(C), B ∈Mp,q(C), C ∈Mq,p(C) et D ∈Mq,q(C). L’action de g sur
D est donne´e par
gZ = (AZ +B)(CZ +D)−1, Z ∈ D, g ∈ G.
Le groupe G agit transitivement sur D et le groupe d’isotropie de 0 est K. Sur
D, on a une me´trique kaehle´rienne de´finie par
tr((Ip − ZtZ)−1dZ(Iq − tZZ)−1dtZ).
L’espace D e´quipe´ de la me´trique riemannienne correspondante est un espace
syme´trique hermitien.
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Soit g0 (resp. k0) l’alge`bre de Lie de G (resp. K). Soit p0 le supple´mentaire
orthogonal de k0 dans g0 par rapport a` la forme de Killing. Les alge`bres de Lie
g0 et k0 ainsi que la forme de Killing ont e´te´ de´crites au Chapitre 4 dans le cas
q = 1. Rappelons que si, pour Z ∈Mp,q(C), nous notons
ξ(Z) =
(
0 Z
tZ 0
)
,
alors p0 = {ξ(Z) : Z ∈ Mp,q(C)}. La forme de Killing induit sur p0 le produit
scalaire Re(tr(ZtW )), ou` Re de´signe la partie re´elle d’un nombre complexe.
Nous identifions p0 avec l’espace tangent T0(D) a` D en 0. Pour Z ∈Mp,q(C),
soit τt la courbe τt = (exp tξ(Z))0. L’image de ξ(Z) dans T0(D) est le vecteur
tangent τ˙0 a` la courbe τt en t = 0. Sous cette identification, la me´trique rieman-
nienne g de D est induite par la forme de Killing :
g0(ξ(Z), ξ(W )) = Re(tr(Z
tW )).
12.2 Sous-espaces totalement ge´ode´siques
Si v ∈ Cn, ou` n = p+ q, nous de´composons v en
v =
(
v+
v−
)
, v+ ∈ Cp, v− ∈ Cq.
Soit g =
(
A B
C D
)
∈ G et Z ∈ D, on introduit les facteurs d’automorphie :
J(g, Z) =
(
l(g, Z) 0
0 j(g, Z)
)
, (12.2.1)
j(g, Z) = CZ +D, (12.2.2)
l(g, Z) = A− (gZ)C. (12.2.3)
L’action de g sur D peut alors prendre la forme suivante :
g
(
Z
Iq
)
=
(
gZ
Iq
)
j(g, Z), Z ∈ D.
Dans la suite, n = p + q et Q est la forme hermitienne sur Cn de matrice
(elle aussi note´e Q) :
(
Ip 0
0 −Iq
)
.
Soit V un sous-espace complexe de Cn positif par rapport a` Q. On associe a`
un tel espace un sous-groupe GV de G et une sous-varie´te´ DV de D de´finis par :
GV = {g ∈ G : g laisse invariant le sous-espace V },
DV = {Z ∈ D : tZv+ = v− pour tout v ∈ V }.
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Lemme 12.2.1 La sous-varie´te´ DV et le sous-groupe GV ont les proprie´te´s
suivantes.
1. Pour tout g ∈ G, gDV = DgV .
2. Le groupe GV agit transitivement sur DV .
3. La sous-varie´te´ DV est un sous-espace syme´trique totalement ge´ode´sique
de dimension complexe (p−r)q, ou` r = dimCV . En tant qu’espace syme´trique
DV est isomorphe a` Dp−r,q.
De´monstration. Il de´coule facilement des de´finitions que
DV =
{
Z ∈ D : tvQ
(
Z
Iq
)
= 0, pour tout v ∈ V
}
.
Alors si g ∈ G, Z ∈ DV et v ∈ V , on ve´rifie facilement que
0 = tvQ
(
Z
Iq
)
= tvtgQg
(
Z
Iq
)
= tgvQ
(
gZ
Iq
)
j(g, Z).
Donc tvtgQg
(
Z
Iq
)
= tgvQ
(
gZ
Iq
)
= 0 et le premier point est de´montre´.
Puis, il de´coule du The´ore`me de Witt et du premier point que l’on peut
supposer V = Cr. Dans ce cas,
DV =
{(
0
W
)
: W ∈Mp−r,q(C), tWW < Iq
}
et
GV =
{(
u 0
0 h
)
∈ G : h ∈ U(p− r, q), u ∈ U(r)
}
.
Et les points 2. et 3. du Lemme 12.2.1 s’en de´duisent facilement.
Soit e1, . . . , en la base standard de Cn. Fixons un entier 1 ≤ r < p et
soit V le sous-espace engendre´ par ep−r+1, . . . , ep. Nous e´tudions maintenant la
fonction distance d(Z,DV ) d’un e´le´ment Z ∈ D a` DV . E´tant donne´ Z ∈ D, nous
de´composons Z en
Z =
(
Z1
Z2
)
,
ou` Z1 ∈Mp−r,q(C) et Z2 ∈Mr,q(C). Le sous-espace DV est alors donne´ par
DV = {Z ∈ D : Z2 = 0}.
Un e´le´ment g ∈ GV s’e´crit comme matrice par blocs
g =
 A1 0 B10 u 0
C1 0 D1
 .
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Notons D1 l’espace
D1 = {W ∈Mp−r,q(C) : tWW < Iq}.
Le groupe GV agit transitivement sur D1 par :
gW = (A1W +B1)(C1W +D1)
−1, g ∈ GV , W ∈ D1.
L’action de GV sur D s’e´crit :
gZ =
(
gZ1
uZ2j(g, Z)
−1
)
, g ∈ GV , Z ∈ D. (12.2.4)
D’apre`s (12.2.4), il existe un e´le´ment g ∈ GV tel que gZ = Z ′ avec Z ′1 = 0.
La me´trique riemannienne de D e´tant G-invariante, d(Z,DV ) = d(Z ′,DV ) =
d(0, Z ′). Il nous suffit donc d’e´tudier la fonction distance d(0, Z) de 0 a` Z.
Lemme 12.2.2 Soit Z ∈ D, d = d(0, Z) et m le rang de ZtZ. Alors,
1. si m = 1, cosh2 d = (det(Ip − ZtZ))−1,
2. et en ge´ne´ral,
1
2m
ed ≤ (det(Ip − ZtZ))−1 ≤ e
√
md.
De´monstration. Il existe un unique Y ∈Mp,q(C) ve´rifiant
exp(ξ(Y ))0 = Z. (12.2.5)
La courbe exp(tξ(Y ))0, 0 ≤ t ≤ 1, est une ge´ode´sique joignant 0 a` Z. On a donc
d2 = tr(Y tY ).
Soit A (resp. B) une matrice hermitienne positive ve´rifiant
A2 = Y tY (resp. B2 = tY Y ).
Il de´coule des de´finitions que
exp(ξ(Y )) =
(
coshA
∑∞
k=0
A2k
(2k+1)!Y∑∞
k=0
B2k
(2k+1)!
tY coshB
)
.
Puisque A2kY = Y B2k, on de´duit de l’expression ci-dessus et de (12.2.5) que
ZtZ = tanh2(A) et donc que :
eA =
Ip +
√
ZtZ
(Ip − ZtZ)1/2
. (12.2.6)
Il de´coule facilement du fait que A est de rang m que
d ≤ tr(A) ≤ √md.
Puisque ZtZ < Ip, si l’on applique le de´terminant a` (12.2.6), on obtient le point
2. du Lemme. Si m = 1, d = tr(A) et le point de´coule encore de (12.2.6).
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Lemme 12.2.3 Soient hZ = (Iq − tZ1Z1)−1 et h˜Z = (Iq − tZZ)−1. Alors,
h˜gZ = j(g, Z)h˜Z
tj(g, Z), pour tout g ∈ G,
hgZ = j(g, Z)hZ
tj(g, Z), pour tout g ∈ GV .
De´monstration. Soit lZ = (Iq − tZZ). On a :
lZ = −(tZ Iq)Q
(
Z
Ip
)
= −(tZ Iq)tgQg
(
Z
Iq
)
= tj(g, Z)lgZj(g, Z).
Puisque h˜Z = l
−1
Z , on obtient la premie`re proprie´te´ annonce´e. Mais hZ =
h˜ Z1
0
 et pour tout g ∈ GV , j(g, Z) = j
(
g,
(
Z1
0
))
, d’ou` la seconde
proprie´te´ annonce´e.
Pour Z ∈ D, on introduit les fonctions A et B sur D de´finies par
A = det(Iq − tZZ) (12.2.7)
B = det(Iq − tZ1Z1). (12.2.8)
La fonction B est obtenue en restreignant la fonction A a` DV , puis en l’e´tendant
a` D tout entier de fac¸on constante dans la direction de Z2.
Lemme 12.2.4 La fonction BA est GV -invariante.
De´monstration. Cela de´coule imme´diatement du Lemme 12.2.3.
Nous pouvons maintenant estimer la fonction d(Z,DV ).
Proposition 12.2.5 Soient Z ∈ D et m le rang de la matrice Z2tZ2.
1. Si m = 1, (cosh d(Z,DV ))2 = BA .
2. En ge´ne´ral, on a :
4m
(
B
A
)
≥ e2d(Z,DV ),
et
e2
√
md(Z,DV ) ≥ B
A
.
De´monstration. Les fonctions BA et d(.,DV ) sont toutes deux GV -invariantes.
On a vu, cf. (12.2.4), que l’on pouvait se ramener a` ce que Z1 = 0 et donc
d(Z,DV ) = d(0, Z2). Mais alors, BA = (det(Iq − Z2tZ2))−1. Et la Proposition
de´coule alors du Lemme 12.2.2.
Nous aurons e´galement besoin dans la suite des expressions suivantes.
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Lemme 12.2.6 On a l’e´galite´
B
A
= det{Ir + Z2(Iq − tZZ)−1tZ2}
et l’ine´galite´
1 + r−1tr
(
Z2(Iq − tZZ−1tZ2
)
≥
(
B
A
)1/r
.
De´monstration. Remarquons d’abord que
Iq − tZ1Z1 = Iq − tZZ + tZ2Z2
= (Iq − tZZ)1/2
{
Iq + (Iq − tZZ)−1/2tZ2Z2(Iq − tZZ)−1/2
}
(Iq − tZZ)1/2.
On en de´duit que
B
A
= det
{
Iq + (Iq − tZZ)−1/2tZ2Z2(Iq − tZZ)−1/2
}
= det
{
Ir + Z2(Iq − tZZ)−1tZ2
}
.
Ce qui de´montre la premie`re partie du Lemme. Remarquons maintenant que la
matrice Z2(Iq − tZZ)−1tZ2 est positive. Notons λ1, . . . , λr ses valeurs propres
(re´elles positives). Alors,
1 +
1
r
tr
(
Z2(Iq − tZZ)−1tZ2
)
=
(1 + λ1) + . . .+ (1 + λr)
r
≥ {(1 + λ1) . . . (1 + λr)}1/r
= det
{
Ir + Z2(Iq − tZZ)−1tZ2
}1/r
=
(
B
A
)1/r
.
Remarquons qu’a` l’aide de la the´orie ge´ne´rale des espaces syme´triques (cf.
[48], [63]), on peut montrer que les seuls sous-espaces totalement ge´ode´siques de
l’espace hyperbolique complexe HnC = Dn,1 sont soit des sous-espacesDV comme
ci-dessus, soit des sous-varie´te´s totalement ge´ode´siques totalement re´elles. On ne
s’occupera ici que des premiers. En ce qui concerne les espaces syme´triques Dp,q,
il existe en ge´ne´ral d’autres sous-espaces totalement ge´ode´siques holomorphes
que ceux conside´re´s ci-dessus.
12.3 Croissance du volume
E´xaminons maintenant les champs de Jacobi e´manant de DV .(Une re´fe´rence
ge´ne´rale pour les champs de Jacobi est [81].)
Lemme 12.3.1 Soient Z ∈ DV , TZ(DV ) l’espace tangent a` DV en Z et TZ(DV )⊥
le supple´mentaire orthogonal de TZ(DV ) dans TZ(D). Soit Y un vecteur dans
TZ(DV )⊥ avec gZ(Y, Y ) = 1. Alors,
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1. les espaces TZ(DV ) et TZ(DV )⊥ sont invariants sous l’application R(., Y )Y ,
2. il existe λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0, l = max{r, q} tels que
– λ21 + . . .+ λ
2
l = 1,
– λi = 0, si i > min{r, q},
– l’ope´rateur R(., Y )Y|TZ(DV ) a pour valeurs propres
−λ21, . . . ,−λ21︸ ︷︷ ︸, −λ22, . . . ,−λ22︸ ︷︷ ︸, . . . ,−λ2q, . . . ,−λ2q︸ ︷︷ ︸,
2(p− r) 2(p− r) 2(p− r)
– l’ope´rateur R(., Y )Y|TZ(DV )⊥ a pour valeurs propres
−(λi − λj)2, −(λi + λj)2, 1 ≤ i ≤ r, 1 ≤ j ≤ q.
De´monstration. D’apre`s (12.2.4), on peut supposer que Z = 0 et Y = ξ
(
0
M
)
.
D’apre`s [63, Theorem 3.2, Chap. XI], e´tant donne´ X ∈ T0(D), le tenseur de
courbure est donne´ par :
R(X,Y )Y = −[[X,Y ], Y ]. (12.3.1)
Si X = ξ
(
N
0
)
∈ T0(DV ), un calcul simple donne alors
R(X,Y )Y = ξ
( −N tMM
0
)
. (12.3.2)
Si maintenant X = ξ
(
0
L
)
∈ T0(DV )⊥, un autre calcul simple a` l’aide de
(12.3.1) donne
R(X,Y )Y = ξ
(
0
−LtMM + 2M tLM −M tML
)
. (12.3.3)
Il de´coule de (12.3.2) et (12.3.3) que les espaces T0(DV ) et T0(DV )⊥ sont invari-
ants sous l’application R(., Y )Y . Remarquons que l’on peut toujours supposer
que M est de la forme
M =

λ1 . . . 0
...
. . .
...
0 . . . λq
0
 si r > q,
M =
 λ1 . . . 0... . . . ...
0 . . . λq
 si r = q,
M =
 λ1 . . . 0... . . . ...
0 . . . λr
0
 si r < q,
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avec λ1 ≥ . . . ≥ λl ≥ 0, l = max{r, q} et λi = 0 si i > min{r, q}. Puisque
λ21 + . . .+ λ
2
l = tr(M
tM) = g0(Y, Y ) = 1, le deuxie`me point du Lemme 12.3.1
de´coule alors des formules (12.3.2) et (12.3.3).
Soit τ une ge´ode´sique perpendiculaire a` DV . Nous pouvons maintenant
e´tudier les champs de Jacobi le long de τ . Soit τ = τt, ou` t est la longueur
d’arc de DV a` τt et Y = τ˙0. Dans la suite nous de´crivons les champs de Jacobi
X = X(t) le long de τ ve´rifiant
X(0) ∈ Tτ0(DV ) et ∇YX ∈ Tτ0(DV )⊥. (12.3.4)
L’e´quation de Jacobi est donne´e par
∇2τtX +R(X, τ˙t)τ˙t = 0.
D’apre`s le Lemme 12.3.1, les valeurs propres de R(., Y )Y sont ne´gatives.
Soit X0 ∈ Tτ0(DV ) un vecteur propre de R(., Y )Y pour la valeur propre −λ2
(λ ≥ 0). Soit Xt le transport paralle`le de X0 le long de τ . On peut ve´rifier que
X(t) = (coshλt)Xt (12.3.5)
est un champ de Jacobi le long de τ ve´rifiant (12.3.4). Soit L0 ∈ Tτ0(DV )⊥
un vecteur propre de R(., Y )Y pour la valeur propre −λ2 (λ ≥ 0). Soit Lt le
transport paralle`le de L0 le long de τ . On peut ve´rifier que
L(t) =
{
(sinhλt)Lt si λ 6= 0,
tLt sinon
(12.3.6)
est un champ de Jacobi le long de τ ve´rifiant (12.3.4). L’espace des champs de
Jacobi ve´rifiant (12.3.4) a pour dimension 2pq. Cet espace est engendre´ par les
champs de Jacobi construits ci-dessus.
L’espace D −DV se de´compose en un produit :
F×]0,+∞[
ou` F est l’hypersurface de D constitue´e des points a` distance 1 de DV et ou`
nous identifions un point (W, t) ∈ F×]0,+∞[ avec le point Z ∈ D a` distance t
de DV et tel que la ge´ode´sique passant par Z et W soit perpendiculaire a` DV .
Si S est un sous-ensemble mesurable de F , nous noterons ω(t, S) le volume
de {Z ∈ F × {t} : Z1 ∈ S}. D’apre`s (12.2.4), ω(t, S) = ω(t, gS) pour tout
g ∈ GV . On peut donc voir ω(t, S), pour chaque t, comme une mesure invariante
sur DV . Il existe alors une fonction f(t) telle que ω(t, S) = f(t)vol(S).
Lemme 12.3.2 Il existe une constante c telle que :
1. si r = 1,
ω(t, S) = cvol(S)(sinh 2t)(sinh t)2(q−1)(cosh t)2(p−1),
12.3. CROISSANCE DU VOLUME 157
2. en ge´ne´ral,
ω(t, S) ≤ cvol(S)(1 + tpq)e2(p+q−1)
√
mt),
ou` m = min{r, q}.
De´monstration. Si l’on e´crit ω(t, S) = f(t)vol(S), il nous faut estimer f(t), par
exemple en la comparant a` la constante f(1). Soit xs une courbe dans F . On
note xts le point (xs, t), x
t
(s) la courbe a` s fixe´ et x
(t)
s la courbe a` t fixe´. Les
courbes xt(s) sont des ge´ode´siques et x˙
(t)
s est un champ de Jacobi le long de
cette ge´ode´sique qui ve´rifie (12.3.4). Mais d’apre`s le Lemme 12.3.1 et (12.3.5),
(12.3.6), l’espace Txs(F) admet un base orthonorme´e re´elle
X1, . . . , X2(p−r), X2(p−r)+1, . . . , X4(p−r), . . . . . . , X2(p−r)q,
Y1, . . . , Y2rq−1
et il existe des re´els
λ1 ≥ . . . ≥ λl ≥ 0, l = max{r, q}
ve´rifiant :
1. λ21 + . . .+ λ
2
l = 1,
2. λi = 0 pour tout i > min{r, q},
3. au point (xs, t),
||X1|| = . . . = ||X2(p−r)|| = coshλ1tcoshλ1 ,
...
||X2(p−r)(q−1)+1|| = . . . = ||X2(p−r)q|| = coshλqtcoshλq ,
4. au point (xs, t), l’ensemble des ||Yj || pour 1 ≤ j ≤ 2rq − 1 (compte´es
avec multiplicite´s) co¨ıncide, a` une permutation pre`s, avec l’ensemble des
aij pour 1 ≤ i ≤ r, 1 ≤ j ≤ q et des bij pour 1 ≤ i ≤ r, 1 ≤ j ≤ q et
(i, j) 6= (1, 1) tels que
aij =
{
sinh(λi+λj)t
sinh(λi+λj)
, si λi + λj 6= 0,
t, si λi + λj = 0,
et bij =
{
sinh |λi−λj |t
sinh |λi−λj | , si λi 6= λj ,
t, si λi = λj .
On en de´duit alors facilement que
f(t) = f(1)
sinh 2t sinh2(q−1) t cosh2(p−1) t
sinh 2 sinh2(q−1) 1 cosh2(p−1) 1
si r = 1
et en ge´ne´ral qu’il existe une constante c telle que
f(t) ≤ c(1 + t2pq)e2(p+q−1)
√
mt,
ou` m = min{r, q}.
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Remarquons que la fonction BA est plus naturelle que la fonction distance
d(.,DV ). Dans la suite nous reprenons l’e´tude du volume a` l’aide de la fonction
B
A .
Notons d’abord que si g ∈ G et Z ∈ D,
d(gZ) = l(g, Z)dZj(g, Z)−1.
On sait que
det(l(g, Z)) = det(j(g, Z))−1.
Donc si l’on pose
{dZ} =
p∏
i=1
q∏
j=1
dZijdZij
et si g ∈ G,
{dgZ} = | det(j(g, Z))|−2(p+q){dZ}.
Puis d’apre`s le Lemme 12.2.3,
A(gZ) = | det(j(g, Z))|−2A(Z).
La forme volume invariante dvD de D s’e´crit donc
dvD = (
√−1)pqA−(p+q){dZ}. (12.3.7)
Si
(
Z1
0
)
∈ DV , soit FZ1 la fibre au-dessus de ce point dans le fibre´ D →
DV . On a donc :
FZ1 = {Z ∈ D : Z1 fixe´}.
Soit g ∈ GV l’e´le´ment
g =
 (Ip−r − Z1tZ1)−1/2 0 −(Ip−r − Z1tZ1)−1/2Z10 Ir 0
−(Iq − tZ1Z1)−1/2tZ1 0 (Iq − tZ1Z1)−1/2
 .
Alors g envoie FZ1 isome´triquement sur F0, et
g
(
Z1
Z2
)
=
(
0
Z2(Iq − tZ1Z1)−1/2
)
.
Sur F0, l’e´le´ment de volume est (
√−1)rq det(Iq − tZ2Z2)−(r+q){dZ2}, l’e´le´ment
de volume sur FZ1 est donc
dvF = (
√−1)rqA−r
(
B
A
)q
{dZ2}.
D’ou` il de´coule que
dvD =
(
B
A
)p−r
dvDV dvF , (12.3.8)
ou` dvDV = (
√−1)(p−r)qB−(p+q−r){dZ1} est la forme volume invariante sur DV .
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Lemme 12.3.3 On a les formules d’inte´gration :
1. ∫
D
As{dZ} =
(
2π√−1
)pq p∏
i=1
Γ(s+ i)
Γ(s+ q + i)
,
de`s que Re(s) > −1 ; et
2. ∫
ΓV \D
(
A
B
)s
dvD =
(
2π√−1
)rq r∏
i=1
Γ(s− p− q + i)
Γ(s− p+ i) vol(ΓV \DV ),
de`s que Re(s) > p+ q − 1.
De´monstration. On introduit tout d’abord f(s, p, q) =
∫
D A
s{dZ}. On de´duit
de (12.3.8), avec r = 1, la relation de re´currence
f(s, p, q) = f(s+ 1, p− 1, q)f(s, 1, q).
Mais,
f(s, 1, q) =
∫
∑
i |zi|2≤1
(1− (|z1|2 + . . .+ |zq|2))sdz1dz1 . . . dzqdzq
=
(
2√−1
)q ∫
∑
i(|xi|2+|yi|2)≤1
(1 − (|x1|2 + |y1|2 + . . .+ |xq|2 + |yq|2))sdx1dy1 . . . dxqdyq
=
(2π)q
(
√−1)qΓ(q)
∫ 1
0
(1− t)stq−1dt
=
(2π)qΓ(s+ 1)
(
√−1)qΓ(s+ q + 1) de`s que Re(s) > −1.
Alors le premier point du Lemme 12.3.3 de´coule d’une simple re´currence.
Concernant le deuxie`me point, il de´coule de (12.3.8) que l’inte´grale vaut∫
ΓV \D
(
A
B
)s+r−p
dvFdvDV .
Puisque AB et dvF sont GV -invariant, l’inte´grale∫
FZ1
(
A
B
)s+r−p
dvF
est inde´pendante de Z1. En Z1 = 0, sa valeur est∫
D2
det(Iq − tZ2Z2)s−p−q{dZ2},
ou` D2 = {Z2 : tZ2Z2 < Iq}. Le deuxie`me point du Lemme 12.3.3 de´coule donc
directement du premier point.
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12.4 Fonction distance a` l’hypersurface
Soit F la fonction distance ge´ode´sique a` la sous-varie´te´ DV . La fonction
Z 7→ F (Z) est bien e´videmment lisse pour Z ∈ D − DV . Nous notons ∇2F le
hessien de F . Rappelons que le hessien d’une fonction C2 F de D dans R est la
seconde de´rive´e covariante ∇2F de F , i.e.
∇2F (X,Y ) = X(Y F )− (∇XY )F,
pour n’importe quels champs de vecteursX , Y sur D et ou` ∇ est la connexion de
Levi-Civita` induite par la structure riemannienne de D. Le hessien ∇2F de´finit
donc un tenseur syme´trique de type (0, 2). Nous appelons valeurs propres du
hessien les fonctions qui a` chaque point de D associe les valeurs propres de la
matrice associe´e dans n’importe quelle base orthonorme´e de l’espace tangent a`
D au point x.
Proposition 12.4.1 Notons {γi(Z)}1≤i≤2pq les valeurs propres du hessien ∇2F .
Si Z ∈ D, m = min{r, q} et l = max{r, q}, il existe alors λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0
tels que
– λ21 + . . .+ λ
2
l = 1,
– λi = 0, pour tout i > m,
– quitte a` re´ordonner les γi(Z),
γ1(Z) = λ1 tanh(λ1F (Z)), . . . , γ2(p−r)(Z) = λ1 tanh(λ1F (Z)),
. . . . . . ,
γ2(p−r)(q−1)+1(Z) = λq tanh(λqF (Z)), . . . , γ2(p−r)q(Z) = λq tanh(λqF (Z))
et les γk(Z) pour 2(p− r)q + 1 ≤ k ≤ 2pq, sont (a` permutations pre`s) les
nombres ni,j et mi,j, pour 1 ≤ i ≤ r, 1 ≤ j ≤ q, tels que
ni,j =
{
(λi + λj) coth((λi + λj)F (Z)) si λi + λj 6= 0
1
F (Z) si λi + λj = 0
et
mi,j =

|λi − λj | coth(|λi − λj |F (Z)) si λi 6= λj
1
F (Z) si λi = λj et (i, j) 6= (1, 1),
0 si (i, j) = (1, 1).
De´monstration. Soit toujours τ une ge´ode´sique perpendiculaire a` DV avec τ = τt
ou` t est la longueur d’arc de DV a` τt. Soit Y = τ˙ . D’apre`s le Lemme 12.3.1, il
existe donc
– l re´els λ1 ≥ λ2 ≥ . . . ≥ λl ≥ 0 tels que λ21 + . . .+ λ2l = 1 et λi = 0, pour
tout i > m ;
– un champs de bases orthonorme´es le long de τ : {eα, fi,j , f ′i,j : 1 ≤ α ≤
2(p − r)q et 1 ≤ i, j ≤ 2rq} tel que pour tout entier 1 ≤ β ≤ q et pour
tout entier 2(β−1)(p−r)+1 ≤ α ≤ 2β(p−r) le vecteur eα(0) ∈ Tτ0(D) et
soit un vecteur (−λ2β)-propre de R(., Y )Y et que pour toute paire d’entiers
1 ≤ i, j ≤ 2rq le vecteur fi,j(0) (resp. f ′i,j(0)) ∈ Tτ0(D)⊥ et soit un vecteur
(−(λi + λj)2)-propre (resp. (−(λi − λj)2)-propre de R(., Y )Y .
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Nous supposerons de plus (ce que l’on peut bien e´videmment faire) que le vecteur
Y est e´gal au vecteur f ′1,1(0).
Alors d’apre`s (12.3.5) et pour tout couple d’entiers (β, α) ve´rifiant 1 ≤ β ≤ q
et 2(β − 1)(p− r) + 1 ≤ α ≤ 2β(p− r), les champs de vecteurs :
vα(t) = cosh(λβt)eα(t) (12.4.1)
sont des champs de Jacobi le long de τ ve´rifiant (12.3.4). Puis, d’apre`s (12.3.6)
et pour tout couple d’entiers (i, j) ve´rifiant 1 ≤ i ≤ r et 1 ≤ j ≤ q, les champs
de vecteurs :
wi,j(t) =
{
sinh((λi + λj)t)fi,j(t), si λi + λj 6= 0
tfi,j(t), si λi + λj = 0,
(12.4.2)
et
w′i,j(t) =
{
sinh(|λi − λj |t)f ′i,j(t), si λi 6= λj
tf ′i,j(t), si λi = λj ,
(12.4.3)
sont des champs de Jacobi le long de τ ve´rifiant (12.3.4). De plus, nous avons
vu que les champs de vecteurs (12.4.1), (12.4.2) et (12.4.3) forment une base
orthogonale de l’espace des champs de Jacobi le long de τ ve´rifiant (12.3.4). La
formule de la variation seconde [81] nous dit alors que le Hessien ∇2t(= ∇2F )
se diagonalise dans la base {eα}1≤α≤2q(p−r) ∪ {fi,j, fi,j} 1 ≤ i ≤ r
1 ≤ j ≤ q
. Et plus
pre´cisemment permet de calculer par exemple
∇2t(y)(eα, eα) = d
2
ds2 |s=0
L(τs),
ou` si τ va de x := τ0 ∈ DV a` y := τt(y), τs de´signe la ge´ode´sique minimisante
joignant DV au point expy(seα) et L(τs) sa longueur. Or, si α est un entier
compris entre 2(β− 1)(p− r) + 1 et 2β(p− r) pour un certain entier 1 ≤ β ≤ q,
le champ de vecteur vˆα =
vα
sinh(λβt(y))
est un champ de Jacobi le long de τ ,
perpendiculaire a` τ˙ et ve´rifiant : vˆα(t(y)) = eα(t(y)) et (12.3.4). La formule de
la variation seconde implique alors :
∇2t(y)(eα, eα) = < ∇vˆα(t(y)), vˆα(t(y)) >,
= λβ
sinh(λβt(y))
cosh(λβt(y))
.
De la meˆme manie`re, si (i, j) est un couple d’entiers ve´rifiant 1 ≤ i ≤ r et
1 ≤ j ≤ q, on obtient :
∇2t(y)(fi,j , fi,j) =
{
(λi + λj)
cosh((λi+λj)t(y))
sinh((λi+λj)t(y))
, si λi + λj 6= 0
1
t(y) , si λi = λj ,
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et
∇2t(y)(f ′i,j , f ′i,j) =

|λi − λj | cosh(|λi−λj |t(y))sinh(|λi−λj |t(y)) , si λi 6= λj
1
t(y) , si λi = λj et (i, j) 6= (1, 1),
0, si (i, j) = (1, 1).
Ce qui conclut la de´monstration de la Proposition 12.4.1.
La varie´te´D est, en plus de sa structure riemannienne, naturellement e´quipe´e
d’une structure complexe J : T ∗D → T ∗D induite par la multiplication par√−1
sur p. Nous avons e´quipe´D d’une me´trique hermitienne kaehle´rienne. On associe
naturellement a` cette dernie`re la 2-forme re´elle (i.e. qui est de bidegre´ (1, 1) et
a des coefficients re´els dans des coordonne´s re´elles)
−√−1∂∂ log det(Iq − tZZ).
On peut voir cette dernie`re comme l’oppose´e de la partie imaginaire de la
me´trique hermitienne de D. Remarquons que ce jonglage entre me´trique et 2-
forme diffe´rentielle est tout d’abord re´versible et, de manie`re ge´ne´rale applicable
a` tout 2-tenseur covariant hermitien, i.e. tout tenseur locallement de la forme∑
α,βHαβdz
αdzβ ou` Hαβ = Hβα. Comme d’habitude on confond la me´trique
avec la forme diffe´rentielle dans les e´nonce´s. Ainsi par exemple, si f est une fonc-
tion a` valeurs re´elles, l’assertion “∂∂f est de´finie positive” signifie re´ellement que
“le tenseur hermitien
∑
α,β
∂2f
∂zα∂zβ
dzαdzβ associe´ a`
√−1
2 ∂∂f est de´finie positif”.
Soit f une fonction re´elle sur la varie´te´ complexe D ; on de´finit sa forme de
Levi Lf par :
Lf = 2
∑
α,β
∂2f
∂zα∂zβ
dzαdzβ ,
qui est juste le tenseur hermitien associe´ a`
√−1∂∂f . Nous appelons valeurs
propres de la forme de Levi Lf les valeurs propres de la matrice hermitienne
associe´e au tenseur Lf dans une base orthonorme´e.
Rappelons le lien bien connu entre la forme de Levi de f et son hessien sur
une varie´te´ kaehle´rienne.
Lemme 12.4.2 Soit f une fonction re´elle sur une varie´te´ kaehle´rienne et soit
X0 =
1
2 (X −
√−1JX) un vecteur de bidegre´ (1, 0). Alors,
Lf(X0, X0) =
1
2
(∇2f(X,X) +∇2f(JX, JX)) .
Revenons maintenant a` notre fonction “distance a` DV ”, la fonction F . Il est
facile de ve´rifier que lorsque r ou q est e´gale a` 1 (i.e. m = 1) le hessien de F se
diagonalise dans une base J-invariante. On de´duit alors du Lemme 12.4.2 que
les valeurs propres de la forme de Levi de F sont
– si r = 1, les valeurs propres : coth(2F (Z)) avec multiplicite´ 1, tanhF (Z)
avec multiplicite´ p− 1, cothF (Z) avec multiplicite´ q − 1 et 0 avec multi-
plicite´ (p− 1)(q − 1) ;
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– si q = 1, les valeurs propres : coth(2F (Z)) avec multiplicite´ 1, tanhF (Z)
avec multiplicite´ p− r, cothF (Z) avec multiplicite´ r − 1.
Les valeurs propres de la forme de Levi de F sont, lorsque F (Z) tend vers
l’infini, plus proches les unes des autres que celles du hessien de F . Ceci sera
important pour nous dans la suite, l’importance de cette proprie´te´ pour l’e´tude
du spectre et de la cohomologie L2 a e´te´ mise en e´vidence pour la premie`re fois
dans [35] et les meˆmes raisons fondent son importance pour nous.
Lorsque m > 1, on l’a vu la “bonne” fonction tenant compte de la structure
complexe de DV n’est plus la fonction F mais la fonction BA (ou plutoˆt log
(
B
A
)
).
Dans la suite nous aurons besoin de connaitre les valeurs propres de sa forme
de Levi.
Proposition 12.4.3 Les valeurs propres de la forme de Levi de log
(
B
A
)
au
point Z ∈ D sont la valeur propre 1 avec multiplicite´ qr et chacune des valeurs
propres de (Iq − tZ1Z1)−1/2tZ2Z2(Iq − (Z1)tZ1)−1/2 avec multiplicite´ p− r. En
particulier, la valeur propre nulle intervient avec multiplicite´ (p− r)(q −m) ou`
m ≤ min{q, r} est le rang de la matrice Z2.
De´monstration. Nous ordonnons les coordonne´es de Z ∈ D par Z11, . . . , Z1q,
Z21, . . . , Z2q, . . . . . . , Zp1, . . . , Zpq. Alors, au point Z, la matrice des coefficients
de la me´trique kaehle´rienne est la matrice (Iq −
tZZ)−1
. . .
(Iq − tZZ)−1
 ˜(Ip − ZtZ)−1, (12.4.4)
et son inverse est (Iq −
tZZ)
. . .
(Iq − tZZ)
 ˜(Ip − ZtZ), (12.4.5)
ou` e´tant donne´X = (xij) ∈Mp(C), nous notons X˜ la matrice (xijIq) ∈Mpq(C).
Calculons maintenant la matrice de
√−1∂∂ log (BA). Remarquons tout d’abord
que
√−1∂∂ log
(
B
A
)
=
√−1∂∂ logB −√−1∂∂ logA.
La fonction BA estGV -invariante, d’apre`s (12.2.4) il nous suffit donc de de´terminer
la matrice de
√−1∂∂ log (BA) aux points Z tels que Z1 = 0. Il est bien connu [63]
que − logA (resp. − logB) est un potentiel pour la me´trique kaehle´rienne de D
(resp. DV ). Autrement dit −
√−1∂∂ logA s’identifie a` la me´trique de Kaehler
de D et sa matrice est donc (12.4.4) ; et −√−1∂∂ logB s’identifie a` la me´trique
de Kaehler de DV et sa matrice en Z1 = 0 est donc I(p−r)q. La matrice (Iq −
tZZ)1/2
. . .
(Iq − tZZ)1/2
 ˜(Ip − ZtZ)1/2, (12.4.6)
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est hermitienne et de carre´ la matrice (12.4.5), elle re´alise donc un changement de
base de la base donne´e par les coordonne´es canonique vers une base orthonorme´e
pour la me´trique. La matrice de
√−1∂∂ log (BA) dans cette nouvelle base et en
Z1 = 0 est donc 
tZ2Z2
. . .
tZ2Z2
Iqr
 .
Ce qui conclut la de´monstration de la Proposition 12.4.3.
Concluons cette section par un corollaire dont nous aurons besoin dans la
suite du texte.
Corollaire 12.4.4 Les valeurs propres de la forme de Levi de log
(
B
A
)
au point
Z ∈ D sont toutes positives, infe´rieures (ou e´gales) a` 1, et parmi celles-ci au
moins p+ qr − r tendent vers 1 lorsque BA (Z) tend vers l’infini.
De´monstration. On peut encore se ramener au cas Z1 = 0. Le Corollaire 12.4.4
de´coule alors facilement de la Proposition 12.4.3, puisque lorsque BA (Z) tend
vers l’infini, det(Iq − tZ2Z2) tend vers 0 et donc la plus grande valeur propre
de tZ2Z2 tend vers 1.
12.5 Se´ries de Poincare´
Soit φ une forme diffe´rentielle de degre´ l sur D. Nous notons ||φ|| (resp. ||φ||0)
la norme ponctuelle induite par la me´trique g (resp. la me´trique euclidienne).
Lemme 12.5.1 On a les ine´galite´s suivantes :
||φ||0 ≥ ||φ|| ≥ Al||φ||0,
ou` A = det(Iq − tZZ).
De´monstration. La forme de Kaehler de D, s’e´crit κ = tr((Ip − ZtZ)−1dZ(Iq −
tZZ)−1dtZ). Il est donc imme´diat que
tr(dZdtZ) ≤ κ ≤ A−2tr(dZdtZ).
Le Lemme 12.5.1 de´coule trivialement de ces dernie`res ine´galite´s.
Corollaire 12.5.2 Soit φ une forme diffe´rentielle GV -invariante de degre´ l.
Supposons que chaque coefficient de θ1 ∧ . . .∧ θl, avec θ1, . . . , θl ∈ {dZij , dZij :
1 ≤ i ≤ p 1 ≤ j ≤ q}, soit borne´ en
(
0
Z2
)
. Il existe alors deux constantes C1,
C2 > 0 telles que
C1 ≥ ||φ|| ≥ C2
(
A
B
)l
.
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De´monstration. D’apre`s (12.2.4), il suffit de le ve´rifier en
(
0
Z2
)
. Mais en(
0
Z2
)
, B = 1 et le Corollaire 12.5.2 de´coule alors du Lemme 12.5.1.
Soit Γ ⊂ G un sous-groupe discret sans torsion de type fini. Alors M = Γ\D
est une varie´te´ complexe hermitienne comple`te oriente´e de dimension (com-
plexe) pq. Une telle varie´te´ sera appele´e G-varie´te´ et, lorsque q = 1, varie´te´
hyperbolique complexe . Soit ΓV = Γ ∩ GV , et soit CV = ΓV \DV . On obtient
alors le diagramme commutatif suivant :
DV →֒ D
↓ ↓
CV = ΓV \DV i→ Γ\D =M
ou` l’application i est induite par l’inclusion de DV dans D. En ge´ne´ral, le groupe
ΓV est re´duit a` l’identite´. Dans la suite nous supposons que CV est de volume
fini (plus loin nous supposerons meˆme que CV est compacte). SoitMV = ΓV \D.
Remarquons que la fibration naturelle
π :
 D → DVZ 7→ ( Z1
0
)
induit une fibration, nous la notons e´galement π : MV = ΓV \D → ΓV \DV =
CV .
La Proposition 3 de [71] (ou le Lemme principal de [8]) implique(nt) le lemme
suivant.
Lemme 12.5.3 Il existe une suite {Γm} de sous-groupes d’indices finis dans
Γ, de´croissante pour l’inclusion, telle que
ΓV =
⋂
m∈N
Γm et Γ0 = Γ.
Si de plus Γ est un sous-groupe de congruence, on peut choisir les Γm de con-
gruence.
Le Lemme 12.5.3 implique que lorsque Γ est de type fini, la varie´te´M admet
une suite croissante {Mm} de reveˆtements finis telle que la suite {Mm} converge
uniforme´ment sur tout compact vers la varie´te´ MV (il suffit de poser Mm =
Γm\D). Nous appelons une telle suite de reveˆtements finis, une tour d’effeuillage
autour de CV . Dans la suite, nous supposons que M posse`de une telle tour et
notons Γm le groupe fondamental de Mm.
Nous allons travailler tout au long de cette partie avec des formes diffe´rentielles
sur D, MV ou Mm. Il sera plus commode de conside´rer toutes ces formes
diffe´rentielles comme de´finies sur D et invariantes sous l’action des groupes
{e}, ΓV ou Γm. E´tant donne´ un entier m0, un e´le´ment γ ∈ Γm0 et une forme
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diffe´rentielle ω surMm (avecm ∈ N∪{∞},m ≥ m0), nous pourrons notamment
parler de la forme diffe´rentielle γ∗ω.
Concluons ce chapitre par l’e´tude promise des se´ries de Poincare´.
Soient Z1, Z2 ∈ D, t ∈ R, t > 0. On introduit :
ν(Z1, Z2, t) := |{γ ∈ Γ : d(Z1, γZ2) ≤ t}|, (12.5.1)
et
N(Z, t) := |{γ ∈ ΓV \Γ : d(γZ,DV ) ≤ t}|. (12.5.2)
Lemme 12.5.4 Il existe une constante c1(Z) > 0 (qui de´pend de Γ) telle que
pour tout t > 0 on ait :
N(Z, t) ≤ c1(Z)
∫ t+1
0
(1 + t2pq)e2(p+q−1)
√
mtdt.
De plus on peut choisir c1(Z) de manie`re a` ce qu’elle soit borne´e sur les compacts
de D.
De´monstration. Soit ε un nombre re´el strictement compris entre 0 et 1 et suff-
isamment petit pour que
B(Z, ε) ∩B(γZ, ε) 6= ∅ ⇒ γ = e,
ou` B(Z, ε) de´signe la boule de rayon ε autour du point Z et e de´signe l’e´le´ment
neutre du groupe Γ. Dans la suite e´tant donne´e une sous-varie´te´ V de D, nous
noterons B(V , r) l’ensemble des points de D a` distance plus petite que r de V .
On a alors :
N(Z, t) ≤ |{[γ] ∈ ΓV \Γ : γ(B(Z, ε)) ⊂ B(DV , t+ ε)}|.
Mais, d’apre`s 12.2.4, si γ ∈ Γ ve´rifie que γ(B(Z, ε)) ⊂ B(DV , ε) quitte a` trans-
later γ par un e´le´ment de ΓV , on peut supposer que γ(B(Z, ε)) ⊂ B(S, ε), ou` S
est un domaine fondamental mesurable pour l’action de ΓV sur DV . On de´duit
alors du Lemme 12.3.2 :
N(Z, t) ≤ vol(B(S, t+ ε))
vol(B(Z, ε))
≤ c
vol(B(P, ε))
∫ t+ε
0
(1 + t2pq)e2(p+q−1)
√
mtdt.
Ce qui ache`ve la de´monstration du Lemme 12.5.4.
Remarquons que pour r = p, la de´monstration du Lemme 12.5.4 permet
d’estimer ν(Z1, Z2, t) uniforme´ment par rapport a` Z2. On obtient, en effet, que
pour tout Z2 ∈ D et pour t > 0,
ν(Z1, Z2, t) ≤ c1(Z1)
∫ t+1
0
(1 + t2pq)e2(p+q−1)
√
qtdt. (12.5.3)
On en de´duit la proposition suivante.
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Proposition 12.5.5 Soit K un compact de D. Alors il existe une constante
c2(K) (qui de´pend de Γ) telle que pour tout point Z1 ∈ K, tout point Z2 ∈ D et
t ≥ 0, on ait :∑
γ ∈ Γ
d(Z1, γZ2) ≤ t
e−(2(p+q−1+s)d(Z1,Z2) ≤ c2(K)
(
1 +
1
s
(
1 +
1
s2pq
))
,
pour tout s > 0.
De´monstration. D’apre`s (12.5.3), il existe une constante c1(K) telle que
dν(Z1, Z2, t) ≤ c1(K)(1 + (t+ 1)2pq)e2(p+q−1)
√
qtdt,
pour tout Z1 ∈ K, Z2 ∈ D et t > 0. On a donc :∑
γ ∈ Γ
d(Z1, γZ2) ≤ t
e−(2(p+q−1)
√
q+s)d(Z1,Z2) =
∫ t
0
e−(2(p+q−1)
√
q+2s−2)tdν(Z1, Z2, t)
= c1(K)
∫ t
0
(1 + (t+ 1)2pq)e−stdt.
Et la Proposition 12.5.5 de´coule d’un calcul simple et d’approximations grossie`res.
De manie`re analogue on de´montre la proposition suivante.
Proposition 12.5.6 Soit φ une forme diffe´rentielle ΓV -invariante de degre´ l
sur D. Si ||φ|| ≤ c (AB )(p+q−1)√m+ε, m = min{r, q} pour un re´el strictement
positif ε > 0, alors la se´rie ∑
ΓV \Γ
γ∗φ
converge uniforme´ment sur les compacts de D.
De´monstration. Commenc¸ons par remarquer que la norme ||γ∗φ|| au point Z
est e´gale a` la norme ||φ|| au point γZ. D’apre`s l’hypothe`se faite sur la norme de
φ,
∑
ΓV \Γ
||γ∗φ|| ≤ c
∑
ΓV \Γ
(
A
B
(γZ)
)(p+q−1)√m+ε
≤ c
4m
∑
ΓV \Γ
e−2((p+q−1)
√
m+ε)d(γZ,DV ),
d’apre`s la Proposition 12.2.5. On conclut alors facilement comme pour la Propo-
sition 12.5.5.

Chapitre 13
Construction de la forme
duale
13.1 Formes singulie`res de Bott et Chern
Soit X une varie´te´ complexe de dimension complexe m et E → X un fibre´
vectoriel holomorphe de rang q. Supposons fixe´e une section holomorphe v :
X → E telle que
1. l’ensemble Xv = {x ∈ X : v(x) = 0} des ze´ros de v soit non singulier de
codimension q, et
2. la section nulle de X dans E lui soit transverse.
Soit Cq(E) la forme de Chern maximale associe´e a` une structure hermitienne
fixe´e sur E. Dans [16], Bott et Chern montrent
Proposition 13.1.1 Il existe une forme diffe´rentielle τ de type (q − 1, q − 1)
sur X −Xv et a` valeurs re´elles telle que
∂∂τ = Cq(E).
La construction de τ que l’on va rappeler ci-dessous est explicite, remarquons
que τ doit ne´cessairement avoir des singularite´s le long de Xv. Il est bien connu
[63] que lorsqueX est compacte Cq(E) repre´sente la classe de cohomologie duale
a` la classe d’homologie [Xv]. Nous verrons que dans le cas non compact (celui
qui nous inte´resse dans la suite) cette dualite´ subsiste en un sens plus faible.
Rappelons le formalisme de Bott et Chern. En un point x ∈ X , soient Ex et
T ∗x respectivement la fibre de E au-dessus de x et la fibre de l’espace cotangent
holomorphe T ∗ au-dessus de x. On a alors les fibre´s Λpqrs → X , ou`
Λpqrs = Λ
pq(Ex ⊕ Ex)⊗ Λrs(T ∗x ⊕ T
∗
x).
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Notons Λ˜pqrs l’espace des sections C
∞ de Λpqrs. Une connexion affine sur E est
de´finies par la donne´e de deux ope´rateurs
∂ : Λ˜1000 → Λ˜1010, ∂ : Λ˜1000 → Λ˜1001
d = ∂ + ∂
ve´rifiant
d(a+ b) = da+ db, a, b ∈ Λ˜1000
d(fa) = df ⊗ a+ fda, f ∈ Λ˜0000.
Une connexion affine d est dite de type (1, 0) si ∂(a) = 0 pour toute section holo-
morphe a. Toute connexion affine de´finit bien e´videmment de manie`re unique
des ope´rateurs
∂ : Λ˜pqrs → Λ˜pq(r+1)s, ∂ : Λ˜pqrs → Λ˜pqr(s+1)
d = ∂ + ∂
ve´rifiant les propre´te´s usuelles.
Soit e = (e1, . . . , eq) un champs de base local. Alors,
de = eω = (e1, . . . , eq)(ωij) (13.1.1)
d2e = eΩ = (e1, . . . , eq)(Ωij), (13.1.2)
ou` ω, Ω sont respectivement les matrices de connexion et de courbure.
Il de´coule de (13.1.1) que
Ω = dω + ω ∧ ω. (13.1.3)
Remarquons que les e´le´ments de chaque fibre sont vus comme des vecteurs
colonnes. La q-ie`me forme de Chern de la connexion affine est la forme diffe´rentielle(√−1
2π
)q
det Ω.
Fixons maintenant une structure hermitienne sur E, i.e. un produit scalaire
hermitien 〈., .〉x sur chaque fibre Ex (x ∈ X) qui soit C∞ en x. E´tant donne´ un
champs de base local e = (e1, . . . , eq), notons
H = (hij), hij = 〈ei, ej〉. (13.1.4)
La structure hermitienne de´finit une unique connexion de type (1, 0) pour
laquelle on a
ω = H−1∂H et Ω = ∂(H−1∂H).
Afin de construire τ on se fixe une section holomorphe v du fibre´ E. Soient alors
α = dvdv = α ∈ Λ˜1111
K = −eΩH−1te = −(e1 . . . eq)ΩH−1
 e1...
eq
 = K ∈ Λ˜1111
yk = −yk = vvαk−1Kq−k ∈ Λ˜qqq−1,q−1, 1 ≤ k ≤ q,
sk = (vdv)α
k−1Kq−k ∈ Λ˜qqq,q−1, 1 ≤ k ≤ q,
wk = α
kKq−k ∈ Λ˜qqqq, 0 ≤ k ≤ q,
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et
s′k = |v|−2ksk, y′k = |v|−2kyk, w′k = |v|−2kwk
s′′k = s
′
k + ky
′
k∂ log |v|2, 1 ≤ k ≤ q,
uk = w
′
k + ks
′
k∂ log |v|2, 0 ≤ k ≤ q,
χ = (detH)−1/2e1 . . . eq,
ou` |v| est la norme de v.
Lemme 13.1.2 On a les formules de re´currence :
∂y′k = −s′′k −
k − 1
q − k + 1s
′′
k−1, (13.1.5)
∂s′k = uk +
k
q − k + 1uk−1. (13.1.6)
De´monstration. De´composons tout d’abord dv et d2v dans la direction de v et
de son supple´mentaire ortogonal :
dv = θv + β, θ ∈ Λ˜0010, β ∈ Λ˜1010,
d2v = |v|2(φv + γ), φ ∈ Λ˜0011, γ ∈ Λ˜1011,
θ = ∂ log |v|2, φ+ φ = 0.
Par re´currence, on obtient
αk−1 = αk−11 + (k − 1)αk−21 (vθβ + vθβ)
+(k − 1)2αk−21 vvθθ,
Kq−k = Kq−k1 + (q − k)(vγ + vγ)Kq−k−11
+(q − k)vvKq−k−21 {−K1φ+ (q − k − 1)γγ} ,
α1 = ββ.
D’ou` l’on de´duit que
sk = −kθyk + (q − k)vvβγαk−11 Kq−k−11 ,
1
q − kwk = vvα
k
1K
q−k−2
1 {−K1φ+ (q − k − 1)γγ}
+kvv(−θβγ + θβγ)αk−11 Kq−k−11
+
k2
q − k vvθθα
k−1
1 K
q−k
1 .
Puisque dK = 0 et d2v ∈ Λ˜1011,
∂yk = −sk − k − 1
q − k + 1 |v|
2sk−1 − (k − 1)
2
q − k + 1 |v|
2yk−1∂ log |v|2.
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D’ou` il de´coule l’e´galite´ (13.1.5). De meˆme, on a
1
|v|2 (∂sk − wk) =
k
q − k + 1wk−1 +
k(k − 1)
q − k + 1sk−1∂ log |v|
2.
Ce qui implique (13.1.6) et conclut la de´monstration du Lemme 13.1.2.
Remarquons qu’il de´coule de la de´monstration du Lemme 13.1.2 que
s′′q = 0 et uq = 0. (13.1.7)
On peut maintenant de´finir la forme singulie`re τ par :
cτχχ = −q
q−1∑
k=1
(−1)k
(
q − 1
k − 1
)(
1
k
+ . . .+
1
q − 1
)
y′k (13.1.8)
−q
q−1∑
k=1
(−1)k
(
q − 1
k − 1
)
y′k log |v|2, (13.1.9)
ou` c = (−1)q2/2−1q!(2π)q. On introduit e´galement les formes singulie`res ψk,
1 ≤ k ≤ q, et ψ de´finies par :
cψkχχ = s
′
k, 1 ≤ k ≤ q (13.1.10)
et
ψ =
q∑
k=1
(−1)k
(
q
k
)
ψk. (13.1.11)
Proposition 13.1.3 Sur X−Xv, les formes τ et ψ sont lisses (non singulie`res)
et ve´rifient ∂τ = ψ et ∂ψ = Cq(E).
De´monstration. On sait que
∂(χχ) = ∂(χχ) = 0.
L’identite´ ∂τ = ψ sur X −Xv de´coule donc de (13.1.5), (13.1.7) et (13.1.11).
L’e´quation (13.1.6) implique alors
∂
q∑
k=1
(−1)k
(
q
k
)
s′k = −Kq.
Puisque Cq(E) =
(
i
2π
)q
det(Ωij),
Kq = (−1)q2/2q!(2π)qCq(E)χχ.
Et l’identite´ ∂ψ = Cq(E) sur X −Xv s’en de´duit.
La signification ge´ome´trique de la forme diffe´rentielle ψ est contenue dans la
proposition suivante.
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Proposition 13.1.4 Soient Tε ⊂ X un voisinage tubulaire de rayon ε autour
de Xv et η une (m− q,m− q)-forme sur X. Alors,
lim
ε→0
∫
∂Tε
ψ ∧ η = −
∫
Xv
η.
De´monstration. Ce re´sultat est local, on peut donc supposer que X = Cm,
E = Cm × Cq → X est le fibre´ produit et que v(Z1, . . . , Zm) = (Z1, . . . , Zq).
Supposons maintenant que dans ces coordonne´es la structure hermitienne soit
donne´e par la matrice H = (hij). Choisissons un champ local de bases or-
thonorme´es (e1, . . . , eq). D’apre`s la construction ci-dessus, la forme diffe´rentielle
ψ a un poˆle d’ordre 2q−1 le long deXv qui apparaˆıt dans le terme ψq. Exprimons
la section v dans notre champ de base locale :
v =
q∑
λ=1
fλeλ
dv =
q∑
λ=1
(dfλ)eλ +
q∑
λ=1
q∑
j=1
(ωλjfj)eλ
et il de´coule de (13.1.10) que la forme ψq est e´gale a`
(−1)−q2/2+1+q (q − 1)!
(2π)q(f)2q
(df1∧. . .∧dfq)
(∑
λ
(−1)λ−1fλdf1 ∧ . . . ∧ ˆdfλ ∧ . . . ∧ dfq
)
plus des termes d’ordres infe´rieurs. Il s’ensuit que
lim
ε→0
ψq ∧ η = (−1)1+q
∫
Xv
η
et donc que
lim
ε→0
∫
∂Tε
ψ ∧ η = (−1)q lim
ε→0
∫
∂Tε
ψq ∧ η = −
∫
Xv
η.
13.2 Construction de la forme duale
On revient aux notations du chapitre pre´ce´dent, soit e1, . . . , en la base stan-
dard de Cn, n = p+ q. E´tant donne´ un entier 1 ≤ r < p, soit V un sous-espace
positif de dimension r pour la forme hermitienne Q et DV et GV comme au
chapitre pre´ce´dent. Soit encore Γ un sous-groupe discret et sans torsion de G et
ΓV = Γ ∩GV . On suppose de plus :
1. Γ\D compacte, et
2. ΓV \DV compacte.
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Comme au chapitre pre´ce´dent, il sera plus commode dans la suite de supposer
que le sous-espace V est le sous-espace engendre´ par ep−r+1, . . . , ep. Le groupe
GV agit sur D ×Mqr(C) par :
g(z,M) = (gz, tj(g, z)−1M tu).
En quotientant par le groupe ΓV , on obtient un fibre´ vectoriel EV = D ×ΓV
Mqr(C) au-dessus de ΓV \D. Ce fibre´ est naturellement muni de deux me´triques
hermitiennes, a` savoir :
〈M1,M2〉Z = tr(tM1hZM2)
et
〈M1,M2〉∼Z = tr(tM1h˜ZM2),
ou` hZ et h˜Z sont les matrices du Lemme 12.2.3. D’apre`s ce dernier, la me´trique
〈., .〉∼Z estG-invariante et la me´trique 〈., .〉Z estGV -invariante. Dans cette section
nous ne nous servirons que de la me´trique 〈., .〉∼. Enfin, le fibre´ EV nous arrive
e´quipe´ d’une section holomorphe canonique v : ΓV \D → EV
v(Z) = (Z, tZ2).
Il est clair que ΓV \DV = {Z ∈ Γ\D : v(Z) = 0}. On peut donc appliquer les
re´sultats de la section pre´ce´dente.
On verra Mqr(C) comme Mr(Mq(C)). E´tant donne´ une matrice carre´e A ∈
Mq(C), nous notons A[r] la matrice carre´e diagonale par bloc constitue´e de r
fois le bloc A. Alors la me´trique hermitienne 〈., .〉∼Z , de la fibre au-dessus de
Z, est donne´e par la matrice hermitienne de´finie positive H = h˜
[r]
Z par rap-
port au repe`re mobile standard e = (e1, . . . , er), ou` chaque ei est un vecteur
(e1i, e2i, . . . , eqi). Un calcul facile montre :
dh˜Z = h˜Zω1 +
tω1h˜Z , ω1 = d
tZZ(Iq − tZZ)−1.
Soit ω = ω
[r]
1 . On choisit maintenant une connexion me´trique telle que de = eω.
La forme de courbure est alors donne´e par
Ω = Ω
[r]
1 , Ω1 = −dtZ(Ip − ZtZ)−1dZ(Iq − tZZ)−1.
Lemme 13.2.1 Si g est un e´le´ment de G, on a :
g∗ω1 = tj(g, Z)−1ω1tj(g, Z) + tj(g, Z)−1dtj(g, Z)
et
g∗Ω1 = tj(g, Z)−1Ω1tj(g, Z).
De´monstration. Rappelons que
Iq − tZZ = tj(g, Z)(Iq − t(gZ)gZ)j(g, Z).
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En diffe´rentiant cette e´galite´, on obtient :
−dtZZ = dtj(g, Z)(Iq − t(gZ)gZ)j(g, Z)− j(g, Z)td(gZ)tgZj(g, Z),
puis
dt(gZ)gZ = tj(g, Z)−1dtZZj(g, Z)
−1
+ tj(g, Z)−1dtj(g, Z)(Iq − t(gZ)gZ),
et donc
dt(gZ)gZ(Iq−t(gZ)gZ)−1 = tj(g, Z)−1dtZZ(Iq−tZZ)−1tj(g, Z)+tj(g, Z)−1dtj(g, Z).
Ce qui de´montre la premie`re identite´ annonce´e par le Lemme 13.2.1. La deuxie`me
identite´ s’obtient alors en diffe´renciant la premie`re et en utilisant que Ω1 =
dω1 + ω1 ∧ ω1.
Dans la suite, pour simplifier les notations, notons
E =
 e11 . . . eq1... ...
e1r . . . eqr
 .
Dans le repe`re mobile standard, on a :
v = tr
(
EtZ2
)
,
dv = tr
(
EdtZZ(Iq − tZZ)−1tZ2 + EdtZ2
)
,
K = tr
(
EdtZ(Ip − ZtZ)−1dZtE
)
,
|v|2 = tr (Z2(Iq − tZZ)−1tZ2) .
Les formes τ , ψk et ψ de la section pre´ce´dente sont bien de´finies par les formules
(13.1.8), (13.1.10) et (13.3.4). Pour se rappeler dans la suite que ces formes sont
obtenues en conside´rant le produit hermitien 〈., .〉∼ dans la fibre, nous pre´fe`rons
les noter τ˜ , ψ˜k et ψ˜.
Proposition 13.2.2 Les formes ψ˜k et ψ˜ sont GV -invariantes.
De´monstration. Notons v(E,Z), dv(E,Z), K(E,Z) et χ(E,Z) les fonctions v,
dv,K et χ dont on pointe la de´pendance en les variables E et Z. D’apre`s (12.2.4)
et le Lemme 12.2.3, il est clair que, si g ∈ GV ,
v(E, gZ) = v(tuEtj(g, Z)−1, Z)
et
χ(E, gZ) = | det j(g, Z)|−rχ(E,Z).
Puis il de´coule du Lemme 13.2.1 que
dv(E, gZ) = dv(tuEtj(g, Z)−1, Z)
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et
K(E, gZ) = K(tuEtj(g, Z)−1, Z).
Puisque |v| est GV -invariant, d’apre`s la formule pour s′k donne´e dans la section
pre´ce´dente et les identite´s ci-dessus, on obtient :
s′k(E, gZ) = s
′
k(
tuEtj(g, Z)−1, Z)
= | detu|2q| det j(g, Z)|−2rs′k(E,Z)
= | det j(g, Z)|−2rs′k(E,Z);
et donc
g∗ψ˜k = ψ˜k
pour tout g ∈ GV . Puisque par de´finition, ψ˜ est une combinaison line´aire de ψ˜k,
la Proposition 13.2.2 est de´montre´e.
Rappelons maintenant que, d’apre`s le Lemme 12.2.6,
B
A
= det{Ir + Z2(Iq − tZZ)−1tZ2}.
La matrice Z2(Iq − tZZ)−1tZ2 est positive (au sens large), notons λ1, . . . , λr
ses valeurs propres (re´elles et positives). Remarquons que |v|2 = tr(Z2(Iq −
tZZ)−1tZ2) = λ1 + . . .+ λr . On en de´duit que
A
B
=
r∏
i=1
(1 + λi)
−1 ≥
r∏
i=1
(1− λi) ≥ 1−
r∑
i=1
λi = 1− |v|2,
autrement dit
C
B
≤ |v|2, C = B −A. (13.2.1)
De plus, la fonction (C/B)/|v|2 tend vers 1 lorsque v tend vers 0.
D’apre`s la Proposition 13.2.2, pour calculer les normes de ψ˜k et ψ˜ on peut
supposer que Z1 = 0. Il de´coule alors du Lemme 12.5.1 et de (13.2.1) que
||ψ˜k|| ≺
(
B
C
)k−1/2 (
B
A
)r+rq+k−1
ce qui implique que
||ψ˜|| ≺
(
B
C
)rq−1/2 (
B
A
)r+2rq−1
, (13.2.2)
ou` dans les deux dernie`res expressions, le signe ≺ signifie que l’on a une ine´galite´
≤ a` une constante positive pre`s.
E´tant donne´ un nombre complexe s, soit hs(t) la fonction de´finie par
hs(t) = −
∫ ∞
t
x−s(x− r)qr−1dx (Re(s) > qr).
On ve´rifie facilement que la fonction hs(t) ve´rifie :
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1. h′s(t) = t
−s(t− r)qr−1, et
2. hs(r) = −rqr−s Γ(s−qr)Γ(qr)Γ(s) .
On peut maintenant de´finir la forme diffe´rentielle ωs par
ωs =
−1
hs(r)
d
(
hs(r + |v|2)ψ˜
)
. (13.2.3)
D’apre`s l’expression de h′s,
ωs =
−1
hs(r)
{
2(r + |v|2)−s|v|2rq−1d|v| ∧ ψ˜ + hs(r + |v|2)dψ˜
}
.
Il est clair que les formes |v|2rq−1ψ˜k ∧ d|v| (k ≤ rq − 1) sont lisses (non sin-
gulie`res) et d’apre`s (13.1.7), la forme |v|2rq−1d|v| ∧ ψ˜rq est, elle aussi, lisse. Par
construction dψ˜ est lisse aussi. On en de´duit donc que la forme ωs est bien lisse
(non singulie`re). De plus, il de´coule du Lemme 12.2.6 et de (13.2.2) que
||ωs|| ≺
(
B
A
)r+q+2rq+1−r−1Re(s)
. (13.2.4)
D’apre`s la Proposition 13.2.2, la forme ωs est GV -invariante. On peut mon-
trer que la forme ωs, pour Re(s) >> 0, peut se voir comme la forme duale a`
ΓV \DV dans ΓV \D. Nous allons pre´ciser un peu ce re´sultat.
Soit d’abord µ une k-forme harmonique sur CV := ΓV \DV . On note ∗0
l’ope´rateur ∗ de Hodge de la varie´te´ CV relativement a` sa me´trique riemanni-
enne. La forme π∗(∗0µ) est alors une (2(p− r)q− k)-forme ferme´e sur D. On va
en fait construire la forme duale (dans un sens L2) a` la forme π∗(∗0µ).
Afin de de´crire ce que cela signifie, soit φ une forme lisse quelconque sur
ΓV \D de degre´ k. On suppose que
||φ|| ≺
(
A
B
)N
(13.2.5)
pour un certain entier N . Remarquons que la condition (13.2.5) est ve´rifie´e par
tout forme borne´e pour N = 0. D’apre`s (13.2.4) et le Lemme 12.3.3, l’inte´grale∫
ΓV \D(ωs ∧ π∗(∗0µ)) ∧ φ est absolument convergente pour Re(s) >> 0, la con-
stante ne de´pendant que de N .
The´ore`me 13.2.3 Soit φ une forme ferme´e, lisse, de degre´ k sur ΓV \D et
ve´rifiant la condition (13.2.5). Alors,∫
ΓV \D
(ωs ∧ π∗(∗0µ)) ∧ φ =
∫
CV
(∗0µ) ∧ φ (Re(s) >> 0).
De´monstration. La varie´te´ CV est une varie´te´ riemannienne comple`te. Soit x0
un point fixe de CV . Pout t > 0, soit Bt la boule ferme´e de centre x0 et de rayon
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t. Soit ∂Bt son bord et vol(∂Bt) son volume par rapport a` la me´trique induite.
Il est clair que ∫ ∞
0
vol(∂Bt)dt = vol(CV ) <∞.
D’ou` il de´coule que
lim
t→∞
vol(∂Bt) = 0. (13.2.6)
E´tant donne´ deux re´els strictement positifs t, ε > 0 et un re´el l >> 0, soit
N(t, ε, l) le sous-ensemble de ΓV \D constitue´ des projete´s des points Z =(
Z1
Z2
)
tels que
1.
(
Z1
0
)
∈ Bt,
2. |v(Z)| ≥ ε,
3. la distance, d(Z,DV ) de Z a` DV est infe´rieure ou e´gale a` l.
La condition (13.2.5) assure la convergence absolue de l’inte´grale et donc que∫
ΓV \D
(ωs ∧ π∗(∗0µ)) ∧ φ = lim
t→∞
lim
ε→ 0
l→∞
∫
N(t,ε,l)
(ωs ∧ π∗(∗0µ)) ∧ φ.(13.2.7)
Il est clair que
∂N(t, ε, l) = Fε ∪ Fl ∪ F∂ ,
ou`
Fε = {Z ∈ N(t, ε, l) : |v(Z)| = ε},
Fl = {Z ∈ N(t, ε, l) : d(Z,DV ) = l},
F∂ = {Z ∈ N(t, ε, l) :
(
Z1
0
)
∈ ∂Bt}.
Remarquons maintenant que
(ωs ∧ π∗(∗0µ)) ∧ φ = d
(−hs(r + |v|2)
hs(r)
(ψ˜ ∧ π∗(∗0µ)) ∧ φ
)
.
Le The´ore`me de Stokes implique donc :∫
N(t,ε,l)
(ωs ∧ π∗(∗0µ)) ∧ φ = −
∫
Fl
hs(r + |v|2)
hs(r)
ψ˜ ∧ π∗(∗0µ) ∧ φ
−
∫
Fε
hs(r + |v|2)
hs(r)
ψ˜ ∧ π∗(∗0µ) ∧ φ
−
∫
F∂
hs(r + |v|2)
hs(r)
ψ˜ ∧ π∗(∗0µ) ∧ φ.
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Notons Il, Iε et I∂ les trois inte´grales du membre de droite de l’e´galite´ ci-dessus.
D’apre`s (13.2.2), on peut supposer que
||hs(r + |v|2)ψ˜ ∧ π∗(∗0µ) ∧ φ|| ≺
(
B
C
)rq−1/2(
A
B
)a
avec a >> 0. Puis, d’apre`s le Lemme 12.3.2, il existe une constante b > 0
telle que vol(Fl) ≺ eblvol(Bt). Enfin, il de´coule de la Proposition 12.2.5 que
A
B ≺ e−2d(Z,DV ). On obtient donc que
Il ≺ vol(Bt)e(b−2a)l.
Puisque a >> 0, il en de´coule que
lim
l→∞
Il = 0. (13.2.8)
La de´monstration de la Proposition 13.1.4 implique
lim
ε→0
Iε = −
∫
Bt
(∗0µ) ∧ φ. (13.2.9)
Afin d’estimer |I∂ |, nous commen¸ons par inte´grer le long de la fibre. Soit η la
forme volume de ∂Bt. D’apre`s (12.3.8), ||η ∧ dvF || ≻
(
A
B
)c
pour une certaine
constante c. Puisque Re(s) >> 0, il de´coule de (13.2.2) et de la de´monstration
du Lemme 12.3.3 que
|I∂ | ≺ vol(∂Bt). (13.2.10)
Finalement, il de´coule facilement de (13.2.6)-(13.2.10) que∫
ΓV \D
(ωs ∧ π∗(∗0µ)) ∧ φ = lim
t→∞
∫
Bt
(∗0µ) ∧ φ =
∫
CV
(∗0µ) ∧ φ.
Nous notons :
Ω(s) = ωs ∧ π∗(∗0µ), (13.2.11)
que l’on appellera forme “duale” associe´e a` µ dans MV .
Dans le cas de l’espace hyperbolique complexe nous aurons besoin de nous
assurer que la forme Ω(s) peut-eˆtre choisie ∂ et ∂ ferme´e. C’est l’objet de la
section suivante.
13.3 Pre´cisions dans le cas hyperbolique com-
plexe
Dans la section pre´ce´dente, on a construit un fibre´ vectoriel EV au-dessus
de MV = ΓV \D. On a de plus e´quipe´ ce fibre´ de deux me´triques hermitiennes
〈., .〉 et 〈., .〉∼.
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La classe de Chern du fibre´ EV est un e´le´ment c ∈ H2r(MV ) dual au cycle
CV dans MV (au sens de la premie`re section). E´tant donne´ un repe`re mobile
holomorphe local e = (e1, . . . , er), soient
H = (hij), hij = 〈ei, ej〉
et
H˜ = (h˜ij), h˜ij = 〈ei, ej〉∼.
Chaque structure hermitienne de´termine de manie`re unique une connexion de
type (1, 0), dont les formes de connexion et de courbure sont, d’apre`s la premie`re
section, donne´es par :
ω = H−1∂H et Ω = ∂(H−1∂H),
ω˜ = H˜−1∂H˜ et Ω˜ = ∂(H˜−1∂H˜).
Nous supposons dore´navant q = 1 (autrement dit que D est l’espace hyper-
bolique complexe de dimension p). Les formes de connexions et de courbures
pour ces deux me´triques e´value´es au point
(
0
Z2
)
sont donc :
{
ω = (0)Ir
Ω = (∂∂ logB)Ir
et
{
ω˜ =
{− (BA) ∂ (BA)} Ir
Ω˜ = (∂∂ logA)Ir.
Il est connu (cf. [44]) que les 2r-formes(√−1
2π
)r
detΩ
et (√−1
2π
)r
detΩ˜
repre´sentent toutes deux la classe de Chern c ∈ H2r(MV ).
En suivant la me´thode de Bott et Chern rappele´e dans la premie`re section,
Tong et Wang [92] construisent deux formes ψ et ψ˜ sur MV − CV telles que
1. on a :
∂ψ =
(√−1
2π
)r
detΩ
et
∂ψ˜ =
(√−1
2π
)r
detΩ˜,
2. et en cohomologie :
∂[ψ] = c− [F ]
et
∂[ψ˜] = c− [F ].
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En suivant Tong et Wang, on remarque que si
ar = 1−
(
1− B
A
)r
et Cr =
√−1(2π)r
alors
π∗(∗0µ) ∧ ψ − arπ∗(∗0µ) ∧ ψ˜ = − 1Cr
∑r−1
t=0
∑r−1−t
λ=0 (−1)r+t+λ+1
(
r
t+ λ
)(
A
B
)t+λ−1−r
π∗(∗0µ) ∧ ∂
(
A
B
)
(∂∂ logA)t−1(∂∂ logB)r−t
(13.3.1)
est une forme non singulie`re.
Pour pouvoir former la se´rie the´ta de cette forme nous voulons obtenir une
forme ∂-ferme´e cohomologue a` cette dernie`re multiplie´e par un poids
(
A
B
)s
.
Comme dans [92] on introduit la forme suivante :
φ(s) =
(A
B
)s
s π
∗(∗0µ) ∧ ψ
+
[∑r
λ=1
(A
B
)s−λ
s−λ (−1)λ
(
r
λ
)]
π∗(∗0µ) ∧ ψ˜
+ (−1)
r−1
Cr
∑r−1
t=1
∑r−1−t
λ=0 (−1)t+λ
(
r
t+ λ
)
(AB )
s+t+λ−1−r
s+t+λ−1−r π
∗(∗0µ) ∧ ∂
(
A
B
)
(∂∂ logA)t−1(∂∂ logB)r−t.
(13.3.2)
La forme φ(s) est ∂-ferme´e et sa ∂-de´rive´e dansMV −CV s’e´tend de manie`re
lisse a` MV . On a :
∂φ(s) = 1Cr
{
(A
B
)s
s π
∗(∗0µ) ∧ (∂∂ logA)r
+
[∑r
λ=1(−1)λ
(
r
λ
)
(A
B
)s−λ
s−λ
]
π∗(∗0µ) ∧ (∂∂ logB)r
+(−1)r∑r−1t=1 ∑r−1−tλ=0 (−1)t+λ( rt+ λ
)
(A
B
)s+t+λ−1−r
s+t+λ−1−r π
∗(∗0µ) ∧ ∂∂
(
A
B
)
(∂∂ logA)t−1(∂∂ logB)r−t
}
.
(13.3.3)
La de´monstration de la Proposition 12.4.3 implique le lemme suivant.
Lemme 13.3.1 La norme ||∂∂ logA|| est constante et ||∂∂ logB|| est borne´e
par une constante. En particulier, on a :
||∂φ(s)||, ||φ(s)|| ≺
(
A
B
)Re(s)−r+ 2p−2r−k2
.
Proposition 13.3.2 Soit η une k-forme ferme´e et borne´e sur MV . Alors pour
Re(s) > 2r + k2 , la forme η ∧ ∂φ(s) est inte´grable sur MV , et∫
MV
η ∧ ∂φ(s) = κ(s)
∫
CV
η ∧ ∗0µ
avec
κ(s) =
(−1)rr!
s(s− 1) · · · (s− r) .
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De´monstration. On note toujours Ft l’image de Ft dans MV . Sur MV − CV ,
η ∧ ∂φ(s) = ∂{η ∧ φ(s)}. La formule de Stokes implique donc :∫
MV
η ∧ ∂φ(s) = lim
r→ 0
R→ +∞
{∫
F(R)
η ∧ φ(s) −
∫
F(r)
η ∧ φ(s)
}
.
Or sur CV ,
(
A
B
) ≡ 1 donc l’e´galite´ (13.3.2) et la proprie´te´ 2 de ψ et ψ˜
impliquent :
lim
r→0
∫
F(r)
η ∧ φ(s) = −

1
s
+
r∑
λ=1
(−1)λ
(
r
λ
)
s− λ

∫
F
η ∧ ∗0µ
= − (−1)
rr!
s(s− 1) · · · (s− r)
∫
F
η ∧ ∗0µ.
Il reste donc a` montrer que limR→+∞
∫
F(R) η∧φ(s) = 0. Mais pour Re(s) ≥
2r+ k2 + ε (ε > 0) d’apre`s la Proposition 12.2.5 et le Lemme 13.3.1, en un point
de F(R) on a :
||η ∧ φ(s)|| ≺ e−2(p+ε)R.
On conclut alors graˆce au Lemme 12.5.4.
On de´finit donc :
Ψ(s) =
(−1)rs(s− 1) · · · (s− r)
r!
∂φ(s). (13.3.4)
On peut montrer (cf. [92]) qu’a` un cobord pre`s dans la formule de Cr∂φ(s)
donne´e par (13.3.3), on peut remplacer la double somme par
(−1)r
r−1∑
t=1
r−1−t∑
λ=0
(−1)t+λ+1
(
r
t+ λ
)
(AB )
s+t+λ−r
s+ t+ λ− rπ
∗(∗0µ)∧(∂∂ logA)t−r(∂∂ logB)r−t+1
+(−1)r
r−1∑
t=1
r−1−t∑
λ=0
(−1)t+λ
(
r
t+ λ
)
(AB )
s+t+λ−r
s+ t+ λ− rπ
∗(∗0µ)∧(∂∂ logA)t(∂∂ logB)r−t.
On obtient ainsi une forme cohomologue a` Ψ(s) :
Ω(s) = (−1)
rs(s−1)···(s−r)
Crr!
∑r
λ=0
(−1)λ
(
r
λ
)
(A
B
)s−λ
s−λ π
∗(∗0µ) ∧ (∂∂ logA)r−λ(∂∂ logB)λ,
(13.3.5)
qui reste ∂ et ∂ ferme´e. Dans la suite nous appellerons Ω(s) la forme “duale”
associe´e a` µ dans MV .
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Concluons cette section en remarquant qu’il est e´galement possible de con-
struire une famille de formes duales ∂ et ∂ ferme´es dans le cas ge´ne´ral des
espaces syme´triques associe´s au groupe SU(p, q). Esquissons cette construction.
Revenons aux notations de la section pre´ce´dente. Notons ψk, ψ, . . . (resp. ψ˜,
ψ˜, . . .) les formes construites en suivant la premie`re section et pour la me´trique
hermitienne 〈., .〉 (resp. 〈., .〉∼). Il est facile de ve´rifier que :
ψ˜ = ψ −
q∑
k=1
(
q
k
)(
C
A
)k
ψk. (13.3.6)
En de´veloppant la formule (13.3.6), on obtient :
ψ˜ =
[∑q
j=1
(
q
j
)
(−1)j (BA)j]ψ
−∑q−1k=1 (( qk
)∑q−k
l=1
(
q − k
l
)
(−1)l (BA)l+k)((CB )k ψk) . (13.3.7)
Ce qui nous conduit a` de´finir la forme de´pendant d’un parame`tre s ∈ C :
Φ(s) = (A/B)
s+q
s+q C˜(E)−
[∑q
j=1
(
q
j
)
(−1)j (A/B)s+q−js+q−j
]
C(E)
+
∑q−1
k=1
((
q
k
)∑q−k
l=1
(
q − k
l
)
(−1)l (A/B)s+q−l−ks+q−l−k
)
∂
((
C
B
)k
ψk
)
.
(13.3.8)
Pour Re(s) ≥ 0, la forme Φ(s) est lisse sur D et ∂ et ∂ ferme´e. Nous montrons
finalement :
Proposition 13.3.3 Soit η une (q(p − 1), q(p − 1))-forme ∂ et ∂ ferme´e sur
ΓV \D de norme borne´e. Alors, pour Re(s) >> 1,∫
ΓV \D
Φ(s) ∧ η = κ(s)
∫
ΓV \DV
η,
ou` κ(s) = 1s+q −
∑q
j=1
(
q
j
)
(−1)j
s+q−j .
De´monstration. Soit
ψ(s) =
(A/B)s+q
s+ q
ψ˜ −
 q∑
j=1
(
q
j
)
(−1)j (A/B)
s+q−j
s+ q − j
ψ
+
q−1∑
k=1
((
q
k
) q−k∑
l=1
(
q − k
l
)
(−1)l (A/B)
s+q−l−k
s+ q − l − k
)((
C
B
)k
ψk
)
.
D’apre`s (13.3.7) on a ∂ψ(s) = Φ(s) sur D \DV . Soit T (r) le voisinage tubulaire
de rayon r de DV dans D. On a :∫
ΓV \D
Φ(s) ∧ η = lim
r → +∞
ε→ 0
[∫
∂T (r)
ψ(s) ∧ η −
∫
∂T (ε)
ψ(s) ∧ η
]
.
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Mais ||ψ(s)∧ η|| ≺ (A/B)Re(s) et, d’apre`s la Proposition 12.2.5, pour Re(s) >>
1,
lim
r→+∞
∫
∂T (r)
ψ(s) ∧ η = 0.
Enfin, d’apre`s la de´monstration de la Proposition 13.3.2,
lim
ε→0
∫
∂T (ε)
ψ(s) ∧ η = −κ(s)
∫
ΓV \DV
η.
Ce qui conclut la de´monstration de la Proposition 13.3.3.
On pourrait la` encore former une se´rie de Poincare´ et obtenir une famille
de formes duales Ω(s) ∂ et ∂ ferme´es meˆme dans le cas de l’espace syme´trique
associe´ au groupe SU(p, q).
13.4 Tours de reveˆtements finis
Nous conservons les notations des sections pre´ce´dentes. Nous supposons de
plus la varie´te´ M compacte. D’apre`s la Proposition 12.5.6 et le Lemme 13.3.1,
pour Re(s) >> 1 la se´rie
ωms =
∑
γ∈ΓV \Γm
γ∗Ω(s) (13.4.1)
converge uniforme´ment sur tout compact de D et de´finit une (2pq − k)-forme
ferme´e sur Mm. Le statut de “forme duale” de Ω(s) implique que pour toute
k-forme ferme´e η sur Mm on a :∫
Mm
ωms ∧ η =
∫
MV
Ω(s) ∧ η =
∫
CV
∗0µ ∧ η.
On obtient donc le the´ore`me suivant.
The´ore`me 13.4.1 Soit c un cycle de dimension k dans CV . Soit µ la k-forme
harmonique sur CV dont l’e´toile de Hodge est duale a` c. Alors pour Re(s) >> 1,
les formes ωms sur Mm forment une famille de formes ferme´es duales au cycle
c dans Mm.
Soit ∆ = δd + dδ, ou` δ est l’adjoint de d, l’ope´rateur laplacien que l’on
e´tend en un ope´rateur, toujours note´ ∆, agissant sur l’espace L2Ω2pq−k(D) des
(2pq−k)-formes de carre´ inte´grable sur D de fac¸on essentiellement auto-adjointe.
Alors le The´ore`me spectral s’applique et il existe une famille spectrale {Pλ :
λ ∈ [0,+∞[} associe´e a` ∆.
Notons Pλ(x, y) le noyau de Schwartz de Pλ. On a ∆ =
∫ +∞
0 λdPλ. A` toute
fonction f ∈ C0([0,+∞[), on associe l’ope´rateur
f(∆) =
∫ +∞
0
f(λ)dPλ.
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Le laplacien est un ope´rateur elliptique. Soit ω ∈ L2Ω2n−p(D). On a :
∆(f(∆)ω) = F (∆)ω
ou` F est la fonction qui a` x associe xf(x). D’apre`s le The´ore`me de re´gularite´ sur
les ope´rateurs elliptiques, la forme f(∆)ω est lisse. De plus, pour tout x ∈ D, il
existe une constante C(x, f,D) telle que :
|f(∆)ω|(x) ≤ C(x, f,D)||ω||L2(D).
En particulier, l’application{
L2Ω2pq−k(D) → L2Ω2pq−kx (D)
ω 7→ f(∆)ω(x)
est continue. D’apre`s le The´ore`me de Riesz, il existe donc f(∆)(x, .) ∈ L2Ω2pq−k(D)
tel que
f(∆)ω(x) =
∫
D
f(∆)(x, y)ω(y)dy.
De plus, pour tout compactK deD, ∫K×D ||f(∆)(x, y)||2dxdy ≤ ∫K C(x, f,D)2dx.
Donc f(∆)(., .) ∈ L2loc(D ×D). Or
(∆x +∆y)f(∆)(x, y) = 2F (∆)(x, y)
et l’ope´rateur ∆x +∆y est elliptique. Le The´ore`me de re´gularite´ elliptique im-
plique donc que f(∆)(x, y) est une fonction C∞ en x et y.
Sur les varie´te´s Mm et MV , nous notons le laplacien respectivement ∆m et
∆∞ ; de meˆme nous notons respectivement Pmλ et P
∞
λ les familles spectrales
associe´es. Si l’on de´signe, de manie`re cohe´rente avec les notations pre´ce´dentes,
le noyau de la chaleur sur les (2pq− k)-formes de D par e−t∆(x, y), il est connu
[34] que pour tout T > 0, il existe une constante α > 0 et une constante CT
(de´pendante de T ) telles que :
|e−t∆(x, y)| ≤ CT e−αd(x,y)
2/t, (13.4.2)
pour tout t ∈]0, T ].
Lemme 13.4.2 Pour t > 0 fixe´, la se´rie∑
γ∈Γ
|e−t∆(x, γy)|
converge uniforme´ment pour x ∈ D et y dans un compact vers une fonction
borne´e.
De´monstration. Soit K un compact de D et soit t un re´el strictement positif.
D’apre`s le Lemme 12.5.4, il existe une constante c1(K) telle que
ν(x, y,R) := |{γ ∈ Γ : d(x, γy) ≤ R}| ≤ c1(K)
∫ R+1
0
(1 + u2pq)e2(p+q−1)
√
qudu
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pour tout x ∈ D et y ∈ K.
Soient C = Ct et β = α/t. Alors, d’apre`s l’ine´galite´ (13.4.2), pour x ∈ D et
y ∈ K, on a :∑
γ ∈ Γ
d(x, γy) ≤ R
|e−t∆(x, γy)| ≤ C
∑
γ ∈ Γ
d(x, γy) ≤ R
e−βd(x,γy)
2
≤ C
(∫ R
0
e−βr
2
dν(x, y, r)
)
≤ C
(
[e−βr
2
ν(x, y, r)]R0 + 2β
∫ R
0
re−βr
2
ν(x, y, r)dr
)
≤ Cc2(K)
(
e−βR
2
∫ R+1
0
(1 + u2pq)e2(p+q−1)
√
qudu
+2β
∫ R
0
re−βr
2
∫ r+1
0
(1 + u2pq)e2(p+q−1)
√
qududr
)
.
Le Lemme de´coule de ces ine´galite´s en faisant tendre R vers l’infini et du fait
que la varie´te´ M est compacte.
On obtient alors que pour tout t > 0,
e−t∆m(x, y) =
∑
γ∈Γm
(γy)
∗e−t∆(x, y)
e−t∆∞(x, y) =
∑
γ∈ΓV
(γy)
∗e−t∆(x, y).
Et la convergence est absolue et uniforme pour x, y dans un compact. En par-
ticulier, le noyau de la chaleur e−t∆m(x, y) est Γm-invariant. De plus, puisque
d’apre`s le Lemme 12.5.3, ∩mΓm = ΓV et Γm+1 ⊂ Γm, on en de´duit que si t > 0
est fixe´,
e−t∆∞(x, y) = lim
m→+∞
e−t∆m(x, y)
uniforme´ment pour x et y dans un compact de D.
Le lemme suivant est une conse´quence du The´ore`me d’approximation de
Weierstrass.
Lemme 13.4.3 (cf. [33]) Soit f ∈ C0([0,+∞[). Alors f peut-eˆtre uniforme´ment
approche´e sur [0,+∞[ par une combinaison line´aire finie d’exponentielles e−tx,
t > 0.
De´monstration. On se restreint d’abord a` l’intervalle ]0,+∞[ et on effectue le
changement de variable y = e−x. Soit g(y) = f(x). Alors g ∈ C0(]0, 1[).
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Soit ε > 0, le The´ore`me d’approximation de Weierstrass donne un polynoˆme
proche de g :
|g(y)−
n∑
j=0
ajy
j | < ε/2.
Puisque g(0) = 0, on a |a0| < ε/2. Ainsi |g(y)−
∑n
j=1 ajy
j | < ε. Le changement
de variable inverse de y a` x implique que |f(x)−∑nj=1 aje−jx| < ε.
Comme Donnelly dans [34], montrons que ce lemme implique que :
f(∆∞)(x, y) = lim
m→+∞
f(∆m)(x, y),
pour tout f ∈ C0([0,+∞[) et uniforme´ment pour x, y dans un compact.
Soit f ∈ C0([0,+∞[). Soit ε > 0. Posons g(x) = f(x)ex pour x ∈ [0,+∞[.
Bien suˆr g ∈ C0([0,+∞[). D’apre`s le Lemme 13.4.3, il existe une suite gl(x)
de polynoˆmes en e−x qui approche uniforme´ment g(x). Alors pour x, y ∈ D et
m ∈ N, on a :
|f(∆∞)(x, y)− f(∆m)(x, y)| ≤ A1 +A2 +A3
ou`
A1 = |f(∆∞)(x, y)− (gl(∆∞)e−∆∞)(x, y)|,
A2 = |(gl(∆∞)e−∆∞)(x, y)− (gl(∆m)e−∆m)(x, y)|
et
A3 = |(gl(∆m)e−∆m)(x, y)− f(∆m)(x, y)|.
Le The´ore`me spectral pour ∆∞ implique que gl(∆∞) converge fortement vers
g(∆∞) (i.e. gl(∆∞)ω → g(∆∞)ω pour tout ω ∈ L2Ω2pq−k(MV )). Les noyaux de
Schwartz gl(∆∞)e−∆∞(x, y) convergent donc dans L2loc vers g(∆∞)e
−∆∞(x, y) =
f(∆∞)(x, y). Et le The´ore`me de re´gularite´ elliptique implique que l’on peut
choisir l suffisamment grand pour que A1 ≤ ε/3.
Notons maintenant {fmi }i≥0 une base orthonorme´e de L2Ω2pq−k(Mm) con-
stitue´e de formes propres pour ∆m et {λmi }i≥0 la suite des valeurs propres
(compte´es avec multiplicite´e) associe´es. Alors :
h(∆m) =
∑
i
h(λmi )f
m
i (x)⊗ fmi (y),
pour toute fonction continue h a` support compact dans R+. Donc :
A3 ≤ ( sup
λ∈R+
|g(λ) − gl(λ)|)×
∑
i
e−λ
m
i |fmi (x)||fmi (y)|
≤ (sup
λ
|g(λ)− gl(λ)|) ×
√
tr(e−∆m(x, x))
√
tr(e−∆m(y, y))
(d’apre`s l’ine´galite´ de Cauchy-Schwarz)
≤ K0(sup
λ
|g(λ)− gl(λ)|)
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ou` K0 est une constante inde´pendante de m que l’on obtient graˆce a` l’estime´e
(13.4.2) comme dans la preuve du Lemme 13.4.2 (on renvoie a` [33] pour plus
de de´tails). Ainsi, on peut choisir l suffisamment grand de manie`re a` ce que
A3 ≤ ε/3 pour tout m.
Fixons maintenant l de manie`re a` ce que A1 +A3 ≤ ε/3. D’apre`s le Lemme
12.5.3 et le Lemme 13.4.2, on a A2 ≤ ε/3 pour m suffisamment grand.
En conclusion, comme Donnelly dans [34], on a montre´ que :
f(∆∞)(x, y) = lim
m→+∞
f(∆m)(x, y),
pour tout f ∈ C0([0,+∞[) et uniforme´ment pour x, y dans un compact.
Lemme 13.4.4 Pour tout f ∈ C0([0,+∞[), la suite f(∆m)(x, y) converge vers
f(∆∞)(x, y) uniforme´ment pour x et y dans un compact. Et l’expression
|f(∆m)(x, y))− f(∆∞)(x, y)|
est uniforme´ment borne´e (inde´pendamment de m) pour x ∈ D et y dans un
compact.
De´monstration. En effet, pour tout x, y ∈ D et t > 0, on a :
|e−t∆∞(x, y)− e−t∆m(x, y)| ≤
∑
γ∈Γm−ΓV
|e−t∆(x, γy)|.
Puisque ∩mΓm = ΓV , le Lemme 13.4.4 pour la fonction f(.) = e−t. de´coule
du Lemme 13.4.2. On conclut la preuve (comme ci-dessus ou dans [34]) a` l’aide
du Lemme 13.4.3.
Remarquons que, puisque e−t∆m(., .) est Γm-bi-invariant, il en est de meˆme
pour f(∆m)(., .).
Proposition 13.4.5 Soient f ∈ C0([0,+∞[) et s ∈ C, Re(s) >> 1. Alors, la
suite f(∆m)ω
m
s converge vers f(∆∞)Ω(s) uniforme´ment sur les compacts.
De´monstration. Soit s ∈ C, Re(s) >> 1. Si Fm est un domaine fondamental
pour l’action de Γm sur D, on a :
f(∆m)ω
m
s (.) =
∫
Mm
ωms (x) ∧ ∗f(∆m)(x, .)dx
=
∫
Mm
 ∑
γ∈ΓV \Γm
γ∗Ω(s)(x)
 ∧ ∗f(∆m)(x, .)dx
=
∑
γ∈ΓV \Γm
∫
Fm
γ∗Ω(s)(x) ∧ ∗f(∆m)(x, .)dx
=
∑
γ∈ΓV \Γm
∫
γFm
Ω(s)(x) ∧ ∗f(∆m)(x, .)dx
(car f(∆m)(., .) est Γm-bi-invariant)
=
∫
MV
Ω(s)(x) ∧ ∗f(∆m)(x, .)dx.
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On obtient donc sur D :
f(∆m)ω
m
s (.)− f(∆∞)Ω(s)(.) =
∫
MV
Ω(s)(x) ∧ ∗f(∆m)(x, .)dx
−
∫
MV
Ω(s)(x) ∧ ∗f(∆∞)(x, .)dx
=
∫
MV
Ω(s)(x) ∧ ∗(f(∆m)(x, .) − f(∆∞)(x, .))dx.
De plus d’apre`s le Lemme 13.4.4, l’expression
|f(∆m)(x, y) − f(∆∞)(x, y)|
est uniforme´ment borne´e (inde´pendamment de m) pour x ∈ MV et y dans
un compact. Puisque la forme Ω(s) est dans L1, le The´ore`me de convergence
domine´e et le Lemme 13.4.4 impliquent que pour tout re´el ε > 0 et pour tout
compact K, il existe un entier m0 tel que pour tout m ≥ m0, les applications
f(∆m)ω
m
s et f(∆∞)Ω(s) sont ε-proches sur K. Ce qui ache`ve la de´monstration
de la Proposition 13.4.5.

Chapitre 14
Cohomologie L2 re´duite
Nous conservons dans ce chapitre les notations des chapitres pre´ce´dents.
Soient donc toujours G = SU(p, q) (p ≥ q), D l’espace syme´trique associe´, DV
le sous-espace totalement ge´ode´sique de D associe´ a` un sous-espace vectoriel
de dimension (complexe) r de Cp+q, GV le sous-groupe de G pre´servant DV
et ΓV un sous-groupe discret sans torsion et cocompact dans GV . Nous notons
CV = ΓV \DV etMV = ΓV \D. Dans la suite, nous notons Hkc (MV ), Hk2 (MV ) et
Hk2(MV ) de´signent respectivement le groupe de cohomologie a` support compact
de degre´ k de MV , le groupe de cohomologie L
2 re´duite de degre´ k de MV
et l’espace des k-formes harmoniques L2 de MV . Le but de ce chapitre est la
de´monstration du the´ore`me suivant.
The´ore`me 14.0.6 Pour tout entier, k < p + qr − r, on a les isomorphismes
naturels suivants :
Hk−2qr(CV ) ∼= Hkc (MV ) ≃→ Hk2 (MV ) ∼= Hk2(MV ).
Si de plus, q = 1, l’espace Hp2 (MV )
∼= Hp2(MV ) est de dimension infini et
l’application naturelle (Hp−r(CV ) ∼=)Hpc (MV )→ Hk2 (MV ) est injective.
La de´monstration pour q = 1 annonce´e dans [10] reposait sur une proposition
de Donnelly et Fefferman. La de´monstration de cette dernie`re telle qu’esquisse´e
dans [35] est fausse comme nous l’ont signale´s Gilles Carron et Nader Yeganefar
a` qui nous devont e´galement la re´fe´rence [76] qui nous permet dans ce chapitre
de de´montrer comple`tement le The´ore`me 14.0.6. Remarquons ne´anmoins que le
re´sultat principal de [76] repose encore sur un e´nonce´ (comple`tement de´montre´
cette fois) tire´ de [35]. Remarquons enfin que le cas q = 1 peut maintenant eˆtre
de´duit d’un re´sultat de Yeganefar [99].
Commenc¸ons par des rappels sur la cohomologie L2.
14.1 Rappels sur la cohomologie L2
SoitM une varie´te´ complexe hermitienne comple`te. Nous notons C∞0 (Λ
kT ∗M)
(resp. L2(ΛkT ∗M), etc...) l’ensemble des k-formes lisses a` support compact
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(resp. de carre´ inte´grable, etc...) dans M . De meˆme nous notons C∞0 (Λ
a,bT ∗M)
(resp. L2(Λa,bT ∗M), etc...) l’ensemble des formes lisse de bidegre´ (a, b) a` support
compact (resp. de carre´ inte´grable, etc...) dans M .
Commenc¸ons par oublier la structure complexe de M et par ne voir M que
comme une varie´te´ riemannienne comple`te. Le k-ie`me espace de cohomologie L2
(re´duite) de M est de´fini par
Hk2 (M) = {α ∈ L2(ΛkT ∗M) : dα = 0}/dC∞0 (Λk−1T ∗M)
L2
.
Un autre espace tre`s proche souvent conside´re´ est l’espace de cohomologie L2
non re´duite, qui, en degre´ k, est le quotient de {α ∈ L2(ΛkT ∗M) : dα = 0} par
{dα : α ∈ L2(Λk−1T ∗M), dα ∈ L2}, sans prendre d’adhe´rence. En ge´ne´ral,
cohomologies L2 re´duite et non re´duite sont diffe´rentes. Il y a ne´anmoins e´galite´
en degre´ k lorsque 0 n’est pas dans le spectre essentiel du laplacien ∆ sur les
formes diffe´rentielles de degre´ k. Dans la suite, “cohomologie L2” voudra dire
“cohomologie L2 re´duite”.
Il y a une interpre´tation de la cohomologie L2 en termes de formes har-
moniques. En effet, notons Hk2 l’espace des k-formes harmoniques L2 de M :
Hk2(M) = {α ∈ L2(ΛkT ∗M) : dα = δα = 0}
ou` δ est l’ope´rateur de´fini initialement sur les formes lisses a` support compact
comme l’adjoint de d. Comme M est comple`te, H∗2(M) est aussi le noyau L2
du laplacien ∆ = dδ + δd. Un fait important est la de´composition de Hodge-de
Rham-Kodaira [44] :
L2(ΛkT ∗M) = Hk2(M)⊕ dC∞0 (Λk−1T ∗M)⊕ δC∞0 (Λk+1T ∗M),
et de plus,
{α ∈ L2(ΛkT ∗M) : dα = 0} = Hk2(M)⊕ dC∞0 (Λk−1T ∗M).
On en de´duit que
Hk2 (M)
∼= Hk2(M).
Les re´sultats pre´ce´dents admettent bien entendu des analogues complexes.
Rappelons qu’une varie´te´ complexe hermitienne est dite comple`te si la varie´te´
riemannienne sous-jacente est comple`te. En remplac¸ant le complexe de de Rham
(K∗, d) de´fini par
Kk = {α ∈ L2(ΛkT ∗M) : dα ∈ L2}
par le complexe de Dolbeault (A∗, ∂) de´fini par A∗ = ⊕Aa,b ou`
Aa,b = {α ∈ L2(Λa,bT ∗M) : ∂α ∈ L2},
on de´finit les groupes de cohomologie L2 de bidegre´ (a, b). Autrement dit,
Ha,b2 (M) = {α ∈ L2(Λa,bT ∗M) : ∂α = 0}/∂C∞0 (Λa,b−1T ∗M)
L2
.
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Il y a la` encore une interpre´tation de la cohomologie L2 en termes de formes
harmoniques. Mais cette fois on utilise le laplacien complexe . Notons Ha,b2
l’espace des formes harmoniques L2 de bidegre´ (a, b) de M :
Ha,b2 (M) = {α ∈ L2(Λa,bT ∗M) : ∂α = ∂
∗
α = 0},
ou` ∂
∗
est l’ope´rateur de´fini intitialement sur les formes lisses a` support compact
comme l’adjoint de ∂. Comme M est comple`te, H∗2 est aussi le noyau L2 du
laplacien complexe  = ∂∂
∗
+ ∂
∗
∂. La` encore :
L2(Λa,bT ∗M) = Ha,b2 (M)⊕ ∂C∞0 (Λa,b−1T ∗M)⊕ ∂
∗
C∞0 (Λa,b+1T ∗M),
et de plus,
{α ∈ L2(Λa,bT ∗M) : dα = 0} = Ha,b2 (M)⊕ ∂C∞0 (Λa,b−1T ∗M).
On en de´duit que
Ha,b2 (M)
∼= Ha,b2 (M).
Rappelons [44] que lorsque M est une varie´te´ kaehle´rienne, le laplacien de
Hodge-de Rham ∆ est e´gal a` deux fois le laplacien complexe . On de´duit donc
des rappels ci-dessus la proposition suivante.
Proposition 14.1.1 Soit M une varie´te´ kaehle´rienne.
1. Sans autre hypothe`se, on a pour tout k une de´composition orthogonale
Hk2(M) =
⊕
a+b=k
Ha,b2 (M), Ha,b2 (M) = Hb,a2 (M).
2. Si de plus M est comple`te, il y a des isomorphismes canoniques
Hk2 (M)
∼=
⊕
a+b=k
Ha,b2 (M), H
a,b
2 (M) = H
b,a
2 (M).
14.2 The´orie de Hodge des varie´te´s kaehle´riennes
faiblement pseudoconvexes
Les varie´te´s kaehle´riennes comple`tes que nous conside`rerons seront faible-
ment pseudoconvexes. Rappelons qu’une varie´te´ complexe X est dite faiblement
pseudoconvexe s’il existe une fonction d’exhaustion psh ψ de classe C∞ sur X
1.
1Rappelons qu’une fonction ψ est dite psh (pluri-sous-harmonique) si sa forme de Levi est
semi-positive et est dite exhaustive si ψ(z) tend vers +∞ quand z tend vers l’infini suivant le
filtre des comple´mentaires de parties compactes de X.
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En particulier la fonction ψ(Z) = log BA (Z) (Z ∈ D) qui descend surMV fait
deMV une varie´te´ kaehle´rienne faiblement convexe. Le Corollaire 12.4.4 montre
de plus que cette dernie`re varie´te´ a un certain nombre de directions strictement
pseudoconvexes.
Nous allons dans cette section de´crire un the´ore`me de de´composition de
Hodge pour des varie´te´s kaehle´riennes faiblement pseudoconvexes ayant juste-
ment “suffisamment de directions strictement pseudoconvexes”. Suivant [2], une
varie´te´ complexe X sera dite absolument l-convexe si X posse`de une fonction
d’exhaustion psh ψ qui est fortement l-convexe sur le comple´mentaire X \ K
d’une partie compacte, i.e. telle que la forme de Levi de ψ a au moins n− l+ 1
valeurs propres positives en tout point de X \K, ou` n = dimCX .
Remarquons imme´diatement que d’apre`s le Corollaire 12.4.4, la varie´te´ MV
est en fait absolument ((p− r)(q − 1) + 1)-convexe.
Mous pouvons maintenant e´noncer le the´ore`me de de´composition de Hodge
pour les varie´te´s absolument l-convexe. Ce re´sultat est duˆ a` Ohsawa ; dans [31]
Demailly en donne une de´monstration simplifie´e.
The´ore`me 14.2.1 Soit X une varie´te´ kaehle´rienne et n = dimCX. On sup-
pose que X est absolument l-convexe. Alors, en des degre´s convenables, il y a
de´composition et syme´trie de Hodge :
Hk(X) ∼=
⊕
a+b=k
Ha,b(X), Ha,b(X) ∼= Hb,a(X), k ≥ n+ l,
Hkc (X)
∼=
⊕
a+b=k
Ha,bc (X), H
a,b
c (X) ∼= Hb,ac (X), k ≤ n− l,
tous ces groupes e´tant de dimension finie. (Hkc (X) et H
a,b
c (X) de´signent ici les
groupes de cohomologie a` support compact). De plus, on a un isomorphisme de
Lefschetz (induit par la multiplication par une puissance convenable de la forme
de Kaehler)
Ha,bc (X)
∼→ Hn−b,n−a(X), a+ b ≤ n− l.
Graˆce au The´ore`me 14.2.1 (et a` la Proposition 14.1.1) la de´monstration du
The´ore`me 14.0.6 se re´duit a` l’e´tude des groupes Ha,bc (MV ) et H
a,b
2 (MV ). C’est
ce que permet un the´ore`me d’Ohsawa et Takegoshi que nous de´crivons dans la
section suivante. Cette re´fe´rence nous a e´te´ fourni par Nader Yeganefar, nous
l’en remercions.
14.3 Un the´ore`me d’Ohsawa et Takegoshi
Dans [76, Theorem 4.1], Ohsawa et Takegoshi de´montrent le the´ore`me suiv-
ant.
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The´ore`me 14.3.1 Soit X une varie´te´ kaehle´rienne comple`te, n = dimCX et
l un entier naturel. Supposons qu’il existe une fonction d’exhaustion C∞ ψ :
X → R ve´rifiant les conditions suivantes.
1. Soient γ1 ≥ . . . ≥ γn les valeurs propres de la forme de Levi de ψ. Alors,
lim
c→+∞
sup
X\Xc
γ1 = 1 and lim
c→+∞
inf
X\Xc
γn−l+1 = 1.
2. La limite lorsque c tend vers l’infini, de l’infimum de la plus petite valeur
propre de ∂∂ψ − 8∂ψ∂ψ sur X \Xc est supe´rieure ou e´gale a` − 1100n .
Dans les condition ci-dessus Xc = {x ∈ X : ψ(x) < c}.
Alors, dimHa,b2 (X) <∞ et
Ha,b(X) ∼= Ha,b2 (X), pour a+ b ≥ n+ l.
Remarquons que beaucoup de constantes dans l’e´nonce´ ci-dessus sont ar-
bitraires. Quitte a` remplacer la fonction ψ par x 7→ λ−2ψ(λx), on peut par
exemple changer le 8 de la condition 2 par n’importe constante positive. La
condition 2 sera donc (en particulier) garantie de`s que les valeurs propres de la
forme de Levi de ψ seront toutes positives ou nulles (autrement dit ψ psh) et
que la norme de dψ sera uniforme´ment majore´e.
L’hypothe`se importante dans l’e´nonce´ du The´ore`me 14.3.1 est bien e´videmment
la condition 1. A` l’aide de celle-ci, la de´monstration du The´ore`me 14.3.1 repose
de manie`re essentielle sur une proposition de Donnelly et Fefferman que nous
de´crivons maintenant.
Soit M une varie´te´ complexe hermitienne comple`te de dimension complexe
n. Notons J : T ∗M⊗C→ T ∗M⊗C la structure presque complexe deM . Comme
d’habitude l’action de J s’e´tend en une action sur les formes diffe´rentielles sur
M et Jφ = ia−bφ, pour φ de type (a, b).
Supposons que F soit une fonction re´elle de classe C2 sur M . Comme dans
les autres chapitres nous notons dF et ∇2F respectivement la diffe´rentielle
exte´rieure de F et le hessien de F . Le hessien de´finit une transformation line´aire
syme´trique ∇2F : T ∗M → T ∗M .
Soit S : T ∗M → T ∗M une transformation line´aire syme´trique de valeurs
propres re´elles γ1, . . . , γn. On dit que S est compatible avec J si, pour chaque
vecteur propre vi, de valeur propre γi, de S, il existe un indice i
∗ tel que vi∗ = Jvi
soit aussi un vecteur propre, de valeur propre associe´e γi∗ . Soient µ1, . . . , µn les
nombres obtenus en moyennant γi et γi∗ pour i = 1, . . . , 2n. Autrement dit,
µ1 = (γ1 + γ1∗)/2, et si v1∗ 6= v2, alors µ2 = (γ2 + γ2∗)/2, et ainsi de suite...
Si φ est une forme diffe´rentielle sur M , nous notons |φ| la norme ponctuelle
de φ et ||φ||2L2 =
∫
M |φ|2 la norme L2 globale.
Proposition 14.3.2 Soit φ une forme diffe´rentielle dans C∞0 (Λ
a,bT ∗X). Soit
F une fonction re´lle C2 sur le support de φ et telle que la transformation
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line´aire ∇F soit syme´trique et compatible avec J avec pour valeurs propres
re´elles γ1, . . . , γ2n. Si |dF | ≤ 1, alors :
[||dφ||L2 + ||δφ||L2 ]||φ||L2 ≥
∫
M
[∑
µi − (a+ b)max
i
(µi)
]
|φ|2,
ou` µ1, µ2, . . . , µn sont les nombres obtenus en moyennant γi et γi∗ , pour i =
1, . . . , 2n.
Remarquons que Donnelly et Fefferman e´noncent une version a` bord de
cette proposition pour une forme diffe´rentielle φ ge´ne´rale de degre´ k (et non de
bidegre´ (a, b)). Nous ne savons pas si cette ge´ne´ralisation est vraie, si c’e´tait le
cas un argument classique de suite exacte a` la Cheeger permettrait de donner une
de´monstration directe du The´ore`me 14.0.6. Ne´anmoins comme nous l’ont signale´
Gilles Carron et Nader Yeganefar la de´monstration sugge´re´e par Donnelly et
Fefferman utilise que la composante de type (a, b) d’une forme diffe´rentielle de
degre´ k = a + b ve´rifiant la condition absolue au bord ve´rifie elle aussi cette
condition, ce qui est faux en ge´ne´ral.
La vertu essentielle de la Proposition 14.3.2 est de controˆler le spectre es-
sentiel de MV .
Soit ψ la fonction re´lle sur D de´finie par
ψ(Z) = log
(
B
A
)
(nous pourrions e´galement conside´rer ψ(Z) = d(Z,DV ) si min{r, q} = 1).
D’apre`s le Lemme 12.4.2 et le Corollaire 12.4.4, le hessien ∇2ψ de ψ est com-
patible avec J et les valeurs propres moyenne´es µ1(Z), . . . , µn(Z) ve´rifient qu’il
existe une constante c0 > 0 telle que pour tout Z tel que ψ(Z) > c0,∑
i
µi(Z)− (a+ b)max
i
(µi(Z)) ≥ 1/10, (14.3.1)
pour a+ b < p+ qr − r.
Remarquons que la fonction ψ est GV -invariante et descend donc en une
fonction surMV = ΓV \D. Dans la suite,X =MV etXc = {Z ∈ X : ψ(Z) < c}
pour tout re´el c > 0.
Lemme 14.3.3 Pour tout bidegre´ (a, b) tel que a + b < p + qr − r, le spectre
essentiel du laplacien sur les formes de bidegre´ (a, b) est isole´ de 0.
De´monstration. Il est bien connu que le spectre essentiel du laplacien ne de´pend
que de la ge´ome´trie a` l’infini. Or, la Proposition 14.3.2 et l’ine´galite´ (14.3.1)
impliquent que si ω est une forme diffe´rentielle de bidegre´ (a, b), a+b < p+qr−r,
a` support dans Xc0 alors :
[||dω||2 + ||δω||2]||ω||2 ≥
∫
X
[∑
µi − kmax
i
(µi)
]
|ω|2
≥ 1
10
||ω||22.
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Le spectre du laplacien a` l’infini (et donc le spectre essentiel) est donc isole´ de
0. Le Lemme 14.3.3 est de´montre´.
Le Lemme 14.3.3 est l’e´tape essentielle dans la de´monstration du The´ore`me
14.3.1. Il est naturel de se demander si dans l’e´nonce´ du The´ore`me 14.0.6 ou du
Lemme 14.3.3 le nombre p+qr−r est optimal. En ge´ne´ral on ne sait pas re´pondre
a` cette question. Peut-eˆtre la formule de Plancherel pour les espaces syme´triques
pseudoriemannienG/H peut-elle apporter une re´ponse. Remarquons ne´anmoins
le lemme suivant.
Lemme 14.3.4 Si q = 1, le spectre essentiel du laplacien sur les formes de
bidegre´ (a, b) avec a+ b = p est encore isole´ de 0.
De´monstration. C’est e´vident puisque, le laplacien complexe commutant aux
ope´rateurs ∂ et ∂
∗
, son spectre sur les formes de bidegre´ (a, b) est contenu dans
la re´union du spectre du laplacien sur les formes de bidegre´ (a, b−1), du spectre
du laplacien sur les formes de bidegre´ (a, b+1) et (e´ventuellement) de la valeur
propre 0. Mais par dualite´ de Hodge le spectre du laplacien sur les formes de
bidegre´ (a, b+ 1) co¨ıncide avec le spectre du laplacien sur les formes de bidegre´
(b, a− 1). Le Lemme 14.3.4 de´coule donc du Lemme 14.3.3.
14.4 De´monstration du The´ore`me 14.0.6
Commenc¸ons par appliquer le The´ore`me 14.3.1 a` la varie´te´MV en utilisant la
fonction d’exhaustion ψ(Z) = log BA (Z). D’apre`s le Corollaire 12.4.4 la condition
1 du The´ore`me 14.3.1 est ve´rifie´e pour l = (p − r)(q − 1) + 1, par ailleurs les
valeurs propres de la forme de Levi de ψ sont toutes positives (ou nulles) et la
norme de la diffe´rentielle de ψ est uniforme´ment borne´e, d’apre`s la remarque
suivant le The´ore`me 14.3.1 celui-ci s’applique a` MV . On en de´duit que pour
tout bidegre´ (a, b) tel que a+ b ≥ pq + (p− r)(q − 1) + 1, le groupe Ha,b2 (MV )
est de dimension finie et
Ha,b2 (MV )
∼= Ha,b(MV ).
On de´duit alors du The´ore`me 14.2.1 et de la Proposition 14.1.1 que
Hk2 (MV )
∼= Hk(MV )
pour tout k ≥ pq+(p−r)(q−1)+1. Puis par dualite´, il de´coule que l’application
naturelle
Hkc (MV )→ Hk2 (MV )
est un isomorphisme pour tout entier k ≤ p+ qr − r − 1.
On sait par ailleurs que Hk2 (MV ) est (en tout degre´ k) isomorphe a` Hk2(MV )
et puisque MV est home´omorphe au produit CV × Rqr, la formule de Ku¨nneth
implique que
Hk−2qr(CV ) ∼= Hkc (MV ),
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pour tout degre´ k. La premie`re partie du The´ore`me 14.0.6 est donc de´montre´e.
Supposons maintenant que q = 1. On a toujours l’isomorphisme Hp2 (MV )
∼=
Hp2(MV ). Le groupe Hp2(MV ) (p est ici la dimension re´elle moitie´ de MV )
ne de´pend que de la structure conforme de MV . Il est donc facile de ve´rifier
que l’espace Hp2(MV ) est de dimension infinie et que l’application naturelle
Hpc (MV )→ Hp2 (MV ) est injective.
Chapitre 15
De´monstrations des
The´ore`mes 4, 5 et 8
Comme l’indique le titre, le but de ce chapitre est la de´monstration des
The´ore`mes 4, 5 et 8. Ne´anmoins nous ne parlerons pas de l’espace hyperbolique
re´el i.e. du cas ou` G est un groupe alge´brique du type SO(n, 1). Dans ce
cas le The´ore`me 4 est en effet plus facile a` de´montrer et est de toute fac¸on
comple`tement traite´ dans [9].
15.1 De´monstration du The´ore`me 4
Nous conservons les notations des chapitres pre´ce´dents. Le but de cette sec-
tion est la de´monstration du the´ore`me suivant qui a` l’aide du Lemme 12.5.3
implique imme´diatement le The´ore`me 4.
The´ore`me 15.1.1 Soit M = Γ\D une varie´te´ compacte localement syme´trique
modele´e sur l’espace syme´trique D associe´ au groupe semi-simple G = SU(p, q).
Supposons que l’espace D contienne un sous-espace DV tel que la varie´te´ CV =
ΓV \DV , avec ΓV = Γ∩GV , soit compacte. Soit k un entier > 2pq− p− qr+ r,
ou e´gal a` p si q = 1. Supposons l’hypothe`se suivante ve´rifie´e :
(H) M admet une tour d’effeuillage autour de CV dont la premie`re valeur
propre non nulle du laplacien sur les (2pq − k)-formes ferme´es est uni-
forme´ment minore´e.
Alors, il existe un reveˆtement fini M̂ de M tel que
1. l’immersion de CV dans M se rele`ve en un plongement de CV dans M̂ ,
2. l’application induite :
Hk(CV )→ Hk(M̂)
est injective.
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De plus pour tout entier N et tout cycle c dans Hk(CV ), il existe un reveˆtement
fini MN de M contenant N pre´images de i(c) line´airement inde´pendantes dans
Hk(MN ).
Notons {Mm} la tour d’effeuillage fournie par l’hypothe`se (H).
Remarquons imme´diatement que le point 1. du The´ore`me 15.1.1 se de´montre
de la meˆme manie`re que le The´ore`me 1 de [8].
Fixons maintenant un cycle c non nul dans Hk(CV ). Soit µ la forme har-
monique sur CV telle que ∗0µ soit duale a` c dans CV . Dans la suite nous conser-
vons les notations des chapitres pre´ce´dents.
Fait 1. Soit s ∈ C, Re(s) >> 1. Alors, la suite Pm0 ωms converge uniforme´ment
sur tout compact de D vers P∞0 Ω(s).
En effet, soit λ un re´el strictement positif tel que la premie`re valeur propre
non nulle du laplacien sur les (2pq − k)-formes ferme´es de Mm (resp. M∞) soit
strictement supe´rieure a` λ (un tel λ existe d’apre`s l’hypothe`se (H)). On introduit
la fonction hλ ∈ C0([0,+∞[) qui vaut 1 sur l’intervalle [0, λ2 ], 0 sur l’intervalle
[λ,+∞[ et qui de´croit line´airement sur [λ2 , λ]. Puisque :
1. la seule valeur propre du laplacien sur les (2pq−k)-formes ferme´es de Mm
(resp. M∞) est strictement infe´rieure a` λ est 0,
2. l’espace des formes ferme´es est ferme´, et
3. les formes ωms et Ω(s) sont ferme´es,
on a :
h(∆m)ω
m
s = P
m
0 ω
m
s et h(∆∞)Ω(s) = P
∞
0 Ω(s).
Or, d’apre`s la Proposition 13.5.5 et pour s ∈ C, Re(s) >> 1, la suite
hλω
m
s converge vers hλΩ(s) uniforme´ment sur les compacts. Ce qui conclut
la de´monstration du Fait 1.
Fait 2. Soit s ∈ C, Re(s) >> 1. Alors, la forme harmonique P∞0 Ω(s) est non
nulle (et ne de´pend pas de s).
En effet, la forme Ω(s) repre´sente une classe de cohomologie dansH2pq−kc (MV )
(avec les notations du chapitre pre´ce´dent). Plus pre´cisement, d’apre`s le The´ore`me
13.2.3, cette classe est inde´pendante de s et correspond, via la dualite´ de Poincare´
H2pq−kc (MV ) ∼= Hk(V ) ∼= Hk(CV ), au cycle c dans CV . Elle est donc non nulle.
D’apre`s le The´ore`me 14.0.6 et puisque k > 2pq − p − qr + r, on a les iso-
morphismes naturels H2pq−kc (MV ) ∼= H2pq−k2 (MV ) ∼= H2pq−k2 (MV ), le projete´
harmonique L2, P∞0 Ω(s), dans H2pq−k2 est donc non nul (et ne de´pend pas de
s). Remarquons que lorsque q = 1 et k = p, l’application naturelle Hpc (MV )→
Hp2 (MV )
∼= Hp2(MV ) est encore injective et donc, la` encore, P∞0 Ω(s) 6= 0.
On peut maintenant de´montrer la premie`re partie du The´ore`me 15.1.1.
Par la dualite´ de Poincare´ et le The´ore`me de Hodge-de Rham, l’applica-
tion Hk(CV ) → Hk(Mm) correspond a` l’application µ 7→ Pm0 ωms allant des
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k-formes harmoniques sur CV vers les (2pq − k)-formes harmoniques sur Mm.
Mais, d’apre`s le fait 1, cette dernie`re converge simplement vers l’application,
injective d’apre`s le fait 2, des k-formes harmoniques sur CV vers H2pq−k2 (MV )
qui a` µ associe P∞0 Ω(s). Or Hk(CV ) est de dimension finie donc la convergence
est uniforme et pour m grand, l’application Hk(CV ) → Hk(Mm) est injective.
CommeMm est un reveˆtement fini deM , la premie`re partie du The´ore`me 15.1.1
est de´montre´e.
Pour montrer la deuxie`me partie du The´ore`me 15.1.1, nous allons d’abord
de´duire des faits pre´ce´dents un autre corollaire.
Proposition 15.1.2 On se place sous l’hypothe`se (H). Soit s ∈ C, Re(s) >> 1.
Supposons k > 2pq − p− qr + r (ou k = p si q = 1). Si P 00 ω0s 6= 0, il existe un
entier m ≥ 0 et un e´le´ment γ ∈ Γ tels que les formes harmoniques Pm0 ωms et
γ∗Pm0 ω
m
s soient line´airement inde´pendantes.
De´monstration. Nous montrons d’abord par l’absurde qu’il existe un entier m ≥
0 tel que la forme Pm0 ω
m
s ne soit pas invariante sous l’action de Γ. Soit m un
entier ≥ 0. Supposons que la forme Pm0 ωms soit invariante sous l’action de Γ.
Alors,
P 00 ω
0
s = [Γ : Γm]P
m
0 ω
m
s .
Or [Γ : Γm] tend vers l’infini avec m, donc P
m
0 ω
m
s tend vers 0 avec m ce qui
contredit les faits 1 et 2. Il existe donc un entier m ≥ 0 et un e´le´ment γ ∈ Γ tels
que les formes Pm0 ω
m
s et γ
∗Pm0 ω
m
s soient distinctes. Puisque∑
g∈Γm\Γ
g∗Pm0 ω
m
s =
∑
g∈Γm\Γ
g∗(γ∗Pm0 ω
m
s ) = P
0
0 ω
0
s 6= 0,
les formes Pm0 ω
m
s et γ
∗Pm0 ω
m
s sont en fait ne´cessairement line´airement inde´pendantes.
Ce qui ache`ve la de´monstration de la Proposition 15.1.2.
A` l’aide de la Proposition 15.1.2, nous pouvons maintenant conclure la
de´monstration du The´ore`me 15.1.1.
Soit k > 2pq−p− qr+ r (ou k = p si q = 1). Soit µ une k-forme harmonique
sur CV . Nous allons montrer par re´currence sur N ≥ 1 qu’il existe un reveˆtement
fini MN de M et N formes harmoniques de degre´ 2pq− k sur MN line´airement
inde´pendantes. Le The´ore`me 15.1.1 en de´coule imme´diatement.
Supposons qu’il existe un tel reveˆtementMN pour un certain N ≥ 1. Notons
ω1, . . . , ωN les N formes harmoniques inde´pendantes. On peut supposer que la
forme ω1 est la forme harmonique associe´e a` µ (qui est une forme harmonique sur
une pre´image de CV dans MN ). La Proposition 15.1.2 implique qu’il existe un
reveˆtement finiMN+1 deMN , une forme harmonique ωˆ1 surMN+1 et un e´le´ment
γ ∈ π1MN tels que les formes harmoniques ωˆ1 et γ∗ωˆ1 soient line´airement
inde´pendantes. Supposons qu’il existe N + 1 re´els α0, α1, . . . , αN tels que
α0ωˆ1 + α1γ
∗ωˆ1 + α2ω2 + · · ·+ αNωN = 0.
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Alors en moyennant par π1MN+1\π1MN , on obtient :
(α1 + α2)ω1 + [π1MN : π1MN+1]{α2ω2 + · · ·+ αNωN} = 0.
L’hypothe`se de re´currence implique donc :
α0 + α1 = α2 = . . . = αN = 0.
Et puisque les formes harmoniques ωˆ1 et γ
∗ωˆ1 sont line´airement inde´pendantes,
on obtient finalement que :
α0 = α1 = 0.
Enfin puisque le reveˆtement de MN+1 sur M est fini, on peut le supposer ga-
loisien, la forme γ∗ωˆ1 est alors de´finie sur MN+1. Ce qui ache`ve la re´currence
et la de´monstration du The´ore`me 15.1.1.
Remarquons que d’apre`s la section 13.3 et la de´monstration du The´ore`me
15.1.1, lorsque q = 1, on peut remplacer l’hypothe`se (H) par l’hypothe`se suivante
plus faible :
(H’) M admet une tour d’effeuillage autour de CV dont la premie`re valeur
propre non nulle du laplacien sur les (2pq − k)-formes ∂ et ∂ ferme´es est
uniforme´ment minore´e.
C’est cette hypothe`se que nous nous attacherons a` ve´rifier dans la de´monstration
du The´ore`me 5. Mais avant de passer a` la de´monstration de celui-ci, on fait un
petit aparte concernant les varie´te´s arithme´tiques.
15.2 Varie´te´s arithme´tiques
En ge´ne´ral, la classe des varie´te´s arithme´tiques est plus large que celle
des varie´te´s de congruences auxquelles les re´sultats de la premie`re partie s’ap-
pliquent.
Un sous-groupe discret Γ de SU(p, q) est dit arithme´tique s’il existe un
groupe Q-alge´brique G ⊂ GLN (R) pour un certain entier naturel N et un
homomorphisme continue et surjectif ρ : G→ SU(p, q) tels que :
1. le noyau de ρ soit un sous-groupe compact de G ;
2. l’image par ρ de G ∩ GLN (Z) soit commensurable avec Γ, i.e. l’inter-
section Γ∩ρ(G∩GLN (Z)) est d’indice fini dans Γ et dans ρ(G∩GLN (Z).
E´tant donne´ un sous-groupe arithme´tique de Γ de SU(p, q), on appelle sous-
groupe principal de congruence de Γ tout sous-groupe de la forme :
Γ(m) = Γ ∩ ρ(G ∩ ker(GLN (Z)→ GLN (Z/mZ))),
pour un certain entier naturel m. Plus ge´ne´ralement, on appelle sous-groupe
de congruence de Γ 1 tout sous-groupe de Γ contenant un sous-groupe princi-
pal de congruence. Remarquons qu’un sous-groupe de congruence d’un groupe
1La terminologie est dangereuse, voir la remarque qui suit.
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arithme´tique donne´ Γ n’est en ge´ne´ral pas un sous-groupe de congruence de
SU(p, q). Ceci n’est vrai que lorsque Γ est de´ja` un sous-groupe de congruence
de SU(p, q).
Enfin, on appelle varie´te´ arithme´tique tout quotient de l’espace D par un
sous-groupe arithme´tique sans torsion Γ de SU(p, q). Remarquons qu’une telle
varie´te´ est de volume fini. Les reveˆtements fini d’une varie´te´ aritme´tique obtenues
a` l’aide de sous-groupes de congruence (au sens ci-dessus) seront appele´s reveˆtements
de congruence.
Il existe des varie´te´s hyperboliques complexes de volume fini non arithme´tiques
pour n = 1, 2 et 3, construites par Mostow (cf. [74]). La question de l’existence
de varie´te´s hyperboliques complexes non arithme´tiques pour n ≥ 4 reste ou-
verte. Pour q > 1, toute varie´te´ localement syme´trique de volume fini modele´e
sur D est arithme´tique d’apre`s le ce´le`bre The´ore`me d’arithme´ticite´ de Margulis.
En revanche, la question de savoir si tous les sous-groupes arithme´tiques sont
de congruence est encore ouverte.(La question est, maintenant, essentiellement
re´duite au cas des groupes “exotiques” du Chapitre 10. Pour une discussion
de´taille´e voir Prasad [79].)
Rappelons maintenant qu’il existe effectivement des varie´te´s arithme´tiques
quotients de l’espace D associe´ au groupe SU(p, q). Soit K un corps de nombre
totalement re´el de degre´ m sur Q, soit O son anneau des entiers et soit Σ =
{σ1, . . . , σm} l’ensemble des plongements de K dans R. Soit K ′ = K(
√−1). On
e´tend chaque σ ∈ Σ en un plongement de K ′ dans C laissant √−1 fixe. Soit
h(z1, . . . , zn, zn+1) = a1|z1|2 + . . .+ ap|zp|2 − ap+1|zp+1|2 − . . .− ap+q|zp+q|2
une forme hermitienne diagonale avec ai ∈ K. Supposons que σ1h a pour sig-
nature (p, q) et que σih est de´finie positive pour i = 2, 3, . . . ,m. Le sous-groupe
Γ(h) de SLn+1(O(
√−1)) pre´servant h s’identifie a` un sous-groupe de SU(p, q).
Si Γ < SU(p, q) est un sous-groupe commensurable a` Γ(h), alors Γ est un groupe
arithme´tique (on obtient le morphisme ρ et le groupe G a` l’aide d’une restriction
des scalaires de K a` Q applique´e a` la structure K-alge´brique de SU(p, q) donne´e
par la forme hermitienne h). On appelle un tel groupe : groupe arithme´tique
standard (bien que cette appellation ne le soit pas elle meˆme). Quitte a` passer a`
un sous-groupe d’indice fini et graˆce a` un lemme classique de Selberg, on peut
supposer Γ sans torsion, il agit alors librement sur D et l’espace quotient est une
varie´te´ arithme´tique standard. Les varie´te´s arithme´tiques sont toutes compactes
sauf celles qui sont standard et telles que K = Q et h repre´sente ze´ro sur Q ;
dans ce cas elles sont de volume fini.
Remarquons que notre The´ore`me 5 est non vide en vertu du the´ore`me suiv-
ant.
The´ore`me 15.2.1 (Kazhdan [58], Shimura [90] et Borel-Wallach [15])
Soit M une varie´te´ hyperbolique complexe (donc associe´e au groupe SU(n, 1))
arithme´tique standard et soit N un entier naturel quelconque. Alors, M admet
un reveˆtement (fini) de congruence avec un premier nombre de Betti ≥ N .
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Autrement dit, si F est une varie´te´ hyperbolique complexe arithme´tique
standard compacte de dimension (re´lle) d, quitte a` passer a` un reveˆtement fini,
on peut supposer que Hd−1(F ) est non nul (et meˆme de rang arbitrairement
grand).
Montrons par ailleurs :
Proposition 15.2.2 Soit M = Γ\D une varie´te´ arithme´tique (resp. de con-
gruence). Supposons que D contienne un sous-espace DV tel que la varie´te´
CV = ΓV \DV , avec ΓV = Γ ∩ GV , soit compacte. Alors, la varie´te´ CV est
arithme´tique (resp. de congruence).
De´monstration. Le groupe Γ est arithme´tique, notons ρ et G comme dans la
de´finition d’un groupe arithme´tique. Soit H la composante connexe de l’e´le´ment
neutre du groupe :
ρ−1(GV ) ⊂ G ⊂ GLN (R).
Le groupe H est re´ductif et connexe, il est donc e´gal a` la composante connexe de
l’e´le´ment neutre de sa cloˆture de Zariski. De plus, le sous-groupe H ∩GLN (Z)
est un re´seau cocompact dans H car :
1. ρ(H ∩GLN(Z)) = ρ(G ∩GLN (Z)) ∩GV ,
2. le groupe ρ(G ∩GLN (Z)) est commensurable avec Γ,
3. le groupe ΓV = Γ ∩GV est cocompact dans GV , et
4. le noyau de ρ est compact.
Notons H ′ l’adhe´rence de Zariski de H∩GLN (Z) dans GLN (R). La composante
connexe de l’e´le´ments neutre (H ′)0 de H ′ est contenue dans H et, d’apre`s le
The´ore`me de densite´ de Borel, elle se surjecte surH/K ou`K de´signe un compact
distingue´ maximal de H .
Fait. Le groupe H ′ est Q-alge´brique.
En effet, soit Id l’ensemble des polynoˆmes de degre´ ≤ d s’annulant sur H ′.
Puisque H ∩ GLN(Z) est Zariski-dense dans H ′, un polynoˆme P de degre´ ≤ d
est dans Id si et seulement si P (h) = 0 pour tout h ∈ H ∩ GLN (Z). On voit
maintenant ces e´quations comme un syste`me d’e´quations homoge`nes line´aires,
une e´quation pour chaque h ∈ H ∩ GLN (Z), ou` les inconnues sont les r coef-
ficients de P et les coefficients de l’e´quation line´aire sont dans Z. Puisqu’il y
a r inconnus, on peut trouver r e´quations telles que les e´quations repre´sentent
le syste`me. Mais le noyau d’une matrice r × r a` coefficients dans Z ⊂ Q, vue
comme transformation line´aire de Rr, a une base constitue´e de vecteurs dans
Qr. Donc Id a une base constitue´e d’e´le´ments a` coefficients dans Q et, puisque
c’est vrai pour tout d, on obtient bien que H ′ est de´fini sur Q.
Finalement, la varie´te´ F est commensurable au quotientK ′\H ′/(H ′∩GLN (Z)),
c’est donc une varie´te´ arithme´tique. Enfin si Γ = G(Q) ∩ Kf pour un certain
sous-groupe compact-ouvert Kf ⊂ G(Af ), ΓV = H ′(Q) ∩Kf , la varie´te´ F est
donc de congruence lorsque Γ est un sous-groupe de congruence. Ce qui conclut
la de´monstration du The´ore`me 15.2.2.
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Remarquons que la de´monstration ci-dessus montre en fait que toute sous-
varie´te´ localement syme´trique d’une varie´te´ localement syme´trique arithme´tique
est arithme´tique. Ce fait est sans doute bien connu mais nous n’avons pas trouve´
de re´fe´rences dans la litte´rature.
Rappelons que les varie´te´s arithme´tiques forment en ge´ne´ral une classe plus
grande de varie´te´s que les varie´te´s de congruence. Ainsi, il existe des surfaces
hyperboliques arithme´tiques dont la premie`re valeur propre non nulle du lapla-
cien sur les fonctions est arbitrairement petite. De tels exemples peuvent par
exemple eˆtre obtenus en conside´rant un sous-groupe d’indice fini de SL(2,Z) se
surjectant sur Z et l’ensemble des ses sous-groupes de quotient fini. Ne´anmoins,
une fois une varie´te´ arithme´tique fixe´ on s’attend a` ce que l’ensemble de ses
reveˆtements de congruence soit soumis aux meˆmes genres de phe´nome`nes que
l’ensemble des varie´te´s de congruence. Illustrons par exemple ce principe vague
par la conse´quence suivante de la de´monstration de la “Conjecture τ” (cf. §2.1).
The´ore`me 15.2.3 Soit M une varie´te´ arithme´tique. Alors, la premie`re valeur
propre non nulle du laplacien sur les fonctions, reste uniforme´ment minore´e
dans les reveˆtements de congruence de M .
De´monstration. Lorsque M est de congruence c’est le The´ore`me 2.1.1. Pour
passer au cas arithme´tique ge´ne´ral, on utilise un re´sultat de Brooks [17] qui
montre que la proprie´te´ d’avoir une tour de reveˆtements fini {Mm} deM ayant la
proprie´te´ d’avoir une premie`re valeur propre non nulle sur le spectre du laplacien
sur les fonctions uniforme´ment minore´e est une propre´te´ combinatoire dans le
sens qu’elle ne de´pend que de la suite des graphes de Schreier des quotients
π1Mm/π1M pour un syste`me de ge´ne´rateur fini et fixe´ de π1M . Mais π1M
est commensurable au groupe fondamental d’une varie´te´ de congruence, et la
combinatoire de la tour {Mm} se comporte donc de la meˆme manie`re que la
combinatoire d’une tour de varie´te´s de congruence. D’ou` l’on de´duit le The´ore`me
15.2.3.
Remarquons que si dans le cas des varie´te´s de congruence les Conjectures
d’Arthur pre´voient des valeurs explicites pour la minoration du spectre, on ne
peut en espe`rer autant dans le cas des varie´te´s arithme´tiques puisque, comme
on l’a rappele´ au-dessus, il se peut que la varie´te´ arithme´tique M avec laquelle
on de´marre ait de´ja` une premie`re valeur propre non nulle du laplacien sur les
fonctions arbitrairement petite. Le The´ore`me 15.2.3 n’est donc pas un corollaire
imme´diat du The´ore`me 2.1.1. On ne sait d’ailleurs pas si le The´ore`me 3 qui traite
des 1-formes diffe´rentielles peut s’e´tendre (sans minoration explicite) au cas des
varie´te´s arithme´tiques. Cette question nous paraˆıt inte´ressante. Reformulons-la
de la manie`re suivante :
Question. La Conjecture A− implique-t-elle que pour toute varie´te´ hyper-
bolique re´elle ou complexe arithme´tique M de dimension (re´lle d) et pour tout
entier naturel i ≤ d2 −1, il existe une constante strictement positive ε(M, i) telle
que pour tout reveˆtement de congruence M ′ de M ,
λi1(M
′) ≥ ε(M, i) ?
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Nous allons maintenant pouvoir passer a` la de´monstration du The´ore`me
5. Celle-ci repose sur la ve´rification de l’hypothe`se (H’) qui ne´cessite quelques
rappels sur les varie´te´s kaehle´riennes que nous de´taillons dans la section suivante.
15.3 Rappels sur les varie´te´s kaehle´riennes
Dans cette section M est une varie´te´ kaehlerienne compacte. Nous avons
de´ja` rappele´ que le laplacien usuel et le laplacien complexe co¨ıncident (a` une
constante multiplicative pre`s). Dans cette section nous allons utiliser le laplacien
complexe :
 = −√−1{∂∂Λ− ∂Λ∂ + ∂Λ∂ − Λ∂∂},
ou` Λ est l’ope´rateur adjoint a` l’ope´rateur L de multiplication par la forme de
Kaehler. Plus pre´cisemment sur une varie´te´ complexe de dimension n, munie
d’une me´trique hermitienne
ds2 =
n∑
α,β=1
gαβdz
αdzβ ,
ou` l’on note (gα,β) l’inverse (gα,β)
−1 de la matrice (gα,β). Soit
ϕ =
1
p!q!
∑
ϕα1...αpβ1...βqdz
α1 ∧ . . . ∧ dzβq .
Alors
Λϕ =
1
(p− 1)!(q − 1)!
∑√−1gβαϕαβα2...αpβ2...βqdzα2 ∧ . . . ∧ dzβq , (15.3.1)
c’est a` dire,
(Λϕ)α2...αpβ2...βq =
∑
α,β
√−1gβαϕαβα2...αpβ2...βq
= (−1)p−1
∑
α,β
√−1gβαϕαα2...αpββ2...βq .
En particulier si ϕ est une forme de degre´ j,
− LΛϕ+ ΛLϕ = (n− j)ϕ. (15.3.2)
Un calcul simple montre alors que le laplacien  commute a` L. Enfin, remar-
quons que si ω est une forme ∂ et ∂ ferme´e, on a :
ω = ∂∂
√−1Λω. (15.3.3)
Proposition 15.3.1 Soit M une varie´te´ ka¨hlerienne compacte de dimension
complexe n. Notons λ la premie`re valeur propre non nulle du laplacien sur les
1-formes de M . Alors, la premie`re valeur propre non nulle du laplacien sur les
3-formes ∂ et ∂ ferme´es de M est ≥ λ.
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De´monstration. Soit λ la premie`re valeur propre non nulle du laplacien sur les
1-formes de M . Soit β une 3-forme µ-propre, ∂ et ∂ ferme´e de M . On peut
de´composer l’espace des 3-formes sur M comme somme orthogonale de
{Lα : α est une 1-forme sur M}
et de son supple´mentaire orthogonal. Quitte a` prendre des suites, on peut donc
e´crire :
β = Lα⊕⊥ γ.
Si Lα = 0, la forme γ est orthogonale a` l’image de L restreinte aux 1-formes
et donc par dualite´, on obtient que Λβ = 0. Et donc µ = 0 puisque β est ∂
et ∂ ferme´e. Enfin, si µ 6= 0, puisque le laplacien pre´serve la de´composition
orthogonale ci-dessus, on obtient que µ est une valeur propre du laplacien sur
les 1-formes, avec comme forme propre : α. Donc si µ 6= 0, on a ne´cessairement
µ ≥ λ. Ce qui conclut la de´monstration de la Proposition 15.3.1.
A` l’aide du The´ore`me 3, la Proposition 15.3.1 va nous permettre de ve´rifier
l’hypothe`se (H’) dans certains cas inte´ressants et de de´montrer le The´ore`me 5.
Concluons cette section de rappels sur les varie´te´s kaehle´riennes par un cas
particulier e´le´mentaire de la de´composition de Lefschetz.
Proposition 15.3.2 Soit M une varie´te´ ka¨hlerienne de dimension complexe
n. Alors, l’application Lk pour 1 ≤ k < n est injective des 1-formes sur les
(2k+ 1)-formes et envoie les formes harmoniques sur des formes harmoniques.
De´monstration. La premie`re partie est bien connue [44]. De plus, le laplacien 
commute a` L et la Proposition 15.3.2 est de´montre´e.
Soit
vbi(M) = sup{bi(M̂) : M̂ est un reveˆtement fini de M},
ou` i est un entier naturel infe´rieur a` la dimension de la varie´te´ M et bi(M)
de´signe le i-e`me nombre de Betti de M . On appelle vbi(M) le i-e`me nombre de
Betti virtuel de M . On de´duit de la Proposition 15.3.2 et du The´ore`me 15.2.1
le corollaire suivant.
Corollaire 15.3.3 Les varie´te´s hyperboliques complexes standard ont tous leurs
nombres de Betti virtuels infinis.
Le The´ore`me 5 permet de de´crire comment certaines classes non triviales en
homologie apparaissent ge´ome´triquement. Il est maintenant temps de passer a`
la de´monstration proprement dite du The´ore`me 5.
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15.4 De´monstration du The`ore`me 5
Soient M une varie´te´ hyperbolique complexe compacte de congruence de
dimension d + 2 et F une sous-varie´te´ complexe compacte connexe totalement
ge´ode´sique de dimension d et immerge´e dans M . On peut supposer, en concer-
vant les notations des chapitres pre´ce´dents, que M = Γ\D, F = ΓV \DV ou`
ΓV = Γ ∩GV .
D’apre`s le The´ore`me 15.1.1 pour conclure il nous faut construire une tour
d’effeuillage autour de F ve´rifiant l’hypothe`se (H’) pour k = d − 1. La varie´te´
M est de congruence, donc d’apre`s la Proposition 15.2.2, la varie´te´ F aussi.
Et il existe deux groupes Q-alge´briques H et G, avec H un Q-sous-groupe de
G, G(R) ⊂ GLN (R) (pour un certain entier N) et un morphisme continue a`
noyau compact ρ : G → SU(n, 1) tels que : l’image par ρ de G ∩ GLN (Z)
(resp. H ∩GLN (Z)) soit Γ (resp. ΓV ). On introduit par re´currence, la suite de
sous-groupes d’indices finis dans Γ :
Γ0 = Γ
et pour tout m ≥ 1,
Γm = ρ(p
−1
m (pm(H ∩GLN (Z)))) ∩ Γm−1,
ou` pm est la projection de GLN(Z) sur GLN (Z/mZ). Notons Mm = Γm\D.
La suite de reveˆtements finis {Mm} de M est une tour d’effeuillage autour de
F dans M ; cette tour est, de plus, constitue´e de reveˆtements de congruences.
Mais, d’apre`s le The´ore`me 3 et la Proposition 15.3.1, la premie`re valeur non
nulle du laplacien sur les 3-formes ∂ et ∂ ferme´es sur Mm est uniforme´ment
(par rapport a` m) minore´e. En particulier, l’hypothe`se (H ′) est ve´rifie´e pour
cette tour d’effeuillage et pour k = d − 1. Le The´ore`me 15.1.1 permet donc de
conclure la de´monstration du The´ore`me 5.
Le The´ore`me 5 permet la construction de 3-classes d’homologie non triv-
iales a` partir du The´ore`me 15.2.1 de la manie`re suivante. Si M est une varie´te´
hyperbolique complexe arithme´tique standard et de congruence de´finie par une
forme hermitienne h a` n variables (comme au §15.2), on obtient une sous-varie´te´
(immerge´e) F holomorphe totalement ge´ode´sique de codimension (complexe) 1
(qui est donc de congruence) en restreignant la forme h a` un (n−1)-plan. Quitte
a` passer a` un reveˆtement de congruence de M (et donc de F ), on peut supposer
que H2n−3(F ) est non trivial, d’apre`s le The´ore`me 15.2.1. Alors, le The´ore`me
5 permet de relever cette classe d’homologie dans F en une classe d’homologie
non triviale dans un reveˆtement fini de M .
Bien suˆr, par de´finition des groupesH∗(Sh0G), le Corollaire 1 de´coule imme´diatement
du The´ore`me 5. Enfin, en remplac¸ant le The´ore`me 3 par le Corollaire 5.4.2, la
de´monstration du The´ore`me 5 s’e´tend au groupe SU(p, q). On en de´duit le
the´ore`me suivant qui implique imme´diatement le The´ore`me 8.
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The´ore`me 15.4.1 Soit M = Γ\D une varie´te´ compacte localement syme´trique
de congruence modele´e sur l’espace syme´trique D associe´ au groupe semi-simple
G = SU(p, q), avec p ≥ q ≥ 2. Supposons que l’espace D contienne un sous-
espace DV tel que la varie´te´ CV = ΓV \DV , avec ΓV = Γ ∩ GV , soit compacte.
Soit k un entier > 2pq − p− q + 1. Alors, il existe un reveˆtement fini M̂ de M
tel que
1. l’immersion de CV dans M se rele`ve en un plongement de CV dans M̂ ,
2. l’application induite :
Hk(CV )→ Hk(M̂)
est injective.
De plus, pour tout entier N et tout cycle c dans Hk(CV ), il existe un
reveˆtement finiMN deM contenant N pre´images de i(c) line´airement inde´pendantes
dans Hk(MN).
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