Rainfall amounts and water surface elevation are considered as one of the most important climatic parameters. Because these two parameters will have a direct impact on water resources management decisions such as meet the water needs and prevent flooding. But in some cases, for some reason all time series data are not fully recorded. To fill the gaps in the data, several interpolation methods currently used. One of these methods is regression analysis as a statistical method. By using regression, we can determine the mathematical relationship coefficients between inputs and outputs. By achieving the equation, we can obtain the unknown quantities. In this research, the daily data between 2005 to 2015 for 5 Rain-gauge stations and 3 elevation measurement of water surface stations in the Klang River Basin were used. The main goal was to find the missing value of the water level in the mentioned three stations by rainfall and water level data. To evaluate the obtained results, Multiple R, R 2 , and Standard Error were used. The results indicate that the standard error in normalized data was less than the regular data. Multiple r values for the Klang at Taman Sri Muda1, Klang at Jam, Sulaiman, WP and Klang at Emp Genting Klang, WP are 0.35, 0.42 and 0.28, respectively. 
INTRODUCTION
Recently, researchers attention has been drawn to analyzing the time series of rainfall [1] ,water level of river [2] , temperature, sunshine hours, etc in order to investigate climate parameters [3] . Considerable changes in rainfall or water surface level directly effect on environmental concerns such as drought and flood [4] . Nonetheless, not all the hydrological data or climate data are available in most real issues, because data collection is not often fully carried out in the scientific research. Among the various reasons for the lack of some data can be pointed out to considering unimportant data while entering, being some flaws in the data recording equipment, lack of data entry because it is hard to be understood, incompatibility of the data with other data. There are various terms and often a synonym for the concept in the statistical literature. These terms include missing values, missing data, incomplete and unanswered data. But what must be considered, it is missing data is much better than wrong answers in the data. Each method that we use to analyze the missing data has the weaknesses and strength which depends on the factors such as the ratio and missing pattern, type and number of used variables, missing mechanism. Statistically, some missing data are completely independent from the data which has been observed yet, this data are called "Missing Completely at Random". In some cases, missing values are also "Missing at Random" and they are provided by a number of variables or data predictive class. Another set of missing data is considered "No Ignorable Missing Data". Many researchers have provided ways to deal with the problem of missing data.
Many researchers have provided ways to deal with the problem of missing data in their research, especially in the field of hydrology. Among these researches, we can be mentioned the inverse distance methods [5, 6] , Kriging method [7, 8] , the nearest neighbor method [9, 10] , the linear interpolation [11] , the arithmetic mean method [12] , artificial intelligence techniques [13] and the regression method [14] , as a well-known and powerful method. Regression analysis is one of the most popular methods among the mentioned methods above. There is a lot of research in the field of climate parameters prediction [15] such as rainfall [16, 17] , solar radiation [18] and temperature [19] by regression method.
The purpose of this study is to estimate the missing data of water surface elevation for the three stations in Klang River Basin between 2005 and 2015 by regression analysis.
MATERIAL AND METHODS

Case Study (Klang River Basin)
The Klang River Basin flowing through Selangor and Kuala Lumpur has experienced flooding for more than a decade. As a capital city of a developing country such as Malaysia, it suffers from urbanization and a high rapid population. The catchment area of the Klang River Basin is 1288km 2 with a total stream length of approximately 120 km. Located at 3°17'N, 101°E to 2°40'N,101°17'E, it covers areas in Sepang, Kula Langat, Petaling Jaya, Klang, Gombak and Kuala Lumpur. 
Regression Method
One of the most widely used statistical methods in different science is an implementation of regression techniques to determine the relationship between a dependent variable with one or more independent variables. The dependent variable, response and independent variables are also called explanatory variables. A linear regression model assumes there is a linear relationship (direct line) between the dependent variable and the predictor. Running a regression model is possible by defining the regression model. The linear regression model with the dependent variable Y and independent variable p x1, x2,..., xp is defined as follows [20] :
Where y i : is the amount of i th dependent variable p: is the number of predictors b j : is the amount of i th coefficient, j = 0,..., p X ij : is the value of i th of j th predictor ei: is the observed error of the value for i th
The model is linear because the value of dependence of b i is increased by increasing predictive value -i th . b 0 is the intercept, that when any predictive value is zero, the value of predictor model b0 is the dependent variable. In order to test hypotheses about the values of model parameters, linear regression model also takes into consideration the following assumptions:
• The error term has a normal distribution with a mean of zero • The variance of the error term is constant in all cases and it is independent of the variables in the model. (An error term with inconstant variance is called heteroscedastic).
• The amount of the error term for a given amount is independent of the variable values' s in the model and independent of the amount of error term or the other cases.
Methodology
Preprocessing
Cleaning incomplete data: Since, it is not possible to achieve real and effective results without having correct, reliable and effective input, before any analysis we must ensure the accuracy and appropriateness of the data and information. This vital issue led to preparing and the data are considered the basis for the subsequent analysis before their actual application. As we see in Figure ( 2), missing data or incomplete amounts in question has been marked by yellow. In the first step, all incomplete data (999 historical record) were deleted and the remaining data (2653 data) were used for regression and evaluating the obtained models.
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can result in ignoring the small range data range compared to the large range data. The problem will be solved by normalizing the attributes so that values are in the same range. This will minimize the effect of real scale and all entries are almost in a range. Therefore, using the following equation, all data were put between zero and one, respectively. Pictures (3) to (5) The phrase "n" in the first term of "nR1, nR2, nR3, nR4, nR5, nWL1, nWL2, nWL3" represents the normalized of the above data.
RESULTS AND CONCLUSION
Line fit plot for seven coefficients of the water level 1,2 and 3 equations are shown in Figure (7) . The x1 to x5 are rainfall input coefficients and x6 and x7 are water level input coefficients. Input specifications and coefficients of the regression equation obtained for water surface elevation prediction are displayed in Figure ( (3)) can be used the following relations to obtain the values of the unknown and missing data. As it is known, water level coefficients and the value of constant number is more important (maximum weight) than the precipitation coefficients in 5 to predict the amount of water in the three stations.
The t-test is one of the simplest and most common tests that are used for man comparison. The full name of this test is Student's t-test.
The P value indicates the probable level that the hypothesis under testing (the null hypothesis) is true. So if the p-value is 0.05, the probability of being true null hypothesis is 0.05. Since in most cases the null hypothesis is tested, we want a lower level of P to reject the null hypothesis. In the form of short, small amounts of p (p less than 0.05 indicates difference and the equal to or greater amount than 0.05 indicates that there is no difference. Obviously, the smaller to be obtained p, one can conclude with more confidence.
Confidence Limits: confidence limits show the accuracy of the computed average. Confidence limits indicate that if the re-sampling of the population is done, the possibility that samples are put in calculated average rang to be 95%. R-value or correlation coefficient is another statistical tool to determine the type and degree of relationship of a quantitative or qualitative variable. Correlation coefficient shows the intensity of the relationship and also the type of relationship (direct or inverse). This coefficient is between 1 to -1 and if there is no relationship between two variables, it will equal to zero, a large amount of it also shows a strong correlation between the amounts.
The value of R2 is in fact a measure of how well the fitted regression line of the sample is measured. Small amounts show that the model does not comply with the data. The value of R 2 is calculated as follows:
Adjusted R Squared has attempted to correct R square to reflect the highest rate of adaption of in the population. Use the coefficient of determination to determine which model is better:
Standard Error is a measure that shows how much the estimated average obtained is accurate. So, if the SE is smaller, better estimation of population has been taking place better and vice versa. SE also is known as the standard deviation of the mean. 
SE = (Eq 8)
SS (b) MS (c)
The analysis of variance or ANOVA table checks the acceptance of the statistically. The regression line shows information about a change in your model. Residual line also shows the information about the change that is not intended for your model. In other words, the residual of a product is equal to the observed the error term for the product. Total output also shows the total data related to regression and residual.
(a) The number of independent observations minus the number of estimated parameters is called the degree of freedom -regression. In other words, the degree of freedom -regression-is a dimensional unknown volume (complete model) minus the given volume(bound model). (b) The Sum of square (SS) is composed of two sources of variance. In particular, it is obtained from the sum of the SSregression and the SSresidual. It shows total variability in the scores of the predicted variable Y. = + (Eq 9) (c) RegressionMS=(RegressionSS)/(Regressiondf) (Eq10) (d) F ratio is a number which is obtained from dividing the average of Timar squares by Residuals mean. (e) Based on the F probability distribution, If the Significance F is not less than 0.1 (10%) you do not have a meaningful correlation [21] .
