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ABSTRACT 
This paper presents a method for positive definite constrained least-squares 
estimation of matrices. The approach is to transform the problem into an equivalent 
convex quadratic program with infinitely many linear constraints and solve the latter 
by generating and solving a sequence of ordinary convex quadratic programs. 
1. INTRODUCTION 
The problem of positive definite constrained least-squares timation of 
matrices arises from mathematical economics and statistics. It differs from 
the ordinary least-squares problem in that the estimated matrix is required to 
be symmetric positive definite and, sometimes, to have a particular linear 
pattern. For example, in a dynamic-equilibrium model of the economy [2], 
one needs to estimate the aggregate demand function derived from a 
second-order analysis of the utility function of individuals. A formulation of 
this problem is to find the least-squares timate of B = XA, where A, B 
Rn× m are given, the fitting matrix X ~ R n× ~ is symmetric and bounded, and 
the smallest eigenvalue of X is no less than a specified positive number 
because in the neighborhood of an equilibrium the approximate utility 
function is quadratic and strictly concave with Hessian matrix -X .  Another 
example is the problem of finding a symmetric positive definite patterned 
matrix closest o a sample covariance matrix [7]. 
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Throughout this paper, Ilxll denotes the Euclidean orm of x ~ a n, and 
IIM[IF the Frobenius norm of a real matrix M. A[M] stands for the smallest 
eigenvalue of a real symmetric matrix M, and v[M ] for a unit eigenvector 
corresponding to AIM]. S n-1 = {x ~ an:llxll  = 1} denotes the unit sphere 
in R n. We shall focus our attention on the following positive definite 
constrained least-squares problem: 
(PDLS) minimize IIXA - n 
subject o 
X T=X and L~j <~x,j ~ U~j for all i=  1 . . . . .  n, j= i  . . . .  ,n ,  (1) 
x[ x ] >/ , ,  (2) 
x egn, (3) 
where A, B ~ R n×m are  gimven data, L..,j and U/j are finite bounds on X, ~ is 
a specified positive number measuring the degree of positive definiteness, 
and ~n denotes the set of X ~ a nxn having a particular linear pattern that 
can be characterized by finitely many linear constraints. 
For example, 
~4= x 1 
y x 
denotes all 4 × 4 symmetric matrices atisfying x,  = 1, i = 1 . . . . .  4, x12 --- 
x23 = x34 = xl4, and xl~ = xz4, while '~n  = anxn means that X has the free 
pattern. 
If we drop the bounds in (1), replace E by zero in (2), and choose the free 
pattern in (3), then (PDLS) is reduced to the least-squares problem with 
free-pattern positive semidefinite matrices. Some methods for solving such 
problems have received attention in the recent literature [1, 3, 4]. Since the 
feasible region of (PDLS) does not have the conical structure and the 
guaranteed feasibility of the problems associated with free-patterned positive 
semidefinite matrices, our approach is to transform (PDLS) into an equiva- 
lent convex quadratic program with infinitely many linear constraints in 
vector form and solve the latter by generating and soling a sequence of 
ordinary convex quadratic programs. The method can be considered as a 
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cutting-plane method [11, chapter 14]; however, the convergence proof given 
in [11] cannot be applied directly to this problem, because of the difficulty in 
proving the closedness of the point-to-set map, The method can be extended 
to the educational-testing problem [3], the matrix modification problem [4], 
and some matrix completion problems [8]. 
2. PROBLEM TRANSFORMATION 
We identify an n × n matrix with an n ~ vector, and an n × n symmetric 
matrix with an n(n  + 1)/2 vector, i.e., Z = if(X) -- (xll -.- xl, .-" x,l 
• "" x, ,)  r, Y ffi F(X)  = (x  n "'" x l ,  x2~ "'" x~, "'" x , , )  r. For all k > 
l > 0 let Ikk denote the k × k identity matrix and lk~k_t) denote the matrix 
formed by deleting the first l columns of Ikk. For all k > 0 and l > 0 let 
Ekz(i, j )  be the k × l matrix whose ( i , j ) th  entry is one and other entries are 
zero. If X is a symmetric matrix, then the relationship between Z = i f (X )  
and Y = F (X)  can be characterized by Z -- FY, where 
Ln  
Enn(1, 2) 
F - -  E. .(1, 3) 
E . . ( I ,  n) 
0 0 ... 0 
I . ( . _  1) 0 .." 0 
E.(._ x)(2, 2) l.c . _ ~) ... 0 
• * 
En(n_ l ) (2  , n - I) E.(._2)(3, n - 2) --. l.x 
Let Xv= (xtl °... xt,) r and Bt.= (b,1 ... b,m) T for all i = 1 . . . . .  n. Let 
M be an n z × n ~ block-diagonal matrix with diagonal blocks AA r, and C be 
an nm× n ~ block-diagonal matrix with diagonal blocks A T. Then the prob- 
lem (PDLS) is equivalent o the following convex quadratic program with 
infinitely many linear constraints: 
(CQPI)  minimize 
E~fIBTBi .  
subject o 
H(r) frTr Mrr - 2(B  ... B )crr + 
L,j <~ Y(,_,/2×,_I)+j <~ U~j forall i=1  . . . . .  n, j= i  . . . . .  n, (Y )  
(u u T . . .  uouT)rr z ,  for all u ~ S" - ' ,  (2') 
e-l(Y) (3') 
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We start with QP(0), obtained by deleting all positive definite constraints 
(2') of (CQPI), and find an optimal solution Y 0. To determine whether Y 0 is 
feasible for (CQPI), let X ° = F -  l (y 0), and calculate A[ X ° ] and u ° = v[ X°]. 
If A[X °] /> e, then y0 is feasible and thus optimal for (CQPI), and we are 
done. If A[X °] < e, then y0 does not satisfy uOTF-I(Y)u ° >t ~, the con- 
straint most violated by Y 0. The idea of generating the  most violated cut 
from an eigenvector was used to find a diagonal solution of the Lyapunov 
equation by Geromel [5]. Let QP (1) be  the quadratic program formed by 
adding the cut u°rF - l (Y )u  ° >f e to QP(0) and find an optimal solution y l  
of QP(1). Repeating the above procedure, we generate a sequence {Y k :k = 
0, 1 . . . .  }. In general {yk :k  = 0, 1 . . . .  } is an infinite sequence and any 
cluster point of this sequence is an optimal solution of (CQPI). Now suppose 
that we "overstate what we want to achieve," i.e., at every iteration k we add 
a stronger cut u k TF- l (y)u k >I a with a > e (see, e.g., [9]). Then we can 
obtain a suboptimal solution in a finite number of iterations. 
DEFINITION 1. For any a >/ ~, 17 is an a-feasible solution of (CQPI) if 
1~ is a feasible solution of (CQPI) and A[F-I()~)] >I a. 
DEFINITION 2. For any a >/ ~, 1~ is an a-optimal solution of (CQPI) if 
is a feasible solution of (CQPI) and H(Y)~< H(Y)  for any Y that is 
a-feasible. 
DEFINITION 3. For k = 1, 2 . . . . .  let QP(k) be the quadratic program 
formed by adding the cut uk- ITF- I (y )u  k-1 >1 a to QP(k - 1). 
THE METHOD. 
Step 1. 
Let k := 0; 
let a be a parameter satisfying a >t e; 
let QP(0) be the convex quadratic program 
minimize H(Y ) 
subject o 
L~j <~ Yt,,-~/2Xi-l)+j <~ U~j for all i = 1 . . . . .  n, j = i . . . . .  n, 
F- I (Y )  ~.~, .  
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Step 2. 
If QP(k) is infeasible, then (CQPI) has no a-feasible solution; stop. 
Otherwise, find an optimal solution Y k of QP(k); 
let Xk = F-‘(Yk), i.e., xi”j = rj”l = Ytk,_i,zxi_l)+j 
for all i = 1 ,...,n, j = i ,‘.‘, n. 
Step 3. 
Find A(Xkl and uk = u[Xkl; 
if h[ Xk] > E, then Y k is an a-optimal solution; stop. 
Otherwise, form QP(k + 1) by adding the cut ukTF-‘(Y )uk > OL to 
QP(k); 
k := k -t 1; go to step 2. 
THEOREM OF CONVERGENCE. 
(1) zj- LY > E, th en the method must terminate in a finite number of 
iterations. 
(2) Zf a = E and the method do es not stop finitely, then any cluster point 
of the sequence {Yk:k =O,l,...} is an aptin& solution of (CQPI), and 
H(Y k, tends increasingly to the optimal value of the objective fun&ion. 
Proof. Let a > 15, W = {Y: L, Q Ytn_i zxi_l)+j Q Uij for all i = 
1 ,-.-> 12, j=i > **-> n}, and G(Y, U) = uTF-’ Y)u = (u,u~ *** u,u~)I’Y. i 
Since G(Y, u) is uniformly continuous on W X S”- r, for r = LT - E > 0 
there exists n > 0 such that 
]](Y~,u~)~ - (YT,tlT)TII < 7) implies lG(Y,u) - G(Y,Z)I < r 
forall(Y,u)and(Y,6)inWXS”-‘. (4) 
If the method goes on infinitely, then it generates a sequence uk E S”- ' for 
k = 0,1,2,. . . . Since S”-l is compact, for n > 0 there exist u’ and uj with 
i < j satisfying ](ui - ujl( < 7. As the method does not stop at iteration j and 
i < j, we have 
G(Yj,u’) = uiTF-l(yj)uf 2 a (5) 
and 
G(Yj,uf) = u~*~-l(yj)uj < E. (6) 
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Hoxvever, (5) and (6) contradict (4), the uniform continuity of G(Y, u) on 
W × S "-1. Therefore the method must terminate finitely. Suppose that it 
stops at a certain iteration k > 0, If it stops at step 2, the (CQPI) has no 
a-feasible solution. If it stops at step 3, then A[F-I(Yk)] >/ ~ and yk is 
feasible for (CQPI), Since a > E, the cuts u~TF-l(Y)ui>~ a for i = 
0 . . . . .  k - 1 may cut off some feasible solutions, e.g., Y = F(/31) with 
~</3 < a, while for any Y that is a-feasible, the cuts generated in step 3 of 
the method are necessary cuts and thus Y k is an a-optimal solution. Now let 
y k and u k for k = 0, 1, 2 . . . .  be generated by the method with a = ~. Since 
{y k : k = 0, 1 . . . .  } is in a compact set, there exists a cluster point. Let Y* be 
any cluster point; without loss of generality we may assume that lim k _.~Y k = 
Y*. We claim that for any/3 less than e, there exists an integer N(/3) such 
that A[F-I(Yk)] >1 /3 for all k >t N(/3). The proof is similar to that of (1) 
and is omitted. By this claim and the continuity of F- l ( ' )  and A[.], we know 
that A[F-I(Y*)] >t/3 for any/3 less than E. Consequently, A[F-I(Y*)] ~ e, 
and Y* is feasible for (CQPI). It remains to show that Y* is optimal. Let Y 
be an arbitrary feasible solution of (CQPI). Since a = ~, the feasible region 
of QP(k) contains that of (CQPI), and thus Y is feasible for all QP(k). AS yk 
is an optimal solution of QP(k) and the objective functions of QP(k) and 
(CQPI) are the same, we have H(Y k) ~ H(Y) for all k ~-0,1,2 . . . . .  It 
follows that H(Y*)~ H(Y) for any feasible Y and Y* solves (CQPI). 
Moreover, H(Y k) is increasing, since the feasible region of QP(k) is decreas- 
ing. • 
REMARKS. 
(a) Let Y* be an optimal solution of (CQPI) and Y" be an a-optimal 
solution for some a > ~. It is easy to see that for any Y k generated by the 
method with a = ¢, 
and 
IH(Y ~) - H(Y*)I  ~ H(¥ '~) - H(¥ k) (7) 
I H(Y ~) -H(Y* )  
H(y ) - n ( r  k) 
H(rk ) (S) 
(b) Since the feasible region of QP(k) is compact and H(Y) is not 
referred to in the convergence proof, the method can be used to solve 
(CQPI) with H(Y) replaced by any continuous convex function if one has an 
algorithm for convex programs. In addition, the method can solve (CQPI) 
with any ~. Therefore, the method can be extended irectly to the educa- 
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No. of Final value Error Bound 
a iterations of H(Y ) Absolute Relative 
0.11 3 1.561959 0.003093 0.001984 
0.101 5 1.559398 0.000531 0.000341 
0.1001 7 1.558950 0.000084 0.000053 
0.10001 8 1.558879 0.000012 0.000008 
tional-testing problem [3], the matrix modification problem [4], and some 
matrix completion problems [8]. 
4. COMPUTATIONAL RESULTS 
We have coded the method in FORTRAN. We use the subroutine as [10] to 
calculate eigenvalues and eigenvectors, and the subroutine LSSOL [6] to solve 
QP(k). When k > 0, we use a warm start, i.e., we suppose that most of  the 
tight constraints of QP(k) will still be tight in QP(k + 1) and that the most 
recent cut is a tight constraint in QP(k + 1). The input data A, B are 
randomly generated. 
First, we solved one problem using different a values to demonstrate the 
influence of a on the number of major iterations and the error bounds (see 
Table 1), given n = 4, N = 6, e = 0.1, ~4 = {X ~ R 4×4 : x12 = x2a = xa4 
= x14 and x13 = x24}, Lij = 0, U/j = 1000 for all i , j .  For example, if 
a = 0.1001, then it takes seven iterations to find an a-optimal solution with 
the absolute error less than 0.000084 and the relative error less than 
0.000053. Secondly, we solved a number of  problems in different dimensions 
(see Table 2), ¢,_aiven e = 0.0001, a = 0.001, L t .j = - l0  s, Uij = l0 s for all 
i , j ,  and ~,  = {X ~ R "xn : t race(X) = n}. For example, in the problem with 
A, B ~ R 7× 14, the method takes four iterations to find an a-optimal solution 
with the absolute error less than 0.000546 and the relative error less than 
0.000060. 
TABLE 2 
Size of A, B No. of Final value 
(n × N) iterations of H(Y) 
Error Bound 
Absolute Relative 
5 × 12 2 5.830817 
6 × 8 6 4.984167 
7 × 14 4 9.111611 
8 × 11 11 7.340067 
0.000096 
0.000719 
0.000546 
0.002150 
0.000016 
0.000144 
0.000060 
0.000293 
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