We propose an alternative definition for pseudo-bosons. This simplifies the mathematical structure, minimizing the required assumptions. Some physical examples are discussed, as well as some mathematical results related to the biorthogonal sets arising out of our framework.
I Introduction
a nonzero function of L 2 (R 2 ) which is orthogonal to all of χ n . As it is well known, completeness is recovered if we double the family of ladder operators, that is we consider two operators c 1 and c 2 satisfying [c j , c † k ] = δ j,k 1 1. This is because L 2 (R 2 ) is isomorphic to L 2 (R) ⊗ L 2 (R). For this reason, and to avoid these kind of problems, we will fix H = L 2 (R) in the rest of the paper,
where not stated differently, and we will concentrate on this particular situation. This article is organized as follows: in the next section we propose a different definition for what we call D-PB, that is for those PB which are, somehow, associated to a certain subspace D, dense in the Hilbert space H on which our operators a and b act. This slightly different definition simplifies the treatment of PB quite a bit. In Section III we show how an interesting intertwining relation can be deduced assuming that a and b are related by a third operator, Θ, and we also deduce that the two sets of eigenvectors of the operators N and N † are related by Θ. In Section IV, after some useful results on biorthogonal sets, we give some physicallymotivated examples, while some comments on non linear PB, [10] - [12] , and our conclusions are discussed in Section V.
II A new definition
We begin this section recalling the definition of linear pseudo-bosons, as originally given in [1] : let H be a given Hilbert space with scalar product ., . and related norm . . We introduce a pair of operators, a and b, acting on H and satisfying the commutation rule We have also considered the following extra assumption, useful but, apparently, not quite physical:
Assumption 4.-F Ψ and F ϕ are Riesz bases for H.
For reasons which will appear clear soon, we prefer to consider here a slightly different point of view, which allows us to simplify significantly the procedure. In the present approach the relevant ingredients of our structure will be the two pseudo-bosonic operators a and b, and a certain dense subset D ⊂ H, which is stable under the action of a, b and of their adjoints. More explicitly, let a and b be two operators on H, a † and b † their adjoint, and let D be such
Notice that we are not requiring here that D coincides with, e.g.
Due to the stability of D, the above equality is well defined: for instance, since b f ∈ D, it follows that a can safely act on it. Sometimes, to simplify the notation, instead of (2.2) we will simply write [a, b] = 1 1, having in mind that both sides of this equation have to act on f ∈ D.
It might be interesting to notice that two operators (a, b) which are not D 1 -pb, could still be D 2 -pb, if a, b, D 1 and D 2 are chosen properly.
}. This set is dense in H, since it contains the set of the test functions S(R), but it is not stable under the action of both a ♯ and b
need to belong to D 1 as well. On the other hand, if we take D 2 = S(R), this set is stable under
For these operators the first two assumptions above can be simplified. We now assume that
so that the vectors
n ≥ 0, can be defined and they all belong to D. We introduce, as before, F Ψ = {Ψ n , n ≥ 0} and F ϕ = {ϕ n , n ≥ 0}. 
for all f, g ∈ D. Let now take Φ ∈ H. Then, since D is dense in H, there exists a sequence {Φ n } ⊂ D converging to Φ. Therefore, recalling that the scalar product is norm continuous, we get
The opposite implication can be deduced in a similar way.
It is now simple to deduce the following lowering and raising relations:
as well as the following eigenvalue equations: Nϕ n = nϕ n and N † Ψ n = nΨ n , n ≥ 0, where we recall that N = ba and N † = a † b † . In particular, we don't have to bother about the fact that the left-hand sides of these equations are well defined or not, because of what we have already deduced. As a consequence of the eigenvalue equations for N and N † , choosing the normalization of ϕ 0 and Ψ 0 in such a way ϕ 0 , Ψ 0 = 1, we deduce that
implies that ϕ n , Ψ m = 0 if n = m. Moreover, the equality ϕ n , Ψ n = 1 can be proved by induction on n, using the fact that ϕ 0 , Ψ 0 = 1. So far, no deep difference appears between PB and D-PB. However, it is clear that the stability of D makes the treatment of these latter much simpler. The main differences arise when considering Assumption 3. The reason is that, in the original definition, we have sometimes implicitly identified completeness of the sets F ϕ and F Ψ in H with the requirement of they being bases of H, at least at the level of the examples 2 . This is not a problem when the sets are Riesz bases, i.e. when also Assumption 4 above is verified. But, for non regular PB, this is not true in general. We introduce now the following requirement
This assumption introduces, apparently, an asymmetry between F ϕ and F Ψ , since this last is not required to be a basis as well. Notice also that, if we replace Assumption D-pb 3 with the requirement that F ϕ is complete in H, the example given in Section I shows that, in general, there is no a priori reason for F Ψ to be complete, too. On the other hand, we can prove the following result:
Lemma 3 F ϕ is a basis for H if and only if F Ψ is a basis for H.
The proof of this statement follows from the uniqueness of the basis biorthogonal to a given basis, [14, 15, 16] . It might be interesting to notice that (i) this lemma reintroduce a complete symmetry between F ϕ and F Ψ , and that (ii) a similar result is false if we simply ask the sets to be complete in H, at least for those PB which are not regular. It might be worth also noticing that, while the completeness of F ϕ does not imply that F ϕ is a basis, the converse is ensured: any basis is complete.
Remarks:-(1) It is interesting to check whether these results can be somehow enriched for our very specific sets F ϕ and F Ψ , which are constructed in a particular way. In fact, this is exactly what happens. We will come back on this aspect later.
(2) If F ϕ is a Riesz basis for H, we could call our D-PB regular, as we have done in our previous papers. However, this aspect will not be considered here.
In view of the examples we will discuss later on, it is also convenient to introduce a weaker form of Assumption D-pb 3: for that we first introduce the notion of G-quasi bases, where G is a suitable dense subspace of H. Two biorthogonal sets F η = {η n ∈ G, g ≥ 0} and F Φ = {Φ n ∈ G, g ≥ 0} are G-quasi bases if, for all f, g ∈ G, the following holds:
Is is clear that, while Assumption D-pb 3 implies (2.6), the reverse is false. However, if F η and F Φ satisfy (2.6), we still have at hand some (weak) form of resolution of the identity. In fact, formally, we could rewrite (2.6) as n≥0 |η n Φ n , | = n≥0 |Φ n η n , | = 1 1 G . Then our assumption is the following:
Assumption D-pbw 3.-F ϕ and F Ψ are G-quasi bases for H.
III D-conjugate operators
In this section we slightly refine the structure. Notice that, in what follows, we will always assume that Assumptions D-pb 1, 2 and 3 hold. We start considering a self-adjoint, invertible, operator Θ, which leaves, together with Θ −1 , ϕ n , Θϕ n = 1. Then, using Definition 4, the fact that
b ϕ n , and the stability of D under b ♯ and Θ,
because of our induction assumption. The next step consists in proving that ϕ n , Θϕ k = 0 whenever n = k. This is a standard consequence of the following eigenvalue equation:
follows from Definition 4 and Lemma 5. Hence we conclude that the set Fφ = {φ n := Θϕ n , n ≥ 0} is biorthogonal to F ϕ . To conclude the proof we still have to prove that Fφ coincides with F Ψ . Indeed, our Assumption D-pb 3 implies that each f ∈ H can be written as f = k≥0 ϕ k , f Ψ k . Then, if we take in particular f ≡φ n , we find thatφ
Let us now assume that Ψ n = Θϕ n , for all n ≥ 0. Then, since a † is a raising operator for Ψ n ,
, which should be compared with b ϕ n = √ n + 1 ϕ n+1 . Now, let f be a generic vector in D. Then we have
Our statement follows from Lemma 5.
Incidentally we observe that, because of this Proposition, our normalization condition on ϕ 0 , ϕ 0 , Θϕ 0 = 1, can be equivalently stated as a normalization for Ψ 0 , Ψ 0 , Θ −1 Ψ 0 = 1. It is also interesting to stress that, up to this point, we have not required to Θ to be positive (in some suitable sense). The essential reason is that there is no need for that. In fact,
Proof -We first observe that, in general, the domain of Θ,
can be written as f = n Ψ n , f ϕ n . Hence, using the continuity of the scalar product, we have
which is surely strictly positive if f = 0.
In some previous paper, [11, 12] , we have discussed the relation of (non linear) PB with crypto-hermiticity, or its many variations, [13] . We are now in the position of repeating a similar analysis in our present settings. In particular, it is a simple exercise to check that, if (a, b † ) are Θ−conjugate, then
which is our way to say that N is a strongly crypto-hermitian operator. More in general:
We say that X is strongly crypto-hermitian if
Notice that, in this definition, we are fixing two essential ingredients: Θ and D. Sometimes, if we need to stress these aspects, it might be more convenient to say that X is (D, Θ)-strongly crypto-hermitian. One may wonder wether the previous statement could be inverted: suppose that N is strongly crypto-hermitian. Does it follow that (a, b † ) are Θ−conjugate? In general, the answer seems to be negative, since a and b † could be, for instance, related as the identity operator, then we could conclude that also the inverse is true. However, we are not yet in a position to get this conclusion. This is work in progress.
Going back to formula (3.1), we can rewrite it as Θ Nf = N † Θf , which shows that Θ intertwines between N and its adjoint on D. It is easy to check that, choosing, in particular, f = ϕ n , both sides of the equality produce nΨ n . We postpone to a future paper the detailed analysis of the consequences of Definition 8. This could be particularly interesting, from a physical point of view, for instance when X is some (generalized) non self-adjoint hamiltonian. We refer to [17] for some results on intertwining operators.
IV Some results on biorthogonal sets and some examples
The examples discussed later in this section will show that the sets F ϕ and F Ψ share a quite peculiar property: they are related to an o.n. basis via an, in general, unbounded, invertible, operator. This makes the two sets not Riesz bases, for which most of the results which are true for o.n. bases can easily be adapted. On the other hand, see [14, 15, 16] , they are tricky object and some extra care is surely required.
In the first part of this section we will generalize some of the results holding true for Riesz bases to a slightly more general situation, relevant for those physical applications we will consider later.
Let E = {e n ∈ H, n ≥ 0} be an o.n. basis of H and let us consider a self-adjoint, invertible operator T , such that e n ∈ D(T ) ∩ D(T −1 ) for all n. Here we are considering the possibility that T or T −1 , or both, are unbounded. Of course D(T ), D(T −1 ) and their intersection D are, at least, dense in H, while they both coincide with H if T, T −1 ∈ B(H). Under our assumption, the vectors ϕ n = T e n and Ψ n = T −1 e n , n ≥ 0, are well defined in H. We call F ϕ = {ϕ n , n ≥ 0}
and F Ψ = {Ψ n , n ≥ 0}. A simple consequence of these definitions is that ϕ n ∈ D(T −1 ), T −1 ϕ n = e n , and Ψ n ∈ D(T ), T Ψ n = e n , n ≥ 0. Also, Ψ n ∈ D(T 2 ) and ϕ n ∈ D(T −2 ):
We can now prove the following
Proposition 9 Under the above assumptions: (i) the sets F ϕ and F Ψ are biorthogonal; (ii) if
f, Ψ n ϕ n , g .
Proof -The proofs of (i), (ii) and (iii) are trivial and will not be given here. To prove (iv) we first observe that if f, g ∈ D, then both T f and T −1 g are well defined vectors in H. Hence, recalling that E is an o.n. basis and using the definitions of ϕ n and Ψ n , we get
T f, e n e n , T
f, ϕ n Ψ n , g .
Analogously,
ϕ n , f e n , which goes to zero when N diverges. The other statement can be proved similarly to (iv).
(vi) The proof is similar to (v).
The outcome of this proposition is that we don't really need F ϕ and F Ψ to be Riesz bases in order to allow a natural decomposition of most vectors of H. This is possible also if one between T and T −1 is unbounded, at least if the assumptions under which Proposition 9 is stated are satisfied, in some dense subspace of H. Of course, when both T and T −1 are bounded, then F ϕ and F Ψ are Riesz bases. However, in the most general case, F ϕ and F Ψ turn out to be D-quasi bases.
IV.1 Examples
In some older papers of ours we have considered several examples of PB. We will reconsider few of them, the more physical-motivated ones, adopting our new point of view.
IV.1.1 The extended quantum harmonic oscillator
The first example we want to consider was first introduced, in a pseudo-bosonic context, in [6] . The hamiltonian of this model, introduced in [18] , is the non self-adjoint operator 
and the related operators A β = a − 1 β
, and
, where
Hence we have to do, apparently, with pseudo-bosonic operators. In [6] we have deduced, among other results, that the vectors
are eigenstates respectively of H β and H † β with the same eigenvalue, β(n + γ β ). In particular, the two vacua ϕ 
n (x), n ≥ 0}, respectively. More exactly, ϕ (β)
β ϕ n , n ≥ 0. This suggests to identify the operator T of Propositions 9 with e −1/β 2 V β . It is clear that
and
These sets are dense in L 2 (R), since both contain the set S(R) of fast decreasing functions.
Then, since e n (x) ∈ S(R), Proposition 9 holds and we conclude that F 
IV.1.2 The Swanson model
The starting point is the non self-adjoint hamiltonian,
where θ is a real parameter taking value in − Ψ are found in [6] :
where H n (x) is the n-th Hermite polynomial. Furthermore, in [6] we have also deduced that a non zero complex constant α does exist such that ϕ (θ)
n (x) = α T θ e n (x), and Ψ (θ)
θ e n (x), for all n ≥ 0, where the e n (x)'s are the same as in the previous example, and
x) is a self-adjoint, invertible, unbounded operator. From now on, to simplify the notation, we will assume α = 1. Since (T θ f )(x) = e i θ 2 f (e iθ x) (for all functions for which this formula makes sense), it is clear that
They are both dense, together with their intersection
, since all these sets contain the linear span of the e n (x)'s, L E : each finite linear combination of the e n (x) =
x 2 clearly belongs to both D(T θ ) and D(T −1 θ ). Notice that this is true because θ ∈ I. Otherwise the statement would be false.
E is an o.n. basis for L 2 (R). Now, our Proposition 9 can be applied and the conclusion is that
We also recall that they are both complete in L 2 (R), [6] .
The space D is, as in the previous example, S(R). This is stable under the action of A 
IV.1.3 Generalized Landau levels
The details of the model are discussed in [7] , and it is surely not worth, and too long, repeating them here. However, we need to stress that this example is a two-dimensional version of what we have discussed so far in this paper.
The essential idea is that we have a non self-adjoint hamiltonian acting on
which with a suitable choice of variables, can be written as
(1 + 2k 1 ) , for suitable complex constants α ′ and γ ′ , and for
. This hamiltonian commutes with a second, again non self-adjoint, operator h = B A − (1 + 2k 1 ) , α, γ ∈ C chosen properly, [7] . We have discussed in [7] in which sense this model extends the ordinary two-dimensional hamiltonian of the Landau levels to a non self-adjoint situation. In particular, we go back to Landau levels simply taking k 1 = k 2 = 0 and α = α
and a similar definition can be deduced for D(T −1 ). We stress again that k j ∈ − here. These two sets are dense in L 2 (R 2 ), together with their intersection, since they both contain L E , the linear span of the e n,l (x, y)'s. Then, Proposition 9 implies that F ϕ = {ϕ n,l (x, y)} and F Ψ = {Ψ n,l (x, y)} are D(T ) ∩ D(T −1 )-quasi bases for H. They are also complete in L 2 (R 2 ), [7] .
Concerning Assumptions D-pb 1 and 2, a set D with the required properties does exist: for that we take D ≡ S(R 2 ). It is clear that both ϕ 0,0 (x, y) and Ψ 0,0 (x, y) belong to S(R 2 ), and that A ♯ , A ′♯ , B ♯ and B ′♯ , all leave this space stable. Needless to say, S(R 2 ) is also dense in
. Therefore, all the requirements discussed in Section II are satisfied. (2) More details on the above examples, as well as other examples, can be found in [6, 7] .
V D-non linear PB and conclusions
The new definition of PB proposed here can be easily extended to what we have called non linear PB, [10] - [12] . Let us consider a strictly increasing sequence {ǫ n }: 0 = ǫ 0 < ǫ 1 < · · · < ǫ n < · · · .
self-adjoint, but crypto-hermitian or PT-symmetric, and with eigenvalues ǫ n which are not necessarily linear in the quantum number n.
We have proposed a slightly improved definition of PB, which we have called D-PB, for which the same original results deduced for ordinary PB can be deduced in a simpler way. Adopting this definition, some of the original assumptions can also be weakened, making, in our opinion, all the construction rather elegant. We have also discussed some explicit quantum mechanical example and we have extended our construction to the non linear case.
