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Abstract 
 
In the first part of this work, molecular dynamics simulation is used to produce crater functions 
which are the average response of the Si surface when bombarded with a single Ar
+
 ion. In the 
second part of the work, a surface diffusion simulation using the crater functions is used to 
generate surface patterns on a Si surface. The crater functions are generated using molecular 
dynamics simulations with empirical interatomic potentials to simulate the response of the Si 
surface to a single Ar
+
 ion impact with 1200 eV beam energy. The target surface is first prepared 
by consecutive Ar
+
 ion impacts corresponding to an approximate fluence of 2.61×10
14
 ions/cm
2
, 
which makes the surface amorphous. A total of 13 crater functions are prepared from 10° to 75° 
global incidence with a 5° interval. The crater functions are checked for their convergence and 
their geometrical features are characterized using a moments expansion. 
The crater functions are then used in the continuum model to study the long-time surface 
evolution of a 0.834μm×0.834μm sized silicon surface. The effect of diffusion coefficient and 
number of impacts per simulation steps are calibrated to match the experimental values. The 
surfaces produced during the simulation vary from ripples or wavelike structures to dot 
structures and even smooth surfaces, depending on the global angle of incidence. Ripples parallel 
to the projected ion beam direction are found for 15°, 55°, 60° and 65° global incidence with rms 
values from 13 nm to 17 nm and wavelengths from 46 nm to 60 nm. Dot structures are found for 
20° and 25° global incidence with rms values from 7 nm to 9 nm. Perpendicular ripples are 
found for 35° global incidence with an rms value of 5.5 nm and a wavelength of 83 nm. Smooth 
surfaces are found for 30°, 45° and 50° global incidence with rms values from 0.3 nm to 0.6 nm. 
The surfaces are found to be independent of the initial surface condition. Changing the 
diffusivity coefficient changes the wavelength of the surface in a similar way as predicted by 
Bradley and Harper [1]. The moments of the crater functions are used to explain the surfaces 
produced. The relative effect of moments of different parts of the crater function is also studied 
and it is found that the far downstream part of the crater plays the dominant role in the surface 
pattern formation. The implications of this important observation are discussed. 
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Chapter 1 
 Introduction 
 
Ion bombardment is a method whereby energized atoms, ions, or clusters of atoms impact a solid 
surface and produce sputtering, patterning or cratering of the surface [1]–[5]. An inert ion after 
hitting the surface of a target structure will dissipate its kinetic energy to the target and will come 
to a complete stop at some depth below the surface of the target structure. It can then be 
considered as implanted. While this happens, some ions from the target as well as some inert 
ions that were implanted before may sputter [6], [7]. The sputter yield has been defined as the 
number of target ions sputtered per inert ion. The sputter yield calculation thus includes, i) 
determination of the amount of energy deposited by the energetic particles near the surface, ii) 
conversion of this energy into a number of low-energy recoil atoms, iii) determination of the 
number of atoms that come to this surface and finally iv) finding the atoms that have sufficient 
energy to overcome the surface binding forces [6].  
The ion-solid interaction can lead to defect production and free-energy changes and at 
sufficiently high doses it can even lead to a crystal to amorphous transformation of the irradiated 
surface [8], [9]. This transformation depends on several irradiation parameters [10] and is 
controlled by a competition between damage accumulation and dynamic annealing [11]–[13]. 
The parameters that critically affect the transformation include mass of the irradiating ion species 
[10], [14], the temperature of the substrate [11], [13], the ion doses [11], [15] and the delivery 
rates [11]–[13].  
 
1.1. Applications 
Ion bombardment or ion beam processing has considerable scientific and technological interest. 
Ion bombardment has been in use since the late 1960’s in many materials processing and 
modification applications. The first use of ion implantation in semiconductors (He
+
 ion into 
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point-contact diode) was done by R. S. Ohl at Bell Telephone labs in 1952. Since then it has 
been used in the semiconductor industry to implant ions in integrated circuits. 
Implantation can introduce disorder and defects into the lattice at the low ion doses used in some 
manufacturing steps. These defects can induce transient-enhanced diffusion (TED) over long 
distances while interacting with the dopant atoms during annealing [16]–[23]. The study of the 
harmful effect of TED is a critical issue in the development of future generations of 
semiconductor devices [24]. 
Focus ion beam (FIB) processing is used in the semiconductor industry to modify device features 
like junction widths to induce phase transformation and to dope semiconductors [8], [25]. In fact, 
its application in the semiconductor industry motivated the commercialization of the FIB 
systems. In some cases, addition of gas chemistry into the FIB chamber makes selective etching 
and metal or insulator deposition processes possible [26]–[29]. FIB is also used to prepare 
specimens for Transmission Electron Microscopy (TEM), and has been used to perform precise 
cross-sectioning of semiconductor devices [30]–[33]. Silicon Very Large Scale Integrated 
(VLSI) devices are manufactured by ion implantation followed by a high temperature annealing 
[34]. Low energy ion beams are commonly used in many thin film applications such as the 
production of shallow junctions, etching and deposition by sputtering, ion beam assisted growth, 
plasma assisted chemical vapor deposition [35]. 
In numerous studies, ion bombardment has led to formation of a variety of self-organized surface 
structures on different target materials, especially in semiconductor materials such as silicon. 
Under certain experimental conditions ion bombardment can roughen the surface and in other 
cases it can produce well ordered surfaces creating quasi-periodic nanometer scale ripple or dot 
structures on silicon [36], [37], germanium [38], GaSb, InP and other semiconductor alloys [39] 
–[41], metals [42]–[45], and amorphous oxides [46]. 
In many experimental results, pattern formation has been reported for silicon when bombarded 
with a noble gas ion [39], [42], [47]–[49]. The surface patterns formed by ion bombardment fall 
into four main categories. They are, i) dots, ii) holes, iii) smooth surfaces and iv) ripples or 
wavelike patterns (that can be either parallel or perpendicular to the projected ion beam 
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direction). These patterns can form on different surfaces including both Si and Ge, and when 
bombarded by different noble ion beams including Ar
+
, Kr
+
, Xe
+
 etc for a range of ion energies 
from 250 eV to several keV. 
 
1.2. Dots and Holes 
In a study by Ziberi et al. [50], it is reported that hole structures form on Si surfaces bombarded 
with Ar
+
 ions at an energy of E = 500 eV for an incidence angle of 0°, while for the same energy 
but at an angle of 75°, dot structures with narrow size distributions are formed.  
 
Figure 1.1. AFM images from [50] of Si surfaces eroded by Ar
+
 ion. (a, b) 0°, 75° and E = 500 eV. (c, d) 0°, 75° 
and E = 1800 eV. jion = 300μAcm
-2
, T = 285K. 
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No dot patterns are found under ion bombardment at an energy of E = 1800 eV and an incidence 
angle of 75°. Figure 1.1 shows the patterns found by Ziberi et al. for 500 eV and 1800 eV 
energies. 
In another study by Gago et al. [51], dot patterns are found to evolve on Si surfaces under 
bombardment with 1.2 keV Ar
+
 ions at normal incidence. Figure 1.2 shows the dot patterns 
produced during a wide span of time from 6 min to 960 min. Dimensions of the silicon dots are 
6±1 nm in height and 40–50 nm in diameter. They also conclude from the AFM images that the 
distance between nearest dots tends to be time independent and the nanostructures self-organize 
into a short-range hexagonal pattern. 
 
 
Figure 1.2. AFM image by [51] of Si surface bombarded with 1.2 keV Ar
+
 ions at normal incidence. The ion 
current density is 0.24 mA/cm
2
. (a) for 6 min (b) for 960 min. 
 
In another study by Cuenat et al. [54] (Figure 1.3) using a slightly lower energy for Ar
+
 ions, for 
normal incidence, no regular dot patterns are found as reported by Gago et al. 
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Figure 1.3. Image by [54] of Si (001) bombarded at normal incidence with unfocused 1 keV Ar
+
 beam at room 
temperature. 
 
Moreover, different kinds of nanostructures with two distinct length scales have been reported 
for Si surfaces under normal Ar
+
 ion incidence and ion energies of 100 eV to 500 eV by Ludwig 
et al. [55]. Figure 1.4 shows the two different kinds surface topographs produced by different 
energies. The lateral size scales of the features are 35-40nm for 100 eV and 90-100 nm for 300 
eV. 
 
Figure 1.4. AFM topograph produced by [55] (a) 100 eV for 1314s. (b) 300 eV for 1203s. 
 
A study by Ziberi et al. [56] shows different materials producing the dot structure at different 
irradiation parameters (Figure 1.5). They have also noted that depending on the ion energy 
4 μm 
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different kinds of topographies can be created on Si, like holes, smooth surfaces, and nanoscale 
dots.  
 
  
  
 
Figure 1.5. Dot patterns as given by [56].  For (Top left) InP, E = 500 eV, jion=400 μA cm
−2
, sputter time 90 
min, T = 285K, angle = 30°. (Top right) InAs, E = 1000 eV, jion=270 μA cm
−2
, sputter time 60 min, T = 285K, 
angle = 30°. (Lower left) Si, E = 1000 eV, jion=300 μA cm
−2
, sputter time 60 min, T = 285K, angle = 15°. (Lower 
right) GaSb, E = 500 eV, jion=300 μA cm
−2
, sputter time 60 min, T = 285K, angle = 0°. 
 
1.3. Ripples or wavelike patterns 
Ripple formation refers to a quasi-periodic modulation of the surface in a wavelike structure. 
Ripple pattern formation has been observed both at higher energies (> 20 keV) and also at lower 
ion energies (~750 eV) at both room temperature and elevated temperatures. Ripple formation 
has been reported at normal ion incidence angle to grazing ion incidence angle with respect to 
the surface normal. The ripple wavelength is higher (> 300 nm) [52] for higher energies and 
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lower (< 200 nm) [53] for lower energies. The target surface becomes amorphized during the 
process of ripple formation. No ripple formation has been reported for low ion energy 
bombardment particularly at near normal ion incidence angles. Ripple patterns evolve under sub-
keV unfocused Ar
+
 irradiation at off normal angles of 55° as reported by [54]. Figure 1.6 shows 
the ripple patterns. The wave vector describing the ripple pattern is perpendicular to the incident 
ion beam direction. They also report that, the wavelength is a function of temperature and the ion 
flux and can be easily tuned by changing these parameters. 
 
Figure 1.6. Ripples produced on Si (001) surface by unfocused 750 eV Ar
+
 beam at 600° C. Wavelength λ = 
520 nm. Incidence angle is 55° from normal. 
 
 
Figure 1.7. AFM image by [57] of self-organized ripple patterns on Si surfaces under Ar
+
 ion beam erosion at 
global incidence angle 15° for different ion energies. (a) E = 800 eV, (b) E = 1200 eV, (c) E = 2000 eV. The 
arrows indicate the direction of the incoming ion beam. 
 
                  Incident ion beam 
10 μm 
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Figure 1.7 shows the ripple patterns developed on Si surfaces at a global incidence ion beam 
angle of 15°, from Ziberi et al. [57]. The Si surface is bombarded with three different ion 
energies. They report an increase of the wavelength from 40nm to 70nm with increasing ion 
energy from 500 eV to 2000 eV (Figure 1.8). They also report that the ordering of ripples is 
independent of ion energy for Kr
+
 ions, while the best ordering is achieved for Ar
+
 ions at E = 
1200 eV. This energy is chosen for the present work to simulate the Si surface patterns 
bombarded by Ar
+
 ions. 
 
 
Figure 1.8. Image by [57] showing the dependence of the ripple wavelength λ on ion energy E (global 
incidence of 15°, Ar
+
 and Kr
+
 ions) on Si. 
 
Formation of nanometer-scale ripple patterns is also reported by Kalyanasundaram et al. in [58]. 
A new computational method is developed in that study using crater functions and diffusion 
modeling via a continuum model. That method is used in the present work to model surface 
patterns by Ar
+
 ion beam irradiation.  
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Figure 1.9. Image by [58] showing computational, formation of nanoscale ripple patterns on a Si surface 
bombarded with Ar
+
 ions with the increasing nondimensional time = (a) 0.496, (b) 1.241, (c) 6.207, (d) 12.414, 
(e) 18.621 and (f) 24.828. The projected ion beam direction is along x1. 
 
Figure 1.9 shows the patterns formed by the simulation for an incidence angle of 15°. The ripples 
are perpendicular to the projected ion beam direction. An ion flux of 10
15
 ions/cm
2
/s is used in 
that simulation. 
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1.4. Smooth surfaces 
Frost et al. [59] report the smoothening of Si surfaces under Ar
+
 ion beam erosion with a global 
incidence angle of 45°, as shown in Figure 1.10. The surface is initially roughened by an Ar
+
 ion 
beam with a 75° global incidence angle. The successive surface smoothing is evident from the 
figure.  
 
 
Figure 1.10. AFM image from [59] showing the progressive smoothing of a Si surface under Ar
+
 ion beam 
erosion (Eion = 500 eV, global incidence of 45°, jion = 300 μA cm
−2
, simultaneous sample rotation [60]). (a) 
Initial surface (pre-roughened by Ar+ erosion at 75° ion incidence), (b) after 10 min (corresponding to a total 
applied ion fluence of = 1.1 × 10
18
 cm
−2
) and (c) after 180 min (= 2.0 × 10
19
 cm
−2
). The rms roughness is 
reduced from 2.25 nm to < 0.2 nm.  
 
These results are produced by simultaneous sample rotation, which is a technique of averaging 
the effects of all the angles of incidence present in an ion beam [60], [61]. The sample rotation is 
used to average out any unwanted surface topography that might have been generated due to 
beam divergence. The figure is an evidence of the effect of the sample rotation on the formation 
of smooth surfaces. 
In this case, the surface transforms from patterned to smooth with the change of a fundamental 
parameter. Transformation of holes or dots to ripples or smooth surfaces or vice versa occurs 
with the change of global incidence angle, ion energies and temperature of the target. 
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1.5. Transformation of surfaces 
In a study of the surface evolution of Si surfaces for low-energy (<2000 eV) noble-gas ion-beam 
erosion at room temperature, Ziberi et al. [52] find evolution of self-organized ripple patterns on 
the surface with a wavelength λ < 100 nm. They found ripple patterns occurring at near-normal 
ion incidence angles (5°–30°) with the wave vector oriented parallel to the ion-beam direction. 
Figure 1.11 shows the AFM images of Si surfaces produced by [52] when bombarded with Xe
+
 
ions. These patterns become highly ordered and homogenous with increasing ion fluence, with 
ripple wavelength becoming constant at some ion fluence as shown in Figure 1.12.  
 
Figure 1.11. AFM images from [52] in which Xe+ ions strike a Si surface, (ion fluence of 6.7×10
18
 cm
−2
, 
Eion=2000 eV), (a) 5°, (b) 45°, and (c) 75°. 
 
 
Figure 1.12. Ripple patterns produced on a Si surface by Kr
+
 ion-beam erosion. Energy E = 1200 eV and 
angle = 15° for different ion fluences, (a) 3.36×10
17
 cm
-2
, (b) 2.24×10
18
 cm
-2
, (c) 1.34×10
19
 cm
-2
 from [52]. 
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They also conclude that the ripple formation process is sensitive to the mass of the bombarding 
ion. Ripple patterns is observed for Ar
+
, Kr
+
, and Xe
+
 ions, but not for Ne
+
 ions. 
Ripple patterns are also reported to be formed on Ge surfaces [62] when bombarded with inert 
gas. Figure 1.13 shows some of the patterns formed on the Ge surface for different incidence 
angles. For normal incidence, dot structures are formed with a mean separation of 58nm. At 5°, 
dot structures disappear to form well ordered ripple patterns of wavelength 60nm with the wave 
vector parallel to the ion beam projection. With increasing incidence angle, the ordered ripple 
structures start to transform into dots. At 20° off-normal incidence, well ordered dots are formed.  
 
 
Figure 1.13. AFM images from [62]. Xe+ ion beam eroded Ge surfaces with E = 2 keV, jion = 300 μAcm
−2
, and 
ion fluence of 6.7×10
18 cm−2. Ion incidence angles (a) 0°, (b) 5°, (c) 10°, and (d) 20°. (e-h) are the 
corresponding Fourier transform data, showing order in the AFM images. 
 
Pattern formation for low energy Xe
+
 ion bombardment on Si surface is presented by [63]. 
Figure 1.14 shows the surface topography as presented by [63] for different incidence angle. 
They observe ripple pattern up to 30° incidence, while at larger incidence angles, ripple patterns 
disappear and a smooth surface evolves. With incidence angles greater than 60° again a quasi-
periodic pattern evolves on the surface.  
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Figure 1.14. Si surface topography when bombarded by Xe
+
 ions as given by [63] for E = 2000 eV and 
incidence angles of (a) 5°, z = 15nm (b) 45°, z = 2nm (c) 85°, z = 70nm. 
 
Figure 1.15 shows the evolution of surface topography of silicon when bombarded with 2000 eV 
Xe
+
 ions at room temperature without sample rotation, by Ziberi et al. [64]. They observed an 
interesting effect of topographical transition from one pattern to the other due to a fine variation 
of the ion incidence angle. At near normal ion incidence angle (5°) ripples evolve on the surface 
with a wave vector parallel to the ion beam direction. The ripples have an amplitude of about 
6nm with a wavelength of λ ~ 70nm. The same topography is maintained up to about 23°. With 
an increase in the ion incidence angle a different type of rotated ripples form on the surface 
resulting in curved ripples connecting both types of ripples.  
 
 
Figure 1.15. AFM images of Xe+ ion beam (2000 eV) bombarded on Si surfaces, from [64]. Ion fluence of 
5.8×10
18 cm−2 at different ion incidence angles: (a) 5°, (b) 25°, and (c) 26°. The image sizes are 2×2 μm2 and 
the arrows denote projected ion beam direction. The figure shows rotation of the ripple patterns with 
incidence angle. 
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More interestingly these newly formed ripples start to transform into dot structures ordered along 
previously existing ripples at incidence angle of 25° (Figure 1.15.b). The dot structures dominate 
when incidence angle is 26° with an amplitude of 4nm and a periodicity of λ ~ 50nm. 
In this regard, Ziberi et al. [64] have identified a fundamental parameter governing the pattern 
formation which is the angular distribution of the incident ions in a nonideal parallel ion beam, 
which is characteristic of all broad beam ion sources. This additional parameter being neglected 
in many experimental studies and theoretical models provides an extra degree of freedom for the 
pattern formation during ion beam erosion. 
In a recent paper Ziberi et al. [57] study nanopattern formation on Si and Ge surfaces. Figure 
1.16 shows the different topographies produced by different ion energy erosion and different 
incidence angle with or without the sample rotation. Surface topographies like hole structures, 
smooth surfaces and isotropically distributed dot structures form on Si surfaces with surface 
rotation (Figure 1.16 (a-c)). Si surfaces show a preferential orientation of the ripples 
(perpendicular) or columnar structures (parallel to) the projected ion beam direction when they 
are generated without sample rotation. 
 
Figure 1.16. AFM images of Si surfaces after Ar
+
 ion beam erosion from [57]. (a-c) E = 500 eV with sample 
rotation. (d-f) E = 1500 eV without sample rotation. (a) 0° (b) 45° (c) 75° (d) 15° (e) 45° (f) 5°, ion flux of 
1.87×10
15
 cm
-2
s
-1
 for 3600 seconds. 
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Madi et al. [65] study the ripple pattern formation and surface morphology of Si surfaces over a 
large range of ion energy from 250 eV to 1 keV and for incidence angles ranging from 0° to 85°. 
They have reported the pattern transformations and the formation of smooth surfaces for 
different incidence angles and energies. Figure 1.17 shows pattern formation for different off-
normal incidence angles. They also report on the effects of trace metal concentration on the dot 
pattern formation. Their observation suggests that when Mo grids and clips are used to hold the 
Si samples, high densities of dots are formed immediately adjacent to the clips. On the other 
hand, when melted indium is used to hold the substrate, featureless steady state surfaces are 
observed for the identical irradiation condition. 
 
 
Figure 1.17. Image from [65] showing the effect of incidence angle on surface morphology by Ar
+
 ion 
irradiation. E = 250 eV at room temperature. The projected ion beam direction is from bottom to top. The 
AFM topograph scan size is 2 μm × 2 μm in (a)–(c) and 1 μm × 1 μm in (d)–(f). (a) 0°, 3.8 × 1018 cm−2 (18 min), 
vertical range 3 nm. (b) 10°, 18 min, vertical range 3 nm. (c) 35°, 18 min, vertical range 3 nm. (d) 50°, 3.2 × 
10
17
 cm
−2
 (90 s), vertical range 2 nm. (e) 70°, 90 s, vertical range 3.5 nm. (f) 80°, 90 s, vertical range 3.5 nm. 
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The pattern formation studies reported here, before the study of Madi et al., suffer from 
boundary effects and deposition of metal impurities. Different types of patterns may form on 
different regions of the surface under the same irradiating parameters. Different species and 
amounts of co-sputtered metal can result in a completely different pattern like holes and dots 
formation or perpendicular mode ripples as seen by Madi et al. [65] or no pattern at all. A detail 
on the effect of metal impurities is given in a subsequent section. 
 
1.6. Boundary effect 
Cuenat et al. [54] also study the boundary effect on the sputtered area, though the beam energy 
for their experiment is much higher than that of other studies reported here. Figure 1.18 shows an 
AFM image of two regions of a 50μm square area of Si (001) surface after sputtering with a 30 
keV Ga
+
 ion beam. In the center of the square the ripples have the expected orientation. But at 
the edge of the square, a new ripple pattern perpendicular to the previous one is developed with 
almost the same wavelength as before. The amplitude of these new ripples decreases from 4nm 
to 0nm over a distance of 15μm from the edge. 
 
Figure 1.18. Image of ripples on a Si (001) surface after bombardement for 20min with 30 keV Ga
+
 beam, 
from [54].  The study is done at room temperature on a 50μm square surface. 
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1.7. Effect of metal impurities 
In a recent paper, Macko et al. [66] show the effect of metal impurities in the creation of surface 
pattern as see in Figure 1.19. They do the experiment taking care that the ion beam hits the Si 
(001) sample only. They observe that for a 2 keV Kr
+ 
ion beam and for a fluence of 2×10
18
 
ions/cm
2
 no ion beam patterns form for global impact angles < 45°. They observe rough ion 
beam faceted ripples and roof tile patterns for angles ranging from 60° to 83°. They report that 
the angular dependent pattern formation of a Si surface under a clean ion beam erosion condition 
is related to the angular dependence of the sputter yield. The sputter yield predicted by TRIM.SP 
[67] is shown in Figure 1.20. They conclude that patterns observed for global angles < 45° are 
the result of deposition of metallic impurities resulting from the use of a divergent beam. Their 
experiments suggest that more investigations are required to find out the effects of impurities on 
pattern formation. 
 
 
Figure 1.19. Image from [66] showing STM topographs of Si (100) after a fluence of 2×10
18
 ions/cm
−2
, 2 keV 
Kr+ at 300 K. The angle of incidence (a) 0°, (b) 15°, (c) 26°, (d) 45°, (e) 60°, (f) 75°, (g) 79° and (h) 83°. The 
image size for (a)–(d) and (h) is 316 nm × 316 nm and in (e)–(g) is 625 nm × 625 nm. The white arrows in (b)–
(h) indicate the ion beam direction. 
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Figure 1.20. Image from [66] showing (a) patterned Si surface roughness σ as a function of the angle of 
incidence ϑ (b) Sputter yield Y (θ) as a function of the angle θ of the ion beam with respect to the local surface 
normal for 2 keV Kr
+
 on Si as calculated by TRIM.SP [67]. 
 
 
Figure 1.21. Images from [68] show the diversity of pattern formation on Si (a, b, d–g, i, m) and Ge (c, h, k, l) 
surfaces by low-energy ion-beam erosion. Beginning with top left, the following surface topographies 
measured by AFM are shown: (a) ultra-smooth surface, (b, c) meshworks of randomly arranged troughs, (d) 
domains of hexagonally ordered dots, (e) highly ordered ripple pattern, (f) coexistence of dots and ripples, (g) 
long range square ordered dots on Si, (h) long range hexagonally ordered dots, (i, k, l, m) curved ripples. ion 
energy between 500 eV and 2000 eV; ion species used Ar
+
, Kr
+
, Xe
+
; ion incidence angle between 0° and 75° 
with respect to the surface normal at room temperature. 
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1.8. Overview 
Considering all the different patterns formed on material surfaces, Frost et al. [68] give a 
summarized view shown in Figure 1.21, to illustrate the diversity of structures and patterns 
resulting from the ion-beam erosion of Si and Ge surfaces. The figure shows patterns for 
different ion energies (between 500 eV and 2000 eV), different ion species (Ar
+
, Kr
+
, Xe
+
), and 
ion incidence angles (between 0◦ and 75◦).  
The possibilities for producing different surface patterns are evident from Figure 1.21. The figure 
also suggests the challenge in identifying the effects of all the parameters responsible for pattern 
formation to solve the problem of surface evolution by ion-beam irradiation. 
The following parameters are shown to be responsible for different pattern formation: 
i) The angle of incidence (varies from 0° to 85°) 
ii) Flux of the incidence ions 
iii) Erosion time, (fluence increases with increasing time) 
iv) Ion-beam energy 
v) Ion-beam species (Ne+, Ar+, Kr+, Xe+) 
vi) Temperature of the substrate 
vii) Beam divergence (angular distribution of the ions in the beam) 
In this work, the effects of different irradiation parameters on pattern formation on Si surfaces 
when irradiated by an Ar
+
 ion beam are studied. The first objective is to understand the incident 
angle dependence on the formation of patterns. Next, the effect of the coefficient of surface 
diffusion on the wavelength and amplitude of the ripples is studied. Finally the effects of various 
parts of the crater geometry, characterized by the crater function moments, are evaluated. This 
also sheds light on the importance of crater convergence in these studies. 
To accomplish these tasks, molecular dynamics (MD) simulation combined with continuum 
surface diffusion simulation is used here. MD simulation is first used to generate the crater 
functions that describe the effect of a single impact on a Si target at a particular incidence angle.  
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Figure 1.22. Si surface becomes amorphous after consecutive Ar
+
 ion bombardment. Image is taken from 
[69]. The blue circles are Si atoms and red circles are Ar
+
 ions. It also shows the number of argon ions 
implanted at different depth for 700 eV ion beam energy. 
 
The Si target is created by preparing target unit cells as shown in Figure 1.22. Using MD 
simulation, Ar
+
 ions are consecutively bombarded making the top surface amorphous. The crater 
functions are then incorporated in the surface diffusion simulation that models the dynamics of 
the evolving surface over larger time and length scales than the MD simulation. These methods 
are described in detail in chapter 2 of this thesis. Chapter 3 includes all the results of this work 
including the relative importance of the different portions of the crater functions. The final 
chapter concludes the thesis with discussions on future directions of this work. 
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Chapter 2 
 Modeling 
 
In this chapter the molecular dynamics simulation method to generate crater functions and the 
multi-scale modeling method for surface evolution are described. Molecular dynamics is first 
used to simulate the bombardment of the silicon surface by inert argon ions. Next a silicon atom 
probe method is used to characterize the surface and the crater functions are generated by 
averaging over thousands of impacts. Then these crater functions are incorporated into a 
continuum model of surface diffusion to study pattern formation. 
 
2.1. Molecular dynamics (MD) simulation 
In molecular dynamics simulation, Newton’s equations of motion are integrated for the system of 
particles including the bombarding inert ion and the target atoms to determine positions and 
velocities.  
Different techniques of MD simulation have been used for simulating ion impact. In one 
approach, one surface atom called the primary knock-on atom (PKA) is simply assigned a 
velocity corresponding to the implantation energy and beam angle of incidence that it might have 
gained due to a collision with a bombarding ion. This approach is called the “knock-on” atom 
method. In this case the bombarding ion is not simulated [70]–[72]. The ion trajectory along with 
all the subsequent secondary and higher order recoils are simulated following the process as to 
which the atoms are set into motion by the collisions. The method used in the present work 
simulates both the bombarding ion and the target atoms. Here the bombarding atom is assigned a 
velocity with which it hits the target atoms. The trajectories of all the ions and atoms in the 
system are then tracked using interatomic potentials that govern their interactions. 
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In this study, argon ions are used for bombarding the silicon target. For silicon-silicon 
interactions the Stillinger-Weber potential [73] is used, and for argon-argon and argon-silicon 
interactions the Moliére potential [79], [80] is used. The form of the three body Stillinger-Weber 
interatomic potential energy is given by 
 2 3( , ) ( , , )SW
i j i j k
v i j v i j k
  
     (2.1) 
where v2 and v3 are two body and three body interactions respectively and i, j, k are atom indices. 
The two body potential is defined by 
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where σ and ε are the length and energy scaling factors respectively, ASW, BSW, p and q are 
positive constants and a is a cut-off distance beyond which the pair-wise interaction is 
considered to be zero. |rij| is the distance between the i
th
 and the j
th
 atoms. All parameters are 
given by [73]. 
The three body potential term is defined similarly and is given by 
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where λSW and γ are parameters. This energy vanishes at the tetrahedral angle SWjik for 
which
1
cos
3
SW
jik   . 
The Stillinger-Weber parameters for silicon ensure that the diamond cubic crystal is the most 
energetically stable structure and that the structure of the liquid silicon is the same as predicted 
from other simulations based on first principles. 
The Stillinger-Weber potential is just one of many available potentials [74] that could be used for 
silicon. However, this potential is widely used in ion-bombardment studies, since it gives 
reasonable values of bulk properties of silicon including bulk modulus, melting temperature [73], 
energy-volume relationship, point defect energies, [75], [76] and re-crystallization kinetics 
during fast quenching from the melt [75]. Stillinger-Weber potential has also been found to be in 
good agreement with the electronic structure methods when compared to density functional 
calculations with ab initio pseudopotentials [77], [78]. Although it does not accurately represent 
the detailed surface reconstruction effects, it does predict formation of dimer rows on a free 
surface. Thus, it is deemed sufficient for the present purposes of finding the crater functions 
using MD simulation.  
The Moliére potential [79] for non-bonding argon-silicon interactions is also a common choice in 
ion bombardment studies. It is given as 
 
2
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where Zi, Zj are the atomic numbers of the i
th
 and j
th
 atoms, e is the electron charge, r is the 
distance between atoms and a is the Firsov screening length, given by 
24 
 
 
1 1
2 2
00.885 i ja a Z Z
 
  
 
 (2.8) 
where ao is the Bohr radius. A purely repulsive Moliére potential is used in the simulation 
neglecting the attractive parts of the argon-argon and argon-silicon interactions since they are 
relatively small with respect to the other factors in the system. 
The velocity-Verlet algorithm is used to integrate Newton’s equations of motion to track the 
atom trajectories. The positions and velocities are updated using the two equations in a velocity-
Verlet algorithm given by, 
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where xi
n
 is the position of the i
th
 particle at time step n. Δt is the time step of integration. vi
n
 is 
the velocity of the i
th
 particle at time step n. fi
n
 is the total force on the i
th
 particle at time step n. 
mi is the mass of the i
th
 particle. 
The time step for integration is set to Δt = 0.1fs during the initial stages of ion bombardment 
when the velocities of the bombarding ion and interacting atoms are large. The time step is 
reduced to Δt = 0.2fs during the rest of the simulation, when the velocities of the interacting ions 
and atoms are lower. The time step used here was verified by Kalyanasundaram et al. [81] using 
shorter time steps and monitoring energy conservation. 
The temperature of the system is calculated using the Boltzmann’s equation of the relation 
between the temperature and kinetic energy given by 
 2
1
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2 2
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mv k T
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where kB, the Boltzmann constant is 1.381×10
-23
 J/K. Here the summation is over all the atoms of 
the system. The temperature of the system is adjusted and controlled by a thermostat that models 
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the cooling by conductivity into the bulk material during the simulation. It is applied only to a 
portion of the system which is far away from any collision cascade introduced during the impact. 
The thermostat simulates cooling by conduction using a velocity rescaling method. Such a 
thermostat, a Berendsen thermostat, [82] rescales the velocity at each time step and thus modifies 
the temperature. The velocity is rescaled according to the equation 
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where vrescaled is the rescaled velocity, Δt is the time step, τ is a characteristic time that controls 
the strength of the thermostat, Ttarget is the target temperature and T is the current temperature. 
The value of τ has been selected to be 7.5×10-15s during the initial stages of ion impact, and 
1×10
-13
s during the rest of the simulation process. This Berendsen thermostat was chosen for its 
relative ease of use.  
 
2.1.1. Description of a representative ion impact  
In this section a representative impact of an inert argon ion on a crystalline silicon surface is 
described. This process is used to create the amorphous silicon target that is used for all the 
simulations presented here. 
The sample silicon target is modeled by a 5.43nm × 5.43nm × 5.43nm cube consisting of 8000 
silicon atoms (Figure 2.1). The (100) and (010) (lateral) surfaces have periodic boundary 
conditions while the (001) (top) surface is exposed to vacuum. Since the incident beam deposits 
a large amount of energy in the simulations, periodic boundaries are enforced in the lateral 
directions to prevent energy from reentering the simulation box [83]. The (00 1 ) (bottom) surface 
is held fixed to maintain the position of the target.  
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Figure 2.1. Schematic of simulated Silicon box. 
 
The argon ion impact point is randomly selected. The silicon target, which is initially at a 
temperature of 4K, is raised to 77K using the thermostat and then the bombarding ion is given a 
velocity of 7.62×10
4
 m/s which corresponds to a kinetic energy of 1200 eV normal to the 
surface.  
 
Figure 2.2. (left) Shows the spike in temperature when the inert argon ion hits the silicon surface, (right) 
shows a full representative temperature profile of silicon. 
 
Initially 
Crystalline 
Silicon 
Thermostated Layer 
5.43 nm 
5.43 nm 
5.43 nm 
Fixed Layer 
X 
Z 
Y 
27 
 
The temperature of the system suddenly increases when the ion hits the surface. In Figure 2.2 
(left) the spike shows the increase of the system temperature when the inert ion impacts the Si 
target. Because of the energy received from the impacting ion, some of the target atoms or the 
bombarding ion itself might leave the target. These sputtered atoms can be easily identified by 
their position and velocity and are taken out of the simulation. The mean temperature then 
decreases and the simulation is allowed to run without applying the thermostat for a specified 
number of time steps so that the atoms can exchange their energy with neighboring atoms 
without any external force applied. An 8000 time step, representing 8×10
-13
 seconds, is selected 
for this initial simulation step since most of the sputtering and rearrangement of atoms happens 
during this time. After 8000 time steps the thermostat is applied again to the bottom two rows of 
the target to slowly cool down the temperature of the system to 120K, below which the defects 
become immobile [84], [85]. The thermostated planes are so chosen so that they are far from the 
impact area and do not interfere with the motion of the interacting ions and atoms. Figure 2.2 
(right) shows the slow decrease of the temperature of the system to 120K. Finally the thermostat 
is applied to the whole system to quench the system down to 4K and the entire process is then 
repeated for the next ion. 
 
2.1.2.  Amorphous surface generation  
When an inert ion hits the surface, it exchanges energy with the atoms in the target, setting off a 
collision cascade as the energy is distributed to some region below the surface. During this 
exchange of energy some atoms obtain enough energy to sputter out of the surface, while some 
inert ions implant below the surface. Some of the atoms move from initial crystalline positions to 
create damage inside the target and an amorphous surface.  
During the experiment the perfectly crystalline silicon surface rapidly becomes amorphous. In 
the pattern formation experiments that are done in room temperature, the highly damaged 
amorphous layer is typically created within a fluence of 2×10
14 
ions/cm
2 
[69]. For most of the 
duration of the experiment, the bombarding ions essentially impact an amorphous silicon surface. 
The impact on a crystalline surface would be very different from that on the highly damaged 
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surface. So, to capture the experimental event and for the surface to be in an apparent steady 
state in terms of sputter yield, structure, and stress, an amorphous surface is first generated on 
which to perform the average response calculations on the surface. The amorphous surface is 
then used as the initial surface for all the simulations. 
The amorphous target is created using 77 consecutive normally incident ions on a 10×10×10 unit 
cell cube of silicon. A description of each individual impact is given in the previous section. 
Figure 2.3 shows the temperature profile of such 10 consecutive impacts. After each impact, the 
temperature of the system goes up to 450K and then it is again cooled down to 120K before the 
next impact occurs. The damage to the cube renders the surface amorphous [69], [81]. Figure 2.4 
shows the evolution of amorphous surface after being bombarded with inert Ar
+
 ions. 
 
 
Figure 2.3. Temperature profile of 10 consecutive impacts on the Si target. 
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Figure 2.4. Amorphous surface evolution of Si target after being bombarded by inert Ar
+
 ions. 
 
 
Figure 2.5. (left) 10x10x10 box after 77 impacts. (right) 20x10x10 made by repeating the left box along the X 
direction, where blue spheres are Si atoms, and red spheres are the Ar
+
 ions. 
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This cube of silicon is then repeated to create a 20×10×10 box of unit cells and the new surface 
is bombarded with 20 more inert ions one after another to break the periodicity resulting from the 
repetition of cubes. The resulting amorphous surface is considered to be the initial condition for 
later impacts. Figure 2.5 (left) shows the 10×10×10 unit cell box impacted by 77 consecutive 
ions. Figure 2.5 (right) shows the larger box of 20×10×10 unit cells made from repeating the left 
cube. 
 
2.1.3. Generation of crater functions 
Crater functions are the average response of this target surface to an individual ion impact. 
Finding the crater functions for a particular angle involves two steps. i) Multiple impacts of the 
inert Ar
+
 ions on the amorphous Si target, ii) surface tracking by a Si probe atom and finding the 
average surface response. 
Multiple impacts of Ar
+
 ions on the amorphous Si target 
To generate the crater function for a particular angle, the amorphous surface created previously 
is bombarded with more than 950 inert ions one after another for that particular angle. Each time 
the target is reset to the initial amorphous surface before another impact occurs so that the 
simulation parameters remain constant. The impact point is randomly selected for each of the 
impacts. After each of the impacts, the system is cooled down to 4K which is the temperature of 
the initial target, and the surface information is saved for later use. 
Silicon probe atom method 
The silicon probe atom method is used to track the target silicon surface. The target surface is 
first discretized to 21×41 points in the XY plane. The average height of the representative 
continuum surface of the amorphous target is then calculated by simply averaging the heights hi 
at the 21×41 discretized positions. A probe Si atom is then placed at a particular discretized Pi(x, 
y) position, elevated 1nm from the average surface location. The Si atom is then moved in the 
negative Z direction from that elevated position, with a discrete step size of 1/100
th
 of an 
angstrom, keeping the lateral (x, y) position fixed. The force experienced by the probe atom due 
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to the target surface is measured at each step.  The location in the Z direction, where the force 
experienced by the probe Si atom is zero, represents one discrete point of the target surface at 
that particular discretized (x, y) position. After finding one Pi(x, y, z) position of the target 
surface, the Si probe atom is moved to the next discretized (x, y) position. When all the 
discretized (x, y) positions of the target surface have been scanned, the set of P(x, y, z) points 
represent the desired surface.   
 
Figure 2.6. (Step-1) Argon ion hits a random point on the simulated box, (Step-2) the impact point is centered 
at (0,0) point, (Step-3) the box is shifted forcing periodic boundary condition. 
 
Recentering and averaging 
The surface is then re-centered at the impact point. This is done by shifting the whole box 
laterally so that the impact point is at the (0, 0) position (Figure 2.6). The simulation box is 
shifted to a specific position for all the impacts to facilitate averaging. This is done for more than 
950 impacts. All the surfaces centered at the impact point are then subtracted from the 
amorphous surface prior to the individual crater impacts. The resulting surfaces then represent 
the change due to the impact of the individual argon ion or the response of the silicon surface to 
the single impact. The responses are then averaged to get the crater function for a particular 
angle. The same procedure is repeated to find the crater functions for different angles of 
incidence. 
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Figure 2.7 (top left) shows the amorphous surface that is used to generate all the crater functions. 
The amorphous surface on the left is created by the initial 77 impacts on a 10×10×10 box and 
then doubling this box to create a 20×10×10 box, followed by an additional 20 impacts. Figure 
2.7 (top right) shows the surface after it has been bombarded with a single ion at any random 
point with 40° global impact angle. The global impact angle is the angle of incidence measured 
from the surface normal of the continuous surface and does not depend on the local variation of 
the amorphous surface height. Figure 2.8 shows the difference between the global and the local 
angles. The change in the surface height is then calculated giving the response of the silicon 
surface after a single impact. 
 
 
Figure 2.7. (Top left) The initial amorphous surface generated, (top right) after a 40° global incidence Ar
+
 ion 
impact at a random point marked by the tip of the black arrow. (Bottom left) the surface produced after 
subtracting from the initial amorphous surface and re-centering the impact point at (0, 0) position. (Bottom 
right) the resulting surface of the 40° crater function after averaging over more than 950 impacts. The top 
colorbar applies to the top two images, and the bottom colorbar applies to the bottom two images. 
 
Figure 2.7 (bottom left) shows the response of a single impact and the crater function (bottom 
right) which represents the single impact averaged over more than 900 cases. The impact point 
has been shifted to the (0, 0) position. More significant surface changes are expected downstream 
from the collision than upstream. For this reason, only 2nm is observed upstream from the 
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impact point while 8nm is considered downstream. These lengths are determined after observing 
many individual impact cases and noting that far field should not be affected by the impact and 
thus the displacement must be zero on the perimeter. Because of the periodic boundary 
conditions on the periphery, lateral shifting does not change the final surface produced by the 
craters. 
  
Figure 2.8. Schematic showing the global impact angle and local impact angle. 
 
2.2. Moments of the crater functions 
Moments are useful parameters to study the surface morphologies. A geometric moment can be 
defined as a quantitative measure of the shape of a set of points. In physics, the first moment of a 
force would simply mean the tendency of that force to rotate or twist an object about some axis. 
The second moment of mass is usually known as the mass moment of inertia which represents 
the measure of an object’s resistance to changes to its rotation. In general the mth moment of a 
real valued continuous function f(x) of a real variable about a value c is 
 ) ( )( mm f x dxx c

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The moments for the numerical craters are calculated using the following equation which defines 
the m
th
 moment Mm with respect to r0 as 
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where N is the total number of spatial grid points in the crater function, ri is the i
th
 spatial grid 
point, and hi is the height of that grid point. Using this equation, the 0
th
, 1
st
, and 2
nd
 moments are 
calculated. The higher moments (third order and higher) are considered to have significantly 
lower effect on the evolution of surface patterns. The equations for the 0
th
, 1
st
 and 2
nd
 moments 
with respect to X and Y axis then become, (refering to Figure 2.9) 
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Figure 2.9. Schematic showing the calculation of moments of the numerical craters. 
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2.3. Multiscale modeling of surface evolution 
Numerous experimental observations have found that a regular periodic surface patterns or 
randomly rough surface patterns are developed due to ion bombardment. The evolution of the 
surface depends on the beam angle, the temperature of the target and the mass of the interacting 
ions and atoms. This section describes a multiscale model for simulating the development of 
surface morphology and the formation of regular, quasi periodic structures or patterns. 
Following Kalyanasundaram et al., 2009 [58], the model used here to study the surface 
morphology combines the MD based crater functions with a thermally activated surface diffusion 
model. On the scale of a single impact, the change of surface height is on the order of a few 
nanometers and the time is on the order of a fraction of a nanosecond. However, surface 
diffusion occurs at much larger time and length scales. This difference in scales suggests that it 
would be convenient to treat the effect of an individual ion impact separately from the effect of 
surface diffusion. 
The evolution of the surface is then assumed to be governed by 
   2 2, ( ),
h
g t B h
t


   

x x  (2.21) 
where g(x, θ(x), t) is the shape of the crater function due to ion bombardment and hB 22  is the 
strain driven diffusive smoothing. B is the surface diffusion coefficient given by 
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where Ds is the surface diffusivity, C is the concentration of mobile species, γ is the surface free 
energy density, Ω is the atomic volume, kB is the Boltzmann constant and T is the target 
temperature. The impacts are assumed to be independent of each other. Then the simulation can 
be constructed as the summation of all the individual impacts and the surface diffusion, so in the 
discrete form it can be written as 
     0, ( ), ,iion ig t fA h   x x x x x  (2.23) 
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where f is the ion flux, A is the projected surface area of the target, and Δhion, the crater function, 
represents the average response of x relative to x0. The change of h over time Δt is then given by 
       0
1
, , ,
rN
i
ion i diff
i
h t t h t h h

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where Nr is the number of random impacts on the simulated Lx×Ly surface in time Δt and x0
i
 are 
the Nr random impact points. Δhdiff refers to the change of height due to the diffusion. After the 
Nr random impacts, the change of surface height over time Δt due to the surface diffusion is 
calculated by first taking the discrete Fourier transformation of h(x, t) to 

h (q, t) and then back to 
h(x, t). The transformed Δhdiff is given by 
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The diffusivity B is the same diffusivity as that given by Erlebacher [86]. Sample calculations are 
done to select the diffusivity, B = 2.0×10
-48 
m
4
/s, that best reproduces the surface as observed 
from experiments in terms of rms and wave number. This procedure of incrementing the surface 
height due to Nr impacts and surface diffusion is repeated to advance the system in time and 
simulate another Nr impacts. 
The Nr random impacts are assumed to be independent of each other. In the simulations 
presented here, Nr = 10000. Simulations have been done with different Nr values to ensure that 
any number lower than this Nr would produce the same surface, same rms, and same growth rate. 
Rms value is calculated using the following equation 
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where N is the total number of grid points, hi is the height at the i
th
 grid point, and h  is the mean 
height of the surface. 
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Figure 2.10 shows the rms values of the surface produced for different Nr values. It clearly 
indicates that, Nr = 10000 is sufficiently low, as the rms value for Nr = 80000 is 0.8×10
-10 
m after 
75 seconds, compared to 0.09×10
-10 
m for Nr = 10000. 
 
Figure 2.10. Shows that Nr = 10000 is sufficiently low. 
 
Simulation parameters and initial conditions 
In this simulation Lx=Ly=0.834 μm. Δt depends on the flux, simulated box area and the number 
of impacts per diffusion step. For the results shown here, the simulated box area is 6.96×10
-13
 m
2
 
and the flux is 3.52×10
15
 ions/cm
2
/s. Δt then can be calculated as 
 r
N
t
flux A
 

 (2.27) 
which gives Δt = 4.08×10-4 seconds. The surface is discretized with 3072×3072 collocation 
points. The distance between these points is the same as the spacing between grid points used in 
generating the crater functions. Any point in the surface can be randomly selected to be an 
impact point. Any grid point has an associated x = (x, y) Cartesian coordinate with an initial 
height hi, j= h(x0, t) = 0 at t = 0. 
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Interpolation of crater functions 
The choice of the crater function at every time step depends on the local incidence angle, which 
is the argument θ(x0) in the average crater function. The beam angle beam  or global angle has a 
projected direction along the x axis on a surface described by the slopes m1 and m2 along the x 
and y axes. During the initial periods of bombardment, the ion essentially hits a flat surface with 
m1 = m2 = 0. Then the local incidence angle is same as the beam angle beam . But when the slope 
changes due to the accumulating surface height change from the impacts and the surface 
diffusion, the local angle of incidence is given as 
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The slopes m1 and m2 are calculated using a central difference scheme around the point of 
impact, so that 
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The appropriate crater function to be used for the simulation of a particular impact is found by 
linear interpolation between two available crater functions in a 5
o
 range using the local angle and 
the global beam angle. Since the height of the surface is continuously changing due to the 
impacts of the ions, the crater functions are rotated in plane to consider the effect of actual 
projection of local impact onto the surface. The angle of rotation is calculated by 
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The crater function is then rotated and copied to the corresponding grid points on the new grid 
using a bi-linear interpolation. 
This method described in this chapter effectively takes the local angle of incidence into 
consideration. It also senses the minute features already created on the simulation surface and 
rotates the crater functions accordingly to take their effects into account. This method effectively 
incorporates the large scale difference between the molecular dynamics and surface diffusion 
simulation both in time and length scale. This method can now be used to generate surfaces at 
different global incidence of the ion beam. The surfaces are generated with a 5° interval of the 
global incidence ranging from 15° to 65° and are shown in the next chapter. The moments of the 
crater functions are also calculated and their effects on surface pattern formation are discussed. 
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Chapter 3 
 Results 
 
This chapter includes results of the simulated crater functions and surface morphologies of ion 
bombarded silicon in five sections. The first section describes the distinguishable geometric 
features of the crater functions and the shape and convergence of the crater functions related to 
their global angle of incidence. The second section describes the moments of the crater functions 
relative to the global incidence and their role in producing surface patterns. The third section 
describes the surface morphologies for different global incidence. The fourth and fifth sections 
discuss the effect of initial conditions and the effects of moments of different parts of the crater 
function on the generation of surface patterns. The crater functions described here are averaged 
over more than 950 impacts. The surface evolution is studied over fluences on the order of 
2×10
18
 ions/cm
2
 which is comparable to experimental durations. 
 
3.1. Crater functions 
The computed crater functions are shown in Figure 3.1 and Figure 3.2. Each of the crater 
functions is averaged over more than 950 impacts to ensure convergence, which is discussed in a 
subsequent section. A total of 13 crater functions are computed, from 10° to 70° of the global 
incidence, with a 5° interval between the craters. Several key geometric features of the crater 
functions are described below: 
i) The projected ion beam direction is aligned with the positive X direction. That is, the ions 
strike the surface at (0, 0) coming from the negative X direction as shown in Figure 3.3 
by the black arrow. 
ii) Since the ions are striking the surface along the positive X direction, the crater functions 
should not have any directional properties along Y axis. That is, they are expected to be 
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symmetric with respect to the X axis or the projected ion beam direction. In reality, there 
are some minor differences in the surface patterns between the left and right sides 
(referring to Figure 3.3) of the craters. These differences tend to smooth out as more 
impacts are included in the average. All the crater functions reported here are post-
processed to average differences between left and right sides, forcing them to be 
symmetric. 
iii) The boundaries of the crater functions are assumed to be far away from the impact point. 
This assumption is discussed in more detail in section 3.5. The small shift of the surface 
in the z direction near the boundary of the box due to volume expansion is removed by 
forcing the periphery to be at z = 0. The uniform shift needed for this purpose is expected 
to have no effect on surfaces formed from the craters. 
iv) The impact of the inert ion is expected to have more effect on the surface downstream 
from the point of impact. For this reason the impact point is shifted 3.43nm to the left and 
then averaged. So, for all the craters the impact point lays 2nm from the left boundary as 
shown in the figures. 
Figure 3.1 shows XY views of the craters. For lower off-normal angles the crater shape is close 
to circular, meaning that there is even mass distribution and rearrangement in the XY plane. For 
higher off-normal angles, the circular shapes tend to elongate indicating that more mass transfer 
and rearrangement are occurring in the x direction. Moreover, there are some significant 
differences in the creation of crater rims for different craters. For lower off-normal angles, crater 
rims are symmetrically distributed along the periphery of the crater. As the off-normal angle 
increases, however, the crater rims are formed mostly at the left and right sides (when looking 
along the direction of projected ion impact that is along the positive X direction, as shown in 
Figure 3.3) of the impact. The crater rims are also visible downstream from the impact for higher 
off-normal angles (55° to 75°). In these cases there is more mass moving in the downstream 
direction than in the upstream direction, especially for higher angles. The role of these crater 
functions in the surface pattern formation is the subject of studies which is reported later in this 
chapter. 
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Figure 3.1. XY view of the crater functions for different incidence angles from 10° to 70° with a 5° interval. 
All the craters are drawn to the same scale as shown in the colorbar. The figure shows that the affected area 
due to impact for lower angles is almost circular in shape while it tends to become oval for higher angles. The 
Ar
+
 ion moves from left to right and strikes the surface at (0, 0) as shown for the 10° crater. The X and Y axis 
scales are in nanometers. 
m 
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Figure 3.2. XZ views of the crater functions for different incidence angles from 10° to 70° with a 5° interval. 
All the craters are drawn to the same scale in the Z direction as shown in the colorbar. The scaling in the Y 
direction is in nanometers.  The depth of the craters increases with the increasing off-normal incidence angle.  
The point of maximum depth shifts downstream with increasing off-normal angle. The black arrow in the 10° 
crater shows the projected ion beam direction in the XZ plane. 
 
m 
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Figure 3.3. Schematic of the crater function and definition of different zone. 
 
Figure 3.2 shows the XZ projection view of the crater function free surface. From these figures, 
it can be seen that the affected area due to the impact for lower off-normal incidence angles is 
more centered with respect to the impact point, whereas for larger angles it is shifted downstream 
from the point of impact. There is no shift in the y direction. The point of maximum depth also 
shifts downstream with increasing off-normal incidence angle, as seen in Figure 3.4. 
 
Figure 3.4. Shift of the position of maximum depth along the x direction. The discreteness of the position is 
because the craters are discretized on a 41×21 grid. 
Left side 
Right side 
Downstream of 
impact 
Upstream of 
impact 
Ar
+
 ion 
direction 
X 
Y 
Impact point (0, 0) 
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From Figure 3.4 it can be seen that the point of maximum depth shifts in the x direction to a 
maximum of 0.72nm. Since the beam angle is inclined along the x direction at the position y=0, 
the point of maximum depth remains at the position y=0 as expected. The discrete increase of the 
shift is due to the discrete approximation of the crater functions on a 41×21 grid. This shift of the 
maximum depth of the crater and the skewness of the crater shape toward the downstream 
direction is a result of the moment and mass transfer in that direction due to the higher off-
normal impact angle. As the off-normal angle increases, the velocity of the argon ion along the X 
direction also increases which moves more mass in the positive X direction and hence shifts the 
features of the crater.  
 
 
Figure 3.5: Increase of crater depth with the increasing angle of of-normal incidence. 
 
From Figure 3.5 it can be seen that the depth of the crater also increases with increasing off-
normal angle. The increase in depth relates to the sputter yield of silicon, because when more 
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atoms are sputtered, the depth of the crater should increase. Figure 3.6 from [66] shows the 
corresponding trend for the sputter yield of Kr
+
 on a Si surface. It shows a maximum sputter 
yield for 70° off normal incidence. 
 
 
Figure 3.6.  Image from [66] showing the sputter yield Y (θ) as a function of the angle θ of the ion beam with 
respect to the local surface normal for 2 keV Kr+ on Si as calculated by TRIM.SP [67]. 
 
The crater functions are averaged over more than 950 impacts for each of the angles from 10 
degrees to 70 degrees. Various crater function convergence measures are shown in Figure 3.7, 
Figure 3.8, Figure 3.9 and Figure 3.10. 
Figure 3.7 shows the convergence of rms value with the increasing number of impacts. The mean 
rms value is calculated as more impacts are included in the average, and it eventually becomes 
constant. 
Figure 3.8 shows the relative error in the rms value of the craters as more impacts are averaged. 
Relative error is expressed in percentage. The percentage error calculated decreases with 
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additional crater averaging. The percentage errors in the calculation of the craters are less than 
0.05% in all the cases after about 900 impacts are considered. These convergence plots indicate 
that the crater functions used in this present work are well converged.  
 
 
Figure 3.7. Convergence of rms value of the craters for angles from 10 degrees to 70 degrees. The rms is 
measured in meters and averaged. 
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Figure 3.8. Relative error in the crater function rms expressed in percentage, for impact angle ranging from 
10 degrees to 70 degrees. 
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Figure 3.9. Convergence of the (a) surface minimum and (b) volume of all the crater functions. 
 
Figure 3.9 shows the convergence of the surface minimum and volume of the crater functions. 
The surface minimum is the minimum point of the crater surface or the bottom of the crater, and 
is computed each time as more impacts are included in the average. The volume is found by 
numerical integration of the crater functions and is computed each time as more impacts are 
(a) 
(b) 
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included in the average. Both the surface minimum and the volume of the crater functions 
become constant as more impacts are included in the average indicating their convergence. 
Figure 3.10 shows the similar convergence measures with respect to the Mxx and Myy moments. 
Both of the moment measures are converged as shown in the figure. 
 
Figure 3.10. Convergence of the (a) Mxx and (b) Myy moments of the crater functions for 10° to 70° global 
incidence. 
(a) 
(b) 
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Figure 3.11 shows the rms convergence of the 40° crater function averaged over 1800 impacts 
demonstrating that averaging over 900 impacts gives significant convergence. Figure 3.12 shows 
the relative percentage error in the calculation of the 40° crater function generated using 1800 
impacts. From these figures, studying crater function convergence over much larger number of 
impacts, we find it apparent that averaging over 950 craters are sufficient and no significantly 
better accuracy is obtained if averaged over 1800 impacts. 
 
Figure 3.11. Convergence of rms value of the 40 degree crater function when averaged over 1800 impacts. 
The figure suggests that averaging over 900 impacts is sufficient to get convergence. 
 
 
Figure 3.12. Percentage error of 40 degree craters averaged over 1800 impacts. 
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The volumes of the craters, found by integrating the discrete set of spatial grid points on the 
crater functions of different angles, are shown in Figure 3.13. The volume increases at first with 
increasing incidence angle up to 20° and then it decreases with increasing off normal angles of 
the bombarding ion. After 50°, the volume again starts to increase. Here the volume is negative 
representing removal of atoms from the surface, which is directly related to sputtering. The 
positive volume for the 70° crater function is because the crater rims and the downstream area of 
the higher off-normal incidence angle contribute to positive volume. 
 
 
Figure 3.13. Volume of crater functions for different off-normal incidence. 
 
With increasing off-normal incidence angle, more mass rearrangement occurs in the downstream 
portion of the crater functions, as shown in Figure 3.1 and Figure 3.2. Because of this mass 
rearrangement, to capture the entire effect of the impact, the simulation box size for the crater 
function is chosen to be twice as large in the X direction as in the Y direction. This mass 
rearrangement and distribution does not seem to affect the convergence of the crater functions. 
Referring to Figure 3.7, the convergence of rms shows the same pattern for both higher off-
normal incidences and near-normal incidences. But, it may play an important role in the 
formation of the surface patterns. The far-field mass distribution contributes more than the near-
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field crater features in the moment computation, which is identified as an important parameter to 
explain surface pattern formation. The next section discusses moments of the crater functions 
and their relation with the angle of incidence. 
 
3.2. Moments of the crater functions 
Moments to describe the geometry of the craters are calculated numerically using the equations 
given in chapter 2. The figures below show the 0
th
, 1
st
 and 2
nd
 moments of the crater functions 
for different incident angles. Since the crater functions are symmetric, ideally, the odd moments 
about y = 0 (the X axis) should always be zero and hence disregarded, or used as a measure of 
crater fidelity. 
 
 
Figure 3.14. 0
th
 moment of crater functions. Si surface is bombarded with 1200 eV Ar
+
 ions to prepare these 
crater functions. 
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Figure 3.14 shows the 0
th
 moment of the crater functions by angle. This figure shows the same 
trend as that of crater volume (Figure 3.13), since they are related by a proportionality constant. 
This proportionality constant is just the area of the single block in the 3072×3072 grid on a 
0.834μm×0.834μm area, which comes to 7.37×10-20 m3. Multiplying the 0th moments of the 
craters with this constant gives the volume of the craters. It is consistent with the fact that the 
sputter yield is highest for 25° to 50° angles of incidence. 
 
 
Figure 3.15. 1
st
 moment of the crater functions with respect to the Y axis. 
 
Figure 3.15 shows the 1
st
 moment My of crater functions calculated with respect to the X axis. 
Most of the values are positive with negative values for 25° and 40° crater functions. Crater 
functions for 55° incidence angle and higher have more positive My values compared to lower 
incidence angles. A positive My value indicates that in the direction downstream with respect to 
the ion beam (positive X direction), more mass is rearranged in the positive Z direction, while a 
negative My value indicates that there is more mass in the positive Z direction on the upstream 
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side (negative X direction) of the crater. Thus My gives insight into the mass rearrangement in 
the crater functions. The 1
st
 moment of the crater with respect to the X axis is very close to zero 
(Figure 3.16) as indicated previously because of the symmetry of the crater function with respect 
to the X axis. The values of the Mx moments are about eight orders of magnitude lower than 
those of the My moments. This indicates that the Mx moments can be considered negligible 
compared to the My moments. 
 
 
 
Figure 3.16. 1
st
 moment of the crater functions with respect to the X axis. 
 
The 2
nd
 moment Mxx is shown in Figure 3.17. The moment values increase with increasing off-
normal incidence angle. All of the values are positive except for the 10° crater function. A 
positive value essentially indicates the dominance of mass rearrangement in the positive Z 
direction (called the rims of the craters) along both sides (positive and negative Y direction) of 
the X axis of the craters (projected ion beam direction) compared to the Y axis. A larger Mxx 
value indicates an increase in the rim height, which means more mass is pushed sideways of the 
projected ion beam direction; this increase with increasing off-normal incidence angle. This also 
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indicates a weighting towards large Y values, or, more mass is pushed further away from the X 
axis towards larger positive or negative Y values with increasing off-normal incidence angle. 
 
 
Figure 3.17. 2
nd
 Moment of the crater functions with respect to the X axis. 
 
Figure 3.18 shows the 2
nd
 moment Myy of the crater functions with respect to the X axis. The 
trend is similar to that of My, which indicates the effect of the mass distribution in the positive X 
direction (downstream) from the impact point, since the spatial points that are further from the 
axis contribute more. A positive Myy indicates that more mass is moved in the positive Z 
direction in both downstream and upstream sides of the impact. Although the depth of the crater 
is much larger than the height of the rims, they contribute more to Myy because of their greater 
distance from the axis.  
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Figure 3.18. 2
nd
 moment of the crater functions with respect to Y axis. 
 
As indicated earlier, M0 is related to the crater volume by a proportionality constant. So, the 0
th
 
moment M0 is related to the erosion rate. Also, higher sputter yield indicates that most of the 
energy given to the system during bombardment is used for breaking the bonds in the surface 
atoms. In other words, the erosive component of the surface response dominates over the local 
mass distribution component [66], [88], [89]. On the other hand, lower sputter yield indicates 
that the system has some energy to rearrange the mass. It can then be assumed that crater 
functions with higher sputter yield and hence higher crater volume are less likely to produce 
patterns in the Si surface. Since the 1
st
 moment with respect to the X axis is essentially 0, the 
effects of 2
nd
 moments Mxx and Myy in the evolution of the surface patterns are analyzed here. As 
discussed earlier, higher positive values of Mxx indicate larger mass distribution on both sides of 
the projected beam direction (X axis). In fact, the results shown in the following section 
demonstrate that if Mxx dominates over Myy, the ripple patterns should also be parallel to the 
projected beam direction.  
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Figure 3.19. The ratio 
yy
xx
M
M
 for different off-normal incidence angles. 
 
Figure 3.19 shows the ratio 
yy
xx
M
M
 for different off-normal incidence angles. It is evident from the 
figure that for 20° incidence, mass rearrangement about the Y axis is more significant than 
around the X axis suggesting the possibility of ripple formation along the Y axis. So, this 
incidence angle should produce ripples oriented in direction perpendicular to the ion beam. For 
15° and 25° to 50° incidence angles, Myy and Mxx are comparable. Also at these angles there are 
smaller M0 values; so these incidence angles should produce smooth surfaces. The 55°, 60°, 65° 
and 70° crater functions have both comparable Myy and Mxx values and higher M0 values, but Myy 
and Mxx values both increase with the increasing off-normal incidence angle; indeed, they are 
likely to produce patterns parallel to the projected beam direction. 10° has a negative Mxx value. 
A negative Mxx would indicate that the depth of the crater is dominating over the crater rims. 
Besides that, a comparatively larger Myy value suggests a likelihood of producing perpendicular 
ripples for a 10° incidence angle. 
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3.3. Surface patterns 
The following section shows results on surface pattern evolution and discusses the dependence 
of rms and wavelength on fluence, flux and surface diffusion coefficient. In all of these cases, the 
surfaces are initially flat unless otherwise mentioned and the ion beam direction is always along 
the positive X axis.  
Before the incorporation of the crater functions into the diffusion model, a value of the surface 
diffusion coefficient B is determined based upon experimental observations. Several simulations 
are run with different B values to find the closest match that would produce the surfaces with the 
wavelength and rms similar to those found in the experiments. On this basis, B is found to be 
2.0×10
-48
 m
4
/s. The effect of changing the B value does not qualitatively affect the surface 
structure. It only affects the rms and the wave number. For higher B values the rms and growth 
rate are smaller, but the wavelength is larger. The rms is calculated using equation 2.26. 
 
 
Figure 3.20. The effect of B for 15° global off-normal incidence angle. Higher B produces lower rms and 
lower growth rates. 
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Figure 3.21. Surfaces produced for different values of diffusion coefficient. (left) For B1 = 2×10
-48
 m
4
/s, 
(middle) for B2 = 2×10
-47
 m
4
/s, (right) for B3 = 2×10
-46
 m
4
/s. The contour level on the right figure applies to all 
the images. The X and Y axis are in nanometers. In all of the cases, the fluence is 2.87×10
17
 ions/cm
2
. 
 
Figure 3.20 shows that the rms value is lower for higher B values. The growth rate is lower for 
higher diffusivity. Figure 3.21 shows the relation between wavelength and the B value. 
Wavelengths for these three cases are, λB1 = 46nm, λB2 = 139nm and λB3 = 417nm. The 
wavelength is found to increase with diffusivity as discussed by Bradley and Harper [1], [58]. 
Bradley and Harper suggest, based upon a linear instability theory that the dominant wavelength 
should scale according to  
 
2
( )
max
B
S


  (3.1) 
where S(θ) is proportional to the slope dependent sputter yield Y(θ), flux f, and the area of the 
target A. In the present study of B dependence, the wavelength should increase by a factor of 
10  = 3.16 as B increases by a factor of 10. Here λB2/ λB1 yields 3.02 and λB3/ λB2 yields 3.0, 
which both agree well with the analytical value. 
Figure 3.22 (a) - (k) shows the surfaces produced for different off-normal incidence angles from 
15° to 65° with a 5° interval. 
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(a) 15° 
 
(b) 20° 
 
(c) 25° 
 
(d) 30° 
 
(e) 35° 
 
(f) 40° 
 
(g) 45° 
 
(h) 50° 
 
(i) 55° 
 
(j) 60° 
 
(k) 65° 
 
Surface height ΔZ (m) 
Figure 3.22. Surfaces produced as a function of off-normal incidence angle ranging from 15° to 65°. The 
vertical range is ±40 nm. All the surfaces are 0.834μm×0.834μm. The flux is 3.52×1015 ions/cm2/s. Time of 
irradiation is (a) 200s (b) 165s (c) 168.75s (d) 250s (e) 200s (f) 300s (g) 350s (h) 300s (i) 250s (j) 232.5s (k) 250s. 
These times correspond to fluences on the order of 10
18
 ions/cm
2
. 
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Figure 3.22 shows that the simulation produces parallel ripple structures for 15°, 55°, 60° and 
65° off-normal incidence angle. Perpendicular mode ripples are formed for the off-normal 
incidence angle of 35°. Dot structures are formed for 20° and 25° incidence angles. For 30°, 45° 
and 50° incidence angles, the surface become smooth compared to the other cases. Figure 3.23 
shows that the rms value for these incidence angles is approximately 50 times smaller than at 
other incidence angles. The surface produced by the 40° incidence angle shows some faceted 
structures, but the amplitude and rms values are still lower than those of the other ordered 
structures. The parallel ripple patterns are highly ordered, and oriented perfectly along the 
projected ion beam direction. Some of these structures have defects in the ripples that go away 
with increasing fluence. These discontinuities appear at the beginning of the simulation and over 
time they interact with other surface features oriented in the opposite direction or with the ripples 
themselves and ultimately vanish.  
Figure 3.23 shows the rms value as a function of fluence level for surfaces produced by different 
off-normal incidence angle crater functions. The Y axis is in log scale. At the beginning of the 
simulation, the rms of the surface patterns increases exponentially. After fluences as low as 
1×10
17 
ions/cm
2
, the 20° and 25° surfaces begin to saturate in amplitude. The 55°, 60° and 65° 
surfaces begin to saturate at higher fluences of about 7×10
17 
ions/cm
2
. Similar results are 
obtained by Madi et al. [65] who observe amplitude saturation for angles greater than 45° at as 
low as 1×10
17 
ions/cm
2
. The 30°, 45° and 50° surfaces behave differently than other surfaces. 
They grow slowly over a long range of fluence without showing significant amplitude growth as 
the others do. Otherwise there is no qualitative difference in the surface structures once the rms 
curves saturate, even after running to higher fluences. So, it is deemed to be sufficient to study 
the surface behavior once the rms curves indicate some amplitude saturation. 
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Figure 3.23. Rms value of the surface produced by different global off-normal incidence angles at different 
fluence levels. Total times of irradiation are (a) 250s (b) 182.5s (c) 210s (d) 290s (e) 237.5s (f) 300s (g) 350s (h) 
300s (i) 287.5s (j) 267.5s (k) 290s, as shown in Figure 3.22. 
 
Figure 3.24 shows the rms value of the surfaces produced for different off-normal global 
incidence angles after a fluence of 1×10
18
 ions/cm
2
 for 15° to 65° global incidence with a 5° 
interval. The parallel ripple patterns have the highest rms values, ranging from 13nm to 17nm. 
The dot patterned surfaces have rms values ranging from 7nm to 9nm. The perpendicular ripple 
patterned surface has an rms value of 5.5nm. The smooth surfaces have rms values ranging from 
0.3nm to 0.6nm. Although there are some structures seen in the smooth surfaces, because of the 
large difference in the rms values compared to other surfaces, they can be considered flat. These 
trends are in good qualitative agreement with experimental observations. For example, Figure 
3.25 shows the rms surface roughnesses produced by different ion energies and different 
incidence angles given by [57]. 
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Figure 3.24. Rms of the final surfaces plotted against the corresponding off-normal global incidence angles. 
 
 
Figure 3.25. Image from [57] showing the rms surface roughness as a function of ion incidence angle for Si at 
different ion energies. The results are plotted for the case with Sample rotation (SR) and with No sample 
rotation (NSR). 
 
65 
 
 
Figure 3.26. Phase diagram of pattern formation compared with the data from Madi et al. [65]. Data from 
present work is superimposed on the figure 5 from [65]:  ×:flat, +:holes, O:parallel ripples, □:perpendicular 
ripples. Fluence for Madi’s work, 3.8×1018 ions/cm2, except for angles greater than 50° for which fluence is 
3.2×10
17
 ion/cm
2
.  
 
Figure 3.26 shows a phase diagram for the pattern formation observed in the present work 
superimposed on data from [65]. It shows the observed patterns and their transition for different 
off normal angles and kinetic energies. The data from the present work show transitions that do 
not completely match with those presented by Madi et al., but this is not surprising since the 
energy of ion beam irradiation is higher in the calculations than in their experiments. Another 
reason for the discrepancy may be the temperature of the substrate, which is not matched in the 
present simulations. Also in the Madi et al. experiment there exists a beam divergence of 4.5°, 
which is an angular distribution of ions in the beam. Beam divergence is not included in the 
present work. 
Data from 
present work 
1200 
1100 
Data from 
Madi et al 
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Figure 3.27. Comparison of the rms value of 50°, 55°, 60° and 65° from the present work to that of Madi et al. 
[65]. Solid lines are rms value of the present work and the symbols are from [65]. Madi et al. used Ar
+
 ion 
beam of 250 eV. Present work uses 1200 eV. 
 
Figure 3.27 shows the comparison of the rms values of the surfaces for the 50°, 55°, 60° and 65° 
incidence cases with those of Madi et al. [65]. Again the calculations use an ion beam energy of 
1200 eV while Madi et al. use 250 eV in their experiments. Madi et al. observe rms saturation 
after just a few minutes of ion irradiation, which matches well with the present work. They also 
report a slow increase in the roughness for the 50° global incidence case, which is also true for 
the present work. 
Figure 3.28 shows Fourier transforms of the parallel patterned surfaces. The ripples are highly 
ordered and oriented along the projected ion-beam direction, which is the X axis. No dominant 
ripple formation exists along the Y axis. The wavelengths of the ripples along the X axis can be 
easily calculated by taking the peak position of the blue lines as the dominant wavenumbers. The 
wavelengths are found as λ15 = 46nm, λ55 = 52nm, λ60 = 60nm and λ65 = 60nm. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 3.28. Fourier transform of the parallel patterned surfaces. The wavenumbers are in the X axis, for 
different off-normal global incidence angles, (a) 15° (b) 55° (c) 60° (d) 65°. The red line indicates wavenumber 
along the X axis and the blue line indicates wavenumber along Y axis. Spectral density is along the Y axis. 
 
Figure 3.29 shows the Fourier transform of surface formed by the 35° global off-normal 
incidence. In this case, the dominant wavenumber is now in the X direction. This clearly 
indicates that the ripples are oriented in the perpendicular direction. The wavelength is 
determined to be λ35 = 83nm. 
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Figure 3.29. Fourier transform of the perpendicular rippled surface for the 35° global off-normal incidence 
angle. The red line indicates wavenumber along the X axis and the blue line indicates wavenumber along the 
Y axis. 
 
 
(a) 
 
(b) 
Figure 3.30. Fourier transform of the dot patterned surface for the off-normal global incidence angle of (a) 
20° and (b) 25°. The red line indicates wavenumber along the X axis and the blue line indicates wavenumber 
along the Y axis. 
 
Figure 3.30 shows the Fourier transform of the dot patterned surfaces. In this case, both the red 
and blue lines exhibit peaks, indicating that there is no dominant ripple structure in either of the 
directions. The dot structure formation can be assumed to be a superposition of both the parallel 
and perpendicular mode ripples as suggested by Ziberi et al. [64].  
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3.4. Effect of initial condition 
The initial surfaces used in the simulations described up to this point are flat, that is, h=0 for all 
the points in the simulation grid at time t=0. To study the effect of existing patterns and thus 
robustness of the pattern formation, pre-patterned surfaces are now taken as the initial surface 
condition. These pre-patterned surfaces are themselves produced by different off-normal 
incidence angles, having taken h=0 as the initial condition. A total of 8 cases are studied with 
three different global incidence angles: 
a) 35° bombardment on pre-patterned surfaces produced by, 
(i) 35° global incidence and 90° rotation about the surface normal 
(ii) 45° global incidence 
(iii) 55° global incidence 
b) 45° bombardment on pre-patterned surfaces produced by, 
(iv) 35° global incidence 
(v) 55° global incidence 
c) 55° bombardment on pre-patterned surfaces produced by, 
(vi) 35° global incidence 
(vii) 45° global incidence 
(viii) 55° global incidence and 90° rotation about the surface normal 
The pre-patterned surfaces are taken after a fluence level of, for 35°, 1.15×10
18
 ions/cm
2
; for 45°, 
1.75×10
18
 ions/cm
2
; and for 55°, 1.44×10
18
 ions/cm
2
. 
Figure 3.31 shows the surfaces produced after 35° bombardment on the different pre-patterned 
surfaces as listed above. The green arrow indicates the ion beam direction during pre-patterning 
and the blue arrow indicates the ion beam direction after pre-patterning.  
The initial ripples in Figure 3.31 (a-b) are oriented parallel to the new beam direction given by 
the blue arrow after a pre-patterning fluence of 1.15×10
18
 ions/cm
2
. But the pattern quickly 
changes orientation and becomes perpendicular to the new ion beam direction. During this 
process, because the two perpendicular modes interact, a dot-like structure develops on the  
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Figure 3.31. Surfaces produced after 35° global incidence on a pre-patterned surface produced by, (a-b) 35° 
and after rotating 90° clockwise. (c-d) 45° global incidence (e-f) 55° global incidence. Scaling in the X and Y 
direction is in nanometers and in the Z direction is in meters. This green arrow indicates the direction of the 
pre-patterning ion beam and the blue arrow indicates the secondary ion beam direction. 
 
(a) (b) 
(c) (d) 
(e) (f) 
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surface. Figure 3.34 shows the rms value of the evolving surfaces. The curve connecting the red 
circles represents the rms value of the surface produced by 35° global incidence on a 35° pre-
patterned surface, showing a drop in rms after beam rotation, and then continued growth. During 
the short drop in rms the previous ripples are being destroyed and the new ripples are created. 
Figure 3.31 (c-d) show case (ii). The 45° global incidence pre-patterned surface is relatively 
smooth, rms roughness of about 0.4nm. When this surface is bombarded with 35° global 
incidence inert ions, the roughness gives way to ripples perpendicular to the ion beam direction. 
The ripples are indistinguishable from those formed when the surface height is initialized to h=0. 
This test confirms that the surfaces produced do not depend on the initial surface condition. 
The curve with blue circles in Figure 3.34 shows the change of the rms value in this case. The 
rms value increases suddenly after the ion beam changes angle. The new growth pattern is then 
the same as the 35° case on an initially flat surface. 
Figure 3.31 (e-f) show case (iii). The previous patterns formed by 55° global incidence angle 
give way to new ripples forming perpendicular to the projected ion beam direction (given by the 
blue arrow). The curve connecting black circles in Figure 3.34 shows the rms in this case. The 
rms drops, the high amplitude ripples disappear, and new ripples form perpendicular to the ion 
beam direction. 
Figure 3.32 shows cases (b), where 45° global incidence inert ions are bombarded on 35° and 
55° global incidence pre-patterned surfaces. Figure 3.32 (a-b) shows that the perpendicular 
ripples initially present on the surface due to pre-patterning, fade away with increasing 
wavelength and decreasing rms (as evident from the red asterisk curve on Figure 3.34). Figure 
3.34 also indicates that the rms continues to go down as more inert ions are bombarded. Figure 
3.32 (c-d) represents 45° global incidence ion bombardment on a surface pre-patterned by 55° 
global incidence. From the figure it can be seen that the ripples are disappearing, making a 
smoother surface. These cases indicate that the smooth surfaces produced by 45° global 
incidence do not depend on the initial condition of the surfaces. 
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Figure 3.32. Surfaces produced after 45° global incidence on a pre-patterned surface produced by, (a-b) 35° 
and (c-d) 55° global incidence. Scaling in the X and Y direction is in nanometers and in the Z direction is in 
meters. This green arrow indicates the direction of the pre-patterning ion beam and the blue arrow indicates 
the secondary ion beam direction. 
 
Figure 3.33 shows the surfaces produced for cases (c). As before, the green and blue arrows 
indicate the projected ion beam direction before and after rotation, respectively. The figures (a-f) 
show that ripples form parallel to the new ion beam direction (that is parallel to the blue arrow). 
This observation confirms that the surface produced for 55° global incidence is independent of 
the initial surface condition. The curve with blue triangles in Figure 3.34 shows the change of 
rms after the new bombardment starts, denoted by the black arrow. The growth rate is seen to be 
similar to that of 55° global incidence surface on a flat initial surface, as denoted by black 
arrows. Figure 3.33 (e) show larger wavelength ripples forming parallel to the new ion beam 
direction, superimposed on the smaller wavelength ripples. 
(a) (b) 
(c) (d) 
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Figure 3.33. Surfaces produced after 55° global incidence on a pre-patterned surface produced by, (a-b) 35° 
(c-d) 45° (e-f) 55° global incidence and after rotating 90° clockwise. Scaling in the X and Y direction is in 
nanometers and in the Z direction is in meters. This green arrow indicates the direction of the pre-patterning 
ion beam and the blue arrow indicates the secondary ion beam direction. 
 
(a) (b) 
(c) (d) 
(e) (f) 
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Figure 3.34. Rms value vs. fluence for the surfaces shown in Figure 3.31. The arrow indicates the fluence at 
which the ion beam angle was changed. Red indicates surfaces pre-patterned by 35° global incidence, blue 
indicates 45°, and black indicates 55°. Circles indicate 35°, asterisk indicates 45° and triangles indicate 55° 
global incidence after pre-patterning. 
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3.5. Effect of moments 
It is useful to consider the role of the moments of the crater functions in surface pattern 
formation, since the moments give a simple characterization of crater geometry. The method of 
calculating the moments and their possible effects on the surface pattern formation are described 
in section 2.2 and 3.2. Because of the way the moments are calculated, more weight is given to 
the portions of the crater functions that are laterally far from the point of impact (far-field) than 
that are close to the point of impact (near-field). A small amount of error in the calculation of the 
far-field portion of the craters is amplified in the calculation of the moments. For this reason it is 
particularly important for the far field of the crater function to be converged and for the relative 
effects of far-field and near-field portions of the crater functions be studied. The portions of the 
crater functions that are close to the point of impact, recognized by an approximately circular 
depression, reflect the mass removal due to the high velocity impact and are identified as the 
near field of the crater. The portions of the crater functions that are far from the impact point are 
associated with the mass rearrangement and redistribution and are indentified as the far-field 
portion of the crater. 
An rms convergence study is done for both the far-field and near-field portions of the crater 
functions. Figure 3.35 shows the similar trend of rms convergence for both of the near-field and 
far-field portions of the crater as for the whole crater shown in Figure 3.7. The average rms value 
is calculated as more impacts are included in the average. The curves eventually become 
horizontal to the X axis indicating the convergence of the rms values. 
The far-field portions of the crater functions should not depend on the simulation box size and 
should eventually go to Δh = 0 for all the points at the periphery of the simulated crater function 
box. If the far-field portion does not go to zero at the periphery, then because of the periodic 
boundary condition, this affects the surface response to an impact, which eventually reflects into 
the surface generated by the surface diffusion simulation. In the present work, a larger box size is 
not simulated to check the effect of this phenomenon. 
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Figure 3.35. Rms convergence of the far-field near-field portions of the crater functions. The figure indicates 
that the rms values of both of the portions are converged. 
 
In this section, the relative effects of the crater geometry close to the point of impact (near field) 
are compared to that far from the point of impact (far field). To do so, the crater functions are 
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split in two parts along an axis parallel to the Y axis of the craters. Thus one part contains the 
crater geometry near the impact, and the other part contains the portion of the geometry near the 
downstream from the impact. To choose a point at which to divide the craters into near-field and  
 
 
Figure 3.36. Crater functions integrated and averaged (projected) along the 41 lines parallel to the Y axis of 
the craters. Each point represents the average value along that line in the Y direction. The numbers along the 
X axis denotes different integration points, and the scaling in the Z direction is 1×10
-13
 m. 
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far-field portions, the crater functions are projected onto each of 41 lines parallel to the Y axis 
and plotted as shown in Figure 3.36. Then the division between near-field and far-field along the 
X axis is given by the dot that is closest to the Y=0 axis. The crater function is then split in two 
parts at that position. Figure 3.37 shows a schematic of how the crater is split. The impact zone, 
or the near-field, of the crater consists of the crater depth and the crater rims, and the 
downstream, or far-field, portion is identified as the rest of the function. 
 
 
After the crater is split into two parts, the parts are used separately in new simulations, one 
simulating the effect of the impact zone or near-field and the other simulating the effect of the 
far-field or downstream portion on the surface patterns produced. The results are shown in 
Figure 3.39 and Figure 3.40. Figure 3.39 shows that the right side or the downstream far-field 
portion of the crater produces patterns at a very low fluence of 0.934×10
17
 ions/cm
2
, while the 
left side or near-field of the crater does not produce any patterns at this low fluence for a 35° 
global incidence angle. The effect of the downstream or far-field portion of the crater dominates 
the surface evolution. Similarly from Figure 3.40, for 55° global incidence, the effect of the 
downstream far-field of the crater is prominent.  
Point closest to 
Y=0 axis 
Crater function 
Y=0 axis 
Impact zone 
includes crater 
and crater rim 
a 
Far-field 
downstream 
portion 
Figure 3.37. A schematic of the decomposition of the crater function into two parts. 
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The Mxx and Myy moments of the far-field and near-field portions of the crater functions are 
calculated individually with respect to the point of impact and are shown in Figure 3.38. It is 
evident after comparing Figure 3.38 (a) with Figure 3.17 and Figure 3.38 (b) with Figure 3.18 
that the moments of the far-field portions of the crater functions are dominating the trend of  
 
 
Figure 3.38. (a) Mxx and (b) Myy moments of the far-field and near-field portions of the crater functions. 
 
(a) 
(b) 
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Figure 3.39. Effect of near and far-field portions of the crater function on surface patterning for a 35° global 
incidence. (a, c) show the effect of the left side or near-field portion of the crater and (b, d) show the effect of 
the downstream or far-field portion of the crater. The projected ion beam direction is indicated by the blue 
arrows. The fluence is in the order of 10
17
 ions/cm
2
. 
 
moments for the entire crater function; especially for the Myy moments, since the near-field Myy 
moments are almost negligible compared to the far-field Myy moments. This test shows the 
importance of capturing the far-field surface rearrangement of the crater functions during the 
Molecular Dynamics simulation. Since moments play an important role in the surface pattern 
formation and the far-field height values have more weight in the moment values of the entire 
(a) (b) 
(c) (d) 
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crater function, as evident from Figure 3.38, the far-field mass rearrangement seems to be more 
important in the pattern formations studies. 
 
 
Figure 3.40. Effect of near and far-field portions of the crater function on surface patterning for a 55° global 
incidence. (a, c) show the effect of the left side or near-field portion of the crater and (b, d) show the effect of 
the downstream or far-field portion of the crater. The projected ion beam direction is indicated by the blue 
arrows. The fluence is in the order of 10
17
 ions/cm
2
. 
 
The results presented in this chapter show crater and surface pattern formation on a Si surface 
due to inert Ar
+
 ion bombardment for different global incidence angles. The crater functions 
(a) (b) 
(c) (d) 
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prepared for this simulation are well converged, both in the far-field and near-field portions of 
the craters, with respect to rms and moments. Surface evolution based on 13 crater functions 
ranging from 10° to 75° global incidence is studied. The effects of different parameters, 
including surface diffusivity, initial conditions, and crater geometry are considered. The surfaces 
produced by this simulation are found to be independent on the initial surface condition. 
Changing the diffusivity coefficient changes the wavelength of the surface in a similar way as 
predicted by Bradley and Harper [1]. The moments are found to play an important role in the 
surface pattern formation. The relative effects of near and far-field portions of crater function are 
also studied and it is found that the far-field portions play the dominant role in surface pattern 
formation. 
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Chapter 4 
 Conclusions 
 
The thesis presented here considers the effects of different irradiation parameters on the 
evolution of a Si surface under Ar
+
 ion bombardment using a joint molecular dynamics and 
continuum surface-diffusion model. The method used here makes it possible to consider a large 
range in the time and length scales and successfully predicts the surface patterns observed in 
experiments. MD simulation is used to study the Si target at the nanometer scale and to calculate 
the crater functions representing the response of the Si surface to a single Ar
+
 ion. Crater 
functions are calculated for different global off-normal incidence angles, by averaging 
approximately 10
3
 impacts for each angle for an ion beam energy of 1200 eV. The crater 
functions developed by this process are then used in the surface diffusion model which is a 
multiscale simulation in both spatial and time dimensions. The surface diffusion model generates 
the surface patterns on a micrometer-length scale surface. The model predicts parallel ripples for 
15°, 55°, 60° and 65° global incidence angles, perpendicular ripples for 35° global incidence 
angle and a smooth surface for 30°, 45° and 50° global incidence angles. The effect of the 
surface diffusion coefficient B is also studied in this work. It is found that the surface diffusion 
coefficient plays an important role in the wavelength and amplitude of the final Si surfaces. 
A moment based explanation is provided to explain the behavior of the surfaces for different off-
normal global incidence angles. It is evident from this work that the shape of the crater functions 
as dictated by the moments plays a vital role in the formation of highly ordered patterns in 
different orientations. In the prediction of the surfaces, only the 0
th
 moment and the 2
nd
 moment 
are found to be important. These moments measure mass redistribution about the point of impact, 
which governs the orientation of the resulting surface patterns. The relative effects of the 
moments of different portions of the crater functions are also studied. The far-field portions of 
the crater functions are found to be dominating over the near-field portions in terms of creating 
surface patterns. It is also found that, the trend in the moments of the far-field portions determine 
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the trends in the moments of the entire crater functions. Thus, this study identifies the effect of 
the most important parameter, the moments of the crater function, in the surface pattern 
formation. 
The multiscale method using crater function described here is versatile in a sense that it is not 
restricted to any specific shape of craters or any specific species of ion beam. Analytical crater 
functions can be computed to give the same moments as the actual crater functions and can be 
used to predict families of surface patterns. Even experimental crater functions can be generated 
and used in this method. It also does not require the use of a specific substrate material as the 
target. A wide variety of ion-target combinations can be used if the crater function can be 
determined computationally or experimentally. A diversity of structures evolves depending on 
ion energy, which can be easily varied and the surface structures can be studied for a range of ion 
energies. If the response of a different material or crater function is known at a particular angle, 
the method can be applied to predict the surface patterns of that specific material by simply 
tuning the surface diffusion coefficient B. In this sense it is a strong and robust method that can 
be used for any material.  
The method described here does not take temperature or beam divergence into account explicitly. 
The surface diffusion coefficient depends on the target temperature and some other characteristic 
constants of the target surface. Once the surface diffusion coefficient is determined for a specific 
target temperature, the characteristic constants can also be determined. Then the target 
temperature can be taken out of the surface diffusion coefficient and modified independently to 
give a better understanding of the surface behavior with respect to target temperature. Internal 
beam parameters like beam divergence, which represents the angular distribution of ions within 
the ion beam, has been found to play an important role in the surface evolution process. Beam 
divergence can also be incorporated in the simulation studies shedding light on the understanding 
of its dependence in the formation of surface features. 
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