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Introduction
For an undirected graph G = (V, E) and an upper bound b : V → Z + , an edge set M ⊆ E is called a simple b-matching if the number of edges in M incident to v is at most b(v) for each vertex v ∈ V .
(We call such an edge subset just as a b-matching for remaining of the paper.) For a positive integer t, a b-matching with b(v) = t for every vertex v ∈ V is called a t-matching. In this paper, we deal with the problem of finding a maximum t-matching with some conditions in a given undirected graph.
When t = 2, the problem of finding a maximum 2-matching without short cycles has been studied as a natural relaxation of the Hamiltonian circuit problem. We say that a 2-matching is C ≤k -free if it contains no cycle of length k or less. The C ≤k -free 2-matching problem is to find a maximum C ≤k -free 2-matching. The case k ≤ 2 is exactly the classical simple 2-matching problem, which can be solved in polynomial time. Papadimitriou showed that the problem is NP-hard when k ≥ 5 (see [3] ). Hartvigsen provided an augmenting path algorithm for the C ≤3 -free 2-matching problem in his Ph.D. thesis [7] . The computational complexity of the C 4 -free 2-matching problem is still open, and several results are known in some graph classes. For the C ≤4 -free 2-matching problem in bipartite graphs, a min-max formula [9] and polynomial-time algorithms [8, 15] are proposed. If each vertex of the input graph has degree at most three, a polynomial-time algorithm for finding a maximum 2-matching without cycles of length four and one for the C ≤4 -free 2-matching problem are given in [1] and [2] , respectively. Note that 2-matchings containing no cycle of length four are closely related to the vertex-connectivity augmentation problem (see [1, 18] ).
The weighted versions of those problems are to find a C ≤k -free 2-matching that maximizes the total weight of its edges for a given weighted graph. This problem is NP-complete when k ≥ 4 (see [1, 4] ), and it is left open when k = 3. The weighted C ≤4 -free 2-matching problem in bipartite graphs is polynomially solvable if the weight function satisfies a certain condition called "vertexinduced on every square" [13, 16] , and the weighted C ≤3 -free 2-matching problem in graphs with maximum degree at most three can also be solved in polynomial time [10, 12] .
The concept of C ≤k -free 2-matchings can be extended to t-matchings in the following ways. The problem of finding a maximum t-matching not containing a K t,t as a subgraph, called the K t,t -free t-matching problem, was first considered by Frank [4] . When t = 2 and an input graph is simple and bipartite, this problem is exactly the C ≤4 -free 2-matching problem. Similarly, the notion of K t+1 -free t-matchings, which are t-matchings not containing a K t+1 as a subgraph, is a generalization of that of C ≤3 -free 2-matchings. For the K t,t -free t-matching problem in bipartite graphs, a min-max formula is given by Frank [4] and a combinatorial algorithm by Pap [14, 15] . Bérczi and Végh [2] considered a common generalization of the K t,t -free t-matching problem and the K t+1 -free t-matching problem, where the forbidden subgraph list can include both K t,t 's and K t+1 's. They gave a min-max formula and a combinatorial algorithm for this problem in graphs with maximum degree at most t + 1.
As a further generalization of these problems, for a fixed graph H, we consider the problem of finding a maximum t-matching not containing H as a subgraph, which we call the H-free t-matching problem. Motivated by the result of Bérczi and Végh [2] , in this paper, we focus on the case when H is a connected t-regular graph and the input graph has maximum degree at most t + 1. Note that a graph is said to be t-regular if the degree of every vertex is t. Our main results are the following theorems, which draw a line between polynomially solvable cases and NP-hard cases.
Theorem 1. Let t be a positive integer and H be a connected t-regular graph. If H is a complete partite graph, then the H-free t-matching problem in simple graphs
with maximum degree at most t + 1 can be solved in polynomial time.
Theorem 2. Let t be a positive integer and H be a connected t-regular graph. If H is not a complete partite graph, then the H-free t-matching problem is NP-hard even if the input graph is simple and
has maximum degree at most t + 1.
Here, a graph H = (V, E) is said to be a complete partite graph if there exists a partition
In other words, a complete partite graph is the complement of the disjoint union of the complete graphs. Since a K t+1 and a K t,t are t-regular complete partite graphs, Theorem 1 implies the polynomial-time solvability of the cases when H = K t+1 and H = K t,t .
We note that these theorems are also motivated by a relationship to jump systems. Recently, it was shown in [11] that, for a connected t-regular graph H, the degree sequences of all H-free t-matchings in a graph form a jump system if and only if H is a complete partite graph. Theorems 1 and 2 show that the polynomial-time solvability of the H-free t-matching problem is consistent with this condition. This paper is organized as follows. Before we move onto the proof of our main results, the preliminary for this paper is presented in Section 2. In Section 3, we show a slight generalization of Theorem 1, and give a polynomial-time algorithm for it. To show the correctness of our proof, we need a key theorem (Theorem 5), whose proof is given in Section 4. A proof for Theorem 2 is given in Section 5.
Preliminary
Let G = (V, E) be an undirected graph (or simply a graph) with vertex set V and edge set E, and n and m denote the number of vertices and the number of edges, respectively. For a vertex v ∈ V , the set of vertices adjacent to v is denoted by
, is the number of edges incident with v. For a vertex v ∈ V and an edge set F ⊆ E, d F (v) is the number of edges in F incident with v. Note that if a self-loop e is incident with v, e is counted twice. Recall that, for a vector b :
In particular, for a positive integer t, a b-matching with b(v) = t for every vertex v ∈ V is called a t-matching. Note that these are often called a simple b-matching and a simple t-matching in the literature. For a subgraph H of G, the vertex set and edge set of H are denoted by V (H) and E(H), respectively.
For a positive integer p, we say that a graph For a set K of subgraphs of G = (V, E), an edge set F ⊆ E is said to be K-free if the graph G F = (V, F ) contains no member of K as a subgraph. If K consists of all subgraphs of G that are isomorphic to H for some graph H, then a K-free edge set is said to be H-free. The K-free (resp. H-free) b-matching problem is to find a maximum K-free (resp. H-free) b-matching in a given graph.
Polynomial-Time Algorithm
As we mentioned in Section 1, Bérczi and Végh [2] gave a polynomial-time algorithm for the K t+1 -free t-matching problem and the K t,t -free t-matching problem in graphs with maximum degree at most t + 1. Inspired by this result, we investigate the cases when the H-free t-matching problem can be solved in polynomial-time. The key observation is that a K t+1 and a K t,t are both t-regular subgraphs with a high degree of symmetry. Such a high symmetry appears in not only a K t+1 and a K t,t , but also in other complete partite graphs. In this section, using symmetries of complete partite graphs, we prove the following theorem, which is a slight generalization of Theorem 1. 
By setting b(v) = t for every v ∈ V and by defining K as the set of all t-regular complete p-partite subgraphs, we obtain Theorem 1 as a special case of Theorem 3.
In our proof of Theorem 3, we define a "shrinking" operation and a new upper bound b • of degrees, and consider the correspondence of the maximum b • -matching problem in the "shrunk" graph with the maximum K-free b-matching problem in the original graph. By utilizing such a correspondence, we reduce the K-free b-matching problem to the classical b-matching problem.
As mentioned in Section 2, if a t-regular complete p-partite graph exists, then there exists an integer q such that t = (p − 1)q. That is, the t-regular complete p-partite subgraph has q vertices in each color class. When q = 1, K consists of K t+1 -subgraphs, and this case is solved in [2] . For simplicity, we first consider the case of q ≥ 3 in Sections 3.1 and 3.2. After that, in Section 3.3, we give remarks for the case of q = 2.
Shrinking operation for the case of q ≥ 3
Let t and p be positive integers such that q := t/(p − 1) is an integer with q ≥ 3. Suppose that a graph G = (V, E), a mapping b : V → Z + , and a set K of t-regular complete p-partite subgraphs of G satisfy the condition (1). We define the "shrinking" operation as follows:
Steps for shrinking a complete p-partite graph K
Step 1. For i = 1, 2, . . . , p, identify the vertices in each color class U i and denote the corresponding vertex by u i , respectively (each edge in G whose end vertex is in U i is replaced by an edge in G • incident to u i );
Step 2. Remove one edge between each vertex pair {u i , u j } for each i, j = 1, 2, . . . , p with i ̸ = j, and add the graph S shown in Figure 1 between u 1 , . . . , u p (see below).
. . , w p , c} and E S consists of one edge between c and w i and p − 1 parallel edges between w i and u i for i = 1, . . . , p. For each edge e ∈ E − E(K), it is left as it is and again denoted by e after shrinking. 
We further define K • as the list of subgraphs in K that are disjoint from K. Note that the obtained triple G • , b • , and K • satisfies the condition (1).
With the above construction, we prove the following theorem. 
Theorem 5. Let t and p be positive integers such that
The proof of this theorem is given in Section 4.
Algorithm
In this subsection, we give an algorithm for the K-free b-matching problem for the case of q ≥ 3 with the aid of Theorem 5. Suppose that we are given a graph G = (V, E), b : V → Z + , and a list K of t-regular complete p-partite subgraphs of G satisfying the condition (1). Then, we can find a maximum K-free b-matching by the following algorithm. Algorithm for finding a maximum K-free b-matching
Step 1. Greedily choose an inclusionwise maximal subset
Step 2. Shrink the members of H simultaneously, resulting in graph
with existing algorithm such as in [6] );
Step 4. Modify M • into a maximum K-free b-matching M using the construction described in Theorem 5 k times.
The correctness of this algorithm is ensured by Theorem 5. Now we estimate the running time of the algorithm. If we are given the list K explicitly, we can execute Step 1 in O(tq|K|) time, because one has to check whether each vertex of K is already used for each K ∈ K, and |V (K)| = tq. However, in the H-free t-matching problem, the list K is not necessarily given explicitly. Even in such a case, the following claim ensures that the algorithm can still check for all the possible forbidden t-regular complete p-partite subgraphs in G in polynomial-time.
Claim 6. Let G = (V, E) be a graph and K be a set of t-regular complete p-partite subgraphs in G satisfying the condition (1). Then, |{V
By this claim, even if K is not given explicitly, Step 1 can be executed in O(n · t 2 q/p) time, which can be also represented as O(n · t 3 /p 2 ). On the other hand, each of the shrinking can be done in O(m) time, the running time of Step 2 is bounded by O(nm), while Step 3 can be done in O(nm log m) time using the algorithm in [6] .
Step 4, just as shrinking the graph, can be done in O(m) time for each H 1 , . . . , H k , and therefore have a time bound of O(nm). Therefore, the total running time of the algorithm is O(n · t 3 /p 2 + nm log m), which is strongly polynomial.
Modification for the Case of q = 2
In this subsection, we give an algorithm for the case of q = 2. This case is different from the case of q ≥ 3 in the following sense:
if both K and K ′ are t-regular complete p-partite subgraphs with the same vertex set, then K = K ′ when q ≥ 3 (see the proof of Claim 14), but it is not true when q = 2.
To see the latter half of this fact, suppose that t = 2(p − 1) and G = (V, E) is a complete graph with t + 2 = 2p vertices. Even if we remove any matching of size at most p from G, the obtained graph contains a t-regular complete p-partite subgraph. This means that there are many t-regular complete p-partite subgraphs with the same vertex set V .
Because of this difference, we have to modify the shrinking operation given in Definition 4. Suppose that a graph G = (V, E), a mapping b : V → Z + , and a set K of t-regular complete p-partite subgraphs of G satisfy the condition (1) . Suppose also that q = t/(p − 1) = 2. Let K ∈ K be a forbidden t-regular complete p-partite subgraph of G.
If there exists a t-regular complete p-partite subgraph
Therefore, we only consider the problem with the following condition:
for any K ∈ K, every t-regular complete p-partite graph with the vertex set
On the other hand, when G contains a complete graph H with t + 2 vertices as a subgraph, it forms a connected component, and hence we can deal with the K-free b-matching problem in H and in G − H, independently. Therefore, we only consider the problem with the following condition:
G contains no complete graph with t + 2 vertices as a subgraph.
We define the shrinking operation under these conditions as follows. Step 1. For i = 0, 1, 2, . . . , r, identify the vertices in each U i and denote the corresponding vertex by u i , respectively (each edge in G whose end vertex is in U i is replaced by an edge in
Step 2. Remove one edge between each vertex pair {u i , u j } for each i, j = 0, 1, 2, . . . , r with i ̸ = j, remove q − r self-loops incident to u 0 , and add the graph S ′ between u 0 , u 1 , . . . , u r (defined below). 
We define K • as the list of subgraphs in K that are disjoint from K.
With this modification, we can prove almost the same result as Theorem 5 for the case of q = t/(p − 1) = 2. Note that we apply the shrinking operation as in Definition 7 instead of Definition 4, and the constant "− ( p
− 1" in this case. Since the proof is almost the same as Theorem 5, we omit it. We only mention here that we use the following observations in our proof.
• There exists a maximum K-free b-matching M in G such that at least one edge between U i and U j is not contained in M for some i, j ∈ {0, 1, . . . , r} with i ̸ = j (the condition (2) is used here).
• For a b-matching M in G, if at least one edge between U i and U j is not contained in M for some i, j ∈ {0, 1, . . . , r}
Based on this variant of Theorem 5, almost the same algorithm as in Section 3.2 works for the case of q = 2. We only need to execute the following preprocessing in order to obtain an instance with the conditions (2) and (3). Preprocessing for the case of q = 2
Step 1. While there exist t-regular complete p-partite
Step 2. If G contains a complete graph with t + 2 vertices as a subgraph, we deal with this component separately.
By the arguments in Sections 3.2 and 3.3, we complete the proof for Theorem 3.
Proof for Theorem 5
In this section, we give a proof of Theorem 5. 
We define K N by joining {K N } and the list of forbidden subgraphs in K disjoint from K.
Correspondence of M to M

•
In this subsection, we prove the following proposition, which shows the correspondence of M to M • .
Proposition 8. Suppose that
G = (V, E), b : V → Z + , K, G • , b • : V • → Z + ,
and K • are as in Theorem 5. For a maximum K-free b-matching M in G, there exists a K
To prove this proposition, we first show the correspondence of M to a maximum 
If M contains no edge between U i and U j for some i, j, then at most t + 1 − q edges in M are incident to each vertex in U i ∪ U j . In this case, we can obtain a larger K-free b-matching by adding an edge between U i and U j to M , which contradicts the maximality of M . Therefore, M contains at least one edge between U i and U j for each i, j, and hence M N defined as above satisfies the condition (4). This completes the proof.
Next, we show the correspondence of M N to M • .
Claim 10. (Correspondence of
Proof. Let F ⊆ M be an edge set that contains exactly one edge connecting u i and u j for every pair i, j with i ̸ = j, that is, F spans a complete graph containing
edges. The existence of F ⊆ M is guaranteed by the condition (4) . Let e ∈ F be an edge connecting u 1 and u 2 . Define an edge subset
Proof for Proposition 8. By Claims 9 and 10, for a maximum
Correspondence of M • to M
In this subsection, we prove the following proposition, which shows the correspondence of M • to M .
Proposition 11. Suppose that
G = (V, E), b : V → Z + , K, G • , b • : V • → Z + , and K • are as in Theorem 5. For a maximum K • -free b • -matching M • in G • , there exists a K-free b-matching M in G with |M | = |M • | − ( p 2 ) − 1.
Furthermore, we can construct
We start the proof for this proposition with the following claim.
Claim 12. There exists a maximum
If dM (c) < 2, then by adding an edge cw i toM and removing w i u i (such an edge exists by the maximality ofM ) from it, we obtain another maximum
, which contradicts the definition ofM . If dM (w i ) < p − 1 for some i, then by adding an edge w i u i toM and removing an edge incident to u i (such an edge exists by the maximality ofM ) from it, we obtain another maximum
, which contradicts the definition ofM . Thus, G • contains a desired maximum K • -free b • -matching. We note that ifM is K • -free, then M • defined as above is also K • -free, because no member of K • contains edges incident to w i .
We will examine the correspondence between a maximum K-free b-matching M in G and a maximum 
It remains for us to consider the correspondence of M N to M in order to prove the correspondence of M • to M .
Claim 14. (Correspondence of
M N to M ) For each K N -free b N -matching M N in G N , there exists a corresponding K-free b-matching M in G, such that |M | = |M N |.
Proof. It suffices to consider the case when
, and let r ij be the number of edges in M N between u i and u j , where i ̸ = j. For each edge in M ′ incident to u i (i = 1, 2, . . . , p), replace it with a corresponding edge in E. Then, M ′ can be regarded as an edge set of G. We construct M from M ′ by adding r ij edges between U i and U j for every pair {i, j}
holds for any i, and U i ∪ U j spans a complete bipartite graph for any i, j, by choosing r ij edges between U i and U j appropriately, we obtain a b-matching M . Furthermore, it is obvious that |M | = |M N |, and so we only have to verify that M is also K-free.
Recall that we consider the case of q ≥ 3. Assume there exists a forbidden complete p-partite subgraph K ′ ∈ K in M . Since K ′ must contain a vertex in V (K), without loss of generality, suppose that u ∈ U 1 is contained in K ′ . Observing that K ′ forms a connected component of the subgraph induced by M , we find vertices that are contained in K ′ .
Since d M (u) = t, the degree of u is at most t + 1, and u is adjacent to all the vertices in U 2 ∪ · · · ∪ U p , it holds that at least t − 1 vertices in U 2 ∪ · · · ∪ U p are connected with u by an edge in M . Thus, these t − 1 vertices are contained in K ′ , which implies that
Then, by a similar argument as above, at least t − 2 vertices in V (K) are connected with v by an edge in M .
be the subgraph of G induced by V (K). Since q ≥ 3 and the degree of each vertex is at most t + 1 in G[K], each color class U i of K forms a connected component in the complement graph of G [K] . This means that U i is contained in the same color class in K ′ , which shows K ′ = K.
By the above arguments, M is K-free, because M does not contain K.
Proof for Proposition 11. By Claims 12, 13, and 14, for a maximum
Since all the proofs for Claims 12, 13 and 14 are constructive, by following the proofs, we can
By combining Propositions 8 and 11, we now give a proof for Theorem 5.
by Proposition 8, and
by Proposition 11. By combining these two inequalities, Theorem 5 stands.
NP-Hardness of Other t-Regular Forbidden Subgraphs
In this section, we show the NP-hardness of the H-free t-matching problem, where H is a forbidden connected t-regular subgraph that is not complete partite. When t = 2, the following theorem is an important special case of this result. The NP-hardness of the C 5 -free 2-matching problem in general graphs is shown in [3] . We prove Theorem 15 by a similar construction to [3] .
Proof. We say that a 2-matching
It suffices to show the NP-hardness of determining whether a given graph with maximum degree at most three has a perfect C 5 -free 2-matching or not. We now give a polynomial reduction from the 3-SAT problem to this problem.
As in [3] , let us consider q boolean variables x 1 , . . . , x q and a boolean expression
Here each of the clauses C i contains exactly three literals, i.e., C i = y i 1 ∨ y i 2 ∨ y i 3 , where for each k ∈ {1, 2, 3}, y i k = x s orx s for some s = 1, 2, . . . , n, andx s is the negation of x s . For each x s , we make a corresponding graph γ s as shown in Figure 3 (a); and for each C i we make a corresponding graph Γ i as shown in Figure 3(b) . Note that for each γ s , there are two different perfect 2-matchings possible, and we associate the one containing e s1 with x s = 1 (orx s = 0), and the one containing e s0 with x s = 0 (orx s = 1). On the other hand, the key observation regarding Γ i is stated in the following claim. Figure 4 to make y i k and x s consistent. The connector α consists of a vertex set V α and an edge set E α defined as follows:
Note that although another connector is given in [3] , to construct a graph with maximum degree at most three, we use α in our proof.
For two edges j = u ′ u ′′ and e = v ′ v ′′ , we say that α connects j and e if j and e are replaced by a new graph isomorphic to α and edges
, and e ′′ = v ′′ u 2 . The connector α connects the corresponding j and e by either connecting j i k and e s0 if y i k = x s , or connecting j i k and e s1 if y i k =x s . Note that when a perfect C 5 -free 2-matching in α includes either e ′ or e ′′ , then it contains both e ′ and e ′′ . The same thing can be said for j ′ and j ′′ . Furthermore, there is no perfect C 5 -free 2-matching containing all four e ′ , e ′′ , j ′ , j ′′ , i.e., the edges j and e are not in a perfect C 5 -free 2-matching simultaneously.
Let G be the graph constructed by combining the above three types of graphs γ s , Γ i , and α. Notice that G has a maximum degree at most three. Then G contains a perfect C 5 -free 2-matching if and only if F = C 1 ∧ C 2 ∧ · · · ∧ C r = 1 for some boolean assignment. Therefore, finding a perfect C 5 -free 2-matching in a given graph with maximum degree at most three is NP-hard, which implies the theorem.
Based on the techniques used in this proof, we give a proof for Theorem 2, which generalizes 
Theorem. Let H be a connected t-regular graph. If H is not a complete partite graph, then the H-free t-matching problem is NP-hard even if the input graph is simple and has maximum degree at most t + 1.
We first prove some properties of non-complete partite graphs that play an essential role in proving Theorem 2. Figure  5(a) ).
Claim 17. A connected t-regular graph H = (V H , E H ) is not complete partite if and only if it contains three vertices
Proof. By the definition of complete partite graphs, the complement graph of a complete partite graph is a union of disjoint cliques (complete graphs). It is also trivial that when a graph has a complement graph that is a union of cliques, the graph itself is a complete partite graph.
On the other hand, being a union of cliques, the complement graph of a complete partite graph is transitive, meaning if each of two vertices is connected to a same vertex by an edge, then there must be an edge directly connecting them. Thus, we could see that the complement graph of H is not a union of cliques if and only if H has three vertices u 1 , u 2 , u 3 such that u 1 u 2 ̸ ∈ E H , u 1 u 3 ̸ ∈ E H , and u 2 u 3 ∈ E H . This completes the proof for Claim 17. Figure 5(b).) Proof. The sufficiency ("if" part) is obvious by Claim 17. To show the necessity ("only if" part), suppose that H = (V H , E H ) is a connected t-regular graph that is not complete partite. By Claim 17, H has three vertices u 1 , u 2 , u 3 such that u 1 u 2 ̸ ∈ E H , u 1 u 3 ̸ ∈ E H , and u 2 u 3 ∈ E H . Since |N (u 1 )| = |N (u 2 )| = t and u 3 ∈ N (u 2 ) \ N (u 1 ), there exists a vertex u 4 which is adjacent to u 1 but not u 2 , i.e., u 4 
Claim 18. Let H = (V H
The existence of such four vertices in connected t-regular non-complete partite graphs enables us to prove Theorem 2.
Proof for Theorem 2. We say that a t-matching M in
It suffices to show the NP-hardness of determining whether a given simple graph with maximum degree at most t + 1 has a perfect H-free t-matching or not. We now give a polynomial reduction from the 3-SAT problem to this problem.
Let a boolean expression (1, 0, 0, 1), (0, 1, 1, 0), (0, 0, 1, 1), and (1, 1, 1, 1) . By symmetry, the same thing holds for H 2 . Then, since a perfect H-free t-matching M must contain p 1 p 2 and p 2 p 3 , there are only two possible ways of M as shown in Figure 6 . This shows that when a perfect H-free t-matching M includes either e ′ or e ′′ , it contains both e ′ and e ′′ . The same thing can be said for j ′ and j ′′ . Furthermore, there is no perfect H-free t-matching M containing all four e ′ , e ′′ , j ′ , j ′′ , i.e., the edges j and e are not in M simultaneously.
Let G be the graph constructed by combining the above three types of graphs. Notice that G has a maximum degree at most t + 1. Then G contains a perfect H-free t-matching if and only if F = C 1 ∧ C 2 ∧ · · · ∧ C r = 1 for some boolean assignment. Therefore, finding a perfect H-free t-matching in a given graph with maximum degree at most t + 1 is NP-hard, which implies the theorem.
