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ABELIAN SANDPILES AND ALGEBRAIC MODELS
GABRIEL STRASSER
Abstract. Motivated by the coincidence of topological entropies the connection between
abelian sandpiles and harmonic models was established by K. Schmidt and E. Verbitskiy
(2009). The dissipative sandpile models were shown to be symbolic representations of alge-
braic Zd-actions of the harmonic models. Both models are determined by so-called simple
sandpile polynomials. We extend this result to arbitrary sandpile polynomials. Moreover,
we show that any sandpile model determined by a factor of a sandpile polynomial acts as
an equal entropy cover of the corresponding algebraic model. For a special class of factors
these covers are shown to be symbolic representations.
1. Introduction
The abelian sandpile model (ASM) is a lattice model introduced by Dhar in [3]. It is
inspired by an automaton model of self-organised criticality presented by Bak, Tang and
Wiesenfeld (BTW) in [1, 2]. In both models grains of sand are dropped at sites in a finite
set of the lattice thereby forming piles of sand. Eventually these piles get “unstable” and
“topple”. In the ASM the toppling conditions depend on the local heights of the piles rather
than their gradients as in the BTWmodel: if a sandpile reaches or exceeds a critical height it
gets unstable and topples according to a given rule. The toppling is formalised by applying
so-called toppling operators. In contrast to the BTW model these operators commute in
the ASM, motivating the name of the model. The abelian property led to extensive research
on generalisations of Dhar’s model, also named ASMs. For example, the model was studied
on different lattices ([5, 10]), the toppling rules were varied ([16]), and extended to infinite
volume ([7, 11, 12]). Dhar also showed in [4] that the topological entropy h(σ) of the shift
σ on the set R of infinite recurrent configurations of the ASM in Z2 (cf. (2.4)) is given by
h(σ) =
∫ 1
0
∫ 1
0
log (4− 2 cos(2πx1)− 2 cos(2πx2)) dx1dx2.
Motivated by the coincidence of topological entropies the connection between abelian sand-
piles and algebraic models (cf. Section 3) was established in [15]. Among others the question
of uniqueness of the measure of maximal entropy is discussed. Although this uniquness con-
jecture remains unresolved the authors show in [15] that the dissipative ASMs (cf. Definition
4.5) in infinite volume, studied in [11], have a unique measure of maximal entropy. In fact
they are symbolic representations of their corresponding algebraic models.
In this paper we investigate the question whether there are other abelian sandpile models
which act as symbolic representations of algebraic models. Taking into account the difficul-
ties encountered in [15] and described above we restrict ourselves to the case of dissipative
ASMs. In Section 2 we give a short description of a general dissipative ASM where the
toppling condition is given as in Dhar’s model and the toppling rule is determined by a
wider class of Laurent polynomials, which we call sandpile polynomials (cf. Definition 2.2).
In the next section we introduce a class of algebraic models each of which is determined by
an expansive Laurent polynomial (cf. Definition 3.1). In Section 4 we take advantage of the
fact that the methods used in [11] and [15] for dissipative ASMs are equally applicable to
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the more general versions. This means that the ASMs introduced in Section 2 are symbolic
representations of their algebraic counterparts defined in Section 3. In the last section we
modify the toppling condition in the spirit of the original BTW model, where the toppling
rule is defined similarly to Dhar’s model but the toppling condition differs: A sandpile gets
unstable and topples if the difference between heights of two neighbouring sites exceeds
some critical threshold. In the modified version this linear dependence is described by an
expansive Laurent polynomial g and we want to find a suitable toppling rule, determined
by an expansive Laurent polynomial f , such that the resulting model
(1) represents an abelian group (in finite volume) and
(2) is a symbolic representation of the algebraic model associated to f (in infinite vol-
ume),
simulating the properties of Dhar’s ASMs in finite and infinite volume. More precisely, we
first show in Theorem 5.5 that if h = fg is a sandpile polynomial, where f and g determine
the toppling rule and condition, respectively, then the modified BTW model is an equal
entropy cover of the algebraic model associated to f . In the remainder of the last section we
find a class of Laurent polynomials which satisfies the properties (1) and (2) from above,
strengthening thereby the statement of Theorem 5.5. This result is summarised in Theorem
5.27. At the end we express our interest in the question whether there exist other classes of
Laurent polynomials which fulfil these properties.
In general, the concrete physical picture of sandpiles getting unstable and toppling might
no longer be fitting in a BTW-like model. Although we show that these models can be
realised, under specific conditions, as abelian subgroups of ’classical’ ASMs described in
Section 2 they may also serve as toy models with implicit abelian structure for other physical
phenomena.
2. The abelian sandpile model
Before describing the abelian sandpile model we need some preparation.
Definition 2.1. Let d ≥ 1. We call a Laurent polynomial h =
∑
j∈Zd hju
j ∈ Rd lopsided if
there exists an m ∈ Zd such that
2hm >
∑
j∈Zd
|hj| > 0.
We denote the dominant coefficient hm of h by γh.
Definition 2.2. Let d ≥ 1. A lopsided Laurent polynomial h ∈ Rd with γh = h0 is called
a sandpile polynomial if hj ≤ 0 for all j ∈ Z
d \ {0}. We denote the collection of sandpile
polynomials by Pd. Moreover, h ∈ Pd is called simple if hi = h−i ∈ {−1, 0} for every
i ∈ Zd \ {0} and
hi · h−i =


γ2h if i = 0
1 if i or −i is a unit vector in Zd
0 otherwise.
Remark 2.3. The position of the dominant coefficient γh = h0 in the definition of a sandpile
polynomial serves only notational benefits. This condition will have no effect on the theory
presented in this paper.
For h ∈ Pd and any finite subset F ⊆ Z
d, in symbols F ⋐ Zd, we define the so-called
toppling matrix ∆ = ∆h,F associated to h by setting
∆ij = hi−j (2.1)
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for every i, j ∈ F . Obviously, the matrix ∆ has dimension |F |× |F | and it inherits for every
i, j ∈ F the following properties from h:
(P1) ∆ii = γh > 0, ∆ij ≤ 0 for i 6= j,
(P2)
∑
k∈F
∆ik > 0.
We give a short introduction to the ASM. The content of this subsection is taken mainly
from [13], [11], and [16], where the theory is treated in much greater detail.
Let d ≥ 1, h ∈ Pd, and denote by Z+ the set of nonnegative integers. Assume that F ⋐ Z
d
and write ∆ = ∆h,F for the toppling matrix associated to h. A configuration is an element
of ZF+. We call a configuration v ∈ Z
F
+ stable if vi < γh for all i ∈ F and unstable otherwise.
If v is unstable at site i, say, it topples at this site and results in another configuration
Ti(v) ∈ Z
F
+ defined by
T i(v)j = (v −∆·i)j =


vi − γh if j = i
vj + |hj−i| if j 6= i and j− i ∈ supp(h)
vj otherwise,
(2.2)
where supp(h) = {j ∈ Zd : hj 6= 0} denotes the support of h.
The terminology is based on the physical picture of having grains of sand on a finite set
F of the lattice Zd. At each site of F the grains can pile up to a given threshold γ = γh.
The pile gets unstable when the threshold is reached or exceeded and topples according to
the rule given by toppling matrix ∆ associated to h.
By the finiteness of F and from the fact that at each toppling at least one grain is lost
(cf. Definition 2.2 and (2.2)) each unstable configuration v has to stabilise after finitely
many topplings. The stabilisation of v in F is denoted by S(v) = S
(h)
F (v). Furthermore,
the toppling operators Ti commute, i.e., Ti(Tj(v)) = Tj(Ti(v)) for every configuration v
unstable at i, j ∈ F . Hence S(v) is independent of the order of the toppling and therefore
well-defined. We denote the space of all stable configurations by SF = S
(h)
F and note that
SF = {0, . . . , γh − 1}
F .
The set SF of stable configurations on F forms a semigroup under the following addition.
If u, v ∈ SF then
u⊕ v = S(u+ v) ∈ SF ,
where the configuration w = u + v is defined by the usual coordinate-wise addition. The
unique maximal subgroup RF of SF is called the set of recurrent configurations on F .
The finite group RF is abelian and therefore carries the unique addition-invariant Haar
probability measure µF . Set
NF (i) = −
∑
j 6=i
∆h,Fji
and observe that NF (i) < ∆ii = γh. For simple h the number NF (i) describes the number
of neighbours of the site i in F . As presented in the following the set RF of recurrent
configurations on F are characterised by the so-called burning algorithm, which is due to
Dhar and presented in [13] for simple h and in [16] for general h ∈ Pd.
Put
PF = {v ∈ SF : vi ≥ NF (i) for at least one i ∈ F},
then the set RF of recurrent configurations is given by
RF =
⋂
∅6=E⊂F
PE . (2.3)
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Equation (2.3) extends immediately to infinite volume by defining
R = RZd =
⋂
∅6=E⋐Zd
PE . (2.4)
Remark 2.4. For a finite subset E ⊂ F with not necessarily finite F ⊂ Zd Equation (2.3)
and (2.4) implicitly uses the obvious embedding of PE into SF as collection of cylinder sets
in SF . It follows that every v ∈ R can be approximated arbitrarily well by elements in RF
for suitable F ⊂ Zd and it is easily seen that R is a perfect set. In particular, R is closed
and therefore compact.
The compact set R ⊂ {0, 1, . . . , γh − 1}
Zd is called the abelian sandpile model (ASM) in
infinite volume. Obviously, the set R together with the Zd-shift action σ : R→ R, defined
by
σm(v)n = vn+m
for every m,n ∈ Zd, determine a d-dimensional shift space (R, σ). We will not distinguish
nominally between the ASM and its associated shift space.
Remark 2.5. Note that the abelian sandpile model R is determined by the sandpile poly-
nomial h ∈ Pd. To emphasise this dependence we denote the associated shift space by
(R(h), σh).
3. The algebraic model
We begin this section with some basic definitions. Let d ≥ 1 and X a compact metrisable
space. A continuous Zd-action is a Zd-action T : n→ Tn by homeomorphisms of X. If S is
a second Zd-action by homeomorphisms of a compact metrisable space Y , say, then (Y, S),
or simply Y , is a factor of (X,T ) if there exists a continuous surjective map φ : X → Y
such that
φ ◦ Tn = Sn ◦ φ (3.1)
for every n ∈ Zd. If the factor map φ in (3.1) is a homeomorphism then it is called a
conjugacy and S and T are topologically conjugate.
Let ℓ1(Zd,Z) and ℓ∞(Zd,Z) be the subgroups of integer-valued functions of the Banach
spaces ℓ1(Zd,R) and ℓ∞(Zd,R) with norms ‖.‖1 and ‖.‖∞, respectively. We write the ele-
ments v ∈ ℓ∞(Zd,R) as v = (vn) and define the shift-action σ¯ of Z
d on ℓ∞(Zd,R) by
(σ¯mv)n = vm+n (3.2)
for everym,n ∈ Zd. The restriction of σ¯ to a subshift Y ⊂ ℓ∞(Zd,Z) will be denoted by σY
or simply σ if the subshift is clear from the context. A subshift Y is called symbolic cover
of (X,T ) with covering map φ, say, if (X,T ) is a factor of (Y, σ). A symbolic cover Y is an
equal entropy cover if in addition the topological entropies h(σ) and h(T ) coincide. For a
symbolic cover Y being a symbolic representation of (X,T ) we need to find a shift-invariant
Borel set Y ′ ⊂ Y with ν(Y ′) = 1 for every shift-invariant probability measure ν on Y of
maximal entropy such that the restriction of φ to Y ′ is injective.
If X is a compact abelian metrisable group with identity element eX and normalised
Haar measure λX then any Z
d-action α : n → αn by continuous automorphisms of X is
called an algebraic Zd-action. We say an algebraic Zd-action α on X is expansive if there
exists an open neighbourhood O of the identity eX of X with
⋂
n∈Zd α
n(O) = {eX}. A
point x ∈ X is called homoclinic under α if lim|n|→∞ α
nx = 0.
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Let Rd = Z[u
±1
1 , . . . , u
±1
d ] be the ring of Laurent polynomials with integer coefficients in
d variables. Put um = um11 · · · u
md
d for every m = (m1, . . . ,md) ∈ Z
d and write each h ∈ Rd
as
h =
∑
n∈Zd
hnu
n, (3.3)
where hn ∈ Z and hn = 0 for all but finitely many n ∈ Z
d. Obviously we can identify
each h ∈ Rd of the form (3.3) with (hn) ∈ ℓ
1(Zd,Z), thereby obtaining an isomorphism
Rd ∼= ℓ
1(Zd,Z).
If α denotes the shift-action of Zd on TZ
d
, defined similarly to (3.2), then every nonzero
h =
∑
m∈Zd hnu
n ∈ Rd defines a continuous surjective group homomorphism
h(α) =
∑
n∈Zd
hnα
n : TZ
d
→ TZ
d
.
Consider the corresponding compact abelian group
Xh =
{
(xn) ∈ T
Zd :
∑
n∈Zd
hnxn+m = 0 for all m ∈ Z
d
}
= kerh(α) (3.4)
and denote by αh the restriction of α to Xh. By the term algebraic model determined by h
we refer to the dynamical system (Xh, αh).
Definition 3.1. We say a Laurent polynomial h ∈ Rd is expansive if it has no zeros in S
d,
where S = {s ∈ C : |s| = 1}.
By [14, Thm. 6.5] the shift-action αh is expansive if and only if h is expansive.
Remark 3.2. Note that any lopsided polynomial is expansive. In particular every sandpile
polynomial is expansive (cf. Definition 2.1 and 2.2).
The entropy h(αh) of αh is given by the logarithmic Mahler measure (cf. [9])
h(αh) =
∫ 1
0
· · ·
∫ 1
0
log |h(e2piit1 , . . . , e2piitd)| dt1 . . . dtd
and coincides with the metric entropy hλXh (αh) of αh with respect to the normalised Haar
measure λXh on Xh. The measure λXh is the unique measure of maximal entropy if h is
expansive.
Define the surjective map ρ : ℓ∞(Zd,R)→ TZ
d
by
ρ(v)n = vn (mod 1) (3.5)
for every v = (vn) ∈ ℓ
∞(Zd,R) and n ∈ Zd. If h =
∑
m∈Zd hnu
n ∈ Rd we put
h˜ =
∑
m∈Zd
hnu
−n
and note that
ρ ◦ h(σ¯) = h(α) ◦ ρ and h(σ¯)(v) = h˜ · v, (3.6)
for every v ∈ ℓ1(Zd,Z) ∼= Rd, where (h˜ · v)n =
∑
j h˜jvn−j for every n ∈ Z
d. Finally we
remark that the product u · w and the corresponding identity on the right-hand side of
(3.6) are well-defined whenever u ∈ ℓ1(Zd,R) and w ∈ ℓ∞(Zd,R).
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4. The ASM R(h) as symbolic representation of Xh˜
Fix d ≥ 1 and a sandpile polynomial h ∈ Pd. Recall that h is expansive (cf. Remark 3.2).
According to the proof of Lemma 4.5 in [8] the equation
h · w = h˜(σ¯)(w) = δ0, (4.1)
where δ0 is the indicator function of {0}, has a unique solution w = w
h ∈ ℓ1(Zd,R) if
h is expansive. The ℓ1-summability of the homoclinic point wh allows us to define group
homomorphisms ξ¯h : ℓ
∞(Zd,Z)→ ℓ∞(Zd,R) and ξh : ℓ
∞(Zd,Z)→ TZ
d
, given by
ξ¯h(v) = w
h · v and ξh(v) = (ρ ◦ ξ¯)(v). (4.2)
The maps ξ¯ and ξ satisfy the following properties (cf. [6, Prop. 2.3]).
Proposition 4.1. Let h ∈ Rd be expansive. Then we have for any v ∈ ℓ
∞(Zd,Z) that
h˜(σ¯)(ξ¯h(v)) = ξ¯h(h˜(σ)(v)) = v. (4.3)
Furthermore, ξh satisfies
ξh ◦ σ
n = αn ◦ ξh for every n ∈ Z
d,
ker ξh = h˜(σ)(ℓ
∞(Zd,Z)),
ker ξh ∩ ℓ
1(Zd,Z) = h˜(σ)(ℓ1(Zd,Z)) = h ·Rd.
(4.4)
Following the penultimate section in [15] one can apply the same methods used therein
to get analogous results for general h ∈ Pd, as stated below.
Lemma 4.2. Let h ∈ Pd. Then
(1) ξh(R
(h)) = Xh˜.
(2) ξh(v) 6= ξh(w) for all v,w ∈ R
(h) with v − w ∈ Rd.
(3) If v ∈ ℓ∞(Zd,Z) then there exists an m ∈ ℓ∞(Zd,Z) such that w = v+h ·m ∈ R(h).
Furthermore, the topological entropies of αh˜ on Xh˜ and σR(h) on R
(h) coincide.
In particular the above Lemma shows that R(h) is an equal entropy cover of Xh˜. This
statement is further improved in [15, Thm. 6.6], where it is shown that R(h) is a symbolic
representation of Xh˜:
Theorem 4.3. For h ∈ Pd the subshift R
(h) admits a unique measure µ of maximal entropy
for which the covering map ξh restricted to R
(h) is almost one-to-one.
Remark 4.4. The second statement of the above Theorem is based on [11, Prop. 3.2 and
Thm. 3.1]. In this paper the authors construct the measure µ onR(h) as unique accumulation
point of any sequence µj of Haar measures on R
(h)
Fj
with Fj ⋐ Z
d and Fj ↑ Z
d. The
convergence is achieved by two properties. First, the existence of the unique Haar measures
µj on R
(h)
Fj
, and second, from the so-called dissipativity of the ASM R(h).
Definition 4.5. An abelian sandpile model R(h) determined by the sandpile polynomial
h ∈ Pd is called dissipative if there exists a (unique) w
h ∈ ℓ1(Zd,Z) such that h · wh = δ0.
The first property follows from the fact that R
(h)
Fj
is a compact abelian group for any
Fj ⋐ Z
d and the second from h being expansive (cf. Remark 3.2 and (4.1)). These are the
crucial properties which allow to prove the extension of the statements of Lemma 4.2 and
Theorem 4.3 from simple h (for which they were originally proved) to general h ∈ Pd in a
completely analogous way.
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5. Generalisations
So far we have seen that for any sandpile polynomial h ∈ Pd, d ≥ 1 and F ⋐ Z
d
(1) the recurrent configurations R
(h)
F form an abelian group and
(2) R(h) is a symbolic representation of Xh˜.
In this section we want to find other classes of polynomials which fulfil the above properties.
Before proving our results we consider two simple examples in order to demonstrate the idea
of our approach. For property (1) we choose the one-dimensional BTW model, mentioned
in Section 1, in finite volume F as example and show how to realise it as abelian subgroup
of an ASM RF . Similar to the transition of Dhar’s model from finite to infinite volume,
presented in [11], we use a sequence of measures on the abelian groups in finite volume F
to find the unique measure of maximal entropy in infinite volume, by taking the limit along
F ↑ Zd. Nevertheless, we first consider both problems separately. To avoid difficulties of
non-dissipativity in infinite volume (cf. Section 1) we need to vary the example from above
when investigating property (2).
5.1. Motivation.
Example 5.1. For the description of the one-dimensional BTW model we fix N ≥ 1,
consider the finite set F = {1, . . . , N} ⊆ Z, the Laurent polynomials f = 1 − u, g =
−u−1 + 1 ∈ R1 and the corresponding (|F | × |F |)-matrices ∆
f ,∆g defined as in (2.1).
Finally we set ∆′ = ∆g∆f and note that for i, j ∈ F
∆′ij =


2 if i = j 6= N
1 if i = j = N
−1 if |i− j| = 1
0 otherwise.
The BTW model is also a sandpile model but the toppling condition differ from those in
Dhar’s model. Sandgrains are dropped onto sites in F thereby creating piles. A configuration
v ∈ ZF+, where vn ≥ 0 represents the height of the sandpile at site n ∈ F , is said to be stable
if for every n ∈ F
(∆gv)n =
{
vn − vn+1 if 1 ≤ n < N
vn if n = N
}
< ∆′nn,
i.e., if the height of a sandpile differs from the height of its right neighbour by less than 2
and the sandpile at the right boundary has height zero. Obviously, v gets unstable at site
k, say, if
(∆gv)k ≥ ∆
′
kk. (5.1)
The unstable site k then topples and one grain tumbles to the lower level to the right. At
the boundary site k = N the grain leaves the system. Formally, the configuration Tk(v)
after the toppling is given by
Tk(v)j = (v −∆
f
·k)j . (5.2)
The toppling process will terminate as grains can leave the system. One of our interests in
such a system lies in its so-called recurrence class. This means we want to understand how
the system evolves when we keep adding sandgrains to it. The solution to this question
is already mentioned in [1]: the system tends to a unique state, namely to the unique
configuration w with the property that (∆gw)n = ∆
′
nn − 1, n ∈ F , or equivalently, wn =
N − n for every n ∈ F .
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We now highlight the somewhat hidden structure in Example 5.1. First note that the
matrix ∆′ defines a more general toppling matrix than we have introduced at the beginning
of Section 2. More precisely, the condition (P2) is not satisfied, since
∑
j∈F ∆
′
ij = 0 for
2 ≤ i ≤ N . As shown in [16] the matrix ∆′ still determines an ASM RF on F with
RF ⊂ SF = {v ∈ Z
F
+ : 0 ≤ vi < ∆
′
ii for all i ∈ F}, and the set RF is a finite abelian
group characterised by the burning algorithm presented in (2.3). Applying it to this special
example allows us to identify the group RF as singleton, whose only element ∆
gw, given
above, happens to be a multiple of ∆g. Another way to look at the last observation would
be that the multiples of ∆g form an abelian subgroup
WF = {∆
gv ∈ RF : v ∈ Z
F} (5.3)
of RF . Neglecting the triviality of this statement, for the moment, we derive from this that
the set
VF = {v ∈ Z
F : ∆gv ∈ RF } (5.4)
also defines an abelian group isomorphic to WF , since det(∆
g) 6= 0. As we have seen, the
group VF arises as recurrence class of the dynamics driven by the laws of the toppling
condition (5.1) and rule (5.2). A nontrivial example of the sets WF and VF is given in
Remark 5.4.
One goal of this section is to find classes of Laurent polynomials f and g which allow
the realisation of the heuristic idea described above. Depending on the Laurent polynomial
f and g these BTW-like models potentially provide a variety of physical toy models with
implicit abelian structure.
With regards to the above discussion in finite volume the analogous idea in infinite
volume would be to consider a Laurent polynomial h ∈ Pd, d ≥ 1 of the form h = fg with
f, g ∈ Rd and to determine if the multiples of g in R
(h) serve as a symbolic representation
for Xf˜ . But before we get into action we familiarise ourselves with that approach by first
preparing the proper setting and then investigating an easy example.
Fix d ≥ 1 and let h = fg ∈ Pd with f, g ∈ Rd. Note that since h is expansive, f and g
are as well. Moreover, the homoclinic point wh of h satisfies wh = wf · wg, where wf and
wg are the homoclinic points of f and g, respectively (cf. (4.1)). Therefore and by (4.2)
we obtain ξ¯h = ξ¯f ◦ ξ¯g and ξh = ρ ◦ (ξ¯f ◦ ξ¯g). Recall from (4.4) that ker ξg = g · ℓ
∞(Zd,Z)
for any expansive g ∈ Rd. From the previous section we know that R
(h) is a symbolic
representation of Xh˜ via the covering map ξh. Since Xf˜ ⊂ Xh˜ it is tempting to argue that
there is also a symbolic representation of Xf˜ within R
(h). We take a look at
W(h)g = R
(h) ∩ ker ξg = {g · u ∈ R
(h) : u ∈ ℓ∞(Zd,Z)} (5.5)
and observe that ξh(R
(h) ∩ ker ξg) = ξf (V
(h)
g ) ⊆ Xf˜ , where
V(h)g = ξ¯g(W
(h)
g ) = {u ∈ ℓ
∞(Zd,Z) : g · u ∈ R(h)}. (5.6)
We will show that the set W
(h)
g of multiples of g in R(h) is indeed an equal entropy
cover of Xf˜ . In order to find the unique measure of maximal entropy on W
(h)
g we depend
on the existence of the Haar measures on the finite abelian subgroups WF (cf. (5.3)) for
F ⋐ Zd. Under specific conditions we can prove that the BTW-like model WF in finite
volume extends to the symbolic representation W
(h)
g of Xf˜ when F ↑ Z
d.
In order to get a better understanding of W
(h)
g we first study V
(h)
g . To this end we start
with a simple example in dimension d = 1.
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Example 5.2. Let f = −u−1 + 2, g = 2 − u ∈ R1 and h = fg = −2u
−1 + 5 − 2u ∈ P1.
We want to determine V
(h)
g = ξ¯g(R
(h)
∞ ∩ ker ξg) ⊆ ℓ
∞(Z,Z). Since d = 1 and h is simple we
can easily deduce from the burning algorithm (2.4) in infinite volume that each recurrent
configuration in R(h) can be described as a sequence of labels of a bi-infinite path in the
following directed graph G(h):
• • •234 23
01
4
23
4
Figure 1. The graph representing the configurations in R(h).
Remark 5.3. We immediately see that the word 00 does not occur in G(h) and hence is
forbidden in R(h). A more general observation is that whenever the symbol 0 or 1 shows up
at site n, say, then we must see the symbol 4 at some site k > n before we could see 0 or 1
again. Obviously, all other finite words in the full 5-shift {0, . . . , 4}Z which respect this law
are allowed.
Clearly, v ∈ V
(h)
g if and only if g · v ∈ R(h). Note that
0 ≤ (g · v)n = 2vn − vn−1 ≤ 4 (5.7)
for every n ∈ Z. For v ∈ ℓ∞(Z,Z) we set
‖v‖+∞ = sup{|vn| : vn > 0} and ‖v‖
−
∞ = sup{|vn| : vn < 0}.
We first claim that if u ∈ V
(h)
g then 1 ≤ un ≤ 4 for every n ∈ Z. Observe that if un = ‖u‖
+
∞
for some n ∈ Z then 4 ≥ (g · u)n = 2‖u‖
+
∞ − un−1 ≥ ‖u‖
+
∞. Similarly, if un = −‖u‖
−
∞ then
0 ≥ −(g · u)n = 2‖u‖
−
∞ + un−1 ≥ ‖u‖
−
∞ ≥ 0. This proves that 0 ≤ un ≤ 4 for all n ∈ Z if
u ∈ V
(h)
g . Suppose u ∈ V
(h)
g such that there exists an n ∈ Zd with un = 0. Then, by (5.7),
un−1 = 0. Repeating this argument at site n − 1 we see that (g · u)n = (g · u)n−1 = 0. In
other words g · u contains the forbidden string 00 and hence does not lie in R(h), which
contradicts the fact that u ∈ V
(h)
g . Our next claim is that each element in V
(h)
g is described
precisely by a sequence of labels of a bi-infinite path in the following directed graph G
(h)
g :
•
••
•
2
2 3
4
1
3
2
2 3
Figure 2. The graph G
(h)
g representing the configurations in V
(h)
g .
To see this we look at all possible values for u ∈ V
(h)
g at some site n ∈ Z and their impact
on the values of the neigbouring sites according to (5.7). If u ∈ V
(h)
g then the following
conditions are satisfied:
un = 1 ⇒ un−1 ∈ {1, 2} ∧ un+1 ∈ {1, 2} ∧ (g · u)n ∈ {0, 1}, (5.8)
un = 2 ⇒ un−1 ∈ {1, 2, 3, 4} ∧ un+1 ∈ {1, 2, 3} ∧ (g · u)n ∈ {0, 1, 2, 3}, (5.9)
un = 3 ⇒ un−1 ∈ {2, 3, 4} ∧ un+1 ∈ {2, 3} ∧ (g · u)n ∈ {2, 3, 4} (5.10)
un = 4 ⇒ un−1 = 4 ∧ un+1 ∈ {2, 3, 4} ∧ (g · u)n = 4. (5.11)
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These conditions are necessary to guarantee that 0 ≤ (g · u)n ≤ 4. Taking further into
account that g · u must lie in R(h) we see that if un = 1 then uk = 2 for all k < n. Indeed,
suppose that un = 1 and l = min{j < n : uj 6= 2} exists. If ul = 1 then (g · u)n ∈ {0, 1},
(g ·u)j 6= 4 for all l < j < n and (g ·u)l ∈ {0, 1}, by (5.8) and (5.9). If ul > 2 (hence l 6= n−1
and ul+1 = 2 by (5.10) and (5.11)) then (g · u)n = 0, (g · u)j 6= 4 for all l + 1 < j < n and
(g · u)l+1 ∈ {0, 1}. In either case g · u contains a forbidden word in R
(h) as described in
Remark 5.3, which is impossible. Hence we can replace (5.8) by
un = 1⇒ uk = 2 for all k < n ∧ un+1 = 2 ∧ (g · u)n ∈ {0, 1} (5.12)
Examining carefully (5.9)–(5.12) we recognise that the graph G
(h)
g represents all configura-
tions satisfying these conditions. Conversely, by a little exercise one is easily convinced that
for every configuration u obtained from the graph G
(h)
g the configuration g ·u does not con-
tain any forbidden subconfigurations (cf. Remark 5.3), so that g · u ∈ R(h), or equivalently,
u ∈ V
(h)
g . It follows that each u ∈ V
(h)
g is given by a sequence of labels of a bi-infinite path
in the graph G
(h)
g , and vice versa.
Since ξ¯g restricted to W
(h)
g is a homeomorphism, with g as inverse, and ξ¯g(W
(h)
g ) = V
(h)
g
there is no reason to favour W
(h)
g = g · V
(h)
g = R(h) ∩ ker ξg over V
(h)
g . For the sake of
completeness we give a description of configurations in W
(h)
g . As one can easily deduce
from G
(h)
g the graph G
′(h)
g representing the configurations in W
(h)
g is given by
•
••
•
• 2
2 3
4
3
1
4
0
0 2
Figure 3. The graph G
′(h)
g representing the configurations in W
(h)
g .
Remark 5.4. Later on we want to construct, for particular Laurent polynomials f, g and
h = fg, a unique measure of maximal entropy on V
(h)
g (resp. W
(h)
g ) as limit of measures on
VF (resp. WF ), for F ⋐ Z
d, where VF (resp. WF ) are defined in (5.4) (resp. (5.3)). In spite
of this it might be useful to have at least once a concrete description of the finite abelian
groups VF and WF .
For f and g as in Example 5.2 and F = {1, . . . , N} the configurations of the sets VF and
WF can be represented by paths of length N starting at ⋆ in the following graphs in Figure
4. These sets are found analogously to Example 5.1 and by applying similar considerations
used to construct the graphs G
(h)
g and G
′(h)
g .
⋆ • • ⋆ • •
•
•
2 3 2 3
0
1
3
2 4
0
2 3
4
1
Figure 4. The graphs of the configurations in VF (left) and WF (right).
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We now discuss the essence of Example 5.2 and thereafter we prove our first general
statement. Since f = −u−1 + 2 is a sandpile polynomial we immediately see by applying
the burning algorithm (2.4) that a symbolic representation R(f) of Xf˜ via ξf is given by
the full shift on two symbols (cf. (3.4)). The subshift W
(h)
g is close to the full 2-shift in the
sense that the shift σ
W
(h)
g
on W
(h)
g has the same topological entropy, as is easily seen from
the graph G
′(h)
g . Hence W
(h)
g is an equal entropy cover of Xf˜ via ξh, or equivalently, V
(h)
g is
an equal entropy cover of Xf˜ via ξf .
Although the description of V
(h)
g is far more complicated in the general setting, i.e., for
nonsimple h = fg ∈ Pd with d > 1, we can still apply the burning algorithm (2.4) on R
(h)
to characterise the configurations in V
(h)
g : u lies in V
(h)
g if and only if for any F ⋐ Zd there
exists and i ∈ F such that
(g · u)i ≥ −
∑
j 6=i,j∈F
∆h,Fji .
This follows from the fact that g · V
(h)
g = W
(h)
g ⊆ R(h). Furthermore, the above statement
about equal entropy remains true in general.
5.2. Equal entropy covers. In this subsection we prove the following statement and find
Laurent polynomials f, g ∈ Rd which satisfy the needed assumption that fg ∈ Pd.
Theorem 5.5. Let d ≥ 1 and h = fg ∈ Pd such that the Laurent polynomials f and g
have no common factor. Then W
(h)
g = R(h) ∩ ker ξg is an equal entropy cover of Xf˜ .
Before proving this theorem we need some notation and a little bit of preparation. Let
F ⋐ Zd and define the embedding ιF : Z
F → ℓ1(Zd,Z) by
ιF (u)j =
{
uj if j ∈ F
0 otherwise.
(5.13)
For A ⊂ ZF we set ιF (A) = {ιF (a) : a ∈ A}. If it is clear from the context we omit the
subscript F and write simply ι instead of ιF . Define further ι˜F : ℓ
∞(Zd,Z)→ ℓ1(Zd,Z) by
ι˜F = ι ◦ πF ,
where πF : ℓ
∞(Zd,Z)→ ZF is the projection onto the coordinates in F .
If g is expansive then the shift αg˜ on Xg˜ is expansive which in turn guarantees that
δg = inf
0¯ 6=x∈Xg˜
sup
j∈Zd
|xj| > 0, (5.14)
where |z| = min{|z − n| : n ∈ Z}, z ∈ T = [0, 1). Furthermore, for 0 < ε < δg the definition
of ξ¯g and the ℓ
1-summability of the homoclinic point wg (cf. (4.2) and (4.1)) implies that
there exists an M =Mg ≥ 1 such that
QM ⊃ supp(g) and |ξ¯g(u)0 − ξ¯g(v)0| < ε (5.15)
for all u, v ∈ ℓ∞(Zd,Z) with πQM (u) = πQM (v), where
QM = {−M, . . . ,M}
d. (5.16)
In particular, for u, v ∈ ℓ∞(Zd,Z) and L ≥ 1 we have that
πQL+M (g · u) = πQL+M (g · v) implies πQL(u) = πQL(v). (5.17)
Finally, we define for every j,K ≥ 1 and u ∈ W
(h)
g the set C(j,K)(u) ⊆ W
(h)
g by
C(j,K)(u) = {v ∈ W(h)g : vk = uk for all k ∈ Qj+K \Qj}. (5.18)
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The following two lemmas are useful in order to determine the topological entropy
htop(σW(h)g
). For expansive Laurent polynomials f, g we put Mf,g = max(Mg,Mf ).
Lemma 5.6. Let d ≥ 1 and h = fg ∈ Pd such that f, g ∈ Rd have no common factor. Let
further j ≥ 1 and N ≥ 3Mf,g. If u ∈ W
(h)
g then any pair of distinct points v,w ∈ C(j,N)(u)
satisfies that ι˜Qj (v − w) /∈ (f) = f ·Rd.
Proof. We prove the statement indirectly. Assume that
ι˜Qj(v) = ι˜Qj (w) + f ·m
for some m ∈ Rd with supp(f ·m) ⊂ Qj . Since v,w ∈ W
(h)
g ⊂ R(h) we can find v′, w′ ∈ V
(h)
g
such that v − w = g · (v′ − w′). By assumption (v − w)k = 0 for all k ∈ Qj+N \ Qj and
(5.17) implies that supp(v′ − w′) ∩Qj+N−M ⊆ Qj+M , where M =Mf,g, and therefore
f ·m = ι˜Qj (g · (v
′ −w′)) = g · ι˜Qj+M (v
′ − w′).
Since f and g have no common factor and Rd has unique factorisation g divides m, i.e.
m = g ·m′ for some m′ ∈ Rd. It follows that
πQj(v) = πQj(w) + h ·m
′.
Let v˜ satisfy πQj(v˜) = πQj(v) and πZd\Qj (v˜) = πZd\Qj (vmax), where (vmax)j = γh − 1 for
all j ∈ Zd (cf. Definition 2.1), and define w˜ similarly. Then v˜, w˜ ∈ R(h) (cf. (2.4)) and
v˜ − w˜ ∈ (h) = h ·Rd. A contradiction to Lemma 4.2 (2). 
For the next lemma we use the notion of (F, ε′)-separated set, where F ⋐ Zd and ε′ > 0.
A subset Z ⊂ Xf˜ is called (F, ε
′)-separated if for any pair of distinct points x, y ∈ Z we
can find a j ∈ F such that |xj − yj| > ε
′. For better readability of the next lemma we put
M = max(Mg,Mf ).
Lemma 5.7. Let d ≥ 1 and h = fg ∈ Pd such that f and g have no common factor. For
every j ≥ 1, N ≥ 3M and u ∈ W
(h)
g the map ξf restricted to ι˜Qj(C
(j,N)(u)) is injective.
Moreover, ξf (ι˜Qj (C
(j,N)(u))) ⊆ Xf˜ is a (Qj+M , δf )-separated set (cf. (5.18)).
Proof. The first statement follows from Lemma 5.6 and the third equation in (4.4). We prove
the second statement indirectly. Let v,w ∈ C(j,N)(u) ⊆ W
(h)
g and put x = ξf (ι˜(v)), y =
ξf (ι˜(w)) ∈ Xf˜ . Suppose that
|xn − yn| < δf , (5.19)
for every n ∈ Qj+M , where δf is defined in (5.14). From (5.15) we obtain that (5.19) also
holds for all n ∈ Zd \Qj+M , since πZd\Qj(ι˜(v)) = πZd\Qj (ι˜(w)), and therefore for all n ∈ Z
d.
By expansiveness of f Equation (5.14) implies that ξf (ι˜(v)) = x = y = ξ(ι˜(w)). 
Proof of Theorem 5.5. We first show that ξh(W
(h)
g ) = Xf˜ . Recall that V
(h)
g = ξ¯g(W
(h)
g ) ⊆
ℓ∞(Zd,Z), so that ξh(W
(h)
g ) = ρ(ξ¯f (ξ¯g(W
(h)
g ))) = ξf (V
(h)
g ) ⊆ Xf˜ = ker f˜(α). Conversely, if
x ∈ Xf˜ choose w ∈ ρ
−1(x) (cf. (3.5)) with 0 ≤ wj < 1 for every j ∈ Z
d. Then u = f · w ∈
ℓ∞(Zd,Z) and ξh(g · u) = ρ(ξ¯f (u)) = x, where we have used Equation (4.3). By Lemma 4.2
there exists an n ∈ ℓ∞(Zd,Z) such that v = g · u+ h · n = g · (u+ f · n) ∈ R(h). Therefore,
v ∈ W
(h)
g and ξh(v) = ξf (u) = x.
We have shown that ξh(W
(h)
g ) = Xf˜ . Together with the equivariance of ξh (cf. (4.4)) we
deduce that Xf˜ is a symbolic cover of W
(h)
g , hence htop(σW(h)g
) ≥ htop(αf ). It remains to
show the reverse inequality.
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For every K ≥ 1, ε > 0 denote by sK(ε) the maximal cardinality of any (QK , ε)-separated
set in Xf˜ (cf. (5.16)). By definition of topological entropy we get
htop(σW(h)g
) = lim
L→∞
1
|QL|
log
∣∣πQL(W(h)g )∣∣
= lim
L→∞
1
|QL|
sup
u∈piQL+N\QL (W
(h)
g )
log
∣∣πQL(π−1QL+N\QL(u))∣∣
= lim
L→∞
1
|QL|
sup
u∈piQL+N\QL (W
(h)
g )
log
∣∣ι˜QL(C(L,N)(u))∣∣
= lim
L→∞
1
|QL|
sup
u∈piQL+N\QL (W
(h)
g )
log
∣∣ξf (ι˜QL(C(L,N)(u)))∣∣
≤ lim
L→∞
1
|QL+M |
log sL+M(δf ) = htop(αf ),
(5.20)
where we have used the Lemmas 5.6 and 5.7. 
We have achieved our first goal of this section, but at this point we do not know much
about its usefulness. In Example 5.2 we have found two Laurent polynomials f, g ∈ P1 such
that h = fg ∈ P1. However, in that case Theorem 5.5 does not provide any new insights as
an explicit symbolic representation of Xf˜ is already known (cf. Theorem 4.3). The following
examples illustrates the usefulness of Theorem 5.5 in dimension d = 1. At least one factor
of h does not lie in P1 and the Laurent polynomials f and g have no common factor. Note
that the order of the factors is interchangeable.
Examples 5.8.
(1) For f1 = −u
−2 − 2u−1 + 3 + u ∈ R1 and lopsided g1 = 2 − u ∈ P1 (cf. Definition
2.1) we get
h1 = f1g1 = −2u
−2 − 3u−1 + 8− u− u2 ∈ P1.
(2) The Laurent polynomials f2 = −u
−1 + 3 + u, g2 = u
−1 + 3 − u ∈ R1 are both
lopsided and
h2 = f2g3 = −u
−2 + 11− u2 ∈ P1.
(3) Neither f3 = −u
−2 − 2u−1 + 2− u+ u2 nor g3 = 1− u− u
2 ∈ R1 is lopsided and
h3 = f3g3 = −u
−2 − u−1 + 5− u− u4 ∈ P1.
In dimension d > 1 the situation seems to be more obscure. The following lemma shows
that each lopsided Laurent f polynomial with dominant coefficient γf = f0 and purely
positive coefficients has a cofactor g in Pd such that the product h = fg is a sandpile
polynomial. We remark that we are not aware of any other non-trivial classes of polynomials
in Rd with d > 1 which fulfil this property.
Lemma 5.9. Fix d ≥ 1. Let g be in Pd and define the Laurent polynomial f by fn = |gn|
for all n ∈ Zd. Then h = fg ∈ Pd. Moreover, f and g have no common factor.
Proof. Recall that g ∈ Pd if and only if
∑
j∈Zd gj > 0 and gi ≤ 0 for all 0 6= i ∈ Z
d. In
particular g0 > 0, hence f0 = g0 and fi = −gi for all i 6= 0. For j 6= 0 we have
hj =
∑
k∈Zd
fkgj−k = f0gj + fjg0 +
∑
k∈Zd\{0,j}
fkgj−k ≤ 0, (5.21)
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and since g ∈ Pd ∑
j∈Zd
hj = h(1¯) = f(1¯)g(1¯) > 0, (5.22)
where 1¯ = (1, . . . , 1) ∈ Zd. From (5.21) and (5.22) we conclude that h ∈ Pd.
For the last assertion it suffices to prove that f and g have no common root. Suppose
there exists an r ∈ Zd such that f(r) = g(r) = 0. Then 2g0 = f(r)+ g(r) = 0 and therefore
g0 = 0, a contradiction to g ∈ Pd. 
Definition 5.10. We denote the class of Laurent polynomials defined in Lemma 5.9 by
P+d .
5.3. Symbolic representations. The remainder of this section is devoted to our final goal
to specify conditions on f and g ∈ Rd with h = fg ∈ Pd such that the equal entropy cover
W
(h)
g = R(h) ∩ ker ξg is in fact a symbolic representation. In other words, we want to find a
unique measure of maximal entropy on W
(h)
g for which the covering map ξh : W
(h)
g → Xf˜
is almost one-to-one. For this purpose the abelian structure in finite volume, which we
discussed at the beginning of this section, will become very useful. Before we get into more
details we repeat some basics from the previous sections for convenience.
Let g ∈ Rd, F ⋐ Z
d and define ∆g = ∆g,F as in (2.1) by
∆g
ij
= gi−j
for every i, j ∈ F . Moreover, if g ∈ Pd then the matrix ∆
g fulfils the properties
(P1) ∆gij ≤ 0 for all i 6= j ∈ F,
(P2)
∑
j∈F
∆gij > 0 for all i ∈ F.
Remark 5.11. Any matrix ∆ satisfying the properties (P1) and (P2) is called toppling
matrix and determines an ASM on F with recurrence class RF . (cf. [16]).
As seen aboveW
(h)
g = R(h)∩ker ξg is an equal entropy cover of Xf˜ via ξh. Unfortunately,
the restriction πF (W
(h)
g ) of W
(h)
g to F ⋐ Zd does not provide an obvious group structure
like the one known on πF (R
(h)) = R
(h)
F . In that case the abelian group R
(h)
F carries the
Haar measure µF . This property is essential for finding the unique measure µ = limF↑Zd µF
of maximal entropy on R(h) for which the map ξh : R
(h) → Xh˜ is almost one-to-one (cf.
[11],[15]). To circumvent this problem we introduce a new toppling matrix ∆′ = ∆g∆f of
dimension |F | × |F |, which replaces the role of ∆h in the standard case with h ∈ Pd. The
advantage of this approach is that the multiples of ∆g form a subgroup WF of the abelian
group R′F determined by ∆
′, as we shall see further on. This group property brings us
back to well-known territory and we can apply exactly the same tools as in [11] and [15]
we already implicitly used to describe Theorem 4.3. There are two requirements we need
to check in order to use these tools. First we need to ensure that ∆′ really determines an
ASM in finite volume so that we can considerWF as abelian subgroup and second that any
accumulation point of the sequence of the Haar measures {νF }F↑Zd on WF concentrates on
W
(h)
g and that it is a measure of maximal entropy.
We start by investigating the first requirement in finite volume with expansive f and
g. The expansiveness condition is needed to ensure that the ASM determined by ∆′ is
dissipative when we perform the transition to infinite volume (cf. Definition 4.5 and the
discussion thereafter). We easily see that the matrix ∆′ = ∆g∆f is a toppling matrix for
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f and g in Example 5.2 (1) and (2) but not in (3). This means that we cannot deduce
from h = fg being a sandpile polynomial that ∆′ determines an ASM in finite volume. For
the examples in higher dimension d ≥ 1 we recall that each g ∈ Pd defines a polynomial
f ∈ P+d such that h = fg ∈ Pd (cf. Lemma 5.9 and Definition 5.10). In this case we call
the polynomial f associated to g.
Lemma 5.12. Let d ≥ 1 and fix F ⋐ Zd. If g ∈ Pd with associated Laurent polynomial
f ∈ P+d , then the (|F | × |F |)-matrix ∆
′ = ∆g∆f determines an ASM on F .
Proof. According to Remark 5.11 we only need to check the properties (P1) and (P2) for
∆′. By assumption fi ≥ 0 for all i ∈ Z
d, f0 = g0 and fi = −gi for all i 6= 0. If i, j ∈ F, i 6= j
we obtain
∆′ij =
∑
k∈F
∆g
ik
∆f
kj
=
∑
k∈F
gi−kfk−j =
∑
k∈F−j
fkg(i−j)−k (5.23)
= f0gi−j + fi−jg0 +
∑
k∈(F−j)\{0,i−j}
fkg(i−j)−k ≤ 0 (5.24)
Furthermore, since fkg(i−j)−k ≤ 0 for k ∈ Z
d \ F − j we obtain from (5.23) for all i, j ∈ F
∆′ij =
∑
k∈Zd
fk · g(i−j)−k −
∑
k∈Zd\F−j
fk · g(i−j)−k
= hi−j −
∑
k∈Zd\F−j
fk · g(j−i)−k ≥ hi−j = ∆
h
ij,
where equality holds if supp(f)⊆ F − j . Furthermore,∑
j∈F
∆′ij ≥
∑
j∈F
hi−j > 0, (5.25)
as h ∈ Pd. By (5.24) and (5.25) the matrix ∆
′ is a toppling matrix. 
For the remainder of the section fix d ≥ 1 and suppose that for f, g ∈ Rd the (|F |× |F |)-
matrix ∆′ = ∆g∆f defines a toppling matrix for any F ⋐ Zd. Since the product h = fg
then also lies in Pd this is the proper setting for our purposes. Under the above assumption
on f and g we now investigate the relation between the recurrence classes R′F and R
(h)
F
determined by ∆′ and ∆h, respectively.
Proposition 5.13. Let f and g ∈ Rd have no common factor such that for each F ⋐ Z
d
the (|F |× |F |)-matrix ∆′ = ∆g∆f determines an ASM on F with recurrence class R′F . Put
F ◦ = {i ∈ F : i+ supp(f) ⊂ F}, then
πF ◦(R
′
F ) = R
(h)
F ◦ ,
where πF ◦ is the projection onto the coordinates in F
◦.
Proof. Recall from the burning algorithm (2.3) that v ∈ R′F if and only if for all G ⊆ F
exists an i ∈ G such that
∆′ii > vi ≥ −
∑
j∈G,j 6=i
∆′ij.
In particular we also have that for every G◦ ⊆ F ◦ there exists an i ∈ G◦ such that
∆hii = ∆
′
ii > vi ≥ −
∑
j∈G◦,j 6=i
∆′ij = −
∑
j∈G◦,j 6=i
∆hij,
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which proves that πF ◦(v) ∈ R
(h)
F ◦ . Hence πF ◦(R
′
F ) ⊆ R
(h)
F ◦ . Conversely, for v ∈ R
(h)
F ◦ define
wi =
{
vi if i ∈ F
◦
∆′ii − 1 if i ∈ F \ F
◦.
Then w ∈ R′F and πF ◦(w) = v. It follows that R
(h)
F ◦ ⊆ πF ◦(R
′
F ). 
For any F ⋐ Zd, h ∈ Pd and v ∈ R
(h)
F we have that vi < ∆
h
ii = γh for all i ∈ F (cf.
Definition 2.1). As one would expect a similar statement is true for any v ∈ R′F .
Corollary 5.14. Let f and g be as in Proposition 5.13 and set
γ′ =
∑
k∈G+
fkg−k ≥ γh, (5.26)
where G+ = {k ∈ Zd : fkg−k > 0}. Then R
′
F ⊆ {0, . . . , γ
′ − 1}F for any F ⋐ Zd.
Proof. Since h = fg ∈ Pd the dominant term γh of h equals h0 =
∑
k∈Zd fkg−k > 0. Hence
G+ is nonempty and we obtain for any F ⋐ Zd and i ∈ F that vi < ∆
′F
ii =
∑
k∈F gi−kfk−i ≤
γ′. 
As our next step we want to show that for given F ⋐ Zd the set
WF = {∆
gv ∈ R′F : v ∈ Z
F} ⊆ R′F (5.27)
of multiples of ∆g in R′F form a subgroup of the abelian group R
′
F . Before proving this
statement we take a closer look into the group R′F .
Following the same steps of Section 2.3. in [13], by simply replacing the toppling matrix
therein with ∆′, we see that the neutral element eR′
F
of the abelian group R′F is given by
eR′
F
= ∆′m (5.28)
for some m ∈ ZF . Moreover, the addition of the elements u, v ∈ R′F is realised as
u⊕ v = u+ v −∆′n, (5.29)
where ni gives the numbers of topplings at site i ∈ F needed to stabilise u+ v.
Remark 5.15. If w ∈ ZF then there exists a uniquem = mw ∈ Z
F such that w′ = w−∆′m ∈
R′F . In particular, two distinct elements v,w in R
′
F cannot differ by a multiple of ∆
′.
Proposition 5.16. For any F ⋐ Zd the set WF is a subgroup of R
′
F .
Proof. Fix F ⋐ Zd. If m ∈ ZF then ∆′m is a multiple of ∆g, since ∆′m = ∆g(∆fm). By
(5.28) it follows that eR′
F
∈ WF . If u = ∆
gu′, v = ∆gv′ ∈ WF then u ⊕ v = u + v −∆
′m
for some m ∈ ZF (cf. (5.29)). Hence u ⊕ v = ∆g(u′ + v′ − m′) ∈ WF . If u ∈ WF then
u−1 = eR′
F
⊖ u ∈ WF by the same reasoning as before. 
We now draw our attention to our last goal of finding a measure which concentrates on
W
(h)
g and has maximal entropy. For the first statement we will need the following lemma.
Lemma 5.17. There exists a constant β such that for any F ⋐ Zd and v = ∆gv′ ∈ WF
with v′ ∈ ZF we obtain 0 ≤ v′i < β for all i ∈ F .
Proof. Any matrix satisfying the properties (P1) and (P2) of a toppling matrix is a special
case of a so-called strictly diagonally dominant matrix. It is well known (cf. [17]) that a
matrix A of this kind has a bounded inverse, namely
‖A−1‖∞ ≤ max
i∈F
1
|Aii| −
∑
j 6=i |Aij|
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and therefore ‖∆′−1‖∞ ≤ 1 for any F ⋐ Z
d. In particular, the matrix ∆′ and its factors ∆f
and ∆g are invertible. If ∆gv′ = v then
‖v′‖max = ‖(∆
f∆′−1)v‖max ≤ ‖∆
f‖∞‖∆
′−1‖∞‖v‖max,
where ‖.‖max is the maximum norm on Z
F and ‖.‖∞ its induced matrix norm. By definition
of ∆f and Corollary 5.14 the first and the third norm is bounded by ‖f‖1 =
∑
k∈Zd |fk| =: c1
and γ′ − 1 (cf. (5.26)), respectively. The statement now follows by putting β = c1γ
′. 
Remark 5.18. For g ∈ Pd, d ≥ 1 and associated f ∈ P
+
d one can show that 0 ≤ v
′
i < γh,
where h = fg ∈ Pd (cf. Definition 2.1).
As an abelian group the set WF of multiples of ∆
g in R′F carries a unique addition-
invariant measure µ
(g)
F . Since Λγ′ = {0, . . . , γ
′ − 1}Z
d
is compact, every sequence (µ
(g)
k )k≥1
of Haar measures on WFk ⊂ R
′
Fk
⊂ Λγ′ along Fk ↑ Z
d contains a convergent subsequence.
Thus any accumulation point of (µ
(g)
k )k is a measure µ
(g) on Λγ′ .
Proposition 5.19. Let µ(g) be an accumulation point of (µ
(g)
k )k≥1. Then µ
(g) concentrates
on W
(h)
g = R(h) ∩ ker ξg.
Proof. Let (kj : j ≥ 1) be a subsequence such that µ
(g) = limj→∞ µ
(g)
kj
. We need to show
that µ(g)(W
(h)
g ) = 1. First note that µ(g)(R(h)) = 1. To see this recall from (2.4) that any
v ∈ R(h) satisfies v ∈ R
(h)
F for every F ⋐ Z
d.
Fix F ⋐ Zd. Since µ
(g)
kj
is concentrated on WFkj ⊂ R
′
Fkj
and πF ◦
kj
(R′Fkj
) = R
(h)
F ◦
kj
by
Proposition 5.13, it follows that
µ
(g)
kj
({v ∈ WFkj : πF (v) ∈ R
(h)
F }) = 1
for all j ≥ J , where J is the smallest integer L such that F ◦kL ⊇ F . Next we define for
any N ≥ 1 and v ∈ R(h) the cylinder set C(v,N) = {w ∈ R(h) : πQN (w) = πQN (v)} and
consider the set
A = {v ∈ R(h) : µ(g)(C(v,N)) > 0 for all N ≥ 1}.
We show the statement that µ(g)(A) = 1 in a separate Lemma.
Lemma 5.20. The set A has full measure with respect to µ(g).
Proof. Set B = R(h) \ A. We prove µ(g)(B) = 0. If w ∈ B then we can find a minimal
Mw ≥ 1 such that µ
(g)(C(w,Mw)) = 0. Define a relation ∼ on B by
v ∼ w if and only if v ∈ C(w,Mw).
The relation ∼ is an equivalence relation. Reflexivity is obvious. For the symmetry let
v ∼ w. Then v ∈ C(w,Mw) ⊆ B and πQMw (v) = πQMw (w), which in turn implies that
w ∈ C(v,Mw) = C(w,Mw). The symmetry follows if Mv = Mw. Since µ
(g)(C(v,Mw)) =
µ(g)(C(w,Mw)) = 0 we get Mv ≤ Mw which implies C(w,Mv) = C(v,Mv). At the same
time µ(g)(C(w,Mv)) = µ
(g)(C(v,Mv)) = 0 and therefore Mv ≥ Mw by minimality of Mw.
For the transitivity note that the proof of the symmetry shows that v ∼ w if and only if
C(v,Mv) = C(w,Mw). Hence, if u ∼ v and v ∼ w then C(u,Mu) = C(v,Mv) = C(w,Mw)
and therefore u ∼ w. Denote the equivalence class containing w by [w] = {v ∈ B : v ∼ w}.
Then
B =
⋃
[w]∈B/∼
C(w,Mw), (5.30)
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where B/∼ is the set of equivalence classes in B. Denote by C the collection of all finite
cylinder sets in R(h) and note that C is countable. Since the map ψ : [w] 7→ C(w,Mw) is a
bijection from B/∼ to ψ(B/∼) ⊆ C, Equation (5.30) shows that B is a countable union of
sets of measure zero. It follows that µ(g)(B) = 0. 
We complete our proof by showing A ⊆ W
(h)
g . If v ∈ A then there exists for any N ≥ 1
a minimal L = L(N) such that πQN (v) ∈ πQN (WFkj ) for all j ≥ L (cf. (5.16)), otherwise
µ(g)(C(v,N)) = 0. Together with (5.27) this allows us to find for any j ≥ L an element
v(j) ∈ Z
Fkj such that
πQN (v) = πQN (∆
g,Fkj v(j)). (5.31)
By Lemma 5.17 we can assume that v
(j)
i
< β for every i ∈ QN and j ≥ L.
Fix N > 3M , where M = Mg (cf. (5.15)). Since g is expansive we deduce from (5.17)
that
πQN−M (v
(j)) = πQN−M (v
(L)) (5.32)
for all j ≥ L = L(N). In particular, v
(L(N+1))
i
= v
(L(N))
i
for all i ∈ QN−M since L(N +1) ≥
L(N) for every N > 3M . For K ≥ N we set
D(v,K) = {w ∈ {0, . . . , β − 1}Z
d
: πQK−M (w) = πQK−M (v
(L(K)))}.
Since D(v,K) is compact and D(v,K + 1) ⊆ D(v,K) for every K ≥ N the intersection⋂
K≥N D(v,K) ⊆ {0, . . . , β − 1}
Zd is nonempty.
Lemma 5.21. Let v′ ∈
⋂
K≥N D(v,K). Then v = g · v
′.
Proof. We prove the statement by showing that πQn(g · v
′) = πQn(v) for every n ≥ N . For
given n we can find integers m ≥ n, l ≥ m +M such that FkL(l) ⊇ Qm ⊇ Qn + supp(g˜).
Hence
πQn(g · v
′) = πQn(∆
g,FQmπQm(v
′)) = πQn(g · ιQm(v
′)).
By (5.32) and since v′ ∈ D(v,m+M) we obtain
πQn(g · ιQm(v
′)) = πQn(g · ιQm(v
(L(m+M)))) = πQn(g · ιQm(v
(L(l)))).
And finally, by (5.31) we get
πQn(g · ιQm(v
(L(l)))) = πQn(g · ιFkL(l)
(v(L(l)))) = πQn(v).

We are now able to finish the proof of Proposition 5.19. Since v′ ∈ ℓ∞(Zd,Z) the statement
of the lemma shows that v ∈ ker ξg and hence v ∈ W
(h)
g . Therefore A ⊆ W
(h)
g which implies
that µ(g)(W
(h)
g ) = 1. This completes the proof. 
Remark 5.22. Proposition 5.19 allows us to apply the same proofs as in [11] (cf. Remark
4.4) and to show that every limit limF↑Zd µ
(g)
F converges to the unique accumulation point
µ(g) concentrated on W
(h)
g with the property that
µ(g)
({
u ∈ W(h)g :
∣∣∣ξ−1h ({ξh(u)}) ∩W(h)g ∣∣∣ = 1}) = 1.
Our final step is to show that µ(g) has maximal entropy.
Theorem 5.23. The measure theoretic entropy hµ(g)(σ) of σ = σW(h)g
coincides with its
topological entropy htop(σ).
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Before proving Theorem 5.23 we need some preparation. Recall from (5.15) and (5.16) the
definitions of QM and Mh for expansive h and put for the next lemma M = max(Mg,Mf ).
Lemma 5.24. Fix j ≥ 1 and L > 6M . For any u ∈ πQj+L\Qj (W
(h)
g ) we obtain that∣∣πQj(π−1Qj+L+M\Qj (u))∣∣≤ ∣∣WQj+L∣∣.
Proof. Set ∆′ = ∆′Qj+L and recall that ∆′ = ∆g∆f . If F ⋐ Zd, w ∈ ℓ∞(Zd,Z) we put
wF = πF (w) ∈ Z
F and for notational convenience we write Q¯ = Qj and Q¯K = Qj+K
for every K ≥ 1. To prove the statement we first construct an injective mapping φ :
πQ¯L(π
−1
Q¯L+M\Q¯
(u))→WQ¯L .
Let v = g · v′ ∈ π−1
Q¯L+M\Q¯
(u) ⊂ W
(h)
g with v′ ∈ V
(h)
g (cf. (5.5)–(5.6)) and put
vˆ = ∆gv′Q¯L ∈ Z
Q¯L .
By Remark 5.15 we can find a unique element mv ∈ Z
Q¯L such that
v˜ = vˆ −∆′mv = ∆
g(v′Q¯L −∆
fmv) ∈ WQ¯L .
By (5.17) the map φ : πQ¯L(π
−1
Q¯L+M\Q¯
(u))→WQ¯L , given by φ(vQ¯L) = v˜, is well-defined. We
prove the injectivity of φ by contradiction.
Let vQ¯L 6= wQ¯L ∈ πQ¯L(π
−1
Q¯L+M\Q¯
(u)) and assume v˜ = w˜. Then
vˆ −∆′mv = wˆ −∆
′mw ⇔
∆g(v′Q¯L − w
′
Q¯L
) = ∆g(∆f (mv −mw)).
Therefore
v′Q¯L − w
′
Q¯L
= ∆f (mv −mw) = πQ¯L(f · ιQ¯L(mv −mw)), (5.33)
where ι is the embedding defined in (5.13). As g is expansive and supp(v − w) ∩ Q¯L ⊆ Q¯
we deduce from (5.17) that
supp(v′ − w′) ∩ Q¯L−M ⊆ Q¯M (5.34)
and analogously by expansiveness of f we get
supp(mv −mw) ∩ Q¯L−2M ⊆ Q¯2M . (5.35)
Carefully examining (5.33)–(5.35) yields
ι˜Q¯(v − w) = g · ι˜Q¯M (v
′ − w′) = g · f · ι˜Q¯2M (mv −mw) ∈ f ·Rd,
a contradiction to Lemma 5.6. Hence φ is injective and∣∣πQ¯(π−1Q¯L\Q¯(u))∣∣= ∣∣πQ¯L(π−1Q¯L+M\Q¯(u))∣∣≤ ∣∣WQ¯L∣∣.

Corollary 5.25. The topological entropy htop(σ) of σ = σW(h)g
satisfies
htop(σ) ≤ lim
N→∞
1
|QN |
log
∣∣WQN ∣∣.
Proof. From (5.20) and Lemma 5.24 we obtain that for any L > 6M
htop(σW(h)g
) = lim
N→∞
1
|QN |
log
∣∣πQN (W(h)g )∣∣
= lim
N→∞
1
|QN |
sup
u∈piQN+L+M\QN (W
(h)
g )
log
∣∣πQN (π−1QN+L+M\QN (u))∣∣
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≤ lim
N→∞
1
|QN |
log
∣∣WQN+L∣∣ = lim
N→∞
1
|QN+L|
log
∣∣WQN+L∣∣
= lim
N→∞
1
|QN |
log
∣∣WQN ∣∣.

The next statement follows from the fact that µ(g) is the unique accumulation point (cf.
Remark 5.22). A proof can be found in [15, Thm. 6.5].
Lemma 5.26. The measure µ(g) is σ
W
(h)
g
-invariant.
Proof of Theorem 5.23. For σ = σ
W
(h)
g
we have that h
(g)
µ (σ) ≤ htop(σ), since µ
(g) is concen-
trated on W
(h)
g . For the reverse inequality we set
νL =
1
|QL|
∑
k∈QL
σk∗µ
(g)
QL
and note that νL → µ
(g) as L → ∞, since µ
(g)
QL
→ µ(g) and µ(g) is σ-invariant. Let Γ =
max(γh, γ
′), where γh is defined in Definition 2.1 and γ
′ in (5.26). Then the partition
ζ = {[j] : 0 ≤ j ≤ Γ−1} is a generator set for σ, where [j] = {v ∈ {0, . . . ,Γ−1}Z
d
: v0 = j}.
For L ≥ 1 we put ζL =
∨
j∈QL
σ−j(ζ). Since µ
(g)
QL
is the equidistributed measure on WQL
we have that log
∣∣WQL∣∣ = Hµ(g)
QL
(ζL). Using the same methods as in the proof of [15, Thm.
5.9] we get for every M,L ≥ 1 with 2M < L
|QM | log
∣∣WQL∣∣ ≤ ∑
i∈QL
H
σi∗µ
(g)
QL
(ζM ) + |QM |(|QL| − |QL−M |) log(Γ)
and
|QM |
|QL|
log
∣∣WQL∣∣ ≤ HνL(ζM ) + |QM |(|QL| − |QL−M |)|QL| log(Γ).
Applying Corollary 5.25 when sending L to infinity and dividing subsequently by |QM |
yields
htop(σ) ≤ lim
L→∞
1
|QL|
log
∣∣WQL∣∣ ≤ lim
M→∞
1
|QM |
Hµ(g)(ζM ) = h
(g)
µ (σ).

We have finally found a measure µ(g) of maximal entropy on the equal entropy cover
W
(h)
g = R(h)∩ker ξg ofXf˜ . As shown in [15, Thm. 6.6] this measure is unique. We summarise
our achievements in the following theorem.
Theorem 5.27. Let d ≥ 1, and h = fg ∈ Pd with f, g satisfying the assumptions in
Proposition 5.13. Then the subshiftW
(h)
g (resp. V
(h)
g ) is a symbolic representation of Xf˜ with
a unique measure µ(g) (resp. µ(f) = (ξg)∗µ
(g)) of maximal entropy for which the covering
map ξh (resp. ξf) restricted to W
(h)
g (resp. V
(h)
g ) is almost one-to-one.
Remark 5.28. (1) The statement about V
(h)
g , µ(f), and ξf in the above theorem follows fromt
the fact that ξg(W
(h)
g ) = V
(h)
g (cf. (5.5)–(5.6)).
(2) The assumptions on f and g in the above theorem seem artificial but are needed to
obtain the Haar measures µ
(g)
F on WF in finite volume F which subsequently leads to the
unique measure µ(g) of maximal entropy on W
(h)
g . Note that these requirements are not
necessary in order to show that W
(h)
g is an equal entropy cover of Xf˜ (cf. Theorem 5.5).
Moreover, for d > 1 the only non-trivial class of Laurent polynomials which we find to meet
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these requirements consists of pairs g, f ∈ Rd for which g ∈ Pd and f ∈ P
+
d . It would
surprise us if this class is indeed the only one.
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