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THE TANGENT CONE OF A LOCAL RING OF CODIMENSION 2
MOUSUMI MANDAL AND MARIA EVELINA ROSSI
Dedicated to Professor Ngo Viet Trung on the occasion of his 60th birthday
Abstract. Let (S, n) be a regular local ring and let I ⊆ n2 be a perfect ideal of S.
Sharp upper bounds on the minimal number of generators of I are known in terms of
the Hilbert function of R = S/I. Starting from information on the ideal I, for instance
the minimal number of generators, a difficult task is to determine good bounds on
the minimal number of generators of the leading ideal I∗ which defines the tangent
cone of R or to give information on its graded structure. Motivated by papers of
S.C. Kothari, S. Goto et al. concerning the leading ideal of a complete intersection
I = (f, g) in a regular local ring, we present results provided ht(I) = 2. If I is a
complete intersection, we prove that the Hilbert function of R determines the graded
Betti numbers of the leading ideal and, as a consequence, we recover most of the results
of the previously quoted papers. The description is more complicated if ν(I) > 2 and
a careful investigation can be provided when ν(I) = 3. Several examples illustrating
our results are given.
Introduction and Notation
Let (R,m, k) be a local ring with maximal ideal m and residue field k. The associated
graded ring G = grm(R) = ⊕i≥0m
i/mi+1 corresponds to a relevant geometric construc-
tion in the case R is the localization at the origin O of the coordinate ring of an affine
variety V passing through O. It turns out that G is the coordinate ring of the Tangent
Cone of V at O, which is the cone composed of all lines that are the limiting positions of
secant lines to V in O. Consider a minimal Cohen presentation S/I of R where (S, n, k)
is a regular local ring and I ⊆ n2 is an ideal of S. We recall that G ≃ P/I∗ where
P = grn(S) is the polynomial ring and I
∗ is the homogeneous ideal of P generated by
the initial forms of the elements of I. From the algebraic point of view, the local ring
R and the standard graded k-algebra G share the same Hilbert function. In fact, by
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definition, the Hilbert function of R is the numerical function HF : N → N such that
HFR(i) = dimkm
i/mi+1.
We address our interest to the structure of I∗, called the leading ideal of I, which encodes
the algebraic and the geometric information on I. Denote by ν(I) the minimal number
of generators of I, then by a classical result of Krull and by the definition of I∗, it is
known that
ht(I) ≤ ν(I) ≤ ν(I∗). (1)
Upper bounds for ν(I∗) (and hence for ν(I)) are known in terms of the multiplicity of
R or, more precisely, in terms of the Hilbert function of R, see for instance [2], [6], [7],
[15], [16].
Starting from information on the ideal I, a more difficult task is to prove sharp lower
bounds for I∗ improving ν(I) ≤ ν(I∗), since this involves the study of the structure of
I∗.
The work of Goto et al. (see [8], [9], [10]) evidences the difficulty of the problem, even if
we assume that I = (f, g) is generated by a regular sequence in a 2-dimensional regular
local ring S.
More in general, if not otherwise specified, we assume I ⊆ n2 is an ideal of height 2 (not
necessarily a complete intersection) in a r-dimensional regular local ring (S, n) such that
G is Cohen-Macaulay. Under our assumption I and I∗ are homogeneous perfect ideals
of codimension two, hence good information come from the Hilbert-Burch theorem. The
main results of the paper are contained in Corollary 1.2, Theorem 2.1, Theorem 2.4 and
Theorem 3.1.
Let R = S/I and denote by HSR(t) =
∑
j≥0HFR(j)t
j the Hilbert series of R. It is well
known that
HSR(t) =
hR(t)
(1− t)r−2
where hR(t) = 1 + h1t+ · · ·+ hst
s ∈ Z[t] is called h-polynomial and hR = (1, h1, . . . , hs)
is called h-vector. If G is Cohen-Macaulay of codimension two, then hR(t) represents the
Hilbert series of any Artinian reduction of R (we may assume that k is infinite), hence,
by Macaulay’s inequalities, the h-vector
hR = (1, 2, . . . , d, hd, . . . , hs) verifies d ≥ hd ≥ hd+1 ≥ · · · ≥ hs ≥ 1 (2)
where d is the order of I, that is the maximum integer such that I ⊆ nd.
From now on, a numerical function h verifying (2) is called O-sequence. Motivated by the
above observation, we assume R is an Artinian local ring of embedding dimension two.
3Macaulay proved that, given an O-sequence h, then there exists an unique lex-segment
ideal L in P such that h = HFP/L. Then using this fact and the Hilbert-Burch Theorem,
it is known that (1) specializes to
ν(I) ≤ ν(I∗) ≤ ν(L) = d+ 1. (3)
The Hilbert function of an Artinian local ring R of embedding dimension 2 has been
studied by several authors.
Iarrobino in [11] proved that if p := max{|HFR(i)−HFR(i+ 1)| | i = 1, . . . , s}, then
ν(I) ≥ p+ 1. (4)
If h is an O-sequence andm is any integer verifying p+1 ≤ m ≤ d+1, then Bertella in [1]
gave an effective method for constructing an ideal I ⊆ S = k[|x, y|] such that ν(I) = m
and HFS/I = h (see also [14, Remark 4.7]).
In general ν(I∗) ≥ m = ν(I) and Theorem 1.1 gives a more precise bound. Notice that
the ideals I and I∗ share the same Hilbert function, but in general a different minimal
number of generators occurs. For instance, Example 1.4 shows that there exist ideals I
whose Hilbert function forces ν(I∗) ≥ ν(I) + 3.
As we will explain later, an important tool in our approach is the technique of the
consecutive cancellations described by Peeva in [13] in the graded case and, by Rossi and
Sharifan, in [14] in the local case. It is known that in codimension two each cancellation
can be realized (see [1]).
Notice that if m = 2, hence I = (f, g) is generated by a regular sequence, we prove
that the Hilbert function fixes the graded Betti numbers of I∗ (see Theorem 2.1). In
particular we prove that there is a one to one correspondence between the O-sequences
h such that h = HFS/I with I = (f, g) and two sequences of integers (c1, . . . , cn) and
(e1, . . . , en) related by suitable conditions described in Theorem 2.2. The two sequences
(c1, . . . , cn) and (e1, . . . , en) give also necessary conditions for constructing a complete
intersection whose leading ideal has a Betti table determined by these invariants, see
Theorem 2.4.
The results recover most of the results proved by S. Goto, W. Heinzer and M.K. Kim in
[9] and [10] where many technical computations were necessary. In the quoted papers
the authors sharpened a result by Kothari in [12] who answered a question raised by
Abhyankar concerning the Hilbert function of the localization of a pair of plain curves.
The new approach allows us easier proofs because it takes advantage of the numerical
invariants coming from a minimal free resolution of I∗.
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If ν(I) > 2, then the Hilbert function of R does no longer fix the Betti numbers of I∗
and a careful investigation is done if ν(I) = 3.
1. Lower bound for ν(I∗)
Given a numerical function h : N→ N, let us denote by △h(j) = h(j)−h(j−1) the first
difference and by △2h(j) = △h(j)−△h(j − 1) = h(j)− 2h(j − 1) + h(j − 2) the second
difference operator. Denote by P the polynomial ring k[x1, . . . , xn] in n indeterminates.
Since I∗ is a homogeneous perfect ideal of codimension two in the polynomial ring P, for
sake of completeness we insert here some general facts that will be useful in the present
work.
Let J be a perfect homogeneous ideal of height two in P with minimal P -free graded
resolution:
F. : 0→ ⊕j≥0P
β1j (−j)
φ
→ ⊕j≥0P
β0j (−j)→ J → 0.
By the Hilbert-Burch Theorem, J can be generated by the maximal minors of an homo-
geneous matrix associated to φ of size m× (m− 1) where m =
∑
j β0j .
Accordingly with [14], we recall that F. admits a negative cancellation (resp. zero
cancellation ) if there exist integers j < j′ (resp. j = j′) such that β1j , β0j′ > 0. We will
denote it by (P (−j), P (−j′)).
For example 0 → P (−3) ⊕ P (−5) ⊕ P (−6) → P 2(−2) ⊕ P 2(−5) → . . . admits a zero
cancellation (P (−5), P (−5)) and a negative cancellation (P (−3), P (−5)).
The following result gives a lower bound for the number of generators of a homogeneous
perfect ideal J of codimension two in the polynomial ring P in terms of the second
difference operator of its h-vector. In particular we prove that when J is minimally
generated with respect a bound given by its Hilbert function, then the graded Betti
numbers of J are uniquely determined.
We denote by |n| the positive value of the integer n.
Theorem 1.1. Let h := (1, 2, . . . , d, hd, . . . , hs) be an O-sequence and define the sets
I := {j|△2h(j) ≤ −1} and J := {j|△2h(j) ≥ 1}. Let J be a perfect homogeneous ideal
of height two of P and such that h is the h-vector of G = P/J. Then
(1) ν(J) ≥
∑
i∈I
|△2h(i)|.
(2) If the equality holds, then the Betti numbers of J are uniquely determined by the
Hilbert function and
β0j(J) =
{
|△2h(j)| for j ∈ I
0 otherwise ,
5β1j(J) =
{
|△2h(j)| for j ∈ J
0 otherwise.
Proof. We may assume that the residue field k is infinite. Since G is Cohen-Macaulay of
dimension n − 2, let Q = (ℓ1, . . . , ℓn−2) be an ideal of P generated by linear forms such
that Q = Q+J/J is generated by a maximal G-regular sequence. Denote G = G/Q and
J = J +Q/Q. Now the following facts hold:
- βPij (G) = β
P/Q
ij (G).
- HSG(t) =
HS
G
(t)
(1−t)n−2
.
In particular HSG(t) = h and ν(J) = ν(J). Hence from now on we assume that J ⊆
P = k[x, y] and G = P/J is Artinian with Hilbert function determined by h.
Let L be the lex-segment ideal associated to h. Then ν(L) = d + 1. Let us denote by
pj = △h(j) and qj = △
2h(j). Since the lex-segment ideal L is Borel fixed, by Eliahou-
Kervaire’s resolution (see [5]), the graded minimal free resolution of L is the following
0 −→
t⊕
j=1
P |pcj |(−cj − 1) −→ P (−d)
t⊕
j=1
P |pcj |(−cj) −→ L −→ 0,
where d ≤ c1 < c2 < · · · < ct, β0(L) =
∑t
j=1 |pcj | = d + 1 and |pcj | denotes the
number of generators of L of degree cj . By [13, Theorem 1.1] the minimal free resolution
of J is obtained from the minimal free resolution of L by a sequence of consecutive
zero cancellations. Therefore ν(J) = d + 1 − r, where r denotes the number of zero
cancellations. Hence it is enough to compute the maximum number of zero cancellations
that we may perform.
In the minimal free resolution of L, P (−d) and P (−c1) cannot be cancelled since ci+1 >
c1 ≥ d for every i = 1, . . . , t. Now we have to compute β0cj (J) for j ≥ 2. The zero
cancellation at cj-position with multiplicity α will be denoted by (P
α(−cj), P
α(−cj)). A
resolution admits a zero cancellation at cj-th position only if cj = cj−1+1. Let us assume
that we have the zero cancellation (P |pcj−1 |(−cj), P
|pcj |(−cj)) at the cj-th position. If
qcj = pcj − pcj−1 < 0 then, after the above cancellation, we obtain (0, P
|qcj |(−cj)) and
hence β0cj (J) = |qcj | and β1cj (J) = 0. If qcj > 0 then the zero cancellation at cj-th
place can be replaced by (P |qcj |(−cj), 0) having β0cj (J) = 0 and β1cj (J) = |qcj |. If
qcj = 0 then it will be replaced by (0, 0) and in this case β0cj (J) = 0 and β1cj (J) = 0.
In any case if we perform the zero cancellation at the cj-th place then △
2h determines
β0cj (J) and β1cj (J). Assume now cj−1 + 2 ≤ cj ≤ cj+1 − 2, since we cannot perform
zero cancellation at cj and cj+1-th positions we have pcj−1 = 0 and pcj+1 = 0 and hence
β0cj (J) = |pcj | = |pcj − pcj−1| = |qcj |. In particular qcj < 0. Moreover, β1cj+1(J) =
|pcj | = |pcj+1 − pcj | = |qcj+1|. In particular qcj+1 > 0. Thus if we perform all the
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possible consecutive zero cancellations in the minimal free resolution of L then △2h
determine the graded Betti numbers of the minimal free resolution of J . Therefore we
have ν(J) =
∑
j≥1 β0j(J) ≥
∑
i∈I |△
2h(i)|. Now if equality holds or equivalently if we
perform all the possible consecutive zero cancellations in the minimal free resolution of
L then the minimal free resolution of J has the following form
0 −→
⊕
i∈J
P△
2h(i)(−i) −→
⊕
i∈I
P |△
2h(i)|(−i) −→ J −→ 0,
which implies that the graded Betti numbers of J are uniquely determined by h as follows
β0j(J) =
{
|△2h(j)| for j ∈ I
0 otherwise,
β1j(J) =
{
|△2h(j)| for j ∈ J
0 otherwise.

We apply the above result in the following situation of our major interest.
Corollary 1.2. Let h := (1, 2, . . . , d, hd, . . . , hs) be an O-sequence and define the sets
I := {j|△2h(j) ≤ −1} and J := {j|△2h(j) ≥ 1}. Let I ⊆ n2 an ideal of regular local ring
(S, n) such that h is the h-vector of R = S/I. Assume G = grm(R) is Cohen-Macaulay,
then
ν(I∗) ≥
∑
i∈I
|△2h(i)|.
If the equality holds, then
β0j(I
∗) =
{
|△2h(j)| for j ∈ I
0 otherwise,
β1j(I
∗) =
{
|△2h(j)| for j ∈ J
0 otherwise.
Remark 1.3. By the effective method proved by Bertella in [1], it is always pos-
sible to find an ideal attaining the minimal value according to Corollary 1.2. Let
h := (1, 2, . . . , d, hd, . . . , hs) be an O-sequence.
Define I := {j|△2h(j) ≤ −1} and p := max{|△h(i)| | i = 1, . . . , s}. Then there exists an
ideal I of S = k[[x, y]] such that
(1) h = HFS/I ,
(2) ν(I∗) =
∑
i∈I |△
2h(i)|, and
(3) ν(I) = m for every integer m such that p+ 1 ≤ m ≤ ν(I∗).
The following example will be useful to clarify the above remark.
7Example 1.4. Consider the following O-sequence:
h = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 10, 10, 9, 8, 8, 5, 3, 3, 2, 0, 0).
Then △h = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 0,−1,−1, 0,−3,−2, 0,−1,−2, 0) and △2h =
= (1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−1, 0,−1, 0, 1,−3, 1, 2,−1,−1, 2).
Our goal is to construct an ideal I ⊆ S = k[[x, y]] such that h = HFS/I and ν(I
∗) =∑
i∈I |△
2h(i)|. Then the order of I is d = 10 and the maximal jump in the Hilbert
function is p = maxi≥1{|△h(i)|} = 3. Moreover, by Equations (3) and (4), we have
4 ≤ ν(I) ≤ 11 and, by Theorem 1.1, we deduce 7 ≤ ν(I∗) ≤ 11. Bertella’s construction
suggests to realize I∗ by a suitable deformation of the Hilbert-Burch matrix associated
to the (unique) lex-segment ideal L such that h = HFS/L. On his turn, the ideal I will
be obtained in the analogous way by the matrix associated to I∗.
It is easy to verify that
L = (x10, x9y3, x8y5, x7y8, x6y9, x5y10, x4y12, x3y13, x2y16, xy18, y19)
is the lex-segment ideal associated to h. The minimal free resolution of L is as follows:
0 −→ P (−13)⊕ P (−14)⊕ P 3(−16)⊕ P 2(−17)⊕ P (−19)⊕ P 2(−20) −→
P (−10)⊕ P (−12)⊕ P (−13)⊕ P 3(−15)⊕ P 2(−16)⊕ P (−18)⊕ P 2(−19) −→ L −→ 0
The above resolution admits at most 4 consecutive zero cancellations: (P (−13), P (−13)),
(P 2(−16), P 2(−16)) and (P (−19), P (−19)). Hence, by Theorem 1.1, ν(I∗) ≥ 7. For hav-
ing ν(I∗) = 7 we have to perform all the above cancellations. Then we obtain the minimal
free resolution of I∗ as follows
0→ P (−14)⊕ P (−16)⊕ P 2(−17)⊕ P 2(−20) −→
P (−10)⊕ P (−12)⊕ P 3(−15)⊕ P (−18)⊕ P (−19)→ I∗ −→ 0
with β0j(I
∗) = |△2h(j)| for j ∈ I and β1j(I
∗) = |△2h(j)| for j ∈ J . Consider the
Hilbert-Burch matrix associated to L, we may realize an ideal I∗ having the above
resolution replaicing 0 by 1 in the entries corresponding to the zero cancellations. Then
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I∗ is the ideal generated by the maximal minors of the following matrix
M :=


y3 0 0 0 0 0 0 0 0 0
−x y2 0 0 0 0 0 0 0 0
1 −x y3 0 0 0 0 0 0 0
0 0 −x y 0 0 0 0 0 0
0 0 0 −x y 0 0 0 0 0
0 0 0 0 −x y2 0 0 0 0
0 0 1 0 0 −x y 0 0 0
0 0 0 1 0 0 −x y3 0 0
0 0 0 0 0 0 0 −x y2 0
0 0 0 0 0 0 0 1 −x y
0 0 0 0 0 0 0 0 0 −x


In particular I∗ = (x10−2x8y2−x6y4+4x4y6−2x2y8,−x9y3+x7y5+2x5y7−2x3y9,−x7y8+
x5y10 + x3y12 − xy14, x6y9 − x4y11,−x5y10 + x3y12, x2y16, y19).
The resolution of I∗ admits the following three negative cancellations (P (−14), P (−15)),
(P (−16), P (−18)) and (P (−17), P (−19)). Hence 4 ≤ m = ν(I) ≤ 7. For having an ideal
with ν(I) = m, by Rossi and Sharifan’s result in [14, Remark 4.7] we have to perform
7−m negative cancellations. As before, by replacing in the matrix M the entries 0’s by
1’s in the positions corresponding to the negative cancellations, we obtain the wanted
ideal. For instance, an ideal 4-generated whose leading ideal is I∗ :
I = (x10−2x8y2−x6y4+4x4y6−2x2y8+x4y9+x3y10−x6y6−x5y7+x4y8+x3y9−x8y3+
x6y5+x4y7−x2y9,−x9y3+x7y5+2x5y7−2x3y9−x3y12−x2y13+x5y9+x4y10+x7y6−
x5y8−x3y10+xy12, x6y9−x4y11+y17−x5y10+x3y12,−x2y15−xy16,−x5y10+x3y12+y17).
2. When I is a complete intersection
In this section we investigate the structure of I∗ when ν(I) = 2, that is, I is a complete
intersection in a regular local ring S of dimension two. The results can be extended to
higher dimension, provided G is Cohen-Macaulay.
We prove that the numerical invariants of the graded minimal free resolution of I∗
are uniquely determined by the Hilbert function. This is quite unexpected because, in
general, different Betti tables correspond to the same Hilbert function.
We recall that if h is an O-sequence, then there exists a complete intersection ideal
I = (f, g) ⊆ S = k[[x, y]] such that HFS/I = h if and only if |△h(i)| ≤ 1 for every i.
Theorem 2.1. Let h := (1, 2, . . . , d, hd, . . . , hs) be an O-sequence and define the sets
I := {j|△2h(j) ≤ −1} and J := {j|△2h(j) ≥ 1}. Then for all ideals I generated by a
regular sequence in a 2-dimensional regular local ring S such that h = HFS/I , the graded
9Betti numbers of I∗ are uniquely determined by h as follows:
β0j(I
∗) =
{
|△2h(j)| for j ∈ I
0 otherwise,
β1j(I
∗) =
{
|△2h(j)| for j ∈ J
0 otherwise.
Proof. Since ν(I) = 2, then by [1, Theorem 2.3] we have p = maxi≥1{|△h(i)|} = 1. Let
L be the lex-segment ideal corresponding to h. By [14, Theorem 4.1] the Betti numbers
of I come from the Betti numbers of L by a sequence of consecutive zero and negative
cancellations. One can prove easily that when I is a complete intersection, then there
exists a unique diagram of cancellations which forces the Betti numbers of I∗. Then by
Eliahou-Kervaire’s resolution in [5] the minimal free resolution of L is of the form
0 −→
d⊕
j=1
P (−cj − 1) −→ P (−d)
d⊕
j=1
P (−cj) −→ L −→ 0
where d ≤ c1 < c2 < · · · < cd. Note that P (−d) and P (−c1) can not be cancelled as
d ≤ c1 < ci + 1 for i = 1, . . . , d. Hence for having ν(I) = 2, all the remaining part⊕d
j≥2 P (−cj) must be cancelled by zero or negative cancellations. Now P (−c2) can be
only cancelled with P (−c1 − 1) (zero or negative cancellation). Going on inductively
on i, we observe that for each ci, we have only one candidate: (P (−ci−1 − 1), P (−ci))
and the cancellation must be performed for reaching ν(I) = 2. In particular we have
to perform all the zero cancellations in the minimal free resolution of L. Therefore
ν(I∗) =
∑
i∈I |△
2h(i)| and then by Theorem 1.1(2) the Betti numbers of I∗ are uniquely
determined by h as
β0j(I
∗) =
{
|△2h(j)| for j ∈ I
0 otherwise,
β1j(I
∗) =
{
|△2h(j)| for j ∈ J
0 otherwise.

On the spirit of the results of Goto-Heinzer-Kim proved in [9], we present a deeper
investigation of the structure of the leading ideal of a complete intersection by using the
techniques of the present paper.
Let (S, n) be a 2-dimensional regular local ring and I = (f, g) be a complete intersection
ideal with n-adic valuations vn(f) = a ≤ vn(g) = b and f
∗ ∤ g∗. In [9] Goto, Heinzer and
Kim have proved that if ν(I∗) = n, then I∗ contains a homogeneous system of generators
{ζi} such that f
∗ = ζ1, g
∗ = ζ2 and deg ζi + 2 ≤ deg ζi+1 for 2 ≤ i ≤ n − 1 and they
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described the Hilbert series of G in terms of ci = the degree of ζi and the integers di =
the degrees of GCD(ζ1, . . . , ζi).
Given a complete intersection ideal I = (f, g), they associate a positive integer n with
2 ≤ n ≤ a+1, an ascending sequence of positive integers (c1 = a, . . . , cn) and a descending
sequence of integers (d1 = c1, d2, . . . , dn = 0) such that ci+1− ci > di−1− di > 0 for each
i with 2 ≤ i ≤ n − 1. In [10, Theorem 2.3] Goto, Heinzer and Kim proved that these
two sequence of integers ci’s and di’s give also sufficient conditions for the existence of a
complete intersection ideal I whose leading ideal has these invariants.
In the following theorem we prove the analogous of [9, Theorem 1.2, 1.3], but we re-
place the sequence of di’s with a sequence, say ei’s, directly related to the minimal free
resolution of I∗. Obviously explicit relations among these integers exist and they will
be discussed in Remark 2.3. The new approach allows us easier proofs because it takes
advantage of the homological properties of the perfect ideal I∗.
We recall that important numerical information on a perfect homogeneous ideal of codi-
mension two (in this case I∗) come from the Hilbert-Burch theorem: all the possible
Hilbert functions (more in general the graded Betti numbers) of an ideal minimally gen-
erated by n forms with assigned degrees c1, . . . , cn are in one to one correspondence with
the (n− 1)-tuples (e2, . . . , en) such that ci < ei < ci+1, c1 + 1 ≥ n and
∑
i ci =
∑
i ei. In
our case more conditions will be necessary because I∗ is the leading ideal of a complete
intersection of given valuations. The theory of the cancellations come to our help. For
our assumption we need a stronger condition given by item (3) in the following result.
Theorem 2.2. Let (S, n) be a regular local ring of dimension 2 and let I = (f, g) be a
complete intersection ideal in S with vn(f) = d ≤ vn(g) = b. Let ν(I
∗) = n. Then there
exist two sequences of integers (c1, . . . , cn) and (0 = e1, e2 . . . , en) such that the following
assertions hold true.
(1) c1 = d and c2 = b,
(2) ci + 2 ≤ ci+1 for i = 2, . . . , n− 1,
(3) ci + 1 ≤ ei < ci+1 for i = 2, . . . , n− 1 and cn + 1 ≤ en,
(4)
∑n
i=2(ei − ci) = d,
(5) HSG(t) =
∑n
i=1(t
ei−tci)
(1−t)2
,
(6) e(G) =
∑n
i=1[ei(ei−1)−ci(ci−1)]
2 , where e(G) denotes the multiplicity of G,
(7) a(G) = en − 2, where a(G) denotes the a-invariant of G.
Proof. Let HFS/I be the Hilbert function of S/I and let L be the lex-segment ideal
corresponding to HFS/I . The minimal free resolution of L by [5] has the following
shape:
11
0 −→ ⊕dj=1P (−aj − 1) −→ P (−a0)⊕
d
j=1 P (−aj) −→ L −→ 0
where a0 = d = vn(f) and a1 = b = vn(g). Note that in the resolution of L, P (−a0)
and P (−a1) can not be cancelled since a0 ≤ a1 < aj + 1 for j = 1, . . . , d. We consider
the two sets of integers corresponding to the shifts in homological positions 0 and 1 in a
minimal free resolution of I∗ :
0 −→ ⊕nj=2P (−ej) −→ P (−c1)⊕
n
j=2 P (−cj) −→ I
∗ −→ 0.
Then c1 = a0 = d and c2 = a1 = b. Since the resolution of I
∗ is obtained after performing
all the possible zero cancellations we have ci+2 ≤ ci+1 for i = 2, . . . , n−1. Since ν(I) = 2,
by Rossi and Sharafan’s result in [14, Remark 4.7] we have to perform n − 2 negative
cancellations. Hence we have ci + 1 ≤ ei < ci+1 for i = 2, . . . , n − 1. Condition (4) is
well known and it follows by the projective dimension two.
From the resolution of I∗ we can compute the Hilbert series and by [3, Lemma 4.1.13],
we have HSG(t) =
∑n
i=1(t
ei−tci )
(1−t)2
and hence e(G) =
∑n
i=1[ei(ei−1)−ci(ci−1)]
2 .
Since dimG = 0 the a-invariant of G is a(G) = max{t|Gt 6= 0} = max{t|ht 6= 0}. From
the minimal free resolution of L it is clear that a(G) = ad − 1. In the minimal free
resolution of L, P (−ad − 1) can never be cancelled since aj < ad + 1 for j = 0, 1, . . . , d
so it will remain in the minimal free resolution of I∗ and therefore en = ad + 1. Hence
we have a(G) = en − 2.

In Theorem 2.2 we observe that item (2) follows from item (3), nevertheless we think
that it is interesting to outline that the degrees of the initial forms cannot be consecutive,
except those of the first generators.
Remark 2.3. Goto-Heinzer-Kim in [9, Theorem 1.3] have expressed the Hilbert series
of G in terms of the sequence ci’s and di’s as follows:
HSG(t) =
∑n
i=2 t
di(1− tdi−1−di)(1 − tci−di)
(1− t)2
where d1 = c1 > d2 > · · · > dn−1 > dn = 0.
Now comparing this expression with Theorem 2.2 (5), we obtain for i = 2, . . . n
ei = ci + (di−1 − di) (5)
Let notation be as in Theorem 2.2. In the next theorem we prove that the two sequences
of integers ci’s and ei’s are also sufficient for the existence of a complete intersection ideal
I whose leading ideal has these invariants. The result is the analogous of [10, Theorem
2.3].
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Theorem 2.4. Let a and b be positive integers with a ≤ b and consider the following
data:
(1) An integer n with 2 ≤ n ≤ a+ 1.
(2) A sequence of integers (a = c1, b = c2, c3, . . . , cn) such that ci + 2 ≤ ci+1 for
i = 2, . . . , n− 1.
(3) A sequence of integers (0 = e1, e2, . . . , en) such that ci + 1 ≤ ei < ci+1 for
i = 2, . . . , n− 1 and cn + 1 ≤ en and
∑n
i=2(ei − ci) = a.
For each system satisfying these conditions there exists an ideal I = (f, g) ⊆ S = k[|x, y|]
generated by a complete intersection with vn(f) = a and vn(g) = b such that ν(I
∗) = n
and these two sequences of integers ci’s and ei’s completely determine the minimal free
resolution of I∗ as follows:
0 −→ ⊕nj=2P (−ej) −→ P (−c1)⊕
n
j=2 P (−cj) −→ I
∗ −→ 0.
Proof. From the two sequence of integers ci’s and ei’s let us define a numerical function
as follows:
q(j) =


−1 if j = ci for 3 ≤ i ≤ n
−2 if j = c1 = c2
−1 if j = c1, c2 and c1 6= c2
1 if j = ei for i = 2, . . . , n
0 otherwise.
Then define another numerical function p inductively as follows
p(0) = 1 and p(j) = p(j − 1) + q(j) for j ≥ 1.
Then we get
p(j) =


1 if 1 ≤ j < c1
−1 if ci ≤ j < ei for 2 ≤ i ≤ n
−1 if j = c1 = c2
0 otherwise .
Now define the numerical function h inductively as follows
h(0) = 1 and h(j) = h(j − 1) + p(j) for j ≥ 1.
Then we can observe that
(1) h(j) = j + 1 for 0 ≤ j < c1
(2) h(j) ≥ h(j + 1) for j ≥ c1
(3) |h(j) − h(j − 1)| = |p(j)| ≤ 1 for j ≥ 1.
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Since p(j) = −1 for ci ≤ j < ei with i = 2, . . . , n and
∑n
i=2(ei − ci) = c1 we have
h(en−2) = 1 ≥ h(en−1) = 0 = h(j) for all j ≥ en. The above conditions imply that h is
an numerical function admissible for an Artinian graded k-algebra of codimension 2. Note
that p and q actually denote the △h and △2h respectively. Let I := {j|△2h(j) ≤ −1}
and J := {j|△2h(j) ≥ 1}. By [1, Theorem 2.4] there exists a complete intersection ideal
I = (f, g) such that HFS/I = h. Then by Theorem 2.1 the graded Betti numbers of I
∗
are uniquely determined by h as follows
β0j(I
∗) =
{
|△2h(j)| for j ∈ I
0 otherwise,
β1j(I
∗) =
{
|△2h(j)| for j ∈ J
0 otherwise.
and the minimal free resolution of I∗ can be expressed in terms of these two sequences
of integers as follows:
0 −→ ⊕nj=2P (−ej) −→ P (−c1)⊕
n
j=2 P (−cj) −→ I
∗ −→ 0.

We give a concrete example for clarifying the above result.
Example 2.5. Consider the two sequences of integers (4, 5, 8, 11) and (6, 9, 13) satisfying
the conditions of Theorem 2.4. We will exhibit a complete intersection ideal I = (f, g) ⊆
k[[x, y]] such that the numerical invariants of the minimal free resolution of I∗ will be
completely determined by these two sequence of integers, see equation (6). By Theorem
2.2(5) the Hilbert series corresponding to the two sequences (4, 5, 8, 11) and (6, 9, 13) is
given as
HSG(t) =
(1− t4 + t6 − t5 + t9 − t8 + t13 − t11)
(1− t)2
= 1 + 2t+ 3t2 + 4t3 + 4t4 + 3t5 + 3t6 + 3t7 + 2t8 + 2t9 + 2t10 + t11
and the lex-segment ideal with the above Hilbert series is L = (x4, x3y2, x2y6, xy10, y12).
The minimal free resolution of L is of the form
0 −→ P (−6)⊕P (−9)⊕P (−12)⊕P (−13) −→ P (−4)⊕P (−5)⊕P (−8)⊕P (−11)⊕P (−12) −→ L
The resolution of L admits one zero cancellation (P (−12), P (−12)). The resolution of
I∗ is obtained by performing the zero cancellation as follows
0 −→ P (−6)⊕ P (−9)⊕ P (−13) −→ P (−4)⊕ P (−5)⊕ P (−8)⊕ P (−11) −→ I∗ (6)
14 MOUSUMI MANDAL AND MARIA EVELINA ROSSI
By Bertella’s construction as in Example 1.4, then I∗ = (−xy10, x2y6 − y8,−x3y2 +
xy4, x4 − x2y2) is generated by the maximal minors of the following matrix

y2 0 0 0
−x y4 0 0
0 −x y4 0
0 0 −x y2
0 0 1 −x


The resolution of I∗ admits two negative cancellations : (P (−6), P (−8)) and (P (−9), P (−11)).
By performing the negative cancellation we obtain the minimal free resolution of I, where
I = (xy6 − x3y2 + xy4,−2x2y4 + y6 + x4 − x2y2) is generated by the maximal minors of
the following matrix 

y2 0 0 0
−x y4 0 0
1 −x y4 0
0 1 −x y2
0 0 1 −x


In [9, Theorem 1.6], Goto, Heinzer and Kim extended their results [9, Theorem 1.2
and 1.3] to dimension s > 2, provided G is Cohen-Macaulay. Using our approach the
extension is immediate because the numerical invariants of the free resolution do not
change modulo a regular sequence.
Theorem 2.6. Let (S, n) be a regular local ring of dimension s > 2. Let I = (f, g) be an
ideal generated by a regular sequence in S and let R = S/I and m = n/I. We put G :=
grm(R). If G is Cohen-Macaulay ring and ν(I
∗) = n, then there exists two sequences of
integers (c1, . . . , cn) and (e1 = 0, e2, . . . , en) satisfying the following conditions:
(1) c1 = vn(f) and c2 = vn(g)
(2) ci + 2 ≤ ci+1 for i = 2, . . . , n− 1.
(3) ci + 1 ≤ ei < ci+1 for i = 2, . . . , n− 1 and cn + 1 ≤ en.
(4)
∑n
i=2(ei − ci) = vn(f).
(5) HSG(t) =
∑
i≥1(t
ei−tci )
(1−t)s .
(6) a(G) = en − s.
Proof. We may assume that the residue field k is infinite. Let n = (x1, x2, . . . , xs).
Since G is Cohen-Macaulay of dimension s − 2, after a change of coordinates we may
assume that Q = (x∗3, . . . , x
∗
s) is generated by a G-regular sequence. Let q = (x3, . . . , xs)
and consider S = S/q with maximal ideal n = n/q. Let I = (f , g) where f, g denote
the images of f and g in S, respectively. Then I is a parameter ideal in S and hence
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R = S/I is the Artinian local ring of embedding dimension two with maximal ideal
m = n/I. Since G is Cohen-Macaulay we have grm(R) ≃ G/Q = G. We put P := grn(S).
Now the following facts hold:
- βPij (G) = β
P/Q
ij (G).
- HSG(t) =
HS
G
(t)
(1−t)s−2
- a(G) = a(G)− (s− 2)
Thus by passing to R the result follows by Theorem 2.2.

Remark 2.7. From Theorem 2.2, it follows that the Hilbert series of G is uniquely
determined by two sequences of integers (c1, c2, . . . , cn) and (e1 = 0, e2, . . . , en). Usually
the sequence (c1, . . . , cn) does not uniquely determine the Hilbert series of G. But if
ν(I∗) = c1 + 1, then the minimal free resolution of P/I
∗ is same as the minimal free
resolution of the lex segment ideal associated and in that case we know that ei = ci + 1
for = 2, . . . , n. Hence the Hilbert series of G is uniquely determined by the sequence
(c1, c2, . . . , cn).
Next example shows that in general the sequence (c1, c2, . . . , cn) does not determine
uniquely the Hilbert series of G.
Example 2.8. Let (S, n) be a regular local ring and I be a complete intersection ideal.
Given the admissible sequence (c1, c2, c3, c4) = (4, 5, 8, 11), then, by Theorem 2.4, the
possible values for (e2, e3, e4) are
(6, 9, 13), (6, 10, 12) and (7, 9, 12).
They correspond to three different Hilbert series of G and each of them is realizable.
(1) The two sequence of integers (4, 5, 8, 11) and (6, 9, 13) have already been discussed
in Example 2.5.
(2) The Hilbert series corresponding to the two sequences (4, 5, 8, 11) and (6, 10, 12) is
given by
HSG(t) =
(1− t4 + t6 − t5 + t10 − t8 + t12 − t11)
(1 − t)2
= 1 + 2t+ 3t2 + 4t3 + 4t4 + 3t5 + 3t6 + 3t7 + 2t8 + t9 + t10
and the corresponding lex-segment ideal is L = (x4, x3y2, x2y6, xy8, y11). The minimal
free resolution of L is of the form
0→ P (−6)⊕P (−9)⊕P (−10)⊕P (−12) −→ P (−4)⊕P (−5)⊕P (−8)⊕P (−9)⊕P (−11) −→ L→ 0.
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The resolution of L admits only one zero cancellation (P (−9), P (−9)). The resolution
of I∗ is obtained by performing the zero cancellation as follows
0 −→ P (−6)⊕ P (−10)⊕ P (−12) −→ P (−4)⊕ P (−5)⊕ P (−8)⊕ P (−11) −→ I∗ −→ 0.
For instance I∗ = (x4−x2y2,−x3y2+xy4, x2y6, y11) is generated by the maximal minors
of the following matrix 

y2 0 0 0
−x y4 0 0
0 −x y2 0
0 1 −x y3
0 0 0 −x


The resolution of I∗ admits two negative cancellations : (P (−6), P (−8)) and (P (−10), P (−11)).
By performing the negative cancellations we obtain the minimal free resolution of I,
where I = (xy5− x3y2+ xy4, y7− x2y4− x2y3+ x4− x2y2) is generated by the maximal
minors of the following matrix 

y2 0 0 0
−x y4 0 0
1 −x y2 0
0 1 −x y3
0 0 1 −x


(3) The Hilbert series corresponding to the two sequences (4, 5, 8, 11) and (7, 9, 12) is
given as
HSG(t) =
(1− t4 + t7 − t5 + t9 − t8 + t12 − t11)
(1− t)2
= 1 + 2t+ 3t2 + 4t3 + 4t4 + 3t5 + 2t6 + 2t7 + t8 + t9 + t10
and the lex segment ideal with the above Hilbert function is L = (x4, x3y2, x2y4, xy7, y11).
By repeating the above procedure we obtain I∗ = (x4 − x2y2,−x3y2,−xy7, y11) and
I = (xy6 + xy5 − x3y2,−x2y4 + y6 − x2y3 + x4 − x2y2).
3. When ν(I) = 3
In this section we give a more precise upper bound on the number of generators of
I∗, provided ν(I) = 3. It is clear that the method used in the above section suggests
a procedure for getting information on the Betti table of I∗ anyway the number of
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generators of I will be fixed. The problem is that the graph of the possible cancellations
is too complicate for a general description. Let h be an O-sequence and let us define
H = {i|△2h(i) = 0,△h(i) = −1},
I = {j|△2h(j) ≤ −1} and J = {j|△2h(j) ≥ 1}.
Theorem 3.1. Let h := (1, 2, . . . , d, hd, . . . , hs) be an O-sequence and let I be an ideal
of height two of a 2-dimensional regular local ring S such that HFS/I = h. If ν(I) = 3,
then ∑
△2h(i)≤−1
|△2h(i)| ≤ ν(I∗) ≤
∑
△2h(i)≤−1
|△2h(i)| +
∑
i≥0
δi(H)
where δi(H) =
{
1 if i ∈ H
0 otherwise .
Proof. Notice that I∗ is a homogeneous perfect ideal of height two in P := grn(S). By
Theorem 1.1, we have
∑
i∈I |△
2h(i)| ≤ ν(I∗). Since ν(I) = 3 then by [1, Theorem 2.3]
we have p = maxi≥1{|△h(i)|} ≤ 2. Let L be the lex-segment ideal corresponding to the
numerical function h. Let us denote by pj := △h(j). Since L is a Borel fixed ideal by
[5] the minimal free resolution of L is of the form
0 −→
t⊕
j=1
P |pcj |(−cj − 1) −→ P (−d)
t⊕
j=1
P |pcj |(−cj) −→ L −→ 0
where d ≤ c1 < c2 < . . . < ct. By [14, Theorem 4.1] the Betti numbers of I come
from the Betti numbers of L by performing a sequence of consecutive zero and negative
cancellations and the minimal free resolution of I is of the form
0 −→ F2 = S
2 −→ F1 = S
3 −→ I −→ 0.
By [13, Theorem 1.1] the Betti numbers of I∗ come from the Betti numbers of L by a
sequence of consecutive zero cancellation. Thus in order to have the upper bound of the
number of generators of I∗ we need to find how many zero cancellations in the minimal
free resolution of L can be replaced by negative cancellations. Let us assume that we
have a zero cancellation at the cj-th place. Then we have cj−1+1 = cj . There are three
possibilities for △2h(cj) namely −1, 1 or 0 as |pcj | ≤ 2 for all j = 1, . . . t. First assume
that we have △2h(cj) = 1 then the resolution will be of the form
−→ · · ·P 2(−cj)⊕ P (−cj − 1)⊕ · · · −→ · · ·P
2(−cj−1)⊕ P (−cj)⊕ P
|pcj+1 |P (−cj+1) · · ·
If we don’t perform the zero cancellation (P (−cj), P (−cj)) then
∑t
i=j−1 β1ci+1(L) =∑t
i=j+1 β0ci(L) + 3 which forces rankF2 = 3 which is a contradiction. Thus the zero
cancellation at the cj-th place can not be replaced by negative cancellation.
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Next assume that we have a zero cancellation at the cj-th place with △
2h(cj) = −1 then
the resolution will be of the form
−→ · · ·P (−cj)⊕ P
2(−cj − 1)⊕ · · · −→ · · ·P (−cj−1)⊕ P
2(−cj)⊕ P
|pcj+1 |P (−cj+1) · · ·
If we don’t perform the zero cancellation (P (−cj), P (−cj)) then
∑t
i=j−1 β1ci+1(L) =∑t
i=j+1 β0ci(L) + 3 which forces rankF2 = 3 which is a contradiction. Thus the zero
cancellation at the cj-th place can not be replaced by negative cancellation.
Let us assume that we have a zero cancellation at the cj-th place and △
2h(cj) = 0. It
can happen in the following two ways. First consider the following case:
−→ · · ·P 2(−cj)⊕P
2(−cj − 1)⊕ · · · −→ · · ·P
2(−cj−1)⊕P
2(−cj)⊕P
|pcj+1 |P (−cj+1) · · ·
where △h(cj) = −2. If we don’t perform both the zero cancellation (P
2(−cj), P
2(−cj))
then
∑t
i=j−1 β1ci+1(L) =
∑t
i=j+1 β0ci(L) + 4 which forces rankF2 = 4 which is a contra-
diction. Thus the zero cancellation at the cj-th place can not be replaced by negative
cancellation. Next consider the following case
−→ · · ·P (−cj)⊕ P (−cj − 1)⊕ · · · −→ · · ·P (−cj−1)⊕ P (−cj)⊕ P
|pcj+1 |P (−cj+1) · · ·
where △h(cj) = −1 If we don’t perform the zero cancellation (P (−cj), P (−cj)) then∑t
i=j−1 β1ci+1(L) =
∑t
i=j+1 β0ci(L) + 2 which forces rankF2 = 2. Thus the zero cancel-
lation (P (−cj), P (−cj)) can be replaced by a negative cancellation and it will increase
the number of generators of I∗. Therefore we have
ν(I∗) ≤
∑
△2h(i)≤−1
|△2h(i)|+
∑
i≥0
δi(H)

Goto-Heinzer-Kim in [8, Corollary 1.3] proved that if I is a complete intersection ideal
of codimension two, then I∗ is a perfect ideal provided ν(I∗) = 3. Inspired by this result
we may ask if, given a perfect ideal I of codimension two, the condition ν(I∗) = ν(I)+1
could be sufficient for having I∗ perfect. At the moment the answer is unknown. The
authors thank Youngsu Kim for pointing out a mistake in a related example which
appears in a preliminary version of this paper.
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