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AssRAcr The method of moments, as presented by Isenberg and Dyson (1969;
Biophys. J. 9:1337) has been shown to be a reliable way of obtaining the amplitudes
and time constants of several simultaneously emitting species, even in the presence
of an overlapping excitation. Recent improvements in the method include (a) a
component incrementation test for determining the number of relaxations, (b)
a procedure, which we call exponential depression, for dramatically improving con-
vergence, and (c) a new algorithm for implementing the method of moments on a
digital computer with a high degree of flexibility and efficiency. These improve-
ments, as well as new general theory, are described and tested using both synthetic
and real experimental data. Component incrementation consists of examining
models with increasing numbers of exponential terms. Given adequate precision,
we find that an analysis for N + 1 components, of data that are actually re-
presented by N components, provides the correct amplitudes and time constants
plus an N + 1 term with an insignificant amplitude. Exponential depression is a
transformation in which the original excitation and fluorescence, E(t) and F(t),
are multiplied by exp (-Xt), where X is an arbitrary parameter. While the con-
volution is invariant to this transformation, the proper choice of X greatly reduces
the number of iterations necessary to obtain the amplitudes and time constants and
may even improve their accuracy. In addition, an appendix by John P. Mullooly
presents a statistical analysis of the effect of counting error on the method of
moments estimates of fluorescence decay parameters, applicable when data are
obtained by the monophoton technique. Formulas are derived that give the ap-
proximate precision of the decay parameters for the general case of N exponentia I
components, with calculational details for one and two component systems.
INTRODUCTION
There is currently considerable interest in the measurement of fluorescence decay
of proteins, protein conjugates, and nucleic acid conjugates. The decay of a polarized
component of emission, for example, is a function of the rotatory diffusion con-
stants of the macromolecule (1-10). Consequently, the analysis of such decay data
can yield important physical parameters.
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The measurement of a single decay constant for one species, and the analysis ofthe
resultant data, involves little difficulty. However, in many problems, including the
study of rotatory diffusion by polarization of fluorescence, one must deal with multi-
component or multiexponential data (6, 11, 12).
The analysis of multiexponential data has intrinsic difficulties, which may be
illustrated by the plots shown in Fig. 1. These plots show that two quite different
multiexponential curves may look, to the eye, as one curve to a high degree of ac-
curacy and over a relatively large range. The deviation between the two plots where
they appear the same is less than the width of the pen line used to represent them. If
one of the two curves of Fig. 1 represented an actual set of data, and an attempt were
made to determine the parameters of the exponentials by curve fitting, one could
make serious errors by using criteria of fit that scientists are accustomed to accept in
many other areas of work.
The difficulty of analyzing multiexponential data has often been noted (13, 14).
This difficulty is coupled with its widespread importance, since, aside from fluores-
cence decay, such data appear in a variety of fields, including sedimentation equi-
librium in the ultracentrifuge (15), compartmental analysis in physiology (16),
kinetics of isotope exchange (17, 18), and the analysis of reaction rates (19).
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FIGURE 1 Semilogarithmic plots of two quite different exponential functions. For about
two decades the plots deviate less than the width of the line used to represent them. Data
from reference 13.
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It is not surprising, therefore, that numerous attempts have been made to develop
adequate means for the analysis of multiexponential data. Many of these attempts
have been interesting but, almost without exception, have not found usefulness in
the analysis of real data.
In 1969 two of the authors of this paper published a method of moments for the
analysis of multicomponent fluorescence decay data (20). This work had a number
of precursors, stemming from the paper of Bay (21). Bay's work was aimed at the
analysis of radioactive decay experiments, and he noted that, by using the moments
of decay data, one could obtain mean decay times without a knowledge of, or pre-
vious assumptions about, the delays inherent in the experimental equipment or the
resolving time of such equipment. Brody (22) applied this method to the analysis
of one-component fluorescence decay data, and Wahl and Lami (23) combined it
with a substraction procedure to analyze two-component data. The paper by Isen-
berg and Dyson (20) presented a more general scheme, one that permits the resolu-
tion of multiexponential data (24), and also data whose lifetimes are appreciably
shorter than the width of the exciting lamp (10). In that paper, among other things,
the importance of the so-called cutoff correction was established for a practical ap-
lication of the procedure. In a later paper (25), we treated the simpler cases, such
as sedimentation equilibrium, where the data may be represented by a linear sum
of exponentials without an exciting pulse. In such instances, we have shown that a
useful smoothing functional, the mean displaced ratio, may permit an adequate
analysis of relatively noisy data.
In the present paper, we shall restrict our discussion to problems of analyzing
fluorescence decay data complicated by an overlapping excitation. We shall present
new developments in the formalism and programming of the method of moments
which have significant practical value in analyzing data. Although much of the dis-
cussion and all of the examples are of monophoton fluorometry, the procedures are,
at least in principle, applicable to any pulsed fluorometer that provides computer-
compatible representations of both the excitation and fluorescence.
STATEMENT OF THE PROBLEM
The problem facing an investigator is to obtain the important physical parameters
in f, the response to a delta function excitation. If, for example, f is a sum of ex-
ponentials, one wants to know the amplitude as and decay constant Tr for each
exponential. The problem is not how to fit a given set of data by a sum of exponen-
tials. As has been seen, and as will be further shown, a set of data may be fitted by a
sum of exponentials having parameters that are grossly in error, even though the fit
may look excellent by standards that workers are accustomed to accept as good in
other areas. This may occur when the precision of the data is below the level needed
for an adequate analysis. An auxiliary and important subproblem, therefore, is to be
able to judge when the data are good enough to be analyzed and to set up criteria
for so judging.
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THEORY
The observed fluorescence F(t) is the convolution of the exciting lamp flash E(t)
and the response to a delta function excitationf(t):
t rt
F(t) = f E(t-u)f(u) du E(u)f(t-u) du. (1)
We shall assume thatf(u) has the form
N
f(u) = a,exp (-u/ri), (2)
i-1
where ai and Tr are the amplitudes and time constants, respectively, of the ith com-
ponent.
This multiexponential form does not cover all cases of fluorescence decay, but it
nevertheless subtends a wide enough set of cases so as to make an analysis important
(20).
We define moments by
coJA k= j F(t) dt, (3 a)
and
Mk = f tkE(t) dt, (3 b)
and a set of quantities G. by
N
G, aEir S. (4)
i-1
It can then be shown that (see reference 20)
;0 = G1mo,
= GImI + G2moX
-2= G1M2 + G2m1 + Gsmo,
k+1
-Z Gs mlC5-k 1 (k+ l-s)! ()
These are a set of equations that are linear in the parameters G.. Given the
moments of the excitation E(t) and the moments of the fluorescence F(t), one can
obtain G1, G2, ... from Eqs. 5. Knowing G1, G2, - - - G2N, one can obtain the decay
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times, ri, T2 , * * * TN as the roots of the polynomial equation (see Appendix I)
1 T T2 ...
G1 G2 G3 ... GN+1
G2 Gs G4 GN+2 =0. (6)
GN GN+1 GN+2 .. GS
Knowing ri, T2, * one obtains the amplitudes ai, a2, * from the set
N
i-1
N
- ~~~G2aaE a,z
i-1
N
GN=Z air' (7)
ii1
obtained from Eq. 4. This procedure formally solves the problem of obtaining the
amplitudes and time constants of decay from the experimental data.
Eq. 6 has both theoretical and practical value. Let us first consider a general
implication.
Suppose we imagine certain broad categories of methods, of any type, for obtain-
ing the amplitudes and the time constants of fluorescence decay. Such methods may
be grouped into two classes. One class formally recognizes that the decay times may
be ordered according to their magnitudes. An example is the peeling-off procedure,
in which one first attempts to obtain the longest decay time by considering data at
very long times when, it is presumed, all decays but one have become negligibly
small. Then, by subtraction, one obtains data from which one attempts to determine
the next greatest time constant, and so on.
The other category of procedures contains systems that do not distinguish or rank
the decays in any formal way. It may be seen that, of such methods, the method of
moments, via Eq. 6, offers a particularly simple manner of solving for the decay
times, since one could hardly expect to find a simpler formal solution than one yield-
ingNdecay times as the roots ofa polynomial equation ofthe Nth degree.
As we show in Appendix I, Eq. 6 may also be used in the well-known Prony pro-
cedure for obtaining the parameters ofa sum ofexponentials. Eq. 6 is, however, more
compact than the usual Prony treatment.
RELIABILITY OF THE ANALYSIS
The method of moments will always curve fit a set of data, even when the precision
of the data is not good enough to obtain the parameters with accuracy. Figs 1-3
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and Table I illustrate this. It may be seen that, by customary standards used in other
areas of work, all of the plots appear to be good fits. However, the parameters ob-
tained at the lower levels of precision are not good; for an accurate analysis one
must go to the higher range of precision.
These examples demonstrate the distinction emphasized earlier: the substantive
problem facing the worker is one of obtaining the parameters of decay; it is not the
problem of fitting a curve to a set of data. While the correct parameters always give
a good fit, so may incorrect parameters. The blurring of the distinction between the
two formulations can lead to the acceptance ofinaccurate analyses.
This consideration makes it necessary to establish criteria for having confidence
in the decay parameters that are obtained. We believe it to be important to consider
such criteria explicitly. Such criteria are of two types, experimental and statistical.
Experimentally, aside from ordinary good laboratory practice involving duplica-
bility, we have found the following useful: (a) in the low precision range, we find
that a variation in precision alters the decay parameters that are obtained; in the
high precision range it does not. Therefore a variation in the precision of the data
will help one to judge which range one is in. In the monophoton method, for ex-
ample, this ordinarily means doing experiments at various numbers of total counts.
(b) One must judge the number of components present. We have found it useful to
analyze for a successively higher number of components until one finds that, upon
doing so, no significant change occurs at a particular increment. For example, sup-
pose one analyzes for two components and finds that one ofthem is close to the value
obtained in a one-component analysis, while the other has a very low amplitude
compared with the first. This would imply that, within experimental error, one com-
ponent satisfies the data. On the other hand, if one found two components having
amplitudes ofthe same order ofmagnitude, one would analyze for three components,
etc. We shall call this technique component incrementation.
A statistical analysis of reliability is presented by Mullooly in Appendix III.
Mullooly obtains expressions for the estimated standard deviation (a) of the time
constants and the amplitudes in terms of the moments of the data. In general, we
find that when a is large, an analysis is unreliable; when the standard deviation is
small, the analysis is accurate. Thus, the statistical analysis is important in judging
reliability. However, we feel that both statistical and experimental criteria are
needed. Real experiments may, and generally will, have noise components in addition
to the counting errors assumed in Mullooly's study. Furthermore, the calculation of
or requires higher moments than are needed in an analysis for the decay parameters.
To compute such moments accurately one needs a better cutoff correction (see
below) than is needed for an analysis. Consequently, the statistical criteria may
either overestimate or underestimate the precision of the data. Nevertheless, the
statistical analysis provides a significant advance in judging experimental reliability.
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CUTOFF CORRECTION
The cutoff error is the error that arises when, in place of Eq. 3a, the k are approxi-
mated by
T
T= tkF(t) dt, (8)
where T is the upper limit of measured times.
Eqs. 5 are not valid for moments defined over a finite span, and we have noted
(20) that large errors will be made if the moments are approximated by Eq. 8, even
though Tis a value that, at first glance, appears to be reasonably large. It is necessary,
therefore, to correct the error made because real data extend over only a finite
range.
An iterative procedure is used to compute the cutoff correction. One first solves the
set of Eqs. 5 using the moments defined by Eq. 8. The al, a2, *** aN, ri,
T2, --*rN thus obtained are used to find the moment correction from T to infinity
as follows: from Eqs. 1-3a, noting that E = 0 at t > TD (where TE < T) we write
SAk= T tkF(t) dt,
N Go N
= E~JB| tk exp (-t/IT) dt = iIj,, (9)
with
LTE
@i = ai J E(u) exp (u/ri) du. (10)
The values of P,i are obtained by numerical integration, while the integrals Ij,k are
readily evaluated by recursion:
Ii.o = r exp (- TIrT),
I,, = Tri exp (-TIT,) + r4I.0,
Ji.b = TATi exp (- TT,r) + kriIki.( 11 )
The new estimates of the moments
k= Pk + S.k
are then used to find another set of a, and ri, and from them the next cutoff correc-
tion. This sequence is repeated until no change occurs upon additional looping. In
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other words, the parameters are improved at each recalculation until a self-consistent
set is obtained.
We have found such a procedure to be effective. But for some analyses the number
of loops needed becomes large, and the analysis becomes extremely costly in com-
puter time-so much so, in fact, that economic considerations begin to severely limit
the practical usefulness of the procedure. In this paper we present a new method of
handling the cutoff correction problem, which sharply decreases the number of
iterative loops needed in an analysis. We call the procedure exponential depression.
EXPONENTIAL DEPRESSION
For some positive, but arbitrary, parameter X, multiply Eq. 1 by exp (-Xt). Then
e-AF(t) = f e'"E(t - u)f(u) du,
=-fT ee t-u)E(t - u)'uf(u) du, (12)
Define
F,(t) = eC'F(t), (13 a)
Ex(t) = eXtE(t), (13 b)
Sk(t) = ef(t). (13c)
Then
r.t
FA(t) = Ex(t-u)f,(u) du. (14)
In other words, the convolution is invariant to the transformation defined by
Eqs. 13. One may, for an arbitrary X, solve for the parameters inf, (t) and hence ob-
tain f. By choosing X properly, F, (t) becomes much smaller than F(t) for t 2 T,
so that the cutoff errors in the moments of F, are much lower than those of F. The
number of loops needed to obtain the cutoff correction is thus sharply reduced, as
will be seen in the examples below.
We find that exponential depression has an additional benefit. It depresses the
data at long times more than it does at short times. Since the data for large t are
relatively noisier than the data at short t, exponential depression can increase the
accuracy of an analysis. We note, however, that for sufficiently large X the accuracy
declines with an increase in X.
EXAMPLES OF ANALYSES
In the following sections we present a number of examples, both as tests and as
illustrations of the various points raised in this paper. The examples include both
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synthetic and real data. Each has its own advantages. Synthetic data avoid mis-
cellaneous sources of error, such as lamp drift, which may tend to bscure what would
otherwise be clear considerations. On the other hand, examples using real data show
that the difficulties associated with actual experiments are not great enough to nullify
practical applications of the theory.
MATERIALS AND PROCEDURE
Synthetic data were generated using real lamp data for E(t), selecting appropriate parameters
as, T,, calculating F(t), and then superimposing synthetic noise on F(t). The noise is ob-
tained from the random number generator described by Moshman (26). The noise is dis-
tributed in a gaussian fashion with a standard deviation equal to the square root of the num-
ber of counts in the channel to which the noise is added.
For real data, a monophoton fluorometer, described in the paper by Schuyler and Isen-
berg (24), was used.
Three substances were used for test samples: quinine bisulfate, carbazole, and anthracene.
Runs were also made on samples containing mixtures of carbazole and anthracene.
Quinine bisulfate, purchased from the S. B. Penick Chemical and Co. (Division of CPC
International Inc., New York), was recrystallized from water. For quinine, the excitation was
selected by a Corning 7-60 filter (Corning Glass Works, Science Products Div., Corning,
N. Y.) and the emission by a Baird-Atomic interference filter (Baird-Atomic Inc., Cambridge,
Mass.) with a peak at 460 nm and a full width at half-height (FWHH) of 1.1 nm. Quinine
was used at l0-4 M in 0.1 N H2SO4.
Carbazole (Matheson, Coleman and Bell, Cincinnati, Ohio) and anthracene (Eastman
Organic Chemicals Div., Eastman Kodak Co., Rochester, N. Y.) were used without further
purification. Carbazole was used at 2.7 X 10-4 M in 95% ethanol and anthracene was 4.7 X
10-5 M in 95% ethanol. Mixed samples of carbazole and anthracene were obtained by mixing
3 parts of the carbazole solution to 1 part of the anthracene solution. Excitation was selected
by a Baird-Atomic interference filter with a peak at 325 nm and an FWHH of 2.5 nm, and
the emission by a Baird-Atomic interference filter with a peak at 400 nm and an FWHH of
2.0 nm.
STATISTICAL ANALYSES OF PRECISION
Table I shows a variety of cases, both synthetic and real, at varying numbers of
total counts. The indicated errors are those calculated by the use of the statistical
error equations derived by Mullooly in Appendix III. The features are clear: when
Mullooly's equations predict a large error, our analysis usually shows a large devia-
tion from the parameters known to be present. When small errors are predicted,
small deviations are found.
The method of moments always curve fits the data, even when the precision of the
data is too low to yield a good analysis. Figs. 2 and 3 show plots of synthetic and
real two-component data from Table I. Note that in the lower range of precision
the fit appears good visually, even though the analysis is bad.
Fig. 4 demonstrates the power of the method of moments to resolve data in the
presence of very large amounts of noise. With only 194 counts distributed over 500
channels, the method nevertheless produces a satisfactory time constant for the one
component present.
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TABLE I
PRECISION VERSUS NUMBER OF COUNTS*
Synthetic Preset parameters Analyzed parameters
data com- Total counts
ponents a 7 a a (a) T a (7)
ns ns ns
1 0.015 19.4 258.650 0.0150 0.00003 19.37 0.04
1 0.0015 19.4 26.786 0.00149 0.000009 19.42 0.12
1 0.00015 19.4 2,831 0.000150 0.000003 20.36 0.38
1 0.000015 19.4 286 0.000018 0.000001 16.95 1.02
2 1.00 9.8 16,732,352 0.995 0.0076 9.82 0.02
Fig. 2 A 2.00 4.0 2.004 0.0056 4.01 0.02
2 0.200 9.8 3,345,533 0.195 0.0033 9.87 0.04
0.400 4.0 0.405 0.0025 4.04 0.04
2 0.070 9.8 983,152 0.066 0.0020 9.98 0.08
0.090 4.0 0.093 0.0016 4.21 0.10
2 0.020 9.8 335,100 0.018 0.00100 10.09 0.15
Fig. 2 B 0.040 4.0 0.042 0.00074 4.14 0.11
2 0.003 9.8 46,317 0.0046 0.00043 8.47 0.24
0.005 4.0 0.0038 0.00019 2.63 0.65
Real Experimental conditions
1 Quinine bisulfate 178,677 0.0098 0.00002 19.37 0.05
1 1 X 10'M in 0.1 M 17,938 0.00099 0.000007 19.42 0.15
(NH4)2SO4
1 1,765 0.000096 0.000002 19.76 0.45
1 194t 0.000011 0.0000007 19.37 1.31
2 Carbazole 2.7X10-4M 2,564,052 0.030 0.00075 9.87 0.06
Fig. 3 A Anthracene 4.7 X 0.071 0.00062 4.48 0.04
105M
2 Both in 95% ETOH 904,368 0.011 0.00063 10.60 0.14
Fig. 3 B rc = 9.6 ns, a(rc) 0.1 0.038 0.00056 4.30 0.06
ns
2 T = 4.6 ns, r(TA) =0.1 289,266 0.002 0.00016 13.60 0.24
ns
0.014 0.00014 6.10 0.06
2 52,208 0.0005 0.00011 11.47 0.56
0.0023 0.00009 5.41 0.21
* o(a) and a(r) are the estimated standard deviations of the amplitude and time constant,
respectively, computed by the equations of Mullooly in Appendix III.
t See Fig. 4.
ISENBERO Er AL. Analysis ofFluorescence Decay Data 1099
I~~~~~~~I
U.~ ~ ~~ ~ ~ ~ ~ ~ ~
K1
CHANNEL NO.
smo m,CURV-COMPUTED
FIGURE 2 Plots of the fluorescence and excitation for the synthetic two component data
of Table I, using real lamp data for E(t) in the convolution. Note that both of the cal-
culated curves look good to the eye, but as the data become progressively worse the analyses
become less acceptable. One channel = 0.192 ns.
BIOPHYSICAL JOURNAL VOLUME 13 19731100
I. i
t
1102~ ~ ~ ~ ~~-H L t1
FIGURE 3 The analysis of a mixture of carbazole and anthracene, as an example of a
real two-component system with known parameters. Data from Table I. One channel =
0.1805 ns.
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FIGURE 4 Fluorescence curve of quinine bisulfate taken with only 194 counts in 512 chan-
nels (see Table I). The points are the fluorescence counts and the solid curve is the com-
puted emission. Analysis gave T = 19.4 ns with an estimated standard deviation, a(r), of 1.3
ns. The figure demonstrates how little data are needed for a good one component analysis.
Note that this analysis yielded a decay time that was, by chance, even closer to the correct
value than could be expected from the error analysis.
EXAMPLES USING THE COMPONENT
INCREMENTATION TEST
Table II shows the use of successive incrementation in judging the number of com-
ponents in decay data. The rule is very simple: the data are analyzed for
1, 2, 3, * * * etc. components until an analysis for N + 1 components yields the same
parameters as an analysis for N components, plus an additional component with a
negligibly small amplitude. The negligible component may have either positive or
negative amplitudes or time constants. For the cases labeled a, b, c, and d in Table II
the procedure works. For case e the precision of the data is too low for the method
to work. Although the analysis is actually not too bad, had there been no knowledge
of the parameters, one would not be able to have confidence in the results, at least
by the test given. This may be contrasted with case d, in which the precision is great
enough for component incrementation to be very effective.
EXAMPLES ILLUSTRATING THE USE OF
EXPONENTIAL DEPRESSION
Tables III and IV give examples of exponential depression. The number in the
column Fx (t)/F(t) is the factor by which the fluorescence value in the last channel
ofour pulse height analyzer is diminished. Exponential depression lowers the number
of iterative loops needed for a self-consistent cutoff correction. The decrease in the
number of loops is marked for a two-component analysis; it is dramatic for a three-
component analysis. In Table IV, we attempted a component incrementation test
by going from a two- to a three-component analysis. The usual analysis did not
converge even at 500 loops, but, with an exponential depression in which Fx (T) =
0.01 F(T), only 6 loops were needed for convergence to the correct parameters.
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TABLE II
EXAMPLES OF THE COMPONENT INCREMENTATION TEST*
Preset parameters Total One component Two components
Data or experimental counts
conditions a q (a) T a (T) a T
ns ns
a Synthetic data 268,650 0.015 0.00003 19.37 0.04 0.015 19.37
a = 0.015T = 19.4 ns 2 X 10-10 -272.3
b Quinine bisulfate 178,677 0.0099 0.00002 19.37 0.05 0.0099 19.32
1 X 10-4M in 0.1 M 1.68 X 10-5 -14.2
(NH,)-SO4
One
component Two components Three components
a Ir a o(a) T a (T) a T
ns ns ns
c Synthetic data 2,808,326 0.268 11.17 0.101 0.0021 15.18 0.07 0.100 15.2
a=0.100T= 15.2 ns 0.199 0.0019 7.37 0.06 0.200 7.39
a = 0.200T = 7.4 ns -2 X 10-12 -1302
d Synthetic data 3,345,533 0.496 7.17 0.195 0.0033 9.87 0.04 0.194 9.88
a = 0.200 7 = 9.8 ns 0.405 0.0025 4.04 0.04 0.405 4.05
a = 0.400 T = 4.0 ns -1.5 X 10- 28.4
e Synthetic data 983,152 0.134 7.81 0.066 0.0020 9.98 0.08 0.084 8.83
a=0.070 T = 9.8 ns 0.093 0.0016 4.21 0.10 0.075 3.36
a = 0.090T = 4.0 ns 0.0038 14.99
* Note that if N components are present, an analysis for N + 1 components leads to a small a and either
a positive or negativeT for the extra component. A statistical analysis for N+ 1 components is not meaning-
ful and hence is not shown.
CONCLUSIONS
Although the method of moments as described earlier (20) has already shown itself,
in several ways, to be a practical formalism for handling fluorescence data, the modi-
fications described here further enhance its usefulness. In particular, we present a
statistical test for the reliability of the amplitudes and decay constants obtained by
the method of moments, and show that the experimental precision, which varies
with the number of counts in a monophoton system, agrees with the statistical pre-
dictions. In addition, we show that component incrementation can be used to
establish the actual number of components present, and that exponential depression
may drastically reduce the amount of calculation needed to achieve an analysis
while at the same time, in certain cases, improve the accuracy of the parameters
obtained.
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TABLE III
EXAMPLES OF EXPONENTIAL DEPRESSION*
Analyzed parameters
DATA Fx(T/ x-- - - - Loops
F(T) ail 0r(ai) TI c(r) a o(a2) T2 oT(7r2)
ns ns
Synthetic data 1 0 0.175 0.0029 9.78 0.041 0.349 0.0021 4.01 0.038 9
a = 0.175 0.93 0.0008 0.175 0.0028 9.78 0.040 0.349 0.0021 4.01 0.036 9
r = 9.80 ns 0.87 0.0016 0.175 0.0027 9.78 0.040 0.349 0.0021 4.01 0.036 8
a = 0.350 0.75 0.0032 0.175 0.0026 9.78 0.036 0.349 0.0020 4.01 0.033 8
T = 4.00 ns 0.56 0.0064 0.175 0.0025 9.78 0.036 0.349 0.0019 4.01 0.033 7
2,928,173 counts 0.32 0.0125 0.176 0.0025 9.77 0.034 0.348 0.0019 4.00 0.035 7
0.10 0.0250 0.176 0.0039 9.77 0.049 0.348 0.0025 4.00 0.057 5
0.01 0.0510 0.177 0.0110 9.75 0.158 0.347 0.0080 3.99 0.139 3
Synthetic data 1 0 0.103 0.0019 19.24 0.082 0.197 0.0017 9.50 0.068 127
a = 0.100 0.56 0.0064 0.102 0.0016 19.30 0.066 0.198 0.0014 9.54 0.052 84
T = 19.4 ns 0.32 0.0128 0.101 0.0018 19.34 0.072 0.199 0.0016 9.56 0.063 58
a = 0.200 0.10 0.0256 0.100 0.0041 19.40 0.176 0.199 0.0037 0.60 0.137 31
7 = 9.6 ns 0.01 0.0510 0.099 0.0176 19.48 0.922 0.201 0.0166 9.62 0.475 13
3,592,328 counts
Real data 1 0 0.0303 0.00075 9.87 0.060 0.0710 0.00062 4.47 0.040 13
2.7 X 10-4 M 0.87 0.0017 0.0304 0.00071 9.86 0.057 0.0709 0.00060 4.46 0.040 12
carbazole 0.75 0.0035 0.0305 0.00069 9.85 0.054 0.0708 0.00058 4.45 0.038 12
4.7 X 10-r M 0.56 0.0070 0.0307 0.00065 9.84 0.051 0.0707 0.00055 4.44 0.037 11
anthracene 0.32 0.0140 0.0311 0.00067 9.81 0.049 0.0704 0.00056 4.42 0.040 9
2,564,052 counts 0.10 0.0280 0.0315 0.00102 9.77 0.068 0.0700 0.00080 4.40 0.063 7
See Table I 0.01 0.0560 0.0309 0.00358 9.83 0.286 0.0706 0.00297 4.43 0.188 4
0.0001 0.1120 0.0194 0.01468 11.43 2.866 0.0813 0.01345 4.87 0.603 3
* With increased depression the number of loops for convergence is reduced; the error goes through
a minimum.
The work of Doctors Isenberg and Hanson was supported by U. S. Public Health Service grants
CA 10679 and CA 10872.
The work of Dr. Dyson was supported by grant GM 15715.
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APPENDIX I
With G. defined by Eq. 4, the decay times ri are the roots of the polynomial equation
2 N1 T Tr Tr
G1 G2 Ga . . GN+1
G2 G8 G4 . . GN+2 =0. (A )
GN GN+1 GN+2 ... G2N
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TABLE IV
EXAMPLE SHOWING A RAPID CONVERGENCE WITH EXPONENTIAL DEPRESSION*
Three components
Data Two components
al Ti a2 72 as T; Loop
ai=0.030
Carbazole and u(ai) = 0.00075
anthracene Ti = 9.87 0.037 8.79 0.063 4.13 0.0023 13.83 50
mixture from o(7) = 0.06
Table III a( = 0.071 0.037 9.03 0.064 4.16 0.00089 16.3 100
r(a2) = 0.00062
TI = 4.47 0.037 9.19 0.065 4.18 0.00029 21.1 300
(n) = 0.04 0.037 9.24 0.065 4.19 0.00020 23.6 500t
Exponential depression (convergence
after six loops)
FX(T)/F(T) = 0.01 | 0.032 9.72 0.070 4.36 3.4 X 10- -5.77 | 6
* Upon component incrementation without depression no convergence was obtained at 500
loops.
t No convergence.
Proof: consider
2NIT T ...TN
2 N
1T2 T2N T. =. (A 2)
2 N
1-TN TNX . TN
The roots are evidently ri, TI, *** TN because any such value makes two rows of the de-
terminant equal. Multiply Eq. A 2 by
1 0 0 ... O
0 aiYT a2T2 . .. aNTN
0 a1T1 a2T2 ..* aNTN (A 3)
aiiaTN NO aiTIN 272 . . arNN
and Eq. A 1 results.
The inversion of Eq. A 1 arises in other areas as well. For example, the well-known Prony
procedure (27, 28) for obtaining the parameters of a sum of exponentials can be put into a
formalism identical with that of eq. 6.
The object of Prony's procedure is to determine the amplitudes a, and the quantities bi
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from a set of data represented by g(x) where
N
g(x) = 2ai,exp (bix). (A4)
i-i
Let
yi = exp (b,). (A 5)
We then have
N
g(x)=Zaiyl . (A6)
i-1
We choose data at equally spaced points x = 1, 2, * Nand obtain
N
g(l) = aiy,
i-i
N
g(2) = aE ,
i-i
N
g(3) =E y13, (A 7)
i-i
N
g (2N) = Z jy.
i-1
The set (Eq. A 7) is formally identical with Eq. 6. Therefore the set Yi , Y2, yN may be
found as the roots of
1 y yy
g(l) g(2) g(3) * g(N + 1)
g(2) g(3) g(4) ... g(N + 2) =0.
g(N) g(N+1) ... g(2N)
APPENDIX II
Some Practical Considerations in Applying the Method of Moments
Some of the more practical aspects of applying the method of moments will be described by
outlining the features ofa digital computer program that we call FLORTRAN.1 The program
is designed to take advantage of a time-shared or dedicated computer, but it can be readily
adapted for batch processing, even on computers of modest size. The comments are intended
to describe the pitfalls that are apt to be encountered by those who wish to develop their own
computer program or extensively modify ours.
'Listings of the program, written in FORTRAN, are available by request to Dr. Isenber or Dr.
Dyson.
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FLORTRAN provides flexibility by breaking the computations into a number of modules,
separately accessible by the user in any order. A particular aspect of the calculation is ini-
tiated by typing the appropriate code word onto the teletypewriter console. The code words,
and the way in which they are recognized, are given in Table V. A brief description follows.
INPUT causes the experimental data to be read, corrects for background (base line), and
calculates moments according to Eqs. 3 b and 8. With the monophoton technique, each ob-
served value of excitation and fluorescence, E, and F,, is actually the accumulation of counts
over a time interval At, centered about t, . Thus, for thejth channel
ptf+ t/2
E== E(t)dt, (A8)
tj - 6t2
1t, + Bt/2
Fj = J F(t)dt. (A9)
t,- Bt/2
Note that each value is 5t times the mean of E or F within the channel. However, we have
found little error in treating E, and Fj as if they were 8t times E(t,) and F(t,), respectively.
With that assumption, the moments are calculated by numerical quadrature, using Simpson's
formula.
The moments are scaled according to the following equations.
Al
-
1;+ ~ ~ ~ AlOm; = m/(Tk+) ( l)
Au ak,/(a ).f( A 11 I
The parameters a and r are the amplitudes and time constants of an approximate one-
component fit, obtained from Eqs. 4 and 5 without a cutoff correction. The use of m; and
;s leads to G, (from Eqs. 5) that are scaled to be near unity. The objective is to inimimze
loss of significant digits in subsequent steps.
We emphasize the importance of using units for E, F, and f that are consistent with the
convolution, Eq. 1. We have chosen to express E in counts per unit time and F in counts,
makingfdimensionless. In transferring data from a pulse height analyzer to a computer, for
TABLE V
SAMPLE CONTROL PROGRAM*
PROGRAM FLORTRAN
5 PRINT 10
10 FORMAT(/16H ENTER CODE WORD)
READ 20, CODE
20 FORMAT (A6)
IF(CODE.EQ.6HLOOP )CALL ITER8
IF(CODE.EQ.6HADD )CALL ADD
IF(CODE.EQ.6HINPUT )CALL INPUT
IF(CODE.EQ.6HSETUP )CALL SETUP
IF(CODE.EQ.6HRMS )CALL RMS
IF(CODE.EQ.6HPLOT )CALL PLOTEF
IF(CODE.EQ.6HDEPRES)CALL DEPRES
IF(CODE.EQ.6HEXIT )CALL EXIT
GO TO 5
END
* See Appendix II for explanation.
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example, the values of E must be divided by the channel width bt. In practice we perform the
moment integration, Eq. 3 b, using the original counts and then divided the apparent values
of mk by bt.
SETUP allows the user to preset values of alpha and/or tau.
LOOP initiates the looping needed to provide a cutoff correction (Eq. 8) and prints the
(unscaled) values of cai and 7, at convergence. Convergence is presumed when the loop-to-
loop correction of each a, and x, is less than some preestablished value, usually 0.01 %. The
T,'s are obtained by applying standard formulas for polynomial roots to Eq. 6, after expand-
ing it in minors of the first row. Using these values of r,, the first N equations of Eq. 4 b
(i.e., s = 1,2, *... , N) are solved by linear algebra. (One could solve the full, overdetermined
set of 2N equations, but the procedure we use requires less computer time and relies on the
lower, and therefore most accurate, moments.)
ADD increases the number of components in the model by one. We have used several
methods for finding a first estimate for a cutoff correction to the new model. The most satis-
factory procedure we have found is to use the set of a,'s and Tr's computed for the previous
number of components.
DEPRES applies an exponential depression according to Eqs. 13. Again, the assumption
is made that Es and Fj are actually bt times E(tj) and F(t,). In addition, however, we assume
that Ej and F; are constant within time channel j, so that
tj+8t/2
Ej, = Ej it e tdt = Eje--[(et2)/X ( A 12)t~j-8t/2
and similarly for F, . Since the quantity in brackets ([) is a constant for a given amount
of depression (approximately equal to -8t), it will not affect the values of G, and can thus
be ignored.
RMS finds the individual and root mean square deviations between the observed FJ's and
the corresponding values calculated from the current set of a,'s and rT's. To calculate values
of Fj note that Eqs. 1 and 2 may be combined and rearranged as follows:
N9 tr
F(t) = :j [a, f E(u) exp (u/ri) du] exp (- t/ri). (A13)
The approximation Fpac - F(tj) is thus readily calculated by numerical integration.
The many calls to an exponentiation subprogam implied by Eqs. 10 and A 13 may be
avoided by noting that
exp (ti/ri) = exp (tj-i/1r) -exp (5t/r,).
This saves a considerable amount of computer time, especially when applied to Eq. 10, as
that expression must be recalculated at each iteration.
It should be emphasized that deviation tests play no part in the method of moments, but
are used only as a check on the quality of curve fitting produced by an analysis. For example,
in a perfect analysis from a monophoton system, where only statistical counting errors are
present, the frequency of (Fjaalc - F,)/(F:lc)lI2 is described by a gaussian distribution
with standard deviation of one for those channels where F ala» (FBlO)l/2.
PLOT is an option that permits a visual display of E, F, FCalc, and the deviations. The
graphs in this paper were produced by it: Fig. 2 on an off-lne plotter, and Fig. 3 on a Hew-
lett-Packard 7200A (Hewlett-Packard Co., Palo Alto, Calif.) attached to the teletypewriter.
EXIT terminates execution.
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APPENDIX III
STUDES ON TH ANALYSIS OF FLUORESCENCE DECAY DATA
BY THE METHOD OF MomENTs: STATISTICAL APPENDIX
JOHN P. MULLOOLY
From the Department of Statistics, Oregon State University,
Corvallis, Oregon 97331
Sampling Variation of the Estimated Fluorescence Moments
The deviation of the experimental fluorescent intensity curve from the theoretical intensity
curve F),(t) is said to be counting error. This deviation is a consequence of the fact that we
observe a finite number of counts sampled from the theoretical population. Here we give an
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analytical description of the effect of the sampling error of the counts on the estimated decay
parameters.
For a multichannel analyzer with K channels, each of width W, the theoretical relative
frequency of counts in the jth channel is given by the normalized area under Fx(t), for
(j- 1) W < t < jW,j = 1, 2, - - - K. The joint behavior of Fj, the number of counts in
the jth channel, is given by the multinomial probability function. This probability model
refers to conceptual repetitions of the experiment, each with a prescribed total number of
counts.
The moments of the depressed fluorescence and lamp intensity functions satisfy the linear
system of equations
E MX)(k-j) G),
= JA-I))(- X k = 1,2,. (A 14)
where
N
Gxj = Ea.ao@n; (A 15)
n-I
On being the depressed decay time constant
Onl 1+= Tn (A16)
The sample estimate of JiUAk, the kth order moment of the depressed fluorescence intensity
function, may be written as
A = w E (i- F (A 17)i-i
where Fxi is the number of depressed counts recorded in the ith channel, i.e.,
F = &(i.lI2)nw.F (A 18)
Well-known moment properties of the multinomial distribution (1) may be used to derive
expressions for the sampling variation of the estimated fluorescence moments.
It may be shown that the estimated variances and covariance are given by
A2
.= 2X-(2k)- I
A 00
cov [jLzl, /LAk] = . - , [A ,I (A19)
respectively, where ,u'oo is the nondepressed Oth-order moment [;StOO = W. (Total number of
counts)]. We now show how these sampling properties of the estimated fluorescence moments
are used to derive approximate standard errors for the estimated decay parameters.
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Approximate Standard Errors for the Estimated Decay Parameters
Only for the case of a small number (say, N < 2) of exponential components is it feasible
to write explicit expressions giving the estimates &n, on as functions of the estimated moments
/ k = 1, 2, * , 2N - 1. For general N the method of moments does however define
a,, and 6n as implicit functions of jA) which is sufficient for the development that follows.
Approximations to the standard errors of aA and a may be developed by considering the
linear terms of a Taylor series expansion of C and &"n around ,U)k a k = 1, 2, * , 2N-1
(reference 2).
Taking the variances of these linear approximations, and employing the estimated variance
and covariance of Xk , as given by Eq. A 19, we arrive at the foUowing expressions for the
approximate variances of the estimated decay parameters
&. ~~(6n)-2(^)[IJ2A(2i - / _i]
+ 2W (d^ ) OO@ ^ )[#2)W(j+i) - ] (A20)
2N-1id/ 2\ 2 A2
w2. A1 A JA *Aid2(ot~~O)A2
- j -I^) #A)_yX
2 2_ W I(.[o (A21)
I> AZj I.L2?&+l MA00
Our final consideration is the method of evaluation of the partial derivatives appearing in
Eqs. A 20 and A 21. For convenience of notation, the circumflex indicating an estiated
quantity and the lambda subscript will be suppressed in what follows.
Using the chain rule of differentiation, we may write
2N
(OOs/OI2) = EL (OO,/OG,) (OG,/js,).
i-1
na = 1, 2, * * , N;j = 1, 2, * **, 2N- 1. From Eq. A 14 we see thatOdG,/OM, =O°for
i.<j, so that we have
2N
(&O>/Ol,) = E (0/OG,) (0G5/01j). (A 22)i-j+l
The solutions Gdof the linear system of equations A 14 may be expressed as ratios of deter-
minants, the denominator being the deteminant of coefficients which is easily seen to be m0..
Partial differentiation of the numerator determinant with respect to e,, and simplification
leads to the following expressions for 2G,/ u- . For i = j + 1,
GiA 1 (A 23)
hesoutinsGi f he ner sstm o euaton A 4my eepese s aisofdtr
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Forj = 1, 2, ** *,2N-1;j + 2 < i < 2N,
0Gi ( - )(i+i+l)
-Lj i! mo(i-j)
mO 0 0mI
m2
2! ml mO
M3 M23- 21!mI
0
mO 0
Mi-j-l
(i-j-1)!
*.. 0
*-. 0
0
0
MO
mI
(A24)
These general expressions which hold for any number N of exponential components will be
evaluated for the special cases ofN = 1 and 2 in the following section.
In order to evaluate the other partial derivatives, 8Un/aG5, which are required in Eq.
A 22, we turn to the determinential equation whose roots are the values of the estimated
transformed decay constants, 01, 02, *-*, ON
1
G2
IaI =I
0
G2
G3
GN GN+,
02... ON
... GN+1
... G2N
= 0. (A25)
Denoting the cofactor of the (1, j) element of the matrix A by Clt, we may write eq. A 25 as
N+1
E CU01j~' = 0.j-1 (A 26)
This Nth-degree polynomial in 0 determines the roots 0, , n = 1, 2, * * *, N as implicit func-
tions of the G;, i = 1, 2, *.. , 2N. Partial differentiation of Eq. A 26 with respect to G;
yields
N+1
dA- E ( aCliIaGi )0"'-1
001 = - (jc/G-)Ol('-2)
j=l
(A 27)
forO = 01,02, -*,- ON, and i = 1, 2, ***, 2N. This completes the description of the
general scheme for calculating the partial derivatives 0O,,/ ,uj, which are then substituted
into Eq. A 20, allowing us to calculate 6N(&,).
In order to calculate the variances of a'., n = 1, 2, ... , N from Eq. A 21, we must first
evaluate the partial derivatives cla,,/Oj . Recalling the definition
N
Gi = E a.0.,
n-I
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we see that
N N
OG,/dG1u = Z (O9an/Os&Aj)0i + i E an0i(aOi/o.a,j). (A 28)
n-1 n=1
We have already evaluated the derivatives OGj/O,Aj, OOn/1I.Aj, and have available the es-
timates of an and An . Hence the system of Eq. A 28 for fixed j, where i =- 1,2,.. I,N,
consists of N linear nonhomogeneous equations in the N unknowns ca.n/OAj , which are
easily solved by the standard determinant method.
We have thus given a procedure for evaluating the approximate variances of a,n and tn a
for any number of exponential components. The estimates of the intrinsic decay time param-
eters nr, are obviously n = On/(l - X .f); from which the approximate variances may be
seen to be
a(TO n=1,2, - N. (A 29)
In the numerical examples presented in the experimental paper the precision of estimation is
expressed in terms of the approximate standard errors [-f2(A )]1I2, [A2(dn)]1/2.
Explicit Expressions for One- and Two-Component Systems
For a one-component system (N = 1), the system of Eqs. A 14 becomes
moG1 = Jo,
miG1 + moG2 = Ai,
which solves to give
G-=AO G2 mAOi - miJAo2mO mO
Substitution into Eq. A 25 then yields 01 = (llo) - (mil/mo), which together with the
relationship G1 = aXEl, gives
2
a AO
mi - mi/AG
Evaluation of the required partial derivatives and substitution into Eqs. A 20 and A 21
results in the following expressions for the approximate variances
A 21W
= J (2X)2 - TJA0
(&2 )Al(m) Ixo*XM4- Wxo)4 A[22X)2 . (A 30)
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For a two-component system, the determinantal Eq. A 25 becomes
1 0 02
G1 G2 Gs =0.
G2 G3 G4
Differentiating the cofactors Cl,I = 1, 2, 3, with respect to Gi, i = 1, 2, 3, 4, substituting
into Eq. A 27, and expressing Cl and G, in terms of a.. and 0,, we obtain
O_i 1 C02 1
cG4 ai101(i- 02)2 '0G4 a262(01 - 02)2
c00 - -(O1 + 202) 02 -(02 + 20i)
aGs atla(01 - 02)2' 91s a202(01 - 02)2
00 - 02(02 + 21) 002 _ 01(o1 + 282) A 31
clG2 iOi0(oi - 02)2 0(G2 a2022(01 - 02)2
From the general results given by Eqs. A 23 and A 24 we see that
0(4 1 GG8 1 0G2 1
0s3 6mo' 012 2mO0 Oi in0'
cIG4 -Ml cIGs -Ml0
=4_-n G_ m
OM1 2m2 ' aI m2
dG4 2 MOm 2 (A 32)
The partial derivatives given by Eqs. A 31 and A 32 are used in Eq. A 22 to evaluate CIO,/C0M,,
which are then substituted into expression A 22, completing the calculation of &2(ON,&2()2),
Finally, employing Eq. A 28, we obtain
Oai - 1 - no[2aO(a00/aOM1) + 2a202(d02/Ij1)]} + 02MO[ai(1001/01s) + a2(092/pA)]
ClJA1 m001(01 - 02)
0a2 _ { 1-mo[2ai0i(c00/Opui) + 2a282(002/01d,)] I + 0iMo[ai(0I0i/Opi) + a2(OO2/0p&]
aiAl mO2(02 - 01)
CaAil 02[aIl(001/0Is2) + a2(a02/C1i2)]- [2a101(C0I/0g2) + 2a202(402/0/s2)]
92 01(01-02)
0a2 _ 0Ol[Il(I06/C$2) + a2(d02/0M2)I - [2a101(081/0U2) + 20202(002/0$2)]
-A 02(02- 01)
cal 02[al(901/0pus) + a2(C02/0p,)]- [2ai0j(00j/OI&3) + 2a202(C02/pUa)J
; 01(O1-02)
0a2
-0[ai(I00/09;) + a2(002/0uA)] - [2ai0j(40j/09a) + 2a202(402/0Ua)] (A 33)
Cl3JA 02(02 - 01)
Substitution of these partials into Eq. A 21 completes the calculation of &2(&O, &2(s).
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Examples of the procedure developed here are given in the experimental part of the paper.
These show that our results are in good agreement with experimental analysis, both synthetic
and real. This demonstrates the usefulness of the statistical results. It also demonstrates the
adequacy of our approximate treatment of the problem.
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