This paper presents an automatic computer-aided detection scheme on digital chest radiographs to detect pneumoconiosis. Firstly, the lung fields are segmented from a digital chest X-ray image by using the active shape model method. Then, the lung fields are subdivided into six non-overlapping regions, according to Chinese diagnosis criteria of pneumoconiosis. The multi-scale difference filter bank is applied to the chest image to enhance the details of the small opacities, and the texture features are calculated from each region of the original and the processed images, respectively. After extracting the most relevant ones from the feature sets, support vector machine classifiers are utilized to separate the samples into the normal and the abnormal sets. Finally, the final classification is performed by the chest-based report-out and the classification probability values of six regions. Experiments are conducted on randomly selected images from our chest database. Both the training and the testing sets have 300 normal and 125 pneumoconiosis cases. In the training phase, training models and weighting factors for each region are derived. We evaluate the scheme using the full feature vectors or the selected feature vectors of the testing set. The results show that the classification performances are high. Compared with the previous methods, our fully automated scheme has a higher accuracy and a more convenient interaction. The scheme is very helpful to mass screening of pneumoconiosis in clinic.
INTRODUCTION
P neumoconiosis is a major occupational disease caused by inhaled free silica, asbestos, mixed dust, coal, beryllium, cobalt, and so on. Mass chest screening is a key to the early detection and cure of pneumoconiosis. Currently, chest radiograph is the most useful tool for diagnosis of pneumoconiosis. To facilitate mass chest screening, the International Labor Organization (ILO) developed the diagnosis guidance 1, 2 to standardize the classification of pneumoconiosis. In the ILO classification guidance, each lung field is divided into three zones: upper, middle, and lower zone. The profusion level of small opacities can reflect the degree of pneumoconiosis. The profusion level of small opacities in each area is scored based on the observations of a trained radiologist. The radiologist assesses the profusion of small opacities by comparing with ILO standard radiographs and gives a discrete score from 0/−, 0/0, 0/1, 1/0, 1/1, 1/2, 2/1, 2/2, 2/3, 3/2, 3/3, and 3/+, corresponding to the twelve possible categories. In this paper, the ground truth database is built up according to Chinese diagnosis criteria of pneumoconiosis. Hodous et al. 3 made a comparison of pneumoconiosis interpretation between Chinese and American readers and classifications. Some differences exist between Chinese and American interpretations. For small opacity profusion, the Chinese readers tended to read slightly more diseases than the American readers. However, there was a general agreement between the Chinese and American interpretations, which suit our scheme for use in epidemiologic research.
Digital radiograph is a prevalent approach for lung disease diagnosis, especially in mass screening. A CAD scheme is necessary to reduce workload and improve the workflow in mass chest screening. It is also useful in the training program for young radiologists. One promising application is the integration of CAD system with PACS environment.
In the past two decades, many researchers have dedicated in the development of CAD in various medical fields including chest radiography and mammography. [4] [5] [6] [7] Three main research projects of CAD scheme have been investigated: 7 quantitative analysis of lesions involved in vascular imaging; detection of lung nodules and interstitial lung diseases in chest radiographs; and detection of clustered microcalcifications in mammograms.
Generally, a complete CAD scheme for chest consists of three main steps: segmentation, feature extraction and feature classification. Segmentation is a necessary prerequisite process for quantitative analysis applications. In this stage, the object in the image should be delineated accurately. Feature extraction is the second process of describing the image feature using geometrical feature, texture feature, intensity, location, and so on. The third process is feature classification, where various classifiers, like k nearest neighbors (k-NNs), random forest or support vector machines (SVM), could be employed to discriminate normal samples from abnormal.
Our methodology is engaged in the development of CAD scheme for pneumoconiosis. The studies of investigating CAD for pneumoconiosis date back to the 1970s, [8] [9] [10] [11] with a recent revival of interest in the late 1990s. [12] [13] [14] [15] [16] [17] [18] However, in practice, they all face a considerably serious limitation: based on manually selected regions of interest (ROI), the previous CAD schemes were constrained to be applicable to the clinical use. Kondo and Kouda 12 proposed an automatic method for the detection of rounded pneumoconiosis opacities. Nevertheless, their method is on the basis of manual lung field subdivision and then these subdivided regions were quarried for the automatic analysis using neural network.
To overcome this critical difficulty, a fully automatic strategy is presented here. Our work is aimed at finding abnormal signs of a diffuse textural nature encountered in mass chest screening against pneumoconiosis automatically. The main contributions include the subdivision of lung fields into six zones according to the ILO classification guidance, the combination of multi-scale difference filter bank with histogram and co-occurrence matrices to extract discriminatory features from each zone, the utility of support vector machine as region level classifier and the employment of chest level classifier to incorporate six regions' prediction results into the final classification.
The scheme is initialized with the lung field segmentation using the active shape model (ASM), a general image segmentation algorithm. Next, the segmented lung fields are subdivided into smaller regions. Then, a multi-scale difference filter bank is used to enhance subtle abnormalities in pneumoconiosis chest radiograph. On the original and processed lungs, the histogram and the co-occurrence matrices features are calculated from each region. Based on all the features calculated, support vector machine (SVM), a promising classifier, is employed to extract the relevant discriminatory information through a leave-one-out cross-validation method. Finally, a chest level classifier is used to integrate six regions' prediction results to obtain the final classification.
METHODS

Lung Segmentation
Active Shape Model Segmentation
The aim of segmentation is to extract corresponding regions within the lung fields in order to avoid the background noise. Lung field segmentation on posterior-anterior (PA) chest radiographs has attracted a number of researchers. There are rule based schemes, 19, 20 Markov random field modeling, 21 ASM method with optimal features 22 and the detection of oriented edges together with active contours models. 23 As the efficiency and accuracy are required in the segmentation process, ASM algorithm is employed to delineate the lung fields in our work.
The ASM algorithm could be mainly divided into two steps, training and segmentation. The main steps of ASM algorithm 24, 25 are briefly summarized below. Figure 1 shows the result of a lung field segmentation with ASM algorithm.
(Training/model building) Begin
Step 1: Label the lung contour landmarks on the training images.
Step 2: Align the manual landmark shapes by scaling, rotating and translating.
Step 3: Capture the statistics of a set of aligned shapes.
Step 4: Construct the shape model.
End
(Segmentation/lung contour delineation) Begin
Step 1: Initialize the process with the average shape obtained in training phase.
Step 2: For each landmark in the initial contour, search the optimal point along the direction perpendicular to the contour.
Step 3: Find the best fitted lung field shape and update the parameters and the shape model.
Step 4: Repeat Step2 and Step3 until the process converges.
End Subdividing the Lung Fields into Six Zones
According to the domain knowledge of pneumoconiosis diagnosis, the texture features are extracted from multiple regions to better capture the features of the diffuse abnormalities. On the basis of the ILO guidance and radiologists' diagnostic measurement, six non-overlapping regions are subdivided in the lung fields. Each region will be analyzed with a separate classifier that is built by the features extracted solely from this region. The goal is to capture the feature of abnormal variations in that particular part; in principle, this will reduce the influence of superimposed anatomical structures, which tend to make the abnormalities difficult to distinguish.
The six subdivision zones are decided as follow. Given a lung field mask image, each lung field is subdivided into three parts-the upper, middle and lower part. The subdivision of the right lung field is done by calculating the apex and diaphragm position, and computing the horizontal lines that divide the field into three parts with equal height. However, as the large variability of the shapes of the left lung leads to difficulty in obtaining diaphragm position, the left lung field subdivision differs from the right lung field. The left lung field is subdivided by calculating the apex and bottom position, and computing the horizontal lines that divide the field into three parts with equal height, see Figure 2 , where R i denotes a non-overlapping region.
Feature Extraction
Feature extraction in a CAD scheme is to find effective measures to represent the abnormalities appeared in medical image. Generally, chest X-ray pneumoconiosis contains diffuse abnormalities. For the detection of diffuse abnormalities, a large number of researches had proved the effectiveness of the textural analysis method. [26] [27] [28] The whole feature extraction operation consists of two phases: image filtering and feature calculation. The image filtering is the initial level preprocessing for the enhancement of abnormalities. The feature calculation is the second level stage of extracting abnormalities in the object image. The efficient integration of the initial level image filtering with the second level feature calculation has remained a challenge. Innovative solutions to this problem will advance the field of feature extraction, even the final image classification.
Preprocessing by Difference Filtering
In this paper, we investigate the chest X-ray pneumoconiosis where abnormalities are of various sizes, of various degrees of opacities, rounded or irregular. The image enhancement preprocessing is used to highlight small opacities. To this end, 
Ginneken
27 used a multi-scale Gaussian filter bank to preprocess image. Similarly, in order to search the significant histogram features and the co-occurrence features, a multi-scale difference filter bank L n θ (x,y,d) is developed to improve the image contrast, where n, θ, and d denote the order of difference, the orientation in which the difference is computed and the difference scale, respectively. Let I(x,y) denotes image gray value. The first and second order difference filter bank are defined as
where f x and f y represent the first order differences, f xx , f xy and f yy represent the second order differences:
Feature Calculation
The histogram and the co-occurrence matrices are useful measures for image feature. [8] [9] [10] [11] [27] [28] [29] [30] [31] The histogram features 19 (mean, M 1 ; standard deviation, M 2 ; skew, M 3 ; kurtosis, M 4 ; energy, EG; entropy, EP) are computed as
ÁhðiÞ À 3;
where h(i) denotes the histogram of the intensity i. The co-occurrence matrices features 19 (energy, EG; entropy, EP; local homogeneity, LH; correlation, CO; and inertia, IN) are computed as
where H(i 1 ,i 2 ) denotes the two-dimensional histogram of the two intensities i 1 and i 2 , μ and σ denote the first and second moment around the mean of the joint distribution. 
Feature Normalization
Since significant difference exists among features, normalizing the features provides authentic information for the classifier. The normalization method we used here is to compute the maximum and minimum data in the feature vector set and map them onto the same reference gray intervals. The computation can be carried out by
where X normal , X, X max , and X min represent the normalized data, the raw data, the maximum data and the minimum data, respectively.
Feature Selection
Feature selection 32 is selecting a subset of relevant features for building robust learning models. Through removing most irrelevant and redundant features from the data, feature selection improves the performance of learning models by enhancing generalization capability, improving model interpretability and saving time cost. Moreover, the feature selection helps people to acquire better understanding about the data sets by telling them which are the key features and how they are related with each other. Many standard data analysis software systems are utilized for feature selection, such as MATLAB, Orange, WEKA (Waikato Environment for Knowledge Analysis 32 ), etc. In this paper, feature selection is accomplished by a ranker used in conjunction with information gain attribute evaluator which is available on WEKA.
32
WEKA is an open source machine learning software developed by the university of Waikato, New Zealand, available on the web at http://www.cs. waikato.ac.nz/ml/weka/. WEKA contains a collection of algorithms for data analysis and predictive modeling, together with graphical user interfaces for easy access to these algorithms. It supports several data mining tasks, such as data preprocessing, classification, regression and feature selection. Feature selection methods in WEKA consist of two steps: an attribute evaluation and a searching method. The attribute evaluation method we chose is the information gain attribute evaluator that evaluates the individual attribute by measuring the feature information gain with respect to the class. We integrate this evaluation method with the ranker searching method, a ranking scheme for individual attribute. It sorts attributes by their individual evaluations. 32 
Classification
In this paper, the classification is made up of two processes: the region level classification and the chest level classification.
Region Level Classification
The technique of classifier design has been evolved rapidly in the past two decades. Arya and Mount 33 developed a fast k-NNs algorithm, wherein a probability measure of a region is computed using weighted voting among the k-NNs. More recently, SVM has been used for various classification tasks in pattern recognition field, which is a promising classification technique developed by Vapnik et al. 34 Based on the statistical learning theory and the structural risk minimization, 35 the SVM obtains the best generalization ability through achieving the optimal balance between the complexity of model and the learning ability. Random forest 36 is another widely used classifier. The classifier utilizes an ensemble of unpruned classification trees.
37-39 Each classification tree is created by using bootstrap samples of the training data and the random feature selection in tree induction. Estimation is made by integrating (majority voting or averaging) the estimations of the ensemble.
Our paper proceeds with the region level classification using the SVM classifier. The key step of the SVM algorithm is to map the input vector onto a higher dimension with a selected kernel and construct an optimal linear separating hyperplane for the separable samples, as is shown in Figure 3 . φ φ Fig. 3 . The input vector is mapped onto a higher dimension with kernel ϕ. The optimal linear separating hyperplane is constructed for the separable samples. The red circles denote class A. The blue circles denote class B.
Usually, the SVM facilitates high dimensional data to transform nonlinear cases into linear separable cases. However, when it comes to a large number of training data and multi-classification cases, the SVM performs undesirably. Herein, we use the SVM to deal with two categories cases and small training data to make great use of its classification performance. The key steps of the SVM are summarized below.
Step 1: Choose a kernel and a penalty factor C for the nonlinear transformation.
Step 2: Input the feature vector set, and map them onto a higher dimension.
Step 3: Search the optimal linear separating hyperplane in a higher dimension.
The feature extraction yields a feature vector for each subdivided region in each image. These feature vectors are used by the classifier to estimate the abnormalities of each region. For this purpose, a training dataset is constructed for each region. The K folds cross-validation method with the leave-one-out is used to obtain the SVM parameters. For each region, the received operating characteristic (ROC) analysis 40 could be performed. A ROC curve plots the true positive fraction as a function of the false positive fraction. The area under the ROC curve (AUC) value is denoted as A v . It demonstrates how reliable the classification can be performed for the region under consideration. A value of A v =1 corresponds to perfect classification, A v =0.5 represents random guessing. The AUC value is an important parameter for the subsequent chest level classification as the weighting factor.
Chest Level Classification
The prediction result per region may be an essential final result for a CAD scheme. Regions with a high abnormality score are outlined when a radiologist read the image. Furthermore, a chest level classifier is employed to integrate the probabilities of the six regions to obtain the classification result for the whole image. The area under the ROC curve for each region derived in the training phase is used as an indicator of the classification performance of the scheme for each region. In this paper, we incorporate the regional scores into a stand-alone result via two methods: the weighted voting and the weighted multiplying.
The weighted voting is a useful measure widely used. Herein, the weighting factors are calculated for the six regions. Each region votes for the region to be normal or abnormal. The final probability of an image being abnormal based on the six regions is given by
where Pr ob denotes the final probability, P i , which ranges from 0 to 1, denotes the prediction result of the ith region, N is the number of regions, herein N=6, and W i is the weighting factor for region i determined by the AUC value of each region obtained in the training phase given by
Weighted multiplying was proposed by Ginneken, 26 for which the reason is that the image is abnormal if any of the regions is abnormal. The final probability of an image being abnormal based on six regions is given by
where Pr ob denotes the final probability, P i , which ranges from 0 to 1, denotes the prediction result of the ith region, N is the number of regions, herein N=6, and f i is the weighting factor for region i determined by the AUC value of each region obtained in the training phase given by
The threshold T A v determines the minimum value that A v i must have in order to be taken into account in the classification of the complete image.
Database of Digital Chest X-rays for Training and Testing
A total of 850 PA chest radiographs were used to evaluate the scheme, which were collected from Shanghai Pulmonary Hospital. The digital chest radiographs were acquired from GE Revolution XQi, with a matrix of 2022*2022 and 14 bit depth in the DICOM format. The radiographs consist of 600 normal cases and 250 abnormal cases (the age of the patient ranges from 18 to 70 years. The abnormal database includes those with pneumoconiosis ranging from stage 0+ to stage III. The ground truth is the diagnosis conclusion by three qualified radiologists from Shanghai Pulmonary Hospital. 850 images were randomly divided into a training set and a testing set, each consists of 300 normal cases and 125 abnormal cases, about 30% of which were abnormal, as is defined in Table 1 . Note that this percentage of abnormal cases is much higher than that is encountered in realistic screening application.
Experiments are conducted with these 850 chest images, and the normal and abnormal categories selected for this study are defined under the supervision of three radiologists as is illustrated in Table 1 .
We use the first and second order difference filter bank with a given orientation θ ϵ{0,45,90,135} and a given scale dϵ{1,2}. This filter is applied to both the histogram feature calculation and the co-occurrence matrices feature calculation. The grey level cooccurrence matrices are constructed for a given direction φϵ{0,45,90,135} and a given distance D= 1. Moreover, we compute the features from the original image without any filtering. Therefore, a feature database is created through extracting 427 features such as the histogram features (mean, standard deviation, skew, kurtosis, energy, entropy), the co-occurrence matrices features (energy, entropy, local homogeneity, correlation and inertia).
In order to evaluate the effectiveness of the feature selection skill, the feature selection approach in WEKA is used, separately for each region. Features ranking top 20 of each region are selected. Our experiments were conducted on two feature vectors: the full feature vector consisting of 427 features and the selected feature vector consisting of 20 selected features for each region.
In this paper, we use SVM (support vector machine) classifier for feature training and classification. Note that the choice of a kernel and a penalty factor C is crucial for the SVM. We choose the radial basis function (RBF) kernel since it has better performance than the linear and polynomial kernel at most situations. Let Γ be the parameter of the RBF kernel. The value of C and Γ is determined for each region in the training phase.
The evaluation specificity consists of accuracy (Acc), sensitivity (Ses), specificity (Spe), and average of sensitivity and specificity (SSAve). They are defined as follows:
where TP, FN, FP, and TN denote the number of abnormal samples classified as abnormal, the number of abnormal samples classified as normal, the number of normal samples classified as abnormal and the number of normal samples classified as normal, respectively.
TEST RESULTS
Results of Region Level Classification
As the first step, optimal parameters are requisite via testing multiple pairs of penalty factor C and Γ , wherein lgC ϵ { − 11,− 9,− 7,− 5,− 3, −1,1,3,5,7,9,11} and lgΓϵ{−11,−9,−7,−5,−3, −1,1,3,5,7,9,11}; lg denotes logarithm to base 10. 4 folds cross-validation method with leave-one-out is used. The optimal parameters of SVM for each region on two feature vectors are derived according to the maximum value of SSAve. As is shown in Table 2 , on the basis of the value of SSAve, the best training performance of the six regions on the two feature vectors are obtained separately. Mean- while, the cross-validation classification results of the training set for each region are given. The sensitivity, one of the most important specificities, of the six regions for the full feature vector are over 90%, which provide essential information for further validation on the testing set. The overall performance of the cross-validation on the training set shows great potential as all the evaluation specificities are over 85%. Then, the ROC curve analysis is used to evaluate the training performance of each region. Figure 4 plots the ROC curves for each region on the two feature vectors. The red dashed line represents ROC curve on the full feature vector. And the blue solid line represents ROC curve on the selected feature vector. Correspondingly, Table 2 lists the AUC values for each region. As is demonstrated in the figure and the table, the AUC values for the six regions on the two feature vectors are over 0.97, in which some values approach one, the perfect result. Therefore, we believe that the training results are reliable and the optimal training models are built up for further testing sets. Next, we use the training parameters and weighting factors derived from the ROC analysis to classify the testing database using the chest level classifier.
Results of Chest Level Classification
The result of chest classification is derived via the integration of the six regions prediction results with the chest level classifier. Here we utilize two different classifiers to validate how the design of chest level classifier affects the final performance. Threshold should be set to decide the final classification of the chest radiographs, normal or abnormal. The threshold we used here is obtained in the training phase by tuning. The optimal thresholds on the two feature vectors from the training set using two different chest level classifiers are derived according to the maximum value of SSAve. The tuning results are given out in Table 3 . Table 3 Table 4 lists the final chest classification results of the testing database on the two feature vectors using two different chest level classifiers. Correspondently, the ROC curves are plotted in Figure 5 and the AUC values are also listed in Table 4 . The results for the testing set are similar with the crossvalidation results on the training set. First of all, the sensitivity on the two feature vectors using two different chest level classifiers is higher than 90%. For the AUC value, the performance is over 0.948, still very good. For the full feature vector, the accuracy is around 89.2%, for the selected feature vector, the accuracy is around 87.8%.
DISCUSSION
In this section, we discuss whether some components of the system affect the final classification performance.
Lung field segmentation is a crucially important stage before the calculation of the histogram and co-occurrence matrices features, because it removes the effect of body and other noise background and thus makes it possible to distinguish the normal lung texture from abnormalities.
Another important process is the multi-scale difference filtering, with which discriminatory features could be extracted; these features appear to be related closely to small opacities and profusions in pneumoconiosis chest.
In addition, feature selection is helpful to save time cost in our scheme. With a total of 427 texture features calculated, we apply the ranker selection method to extract the ranking top 20 features for each region. From Figure 5 and features. This means these three features contribute the most to the final classification performance. For the component of chest level classifier, we compared two different classifiers. Table 4 indicates that both classifiers almost resulted in identical results. Also, from Figure 5 and Table 4 , the ROC curve derived from two classifiers nearly overlaps. And the AUC value of the voting classifier only has 1% better performance than the multiplying classifier. Therefore, we can say that the choice of chest level classifier does not improve the final classification result significantly although it may well be that another chest level classifier would yield slightly better results.
Our results are comparable to, even better than, those reported by Soliz 16 and co-workers. Our scheme yields the 89.2% accuracy on the full feature vector. Even on the selected feature vector, the 87.8% accuracy is obtained, while Soliz et al. reported the 86.8% accuracy. They used a combined scheme for the detection of pneumoconiosis disease. First of all, the ROIs they defined were manually labeled by the pulmonologist with ground truth. Their method is not suitable to the mass chest screening in clinic use. Secondly, the selected ROIs were characterized using the method based on sum and difference histogram, and cooccurrence matrices statistics parameters. With such a small set of features, they are not able to find full information of features representing the abnormalities. Thirdly, the laterally primed adaptive resonance theory neural network was implemented by Soliz et al. as a means for clustering and classifying complex ROI feature vectors. The SVM classifier used in our work obtains the best generalization ability through achieving the optimal balance between the complexity of model and the learning ability that might outperform the neural classifier used by Soliz et al. Fourthly, the database used for their study consisted of 212 radiographs, while our database consisted of 850 radiographs with wider age range.
CONCLUSION
We have presented an automatic scheme for the pneumoconiosis abnormality detection in digital chest radiographs. The whole scheme begins with the lung field segmentation, followed by the feature extraction based on the multi-scale difference filtering histogram and the co-occurrence matrices to represent opacities in chest X-ray. Finally, the SVM classifier is employed to characterize the feature vector and the chest level classifier is used to classify the whole chest image.
Experiments were performed on both the training set and the testing set to classify the pneumoconiosis cases from the normal cases. In the training phase, training models and weighting factors for each region are obtained. We evaluate our scheme on the testing set with the full feature vector or the selected feature vector by using two different chest level classifiers. The evaluation result on the full feature vector is the sensitivity 92.0%, the specificity 87.7%, the accuracy 88.9% and the AUC value is 0.978, where the threshold value is 0.26. The evaluation result on the selected feature vector is the sensitivity 91.2%, the specificity 86.3%, the accuracy 87.8% and the AUC value is 0.958, where the threshold value is 0.24, as is demonstrated in Figure 5 and Table 4 . Compared with previous researches, 7-17 our fully automated scheme has higher classification performance and more convenient interaction, which is helpful for mass screening in clinic.
According to the classification performance evaluated in the testing set, we believe that this scheme may be helpful to radiologists who are using CAD output for mass chest screening, diagnostic image interpretation and differentiating the pneumoconiosis cases from the normal cases.
