This paper proposes a set of novel efficient fault-tolerant multicast routing algorithms on hypercube networks using shared tree routing approach. The algorithms can select an optimal core (root) for constructing the shared tree so as to minimize the average delay for multicast messages. Simulation results indicate that our algorithms are efficient as compared with the existing multicast algorithms for balancing both objectives of short average delay and less resource utilizations over hypercube networks.
Introduction
Interconnection networks are used in parallel computer systems with a variety of different architectures. Particular usage of Interconnection networks and parallel computers are not only in the scientific computations but also in information processing such as knowledge search, mining and parallel service for today's e -commerce applications. Massively parallel computers (MPCs) with hypercube topologies are used in information dissemination-based applications for performance, reliability, and availability, such as in large-scale scientific computations, distributed databases, and media-on-demand servers etc. On those applications, efficient routing for the dissemination messages have been the important issues to the success of the applications. Hypercube possesses many attractive properties, such as strong connectivity (which admits a good fault-tolerance capability), low diameter, regularity, symmetry and ability to embed many other topologies. Some researchers have studied the multicast problems for hypercube topologies [Choi, Lan Wu et al] . Most of them focus on the construction of a source-based tree. This paper presents a novel optimal core selection algorithm and shared-tree generation algorithms for efficient multicast communications on hypercube networks. The issues discussed in this paper include:
Optimal Core Selection Algorithm that can minimize the average distance (delay) from the selected core to each receiver in a destination group.
Tree Generation Algorithm that can minimize the number of l inks used and at the same time to achieve the shortest end-to-end average delay.
Efficient Multicast Routing Algorithm that will reduce the end-to-end (average) delay even there exist some faulty nodes along the routing path.
Network Topology and Delay Metrics
Denote a hypercube network as a graph G = (V, E, d) , where V is the set of nodes, representing routers or switches in V; E is the set of edges (links), representing the logical connectivity; d (u,v) is the function mapping edges to the distances (minimum delay) for each link (u, v) m nodes and every node has m neighbors. The delay (denote as static distance) of all links is defined as uniform, i.e., one unit. Therefore for two nodes v j = (x j0 , x j1 ,…, x j,m-1 ), j = 1, 2, the static delay between the two nodes is defined as the Hamming distance shown below:
Assume that g={v1, …, v n} is a group of members that subscribe multicast service from some sources. We define cost metrics as:
Tree Routing Cost: Based on the distance definition (2-1), for a given group of destinations g ={v 1 , …, v n } and its root r, tree routing cost function f is defin ed as
where vj ∈ g and r ∈ G is the root for a multicast tree. For the individual sources s, we may like to minimize f(s). Considering a set of sources S={s1, …, sk}, the global routing cost for group g can be derived as:
Multicast delay for (1) Source tree for a source node s is defined as D S (s) = max 1≤j≤n {d(s, v j )} (2-4) where vj∈g and s∈G is the source, which is the maximum propagation delay.
(2) Shared tree routing is to route the message from the source node s to the root of the shared tree and then the message is routed from the root to all the destinations in the group.
D ST (s) = d(s, r) + max 1≤j≤n {d(r, v j )}
(2-5) where v j ∈ g; s, r∈ G and s is the source and r is the root of the tree.
Optimal Core Selection Algorithm
This section considers the core selection problem on a m-dimensional hypercube H m. Denote the multicast group g = {v 1 , v 2 , …, v n } where v j =(x j0 , x j2 ,…, x j,m-1 ), 1≤ j ≤ n. We search for a node such that the objective function f(v) (2-2) is minimized. We call such node that achieves the objective as the optimal core. The following algorithm will enable us to select such a core. The following t heorem gives a sufficient and necessary condition whether a node is the optimal core (root). easily check this is indeed the minimal value of f(). Shared Tree Generation Algorithm can relatively easy constructed as the optimal core has been selected. One can use Dijkstra algorithm to build it. We have improved the shared tree and the details are omitted for saving the space.
Performance Evaluation
This section reports performance results of our algorithms in fault-free case.
To obtain the performance data, we use a discrete event simulation model to simulate multicast routings. The simulation program is written in C and runs in a SUN SPARC-20 workstation. The network simulated is devised with a 6-dimensional hypercube. The bandwidth of each link is uniformly measured as 10Mbps. For each simulation, 2 millions of multicast packets are randomly generated as a Poisson process and the average size of each packet is about several tens of . Simulation starts when the first multicast packet is generated and ends when all the packets have reached their destinations. We collected the statistics data when the systems were stable. In our simulation, we take into consideration of number of members in the group from 3 to 15 and the distribution of the members is randomized in the network. Fig. 1 demonstrates that the average delay of various group sizes in the multicast group. From this diagram, we have the observations that our multicast algorithm is scalable with the randomly generated member distributions. In Fig. 2 , our optimal core multicast algorithm is compared with the random core generation under the same distribution of group members. It can be seen that our algorithm incurs much less delay, particularly in the cases of heavy loading of multicast traffic in which every node is a multicast message source.
Conclusions
The algorithms presented can be extended to m-dimensional hypercube networks with faulty nodes as long as the faulty nodes do not affect the connectivity. In multiple faulty nodes case, heuristic algorithms can be applied to partition the hypercube networks with faults into several subhypercubes, each contains one fault. For each sub-hyper cube, one may find its optimal core and construct the shared subtree. The subtrees may be further connected into a shared tree to cover the whole network. 
