Previous research suggests that sexual stimuli increase testosterone (T) in women and shows inconsistent effects of sexual arousal on cortisol (C), but effects of cognitive aspects of arousal, rather than behaviors or sensory stimuli, are unclear. The present study examined whether sexual thoughts affect T or C and whether hormonal contraceptive (HC) use moderated this effect, given mixed findings of HC use confounding hormone responses. Participants (79 women) provided a baseline saliva sample for radioimmunoassay. We created the Imagined Social Situation Exercise (ISSE) to test effects of imagining social interactions on hormones, and participants were assigned to the experimental (sexual) or one of three control (positive, neutral, stressful) conditions. Participants provided a second saliva sample 15 min post-activity. Results indicated that for women not using HCs, the sexual condition increased T compared to the stressful or positive conditions. In contrast, HC using women in the sexual condition had decreased T relative to the stressful condition and similar T to the positive condition. The effect was specific to T, as sexual thoughts did not change C. For participants in the sexual condition, higher baseline T predicted larger increases in sexual arousal but smaller increases in T, likely due to ceiling effects on T. Our results suggest that sexual thoughts change T but not C, baseline T levels and HC use may contribute to variation in the T response to sexual thoughts, and cognitive aspects of sexual arousal affect physiology.
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A variety of evidence links testosterone (T) and sexuality-related contexts, including sexual desire, arousal, stimuli, and behavior (for reviews, see Bancroft, 2005; Regan, 1999; van Anders and Watson, 2006c) . For example, partnered sexual activity increases T in women (van Anders et al., 2007) and men (Dabbs and Mohammed, 1992) . However, physical partner presence may not always be necessary for a sexually-stimulated T response, as exposure to visual sexual stimuli elevates T in men (Hellhammer et al., 1985; Redoute et al., 2000; Rowland et al., 1987; Stoleru et al., 1999) . Findings on T responses to sexual stimuli other than partnered activity in women are mixed. One study reported small increases in T after women viewed an erotic film and masturbated to orgasm (Exton et al., 1999) . However, van Anders et al. (2009) found no statistical change in T in response to an erotic film when masturbation was not involved, which might imply that orgasm or sexual activity is required for the T response to occur in women. Interestingly though, another study found that women's T increased after watching a film depicting an attractive man initiating a romantic relationship with a woman and imagining themselves as the woman in the film (Lopez et al., 2009 ). Thus, neither sexual behavior nor partner presence may be required to induce a T response, but sexual arousal or interest might be.
If sexual behavior increases T, is it the behavior, or other sexual elements, that affect physiology? Human sexual behavior and arousal include several cognitive elements acknowledged as important to the sexual response, including perceptions of genital and autonomic arousal (Toledano and Pfaus, 2006) , a psychological readiness to respond to sexual stimuli (Toledano and Pfaus, 2006) , and recognition of a situation "as sexual" (Rosen and Beck, 1988; Stoleru et al., 1999) . Here, we focus on cognitive arousal as a "state" encompassing the factors described above (perceptions of genital and autonomic arousal, etc.) which occurs in response to a stimulus, and this stimulus could be sensory or imagined. In addition to their role in sexual arousal, sexual cognitions may induce T responses, given that van Anders et al. (2007) found that women's T was higher before intercourse than before control activities (cuddling or exercise), suggesting that anticipation of sexual activity may increase T. In women in long-distance relationships, T increases the day before women first see their partners after a separation, which may also reflect anticipation of sexual activity (Hamilton and Meston, 2010) . One previous study found preliminary evidence that discussing topics of a sexual nature during an interview resulted in increased concentrations of luteinizing hormone (which cues T release) in men (LaFerla et al., 1978) . And, Anonymous (1970) reported that a biomarker of T (beard growth) appeared to increase in anticipation of sexual activity. Despite these suggestive findings, no studies have explored whether simply thinking about sex, without the presence of partners, sexual behavior, or external sensory stimuli, can change T.
Though there is no clear consensus at present with T, the role of cortisol (C) in sexuality is even less clear. C levels appear to decrease in women after viewing an erotic video (Hamilton et al., 2008; van Anders et al., 2009) , though two studies found no difference in C responses between women in erotic video and control video conditions (Exton et al., 2000; Heiman et al., 1991) . Masturbation to orgasm does not appear to affect C in women (Exton et al., 1999) . Finally, in women experiencing passionate love, C increased in response to thinking and writing about a romantic partner compared to thinking and writing about a friend (Loving et al., 2009) . Although this finding suggests that activities involving mental imagery and cognitions about relational intimacy can elicit C responses, previous research has not examined whether thinking and writing about sexuality could produce a similar response.
Hormonal responses to sexual stimuli may vary as a result of baseline hormone levels, which is why most studies have used withinparticipant designs. However, large numbers of young women are using hormonal contraceptives (HCs), so HC use may lead to a large source of between-participant variability. HC use decreases baseline levels of free T (Bancroft et al., 1991; Coenen et al., 1996; Edwards and O'Neal, 2009; Greco et al., 2007; Swinkels et al., 1988; Thorneycroft et al., 1999; van Anders and Watson, 2006a) and increases concentrations of sex-hormone binding globulin (SHBG), a protein that binds T, resulting in the lower free T (Murphy et al., 1990; Swinkels et al., 1988; Thorneycroft et al., 1999) . However, whether HC use affects T changes in response to social stimuli is less clear. Although some studies have not found effects of HC status on T responses to social stimuli (Edwards and O'Neal, 2009; van Anders et al., 2007) , previous authors have emphasized the need to clarify how HC use is associated with between-participant variability in T responses (Edwards and O'Neal, 2009; Josephs, 2009) . Furthermore, recent evidence suggests that HC use attenuates women's T responses to stimuli involving an attractive man (Lopez et al., 2009) .
HC use affects baseline T levels, so there is reason to suspect effects on responses. There is also evidence that HC use affects C responses to stress, but perhaps not to sexuality. Although women using HCs show similar C responses to stress compared with women in the follicular phase, they show blunted C responses to stress compared with women in the luteal phase (Kirschbaum et al., 1999) . However, Hamilton et al. (2008) found no effect of HC use on baseline C or C responses to sexual stimuli; likewise, HC use did not affect C responses to thinking about a romantic partner (Loving et al., 2009) or to cues involving an attractive man (Lopez et al., 2009 ). As such, effects of HC use on C responses, like T responses, to sexual stimuli are still unclear.
In addition to baseline levels of hormones, sexual experience may moderate physiological responses to sexual stimuli. For example, sexually experienced male rats show higher T responses to mating than naïve males (Kamel et al., 1975) . Sexual experience is required for male rats to show a T response when exposed to a receptive female, and experience increases the C response to mating (Bonilla-Jaime et al., 2006) . For male rats, past mating experiences may prompt the formation of learned associations between cues relevant to mating and mating itself, resulting in T responses to cues (e.g., visual, olfactory) associated with mating (Alexander et al., 1994; Graham and Desjardins, 1980) . In humans, Roney et al. (2003 ) (c.f. Roney et al., 2007 van der Meij et al., 2008) found that men with recent sexual experience showed an increase in T after a social interaction with a woman, whereas men with no recent experience did not. Past research has not addressed the role of previous experience on women's hormonal responses to sexual stimuli.
In the current study, we investigated whether sexually arousing thoughts in the absence of sensory stimuli result in a T or C response in women. Because no established experimental paradigm exists to assess the effects of sexual cognitions on physiology, we developed a novel design, the Imagined Social Situation Exercise (ISSE), to determine whether sexual cognitions affect T and C. We compared hormone responses to imagining and describing a sexually arousing situation to three control scenarios: a) a neutral condition to control for passage of time and imagining a social interaction; b) a stressful condition to control for autonomic arousal and the potentially stressful response to imagining a sexual encounter; and c) a positive condition to control for feelings of pleasure, reward, and affiliation that might accompany imagining a sexual encounter. In each condition, participants read about and imagined themselves in a social situation and responded to openended questions about the situation. Considering that imagining oneself as a participant in a situation (Janssen et al., 2003) and focusing on responses as well as stimuli (Dekker and Everaerd, 1988) facilitate sexual arousal, our paradigm was designed to elicit meaningful sexual arousal as the open-ended questions targeted both participants' actions and feelings in their imagined scenario.
Based on evidence that sexual arousal increases T in women (Dabbs and Mohammed, 1992; Exton et al., 1999; van Anders et al., 2007) , we hypothesized that participants in the sexual condition would show an increase in T compared to participants in the control conditions. We examined the effect of sexual thoughts on C, but given previous conflicting findings on C responses to sexual stimuli (Exton et al., 1999 (Exton et al., , 2000 Hamilton et al., 2008; van Anders et al., 2009 ), we did not make a specific prediction for changes in C in response to sexual thoughts. Finally, we explored whether baseline levels of hormones, HC use, or sexual experience influenced T or C responses to sexual thoughts. Effects of sexual thoughts on hormones have potentially broad implications for understanding the link between hormones and sexuality, and, even more broadly, the effects of cognitions on physiology.
Method

Participants
Participants were 79 women (mean age = 20.58 years, SD = 4.18 years, range =18-39 yrs) recruited from the undergraduate psychology pool and the community through online advertisements and posters. Participants were compensated with course credit or $15. The majority of participants (n=73) were students, but some (n=21) were employed in a variety of occupations. All participants had graduated high school and had some college, and several (n =8) had graduated from college. Participants self-identified their race/ethnicity, and we categorized their responses such that we had 6 African American, 15 Asian, 7 Bi/ multiracial, 2 Hispanic, and 49 White/Caucasian participants. Most participants had spent the majority of their lives in the USA, although eight participants had lived in the USA for 10 years or less. Participants self-identified their sexual orientation; the majority identified as heterosexual (n=69), three participants identified as bisexual, one as heterosexual/bicurious, and one as queer, with five nonresponders. Participants were varied by relationship status: 21 were single, 22 were casually partnered, and 35 were in committed partnerships, with one nonresponder. With the exception of hormonal contraceptive users, participants (n=13) who were using medications that affect hormones (e.g., medications containing corticosteroids), using medications with sexual side effects (e.g., antidepressants), and/or had a medical condition that may affect hormones (e.g., ovarian cysts) were excluded from subsequent analyses.
Materials and methods
Health and background questionnaire
This questionnaire contained demographic items to describe the sample, height and weight to calculate BMI (body mass index, a measure of weight adjusted for height), and items regarding possible confounds with hormone measures.
Affect and Arousal Scale (Heiman and Rowland, 1983) This measure was designed to assess state affect and arousal in studies of subjective and genital sexual arousal. We used it to assess affect and arousal before and after the ISSE, and we modified the scale by adding four items relevant to the positive or stressful conditions: sad, happy, stressed, and relaxed. Our modified version included 32 items that made up five subscales: subjective sexual arousal (e.g., "sexually aroused"), autonomic arousal (e.g., "faster breathing than normal"), anxiety (e.g., "worried"), positive affect (e.g., "happy"), and negative affect (e.g., "embarrassed"). We did not include the items from one subscale -perception of genital sexual arousal -to avoid excessively priming participants to feel sexually aroused, and we omitted the item "feminine" as it was irrelevant to our measures of interest. Participants rated how well each word described their current feelings on a 7-point Likert scale from "1" = "Not at all" to "7" = "Intensely."
Imagined Social Situation Exercise (ISSE)
Participants were randomly assigned to the sexual condition or one of three control conditions: neutral, stressful, or positive. In each of the four conditions (described further below), participants read about and imagined themselves in a social situation and responded to open-ended questions about the situation. The prompts and questions were phrased in a parallel manner across conditions (see Appendix for the texts of the prompts and open-ended questions for each condition). The openended questions allowed us to target specific aspects of the imagined interaction across all participants and to control for the level of detail participants used while imagining. We did not control the amount of time participants spent imagining and responding to the questions, but we suggested an average response amount of 2-3 sentences for each question in order to standardize the amount of time spent as best as possible. Participants typed their responses in an online questionnaire, and the program recorded the amount of time they spent responding. Across conditions, participants spent an average of 8.31 min on the questions (SD = 5.06 min). There were no significant differences between conditions in the amount of time spent on the open-ended questions, F(3, 62) = 2.16, p = 0.102, or in the total number of words used in response to the open-ended questions, F(3,62) = 1.46, p = 0.234.
The four conditions were:
Sexual. Participants imagined a positive sexual encounter with an attractive person. We intentionally did not specify characteristics of the sexual partner and sexual activity in the prompt to allow participants to self-define the type of person and situation attractive to them. Participants were simply instructed to imagine that they found their sexual partner very attractive and enjoyed the sexual activity very much. Neutral. To control for the passage of time and the response to imagining a social interaction, participants imagined an ordinary interaction with a postal worker while mailing a package at the post office. Stressful. We included the stressful condition in order to control for effects on T or C caused by autonomic arousal or the potentially stressful response to imagining a sexual situation. The prompt described a job interview with a cold and skeptical interviewer. The interview scenario was chosen for the stressful condition based on the frequent use of job interview-like tasks (e.g., the Trier Social Stress Test: Kirschbaum et al., 1993) to elicit physiological stress responses in laboratory settings. Positive. To control for positive arousal (i.e., reward, pleasure, affiliation) caused by imagining a sexual situation, participants imagined celebrating a desired job offer with a friend.
Relationships and sexuality questionnaire
This questionnaire contained items about relationships and sexuality including relationship status, frequency of masturbation, and frequency of partnered sexual activity. Participants were asked about number of lifetime sexual partners (Likert-type scale from "0"="0 partners" to "5" = "21+ partners") and if they reported ever having been sexually active, they were asked to indicate the length of time since most recent sexual activity (Likert scale from "1"="Today" to "7" = "Over a year ago"). These questions were asked separately for sexual activity including passionate kissing or touching and for sexual activity defined as contact involving the participant's or another person's genitals. Participants who indicated that they had never been sexually active with a partner were coded as "8" = "Never" for length of time since sexual activity.
Saliva samples
We measured hormones using saliva sampling, which is newer than blood sampling but provides several advantages. Saliva collection is less of a biohazard, less invasive, and less likely to trigger any sort of stress response associated with blood draws. Arguably, saliva sampling is less likely to interfere with sexual arousal than blood sampling. Saliva is frequently used in behavioral research, and salivary assays are well established and validated. For example, salivary T correlates well with free serum T (Khan-Dawood et al., 1984; Magrini et al., 1986; Swinkels et al., 1988) and total serum T (Granger et al., 2004; Shirtcliff et al., 2002) . However, some inconsistent results suggest that salivary T measurements may underestimate the strength of T-behavior associations in women, so larger samples of women should be used in order to remedy this problem (Granger et al., 2004; Shirtcliff et al., 2002) . Salivary C also correlates well with serum C (e.g., Lippi et al., 2009; Lo et al., 1992) . Salivary steroid levels reflect the "bioavailable" fraction of hormone that is unbound or weakly bound to albumin and that can bind with receptors (Quissell, 1993) .
Participants provided two unstimulated saliva samples by spitting into 17 mL polystyrene tubes after rinsing their mouths with water; samples were frozen until assay. T and C were assayed by radioimmunoassay at the Core Assay Facility, University of Michigan, using commercially available kits from Siemens. For T, we used the protocol described by Campbell et al. (1999) , which has been successfully used in previous studies to measure T in women (e.g., Schultheiss et al., 2004) . T was run in one batch, and the intra-assay coefficient of variation was 12.83% for low hormone and 3.16% for high hormone. Analytical sensitivity (B 0 −2 SD) for T was 1.14 pg/mL. For C, we followed the method described by Wirth et al. (2006) . The intra-assay coefficient of variation was 7.84% for low hormone and 2.86% for high hormone, and the inter-assay coefficient of variation was 9.22% for low hormone and 3.69% for high hormone. Analytical sensitivity (B 0 −2 SD) for C was 0.09 ng/mL. Samples were assayed in duplicate, and the average of duplicates was taken.
Procedure
All procedures were approved by the University's institutional review board (IRB) and were in compliance with national legislation and the Code of Ethical Principles for Medical Research Involving Human Subjects of the World Medical Association. To avoid the high and rapidly declining steroid levels associated with waking and/or the morning (Axelsson et al., 2005; Khan-Dawood et al., 1984) , participants were tested in the afternoon between the hours of 12:00 and 18:00. Participants were tested from October to December in all phases of their menstrual cycles. Although T fluctuates across the cycle, menstrual phase does not need to be controlled for in research involving T unless cycle phase is a variable of interest (Dabbs and de La Rue, 1991; van Anders and Watson, 2006b; van Anders et al., 2007 van Anders et al., , 2009 . Findings on C and menstrual phase are less consistent; one study reported a consistent effect of menstrual phase on salivary C responses to stress (Kirschbaum et al., 1999) , but other studies indicate that variation in C across the menstrual cycle is small and variable (Odber et al., 1998) or non-existent (Kudielka and Kirschbaum, 2003; McCormick and Teillon, 2001 ). Thus, menstrual cycle phase was recorded but not controlled.
Participants were asked to refrain from eating, drinking, smoking, brushing their teeth, or chewing gum for one hour prior to testing. Upon arrival at the laboratory, the participant read and signed an informed consent form. An experimenter gave instructions about providing saliva samples and completing the online questionnaire, and the participant was then left alone in a private room with a computer for the remainder of the study. While providing the first saliva sample (i.e., T1, C1), participants completed the health and background questionnaire and the Affect and Arousal Scale. Then, participants completed the ISSE, including the open-ended questions. Immediately following the ISSE, participants completed a second Affect and Arousal Scale and watched a neutral travel film as a time-filler, as evidence indicates delayed effects for social modulation of T (Roney et al., 2007; Schultheiss and Rohde, 2002) and of acute psychological stressors on C (Dickerson and Kemeny, 2004) . As the neutral film, participants watched excerpts from one of two randomly assigned travel films for 12.5 min: Manila: Uptown and Downtown (National Commission on Culture and the Arts, 2003) or Scotland: The Beauty and Majesty (Hinshelwood, 1997) and then provided the second saliva sample (i.e., T2, C2). Thus, approximately 15 min passed between completing the ISSE and providing the second saliva sample. Finally, participants completed the relationships and sexuality questionnaire. This measure was completed after the second saliva sample to avoid any possible stimulating effects of completing this questionnaire on hormones. Participants were reimbursed with credit or $15 as relevant.
Results
Analyses
We conducted analyses with SPSS 17.0. Because we were interested in changes from baseline to post-activity, we calculated percent change in each hormone (T%, C%) by subtracting participants' baseline T (or C) from post-activity T (or C) and dividing this change by baseline T (or C) and then multiplying by 100. This provided a measure of the change in T or C relative to the baseline level of that particular hormone for each participant. Percent changes are often used to analyze hormone changes from baseline (Carre and Putnam, 2010; Edwards et al., 2006; Edwards and O'Neal, 2009; van Anders et al., 2007; van Anders et al., 2009) , and this measure has been shown to be more sensitive than absolute changes, likely because of the wide betweensubjects variability in baseline hormone levels, and because absolute levels up-and down-regulate receptor density such that relative changes are more meaningful in the face of varying sensitivities. Percent changes in each of the five affect/arousal subscales (subjective sexual arousal, autonomic arousal, anxiety, positive affect, and negative affect) were calculated in a similar manner.
There were several hormone outliers (over 3 SD from the mean as well as visually) who were excluded from analyses that included those variables. There was one outlier for T%, 4 for C1, 2 for C2 (one of whom was also an outlier for C1), and 4 for C% (one of whom was also the outlier for T%). Due to low sample quantity, assay results were unavailable for C1 and C2 for one participant and C1 for one additional participant.
Age, time of day, and BMI may be confounded with T and/or C (Axelsson et al., 2005; Burger et al., 2000; Van Cauter et al., 1991 Wabitsch et al., 1995) ; however, only BMI was a meaningful covariate for T (BMI, (Edwards and O'Neal, 2009; Josephs, 2009; Schultheiss et al., 2003) , and T was significantly lower in our data for HC users (T1: t[64]= 3.89, p b 0.001; T2: t[64]= 3.95, p b 0.001), we included HC use as an independent variable in our analyses. We classified participants as either not using HCs (HC− women) or using HCs (HC+ women).
Analyses were conducted using multivariate analyses of covariance (MANCOVAs), and following significant overall effects or trends, post-hoc analyses were conducted using Tukey HSD tests or independent t-tests. Correlations were partial correlations controlling for BMI and/or HC use when appropriate.
Manipulation check
We checked each participant's responses to the open-ended ISSE questions to ensure that the responses matched the condition. The topic of all participants' responses was consistent with their assigned condition; e.g., participants in the sexual condition all described a sexual interaction, and no participants in the other three conditions included sexual content in their responses. For the sexual, stressful, and positive conditions, valence (i.e., positive, negative) matched the condition, but for the neutral condition, responses were less consistent in valence. Therefore, we coded responses in the neutral condition for the presence or absence of neutral, positive, stressful, and/or non-stressful negative content. Of the 15 responses written by participants in the neutral condition, 12 responses included neutral content (e.g., descriptions of the encounter as ordinary or routine), five included positive content (e.g., "[The postal worker] makes your day brighter every time you go in there"), none included stressful content, and six included non-stressful negative content (e.g., "I am annoyed that I have to be at the post office because it is a depressing and dull place to be").
Effects of imagining sexual vs. control situations on affect and arousal
We conducted a MANOVA to examine whether the imagined situations elicited the expected changes in affect and arousal. Percent changes in each of the five affect/arousal subscales were entered as dependent variables and condition as the independent variable, and there was a significant multivariate effect of condition, F(15, 132)=7.67, pb 0.001. There was a significant univariate effect of condition on each of the five subscales: subjective sexual arousal, F(3, 52)=26.25, p b 0.001; autonomic arousal, F(3,52)=3.48, p =0.022; anxiety, F(3,52)=7.36, p b 0.001; positive affect, F(3, 52) = 15.22, p b 0.001; and negative affect, F(3,52) = 6.76, p = 0.001. First, we checked whether the sexual condition increased subjective sexual arousal significantly more than the other conditions did, and this was supported (all p's b 0.001). Also, imagining a positive situation elicited significantly higher subjective sexual arousal than imagining a stressful situation, p = 0.047. The sexual condition also led to significantly larger increases in autonomic arousal compared to the neutral and positive conditions (p's b 0.05). Next, we checked whether the stressful condition led to significantly larger increases in anxiety relative to the other conditions, and this was supported (all p's b 0.02). Negative affect also increased significantly more in the stressful condition relative to all other conditions (all p's b 0.05). Finally, we checked whether the sexual and positive conditions increased positive affect relative to the other conditions, and this was supported. Positive affect increased significantly in the positive condition compared to the neutral and stressful conditions (p's b 0.02), and also increased significantly in the sexual condition compared to the stressful condition (p b 0.001), with a trend for an increase in the sexual condition compared to the neutral condition (p = 0.078). Overall, the four conditions elicited the intended changes in affect and arousal (see Fig. 1 ).
Hormonal responses to imagined situations
First, we examined the effects of condition and HC use on T% and C% using a MANCOVA with T% and C% as the dependent variables, condition and HC use as the independent variables, and BMI as the covariate. There was a significant multivariate interaction between condition and HCs, F(6,92) = 2.57, p = 0.024, which was driven by a significant interaction between condition and HCs for T%, F(3,47) = 4.92, p = 0.005. There was no significant main effect of condition on T%, F(3,47) = 1.91, p = 0.141, nor was there a significant main effect of HCs on T%, F(1,47) = 0.15, p = 0.704. The effect was specific to T, as C% showed neither a significant interaction, F(3,47) = 1.07, p = 0.370, nor significant main effects of condition, F(3,47) = 0.14, p = 0.938, or HCs, F (1,47) = 0.27, p = 0.605.
Because we found a significant overall effect, we conducted post hoc analyses to examine the interaction. For the HC− women, participants in the sexual condition had a significantly larger T increase than participants in the stressful condition, t(18) = 2.75, p = 0.013, and a trend for a larger increase compared to participants in the positive condition, t(18) = 2.03, p = 0.057. In contrast, for HC+ women there was a trend for T% to be lower in the sexual condition than in the stressful condition, t(8) = 2.20, p = 0.059, and there was no significant difference between the sexual and positive conditions in T%, t(6) = 0.66, p = 0.535. For HC+ women, participants in the stressful condition had significantly higher T% than participants in the positive condition, t(10) = 3.40, p = 0.007. In sum, T increased in the sexual condition compared to the stressful and positive conditions for HC− women, but this was not true for HC+ women. Instead, HC+ women in the sexual condition had lower T% than the stressful condition and similar T% to the positive condition. See Fig. 2 for means and standard errors for T% and Fig. 3 for C%. Table 1 provides a summary of absolute levels of T and C at baseline and post-activity in addition to percent changes in T and C. The table shows the utility of comparing percent changes in hormones, which represent the change from baseline within an individual, rather than absolute levels, which simply reflect averages over the entire group. Within-person percent changes provide a more meaningful measure considering the varying sensitivities to hormone changes between individuals with different baselines. However, because controversy exists as to the most statistically appropriate method for calculating change scores from baseline (Allison, 1990; Cronbach and Furby, 1970) , we re-conducted our analyses using an alternative method to calculate changes from baseline to post-activity, the regressor variable method (Allison, 1990) . This approach has been used in the past to analyze hormone changes from baseline (Mehta and Josephs, 2006; Wirth et al., 2006) . As per this method, change scores were calculated as the unstandardized residuals of a regression with T1 (or C1) as the predictor and T2 (or C2) as the dependent variable. These new change scores were then entered into the MANCOVA as the dependent variables, replacing percent change scores. Using this analysis, the multivariate interaction between condition and HCs was a trend, F(6,92) = 1.90, p = 0.089, as was the interaction of condition and HCs for T%, F(3, 47) = 2.45, p = 0.076, showing the same pattern of results as reported above for percent change. Therefore, results were similar using a different type of hormone change score.
Correlations between hormones and changes in affect/arousal
We were interested in condition-specific changes in arousal and hormones that might occur in parallel; e.g., increases in sexual arousal and T in the sexual condition, increases in anxiety and C in the stressful condition. We thus conducted within-condition correlations between the relevant hormone and affect/arousal measure. All partial correlations reported here controlled for HC use.
Sexual condition T% was significantly negatively correlated with the percent change in subjective sexual arousal in response to sexual thoughts, partial r(13) = −0.54, p =.039 (see Fig. 4a ). In contrast, T1 was significantly positively correlated with the change in subjective sexual arousal, partial r(14) = 0.62, p = 0.01 (see Fig. 4b ). T2 was also significantly positively correlated with subjective sexual arousal, partial r(14) = 0.59, p = 0.017. Since T% showed different patterns of correlation with arousal than T1 and T2, we correlated the three T measures, and found that T1 was significantly positively correlated with T2, partial r(14) = 0.75, p = 0.001, but significantly negatively correlated with T%, partial r(13) = − 0.64, p = 0.011 (see Fig. 4c ). T2 was not significantly correlated with T%, partial r(13) = − 0.09, p = 0.750. To check that the strong negative correlation between T1 and T% was not due to a statistical artifact (i.e., regression to the mean), we correlated T1 and T% in the positive condition and found no significant association, partial r(14) = 0.01, p = 0.958. Since the negative correlation was present in the sexual but not control condition, regression to the mean cannot explain the findings in the sexual condition (as it would equally affect both conditions). Accordingly, in the sexual condition, higher baseline T predicted larger increases in sexual arousal, but smaller increases in T, likely due to ceiling effects on the capacity of T to change. Including BMI as a covariate did not change the overall pattern of results, although some significant correlations decreased to trends, likely due to lower df's.
None of the T measures (T1, T2, or T%) were significantly correlated with the percent change in autonomic arousal or anxiety. None of the C measures (C1, C2, or C%) were significantly correlated with the percent change in subjective sexual arousal, autonomic arousal, or anxiety for the sexual condition.
Stressful condition
There were no significant correlations between T1, T2, or T% and subjective sexual arousal, autonomic arousal, or anxiety in the stressful condition. There was a trend for a positive correlation between C1 and the percent change in autonomic arousal to imagining the stressful situation, partial r(13) = 0.51, p = 0.054, but this correlation decreased to a non-trend after controlling for BMI. The change in autonomic arousal was not significantly correlated with C2 or C%. There were no significant correlations between C1, C2, or C% and the percent change in anxiety or subjective sexual arousal in the stressful condition.
Correlations between sexual experience and T and C responses to sexual thoughts
Because previous research suggests sexual experience facilitates T responses (Bonilla-Jaime et al., 2006; Kamel et al., 1975; Roney et al., 2003) , we correlated sexual experience variables with hormonal responses in the sexual condition. For the items relevant to these analyses, sexual activity was defined as contact involving the participant's or another person's genitals. Again, all partial correlations reported here controlled for HC use, and for BMI in addition to HC use where indicated.
In the sexual condition, the length of time since a participant's most recent sexual experience (i.e., length of abstinence) was significantly positively correlated with T%, partial r(13) = 0.55, p = 0.036. Controlling for BMI reduced the correlation to a trend, partial r(12) = 0.52, p = 0.059. Thus, a greater length of time since the last sexual experience was correlated with a greater T increase in response to sexual thoughts.
The distribution of participants' number of lifetime sexual partners was skewed, so a log transformation was performed. T% was significantly negatively correlated with the number of lifetime sexual partners, partial r(13) = − 0.59, p = 0.021. Controlling for BMI, the correlation remained significant, partial r(12) = −0.55, p = 0.042. To examine whether the correlations of lifetime partners and length of abstinence with T% might be due to participants with more lifetime partners or shorter length of abstinence having higher baseline T, we correlated T1 with the sexual experience measures. T1 was not significantly correlated with length of abstinence, partial r(14) = −0.28, p = 0.295, or the number of lifetime partners, partial r(14) = 0.33, p = 0.210, although both correlations were in the expected direction. See Table 2 for a summary of correlations between T, affect and arousal, and sexual experience in the sexual condition.
There were no significant correlations between C% and length of time since sexual experience or number of lifetime partners. Participants with a longer length of abstinence or fewer lifetime partners displayed higher T responses to the sexual condition, but C responses were not related to sexual experience.
Discussion
In the present study, we examined effects of sexual cognitions on T and C. We found that sexual thoughts increased T in HC− women. This T response to sexual cognitions occurred rapidly, within 15 minutes of imagining a sexual situation, in accordance with other findings showing T responses to social stimuli within 15-20 minutes of the stimulus (Hellhammer et al., 1985; Roney et al., 2003; van Anders et al., 2007) . Previous research has demonstrated that the context of anticipating sexual activity increases T in women (Hamilton and Meston, 2010; van Anders et al., 2007) , and our study is the first to provide experimental evidence that sexual thoughts increase T. For HC− women, thinking about a sexual situation increased T compared to thinking about a stressful or positive situation, indicating that neither the passage of time, stressful arousal, nor positive arousal were solely responsible for the change in T. Thus, the T response is likely attributable, at least in part, to the sexually arousing nature of the cognitions.
Although viewing erotic stimuli does not appear to change T in women (Heiman et al., 1991; van Anders et al., 2009 ), our findings Table 1 Means ± SD of absolute values of T (pg/ml) and C (ng/ml) at baseline (T1, C1) , absolute values at post activity (T2, C2), and percent changes in T and C (T%, C%) by condition for HC− and HC+ women. Values are adjusted for BMI. suggest that sexual contexts need not always involve partners, sexual behavior, or orgasm to induce changes in T. Rather, it appears that women can influence their T levels by simply thinking sexual thoughts. Why would imagining a sexual encounter be more likely than erotic videos to change T in women? The stimuli depicted in erotic videos may not reflect real-life sexual experiences or preferences, and evidence indicates that preferred erotic stimuli increase psychological sexual arousal while non-preferred stimuli do not (though non-preferred stimuli can increase genital sexual arousal: Chivers and Bailey, 2005) . It may be that psychological sexual arousal is necessary for a sexual experience to increase T. Accordingly, a major strength of the ISSE is that participants imagine content that they find arousing, however idiosyncratic that content may be. Indeed, past studies have found that hormonal responses to erotic films differ from responses to sexual activity (van Anders et al., 2007 (van Anders et al., , 2009 , and our findings suggest that imagining a sexual encounter produces a similar T response to actually engaging in sexual behavior (van Anders et al., 2007) . Thus, perception of a situation as sexual appears to be a critical factor for modulation of T to occur. Importantly, HC use moderated the T response to sexual thoughts. In contrast to the results for HC− women, HC+ women showed decreased T in the sexual condition compared to the stressful condition and no difference in T between the sexual and positive conditions. These findings are similar to those of Lopez et al. (2009) , who found that watching a video depicting an attractive man increased T only in women not using HCs. In the current study, HC+ women also exhibited increased T responses to stressful stimuli relative to HC− women. Why HC use reversed T responses to sexual and stressful stimuli is not certain; similar mechanisms could account for effects of HCs on T responses and baseline T (i.e., inhibition of gonadotropin secretion), but this explanation does not fully clarify why T responses were reversed rather than dampened. Alternatively, as we did not manipulate HC status, HC− and HC+ women may have differed on one or more pre-existing variables which could account for the variation in responses. Although mechanism is still unclear, our data point to the importance of addressing HC use as a variable of interest in studies involving hormonal responses. The effect of HCs on T responses may depend on the type of social stimulus, considering that HC use does not affect T responses to athletic competition (Edwards and O'Neal, 2009 ), but appears to affect T responses to sexual or stressful thoughts. As suggested by Josephs (2009) , future research could involve larger samples in order to examine how variability due to length of HC use and type of HC affects T responses to sexual stimuli.
Sexual thoughts did not change C, indicating that the hormonal response to sexual cognitions was specific to T and not due to general physiological arousal. The fact that sexual thoughts elicited rapid T release but no change in C provides a clue to the mechanism for the T response. In women, T may be released from the ovaries or the adrenal glands (Nelson, 2005) , and the lack of a C response points to the ovary as a more likely source of the T, as HPA activation would presumably have triggered C release as well. Activation of the HPG cascade, or possibly neural projections to the ovary from the brain (Gerendai et al., 2002) , could have triggered T release. As suggested by previous authors (Edwards and O'Neal, 2009) , the fact that HCs disrupted T responses also suggests involvement of the HPG axis in this response. Clearly, such arguments are speculative, and further research, particularly with nonhuman species, is needed to determine the source of T responses to social stimuli in females.
The role of C in sexual contexts remains elusive, as previous studies involving visual erotic stimuli in women have reported a decrease in C ( van Anders et al., 2009 ), a decrease in C for the majority of Table 2 Correlations between T measures, affect and arousal variables, and sexual experience variables for participants in the sexual condition. participants and an increase for a minority (Hamilton et al., 2008) , or no change (Exton et al., 2000; Heiman et al., 1991) . Of course, C may respond differently depending on whether the situation involves sexual activity, visual stimuli, or sexual thoughts. Although participants reported feeling anxious in response to the stressful condition, C did not increase in this condition, though other forms of psychological stress can increase C (Kirschbaum et al., 1993) . Imagining a sexual situation was a strong enough stimulus to change T, but previous studies have employed an audience to heighten the saliency of a stressful stimulus, and it may be that imagining a stressful situation without an audience was not stressful enough to elicit a substantial change in C. We found that baseline T and T changes in the sexual condition were associated with self-reported sexual arousal in different ways. Baseline T was positively correlated with sexual arousal, but T changes were negatively correlated with arousal. Our study, along with previous studies reporting associations between baseline T and perceived autonomic arousal (van Anders et al., 2009) or perceived vaginal lubrication (Myers and Morokoff, 1986) , provides support for a role for basal T in regulation of subjective sexual arousal. Although the mechanism for the link between baseline T and sexual arousal is unknown, T may increase arousal at the genital level by up-regulating synthesis of nitric oxide and relaxation of smooth muscle in the vagina (Traish et al., 2002) , or at the level of the brain by activating areas involved in perception of sexual arousal (Stoleru et al., 1999) . Furthermore, as our findings are correlational, a reverse association cannot be ruled out; i.e., repeatedly experiencing high levels of sexual arousal could lead to elevated basal T. Regardless, these data highlight the value of considering multiple dimensions of hormone measures (i.e., baselines vs. changes) as conceptually distinct.
The different associations of arousal with baseline T versus T changes can be explained by the negative correlation between baseline T and the change in T, which supports predictions based on the Challenge Hypothesis (Wingfield et al., 1990) . According to this hypothesis, the amount of T increase is limited by a physiological maximum for T, so individuals with lower baseline T experience larger changes in T in response to socially relevant stimuli (Wingfield et al., 1990) . Although the Challenge Hypothesis was developed mainly through research with male birds, our recent data (van Anders and Brotto, under review) indicate that ceiling effects on T occur for women related to sexual stimulation of T as well. Because the significant association between T1 and T% was unique to the sexual condition, our findings cannot be explained by regression to the mean (which would be equally visible in all conditions if it were the cause of the negative correlation) (Barnett et al., 2005) , and instead represent real physiological change. It is noteworthy that the lower baseline levels of T in the HC+ women corresponded to lower rather than higher T responses, indicating that endogenous vs. exogenous low baseline T may affect T changes differently.
Similar to previous studies (Bonilla-Jaime et al., 2006; Kamel et al., 1975; Roney et al., 2003) , we found that sexual experience was related to sexually-stimulated changes in T. However, our results differ from these studies in that we found that recent sexual experience was linked to lower (rather than higher) T responses. Previous studies have reported negative correlations between baseline T and frequency of partnered sexual activity in women (van Anders and Goldey, 2010) and occurrence of sexual activity in the last month in men (van der Meij et al., 2008 ), but we did not find an association between baseline T and recency of sexual activity in our sample. Our results are similar to those of Exton et al. (2001) , who found that although baseline T levels did not differ between men who had experienced a 3-week period of abstinence and men who had not abstained from sexual activity, T was higher immediately before and during presentation of an erotic video and masturbation to orgasm in the men who had abstained. The authors interpreted this difference as an elevated anticipatory rise in T after a period of abstinence (Exton et al., 2001) , and a similar interpretation may be true for our findings. Abstinence, along with frequency of sexuality, thus appears to be an important modulator of T responses to sexual contexts.
Our newly developed method, the ISSE, possesses several key strengths as a tool to elicit sexual arousal. Unlike stimuli such as videos or pictures, the ISSE allows participants to self-define the type of person attractive to them, without limiting the target of arousal to a person of a particular race/ethnicity, gender, age, body type, etc. Participants can also tailor the types of sexual behaviors and degree of explicitness they imagine to fit their individual preferences and comfort levels. Thus, the ISSE is uniquely suited for inclusion of sexual, ethnic, and gender diversity, and the ability to self-select an arousing situation may increase psychological arousal by decreasing negative affect associated with erotica (Laan et al., 1994; Laan and Janssen, 2007) . Furthermore, as the ISSE requires participants to write about their imagined situation, it may increase their levels of absorption and engagement with the sexual material, contributing to higher sexual arousal (Follingstad and Kimbrell, 1986; Koukounas and Over, 1997) .
The use of open-ended questions to cue participants' responses helps control certain aspects of imagined situations across participants while still allowing for flexibility in responses.
In addition to strengths, the ISSE also has limitations, one of which is the difficulty of selecting an appropriate prompt for the neutral condition. Contrary to our expectations, we did not find a difference in the T response between the sexual and neutral conditions. Analysis of neutral responses revealed some heterogeneity in valence, as some participants provided positive or negative reports rather than only neutral as asked. Although participants in the neutral condition were instructed to imagine an "ordinary" encounter at the post office, and many participants did provide neutral content, this condition elicited more variable responses than the other conditions, and it may be difficult to have all participants imagine truly "neutral" content. Furthermore, although our non-sexual conditions controlled for several characteristics of imagined sexual situations, including affiliation, reward, stress, and imagining a social interaction, we did not control for some aspects of an imagined situation besides sexual arousal (e.g., thinking about physical contact) that might have contributed to hormonal responses. Finally, the ISSE is a new method and further testing will help extend its reliability and validity; however, we conducted many manipulation checks (e.g., thematic coding, affect and arousal scores); these, along with the hormonal responses, support its utility in producing both sexual arousal and endocrine responses.
Other limitations of our study include the relatively small sample sizes for the HC+ groups and for within-condition correlations. The wide variability in hormonal responses within conditions, especially for C, is also worth noting, and may have limited our ability to see significant effects. Future studies with larger sample sizes could more thoroughly examine the sources of individual variability in T and C responses to sexual thoughts. The finding that thinking about sex affects T provides exciting possibilities for future research. The function of this T response is uncertain, but given that higher T is associated with more attention to sexual stimuli (Rupp and Wallen, 2007) and decreased anxiety (Bouissou and Vandenheede, 1996; Vandenheede and Bouissou, 1993) , perhaps the T response to sexual thoughts facilitates future sexual encounters by increasing sexual motivation or decreasing inhibition. Because androgens have rewarding properties (Alexander et al., 1994; Jorge et al., 2005; Wood, 2004) , imagining positive sexual encounters and the resulting T responses might even increase enjoyment of subsequent sexual behavior. Considering that men show T responses to sexual stimuli (Hellhammer et al., 1985; Redoute et al., 2000; Rowland et al., 1987; Stoleru et al., 1999) , and that sexual modulation of T is similar across genders in certain situations (e.g., sexual activity: Dabbs and Mohammed, 1992) but divergent in others (e.g., exposure to visual stimuli: Stoleru et al., 1999; van Anders et al., 2009) , it remains to be seen whether men will show similar or different effects of sexual thoughts on T compared to women.
Many questions remain regarding hormonal responses to sexual thoughts: Is thinking about sexual activity in a certain way (e.g., positively as in the current study) required for the T response? Would the effects on T extend to any sexual fantasy, or only to thoughts about an encounter with an attractive person? Can just thinking about an attractive person change T, or is imagining sexual behavior necessary as well? How might variations in imagined scenarios (e.g., sexual thoughts with the presence or absence of romantic thoughts) relate to T? Although we found that sexual thoughts did not affect C, might they affect other hormones besides T (e.g., estradiol, oxytocin, prolactin)? Our results indicate that sexual thoughts change T, baseline T levels and HC use affect the magnitude and direction of the T response, and cognitive aspects of arousal contribute to sexual modulation of hormones.
