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Introduccio´n y Trabajo relacionado
Los me´todos de control de congestio´n utilizados por TCP se basan en modificar
la tasa de env´ıo en funcio´n de la carga de la red. Tradicionalmente la estimacio´n
se hac´ıa so´lo en base a las pe´rdidas de paquetes [1]. Dos problemas conocidos
de este mecanismo son la necesaria produccio´n de pe´rdidas de paquetes para
estimar la carga y la sincronizacio´n de flujos. En 1989 surge la idea de utilizar
la demora ida y vuelta experimentada por los paquetes (RTT) para detectar la
congestio´n anticipadamente [2]. El emisor disminuye entonces su tasa de env´ıo
antes de que se produzca una pe´rdida, mejorando la eficiencia del protocolo y
el throughput de la red (p. ej. TCP Vegas y FAST).
Si bien medir el RTT es sencillo, el valor obtenido no basta para una correcta
estimacio´n de la carga, ya que se debe tener en cuenta, entre otros factores, la
asimetr´ıa en los caminos de ida y de vuelta. Por eso se ha intentado estimar
la carga en la red de manera ma´s precisa a partir de la demora emisor-receptor
(OWD: one way delay). Sin embargo, medir esta demora no es inmediato, ya
que los relojes del emisor y del receptor deben estar sincronizados, para lo que
se recurre a servidores NTP o uso de GPS. Esto es adecuado para algunas apli-
caciones (p.ej.VoIP), pero no para el caso de flujos TCP, ya que por su nu´mero y
ubicacio´n pueden generar un overhead considerable (NTP) o no tener capacidad
de GPS.
Propuesta
A diferencia de las alternativas anteriores, en este trabajo se propone determi-
nar la carga en la red a trave´s de la estimacio´n directa de la demora que sufren
los paquetes en las colas de transmisio´n de los routers. Este para´metro esta´
directamente relacionado con esa carga. Para determinar la demora de queue-
ing emisor-receptor y posibilitar que sea conocida por el emisor para adecuar
su tasa de env´ıo, se implementa 1-una nueva opcio´n IP (queueing delay), 2-un
mecanismo a nivel IP que procesa esta opcio´n en los routers, y 3-uno a nivel
TCP, procesado en emisor y receptor, que permite ponerse de acuerdo en el uso
de la opcio´n y luego comunicar de receptor a emisor las demoras percibidas.
Para estimar la carga, se opto´ por medir demoras en cola y no otro para´metro
relacionado, tal como ocupacio´n en cola. Esto se basa en que la demora es una
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medida gene´rica aplicable a todos los routers, que permite agregar la carga
individual de cada uno de ellos; por otro lado, es un para´metro que se utiliza
normalmente en y por lo tanto puede aplicarse fa´cilmente a los algoritmos de
control de congestio´n en uso.
La opcio´n queueing delay se implementa en IPv4 como una opcio´n del header
[3] y como opcio´m del header hop by hop en IPv6 [4]. El proceso de esta opcio´n
en los routers es simple, y consiste en sumar a la demora registrada en la opcio´n,
la demora estimada agregada por el router.
La implementacio´n de la opcio´n IP se realizo´ en Linux (kernel versio´n 3.13.0).
El reconocimiento de la opcio´n se realiza en el ”slow path” y el registro de la
demora implica un u´nico punto de modifiaccio´n en el kernel y ca´lculos simples
sin invocacio´n de funciones ni almacenamiento de estado para el paquete en
proceso: 1-se calcula la demora inmediatamente antes de que el contenido del
sk buffer sea enviado a la cola de transmisio´n, 2-la demora no se calcula en
base a diferencia de tiempos de llegada y de salida, sino en base a la cantidad
de paquetes en cola en la interfaz de salida, a la velocidad de transmisio´n y al
MTU del link. La cantidad de paquetes en cola se obtiene, cuando es necesario,
invocando a los posibles mecanismos GSO o TSO en uso.
A nivel TCP, en la etapa de establecimiento de conexio´n ambas partes in-
tercambian configuraciones espec´ıficas en los bits de flags del header TCP para
determinar si son capaces y esta´n configuradas para usar la opcio´n queueing
delay. En la etapa de transferencia de datos cada parte en su rol de emisor
determina segu´n algu´n criterio basado en el algoritmo de control de congestio´n
en uso, en que´ momento medir la demora (en todos los segmentos con datos
emitidos, cada cierto intervalo de tiempo, etc.). Para hacerlo, indica al nivel
IP que en el correspondiente datagram genere la opcio´n queueing delay, con un
campo demora en cero.
Cuando el datagram llega a destino, la opcio´n conteniendo la demora de queue-
ing es accedida por TCP, que la env´ıa al emisor en el siguiente segmento, para
que el emisor conozca la demora en un tiempo igual al RTT.
Conclusiones
Para comprobar los siguientes aspectos de importancia de la propuesta presen-
tada se realizaron simulaciones en Network Simulator 2:
1-Valor obtenido en redes asime´tricas: Como era de esperar, el valor obtenido
fue indepenfiente de la asimetr´ıa, no ocurriendo lo mismo con el tiempo de re-
torno del mismo al emisor.
2-Implementacion parcial: Debido a que es muy probable que en una red haya un
cierto porcentaje de routers que no implementen la opcion, se realizaron pruebas
que demostraron que en general se mantiene un valor proporcional (menor) al
real; esta proporcio´n se va distorsionando cuando el porcentaje de implementa-
cion es menor al 40% de los routers.
3-Aplicabilidad del valor obtenido en algoritmos de control de congestion: con-
siste en reemplazar la medida utilizada en diferentes algoritmos (generalmente
o RTT o un valor derivado mediante una heuristica) por el valor obtenido de la
demora de queueing. Esta comprobacio´n esta´ en va´s de realizacio´n.
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