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                                               Abstract 
 
Ab-initio calculation are undertaken to compare some phases of several metal 
oxynitrides namely: titanium (TiON), tantalum (TaON), niobium (NbON), and tungsten 
(WON). The crystal structures considered follow that found in zirconia (ZrO2) namely 
monoclinic, cubic, tetragonal, and orthorhombic. Bulk moduli and relative energies are 
obtained for each of the structures. In general it is found that quite high hydrostatic 
pressures are needed for synthesis of these materials although each of them exhibit 
quite significant compressibility. Diamonds is a super hard material useful for many 
applications but it’s expensive to manufacture and its applications is somehow limited. 
The analyses here were carried out to examine properties of the oxynitride phases and 
estimate the pressure needed for a synthesis of such phases. These alloys are expected 
to have variety of interesting and novel future industrial application in many fields. 
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 1
1 Introduction 
 
The dream of synthesizing new superhard materials is one of the central challenges to 
modern day materials science. Materials with extreme hardness approaching or perhaps 
surpassing that of diamond are in great demand for technological and industrial usage. 
Within the last decade technological and the industrial development has been 
increasingly dependent on advanced materials. There is clear indication that this trend 
will continue to increase. Diamond is the hardest know material with many outstanding 
applications, but it has some drawbacks. It is not suitable for cutting and polishing 
ferrous alloys since it tends to react and form iron carbide. Cubic boron nitride the 
second hardest material is used to cut steel because iron borides and nitrides are much 
less stable. However, cubic boron nitride have been synthesized at high pressure of  5 
GPa and temperatures  1600˚C, making it expensive. Therefore, there is a need for 
synthetic materials that can be used in place of diamond and cubic boron nitride. The 
search for novel solid state materials with advanced properties was dominated by 
investigation on binary metal carbides, nitrides, and oxides for decades. In recent years 
there is interest to combine these binary compounds in form of metal oxynitrides and 
carbon nitrides. The main goal is to combine the properties of binary components and 
show that the mixed ternary compounds can have new chemical and physical properties 
and thus allow for exciting application. For example, technological use of oxynitrides 
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has first been identified in the fields of ionic conductivity and also bifunctional 
catalysis [1]. 
 
Several phases of metal oxynitrides (TiON, TaON, NbON and WON) are explored in 
this work, since they are expected to have variety of interesting and novel future 
industrial application. Emphasis is placed on the relative energies of different phases 
and their stability. Metal oxynitrides may naively be considered as being simple 
combinations of oxides and nitrides but some of them exhibit fascinating chemical and 
physical properties which are not seen for oxide and nitrides alone, and therefore 
oxynitrides allow for new application. Ti compounds also have many outstanding 
industrial application and notably, cotunnite TiO2 has recently been reported to be the 
hardest known oxide. For that reason, theoretical calculations are ideally suited to 
examine the structural properties of TiON. Recently TaON is one of the most 
investigated transition metal oxynitrides, but has not much consideration as potentially 
hard material. TaON is candidate for applications that include photocatalyst, pigment 
and for use of the electronic industry [2-5]. So the theoretical calculations are important 
for understanding the structural properties (TaON). For comparison the properties of 
NbON have been investigated, since NbON adopt the same structure as TaON. So far 
one of the transition metal oxynitrides WON is expected to have some interesting 
properties, but has not received much attention as hard materials. 
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In this thesis we use ab-initio quantum mechanical molecular dynamic (MD) 
simulations employing the projector-augmented wave (PAW) method in the Vienna 
Ab-initio Simulation Package (VASP) code. The PAW method introduced by Blochl 
[6] is built on projector functions that allow the complicated wave functions to be 
mapped onto ‘pseudo’ wave functions, which are easier to treat. With this method, we 
model the core electrons taking the difference between the ‘true’ wave functions and a 
pseudo wave function obtained and neglecting the core electrons. The Schrödinger 
equation is expressed as: 
                     
ϕττϕττ ~~ ** EH =
                                                          1.1                                                                                
Where ϕ~  is the pseudowave function and τ  is the operator of transformation that 
connects the exact wave functions ( )ϕ  and the pseudowave function ( )ϕ~ . In density 
functional theory (DFT), we solve the Schrödinger equation to determine the ‘pseudo’ 
wave functions. Projectors then enable us to obtain the exact density (whenever the 
basis set expansion is complete). The PAW method has extensively proven its high 
performance for studying molecules, surfaces and solids. We therefore used these 
pseudopotentials to perform our calculations. Details of PAW method are explained in 
section 4.3.3. 
 
So far theoretical studies about the transition metal oxynitrides are quite limited. The 
ab-initio calculations we are using are based upon the local density approximation 
(LDA) and the generalized gradient approximation (GGA) under the density functional 
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theory (DFT) which will be discussed in chapter 4. Both LDA and GGA have proved to 
be reliable and computational tractable tools in condensed matter physics for treating 
the electron exchange correlation and studying new materials. Condensed matter 
physics and materials are concerned fundamentally with understanding and exploiting 
the properties of interacting electrons and atomic nuclear [7]. The advantage of ab-
initio calculations is that they provide unbiased microscopic information that is not 
available from other sources. This gives important understanding of complex 
phenomena where experiments and simple models aren’t sufficient. Over the past years, 
application of DFT has become the most effective method for the calculation of ground 
state structural and electronic properties of molecules and solids [8]. It is safe to say 
that without DFT, the impact of computational materials science would have been 
substantially less significant. 
 
1.1 Synopsis 
 
This thesis is arranged as follows: It contains an introductory chapter which introduces 
the concepts of this thesis. In chapter 2 and 3 the theoretical background for superhard 
materials and the concepts of hardness has been reviewed. Chapter 4 describes the 
theoretical background and presents the theoretical technique. Chapter 5 and 6 
considered the background of metal oxynitrides and the results (are discussed). Finally 
chapter 7 summarizes and concludes the overview and the thesis.  
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2 Superhard Materials 
 
Superhard materials are of the extreme importance in modern science and technology 
due to their superior properties [9-11]. From a fundamental point of view such 
materials may be defined as material with microhardness exceeding 4000 Kg mm-2 on 
the knoop scales [12]. Generally superhard materials are composed of light elements 
such as carbon, boron, oxygen and nitrogen [13, 14]. Li and Be are elements in the 
same period as B, C, N, and O but cannot form superhard structure as they have too few 
electrons to form strong bonding between atoms. Diamond is still the undisputed 
hardness substance. It is the hardest known substance, with a high thermal conductivity, 
high melting temperature, high elastic constant and it is a wide-gap semiconductor with 
a band gap (5.5 eV) [15,16]. Due to its superior hardness, diamond has been used to cut 
and polish all types of gem-grade stones. Beside its usefulness as an abrasive, other 
uses include wear and corrosion resistant coatings, heat sinks in electronic components, 
infrared windows in heat detectors, surgical blades, glass cutting and engraving tools, 
wire drawing dies, metal cutting tools and drill bits. Although diamond has much 
outstanding applicability, there are limitations to it. For example, diamond is not 
effective for cutting ferrous metals, including steel, because of a chemical reaction that 
produces iron carbide. Therefore, there is a need to look for materials that can be used 
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in place of diamond. Cubic boron nitride with a structure analogous to that of diamond 
can be used to cut ferrous metals because iron borides and nitrides are much stable.   
 
 Diamonds is hard because the chemical bond between each carbon that makes up 
diamond is extremely strong and another reason is that the atoms are connected to four 
others, forming a very regular cubic network. Carbon’s bond strength and small size 
enable it to form a dense stronger mesh of atomic bonds than in any other material. 
Other carbon based materials have shorter and stringer carbon bonds, but not in three 
dimensions. For example, the trigonal sp2 bonds in graphite form sheets with shorter 
and stronger carbon bonds, but only weak van der Waals interactions hold the sheets 
together, allowing layers of graphite to cleave readily. A three dimensional network 
composed of short, strong bonds is thus critical for hardness. The hardness of diamond 
comes from the stiffness of its tetravalent carbon bonds, which are also the basis of the 
widely used diamond–like coating. However, natural diamond is rare and its industrial 
production quite limited. For this reason, much experimental and theoretical work has 
been devoted to studying novel potential candidates for low compressibility materials 
[17]. 
 
A general theoretical approach to study hardness in any of its definitions is difficult, if 
not impossible, to perform. Traditionally, it has been linked to a large bulk modulus (B) 
but it has also been shown to correlate better with the shear modulus (G) of the 
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material; diamond is the leading system in both cases, with B = 443 GPa and G = 535 
GPa, respectively [18]. In fact superhard materials usually meet the following 
conditions: of shorter bond length, higher electronic density or bond density, and 
greater degree of covalent bonding [11]. Strong covalent compounds formed by light 
elements, such as polymorph of C3N4 [19], B6O [20], and C-B2N [21] and partially 
covalent heavy transition metal boride, carbide, nitride and oxide such as RuO2 [22], 
ZrO2, HfO2 and TiO2 [23] are powerful candidates for superhard materials.  
 
The cubic phase of boron nitride (BN) is known as the second hardest material after 
diamond with B =367 GPa [12] and G =405 GPa, whose structure is derived from that 
of diamond with half the carbon atoms being replaced by boron and the other half by 
nitrogen atoms. Cubic BN have been synthesized at high pressure of  5 GPa and 
temperatures  1600˚C, and does not exist in nature. It has several outstanding 
qualities, such as hardness surpassed only by diamond, high thermal temperature, low 
chemical reactivity, high electrical resistance, and low density. The combination of 
these properties makes cubic boron nitride more suitable as an engineering material 
than diamond for many applications, especially for wear. For example, diamond cannot 
be used to machine steels, particularly hardened steels, because carbon dissolves into 
steel at high tool tip temperature. Cubic boron nitride, in comparison, has a very low 
affinity to steel, therefore making it a promising candidate for machining. However, its 
synthesis is more difficult, and it has not been possible to prepare large crystals. 
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Therefore industry is looking for alternative materials that will need to be much harder 
than present ceramics (Si3N4, Al2O3, TiC).   
 
A more elaborate material with a cubic structure and having potentially hard 
characteristics is the spinel structure (space group Fd 3 m, Z = 8) where, in contrast to 
previously considered materials, the cation to anion ratio is 3:4 [24]. A high pressure 
phase of SiO2-stishovite (33 GPa) is the hardest material known, after diamond and c-
BN [25], but has not been stabilized for technological use. The hardness of γ -Si3N4 
approaches that of SiO2-stishovite but is significantly below that of diamond and c-BN. 
The property makingγ -Si3N4 to an outstanding material is its excellent thermal 
(meta)stability in air superior to that of other superhard material such as diamond, c-
BN, c-BC2N, SiO2-stishovite, and B4C or B6O[24]. High pressure cotunnite structured 
phase of titanium dioxide has been identified as the hardest known oxide synthesized to 
date with B = 431 GPa and hardness of 38 GPa [26]. 
 
 The origin of superhardness in group IV nitride spinels results mainly from tetrahedron 
atoms rather than from sixfold coordination atoms. Other nitride polymorphs, 
experimentally detected and theoretically proposed, have also been studied. It is clear 
that increase of coordination cannot always results in increasing hardness [10]. Nitride 
spinels with hard characteristics have been found in both normal and the inversed form 
but the hardest found to date, namely γ -Si3N4 does not display such subtle differences 
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[24]. In many of the structural measurements carried out for γ -Si3N4 and γ -Ge3N4, the 
bulk properties including the elastic moduli and hardness are the natural outcome [27].  
 
Recently Gregoryanz et al [28] reported the synthesis of platinum nitride (PtN). It was 
found that the compound has remarkably high bulk modulus of 372 GPa. This B is 
comparable to 382 GPa of superhard cubic zb-structure of BN [29]. Thus PtN is the 
first noble metal nitride experimentally identified to be superhard material. 
Theoretically Patil et al [30] reported the B of zb-PtN to be 230 GPa which is lower 
compared to the experimental value of 372 GPa [28]. Other theoretical investigations 
[31] have applied different density functional method to calculate bulk moduli and the 
lattice constant of various forms of PtN. These show that the structure and the bulk 
modulus of zb-PtN are not consistent with experiments.  
 
The search of superhard materials is linked to the study of low compressibility solids, 
which have high values of bulk modulus or shear modulus. Transition metal containing 
compounds have large cohesive energies and high bulk modulus, associated with the 
distribution of their valence electrons between bonding and anti-bonding states within 
the partly filled electronic bands. Cynn et al [32] has found that osmium (Os), which is 
the heaviest elemental crystals, is less compressible to diamond with bulk modulus of 
462 GPa exceeding that of diamond B = 443 GPa. However its hardness is quite low. 
Hebbache et al [33] synthesized OsB2, found this material to be extremely hard; it is 
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also a low compressibility material with B = 342 GPa. Ab-initio calculations showed 
that is due to formation of covalent bonds between boron atoms [33]. Several studies of 
c-BC2N have also been reported [34-36]. Komatsu et al [34] used shock wave 
compression to get c-BC2N with B = 401 GPa, which is larger than of c-BN (~369 - 
400 GPa). Solozhenko et al [35] synthesized c-BC2N from graphite BC2N at pressure 
above 18 GPa and temperatures higher than 2200 K. He found the bulk modulus of c-
BC2N to be B = 282 GPa which is one of the highest bulk modulus of solids and is 
exceeded only by diamond and indicates that the synthesized phase of BC2N is only 
slightly less hard than diamond. Theoretically Chen [37] found the B of c-BC2N to be 
419 GPa, which is consistent with experimental findings, but in contrast with a recent 
theoretical study, which claimed that the c-BC2N is less hard than diamond [38]. One of 
the new superhard materials formed at high pressure and temperature include dense 
partly polymerized forms of fullerite (C60, C70 solids) [39]. Boron suboxide (B6O1-x) is 
another superhard material (Hv = 32-38 GPa) with a structure containing icosahedra 
grouping of boron atoms [40]. 
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3 Hardness and its concepts 
 
Hardness (H) is usually defined as the resistance of a material to deformations. 
Resistance to plastic deformation depends primarily on dislocation mobility. The 
hardness of a material may be written as: [41] 
                                               extHHH += int                                                           3.1 
Where intH  and extH are the intrinsic and extrinsic contributions to the hardness 
respectively. intH  is due to the nature of the bonding structure of the material, while 
extH  is a result of the defective nature in the materials, and includes solid solution, 
precipitation, grain boundary, work hardening etc. Hence hardness strongly depends on 
the microstructure of the films. Hardness also depends on various other parameters: 
temperature, pressure, porosity, impurities, and dislocation movement. It also correlates 
to various physical properties such as ionicity, melting point, band gap, cohesive 
energy, etc., can therefore be then studied indirectly [42]. Probably the major 
requirements of a hard material are approximately isotropy – the bonding symmetry 
probably needs to be cubic, the valance electron density should be as large as possible 
and bonding type must be covalent. In addition dislocation mobilities in the material 
need to be as small as possible [43]. Covalent materials are much better candidates for 
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high hardness than ionic compounds because localized electrostatic interactions are 
omnidirectional and yield low bond-bending force constants, which results in low shear 
moduli. The ratio of bond-bending to bond-stretching force constants decreases linearly 
from about 0.3 for covalent material to essential zero for a purely ionic compound [44, 
39]. Covalent bonds are strongest among other types of bonds, they are so strong in 
such a way that they disallow atom from sliding against one another. 
 
There is no one to one correspondence between hardness and other properties. Hardness 
is different from bulk modulus or shear [39]. It is now accepted that the hardness of 
perfect crystals is mainly intrinsic and that of nanocrystalline and polycrystalline is 
extrinsic. Recently the works for hunting new superhard materials indicate that 
synthesis of materials with intrinsic hardness exceeding that of diamond is great 
challenge to science [45]. Materials with extrinsic hardness exceeding that of diamond 
were investigated frequently [46]. The goal of hardness design is to use knowledge of 
elastic stiffness and plastic resistance to propose a superhard material. Bulk modulus 
measure the resistance of a solid to volume change and is the simplest measure of 
elastic stiffness. The bulk modulus B is the reciprocal of compressibility. It expresses 
the material resistant to hydrostatic pressure [47]. Low compressibility materials are 
often superhard. Compressibility is an important physical property of a material, 
providing useful information about material strength, chemical bonding and electronic 
structure. Strong bonded materials have short interatomic forces, leading to high bulk 
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moduli [32]. The bulk modulus has been considered for along time as the best guide in 
search of high hardness materials. It is used because is cheaper to calculate from the 
practical usage of computer time. Materials with bulk modulus greater than a value of 
approximately 250 GPa can be considered as falling within a region where they could 
have a potential superhard character [13]. Even if there is a correlation between the 
hardness values and the bulk moduli for particular classes of substances [12], there are 
limitations when using bulk modulus for predicting hardness. For example, the bulk 
modulus of corundum exceeds that of B6O, yet its hardness is significantly less [39]. 
Even though materials with bulk modulus higher than that of diamond have been 
predicted, none of them have higher shear modulus or hardness [14]. The fact that the 
bulk modulus of Os is comparable with that of diamond does not mean that it has 
comparable hardness. Its hardness is nearly 30 times smaller with a Vickers hardness 
approximately 350 Kgmm-2 compared with about 10000 Kgmm-2 for diamond [48]. 
Even so it is unlikely that material with bulk modulus smaller than that of diamond will 
be harder.  
 
The shear modulus describes the resistance of a material to anisotropic shape change 
and plays an important role in the elastic theory of dislocations. It is more pertinent to 
hardness, but it is more complex property. It is more complex, because it depends on 
both the plane of shear and the direction of shear. It indicates how well a material 
resists a tearing force [49]. It was confirmed experimentally as being the best hardness 
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predictor, as already mentioned in chapter two. Aluminum, for example, has fairly large 
bulk modulus but is not considered a hard material because its shear modulus small. 
Pugh [50] introduced the ratio between the shear and bulk modulus, G/B, for 
polycrystalline phases, as a measure of toughness /fracture in metals. A low (high) G/B 
value is also often associated with ductility (brittleness).  
 
In mineralogy, hardness is measured on the Moh scale, which is based on the scratch 
tests with the use of certain standard substances from talc to diamond. This scale is 
nonlinear and in this hardness is not reliable because materials of similar hardness can 
scratch each other and the resulting value depends on the specific details of the contact 
between the two materials. A more accurate way of defining and measuring hardness is 
by the indentation of the material by a hard indenter; in this different methods are used: 
the Brinell, the Rockwell, the Vickers and the Knoop. Usually the Brinell hardness 
testing is used to determine the hardness metal forgings and castings that have large 
grain structures. The Rockwell hardness testing is more commonly used in industry 
because the hardness is read directly off the machine. The Vickers and the Knoop 
hardness testing are widely used for determining the hardness of materials that are too 
small. The difference between Vickers and the Knoop tests is the shape of the diamond 
pyramid indenter. The Vickers and the Knoops indenter methods are the frequently 
used. Materials with hardness of above 40 GPa are known to be superhard.  The 
hardness of diamond is 90 GPa, and the second hardest material c-BN, with hardness of 
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50 GPa [14]. Hard materials have many industrial applications wherever resistance to 
abrasion and wear are important, and are then intensively investigated both 
experimentally and theoretically. Combining high hardness with other properties, such 
as chemical inertness and low-cost synthesis, could quickly yield practical benefits, for 
example, by providing a replacement for cubic boron nitride for cutting and polishing 
steel. 
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4   Theoretical methods 
 
4.1 Introduction 
 
Computer simulation techniques are used in areas of condensed matter physics, 
materials science, chemical physics, physical chemistry, biological science and 
engineering science. These techniques enable simulator to develop and explore models 
of structures, energetic and dynamic of complex molecules and materials, with high 
accuracy. Simulation techniques are increasingly integrated with the experimental 
synthetic and characterization studies. The capability and power of modern computer 
technology, allows one to attain more and more information about the model. Even 
systems which were not treatable some years ago can be considered now. This made it 
possible to perform calculations for real material with accuracy and thus they can 
provide meaningful detailed comparison to the experimental measurements 
 
 The computer modeling at atomic and molecular level can be divided into two 
methods, namely: the forcefields methods and electronics structure methods (quantum 
mechanical methods). For predicting the properties of materials the atomistic technique 
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is significant. Firstly for simulation and prediction of structural and functional 
properties, the choice is between the forcefields and quantum mechanical methods. 
Although, force field methods are preferably because of the high computational 
efficiency, they have not been successfully developed for metal oxynitrides, so the 
quantum mechanical based methods is employed in this research. The quantum 
mechanical methods is divided into semi-empirical and ab-initio methods. However, in 
this work, as already mentioned in chapter one we rely on ab-initio methods, 
particularly the DFT. 
 
4.2   Density functional theory (DFT) 
 
Density functional theory (DFT) methods are the most widely used ab-initio methods in 
computational material science and solid state physics because of their computational 
efficiency and very good accuracy. DFT is powerful in determining the electronic 
structural properties of atoms, molecules, and solids in their ground state using the 
Kohn, Hohenberg, and Sham [51, 52]. In DFT, the total energy is expressed in terms of 
the total electron density rather than the wave function. The total energy is decomposed 
into three contributions, a kinetic energy, a coulomb energy due to electrostatic 
interaction among all charged particles in the system, and a term called the exchange-
correlation energy. This decomposition is formally exact, but the actual expressions for 
the many body exchange and correlation interactions are unknown. In DFT, the total 
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electron density is decomposed into one electron densities, which are constructed from 
one electron wave functions. These one electron wave functions are similar to those of 
Hartee-Fock theory. 
 
Hohenberg and Kohn (1964) working together investigated the foundation of Thomas-
Fermi model, [53] where they formulated and gave proofs of two important theorems.  
The Hohenberg-Kohn first theorem state: the external potential ( )rVext  is 
determined, within a trivial additive constant, by the electron density ( )rρ .  
The proof of this theorem is as follows: 
 
Let consider an external potential ( )rVext  with the ground state wave function ψ  that 
gives an electron density ( )rρ . Suppose there is another external potential ( )rVext'  with 
the ground state wave function 'ψ  gives the same density ( )rρ . We are here supposing 
that the states are non-degenerate. The external potential would give two different 
Hamiltonians Hˆ  and 'ˆH  whose ground state density would have different wave 
functions ψ  and 'ψ . Consider 
             
'''
ˆˆ
oo EHHE =<= ψψψψ       4.1 
Where 
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''''''''
ˆˆˆˆ ψψψψψψ HHHH +−=
  
                                           
( ) ( ) ( )[ ] '' oextext EdrrVrVr +−= ρ         4.2                                     
 
The latter follows from the definition of H and H ' the definition of .  
On the other hand if we consider 'oE  in exactly the same way, we find the same kind of 
equation, with ( )rVext  and ( )rVext'  interchanged, 
                  
( ) ( ) ( )[ ] oextexto EdrrVrVrE +−−= '' ρ             4.3 
Addition of 4.2 and 4.3 leads to the results oooo EEEE +<+
''
 which are a 
contradiction and so there cannot be two different ( )rVext  that give the same ( )rρ  for 
their ground state. This means that the density is a unique functional of the potential. So 
( )rρ  determines N and   ( )rVext  and hence all properties of the ground state. 
 
Second Theorem State: The ground state energy can be obtained variationally. The 
density that minimizes the total energy is the exact ground state density. 
Consider the total ground state energy of a system that can be written as    
         
( )[ ] [ ] [ ] [ ]ρρρρ eeext UTVrE ++=             4.4 
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Where [ ]ρextV  is the external potential energy, [ ]ρT  is the kinetic energy, and [ ]ρeeU  
is the electron-electron interactions. 
Defining:- 
               
[ ] ( ) ( ) ,drrrVV extext ρρ =                4.5                
And the quantity  
( )[ ] ,ˆ ψψρ FrF =                              4.6                                                   
The functional [ ]ρF  is the universal in the sense that it does not depend on the external 
potential and the operator Fˆ stand for the kinetic energy and the electron-electron 
interactions. ψ  is a functional of ( ),rρ  a density that is the ground-state that 
corresponds to some ( )rVext  is known as V-representable. Thus,  
( ) ( )[ ] ( ) ( ) ( )[ ]rFdrrVrrE rV '' ρρρ +=                               4.7                                             
And by variation principle, 
ψψψψψψψψ extext VFVF +>+ ˆˆˆ ''''                          4.8 
Where the ground state energy ( )ψ , stand for the wavefunction associated with the 
correct ground state density ( )rρ . This leads to, 
( ) ( ) ( )[ ] ( ) ( ) ( )[ ]rFdrrrVrFdrrrV extext ρρρρ +>+  '' ,              4.9 
This is the Hohenberg-Kohn energy variational principle, 
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( )[ ] ( )[ ]rErE VV ρρ ≥'                                   4.10 
Although the Hohenberg-Kohn theorem shows it is possible to use the ground state 
density to calculate properties of the system, they do not offer a way of computing the 
ground state density. In the following year Kohn-Sham [52] came with the solution. 
 
 
4.2.1   Kohn –Sham Equations 
 
The work of Kohn-Sham [52] allows us to calculate the true density of the system by 
solving a set of self consistent one body equations. Kohn-Sham separated ( )[ ]rF ρ  into 
three distinct parts, so the total energy functional can be written as: 
( )[ ] ( )[ ] ( ) ( ) ( )[ ] ( ) ( )drrVrrEdrdr
rr
rr
rTrE extXC  ++
−
+= ρρρρρρ '
'
'
2
1
        4.11   
Where, ( )[ ]rT ρ  is the kinetic of a system of non-interacting electron gas with 
density ( )rρ , ( ) ( ) '
'
'
2
1 drdr
rr
rr

−
ρρ
 is the classical electrostatic (Hatree) energy of 
electrons and ( )[ ]rEXC ρ  is the energy of exchange and correlation, which contains the 
difference between the exact and non-interacting kinetic energies and also the non-
classical contribution to the electron-electron interactions, of which the exchange is a 
part. 
 22
                 
( )[ ] ( ) ( )drrrrT m
N
m
m ψψρ 2
1
*
2
1 ∇=  
=
,                         4.12     
  This is not the kinetic energy of the real system. Introducing a normalization 
constraint on the electron density, ( ) ,Ndrr = ρ we get  
                ( ) [ [ ( ) ( )] ] 0=−  drrrEr ρµρδρδ                                          4.13 
               
( )[ ]
( ) µδρ
ρδ
=
r
rE
                                                                  4.14 
Where µ  is the Lagrange parameter associated with the restriction of the density to 
yield the correct total number of electrons N. In terms of an effective potential, ( )rVeff , 
equation 4.14 becomes 
              
( )
( ) ( )rVr
rT
eff+= δρ
ρδµ
                                                   4.15 
 
Where the effective potential ( )rVeff  is given by,  
( ) ( ) ( ) ( )rVdr
rr
r
rVrV XCexteff +
−
+= 
'
'
'ρ
                                     4.16 
This effecting one electron potential has contributions from the ion-electron interaction, 
while the electron-electron interaction is divided into the Hartree term and the exchange 
and correlation potential ( )rVXC . 
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and  
                      
( ) ( )[ ]( )r
rE
rV XCXC δρ
ρδ
=
                                            4.17 
The problem of finding the ground state of an interacting many particle systems is 
therefore mapped into a mean field problem where non-interacting electrons are 
moving in an effective potential set up by all valence electrons in the material.  The 
resulting Kohn-Sham orbital Schrödinger equations: 
              
( ) 0
2
2
2
=




	
∈−+∇− mmeff rV
m
ψ
                                   4.18 
are solved self-consistently and the ground state electron density is determined by the 
one electron wave functions,  
               
( ) ( )
2
1

=
=
N
i
m rr ψρ ,                                             4.19 
The self-consistent scheme is an iterative process to obtain the correct electron density 
which minimizes the total energy of the system.  Self-consistent solution is required 
since ( )rρ  is used to calculate ( )rVeff  by equation 4.16 and ( )rVeff  is then inserted in 
the Kohn-Sham equations. 
 
The above equations provide a theoretical exact method for finding the ground state 
energy of an interacting system provided the form of EXC is known. Generally the form 
of EXC is unknown and its exact value has been evaluated for very few simple systems. 
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Usually EXC in the electronic structure calculations is approximated within local density 
approximation or generalized-gradient approximation. Now we turn to the next section.  
 
 
4.2.2   The Local Density approximation 
 
The simplest and easiest approximation method for the exchange and correlation energy 
function is the local-density approximation (LDA), proposed by Kohn and Sham [52]. 
Using the LDA the exchange and correlation energy for density a density ( )rρ  is given 
by: 
[ ] ( ) ( )( )drrrE xcLDAxc ρερρ =                                                     4.20 
Where ( )( )rxc ρε  indicates the exchange and correlation energy per particle of a 
uniform electron gas of density ( )rρ . The corresponding exchange and correlation 
potential is then given by: 
( )[ ] ( ) ( )
( ) ( )
ρ
ρερρεδρ
δρ
∂
∂
+== xcxc
LDA
xcLDA
xc
r
r
E
rV                       4.21 
The quantity ( )( )rxc ρε  can further be divided into exchange and correlation 
contributions, 
        
( )( ) ( )( ) ( )( )rrrE cxxc ρερερ += .                                   4.22 
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The exchange part xε was derived by Bloch and Dirac [54, 55] to be 
 
( ) 313
4
3



	−
=
pi
ρ
ε
r
x
                                     4.23 
            
( ) 31rCx ρ=
                                                    4.24 
Where C is  
                          
3
1
3
4
3



	−
=
pi
C                             4.25 
Accurate values of ( )ρε c  were calculated by Ceperly and Alder using Quantum Monte 
Carlo technique [56]. The exchange and correlation energy functional is assumed to be 
purely local in the LDA. LDA is exact in the limit of high density or varying density 
distribution and works quite well also for the description of weakly correlated 
materials. In strongly correlated systems the LDA approach is not sufficient any more 
and strong interelectronic correlation may be included by adding an empirical energy U 
to the LDA scheme (LDA +U method). Alternatively a possible improvement upon 
LDA is the inclusion of the dependence of the gradient of the density, the so called 
generalized gradient approximation, which will be discussed in the next section. 
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4.2.3   The Generalized Gradient Approximation (GGA) 
 
In fact the generalized gradient approximation (GGA) is the only gradient correction of 
the LDA method. Symbolically this can be written as: 
[ ] ( ) .,,,, drfE GGAxc  ∇∇= βαβα ρρρρρρ                     4.26                     
Like LDA, it is common to split GGA into exchange and correlation contributions 
GGA
c
GGA
x
GGA
xc EEE +=                                               4.27 
In GGA only the exchange and correlation energy cxxc EEE +=  as a functional of 
electron spin densities βα ρρ , must be approximated [57]. Where αρ and βρ are 
respectively, the density of spin up and spin down. For structural properties of real 
material the GGA have been widely used and have proved to be quite successful in 
correcting some defect of the LDA. GGA do not offer a consistent improvement over 
LDA in all types of system, but they have been shown to improve on the LDA for 
calculation of the total energy and bond length of many systems.  
 
In this work we have employed the widely used GGA in the market, the so called PBE 
due to Perdew, Burke and Ernzerhof [57, 58]. First, the enhancement factor XCF  over 
the local exchange is defined: 
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[ ] ( ) ( )[ ] ( )drsFrrE XCLDAXPBEXC ,,ζρρερρ =                                            4.28 
Where ρ  is the local density, ζ is the relative spin polarization and ( ) ( )ρρ Fkrs 2/∇=  
is the dimensionless density gradient, as in Perdew-Wang 1986, PW86 [59]: 
             ( )
ks
kksFX /1
1 2µ+
−+=                                                                         4.29 
 Where ( ) 21951.03/2 == piβµ  and 066725.0=β is related to the second order 
gradient expansion [60]. This form is chosen since it  
• Satisfies the uniform scaling condition, 
• Recovers the correct uniform electron gas limit because ( ) 10 =XF , 
• Obeys the spin-scaling relationships, 
• Recovers the local spin density approximation (LSDA) linear limit for 
( )( )210 ssFs X µ+→→ , and  
• Satisfies the local  Lieb-Oxford bound [61], ( ) ( ) ,679.1 34rrX ρε −≥  that is, 
( ) ,804.1≤sFX  for all ,r  provided that .804.0≤k  PBE chooses the largest allowed 
value, .804.0=k   
On the otherhand the correlation energy is written in the form similar to PW91 [60], 
that is, 
[ ] ( ) ( ) [ ][ ]drtHrE LDACPBEc ,,, ζρζρερρ +=                                                             4.30 
With 
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tH βγγφζρ                                             4.31 
Here, ( ) ( )ρφρ skrt 2/∇=  is a dimensionless density gradient, ( ) 21/4 piFs kk =  is the 
TF screening wave number and ( ) ( ) ( )[ ] 2/11 3232 ζζζφ −++=  is a spin-scaling factor. 
The quantity β  is the same as for the exchange term β =0.066725, 
and ( ) 031091.0/21 2 =−= piγ In . The function A has the following form:  
[ ] ( )[ ] 1// 1023 −− −= aeLDACeA γφρε
γ
β
                                                    4.32 
So defined, the correlation correction term H satisfies the following properties:  
• It tends to the correct second-order gradient expansion in the slowly varying 
(high-density) limit ( )0→t , 
• It approaches minus the uniform electron gas correlation LDACε−  for rapidly 
varying densities ( )∞→t , thus making the correlation energy to vanish ( this results 
from the correlation hole sum rule), 
• It cancels the logarithmic singularity of  LDACε  in the high-density limit, thus 
forcing the correlation energy to scale to a constant under uniform scaling of the 
density. 
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4.2.4 General comparison of LDA and GGA  
 
The behavior of the LDA relative to the GGA is well understood on the basis of the 
many comparative studies that have been done. The LDA is generally very successful 
in predicting structures and macroscopic properties, but some shortcomings are 
notorious as well [62]. These concern in particular: 
• Energies of exited states and in particular band gaps in semiconductors and 
insulators are systematically underestimated. This after all not so surprising since DFT 
is based on theorem referring to the ground state only. 
• There is a general tendency to overbinding, i.e. cohesive energies are 
significantly overestimated and lattice parameters are underestimated by up to 3%. 
• The wrong ground state is predicted for some magnetic systems (the most 
notable example is Fe which is predicted to be hexagonal close packed and non-
magnetic instead of body-centered cubic and ferromagnetic) and for strongly correlated 
system (e.g. the Mott insulators NiO and La2CuO4 are predicted to be metallic in the 
LDA).  
• Van der Waals interactions are not approximately described in the LDA, 
although there are some recent suggestions for overcoming this problem [63-65]. 
Generally the GGA try to improve the LDA, from the results of many studies, the 
following conclusion may be drawn [7]: 
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• GGAs significantly improve the ground state properties of light atoms and 
molecules, clusters and solid composed of them. 
• Many properties of 3d transition metals are greatly improved; for example, 
unlike the local spin density approximation (LSDA) the correct bcc ground state of Fe 
is obtained. 
• The description of Mott-Hubbard insulators, like the undoped phases of high-Tc  
cuprates, is not significantly improved over the LSDA. 
• GGA functional usually favor magnetism more than the LSDA, and as result the 
magnetic energies for some 3d transition metals may be overestimated. 
• Lastly the structural properties are generally improved, although GGAs 
sometimes leads to overcorrection of the LDA errors in the lattice parameters.  
 
 
4.3 Pseudopotentials 
  
Working with transition metal involves dealing with large number of electrons, so the 
computational time increases exponentially as the system size increases. “Fortunately” 
the chemical bond does not strongly depend on the core electrons. In fact, only the 
bonding energy is affected by the average electrostatic potential generated in the 
vicinity of the core. The aim is then to model the core electrons and their interaction 
with the other electrons. The concept of pseudopotentials was introduced by Fermi [66] 
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to study high lying atomic states. In the following year, Hellman [67] proposed that 
pseudopotentials be used for calculating the energy levels of the alkali metals. But the 
wide spread usage of pseudopotentials did not occur until the late 1950s, where Phillips 
and Kleinman introduced pseudopotential approach [68] with the orthogonalized plane 
waves (OPW) method [69]. In the OPW method the valence wavefunctions were 
expanded using a basis consisting of plane waves that were orthogonalized to the lower 
lying core state. This concept of pseudopotential was extended and led to the 
development of pseudopotential methods such as norm-conserving pseudopotentials, 
ultrasoft pseudopotentials (US-PP) and the projector augmented wave (PAW) method, 
which will be discussed below (in this chapter).  
 
 Generally the electrons in the outermost shell (the valence electrons) are the one in 
which actively participating in determining the chemical and physical properties of 
molecules and solids. This has led to the idea behind the pseudopotential theory to 
simulate the interaction between valence electrons and ion cores, considering the latter 
as frozen. Thus the ion-ion interaction can be considered as purely electrostatic. The 
main goal of pseudopotential is to simplify electronic structure calculations by 
eliminating the need to include atomic core states and the strong potentials responsible 
for binding them. Pseudopotentials allow one to ignore the core electrons, at the 
expense of the replacement of the strong nuclear coulomb potential of the all electron 
system by a weak pseudopotential, designed to mimic the scattering due to the 
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combined effect to nuclei and core electrons [70]. A further advantage of 
pseudopotentials is relativistic effects can be incorporated easily into the potential while 
further treating the valence electrons non-relativistic. A pseudopotential that uses the 
same potential in each angular momentum channel is called a local pseudopotential. 
Local pseudopotentials are computationally much more efficient than nonlocal one. 
One of the important concepts in pseudopotential applications is the degree of hardness 
of pseudopotential. Pseudopotential is considered soft when it requires a small number 
of Fourier components for its accurate representation and hard otherwise. 
 
 Pseudopotentials are intertwined with plane wave methods because they allow 
calculations to be done with a feasible number of plane waves. The basic ideas can be 
understood in terms of empirical pseudopotentials which provide a compact description 
of bands in terms of a few Fourier components of the potentials. The simplicity of the 
plane waves leads to very efficient numerical schemes for solving the Kohn-Sham 
equations, and the employment of pseudopotentials guarantees that the wave functions 
can be expended in a relatively small set of plane waves. Plane waves are the exact 
eigenfunctions of the homogeneous electron gas. Therefore, plane waves are the natural 
choice for simple metals where the ionic cores can be viewed as rather small 
perturbations to the homogeneous electron gas. Plane waves are orthonormal and 
energy independent. Hence, upon a basis set expansion the Schrödinger equation 
transform into a simple matrix eigenvalue problem for the expansion coefficients. A 
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further advantage of plane waves is that they are unbiased to any particular atom. Since 
plane waves do not depend on the position of the atoms, the Hellmann-Feynman [71] 
theorem can be applied directly to calculate atomic forces; even for a non-complete 
basis set the Pulay [72] terms are identical zero. The main disadvantage of a pure plane 
wave approach is that the correct descriptions of the strong oscillations of the wave 
functions close to the nucleus require a superposition of plenty of plane waves. This, 
however is a very resource-consuming procedure and not suitable for common quantum 
chemistry calculations. In order to simplify the strong oscillations of the wave function 
close to the nucleus, they are substituted by a much smoother pseudo wave function. 
This is accomplished by a substitution of the true potential inside the corer by a suitable 
pseudopotential. The convergence of the calculation can be improved by extending the 
cut-off energy (i.e. the highest kinetic energy of the plane waves.  For planes waves 
approaches to be of practical use the coulomb potential of the electron nucleus 
interaction should be replaced by pseudopotential. Plane waves are often the basis of 
choice for development of new methods, such as Car-Parrinelo [73] quantum molecular 
dynamics simulations, efficient iterative methods and many other innovations because 
of its simplicity. The fact that pseudopotential are not unique allows the freedom to 
choose forms that simplify the calculation and the interpretation of the resulting 
electronic structure. The advent of “ab-initio norm conserving” and “ultrasoft” 
pseudopotentials has led to accurate calculations which form basis for much current 
research and development of new methods in electronic structure calculation [74].  
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4.3.1 Norm conserving pseudopotentials  
 
The norm conserving pseudopotential methods has attracted much attention recently 
due to its simplicity, elegance and computational efficiency. The simplicity and 
efficacy of pseudopotentials have evolved considerably since the Phillips and Kleinman 
[68] construction. This evolution has been driven, by the following goals. Firstly all the 
pseudopotential should be soft as possible, meaning that it should allow expansion of 
the valence pseudo-wavefunctions using as few planewaves as possible; secondly it 
should be as transferable as possible (meaning that a pseudopotential generated for a 
given atomic configuration should reproduce others accurately), thereby helping to 
assure that the results will be reliable in solid state applications, where the crystals 
potential is necessarily different from an atomic potential; and the pseudo-charge 
density (the charge density constructed using pseudo-wavefunctions) should reproduce 
the valence charge density as accurately as possible. The pseudo-wavefunctions (and 
potential) are constructed to be equal to the actual valence wavefunctions (and 
potential) outside some core radius, with norm conserving pseudopotentials. The 
pseudo-wavefunctions differ from the true wavefunctions, inside the core radius, but 
the norm constrained to be the same [7]. Norm conserving pseudopotentials are 
normalized and are the solution of Schrödinger equation with a model potential chosen 
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to reproduce the valence properties of the atom given by all-electron calculation. The 
norm conserving pseudopotentials displays several fundamentals properties. They are 
calculated from ab-initio self-consistent atomic potential based on local density 
functional (LDA) theory. They produce pseudo-wavefuctions which are identical to real 
wave functions beyond rc, a chosen core radius, whose eigenvalue agree with the real 
energy eigenvalue. Additionally the integrals from 0 to r of the real and pseudo charge 
densities agree for crr >  for each valence state (norm conservation). The logarithmic 
derivatives of real derivatives of the real and pseudo-wavefunction and their first 
energy derivatives agree for crr > . Last two properties are crucial for the generation of 
good transferable potential [75]. The requirement of the norm conservation is key step 
in making accurate, transferable pseudopotentials, which is essential so that a 
pseudopotential constructed in one environment can faithfully describe the valence 
properties in different environments including atoms, ions and molecules. 
 
 
4.3.2 Ultrasoft Pseudopotentials 
 
The idea of ultrasoft pseudopotentials as put forward by Vanderbilt [76] is that the 
relation of the norm conservation can be used to generate much softer potentials, i.e. the 
basis set size can be made substantially smaller. In this scheme the pseudo-
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wavefunctions can be made softer within the core region, so that the cutoff energy can 
be reduced dramatically. The pseudopotential transferability is maintained by 
introducing a generalized orthonormality condition. The augmentation chargers are 
normally “pseudized” to make calculations feasible. It has been rigorously proven [77] 
that without such pseudization, i.e. in the limit of very accurate augmented chargers, the 
ultrasoft pseudopotential method should and in fact does reproduce the results of the all 
electron projector augmented wave (PAW) method [6]. Ultrasoft potentials have 
another advantage in addition to being much softer than the norm conserving potentials. 
The generations algorithm for ultrasoft produces Kleinman-Bylander [78] separable for 
more than one projector function in each angular momentum channel, which guarantees 
good scattering properties over a prespecified energy range. This results in much better 
transferability and accuracy of pseudopotentials. Ultrasoft potentials usually treat 
“shallow” core electrons as valence states by including multiple set of occupied states 
in each angular momentum channel. Nonlinear core corrections can used to describe 
shallow core state in a more approximate way if computational cost becomes an issue 
[79]. The ultrasoft pseudopotential formulation is more complex than the formalism for 
norm conserving pseudopotentials. In particular, one has to solve a generalized 
eigenvalue problem as a result of using nonorthogonal wave functions. On the other 
hand, ultrasoft potentials provide great improvements in both accuracy and 
computational cost for elements with the valence 1s, 2p, 3d or 4f electrons where the 
norm conserving potentials are necessarily quite hard [80]. 
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4.3.3 Projector Augmented Waves (PAW)   
 
The projector augmented wave (PAW) method was developed by Bloch [6], as a very 
powerful tool for performing electronic structure calculations of density functional 
theory. The PAW method is an extension of augmented wave methods and the 
pseudopotential approach, which combine their traditions into a unified electronic 
structure method. Like the ultrasoft pseudopotential method, it introduces projectors 
and auxiliary localized functions. The PAW approach also defines a functional for the 
total energy that involves auxiliary functions and it uses advances in algorithms for 
efficient solution of the generalized eigenvalue problem. However, the differences is 
that the PAW approach keeps the full all-electron wavefunction in a form similar to the 
general OPW expression, since the full wave function varies rapidly near the nucleus, 
all integrals are evaluated as a combination of integrals of smooth functions extending 
throughout space plus localized contributions evaluated by radial integration over 
muffin-tin spheres. It maintains the advantage of pseudopotentials that forces can be 
calculated easily. It combines some of the best features of pseudopotentials and all-
electron approaches. The Ultrasoft pseudopotentials and the PAW methods permit 
accurate calculations with a smaller set of planewaves. Unlike pseudopotentials, the 
PAW method keeps the entire set of all-electrons core functions and smooth parts of the 
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valence function. The problem of constructing the projector and basis functions needed 
for PAW approach is very similar to the problem of constructing local and nonlocal 
pseudopotentials.  
The comparison of the PAW approach with the norm conserving pseudopotential 
calculations and local basis set calculations indicates the following [81]: 
• The accuracy of the PAW is similar to the accuracy of local basis calculation. 
• The convergence with respect to the plane wave basis set leads to practical 
calculations even for difficult systems (transition metal). 
• The bonding properties in transition metals are described correctly for wide 
range of bond distances, from diatomic molecules to solids. 
• The accuracy of the calculations can be systematically improved by expanding 
the local representation. 
• The method is robust with respect to the choice of local basis set. 
• Local basis set terms in the Hamiltonian are one centered and can be 
precomputed so that execution times are similar to the plane wave pseudopotential 
methods. 
 
The accuracy of the methods depends on two factors: the completeness of plane wave 
basis with respect to the smooth wave function and the completeness of basis set in the 
atomic sphere region. The size of the plane wave basis is typically characterized by the 
energy cutoff, the kinetic energy of the highest in the basis set. As the energy cutoff 
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increases, the errors due to incompleteness of the plane wave basis become smaller. In 
the PAW method the plane wave basis errors are determined the smoothness of basis 
set, since in order for various cancellations to occur the plane wave basis representation 
of basis set depends on the size of the atomic sphere as well as the strength of the 
effective atomic potential. The convergence of the pseudopotentials methods can be 
greatly improved by removing the norm conserving condition via Vanderbilt’s ultrasoft 
pseudopotentials [76] or Blochl’s PAW method [6]. As discussed by Blochl and later 
by Kresse and Joubert [77], there are certain similarities between ultrasoft 
pseudopotentials and PAW method. From a numerical point of view both methods 
should have roughly the same efficiency. However, there are several advantages 
associated with all electron nature of PAW approach. Firstly, the issue of 
parameterizing the pseudopotential is avoided in PAW, of which this can be difficult in 
Vanderbilt’s method [76]. Secondly, the accuracy of the PAW approach can be 
systematically improved by increasing the size of the local basis set. Thirdly, the PAW 
approach provides all-electron Kohn-Sham wave functions that are necessary in certain 
applications.       
 
4.4 Vienna Ab-initio Simulation Package CODE 
 
VASP (Vienna Ab-initio Simulation Package) is a package for performing ab-initio 
quantum-mechanical molecular dynamics (MD) simulations using Pseudopotentials or 
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PAW and plane waves basis set. VASP is leading the ab-initio method for predicting 
crystal and molecular structures, relative phase stabilities and electronic and magnetic 
properties.  In VASP, the Kohn-Sham equations are solved self consistently with an 
iterative matrix diagonalisation and the Pulay/Broyden [82, 83] mixing method for 
charge density. Combining these two techniques makes the code very efficient 
especially for transition metal systems that present a complex band structure around the 
Fermi level. The algorithms implemented in VASP are based on the conjugate gradient 
scheme, the block Davidson scheme or a residual minimization scheme (RMM). These 
algorithms calculate the electronic ground state for a given geometry, calculate forces, 
and based on these forces, and predict a new geometry. These steps are then repeated 
until an energy criterion is ignored and only the forces are minimized. 
 
 The interaction between ions and electrons is described by ultra-soft Vanderbilt 
pseudopotential (US-PP) or by the projector-augmented wave (PAW) method [76, 6]. 
US-PP (and the PAW methods) allow for a considerable reduction of the number of 
plane-waves per atom for transition metals and first row elements. The Hamiltonian is 
determined in pieces in direct and reciprocal space. Fast Fourier Transformations (FFT) 
is used to switch from direct to reciprocal space and vice-versa. This allows for partial 
diagonalisation. Besides the pure local density (LDA, several gradient-corrected 
functional are implemented in VASP to account for the non-local in the exchange 
correlation (BP, PW91, PBE).  
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The number of K-points in the irreducible part of the Brillouin zone has a great 
influence on the accuracy of the calculations. This makes it clear that the sampling set 
should be chosen very carefully. The K-points sample is usually calculated by the 
program using the Monkhorst-Pack method [84]. To improve the convergence with 
respect to the K-points sampling several techniques can be used: the linear tetrahedron 
method, smearing methods such as finite temperature approaches or improved 
functional form (Methfessel and Paxton method [85], and finite methods such as 
Gaussian of Fermi smearing).  
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5 Transition Metal Oxynitrides 
 
5.1 Transition metal oxynitrides 
  
Within recent years, transition metal oxynitrides have attracted increased interest 
because of their physical and chemical properties, offering a great potential for 
industrial application [87-89]. Oxynitrides are an under-explored class of mixed anion 
solids which show novel structures and may have unusual physical properties [90]. For 
example, the replacement of O by N may adjust the colour of some 4d and 5d transition 
metal oxynitrides and these oxynitride materials have potential as safe pigment 
materials to replace currently used toxic metal containing pigment materials [91-93]. 
They are promising candidates for future application as ion conductor materials 
(sensors) and colour pigments [94]. In addition Oxynitrides of early transition metals 
are bifunctional catalysts active in hydrodenitrogenation (HDN) [95, 86]. Catalytic 
HDN is a process of nitrogen removal from hydrocarbon feedstock. Oxynitrides are 
simply obtained from metal oxide and ammonia [86] and they are able to have the same 
structure type of the parent. Combining the beneficial properties of nitrides (hardness) 
and oxide (chemical stability) gives the possibility to tune the properties of the resulting 
oxynitride by changing the oxygen/nitrogen content in transition metal oxynitrides.  
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Transition metal oxynitrides and oxycarbides are usually found as intermediates, in 
some cases as final product, during the synthesis of the corresponding metal nitrides 
and carbides [96]. Aguiar et al [97] dealt with perovskites oxynitrides of the ABO2N 
type (A = C2+, Sr2+, Ba2+ and B = Ta5+, Nb5+), these materials show a large range of 
colour and are stable in air, water or diluted acids at room temperature. They also have 
advantage of not containing toxic metals and, in turn, are eco-friendly. Peroskites 
oxynitrides are stable at very high temperature [97]. From the oxide to oxynitrides, the 
anionic substitution of divalent oxygen for trivalent nitrogen causes an increase in the 
covalency of M-O/N bonds giving rise to marked modification on the structural, 
transport, optical and magnetic properties of the resulting oxynitrides [98].  
 
5.2 Metal oxides 
 
The high pressure phases of metal oxides typically exhibit very high bulk moduli and 
are candidates for hard materials. Of the various metal oxide that have now been 
considered, ZrO2 and HfO2 are reported to have potential superhard high-pressure 
phase, and therefore are hold potential as refractory materials [99]. Looking to the 
entire metal oxides, zirconia is the most studied now having extensive range of 
industrial application [23, 100, and 101]. Zirconia has a monoclinic ambient phase with 
several important phase formed under extreme conditions [4]. The studies of Lerch et al 
[102, 103] are notably valued in the case of zirconium oxynitrides. They show 
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oxynitrides with a high ionic conductivity, comparable with yttria stabilized cubic 
ZrO2, could be obtained by a high temperature reaction of ZrO2, with nitrogen [102, 
103]. Metal oxides have been examined for their potential hard properties and TiO2 in 
the cotunnite structure has been identified as the hardest known oxide synthesized to 
date [26]. It has found to have bulk modulus and hardness of 431 GPa and 38 GPa 
respectively. TiO2 has been suggested as a material that could have a series of high-
pressure phases with a hardness possibly approaching that of diamond [104, 105]. 
 
 There are strong differences found for the metal dioxide and similar oxynitrides 
depending on the metal’s character. In the case of metal dioxides (MO2) it is likely that 
as the metal coordination increases so does the bulk modulus. The highest coordination 
in the metal dioxides is the cotunnite structure in which the metal atom is coordinated 
by nine oxygen’s [106]. Actually it may be that the cotunnite phase of the metal atom is 
the highest coordination phase that can be achieved in MO2 series and therefore could 
represent the hardest possible structure. Given the greater potential of highly 
coordinated MO2 cotunnite phase as an ultrahard material, the possibility of changing 
the chemical nature of this phase through incorporation of other elements may lead to 
another potentially important series of ultrahard materials.  
 
In relation to nitrides, generally bonding among solid nitrides is less ionic than in the 
corresponding oxide. Main group nitrides compounds are often wide-gap 
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semiconductors where as oxides are usually insulators. Transition metal oxide tend to 
be highly refractory due to their ionic bonding, but generally they are less refractory 
than their corresponding nitrides and also have low hardness (for example TiO2 and 
ZrO2 versus TiN and ZrN) [107]. 
 
5.3 Metal nitrides   
 
Transition metal nitrides have many outstanding physical properties of refractory 
ceramics in the past, such as high melting, high hardness, and tensile strength. Most 
transition metals form nitride at high temperatures and at either ambient or high 
pressure (for example, ZrN, Vn, MoN) [30]. When transition nitrides belong to group 
IVb or Vb in the periodic table, binary transition metal nitrides form rock salt structure. 
At nanoscale level, they display three types of bonding characteristics; metallic, ionic 
and covalent. The fact that nitrogen is less electronegative than oxygen leads to more 
covalent bonding in nitrides and oxynitrides than in oxides. Substitution of nitrogen for 
oxygen modifies the band structure and if the highest oxidation state of transition metal 
can be stabilized, for example tantalum in SrTa3ON, often results in the colour of the 
nitride type compound being different from that of corresponding oxide [108]. The 
structure of the spinel nitrides are of significant interest and are most likely to be 
formed at high temperature and high pressure [109]. Double nitrides AB2N4 are most 
likely stable when the counterparts BA2N4 are metastable. All of the stable double 
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nitrides show higher covalency than their constituent single nitrides. Some of the 
compounds show a bulk modulus exceeding 300 GPa, for example c-TiC2N4 (317 
GPa), c-SiC2N4 (327 GPa) and etc [109]. 
 
High thermal stability is one of many important properties required for industrial 
applications of hard and superhard coating on cutting tools [24, 110]. Silicon nitride 
(Si3N4) has attracted much attention because of its advanced mechanical, electronic and 
thermal properties. It was reported that cubic spinel (-SiN4) with cubic spinel structure 
could be synthesized at pressure above 15 GPa and temperature exceeding 2000 K, yet 
persists metastably in air at an ambient pressure to at least 700 K. the hardness of the 
nitride spinel has been predicted by the chemical bond definition of spinel [10].  
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6 Calculational Results on Oxynitrides of Tantalum, 
Niobium, Tungsten and Titanium   
 
 
As discussed earlier a combination of the metal oxide and metal nitride could produce 
phases with properties better than the parent oxide or nitride. In this section we apply 
DFT within LDA and GGA to look at several metal oxynitrides. The goal is to examine 
properties of the oxynitride phase and to estimate the pressure needed for a synthesis of 
such phase. In particular we estimate the compressibility of each phase. In our 
calculation the functional relationship for pressure against volume is called the equation 
of state (EOS). Usually the EOS of solids describes the relationships among 
thermodynamically variables such as pressure, temperature, and volume. It provides 
numerous information of non-linear compression of material at high pressure. The high 
pressure EOS has been represented in various functional, such as, the Murnaghan [111], 
Birch-Murnaghan [112], and Vinet Universal equation [113]. They all give very similar 
results. 
 
In our calculation we used Birch-Murnaghan [112] EOS. This approach expands the 
Gibb’s free energy in terms of Eulerian strain , with
23)21( −=VVo . The integrated 
energy volume form of the third order Birch-Murnaghan [104] EOS becomes  
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Where oB , 
'
oB  and oV  is the bulk modulus, pressure derivatives and equilibrium 
volume, respectively. Using  oB , 
'
oB  and oV  from a least square fit of the calculated V - 
E curves to equation 6.1, the hydrostatic pressure, P, is established from the P – V form 
of the  Birch-Murnaghan [112] EOS, which is the volume derivative of the equation. 
6.1. The third order Birch-Murnaghan [112] isothermal EOS is given by: 
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6.1 Tantalum Oxynitrides (TaON) 
 
Tantalum nitride (TaN) is a hard material due to the strong hybridization of the 
nonmetal 2p orbitals with the metal d orbitals [41]. TaN is commonly found and is 
chemical inert, corrosion resistant and a hard material [89,114,115]. Tantalum oxide is 
widely used in electronics as a gate dielectric and in optical devices due to its high 
transparency and high dielectric constant. A combination of beneficial properties of Ta 
nitride and Ta oxide results in a material tantalum oxynitrides with variable 
composition and functionality [116]. TaON is a new material that has not received 
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much consideration as a potentially hard material. TaON is an oxynitrides material 
displaying very similar characteristics to ZrO2 in that it is also has an ambient 
monoclinic phase [117]. There is a suggestion that cotunnite TaON may have several 
properties superior to ZrO2 [118,119] and could be formed from a modest high-pressure 
treatment of the ambient monoclinic structure. Again there is strong evidence 
suggesting that phases of TaON could be harder than ZrO2. Cubic ZrO2 is notably 
valued for its hardness and tetragonal ZrO2 is used as a metastable phase often 
employed in a composite with other ceramics [4]. The cotunnite phase have recently 
attracted the attention of researchers and, in particular, can be quenched to ambient 
conditions and has been suggested as a candidate for a useful superhard material [101]. 
It is well known, that the high temperature phases of zirconia can be stabilized by 
introducing the dopants such as CaO, MgO or Y2O3 [120]. The ionicity decreases from 
the monoclinic to cotunnite phase and it is accepted that the larger the ionicity, the 
lower the hardness of materials [121]. 
 
The crystal structures of all the materials considered follow that found in ZrO2 [4, 121] 
namely: monoclinic, cubic, tetragonal and orthorhombic. The crystal structures of these 
phases are shown in fig 1(a)-1(d). All the phases of materials considered are 
schematically the same. The values of equilibrium (P=0) lattice constant are presented 
in Table 1. The Birch-Murnaghan equation of state (EOS) was used to fit the energy-
volume results, and from this an estimate can be made of bulk moduli B and pressure 
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derivatives B for various phases of TaON. The results are summarized in Table 2. The 
calculated Birch-Murnaghan equation of state (EOS) for each of the ambient structure 
are shown in Figs 2 (a) and 2 (b), for TaON in the LDA and GGA respectively. The 
cubic, tetragonal and cotunnite structures are energetically unstable with respect to the 
monoclinic phase. The cotunnite phase of TaON has the highest bulk modulus. These 
phase typically exhibit very high bulk moduli and thus are candidates for hard 
materials. Theoretical total energies are all given relative to the monoclinic phase, 
which is the lowest energy phase of all materials considered. In all case it can be seen 
that the LDA predicts smaller cell volumes than the GGA. To the contrary the bulk 
moduli for the GGA are smaller than the LDA. The important point is that the 
calculated results show that various phases lie quite close in energy.  
 
 
 
 
FIG 1(a): Crystal structure of baddeylite Metal oxynitrides LDA 
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FIG 1 (b): Crystal structure of tetragonal metal oxynitrides LDA 
 
 
 
 
 
 
FIG 1 (c): Crystal structure of cubic metal oxynitrides LDA 
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FIG 1 (d): Crystal structure of cotunnite metal oxynitrides LDA 
 
 
In figs 2 (a) and 2 (b) are plots of the energy against volume for all the phases we have 
considered. Total energy calculations allow one to decide the stability of the system. 
Generally, the system with lower energy is said to be the stable one. The monoclinic 
phase has the lowest equilibrium energy, indicating its stability than the other phases. 
Thus suggest that the monoclinic phase may be the preferred phase at low pressure. The 
bulk modulus (B) of cotunnite phase with the space group Pnma for TaON was 
determined to be 369 GPa in the LDA. This B is well compared to 367 GPa of 
superhard cubic BN [12]. Thus TaON with cotunnite structure may be a superhard 
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material. So far there is few if any experimental and theoretical work to compare. The 
calculated bulk modulus (253 GPa) in GGA of TaON in the baddeylite structure is 
compared very well with a previous theoretical value of 278 GPa [87]. For fluorite 
structure, the computed bulk (299 GPa) in GGA is in excellent agreement with those of 
previous theoretical work (299 GPa) [86]. The lattice parameters a, b, and c computed 
with LDA and GGA methods are within 2, 25% of the experiment [133] for baddeylite 
structure. For the cotunnite, fluorite, and tetragonal phases, no experimental data on 
their structure is available; the structure computed here for the cotunnite, fluorite, and 
tetragonal phases is in reasonable agreement with previous theoretical studies [4].  
 
The relative energies of the phase give some indication of the potential ordering of 
expected structures at a specific volume. Calculated parameters of possible structures of 
TaON are shown in Table 2, where the energies are expressed relative to the baddeylite 
ambient phase. For the LDA the energetic order of the phase found is Ebaddey < Ecot < 
Etetra <Ecubic and for the GGA the energetic ordering sequence is Ebaddey < Etetra <Ecot < 
Ecubic. 
 
Figure 3 (a) and 3 (b) gives a free energy – pressure variation with the pressure 
calculated from the slope of the energy-volume equation of state. The enthalpy 
difference H is a good measure to compare the relative stability of solid state 
structures under pressure, because their entropy differences that contribute to the free 
 54
enthalpy G are typically small. The baddeylite structure is the most stable 
modification of TaON up to a pressure at approximately 30 GPa within LDA. Similarly 
our results with GGA show that baddeylite is more stable up to a pressure at 
approximately 60 GPa.  Above this pressure it will transform into the cotunnite phase. 
At no point between 0 and 80 GPa is either the tetragonal or fluorite phase predicted to 
be the most stable form, although the fluorite form is more stable than the tetragonal 
structure.  
 
Table 1: Crystals structure of metal TaON. GGA results are in brackets. All angles are 
90˚ except monoclinic “baddeylite”  
Phase Space 
group 
                           Lattice constant 
          a(Å)         b(Å),    c(Å) 
Baddeylite P21/c 4.999 (5.071) 4.918(5.010)=99.89˚(99.74˚) 5.140 (5.227) 
Prev 
theor[81] 
4.9878 5.0569 =99.50 5.2063 
Expt[133] 4.9581 5.0267 =99.64 5.1752 
Cubic F43m 4.827 (4.995) 4.827 (4.995) 4.827 (4.995) 
Prev 
theor[299] 
 4.99 4.99 4.98 
Tetragonal P42/mc 3.476 (3.528) 3.476 (3.528) 5.101 (5.302) 
Cotunnite Pnma 3.198 (3.139) 5.610 (5.470) 6.683 (6.547) 
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Table 2:  Calculated equation of state properties and relative energies of some phases 
for TaON. GGA results are in brackets. 
Phase Space group E tot (ev/atom) Veq (Å 3 ) B (GPa) B 
Baddeylite P21/c 0.000 11.04 (10.91) 281 (253) 4.67 (5.89) 
Cubic F43m 0.409 (0.347) 9.96  (10.40) 335 (299) 4.03 (4.31) 
Tetragonal P42/mc 0.249 (0.237) 10.31 (11.01) 253 (204) 5.00 (5.15) 
Cotunnite Pnma 0.117 (0.257) 8.91  (9.37) 369 (297) 5.17 (6.62) 
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FIG 2 (a): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structures of TaON calculated with VASP within LDA. 
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FIG 2 (b): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of TaON calculated with VASP within GGA. 
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FIG 3 (a): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for TaON within LDA. 
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FIG 3 (b): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for TaON within GGA. 
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6.2 Niobium oxynitrides (NbON) 
 
Of the other oxynitrides niobium oxynitrides are another series of new ternary materials 
[114] that have not so far received much consideration as a potentially hard material. 
NbON as with TaON crystallize in the ambient phase in the baddeylite structure [122], 
which is also a high-temperature polymorph of ZrO2. The central metal atom experiences 
seven-fold coordination and strictly ordered anion arrangement within this type. The 
coordination polyhedron in the oxynitrides is formed by the oxygen and four nitrogen 
atoms. TaON and NbON are anticipated to be similar in that Ta and Nb belong to the same 
column in the periodic table. NbON is also predicted to exhibit almost the same high 
pressure behavior as TaON. Major difference between TaON and NbON is that TaON 
predicted to be semiconductor where as NbON is predicted to be metallic [118]. NbO is 
metallic, NbO2 and sub stoichiometric Nb2O5 are semiconductors. Preparation of niobium 
oxynitride at temperature above 900 K was reported [123] and a poor activity of NbNxOy in 
quinoline HDN was observed [124].Kim et al [123] studied the synthesis of niobium 
oxynitrides by reaction between ammonia and niobium pentoxide. The nitridation process 
was optimized and several different aspects that could influence the reaction were studied. 
The influence of the crystallographic structure of the precursor oxide on the characteristics 
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of the oxynitride, the composition of the gaseous mixture, the final temperature of 
nitridation, as well as the influence of a promoter additive (niobium oxynitrides, itself) on 
the nitridation process, were all aspects considered in that study. Oyama deals with the 
aspect of synthesis of NbON [125]. Two metallic phases have been observed in the NbON 
system; face centered cubic (fcc) structure type and tetragonally deformed NaCL structure 
[126]. 
 
The LDA values of bulk modulus are systematically larger than the GGA values, 
possibly due to a smaller value of Vo for the former functional.  The LDA gives larger 
energies and bulk moduli than the GGA but lower equilibrium unit-cell volumes. The 
calculated lattice parameters on NbON in the baddeylite structure match very well with 
the experimental and the theoretical one calculated by ref [127] and references therein. 
The results are shown in Table 3. Experimentally NbON is described as a blue-colored 
semiconductor. Energetic ordering is Ebaddey < Ecot < Etetra < Ecubic and Ebaddey < Etetra 
<Ecot < Ecubic, for LDA and GGA respectively. Even in the NbON the tetragonal and 
cubic phases remains metastable throughout the enthalpy-pressure phase diagram fig 5 
(a) and 5 (b). The transition pressure from the ground state structure is approximately 
30 GPa and 50 GPa for LDA and GGA, respectively.  
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Table 1Table 3: Crystals structure of metal NbON. GGA results are in brackets. All 
angles are 90˚ except monoclinic “baddeylite”  
Phase Space group                       Lattice constant 
a(Å) b(Å),˚ c(Å) 
Baddeylite P21/c 5.029 (5.098) 4.956(5.045)=100.04 (99.85) 5.177 (5.264) 
Prev theor 
[127] 
5.026  5.077 =100.07 5.243  
Expt[127] 4.970  5.033 =100.23   5.193 
Cubic F43m0 4.954 (5.027) 4.954 (5.027) 4.954 (5.027) 
Tetragonal P42/mc 3.517 (3.550) 3.517 (3.550) 5.076 (5.322) 
Cotunnite Pnma 3.100 (3.165) 5.441 (5.491) 6.475 (6.602) 
 
 
 
Table 2Table 4: Calculated equation of state properties and relative energies of some 
phases for NbON. GGA results are in brackets. 
Phase Space group Etot(V/atom) Veq(Å 3 ) B (GPa) B 
Baddeylite P21/c 0.000 10.63(11.13) 266 (221) 4.60 (6.62) 
Cubic  F43m 0.300(0.343) 10.19 10.60) 304 (275) 4.33 (4.38) 
Tetragonal P42/mc 0.205(0.199) 10.52(11.19) 241 (194) 5.01 (5.08) 
Cotunnite Pnma 0.130(0.229) 9.13 (9.57) 352 (256) 4.42 (7.74) 
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FIG 4 (a): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of NbON calculated with VASP within LDA. 
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FIG 4 (b): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of NbON calculated with VASP within GGA. 
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FIG 5 (a): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for NbON within LDA. 
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FIG 5 (b): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for NbON within GGA. 
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6.3 Tungsten oxynitrides (WON) 
 
Tungsten is an important of refractory metal due to its high melting temperature and 
high hardness and is also considered as another candidate for high-temperature and 
high hardness application. Tungsten oxide, WO3 is a wide band n-type semiconductor 
that is very insulating as long as the material is stoichiometric where as tungsten nitride 
(WN) has a metallic character [128]. Tungsten nitrides (WN) have the following 
characteristics high melting point, high hardness, chemical inertness and good thermal 
stability. It is used as diffusion barriers in the microelectronics and electrodes in 
semiconductor devices [129]. So far there is no much theoretical information about 
WON as potentially hard material even though there are wide applications of tungsten 
oxynitride, for example rare earth-WOxNy materials are promising as novel colored 
pigments, with in addition, the possibility to tune the absorption edge to a precise value 
[130], the films of these oxynitrides may be used for decorative coatings and also 
interesting for electronic devices such as sensors in thermal radiation detectors [129].  
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Table 5: Crystals structure of metal WON. GGA results are in brackets. All angles are 
90˚ except monoclinic “baddeylite”  
Phase Space 
group 
                  Lattice constant 
A(Å) b(Å),  c(Å) 
Baddeylite P21/c 4.783 (4.856) 4.932(5.022)=103.44(103.26) 5.179(5.245) 
Cubic F43m 4.857 (4.934) 4.857 (4.934) 4.857 (4.934) 
Tetragonal P42/mc 3.442 (3.460) 3.442 (3.460) 4.982 (5.546) 
Cotunnite Pnma 2.829 (2.866) 6.095 (6.325) 6.354 (6.442) 
 
 
 
 
 
 
Table 6: Calculated equation of state properties and relative energies for some phases 
for WON. GGA results are in brackets. 
Phase Space group Etot (eV/atom) Veq (Å 3 ) B (GPa) B 
Baddeylite P21/c 0.000 9.91 (10.38) 329 (288) 4.13 (4.43) 
Cubic F43m 0.421(0.435) 9.55 (10.02) 363 (317) 4.38 (4.43) 
Tetragonal P42/mc 0.372(0.342) 9.85 (11.08) 276 (162) 6.21 (5.03) 
Cotunnite Pnma 0.366(0.384) 9.13 (9.74) 286 (214) 5.60 (6.72) 
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FIG 6 (a): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of WON calculated with VASP within LDA. 
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FIG 6 (b): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of WON calculated with VASP within GGA. 
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FIG 7 (a): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for WON within LDA. 
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FIG 7 (b): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for WON within GGA. 
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The values of the equilibrium lattice constant calculated are reported in Table 6 and the 
bulk moduli together with their relative energies are presented in Table 7. As usual, the 
LDA approach gives larger bulk modulus than the GGA. Bulk modulus (volume 
stiffness) is sometimes correlated to hardness, especially for cubic materials. Somewhat 
surprisingly the fluorite phase of WON is promising as new superhard materials as it 
appear to have high bulk modulus of about 363 GPa which also approaches that of c-
BN 367 GPA [12] and is probably associated with the large ionic radius of W. 
Therefore our prediction indicates that WON in cubic structure is likely to be one of the 
hardest phases than other considered phases. The total energy versus volume curves are 
obtained from Birch-Murnaghan EOS fittings. The fact that all considered materials are 
energetically more stable in the baddeylite structure than any other structure considered 
is evident in Fig 10. The energetic ordering is Ebaddey < Ecot < Etetra < Ecubic and Ebaddey < 
Etetra <Ecot < Ecubic, for LDA and GGA respectively.  
 
Fig 6 (a) and 6 (b) for the E-V diagrams can be transformed easily to yield enthalpy vs. 
pressure diagrams (H-p) fig 7 (a) and 7 (b): the pressure p can be extracted from the E-
V graph by a simple numerical differentiation: ./ VEp ∂−∂=  The enthalpy H is 
calculated via H = E + pV where E stands for the total energy. The derived relative 
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enthalpy is a reliable indicator for the stability of a structure type with respect to the 
applied pressure. In particular baddeylite structure is predicted to be the ground state 
structure of WON for both LDA and GGA. We find no further modification of WON 
become more favorable up to 80 GPa and 100 GPa for GGA and LDA respectively. It 
is also noted that whereas TiON, TaON and NbON behave quantitatively the same, 
WON is much different in behavior.    
 
    
6.4 Titanium oxynitrides (TiON) 
 
Titanium compounds have been studied for along time both theoretically and 
experimentally due to their wide range of many outstanding industrial applications. 
They can be metals, semiconductors, or ionic insulators depending upon the Ti valence 
state. Among them, TiN, TiC, and TiO with rocksalt structure, exhibit extremely high 
hardness, high melting, and chemical stability, are referred to as refractory compounds. 
Ching [131] reported electronic structure calculations of the spinel phase of c-Ti3N4 and 
c-SiTi2N4, show that these are highly covalent superhard materials, where c-Ti3N4 is a 
narrow gap semiconductor and c-SiTi2N4 is a metal. One of the compounds that have 
received much attention is TiO2 in the cotunnite structure since it is identified as the 
hardest known oxide [25]. TiOxNy can serve as diffusion barriers in silicon-on-sapphire 
integrated circuits [129] and as a decorative coating [132]. 
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The crystals parameters obtained are listed in Table 8. Calculation of the bulk modulus 
of the monoclinic phase of TiON using LDA and GGA yield a lower value of 199 GPa 
and 155 GPa respectively, of all the phases of the material tested in this work. The 
GGA results of the bulk modulus raise some concerns about whether the TiON is really 
superhard as they are all less than 250 GPa [13].  The results from all the phases are 
presented in Table 8. The energetic ordering is Ebaddey < Ecot < Etetra < Ecubic and Ebaddey < 
Etetra <Ecot < Ecubic, for LDA and GGA respectively, whence it was deduced that the 
monoclinic form is stable whereas the cubic, tetragonal and cotunnite forms are not. 
The energetic ordering is the same to that obtained in other materials. 
 
 As can be seen from Table 8, our results predict baddeylite TiON structure to be 
energetically favoured over the cubic, tetragonal and cotunnite structures. Thus baddeylite 
is more stable than all other considered phases at zero temperature. However, there is only 
a very small energy difference between the phases, baddeylite being only 0.076 eV/atom 
and 0.149 eV/atom more stable than cotunnite for both LDA and GGA respectively. All the 
TiON phases are extremely close in energy. Fig 8 (a) and 8 (b) shows that the energies of 
the phases of all the materials considered lie quite close to each other in energy. Actually, 
these phases are seen to lie within a very close in energy range of each other. This 
closeness in energy suggests that the transformation between these phases will be quite 
sensitive and easily affected by, among other factors, temperature and remnant lattice 
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stresses. There is no experimental result for comparison which warrants further 
experimental study in this direction.   
  
 
 
 
Table 7: Crystals structure of metal TiON. GGA results are in brackets. All angles are 
90˚ except monoclinic “baddeylite”  
Phase Space 
group 
 Lattice constant 
A(Å) b(Å), c(Å) 
Baddeylite P21/c 4.768(4.945) 5.056(5.133)=95.75(95.83) 4.760(4.845) 
Cubic F43m 4.799 (4.489) 4.799 (4.894) 4.799 (4.894) 
Tetragonal P42/mc 3.572 (3.625) 3.572 (3.625) 4.353 (4.509) 
Cotunnite Pnma 2.892 (2.934) 5.381 (5.488) 6.366 (6.581) 
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Table 8: Calculated equation of state properties and relative energies of some phases for 
TiON. GGA results are in brackets. 
Phase Space group Etot (eV/atom) Veq (Å 3 ) B (GPa) B 
Baddeylite P21/c 0.000 9.53(10.13) 195 (155) 3.75 (4.59) 
Cubic F43m 0.203 (0.273) 9.21 (9.77) 267 (228) 4.21 (4.27) 
Tetragonal P42/mc 0.118 (0.125) 9.88 (9.26) 249 (207) 4.28 (4.32) 
Cotunnite Pnma 0.076 (0.149) 8.26 (8.84) 279 (216) 5.11 (5.63) 
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FIG 8 (a): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of TiON calculated with VASP within LDA. 
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FIG 8 (b): The total energy versus volume for baddeylite, tetragonal, fluorite, and 
cotunnite structure of TiON calculated with VASP within GGA. 
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FIG 9 (a): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for TiON within LDA. 
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FIG 9 (b): Transition pressure of the various phases as calculated from Birch-
Murnaghan equation of state for TiON within GGA. 
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6.5 Trends in Bulk Modulus 
 
 
Of all the materials considered, as seen from fig 10 (a) and 10 (b) the LDA and GGA 
trends behave the same except for WON in the tetragonal phase were it has bulk 
modulus of 276 GPa and 162 GPa for LDA and GGA respectively. As evident from 
this figures, it show that the LDA overestimate bulk modulus whereas the GGA 
underestimate them.  
 
 
FIG 10 (a): Trends in the bulk modulus of phases of the materials considered for LDAs. 
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FIG 10 (b): Trends in the bulk modulus of phases of the materials considered for 
GGAs. 
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7 Conclusions 
 
In this work the properties of the most important phases of transition metal oxynitrides 
are investigated. These investigations are performed on a theoretical basis using ab-
initio calculations. Of all the materials considered our results predict that the baddeylite 
structures will be the most stable one. From the calculation considered we can conclude 
that the baddeylite structure of the materials considered is the ground state at zero 
pressure while the cotunnite is a high pressure phase. However in all case the transition 
pressures are seen to be quite high-always being in excess of 20 GPa when starting 
from the baddeylite structure. We note that beside the GGA bulk modulus values of 
TiON phases, these phases typically exhibit very high bulk moduli and thus are 
candidates for hard materials. The numerical data of NbON are slightly different from 
TaON showing the different atomic nature. The calculated results of TaON and NbON 
in the baddeylite structure compared very well with the experimental and other 
theoretical work. In future it will be advisable to study other properties of these 
materials such as elastic constant. Hopefully this work will assist in how these materials 
can be synthesized. In all the cases LDA predicts smaller cell volumes than GGA as 
well as giving bulk moduli that are larger than the GGA. We find large pressures are 
found to obtain the cotunnite phase for TiON, TaON, and NbON. But several of the 
phases do appear to have properties superior to ZrO2.   Unlike the phases TiON, TaON, 
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and NbON, WON behaves quite differently even though we note that WON phase with 
the fluorite structure has the highest calculated EOS Bulk modulus of 329-375 GPa 
depending on density functional employed. NbON has a very similar behavior to TaON 
in chemical, physical and structural properties but the transition pressure to potentially 
superhard phases probably larger.  
 
The energetic sequence of all the materials considered is the same. The energetic 
ordering is Ebaddey < Ecot < Etetra < Ecubic and Ebaddey < Etetra <Ecot < Ecubic, for LDA and 
GGA respectively, whence it was deduced that the monoclinic form is stable whereas 
the cubic, tetragonal and cotunnite forms are not.  
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