Abstract-Performance of computer-based systems may depend on many different factors, internal and external. In order to design a system to have the desired performance or to validate that the system has the required performance, the effect of the influencing factors must be known. Common methods give no or little guidance on how to vary the factors during prototyping or validation. Varying the factors in all possible combinations would be too expensive and too time-consuming. This paper introduces a systematic approach to the prototyping and the validation of a system's performance, by treating the prototyping or validation as an experiment, in which the fractional factorial design methodology is commonly used. To show that this is possible, a case study evaluating the influencing factors of the false and real target rate of a radar system is described. Our findings show that prototyping and validation of system performance become structured and effective when using the fractional factorial design. The methodology enables planning, performance, structured analysis, and gives guidance for appropriate test cases. The methodology yields not only main factors, but also interacting factors. The effort is minimized for finding the results, due to the methodology. The case study shows that after 112 test cases, of 1,024 possible, the knowledge gained was enough to draw conclusions on the effects and interactions of 10 factors. This is a reduction with a factor 5-9 compared to alternative methods.
INTRODUCTION
S EVERAL aspects of performance are important characteristics of a computer-based system [1] . Depending on the customer's or user's preferences of the system, different performance aspects may be in focus. Performance measures of a personal computer may, for example, be the number of operations per second and the start-up time. A number of performance measures exist for all computerbased systems and the importance of them depend on the usage. A performance measure is generally of ratio type [2] , or can be approximated with a ratio type, i.e., the measure can take values on a continuous scale or can take values that are approximately continuous.
A performance measure is often evaluated during prototyping or validation of a system. A number of performance measures must be evaluated in order to verify that the system fulfils the user expectations or requirements. During validation, the performance measures are evaluated in order to show internally or to external customers that the system is working correctly, in various system usage scenarios.
The performance of a system may be dependent on internal factors in the design, e.g., filter parameter values, and external factors in the environment, e.g., temperature. In order to find the best possible values of the internal factors and to understand the effect of the external factors, the performance has to be evaluated by varying the different factors and the combinations of factors. If the factors are many and if they can be varied in a number of ways, the number of test cases can, in principle, be infinite. To choose a limited number of relevant test cases is a difficult task.
Common methods to conduct performance evaluations are ad hoc: "one-factor-at-a-time" and exhaustive methods [3] . The ad hoc method is engineering-based, where the engineers use their judgment to select test cases. The "onefactor-at-a-time" method evaluates the impact of each factor by varying one factor at a time, keeping all other factors constant. This method does not capture the interaction between factors. The exhaustive method tests all factors and all combinations of factors at all levels. This is a complete, but very costly approach. The latter two methods are sometimes used when the number of factors is small. However, none of the methods are appropriate when many factors influence on the performance, due to the large number of test cases that would be required.
During performance evaluation, the system normally runs in its real environment or with advanced simulators, which implies high costs. Therefore, it is important to use the most efficient and effective methods, in order to keep the total number of test cases at a reasonable level.
The objective of this paper is to introduce the fractional factorial design methodology to the prototyping and validation of system performance by treating the prototyping or validation as an experiment. In this way, prototyping and validation become efficient. This possibility is shown in a case study with multiple influencing factors. Factorial designs [4] , of which fractional factorial design is a subclass, is a well-known technique in many disciplines. With the factorial design method, main and interaction effects can be estimated. The main effect refers to the effect caused by that changed factor, while the interaction effect refers to when the effect of one factor is dependent on the value of another factor. In the fractional factorial design, the information from an initial set of test cases can also be used for guidance of the selection of additional test cases, i.e., the evaluation can be divided into several iterations, and the information gained from each iteration is utilized to plan the next. In other words, the evaluation can be performed with "building blocks," enabling efficient use of resources.
The paper is structured as follows: Related work is presented in Section 2. The fractional factorial design methodology is briefly described in Section 3. The case study environment is presented in Section 4 and the results are reported in Section 5. Conclusions are presented in Section 6.
RELATED WORK
In engineering of computer-based systems, fractional factorial designs are commonly used in simulation experiments [5] , [6] , [7] , [8] . In simulation experiments, the effect of different factors on a response variable are studied.
Factorial design methods have been applied to functional software testing by Cohen et al. [9] , [10] , Ehrlich et al. [11] , Mandl [12] , and Brownlie et al. [13] . The aim is to generate test cases that cover the pair-wise, triple, or n-way combinations of test parameters, for example, variants of functions and combinations of such variants. The work by Cohen et al. and Ehrlich et al. are based on combinatorial designs [14] . The work of Mandl [12] and Brownlie et al. [13] are based on combinatorial designs used to design statistical experiments [15] , [16] . The use of combinatorial designs in functional testing reduces the number of test cases substantially, when several system parameters can be varied. The methods applied by Cohen et al. [9] , [10] and Ehrlich et al. [11] seem more effective in functional testing than the method used by Mandl [12] and Brownlie et al. [13] . In functional testing, the gain of estimating main and interaction effects of factors on a response variable is neither possible nor utilized since the response variable is of nominal type, i.e., failed or not failed. The results show that the combinatorial design technique is efficient in functional testing.
Berling and Runeson introduced application of factorial designs to system performance validation [3] . They report a case study of validating the effect of three factors to the average side-lobe level in a radar system. The method reduced the cost of the performance validation with 40 percent compared to the previously used method and revealed interaction effects between factors, which is not possible with the ad hoc or "one-factor-at-a-time" methods.
In this paper, the fractional factorial design technique is used for performance evaluation. The investigation is performed at Ericsson Microwave Systems AB (EMW), Sweden, as a case study, when the false and real target rates of a radar system are evaluated. The results show that performance evaluation become efficient with the fractional factorial design methodology. A limited number of test cases give information of which factors, or interactions between factors, affect the performance measure. The increased knowledge can be used as a basis for future investigations, where, for example, other environment factors can be added and where factors, which have no effect, can be removed. The information gained decreases the number of test cases to be run on the real system in its real environment. Test cases are expensive to execute in a real system environment. The methodology also enables planning, performance, and analysis in a structured way.
FRACTIONAL FACTORIAL DESIGN THEORY

General
The fractional factorial design methodology originates from the planning and performance of experiments and is a subtype of factorial designs [17] . It supports the selection of cases to be investigated to enable analysis of the effect of different factors and combinations of factors. Several factors are varied at the same time in a factorial design, which is the main difference compared with a "one-factor-at-a-time" method. Under the prerequisite that the response variable is of ratio type, or can be approximated with a ratio type [2] , the factorial design has many advantages compared to other methods [4] :
1. Main effects from each factor and interaction effects between factors can be calculated. Interaction between factors occurs when the effect of one factor is dependent on the value of another factor. 2. The configuration can easily be expanded with more test cases to increase the knowledge, based on already performed test cases. 3. The required effort is minimized compared with the information gained. 4. Planning, performance, and analysis of the experiment or evaluation are structured and straightforward. 5. Although the number of tests needed is not known a priori, the information gained during each iteration is useful. A fractional factorial design is a type of factorial designs, where the number of test cases is reduced compared to a complete factorial design, see Fig. 1 . In Fig. 1 , an example is shown with three factors A, B, and C which are changed between two levels. The left-most on the x-axis, the lowest on the y-axis, and the front-most on the z-axis represent the lower level of the factors. The corners represent the 2 3 ¼ 8 possible combinations in a full factorial design. In a fractional factorial design, a reduced number of the possible combinations are performed, but in such a way that information on all factors is still gained, although some interaction effects may be confounded. In this example, half of the combinations are used according to the black circles, resulting in 2 3À1 ¼ 2 2 ¼ 4 combinations [18] . The effort is less than in a complete factorial design, but the disadvantage is that main and interaction effects are confounded in a fractional factorial design, i.e., these cannot be separated from each other. However, the information gained is, in most cases, enough for the removal of a number of factors in the configuration and, thus, leads to less effort for additional runs. The confounded effects can easily be dissolved in additional runs as shown in the case study in Section 5. This advantage, to spend a limited effort, gaining enough information for the decision-making of how to spend more effort, reduces the total cost of the evaluation significantly.
In a design with two-level factors, as in the example above, the response function for each factor is approximated with a first order polynomial function, i.e., the effect of a factor is measured for the two levels and is approximated with a first order polynomial function. By increasing the design with three-level factors, the response function for these factors can be approximated with a second order polynomial function and so on. The response function for a factor can thus be approximated with a greater accuracy by increasing the number of levels for that factor.
The prototyping or validation of system performance can be seen as an experiment, but with the experimental factors replaced with influencing system factors and the experimental response variable replaced with the system performance measure. The key for enabling this is to define a performance measure (response variable) of ratio type [2] , or of approximately ratio type. The performance measure can, for example, be the number of successfully sent data packages per time unit in a data network, or the average side-lobe level in a radar system. In this case study, the performance measures are the number of false and real targets per time unit, which are approximately of ratio type when a long time period is studied.
The steps of performing an experiment based on factorial design are preferably performed as depicted in Fig. 2 [17] . The steps are also valid when using the technique in system performance prototyping or validation.
Definitions
Step I: Definition of goal. This step is carried out in order to focus on the outcome of the evaluation.
Step II: Collection of advance information. Available information regarding the experiment or evaluation is collected. If a similar evaluation has been performed before, this information can be used to improve the design. Skilled people's opinions are essential when setting up the design.
It is often difficult to know all the factors that affect the performance measure. It is possible to include uncertain factors in early designs as factors can be removed in additional runs, if they show not to have an effect.
Step III: Definition of response variables. One or several variables are defined to represent the performance measure or response of the evaluation. It is important to express the variables as of ratio type, or variables that can be approximated with ratio type. This enables estimation of main and interaction effects, which is not possible if the response variable is of nominal or ordinal type.
Step IV: Definition of factors and the levels of the factors. Presumed influencing factors are defined. In addition, factors that cannot be varied are identified. These might be recorded for evaluation purposes.
Step V: Definition of the factorial design. Depending on the number of factors and the evaluation goal, the appropriate design is chosen.
Iterations
When performing additional runs to gain more knowledge, Steps VI and VII are iterated.
Step VI: Performing the evaluation. The test cases are run according to the plan.
Step VII: Analysis of and a graphical presentation of the result. The measured outcomes from the test cases are analyzed. A check of model assumptions of normally distributed data, Nð0; 2 Þ, is performed. The result is presented graphically for interpretation.
Analysis Conclusion
Step VIII: Conclusions and recommendations. Conclusions are drawn. If additional test cases are to be executed, the factors, which do not have an effect, are removed. Designs for dissolving confounded factors are defined, and more test cases are performed.
Calculations in Factorial and Fractional Factorial Designs
This section describes how main and interaction effects are calculated in factorial and fractional factorial designs. Here, we present the calculations for three factors with two levels, but the method can be applied for more factors and more levels, although the calculations become more complex and the number of combinations increase. The example is defined in Table 1 and Fig. 1 , where the factors A, B, and C are changed between two levels. The levels are denoted "-" and "+." In each row, which represents one run, the factors are set in different combinations, according to the table. The response variable, denoted "y run ," is measured for each combination. Calculations of main effects in a factorial design are performed by calculating the average effect of changing the factor from one level to another, over all conditions of the other factors. The main effect of factor A is calculated by the average of y 2 À y 1 , y 4 À y 3 , y 6 À y 5 , and y 8 À y 7 , i.e., the average effect of changing factor A from level "-" to level "+," over all conditions of the other factors. In the same way the main effect of factor B is calculated by the average of y 3 À y 1 , y 4 À y 2 , y 7 À y 5 , and y 8 À y 6 , i.e., the average effect of changing factor B from level "-" to level "+," over all conditions of the other factors. The main effect of factor C is calculated by the average of y 5 À y 1 , y 6 À y 2 , y 7 À y 3 , and y 8 À y 4 .
Interaction effects between two factors are calculated by half the difference of 1) the average effect of factor 1, with factor 2 at level "+" and 2) the average effect of factor 1, with factor 2 at level "-." The A by B interaction effect, denoted AB, is calculated by
Ã ðy 2 À y 1 þ y 6 À y 5 ÞÞ, i.e., by half the difference of 1) the average effect of factor A, with factor B at level "+" and 2) the average effect of factor A, with factor B at level "-." The A by C and B by C interaction effects are calculated similarly.
Interaction effects between three factors are calculated by half the difference of 1) the interaction effect of factor 1 by 2, with factor 3 at level "+" and 2) the interaction effect of factor 1 by 2, with factor 3 at level "-." The A by B by C interaction effect, denoted ABC, is calculated by
by half the difference of 1) the interaction effect of factor A by B, with factor C at level "+" and 2) the interaction effect of factor A by B, with factor C at level "-."
Calculations of main effects in a fractional factorial design are performed according to the same definitions as for the factorial design, but a reduced number of runs are included, for example according to Table 2 and Fig. 1 . The reduced number of runs yields that the main effect of factor C is calculated by the average of y 1 À y 2 , and y 4 À y 3 . The calculations for the main effects of factor A and B are similar. The A by B interaction effect is calculated by 1 2 Ã ððy 4 À y 3 Þ À ðy 2 À y 1 ÞÞ, which is exactly the same as the main effect of factor C. The main effect of factor C is said to be confounded with the interaction effect AB. The calculation and AC. The estimate of the average of all runs is confounded with the interaction effect ABC. These confounding patterns correspond to a lack of information, i.e., the main effect of the factors cannot be distinguished from the interaction effect between the factors, which is the result when a reduced number of runs are performed.
CASE STUDY ENVIRONMENT 4.1 Organization
The study was conducted at Ericsson Microwave Systems AB (EMW), in a unit where radar systems are developed. Several hundred engineers develop the systems. The organization follows an incremental development process, implying that the functionality in the system is increased for each increment. The radar systems are developed in the following software development phases, see Fig. 3: 1. requirement specification, 2. system and subsystem design, 3. coding, 4. subsystem testing, 5. integration of several subsystems into a system, 6. verification of system, and 7. validation of system. Different organizational units design, program, and test the system as depicted in Fig. 3 .
System Performance Evaluation
Performance evaluations can be conducted early in the design phase or late in the validation phase. In the design phase, prototypes of the system or advanced simulators are normally used in the evaluation. The purpose of the design evaluation is often to define system parameter values. In the validation phase, the target system is run in its real environment. The purpose of the system validation is often to demonstrate the system behavior or quality to the project management or to the customer.
System validation is one of the last activities performed in a development project and involves testing the system to ensure that it meets the customer's or users' requirements and expectations. Since the validation is performed on the system when it is complete or close to complete, the costs are normally high. To reduce the cost, advanced simulators can be used in some cases to replace parts of the system or the environment.
A customer's requirements and expectations can be categorized into functional and performance-related requirements. The functional validation involves ensuring that all requested functionality is included in the system, and behaves as expected. The performance validation involves ensuring that the system performs the functions, for example, within specified time limits, or with specified data loads. Stress tests, reliability tests, or stability tests are other examples of tests included in performance validation. In a radar system, typical tests included in system performance validation are aimed at validating track initiation rate, target position accuracy, antenna power output, and the false target rate.
Performance validation is often performed by varying a number of system parameters or environmental conditions and measuring the performance measure (response variable). The system parameters or environmental conditions are the factors that are varied in the test cases. The response variable is measured for each test case. The performance validation is therefore performed with a number of test cases to validate a number of combinations of the factors.
In this case study, the evaluation is performed during prototyping in the design phase of a new version of a radar system, in order to investigate which factors affect the false and real target rate the most. The result of the evaluation is used for the setting of parameter values in the system and serves as a basis for the planning of test cases in the validation phase. Data recorded with the fully developed system in its real environment, in an earlier release, are used in the evaluation. These data are used as input to an advanced signal data processor simulator. In the simulator, a number of the system's parameters can be varied.
Target System
The target system for the case study is a radar system that is operated on an aircraft. The system is therefore highly dependent on the surrounding environment, and the test execution is consequently very expensive. The radar system detects and tracks aircraft and ships. A schematic description of the system is presented in Fig. 4 .
The operators define areas in the surrounding environment, in which the antenna is scanning. Reflected radar signals are received in the antenna and converted to digitized data. The digitized data are signal processed in the Signal Data Processor, where objects such as aircraft and ships are separated from other reflected signals, such as noise, ground clutter, and sea clutter. The outcomes of the signal processing are positions and movements of the detected aircraft and ships. These data are automatically tracked in the Automatic Tracking Function. In order to update the tracks and search for new tracks, the Automatic Tracking Function also controls the direction of the beam. This enables the radar energy to be used efficiently. The tracked aircraft and ships are presented to the operator on the Command & Control User Interface.
Number of False and Real Targets
An important performance characteristic for the customer is the number of false targets, i.e., the number of presented detections that are not real aircraft or ships. These false detections can be created, for example, when the clutter level is high and is mixed with real targets. The number of false targets can be reduced by certain factors in the system, for example parameters in thresholds and filters. In the case study, the factors are denoted A, B, C, etc., for confidentiality reasons.
The number of false targets and the detection range are interacting, i.e., when the factors are adjusted to reduce the false targets, the detection range is also reduced. Since the detection range also is an important characteristic for the customer, the number of false targets is not adjusted to zero. The aim is instead to control the parameters to achieve a fixed number of false targets that the tracking function can handle, without presenting false tracks. The number of presented false tracks is then kept low, while the detection range is as long as possible. Due to the interaction between the false target rate and the detection range, the number of real targets is also studied. The desired behavior of the system is illustrated in Table 3 . As many real targets as possible and as few false targets as possible should be presented to the operator.
CASE STUDY
The application of a fractional factorial design, structured according to Section III, is reported in this section.
Definitions
Step I in conducting the performance evaluation is to clearly define the goal.
. The goal is to evaluate the false and real target rate of a radar system, i.e., to find the factors that affect the number of false and real targets the most.
Step II involves gathering information of the performance evaluation. In this case, a performance evaluation was performed in a similar way before, both with simulators in the prototyping phase and with the real system in the validation phase. Information from these cases was valuable when deciding the amount of data to run in the signal-processing simulator, when choosing the response variable, and when deciding which factors to include in the evaluation. In Step III, the response variables are defined. When conducting prototyping of system performance or conducting system performance validation, the response variable is the same as the system performance measure. In this case, two response variables were defined. They are: The response variables are approximately of ratio type, which enables estimation of main and interaction effects.
In
Step IV, all presumed influencing factors are defined, both those that can be varied in the performance evaluation and those that cannot be varied. In this case study, the same data are run with different settings, which excludes external variability between the runs. The weather is a factor that might influence the result, but it cannot be varied, if the performance evaluation is performed with the real system. The weather conditions should for that reason be registered in such a case, and should be taken into consideration when the interpretation of the result is conducted.
A brainstorming meeting with experts in the field is recommended in order to include and exclude factors from the design. In this case study, 11 factors that were considered to influence the false target rate were the outcome of a brainstorming meeting with experts in the field. One of the factors (factor B) was discovered later in the design phase to be wrongly chosen and was therefore excluded.
Step V involves the choice of the factorial design. A design in which each factor is varied at two levels was chosen. Since the goal of this performance evaluation is to find out which of the factors that affects the number of false and real targets the most, it is considered enough to approximate the response function in a first order polynomial function for each factor. An extension of the number of factor levels is appropriate when the important factors are known.
The advantages with a two-level design for each factor are that the number of test cases is reduced and that it is easy to extend the performance evaluation with additional test cases. Furthermore, the analysis of a design including factors with more than two levels becomes more difficult. For a description of how to use two-level designs which have been extended with a number of three or four-level factors, see [19] and [20] .
A complete factorial design with two-level factors would require 2 10 ¼ 1; 024 test cases. This is an unreasonable amount and, therefore, a fractional factorial design was chosen. The advantage with this configuration is that only 16 test cases are needed for a first evaluation. The disadvantage is that main and interaction effects are confounded. However, the results from the initial test cases give guidance for additional runs to dissolve the confounded factors and to decide if some factors can be removed from the design. The design is of resolution 3, which means that main effects are confounded with the interaction effects of the second order, i.e., interaction between two factors. The fractional factorial design chosen is presented in Table 4 .
The notation l_a is used for the estimate of the sum of the mean of the contrasting effects. In our study, l_a estimates the contrasting effects of factor A, the interacting effect of factors C and L, and the interacting effect of factors F and J (plus interactions of third order or higher). This means that the effect of factor A cannot be separated from interaction effects CL or FJ. The contrasting effects in this study are listed in Fig. 5 .
Factor B does not exist, since it was removed from the design. The letter I is not used, due to the risk of confusion. For a graphical presentation using the principles of Fig. 1 , of a fractional factorial design, with 10 two-level factors see [18] .
False Target Rate
Iteration 1
In
Step VI, the performance evaluation is performed according to plan. The data used in the study were recorded with the radar system in its operational environment, in an earlier release. The recorded data were replayed in a Signal Data Processor simulator, where the 10 factors were varied. The advantage with this setup is that identical data could be used for all test cases. Only one flight with the real system was needed, which is the most expensive part. The false and Table 5 . The main and interaction effects of the false target rate after the first 16 runs are presented in Table 6 . The calculations are performed according to Section 3.2 and the main effect of factor A, and the A by D interaction are shown here as examples. Table 6 summarizes the contrasting effects. For example, the contrasting effects A+CL+FJ+CDG+DEF+CFH+EGH+ +GJK+EKL+HJL (plus interactions of fourth order or higher), denoted l_a, yields an effect of -4.6 false detections per time unit. It is not known at this stage if the large part of the effect is from factor A, the interaction CL, the interaction FJ, or any of the higher order interactions. Assume that the effect is only from factor A. Then, by changing the setting of factor A, from the level "-" to level "+," the false target rate would decrease by 4.6 false targets per time unit (if it is assumed that the effect is only from interaction CL, the effect on the false target rate is interpreted in the same way). Additional runs have to be performed to separate the effect from factor A, the interaction CL, the interaction FJ, and the higher order interactions.
Step VII, an analysis of the result is performed. The effects from Table 6 can be plotted in a Pareto diagram for interpretation. In Fig. 6 , the effects are presented in order of magnitude with the absolute value of the effects.
The contrasts l_a, l_f, l_g, l_d, l_ae, l_h, l_k, and l_l are considered to have an effect and contrasts l_e, l_j, l_ad, l_ah, l_ak, l_c, and l_ag seem to have little effect on the false target rate. There is no exact threshold to distinguish real effects from experimentation errors at this stage since the experimental error is not known. In order to distinguish effects from experimentation errors, replicated runs have to be conducted. However, the result gives guidance for the design of additional test cases. One approach is to dissolve all main effects from interactions of the second order with 16 additional test cases. Another approach is to dissolve one main effect and all its associated interactions, which also requires 16 test cases.
In this particular case, where there seemed to be many main effects, the performance of an additional 16 test cases to dissolve the main effects seemed to be a good approach to start with. Later on, more test cases can be run to dissolve one main effect at a time and all its associated interactions.
The possibilities for continuing the performance evaluation are many, i.e., many different steps can lead to the same conclusion. By dissolving large effects with more test cases, the knowledge of which factors that are important, will become clearer. In this case study, the approach described above was taken. First, the main effects were dissolved from interactions of the second order with 16 additional test cases. Effects of third order interactions are normally smaller than first and second order effects and can be ignored in many evaluations. Barton calls this the statisticians' dogma [18] .
In this case study, it is not yet known if the third order interactions can be ignored. Therefore, they are still considered in the design.
Iteration 2
Steps VI and VII are performed in a second iteration with a design, where all the test cases are run with the other of the two levels of the factors compared to the first 16 runs, which is called a complete foldover. This corresponds to a minus-sign in front of all factors, compared to the first 16 runs, in the calculations. In this way, the main effects can be distinguished from the interaction effects of the second order since multiplying two negative values yields a positive value. Third order interactions are still negative and, thus, cannot be separated from main effects. The calculations are performed in the following way for contrast l_a:
First 16 runs: l_a -> A+CL+FJ+CDG+DEF+CFH+EGH+ +GJK+EKL+HJL+I4.
Second 16 runs: l 0 a -> -A+CL+FJ-CDG-DEF-CFH-EGH-GJK-EKL-HJL+I4. First and third order effects are calculated by ðl a À l 0 aÞ=2 and second order effects by ðl a þ l 0 aÞ=2. The result of the second 16 runs for the false target rate (response variable Y F ) is presented in Table 7 . The main and interaction effects of the false target rate after the second 16 runs are presented in Table 8 . The calculations are performed according to Section 2.2.
The results from the calculations to separate the contrasts are presented in Table 9 .
In Fig. 7 , the effects are presented in order of magnitude in a Pareto diagram with the absolute value of the effects. Only effects >2 are presented for visibility reasons.
The results show that at least factors F, G, A, and D or a number of their higher order interactions seem to have a large effect. There also seems to be large interaction effects of the second order among [CE, DH, FG], and [AE, DF, GH, KL], which are also found in Table 9 . At this stage, it cannot be concluded which factors or interactions that have the largest effects. More test cases must be performed to dissolve them, but the information gained so far gives a good guideline for additional runs.
Factor F seems to have an effect on the false target rate and is also included in the second order interaction effects.
Iteration 3
In order to gain more knowledge of factor F, Steps VI and VII are performed in a third iteration with the other value of factor F, and the result is compared with the first 16 runs. This is referred to as the factor is folded over on factor F. With the result, the calculations for contrast l 0 a are performed similarly as for the second 16 runs, but the sign is switched where factor F is included: First 16 runs: l_a-> A+CL+FJ+CDG+DEF+CFH+EGH+ +GJK+EKL+HJL+I4.
Third 16 runs:
Contrasts including factor F are calculated by ðl a À l 0 aÞ=2 and contrasts not including factor F by ðl a À l 0 aÞ=2. The result of the third 16 runs for the false target rate (response variable Y F ) is presented in Table 10 . The main and interaction effects of the false target rate after the third 16 runs are presented in Table 11 . The calculations are performed according to Section 3.2.
The results from the calculations to separate the contrasts are presented in Table 12 .
In Fig. 8 , the effects are presented in order of magnitude in a Pareto diagram with the absolute value of the effects. Only effects >3 are presented for visibility reasons.
The results show that factor F seems to have a large effect. It is more likely that factor F has an effect than one of the four-factor-interactions that are confounded with F. This run also shows that factors G, D, and E, or some of . As before, there is no exact limit for separating real effects from experimental error. At this stage, it seems most likely that factor G has an effect on the false target rate. Therefore, additional runs were performed to dissolve factor G with a subsequent analysis equivalent to factor F. The study followed with three additional steps in which the factors A, D, and E were dissolved. These factors were selected due to the analysis of each step. The calculations and analysis from the steps with factors G, A, D, and E are similar to Section 5.2.3 Iteration 3 and are not presented in this paper.
The number of runs performed and their purpose are presented in Table 13 .
The conclusions that can be drawn from the 7 Ã 16 ¼ 112 runs performed are that factors D, E, F, and G have effects on the false target rate and they all interact with each other. Factor A has an effect on the false target rate, but is less than factors D, E, F, and G, and the interaction with other factors is small. Since factors D, E, F, and G are interacting their effect on the false target rate must be considered together. The 112 runs is in this case a full factorial design of factors D, E, F, and G replicated seven times. Averaging the results of each combination of the factors yield the result in Table 14 .
The result can be presented as a response-scaled design plot [18] for an easy interpretation, see Fig. 9 . The figure shows the 16 possible combinations of four factors, changed at two levels. The squares represent the settings of factors D and E in each corner point. The false target rate at each setting is presented close to the corner point. The location of each square represents the settings of factors F and G. The square in the left-hand bottom corner, for example, represents the combinations of factors D and E when factors F and G are set to the lower levels. Fig. 9 reveals the large interaction between factors D, E, F, and G. When all factor are set at the lower level, the false target rate is very large (the big circle in the lefthand bottom corner). Changing the level of one of the factors to the higher level reduces the false target rate. The reduction is less for the level change of factors D and E, than for factors F and G. The false target rate flattens out to a value of approximately five per time unit compared to the top value of approximately 45 per time unit.
The effect from factor A can be considered alone since the interactions with other factors are small. The result is presented in Table 15 and in Fig. 10 . 
Real Target Rate
An analysis is performed on the target rate in the same way as for the false target rate. Since the number of targets is measured at the same time as the number of false targets no extra runs are performed. The calculations are performed in the same way as for the false target rate and are not presented in this paper. The results yield that factor A is affecting the target rate the most. Factor A is also interacting with factors C and L. The next largest affect on the target rate is from factor G, but this effect is much smaller than from factor A. The interaction with other factors are small for factor G. Factor E is affecting the target rate, but less than G. Factor F is also affecting the target rate, but less than E, and is interacting with factor C to a small extent. The results are presented as response-scaled design plots [18] in Fig. 11 .
Strictly, factors A, C, E, F, and L should be presented together in one figure due to the interaction between the factors, see [18] for such a figure. In this case though, the conclusion can be drawn from the simpler, but more visible illustrations in Figs. 11a, 11b, 11c , and 11d. The target rate from factor G could be presented alone since the interactions with other factors are small, but since the other important factors are presented with factor A, factor G is also presented with factor A in this case.
The large effect of factor A can be seen in Figs. 11a, 11b, 11c. The target rate for factor A is between 29 and 33 per time unit when set at the lower level and between 12 and 19 per time unit at the higher level (see the difference between the values of the lefthand corners and the righthand corners).
The interaction between factors A and C can be seen in Figs. 11a and 11b. When factor A is set at the lower level, the target rate is reduced when factor C is changed from the lower level to the higher level (see the difference between the values of the lefthand bottom corners and the lefthand upper corners). When factor A is set at the higher level, the target rate is increased when factor C is changed from the lower level to the higher level (see the difference between the values of the righthand bottom corners and the righthand upper corners). The effect of factor C is thus dependent on the setting of factor A, and yields a decrease in the target rate in the first case and an increase in the latter case.
The interaction between factors A and L can be seen in Figs. 11a and 11c . When factor A is set at the lower level, the target rate is approximately the same when factor L is changed from the lower level to the higher level (see the difference between the values of the lefthand front corners and the lefthand back corners). When factor A is set at the higher level, the target rate is increased when factors L is changed from the lower level to the higher level (see the difference between the values of the righthand front corners and the righthand back corners). The effect of factor L is thus also dependent on the setting of factor A. The small interaction between factors C and F can be seen in Fig. 11b . When factor C is set at the lower level, the target rate is reduced to a small extent when factor F is changed from the lower level to the higher level (see the difference between the values of the bottom front corners and the bottom back corners). When factor C is set at the higher level, the target rate is approximately the same when factor F is changed from the lower level to the higher level (see the difference between the values of the upper front corners and the upper back corners).
The effect of factor G and the small interaction between A and G can be seen in Fig. 11d . The change of target rate is approximately the same (two and three targets per time unit) when changing factor G, thus an increase of target rate in the same order of magnitude independently of the setting of factor A.
At this stage, 112 runs have been performed and the knowledge of the important factors has increased. The important factors for the false target rate seem to be D, E, F, and G. Factor A also seems to have an effect, but less than D, E, F, and G. The most important factor for the target rate seems to be factor A. Factors C, E, F, G, and L also have effects on the target rate. The factors are also interacting.
Analysis Conclusion
Finally, Step VIII is performed. The conclusion from the above iterations is that factors D, E, F, and G have a large effect on the number of false targets, and how they interact (see Fig. 9 ). With the levels used in this design, factor G affected the number of false targets the most. Factor A also affected the number of false targets, but not as much as factors D, E, F, and G. Changing the other factors, with their corresponding levels, did not affect the number of false targets in a significant way.
Changing factor A affected the number of real targets the most (see Fig. 11 ). Factor A is also interacting with factors C and L. Factors E, F, and G are also affecting the target rate, and factor F has a small interaction with factor C. Changing the other factors, with their corresponding levels, did not affect the number of targets in a significant way.
The results of the performance evaluation are discussed with experts in the field. The most surprising result was the interaction between factors A and C for the real target rate. This relationship was not known before. The effect of setting factor L at the higher level did not affect the false target rate, but increased the target rate in a number of combinations, which is the desired behavior see Section 3.4. It is therefore recommended to set factor L to the higher level in the system.
The results also show that a number of factors and interactions did not affect the false and real target rate, which is an equally important result. This means that these factors can be implemented in either way without affecting the false or real target rate. For example, if the levels of a factor correspond to an old and new function, the new function can be implemented because the results show it will not interact with other factors nor affect the false and real target rate.
The recommendation to the management is to investigate the relationships further between factors and the effect on the number of false and real targets, with the increased knowledge as a baseline. A new design could for example include factor A, C, D, E, F, and G, together with one or several new environment factors.
The gained new knowledge will be used when selecting test cases for the system when validating the system in its real environment. Due to the gained knowledge, the number of test cases can be reduced.
Cost of the Case Study
As one of the motivating factors behind using fractional factorial designs is the efficiency, it is important to evaluate the efficiency of the method. In Table 16 , data for using the different methods are summarized. The data are based on that it is possible to run eight test cases per day in the simulator, and it takes one day to analyze the outcome of 16 test cases.
The "one-factor-at-the-time" method is far too expensive to use. Still, it provides only the main effects of each factor and not the interaction effects. The previously used method, which was of ad hoc type, runs a few test cases and spends a lot of time analyzing the outcome. Neither gave this method any information on interaction effects. To apply the complete factorial design would cost twice as much as the previously used method, and a factor of nine more than the fractional factorial design. Both factorial design methods provide information on interaction effects-complete for all interactions and fractional for those interactions considered important. Hence, the fractional factorial design saves effort and provides more information compared to the ad hoc method and it is more cost effective than a complete factorial design. In a complete factorial design, all interactions are calculated, but only a fraction of them are needed for the conclusions. This is why the complete factorial design is less cost effective than a fractional factorial design.
CONCLUSIONS
The number of test cases in system performance prototyping or in system performance validation with many influencing factors is often large. It is of interest to reduce the number of test cases if they take considerable time to perform. Choosing a limited number of test cases can be a difficult task. This paper introduces a method based on the fractional factorial design methodology for a systematic way of selecting the test cases and to perform the evaluation in "building blocks" in order to spend the effort costeffectively as new knowledge is gained. In the case study, experts in the field chose the presumed influencing factors. Also, uncertain factors were included in the design in order to confirm or reject their influence. The results from the study show that the method based on fractional factorial designs gives guidance for performing additional runs in order to determine main and interaction effects of factors. Without analyses of which factors are most influential, the interpretation of the result is difficult. In this study, factors D, E, F, and G affected the number of false target the most. These four factors are also interacting. Factor A affected the number of real targets the most and is also interacting with factors C and L. These interactions were completely unknown and surprising. Finding these results is very difficult without the factorial design analysis.
After 112 test cases, the knowledge was enough to draw conclusions on the effect and interactions of 10 factors on the number of false and real targets in this study, where the factors are varied at two levels. The number of possible combinations is 2 10 ¼ 1; 024 to be used in a full factorial design means an almost tenfold reduction of time.
Other methods do not guarantee success in a reasonable number of runs. Other methods could also lead to the wrong conclusions since interaction effects are not estimated.
The results also show which factors that do not affect the false and real target rate nor have interactions with other factors. This is also important knowledge when validating the system. In a later stage when the system is validated, the number of test cases can be reduced to only include the important factors due to the newly gained knowledge.
The introduced method based on fractional factorial design will be used in performance evaluations at Ericsson Microwave Systems, due to the effectiveness. Based on the results and experiences from the case study, performance evaluation should be conducted according to the following in order to be efficient:
1. Use a fractional factorial design to evaluate which factors affect the performance measure in the prototyping phase. 2. Use a fractional factorial or factorial design to optimize the system parameters or factors in the design phase, by excluding unimportant factors and increasing the number of levels of important factors. 3. Use a fractional factorial or factorial design to evaluate the system performance in the validation phase and include knowledge from prototyping and design.
