The aim of this study is to develop a novel WENO scheme that improves the performance of the well-known fifth-order WENO methods. The approximation space consists of exponential polynomials with a tension parameter that may be optimized to fit the the specific feature of the data, yielding better results compared to the polynomial approximation space. However, finding an optimal tension parameter is a very important and difficult problem, indeed a topic of active research. In this regard, this study introduces a practical approach to determine an optimal tension parameter by taking into account the relationship between the tension parameter and the accuracy of the exponential polynomial interpolation under the setting of the fifth-order WENO scheme. As a result, the proposed WENO scheme attains an improved order of accuracy (that is, sixth-order) better than other fifth-order WENO methods without loss of accuracy at critical points. A detailed analysis is provided to verify the improved convergence rate. Further, we present modified nonlinear weights based on L 1 -norm approach along with a new global smoothness indicator. The proposed nonlinear weights reduce numerical dissipation significantly, while attaining better resolution in smooth regions. Some experimental results for various benchmark test problems are presented to demonstrate the ability of the new scheme.
Introduction
Hyperbolic systems are used for a wide range of scientific and engineering applications such as meteorology, gas dynamics, shallow water modeling, astrophysics models, and multiphase flow problems. It is well-known that the hyperbolic conservation laws may generate discontinuities in its solution even though the initial condition is smooth. Such discontinuities introduce undesirable artifacts like spurious oscillations in the numerical solutions. To avoid such phenomena, Total-Variation Diminishing (TVD) techniques have been developed [14, 15] , but these schemes were revealed to have at most first-order accuracy. To overcome of this limitation, a series of essentially non-oscillatory (ENO) schemes have been developed. The ENO schemes [16, 17, 18, 36, 37] are designed to utilize several candidate stencils to avoid cross-shock interpolation such that they reduce spurious oscillations near discontinuities while achieving high order accuracy on smooth areas. The main idea of the weighted ENO (WENO) technique is to use a convex combination of all the candidate stencils of ENO in a nonlinear fashion and assigns a weight to each local solution based on its smoothness.
In [30] , Liu et al. developed a weighted ENO scheme of a finite volume version which had the (r + 1)-th order accuracy from the rth order ENO scheme on smooth regions using interpolating functions obtained from all candidate stencils in the ENO method. Later, Jiang and Shu [22] L 2 -norm to obtain the fifth-order accuracy on smooth regions. Although the WENO-JS possesses the fifthorder convergence rate in smooth regions, Henrick et al. noticed [19] that it suffers loss of accuracy near the critical points where the first and third derivatives do not vanish simultaneously. To correct this deficiency, the mapped WENO (hereafter, called WENO-M) scheme was devised in the form of a mapping function on the WENO-JS weights, leading to the maximal rate of convergence while achieving improved results near discontinuities [19] . Subsequently, Borges et al. [4] proposed another version of WENO schemes (called WENO-Z) by adding a new high order reference smoothness indicator consisting of a linear combination of the original smoothness indicator of WENO-JS. The WENO-M and WENO-Z schemes possess good shock capturing abilities, but both schemes fail to retain maximal order of accuracy near the high-order critical points [4] . Acker et al. [1] added a new term in the smoothness indicator to the fifth order WENO-Z weight to increase the relevance of less-smooth substencil such that it achieved better resolution in the smooth part of the solution while maintaining the same numerical stability as the original WENO-Z at shocks and discontinuities. Some other fifth-order WENO schemes were further proposed by modifying nonlinear weights [9, 12, 25, 49] . Sixth or higher order WENO techniques have been developed in the literature [3, 10, 13, 20, 21] . The central WENO [5, 24, 27] , hybrid compact WENO schemes [32, 39] , and other versions of the WENO methods [2, 6, 27, 28, 31, 46, 50] have been constructed to improve the performance of the WENO techniques.
The space of algebraic polynomials is the most well-established tool to reconstruct numerical flux. However, the interpolation method cannot be regulated according to the trait of the given data such that it causes excessive numerical dissipation when approximating rapidly varying data (e.g., sharp gradients or high oscillations). To circumvent this limitation, this study exploits the interpolation method based on the space of exponential polynomials of the form φ(x) = x k e λx , k ∈ Z + , λ ∈ R ∪ iR, that allows an environment to fit the approximation to the characteristic of the given problem. For a given exponential polynomial space, the choice of the tension (or shape) parameter λ has a significant impact on the accuracy of interpolation. A well-selected parameter can yield better results compared to the polynomialbased method for various types of PDEs [11, 13, 45, 47, 48] . However, selecting an optimal parameter is an important and difficult problem, indeed a topic of active research. Most studies end up finding the tension parameter by using trial and error or minimization problem. In this regards, the goal of this study is first to present a specific type of exponential approximation space for the construction of numerical fluxes under the setting of the fifth-order WENO scheme. We then introduce a practical approach to determine an optimal parameter by taking into account the relation between the value of the tension parameter and the accuracy of the exponential polynomial interpolation. As a result, the proposed WENO scheme (termed as WENO-H) provides an improved order of accuracy better than the other fifth-order WENO methods. In fact, we will observe that the sixth-order accuracy can be achieved by the WENO-H technique, without loss of accuracy at critical points. A rigorous analysis is provided to prove the improved convergence rate. Further, a modified smoothness indicator based on L 1 -norm approach is presented along with a new global smoothness indicator. Accordingly, the proposed WENO scheme reduces numerical dissipation significantly, while attaining better resolution in smooth regions. Some experimental results for various benchmark test problems are given to illustrate the performance of the WENO-H scheme. The results are compared with those of some other methods to confirm the reliability of the proposed method.
The organization of the paper is as follows. Section 2 gives a brief review of the fifth-order WENO schemes for one-dimensional scalar conservation laws. In section 3, we propose a specific type of exponential approximation space and a practical approach to determine the parameter under the setting of the fifthorder WENO scheme. We also give a detailed analysis for the improved order of accuracy under a suitable condition of the tension parameter. In section 4, we introduce new modified smoothness indicators along with the associated WENO scheme. Finally, section 5 presents some experimental results to demonstrate the performance of the WENO-H. A conclusion is given in section 6.
WENO schemes
In this section we describe a general formulation of finite difference WENO schemes for solving hyperbolic conservation laws. Without loss of generality, we shall focus on the one-dimensional hyperbolic conservation laws which is given in the form
with suitable boundary conditions. Here, q = (q 1 , · · · , q m ) is a vector of conserved quantities, f (q) is a vector-valued function with m components, and x and t indicate space and time variables respectively.
For simplicity of our presentation, we introduce some notation. The computational domain is assumed to be uniformly distributed with the cells I j = [x j−1/2 , x j+1/2 ] and their centers x j . The points {x j+1/2 } are called the cell boundaries and the cell size is denoted by ∆x = x j+1/2 − x j−1/2 . In particular, we use the notation f j for the function value at the node x j , i.e., f j := f (x j ). The set of nonnegative integers is denoted by Z + , i.e., Z + = {0} ∪ N.
Formulation of WENO scheme.
At each node x j , the semi-discretized form of the equation in (1) generates a system of ODE (ordinary differential equation) by the method of lines:
with q j (t) an approximate value to the value q(x j , t) in a grid. Defining the flux function h implicitly by
a conservative finite difference formulation constructs a numerical fluxf which approximates the function h at the cell boundaries with a high order of accuracy. Therefore, the spatial derivative ∂f ∂x | x=xj in (2) can be represented as a discrete difference of the function h at the cell boundary x j+1/2 , which also can be exactly approximated by the following conservative scheme
The interface numerical fluxf can be computed by
In practice, in order to ensure the numerical stability and avoid entropy violating solutions, the flux f is split into two components f + and f − as f (q) = f + (q) + f − (q). The interface limits f − and f + are obtained by negative and positive parts of the flux f (q), respectively. This study employs the Lax-Friedrichs splitting defined by
where f + and f − indicate the approximations to f from right and left respectively and α = max q |f (q)| on the pertinent range of q.
2.2.
Fifth-order WENO schemes. In the fifth-order WENO finite difference scheme, the numerical flux f at the cell boundary x j+1/2 in (5) is constructed on a 5-point stencil
which is subdivided into three candidate substencils S k := {x j+k−2 , . . . , x j+k }, k = 0, 1, 2. Lettingf k j+1/2 be the local solution constructed on each substencil S k , the final WENO approximation is defined by a convex combination of these functions with weights ω k :
To construct the weights ω k , we first find the constants d k which are called optimal (or ideal) weights such that its linear combination off k j+1/2 results in the central upwind fifth-order scheme to h j+1/2 . The specific values of d k are known as d 0 = 0.1, d 1 = 0.6 and d 2 = 0.3 [35] . Then the nonlinear weights ω k are defined by using these numbers d k as follows:
where a small positive value ε > 0 is employed to prevent the division by zero and ω 0 + ω 1 + ω 2 = 1. The local smoothness indicator β k estimates the regularity of the numerical fluxf k which indeed determines to what extent the solutionf k contributes to the final WENO reconstruction. The smoothness indicators introduced by Jiang and Shu [22] are given by (7) β k = 2 =1
x j+1/2
The scheme is called WENO-JS. It was noted that the WENO-JS achieves only the third order accuracy at critical points. To correct this drawback, two different WENO techniques have been developed. Henrick et al. [19] suggested a modified fifth-order WENO method (WENO-M) by using a mapping procedure to the smoothness indicators to recover the maximal convergence rate (7) . Later, Borges et al. [4] introduced another approach for the WENO scheme (referred to as WENO-Z) by using a global high order smoothness indicator which makes the nonlinear weights converge to the optimal weights faster than the classical WENO scheme.
3. Interpolation based on exponential polynomial basis functions 3.1. Exponential Function Space. Although the space of polynomials is most commonly used to implement numerical fluxes, the interpolation method causes excessive numerical dissipation when approximating rapidly varying data. In order to make up for this weakness, we employ a method based on exponential polynomials of the form
If k = 0 and λ is pure imaginary, the function φ becomes a trigonometric polynomial. The motivation of using this type of functions is to exploit λ as a tension parameter so that it allows one to choose an optimized parameter to fit the specific features of the solution. Let B m := {φ 1 , . . . , φ m } with m ∈ N be a set of exponential polynomials. When the set B m constitutes an extended Tchebysheff system on R, the non-singularity of the interpolation matrix is guaranteed [23] . Practically, for a given cell boundary x j+1/2 , we look for the approximate solution from the shifted function space (9) Γ m := span{φ n (· − x j+1/2 ) : φ n ∈ B m } to avoid using large numbers in the interpolation matrix. The construction of the numerical fluxf based on B 5 complies with the methodology of the central-upwind schemes. We use an m-point stencil to construct f approximating the flux h with the mth convergence order at the cell interface. That is, from a given set of cell-average values on the stencil, the functionf is defined as follows
with the coefficients a k obtained by evaluating the integral at the stencil nodes [13, 19] . Equivalently, a convenient way to construct the numerical fluxf is via Lagrange's interpolation formula to the primitive function H of h on the cell-boundaries (say S b m := {x j−r−1/2 . . . , x j−r+m−1/2 } for some r ∈ Z + ), that is,
In actual computation, the function H need not to be computed explicitly. The values of H at the cell boundaries can be computed directly by using the given cell-average values. Letting B b m = {ϕ 0 , . . . , ϕ m } be a set of exponential polynomials such that Γ m = span{ϕ k (· − x j+1/2 ) : ϕ k ∈ B b m }, the Lagrange functions L n are in fact determined by solving the linear system
which means the exponential polynomial reproducing property of {L n }. It is obvious that each L n belongs to the space Γ m for n = 0, . . . , m. For later use, we introduce the dilation of u n that is,ū n := u n (∆x·), which are the Lagrange polynomials on the stencil {−r − 1 2 , . . . , −r + m − 1 2 }. It is necessary to remark that the Lagrange polynomials are shift-invariant so thatū n (1/2) = u n (x j+1/2 ).
The relation between L n and u n is treated in the following Lemma 3.2, which is useful for our further analysis. In fact, the specific proof can be obtained similarly as in the proof of [11, Theorem 3] . But, in order to make this paper self-contained, the proof is sketched briefly here. (11) and (12) respectively. Then, for any α = 0, . . . , m − 1, we have
Proof. For notational simplicity, putx = x j+1/2 . Let T ϕ k be the Taylor polynomial of ϕ k (· −x) up to degree m aroundx, i.e.,
and let T be the matrix with components T(k, n) = T ϕ k (x j−r+n−1/2 ) for k, n = 0, . . . , m. Further, letting D be the diagonal matrix with the entries D = diag(∆x k : k = 0, . . . , m), the matrix T can be written as
Here V is a Vandermonde matrix and W is the Wronskian matrix of B 5 so that their non-singularities are clear. Using this expression, the linear system in (11) which in fact uniquely determines the solution L(x) can be decomposed into the form
It is well-known (e.g., see [8] ) that a O(∆x) perturbation of a non-singular matrix results in also the O(∆x) perturbation of its inverse matrix. Thus, it follows that
In view of (12),
, which completes the proof.
3.2.
Optimal tension parameter. The goal of this section is two folds. We first propose a specific type of exponential approximation space for the construction of numerical fluxes under the setting of the fifth-order WENO scheme. This study is particularly interested in the following set of functions
where φ 3 and φ 4 are exponential polynomials. In this study, we will mainly concentrate on the case
As discussed before, for a given cell-boundary x j+1/2 , the approximate solution on S 5 is obtained from the space
to avoid using large numbers in interpolation process. Then our next goal is to present a practical approach to find the parameter λ without any trial and error or minimization process. For this purpose, we take into account the relation between the parameter λ and the convergence behavior of the approximation to the spartial derivative ∂f /∂x at x = x j in (4), i.e.,
Our specific selection of φ n (n = 3, 4) and the associated tension parameter is presented below in terms of the primitive function H of the flux h. In actual computation, the values of H at the cell boundaries can be computed directly by using the given cell-average values:
.
We then verify that for a suitably chosen parameter, the corresponding interpolation method can improve the rate of accuracy of the classical polynomial interpolation method.
Remark 3.3. Prior to further study, it is worthwhile to point out that if |H (6) (x)| = 0 (or practically, |H (6) (x)| ≤c∆x 2 for a fixed constant c > 0), the interpolation method provides an improved accuracy of E j for any suitable set B 5 (including algebraic polynomials); see Proposition 3.11. In this case, one may use the classical interpolation method based on polynomials to constructf j+1/2 . In this view point, in what follows, it is reasonable to consider the case H (6) (x) = 0.
• Central Condition A. For a given cell boundary x j+1/2 , without great loss, we suppose that H (n) (x j+1/2 ) does not vanish simultaneously for both n = 4, 5. Then, exponential approximation space is chosen by considering the following two cases:
with the tension parameter λ satisfying the condition
In practice, as long as the flux f is not constant or linear (more generally, polynomially changing) around x j+1/2 , H (4) is nonzero almost everywhere. Hence, in this study, we are mainly concentrating on the case C1. But, if this is not the case, it is treated by the case C2. C2: If H (4) (x j+1/2 ) = 0 and H (5) (x j+1/2 ) is nonzero, we set
5! with the tension parameter λ satisfying the condition
For the construction of local numerical flux on each substencil S k for k = 0, 1, 2, we use the algebraic polynomials, i.e.,
It means that the reconstruction of the local solution on each substencil S k is exactly the same as the case of the classical fifth-order WENO method.
3.3. Improved approximation order by exponential polynomials. We now prove that the proposed interpolation method based on the 'Central Condition A' provides an improved accuracy compared to other fifth-order WENO schemes. To do this, let B b 5 = {ϕ 0 , . . . , ϕ 5 } be a set of exponential polynomials such that Γ 5 = span{ϕ k (· − x j+1/2 ) : k = 0, . . . , 5}. Then the numerical fluxf is defined through the Lagrangian interpolation formula to the function H on the cell-boundaries S b 5 := {x j−5/2 , . . . , x j+5/2 }, that is,
First consider the case 'C1'. The case 'C2' follows later.
To facilitate our further analysis for the convergence order of the proposed method, we reorganize the elements in B b 5 as follows: ϕ n (x) = x n /n! (n = 0, . . . , 3),
It is obvious that each function ϕ n (· − x j+1/2 ) belongs to the space Γ 5 . Then, by a linear combination of these functions, we define an auxiliary function ψ as follows:
with the coefficient vector µ = (µ j,n : n = 0, . . . , 5) T obtained by solving the linear system
The following lemma treats the uniqueness of the solution µ and also finds its explicit form.
Lemma 3.5. Let ψ be defined as in (17) with the coefficient vector µ = (µ j,n : n = 0, . . . , 5) T . Then, there exists a unique solution µ with the form µ j,n = H (n) (x j+1/2 ) for n = 0, . . . , 5.
Proof. Let W 0 := (ϕ ( ) n (0) : , n = 0, . . . , 5) be the Wronskian matrix of {ϕ 0 , . . . , ϕ 5 } at 0 and let H j := (H ( ) (x j+1/2 ) : n = 0, . . . , 5). Note that the vector µ can be rewritten in the following matrix form
Since W 0 is non-singular, the uniqueness of the solution µ is obvious. In fact, an elementary calculation reveals that ϕ ( ) n = δ ,n with δ ,n the Kronecker delta, which means that W 0 the identity matrix. Thus, the lemma is proved immediately.
We now prove the convergence order of the approximation to the spatial derivative ∂f /∂x in (14) . This study is especially interested in approximating functions g in the Sobolev space
For this proof, we recall that g j indicates the value g(x j ) at the node x j . Also, denote by T g the Taylor polynomial of degree 5 around x j+1/2 of the function g, i.e., (19) T
with Ω an open neighborhood of x j+1/2 . Letf be the numerical flux defined as in (16) . Then, under the 'Central Condition A-C1', we have (20) h
whereū n are the Lagrange polynomials of degree 5 on the stencil {−5/2, . . . , 5/2}.
Proof. In this proof, we first analyze the accuracy off to the function h at x j+1/2 . To do this, we employ the auxiliary function ψ defined in (17) . Due to the condition in (18) , ψ (x j+1/2 ) = H (x j+1/2 ). Also, since H is the primitive function of h, H (x j+1/2 ) = h j+1/2 . It implies that h j+1/2 = ψ (x j+1/2 ). Then using the formula of the numerical fluxf j+/2 in (16), we can write
Further, since the derivative ψ belongs to the space Γ 5 , in view of the exponential polynomial reproducing property in (11), we can express
Combining this with (22) derives the equation
Next, to estimate the difference ψ(x n+j−5/2 ) − H(x n+j−5/2 ) in the above equation, we use the Taylor expansion argument. In fact, since ψ ( ) (x j+1/2 ) = H ( ) (x j+1/2 ) for = 0, . . . , 5, it is apparent that
with T g the Taylor polynomial of g in (19) . Accordingly, it holds that (24) ψ
where R g is the remainder of the Taylor polynomial T g . Then, in order to get an improved convergence rate of the difference h j+1/2 −f j+1/2 , we would like to verify that ψ (6) j (x j+1/2 ) = H (6) (x j+1/2 ) under the 'Central Condition A-C1'. Indeed, from the formula of ψ in (18) and Lemma 3.5, a direct calculation yields the identity ψ
we prove that ψ (6) (x j+1/2 ) = H (6) (x j+1/2 ). Consequently, using the explicit formula of the remainder terms of ψ and H, it holds immediately from (24) that
Moreover, from the definition of ψ, we calculate that ψ (7) (x j+1/2 ) = λ 2 H (5) (x j+1/2 ). Substituting the value λ in (25) into this equation results in the expression ψ (7) (x j+1/2 ) = H (5) H (6) H (4) (x j+1/2 ). Applying the mean-value theorem, it follows that (ψ (7) − H (7) )(x j+1/2 ) = H (5) H (6) H (4) − H (7) 
On the other hand, let us recall from Lemma 3.2 that L n (x j+1/2 ) = u n (x j+1/2 ) + O(∆x) with u n the Lagrange polynomial of degree 5 on the stencil S b 5 as in (12) . Also, 5 n=0 |u n (x j+1/2 )| ≤ c∆x −1 . Combining these arguments with (23), (26) and (27), we arrive at the expression
. Now, letū n := u n (∆x·) be the dilation of u n , that is, the Lagrange polynomials on the stencil {− 5 2 , . . . , 5 2 } as discussed in Remark 3.1. Clearly,ū n = ∆xu n (∆x·) such that u (x j+1/2 ) = ∆x −1ū n (1/2). Therefore, we conclude that
with C j defined in (21) , which is the required result of this theorem. Moreover, to estimatef j−1/2 , the stencil S 5 used to computef j+1/2 is moved by one-grid to the left. Since the Lagrange polynomials are shift-invariant, we can prove (20) by applying the same technique. The proof is completed.
with Ω an open neighborhood of x j+1/2 . Letf be the numerical flux defined as in (16) . Then, under the Central Condition A-C1, we have
Proof. The term C j ∆x 6 in (20) is the same for both h j+1/2 −f j+1/2 and h j−1/2 −f j−1/2 . Thus, putting the result of Lemma (3.6) at the finite difference formula E j (f ) in (3.6), we find that ∆x 6 term remains after division by ∆x. Thus, the theorem holds immediately.
• Case II: H (4) (x j+1/2 ) = 0 and H (5) 
The general approach for this case is similar to the Case I, but we have to modify it to meet the condition H (4) (x j+1/2 ) = 0 and H (5) (x j+1/2 ) = 0. For this purpose, as before, we employ an auxiliary function ψ defined by a linear combination of the functions in B b 5 . As in the case of C1, we reorganize the elements in B b 5 as follows: ϕ n (x) = x n /n!, (n = 0, . . . , 3),
It is not difficult to see that ϕ n (· − x j+1/2 ) ∈ Γ 5 . Compared to the Case I, we note that only the function ϕ 5 is defined differently. We then introduce an auxiliary ψ by
with the coefficient vector µ satisfying the linear system
The uniqueness of the solution µ and its explicit form are discussed below.
Lemma 3.8. Let ψ be defined as in (29) with the coefficient vector µ = (µ j,n : n = 0, . . . , 5) T . Then, there exists a unique solution µ with the form µ j,n = H (n) (x j+1/2 ) for n = 0, . . . , 5.
Proof. Let W 0 := (ϕ ( ) n (0) : , n = 0, . . . , 5) be the Wronskian matrix of {ϕ 0 , . . . , ϕ 5 } at 0. It can be easily checked that W 0 is the identity matrix. Thus, the same technique in Lemma 3.5 can be applied to prove µ = H j with H j := (H ( ) (x j+1/2 ) : = 0, . . . , 5).
with Ω an open neighborhood of x j+1/2 . Letf be the numerical flux defined as in (16) . Then, under the Central Condition A-C2, we have
whereū n are the Lagrange polynomials on the stencil {− 5 2 , . . . , 5 2 }. Proof. The general technique for this proof is similar to that for Theorem 3.6. Therefore, it is sketched here by pointing out the crucial different parts. First, since the function ψ in (29) belongs to the space Γ 5 , as in the proof of Theorem 3.6, we can write
Then, to estimate the term ψ(x n+j−5/2 ) − H(x n+j−5/2 ) of the above equation, we exploit the Taylor expansion argument and the condition ψ ( ) (x j+1/2 ) = H ( ) (x j+1/2 ) with = 0, . . . , 5 such that it leads to the expression
Now, in order to obtain an improved convergence rate in (32) , we discuss the condition of the parameter λ that makes ψ (6) (x j+1/2 ) = H (6) (x j+1/2 ). Indeed, due to Lemma 3.8 and the condition of ψ, a direct calculation yields the equation
induces the equation ψ (6) (x j+1/2 ) = H (6) (x j+1/2 ). Also, using (34) and by the definition of ψ, we obtain ψ (7) (x j+1/2 ) = H (6) (x j+1/2 ). Therefore, following the same techniques in the proof of Theorem 3.9, we can finish the proof.
As in Corollary 3.7, we get the following result.
As mentioned in Remark 3.3, when H (6) (x j+1/2 ) = 0 or |H (6) (x j±1/2 )| ≤c∆x 2 , the interpolation method provides an improved accuracy of E j for any choice of B 5 (including algebraic polynomials). Next proposition treats this case. Proof. We first consider the case thatf j+1/2 is constructed by using the classical polynomial interpolation method. Let T H be the Taylor polynomial of H around x j+1/2 of degree 5 and write H = T H + R H with R H the remainder of the Taylor polynomial T H . Then, due to the polynomial reproducing property of the Lagrange polynomials {u n : n = 0, . . . , 5} in (12) , we havê
Obviously, T H (x j+1/2 ) = H (x j+1/2 ) and H (x j+1/2 ) = h(x j+1/2 ) because H is the primitive function of h. Also, by assumption, |H (6) (x j+1/2 )| ≤c∆x 2 and H (7) (x j+1/2 ) = |H (7) (x j )| + O(∆x). It implies that the remainder R H is the form
Since u n (x j+1/2 ) = ∆x −1ū n (1/2) withū n the Lagrange polynomials on the stencil {− 5 2 , . . . , 5 2 }, in view of these arguments with (35) and (36) , it holds immediately that
with the constant C j defined by (38) C j = − 5 n=0ū n (1/2) (n − 3) 7 7! H (7) (x j ).
Second, suppose thatf j+1/2 is obtained from the space spanned by the set B 5 either in the case 'C1' or 'C2'. Since |H (6) (x j±1/2 )| ≤c∆x 2 , a direct calculation from the definition of ψ and the value of λ in the 'Central Condition A' yields the bound |ψ (7) (x j+1/2 )| ≤ c|λ| 2 ≤ c∆x. It leads to the same estimate in (37) . Therefore, following the same methodology in the proof of Corollary 3.7, we can get the required result |E j (f )| = O(∆x 6 ). The proof is completed.
3.4. Algorithm. The algorithm for choosing the exponential approximation space and the tension parameter is described as follows. Without great loss, we suppose that H (n) (x j+1/2 ) does not vanish simultaneously for both n = 4, 5.
Algorithm for choosing the tension parameter.
Let S 5 be the 5-point stencil around the given evaluation pointx = x j+1/2 . From the given cell-average values h n on S 5 , construct H(x n+1/2 ) on the cell boundaries and evaluate H ( ) (x) for = 4, 5, 6 by using the th order divided difference aroundx, denoted by [H ( ) (x)].
0.
If [H (6) (x)] = 0, we use the classical method based on algebraic polynomials, i.e., B 5 = {x n : n = 0, . . . , 4}.
1.
If [H (4) (x)] = 0, we choose the set of exponential polynomials as B 5 = {1, x, x 2 , sinh λx, cosh λx} with
In practice, H (4) (x) = 0 almost everywhere, as long as the flux f is not constant or linear (more generally, polynomially changing) aroundx. Hence, we suggest to implement the proposed algorithm mainly based on 'Step 1'.
A WENO scheme improving fifth-order accuracy
Let x j+1/2 be a given cell-boundary point. The five-point stencil S 5 = {x j−2 , . . . , x j+2 } around x j+1/2 is divided into three candidate substencils S k with k = 0, 1, 2 consisting of three points. A local numerical fluxf k (x) is computed in each substencil S k and these solutions are combined into a weighted average to define a final WENO approximation to the value h j+1/2 :
In WENO reconstruction, the nonlinear weights are required to be close to the optimal weights for each local solution in smooth areas to attain a maximal accuracy, while removing the contribution of stencils that contain a singular point. From this view point, we first introduce new optimal weights based on the space Γ 5 of exponential polynomials.
4.1.
An optimal weights based exponential polynomials. For the given cell-average values on the stencil S 5 , the (global) numerical fluxf j+1/2 approximating h j+1/2 can be expressed as
The local solutionf k j+1/2 is also computed at each substencil S k with k = 0, . . . , 3 and it is of the form
It is necessary to remark that the local numerical flux is the same as the case of the classical fifth-order WENO scheme. Then the numerical fluxf j+1/2 can be expressed as a convex combination of the local fluxes:f
where {d k } are the so-called optimal (ideal) weights such that d 0 + d 1 + d 2 = 1. The optimal weights d k , k = 0, 1, 2, for the proposed WENO scheme can be obtained as
Unlike the case of the classical WENO scheme, the optimal weights {d k } of the proposed WENO method may vary depending on the choice of the parameter λ but tends to the original ideal weights as ∆x → 0.
A New Nonlinear Weight.
The smoothness indicator is one of the most important ingredient in WENO reconstruction because the nonlinear weights are determined by measuring the smoothness of the local solution on each substencil S k . In this section, we introduce a new set of nonlinear weights which improves the known fifth-order WENO schemes. We follow the methodology of the WENO-Z scheme but provide fundamental modifications. A new global smoothness indicator is incorporated into the local smoothness indicator which measures the approximate magnitude of the derivatives of the local solution on each substencil based on L 1 -norm [12] . Specifically, let ID n,k be the operators defined by
Here, the operator ID 1,k f is a generalized undivided difference of f which approximates ∆xf at x j+1/2 with higher convergence rate [12] :
Then the smoothness indicators β k are defined as follows:
where the value θ is a balanced trade off between ID 1,k f and ID 2,k f . Having performed numerical experiments with several alternatives, we take θ = 0.25 for all test problems except the case of 1-D linear advection equation in which θ = 0.1. A novel idea of the proposed nonlinear weights is to measure the higher order information of the numerical flux on the large stencil S 5 by using the fourth-order undivided difference
With these (local and global) smoothness indicators at hand, the (unnormalized) nonlinear weight α k , k = 0, 1, 2, are computed as
Here, > 0 is usually employed to prevent the denominator from a division by zero but it in fact affects the order of accuracy of the WENO method especially at the critical points. The specific choice of will be discussed in Proposition 4.1. Then, the final weights ω k are defined via the normalization process, i.e., (47) ω k = α k 2 =0 α , k = 0, 1, 2.
Convergence Order of WENO-H.
It is basic to require that the numerical solutionf j±1/2 approximates the flux h in (3) with a suitable convergence order on smooth regions. For this, the nonlinear weights ω k should converge to the optimal weights d k as ∆x → 0. To attain the sixth-order accuracy of the numerical fluxf j+1/2 , the nonlinear weights need to satisfy the following sufficient condition (e.g., see [12] )
where superscript '±' on the weight ω k corresponds to their use in the substencils of the local solution f k j±1/2
respectively. In what follows, we show that the new nonlinear weights ω k fulfill the condition in (48) . For this purpose, it is helpful to introduce the general form of β k which can be obtained by using the Taylor expansion argument:
Proposition 4.1. Let d k , k = 0, 1, 2, be the optimal weights in (42) . Assume that = (∆x) in the definition of α k (46) is chosen as = ∆x γ with 0 < γ ≤ 4. If f is smooth around the global stencil S 5 , then the weights ω k in (47) satisfy the following condition
even near the critical points.
Proof. Taking the Taylor expansion of f around x j+1/2 , we can find that there exists a positive integer r ∈ N such that each β k in (49) can be expressed as Then, we first consider the case 2r ≤ γ. Substituting = ∆x γ in (46) and by using (50) and (51), it is straightforward that
for some constant c f > 0. By hypothesis, 0 < γ ≤ 4 and 2r ≤ γ so that it yields the relation
Further, since d 1 + d 2 + d 3 = 1, putting (53) into (47) clearly verifies that |d k − ω k | = O(∆x 4 ), regardless of the issue of the critical points. Also, in the case 2r > γ, it can be proved similarly. Therefore, the proof is completed. Here, ρ, u, v, and E indicate the density, particle velocities (along the x and y-directions), and total energy, respectively. The pressure p has a relation with the total energy, that is, ideal gas equation state:
with γ the ratio of specific heats. Here, we set γ = 1.4. The initial data is ρ(x, y, t) = 1 + 0.5 sin(4π(x + y))
with u = 1, v = −1/2, and p = 1. The exact solution on the unit square is ρ(x, y, t) = 1 + 0.5 sin(4π(x + y − t(u + v))), and the periodic boundary conditions are employed. We perform the numerical simulation until the final time t = 4. For the time evolutions, we use non-TVD RK4 [37] with ∆t = ∆x 6/4 . The numerical results of WENO-H and other well-known fifth-order WENO schemes are presented in Table 1 and Table 2 for one and two-dimensional problems respectively. The L 1 -and L ∞ -errors and convergence orders of density ρ are reported. In addition, we also compare the effectiveness of these WENO schemes by computing the CPU time versus L ∞ -error using various grids. In the comparison, the L ∞ -errors against CPU time are presented in Fig. 1 for one and two-dimensional problems. Each marker indicates 'CPU time-errors' at 50 × 2 k and (25 · 2 k ) × (25 · 2 k ) grid points for one and two-dimensional cases with k = 0, 1, 2, 3, 4. The WENO-H scheme shows better efficiency compared to other WENO schemes.
Numerical Results
In this section, we provide some experimental results to illustrate the performance of the WENO-H scheme. The experimental results of the WENO-H scheme are compared with those of other well-known fifth-order WENO schemes: WENO-JS, WENO-M and WENO-Z. For the evaluation of the shock capturing abilities of the proposed algorithm, the simulations are performed for several benchmarks of one and twodimensional scalar and system of conservation laws. For all the numerical experiments in this section, we employ the third-order TVD Runge-Kutta-type discretization for time evolution. (55) q t + q x = 0, t ∈ R + with the initial condition specified as
. We set the periodic boundary conditions and carry out the computation until the final time t = 11 with ∆x = 0.01. The CFL condition number is 0.4. The numerical results of this advection equation with initial condition (56) are shown in Fig. 2 . We observe that the WENO-H method has smaller errors than other WENO fifth-order schemes near the singular points.
5.2.
One-dimensional Euler Systems. Let us consider the one-dimensional Euler gas dynamics for ideal gases. The characteristic decomposition is performed to generalize the WENO methods [38] .
Example 5.2. We apply the WENO-H scheme to the shock-density wave interaction test problem that describes shock interacting with entropy waves. This model problem was introduced by Shu and Osher [37] to test the capability of a high-order WENO scheme to capture the high frequency waves. The solution of this example includes large scale waves, small shocks and fine scale structures. We solve this problem on the interval [−5, 5] with the specified initial condition: where ε = 0.2 is the amplitude of the entropy wave and k is wave number of the entropy wave. A shock wave flowing to the right (with speed 'Mach 3') interacts sine wave in a perturbed density disturbance such that it yields a flow field with discontinuities as well as smooth structures. We simulate this problem for The simulation is performed up to time t = 5 with ∆x = 1/150. Fig. 4 shows the numerical solutions on a grid with 1500 grid points (i.e., ∆x = 1/150) for all the computed WENO schemes. We observe that the oscillatory wave pattern behind shock entropy wave interactions is well captured by WENO-H better than other WENO methods. obtained by using the exact Riemann solver [41] . One can see that the solution of WENO-H well captures the shock and contact discontinuity without redundant oscillations better than WENO-JS, WENO-M and WENO-Z do.
5.3.
Two-dimensional Euler Systems. The numerical results of two-dimensional compressible Euler equations are provided in this section. We specify an initial condition for each test problem and set γ = 1.4 except the two-dimensional Rayleigh-Taylor instability problem. This problem has been computed to check the numerical dissipation (e.g., [34, 44] ). In this example, the simulation is performed on the domain [0, 0.25] × [0, 1] with the initial condition specified by The gravitational effect can be obtained by adding ρ and ρv to the right of y-momentum and the energy equation respectively. We set the ratio of specific heats as γ = 5/3. The right and left-hand boundaries are taken by the reflective boundary conditions. The velocity is 0, and we set (ρ, p) = (1, 2.5) for the top boundary condition and (ρ, p) = (2, 1) for the bottom boundary condition. The results are simulated up to time t = 1.95. Fig. 7 depicts the density contour lines of the solutions computed by the WENO-H and other fifth-order WENO schemes with 120 × 480 grid points. The appearance of the small structure in the flow is a measure of the small magnitude of the intrinsic numerical viscosity of the numerical schemes. We can observe that the WENO-H scheme is able to capture complex structures better than other schemes and improves significantly the contact discontinuity resolution. passing through the point (x, y) = ( 1 6 , 0). Exact post-shock condition is used for the boundary conditions on x ∈ [0, 1 6 ] and the rest part of the bottom is used as a reflective boundary condition. Left and right boundaries use inflow and outflow boundary conditions. Exact motions of the Mach 10 shock are used to the boundary of top parts. Density ρ = 1.4 and pressure p = 1 are set for the unshocked fluid. The problem was run till t = 0.2. Fig. 9 and 10 plot the density profiles computed with the WENO-H and WENO-JS, WENO-M and WENO-Z schemes with 960 × 240 and 1920 × 480 grid points respectively. We can see that the WENO-H scheme yields better resolutions than other WENO methods.
Example 5.8. (A Mach 3 Wind Tunnel with a
Step) This problem describes a Mach 3 flow with a forwardfacing step in a wind tunnel. It was first described by Emery [7] to compare several hydrodynamical methods. Later, Woodward and Colella [43] used it to compare several advanced numerical schemes. We compute this problem in a wind tunnel with one length unit width and three length units long. The step is 0.2 length units high and is located 0.6 length units from the left-hand end of the tunnel. The reflective boundary conditions is assumed along the walls of the tunnel. We also assume that the tunnel has an infinite width along the direction orthogonal to the calculation plane. A gas is continuously supplied at the left boundary with the pressure 1, density 1 and velocity 3 respectively. The corner of the step is the singularity of the flow, since it is the center point of the rarefaction fan. After the bow shock is reflected in the step, the shock gradually reaches the top reflective wall of the tunnel around t = .65. Due to the reflections and interactions of the shocks, a triple point is formed, from which the trail of vortices moves towards the right boundary. Fig. 11 plots the density profiles obtained by WENO-H with the other WENO schemes at the final time t = 4 with 768 × 256 mesh grids. We see that the roll-up of the vortex sheet is more clearly visible with WENO-H. Example 5.9. (Explosion) We compute the explosion problem proposed in [41] (see also [29] ) which is a circularly symmetric two-dimensional problem with initial circular region of higher density and pressure. The circle is centered at the origin with radius 0.4. The computation is performed on the domain [−1.5, 1.5]× [−1.5, 1.5] with the initial condition given by (ρ, u, v, p) = (1.000, 0, 0, 1.0) if x 2 + y 2 < 0.16, (0.125, 0, 0, 0.1) otherwise with γ = 1.4. We compute the solution until time t = 3.2 with 600 × 600 mesh grids. Fig. 12 shows the density profiles obtained by the four tested WENO schemes. We can see that the numerical results by WENO-H are much 'curlier' at the contact surface than the results obtained by other tested methods. This explains that WENO-H has substantially smaller dissipation than other WENO schemes.
Conclusion
In this paper, we have proposed an improved WENO schemes (called WENO-H) for the numerical solution of the hyperbolic conservation laws. The interpolation method is based on the space of exponential polynomials with a tension parameter. We proposed a practical approach to determine the parameter of the exponential approximation space by taking into account the local data feature. As a result, the proposed WENO scheme attains an improved order of accuracy (that is, sixth-order) better than other fifth-order WENO methods without loss of accuracy at critical points. A detailed analysis is provided to verify the improved accuracy. Further, modified nonlinear weights based on L 1 -norm approach were proposed along with a new global smoothness indicator. The proposed WENO scheme resolve discontinuities sharply while reducing numerical dissipation significantly. Several experimental results of the WENO-H scheme for the advection equation and the system of the Euler equations are compared with those of the other fifth-order WENO scheme to confirm the reliability of the method. In the near future we generalized our approach to sixth or higher-order WENO schemes.
