Introduction 1)
Let G = (V, E) be a simple graph. L (2, 1) 
L(2,1)-labeling of graph has its applications in the area
of radio frequency assignment problems. Roberts [2] , in order to avoid inteference between transmitters, proposed the problem of efficiently assigning radio channels to transmitters at several locations, using nonnegative integers to represent channels, so that closely located transmitters receive different channels, and very closely located transmitters receive channels at least two apart.
Later, this problem was formulated as L(2,1)-labeling
problem of graphs by Griggs et. al. [6] . Note that
L(2,1)-labeling is a special case of so called L(j,
k)-labeling of graphs [3] . L(j, k)-labeling is defined as a
However, determining λ(G) for general graphs has been proved to be NP-complete by Griggs et. al. [6] .
This problem also remains NP-complete for more restricted class of graphs. Therefore, researches have focused on determining the upper bound of λ(G) using △ as the parameter, where △ is the maximum degree of a graph G. Bodlaender [4] summarized the upper bounds of λ(G) and status of compexities of various class of graphs as in <Table 1>. We note that the upper bound of general graphs has been reduced to △ 
+△-2 by
Goncalves [1] .
Genetic algorithms (GAs), a part of evolutionary computing, were introduced by Holland in 1975 [5] . Since then genetic algorithms have been applied to a large variety of combinatorial optimization problems.
In this paper, our main objective is to develop Genetic Algorithms (GAs) which can be applied to L(2,1)-labeling problems. In section 2, we discuss the properties of 
Genetic algorithms for L(2,1)-labeling Problems
Algorithm First-fit (FF) Input: A graph G(α) with an ordering α = (v1, v2, ..., vn) of vertices. S = {x| x is an integer ≥ 0}. Output: L(2,1)-labeling of G begin for i = 1 to n do label vi by the lowest possible integers in S; end These procedures are known as First_fit (FF) algorithm and formally presented in (Fig 1) . (Fig. 2) shows the applications of FF algorithm on a graph.
( 
Representations of chromosomes
Since we are searching for the optimum ordering of the vertices, for encoding, we use the path representation originally developed for the TSP (Travelling Salesman Problem) [5] . Path representation is permutation of the integers [1.
.n], where n is the number of vertices of G.
For example, if n = 6 then the chromosome (3, 2, 1, 6, 4, 5) represents the ordering α of the vertices. Note that even though path representation is the most natural representation of the orderings of vertices, it does not allow classical crossovers and mutations.
Selection
Let pop represents the population of chromosomes and 
Note that even though the L(2,1)-labeling problem is a minimization problem, our fitness function val(c) allows to treat it as a maximization problem. For the selection we use roulette wheel selection mechanism with slots sized proportionally to the fitness of chromosomes. Our genetic algorithm also enforces elitism which is a mechanism to ensure that the most highly fit chromosomes of the population are passed on to the next generation.
Genetic operators
For the crossover, we use the well known three crossover operators; partially mapped (PMX), order (OX) and cycle (CX) crossover. We also adapt six mutation
simple-inversion (SIM) mutation. Among these operators cycle crossover and simple-inversion mutation are the two most important operators in this paper. Hence we include the mechanisms of these operators for the completeness of this paper. The mechanisms of other operators can be found in [9, 8] .
The CX crossover operator [7] builds offspring in such a way that each element of offspring inherits from one of the parents. Let p1 = (1 2 3 4 5 6) and p2 = (5 6 2 1 4 3) be the two parents and o1 be the offspring. The first element of o1 is the same as the first element of p1. Hence, o1 becomes (1 x x x x x), where x means "not known". The element of p2 below the 1 in p1 is 5 and 5 is positioned as the fifth element of p1. Hence, the fifth element of o1 becomes 5 which yields o1 = (1 x x x 5 x).
This, in turn, implies the element 4 must be the fourth element of o1 which yields o1 = (1 x x 4 5 x). Continuing this rule, element 5 must be included as the fifth elemnet of o1. However, 5 is already in the o1. Thus the remaining elements are filled from the p2. Therefore, o1
becomes (1 6 2 4 5 3).
The SIM mutation operator [5] requires two cut points in the chromosome and reverse the substring between these two cut points. For example, consider chromosome (1 2 3 4 5 6), and suppose that the first cut point is chosen between first and second element, and the second cut point is between fourth and fifth element. Then the result of SIM operation is chromosome (1 4 3 2 5 6).
Experimental Results
A k-partite graph is a graph whose vertices can be partitioned into k disjoint sets so that no two vertices We generated three complete k-partite graphs with different partite sets. <Table 2> shows these three test graphs with their various graph properties.
The λ(G) of complete k-partite graphs can be obtained as follows. Let G be a complete k-partite graph. Since the shortest distance between any two vertices in G is at most 2, for the L (2,1) -labeling for G, all the labels must be distinct. Furthermore, consecutive labels can not be assigned at vertices from different partite sets. Therefore, it is esay to verify that the following algorithm shown in <Table 2> Three test graphs and their properties. n, m are the number of vertices and edges, respectively while k is the number of partite sets 
Conclusions

