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Abstract 
The present paper attempts to generate visual clustering and data extraction of cell formation 
problem using both principal component analysis (PCA) and self organizing map (SOM) from input 
of sequence based machine-part incidence matrix. First, the focus is to utilize PCA for extracting 
high dimensionality of input variables and project the dataset onto a 2-D space. Second, the 
unsupervised competitive learning of SOM algorithm is used for data visualization and 
subsequently, to solve cell formation problem based on ordinal sequence data via the node cluster on 
the SOM map. Although the numerically illustrated results from dataset revealed that PCA has 
explained most of the cumulative variance of data but in reality when the very large dimensional cell 
formation problem based on sequence is available then to obtain the clustering structure from PCA 
projection is become very difficult. Most importantly, in the visual clustering of ordinal data, the use 
of U-matrix alone can not be efficient to get the cluster structure but with color extraction, hit map, 
labeling via the SOM node map it becomes a powerful clustering visualization methodology and 
thus the present research contribute significantly in the research of cellular manufacturing.  
Keywords: Cellular manufacturing, operation sequence, Self Organizing Map, principal component 
analysis, visual clustering, U-matrix 
1. Introduction 
The primary concern in cellular manufacturing is utilization of group technology to 
identify similarities in processing requirements, operation sequence and other related 
production factors of a family of products to identify machines that can be clustered 
together in a cell so that intercellular movements of parts can be minimized. Thus the part 
family to be processed in a machine cluster will have similar operation sequence or other 
characteristics so that the overall efficiency of the manufacturing system will be 
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enhanced. There are typically two approaches to consider the type of input for the above 
mentioned cell formation problem: first one is the most frequently used binary machine-
part incidence matrix and second one is the non-binary i.e., operation sequence (ordinal 
data), operation time (ratio data). The machine-part incidence matrix   ijaA   is 
derived from production route sheet. Where ija means: ‘1’ if parts i visits machine j 
otherwise ‘0’. This becomes input to any clustering algorithm so that family of parts to be 
processed in a cluster of machines can be identified from the output block diagonal 
matrix. In the block diagonal matrix if any production information like ‘1’s appear 
outside cell represents inter-cell movement of parts (exceptional elements) and presence 
of any zero inside the cell represents as void. The perfect cell formation is achieved when 
the cells in diagonal contains all ‘1’s. The principal objective of cellular manufacturing is 
to minimizing total material handling cost caused by inter-cellular moves, maximizing 
intra-cellular utilization of machines, and minimizing the duplication of machines in a 
GT cell (Gunasekharan et al, 1994).  The sequence of operations in which parts are 
processed in machines represented by the ordinal numbers like 1,2,3 and so on otherwise 
non visit of parts to the machines are represented by zero. This ordinal number replaced 
the ‘1’s in the cell formation problem and thus the matrix is represented as sequence 
based machine-part incidence matrix. 
In literature there are numerous clustering algorithms applied to generate cell formation 
solution (Papaioannou and Wilson, 2010; Venkumar and Haq, 2006) viz., production 
flow analysis (Burbidge, 1963; Burbidge, 1971), similarity coefficient (Pollalis and 
Mavrommatis, 2009; Oliveira et al., 2008; Yin and Yasuda, 2006), array based 
manipulation (Chan and Milner, 1982), graph theoretic (Mukhopadhyay et al., 2009), 
clustering (Ünler and Güngör, 2009; Rogers and Kulkarni, 2005; George et al., 2003; 
Nair and Narendran, 1998; Dimopoulos, 2006), mathematical programming (Mahdavi et 
al., 2010; Defersha and Chen, 2006; Choobineh, 1988), search method (Baykasoglu and 
Gindy, 2000; Lee-Post, 2000; Zhao and Wu, 2000), neural network (Ateme-Nguema and 
Dao, 2009; Pandian and Mahapatra, 2009; Venugopal and Narendran,1994; 
Soleymanpour et al., 2002; Çakar and Cil, 2004), metaheuristic algorithm (Lin et al., 
2010; Li et al., 2010; Venkataramanaiah, 2008; 1, Andrés and Lozano, 2006) etc.  
Most of the research reported on clustering of the machine-part cell formation based on 
binary data without considering the operation sequence based machine-part incidence 
matrix. After reviewing related works on operation sequence based cell formation 
solution (Pandian and Mahapatra, 2009; Bu et al., 2009; Mahdavi and Mahadevan, 2008; 
Pandian and Mahapatra, 2008; Jayaswal and Adil, 2004; Ohta and Nakamura, 2002; Yin 
and Yasuda, 2002; Nair and Narendran 1998; Kang and Wemmerlov 1993; Harhalakis et 
al.,1990; Vakharia and Wemmerlov 1990; Choobineh 1988; Selvam and 
Balasubramanian 1985), the motivation of the present work to consider clustering of 
sequence based cell formation problem is due to the following reasons: 
 it generates benefits of cellular manufacturing with less backtracking, reduced 
material handling, better control of cell activities, reduction in work-in-process 
inventory and lead time 
3 
 the objective of minimizing exceptional elements without considering operation 
sequences, does not lead to minimization of material handling as reported by 
Harhalakis et al., (1990) 
 the similarity of operation sequence in each cell facilitates the implementation of 
just-in-time manufacturing system 
 non requirement of converted precedence incidence matrix from the sequence 
based machine-part incidence matrix and thus less time and computational 
burden (Won and Currie, 2007) 
 as the part by part matrix for each machine generated from sequence based 
matrix itself becomes a large input matrix to the earlier clustering algorithm and 
direct input of sequence based machine-part matrix of industry size can be 
helpful to solve real life problems 
 Venkumar and Haq (2006) reported SOM is suitable for cell formation solution 
to any size of machine-part incidence matrix 
Due to the ready representation and interpretation, visualization and classification can 
efficiently handle the complexity of data as a standard tool. The cell formation is NP hard 
problem. In a large dimensional problem, a multivariate principal component analysis 
(PCA) approach can be used to reduce the dimension before the output factors are 
becoming input in a clustering routine (Kiang et al., 2004). In the present paper, PCA a 
multivariate, statistical data analysis tool is used to extract the size dimension information 
after constructing a linear projection of the machine-part dataset in the 2-D plane of the 
map. PCA is powerful technique to extract data (Kwan et al., 2001) and effective for 
exploratory analysis of data (Koua, 2003). Tipping and Bishop (1999) reported that PCA 
can be used for processing and visualizing data. Yeung and Ruzzo (2001) reported that 
principal component has varying degree of effectiveness in capturing cluster structure. 
They also have studied that first few principal components do not necessarily capture 
most of the cluster structure. On the other hand Laitinen et al., (2002) reported that 
sometimes the visualization of PCA is not suitable for the complex dataset. In this case, 
SOM algorithm implemented through som toolbox can be an alternative method for 
optimal cluster visualization of those complex datasets (Chattopadhyay et al., 2010). 
The present paper attempts to generate visual clustering and data extraction of machine-
part cell formation using both principal component analysis and self organizing map from 
input of ordinal data based machine-part incidence matrix. First, the focus is to utilize 
PCA for extracting high dimensionality of input machine-part variables and project the 
dataset onto a 2-D space (e.g., Verleysen, 2003; Annas et al, 2007 and many others). 
Second, the unsupervised competitive learning of SOM algorithm is used for data 
visualization and subsequently, to solve the machine-part cell formation problem based 
on ordinal sequence data via the node cluster on the SOM map.  
Multivariate correlation and PCA approaches have been reported to apply as machine-
part clustering tool to solve cell formation problem based on binary data (Arvindh and, 
Irani, 1991; Hachicha et al., 2006; Hachicha et al., 2008). Self Organizing Map (SOM) 
an artificial neural network using unsupervised learning network reported to use in cell 
formation solution (Chattopadhyay et al., 2010; Venkumara and Haq, 2006; Ampazis and 
Minis, 2004; Inho and  Jongtae, 1997; Kiang et al., 1995; Kulkarni and Kiang, 1995; 
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Venugopal and Narendran, 1994; Chu, 1993). In the literature of cellular manufacturing 
very few researchers reported the use of multivariate statistics of PCA and SOM 
visualization to the clustering of cell formation problem based on binary as well as non-
binary data. 
The proposed approaches differ from the earlier reported works:  
i) both PCA and SOM algorithm applied on non-binary operation sequence based 
data projected based on visual clustering pattern 
ii) apriori cluster number is not required in both PCA and SOM method 
iii) the input matrix is not required to convert in any other form and the ordinal data 
based machine-part incidence matrix is becoming direct input to both algorithms 
iv) both methods are flexible and robust in generating cell formation solution 
v) interpretation of visual clustering of machine-part cell formation through in 
depth analysis of machine and part cluster structure  
vi) large industry size input of sequence based cell formation problem as a solution 
in reality.  
Thus the purpose of the present paper is to i) visually clustering of machine-part cell 
formation using both principal component analysis and self organizing map from ordinal 
sequence data (non-binary) based machine-part incidence matrix; ii) developed a 
comparative analysis of visual clustering using PCA and SOM and thereby establishing a 
better ordinal sequence data based cell formation approach   iii) compare the performance 
in cell formation using PCA and SOM. 
2. Proposed Methodology for machine-part Clustering 
2.1. Principal Component Analysis 
The Principal component Analysis (PCA) perhaps is the best known and oldest technique 
in multivariate analysis (Jolliffe, 1986; Preisendorfer, 1988). Pearson, 1901, was first to 
introduce it in the context to recast linear regression analysis into a new form. Thereafter, 
it was developed by Hotelling, 1933 in the field of psychometry. In the various real world 
problems the PCA is frequently used in the data set with some intrinsic complexity 
(Tuncer et al., 2008 ; Horenko et al., 2006; Rothenberger et al.,2003; Atsma and 
Hodgson, 1999; Barbieri et al., 1999). The PCA is applied as a cluster analysis tool to 
form machine groups and part families (Hachicha et al., 2006) simultaneously. 
Application of PCA has been in representing the data using a smaller number of variables 
(Wall et al., 2002).  
Using the PCA method we consider the machine-part incidence data into a matrix 
,XA mn  where the n –rows are associated with the parts and m-columns with the input 
(machine) variables. If we consider kx  is mean of m (machine) variables in the matrix A, 
the covariance matrix is given by 
    

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Where j=1, 2… n, k=1, 2… m. There are two main steps to find a few orthogonal 
features, called principal components (PCs) of the matrix A, as follows: 
Step1. Calculate the eigenvenctors and eigenvalues of the covariance matrix. Since the 
covariance matrix from equation (1) is square, a set eigenvalue  m ,...,, 21 can be 
found by solving the determinant equation .0I   A set nonzero eigenvector 
 ,,...,, m21 eeeE   corresponding to the relevant eigenvalue is found by using 
.m,...,2,1i,0I i  e  Then a diagonal non zero eigenvalues matrix    can be 
constructed from the sorted eigenvalues .... m21    
Step 2. Find the PCs of the covariance matrix  that can be generated using a process 
of singular value decomposition, which is given by )2(T  
The set of PCs is then represented as a linear combination of the original variables of 
.PC Tmm xe  
The coefficient of values of the PCs could be used to identify similarity of parts and 
machines based on their operation requirement and sequence. Further, the identification 
of family of parts to be processed by cluster of machines can be interpreted using a PCs 
projection developed for this purpose. Johnson and Wichren (1998) reported that the first 
two PCs are usually used to project a 2-D plane of data if they provide at least 80% of 
cumulative variance. The percentage of variance (PV) for the PCs can be calculated by  
)3(%100
... m21
k 



PV  
The PCA from the perspective of statistical pattern recognition is having the practical 
value as it is an effective technique for dimension reduction (Haykin, 2008). The other 
main advantage of PCA is that once these patterns in the data are found, the data can be 
compressed by reducing the number of dimensions without much loss of information.  
2.2. Self Organizing Map (SOM) 
Chattopadhyay et al., (2010) applied the SOM in combination of clustering and 
projection techniques for part-family and machine-cluster extraction, visualization and 
interpretation of large high-dimensional machine-part incidence matrix datasets.  
The Kohonen SOM is a popular Artificial Neural Network (ANN) based on unsupervised 
learning having both the properties of vector quantization (Gray, 1984) and vector 
projection (Kaski, 1997). The use of SOM has been reported primarily in performing the 
tasks of clustering, pattern recognition and various other optimizations (Kulkarni  
and Kiang, 1995). The self organization is a process of SOM which configures the output 
units into a topological representation of the original data, positioning the prototype 
vectors on a regular low dimensional grid in an ordered fashion making the SOM a 
powerful visualization tool (Kohonen, 1997). The SOM can project high-dimensional 
data into low-dimensional space (usually two-dimensional) and meanwhile preserve the 
original topological relationship. There are few dozen to several thousand neurons 
connected to adjacent neurons by a neighbourhood relation, dictating the topology of the 
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map. Each neuron i has an associated d-dimensional prototype or codebook vector, 
 idiii mmmm ,...,, ,21 . The dimension d and the input vector are same. 
The SOM is trained iteratively with sample vector chosen randomly from the input data 
set. The Euclidian distance is a typical distance measure to calculate the similarity 
between sample vector and all prototypes of the map. The Best-Matching Unit (BMU) is 
that map unit whose incoming connection weights have the greater similarity with the 
input pattern x and denoted as c (Vesanto, 2002): 
  )4(,min imxcmx i    
where .  is the distance measure. 
After finding the BMU, the prototype vectors (or connection weights) of the SOM are 
updated. SOM creates a topological mapping by updating not only the BMU’s weights, 
which are adjusted (i.e. moved in the direction of the input pattern by a factor determined 
by the learning rate), but also adjusting the weights of the adjacent output units in close 
proximity to the neighborhood of the winner. Thus, not only the BMU get updated, but 
also the whole neighbourhoods of output neurons are moving closer to the input pattern 
as specified by the SOM update rule for the weight vector of neuron i in equation 5: 
              )5(,tmtxtrhttm1tm iciii   
Where  t  is the learning rate, that is a monotonically decreasing function of time t and 
lie in the range [0, 1], and   trh ci  is the neighbourhood kernel around the BMU c, with 
neighbourhood radius  tr , which typically decreases with time. 
3. Performance Measure  
A measure known as Group Technology Efficiency (GTE) developed by Harhalakis et 
al., (1990) can be used to evaluate the performance of goodness of the block diagonal 
form of output matrix from cell formation problem based on sequence of operation. The 
GTE is defined as the ratio of the difference between the maximum number of inter-cell 
travels possible and the numbers of inter-cell travels actually required by the system to 
the maximum number of inter cell travels possible as given in the equation (8). The 
maximum numbers of inter-cell travels possible in the system is 
  )6(1nI
N
1j
op 

    
The number of inter-cell travels required by the system is  
)7(tI
N
1j
1n
1w
njwr
o




  
Thus the GTE is calculated as  
)8(
I
II
GTE
p
rp   
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Where, pI =maximum number of intercell travel possible in the system 
rI =number of intercell travel actually required by the system  
n= number of operations (w=1, 2, 3… n) 





otherwise
cellsametheinperformedarewwoperationstheif
tnjw 1
1,0
 
The GTE is powerful performance measure. The more the value of GTE the better the 
goodness of cell formation based on operation sequence. 
4. Experimental Result and Discussion 
4.1.  PCA extraction and Projection 
PCA has extracted the 16X16 and 14X14 dimension as the parts and machines variable 
respectively from machine-part incidence matrix based on sequence dataset using 
correlation matrix. Table 5 and table 6 give summary of eigenvalues and the variances of 
data from the first five PCs. The eigenvalues illustrated that the first two PCs explain 
80% and 85.7% cumulative variance of the parts and machine datasets respectively. The 
higher percentage of the variance indicated that these PCs are appropriately used to 
explain the similarity pattern of each part and machine based on their operation sequence 
information for different parts and machines. Therefore, the original variables (both parts 
and machines) can be weighted as a linear combination structure into PC1 and PC2 for 
both parts and machines as follows: 
For machines: 
)(90.26(m14)-0.13(m13)-0.22(m12)-0.21(m11)-0.29(m10)0.20(m9) -0.38(m8)
0.18(m7)-0.35(m6)0.24(m5)-0.38(m4)0.22(m3)-0.33(m2)-0.20(m1)PC1


(10)0.22(m14) -0.37(m13) -0.35(m12) +0.35(m11) +0.17(m10) -0.36(m9) -0.01(m8) -
0.37(m7) +0.01(m6) -0.29(m5) -0.01(m4) -0.24(m3) +0.02(m2) +-0.36(m1)=PC2
The interpretation of the PCs could be made with the help of the absolute value of the 
coefficient. For example, 
in the equation (9) the PC1 interpreted that the machine variables m2, m4, m6, m8, m10 
with largest positive coefficient are more similar to form a machine cluster 1.  
 in the equation (10) the PC2 interpreted that the machine variables m1, m5, m9, 
m13, m14 with largest negative coefficient are more similar to form machine 
cluster 2.  
 in the equation (10) the PC2 interpreted that the machine variables m3, m7, 
m11, m12 with largest positive coefficient are more similar to form another 
machine cluster 3.  
For parts: 
(11)0.14(p16)+0.34(p15)-0.34(p14)-0.35(p13)-0.34(p12)-0.14(p11)+0.22(p10)+0.27(p9)
-0.21(p8)+0.34(p7)-0.04(p6)-0.21(p5)+0.04(p4)-0.19(p3)+0.32(p2)-0.19(p1)=PC1
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(12)0.39(p16)-0.12(p15)+0.09(p14)+0.08(p13)+0.07(p12)+0.39(p11)-0.32(p10)+0.02(p9)
+0.20(p8)+0.09(p7)+0.34(p6)-0.20(p5)+0.34(p4)-0.34(p3)+0.14(p2)+0.34(p1)=PC2
 
The interpretation of the PCs could be made with the help of the absolute value of the 
coefficient. For example, 
 in the equation (11) the PC1 interpreted that the part variables p2, p7, p9, p12, 
p13, p14, p15 with largest negative coefficient are more similar to form part 
family 1.  
 in the equation (12) the PC2 interpreted that the part variables p4, p6, p11, p16 
with largest negative coefficient are more similar to form part family 2.  
 in the equation (12) the PC2 interpreted that the part variables p1, p3, p5, p8, 
p10 with largest positive coefficient are more similar to form another part 
family 3. 
The loading plot (figure 2a, 2b) provides information about the loadings of the first two 
principal components. For the Table 1 data pertaining to machine the clustering 
information of machines (three clusters) are similar as discussed above as evidence from 
component loading plot in figure 2a. Similarly, for part three visually obvious part 
families are formed as in the earlier discussion from the component loading plot in figure 
2b. 
Although the present result revealed that PCA explained most of the cumulative variance 
of the data but sometimes the component loading plot is difficult to interpret. The 
component loading plots of a literature based problem in Table 7 are shown in figure 4a 
and figure 4b. The clustering of machine from figure 4a is not so obvious based on PC 
projection in 2D plot. The same interpretation for part family identification is also 
difficult from the component loading plot in figure 4b. This difficulty is primarily due to 
poor representation on the PCA plane from the complexity of data as reported by Bross et 
al., (2001). Therefore, an artificial intelligent based unsupervised learning of SOM 
algorithm is proposed in this present work as an alternative dimension reduction 
methodology for clustering machine-part cell formation. 
4.2. Data Visualisation by SOM 
Unified distance matrix (U-matrix) and Component Plane (CP) are two types of SOM 
visualization in 2-D hexagonal grid nodes map. There are no explicit rules for choosing 
the number of nodes in SOM map grid (Hautaniemi et al., 2003) except that the size 
should allow the easy visualization of the structure of the SOM (Wilppu, 1997). Both of 
the visualization of data by SOM is discussed below. 
Individual component plane maps provide clear visualization of the different input 
variables. They are displayed in various shades of colors or grey scale color on the SOM 
component maps. Here each CP represents the machine variable that measured based on 
the average of operation sequence ordinal values required to be processed by each parts 
visiting that machine. The component values are de-normalized so that the values shown 
in the colorbar are in the original ordinal sequence value range.  The level of similarity of 
operation sequence of parts visiting the each machine can be studied from the density of 
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color shades in the hexagonal grid nodes for each CP of SOM map. A darker shade 
corresponds to larger ordinal values, a grey shade represents a medium ordinal value and 
a lighter shade represents a low ordinal value of operation sequence. From the 
observation of CP visualization the possible correlations between the machine variables 
can also be identified (Table 3). Even the partial correlations can be identified from the 
inspection of the grayscale representation of the CP. The figure 1 shows that color shades 
in CP of m1, m5, m9, m13, m14 are almost similar distribution which is reflected from 
the analysis of correlation of machine (Table 3). In the same way observation of color 
shades in CPs of m2, m4, m6, m8, m10 revealed their similarity in pattern of color 
extraction and another pattern of color extraction is visible from the CPs of m3, m7, m11, 
m12 and both of these pattern can also be supported from the analysis correlation of 
machines in Table 3. For example, the highest correlation is 1 in m1 and m9 and then 
0.90 correlations in m5 and 0.88 correlations in m13 and lowest one is m14 which can be 
well interpreted by the respective CP visualization. 
In figure 1 the top left corner showed a visualization of the U-matrix representing the 
relative distance measure between the SOM map grid nodes with color extraction. The 
larger distance between the adjacent nodes represents the darker shades which mean a 
boundary between clusters. In contrary, regions similar to each other representing a 
lighter shades means machines are similar indicating a within cluster and thus show a 
machine cluster. Thus from this U-matrix we can determine three cluster members by 
locating thick walls between machine-part clusters of figure1 viz.,  
machine cluster 1: m2, m4, m6, m8, m10 
machine cluster 2: m1, m5, m9, m13, m14  
machine cluster 3: m3, m7, m11, m12 
Although sometimes it may be seen that SOM map of U-matrix indicating the distance 
measure is not so reliable to provide a representative machine cluster. Kiang et al.,(2004) 
reported  that it may happen in some situation to get a visual cluster is very difficult due 
to dense data in SOM map. Then the combined visualization of both the U-matrix and CP 
helps to get both cluster structure and correlations between the variables (figure 1).  
Also the labels of parts from sequence based machine part matrix of each unit are shown 
on an empty grid in the figure 1 at the bottom right position of the panel. Based on the 
position of the extracted parts in the SOM map grid from this Labels and the visualization 
combining the U-matrix and CP the parts which are required to be processed by the 
corresponding machines cluster can be easily identified from the figure 1.  Thus the 
machine cluster 1 corresponds to the part family 1 with the parts p2, p7, p9, p12, p13, 
p14, p15 in cell 1; machine cluster 2 corresponds to part family 2 with the parts p4, p6, 
p11, p16 in cell 2; and machine cluster 3 corresponds to part family 3 with the parts p1, 
p3, p5, p8, p10 in cell 3 are clearly visible from the combined visualization of U-matrix, 
CP and Labels of figure 1. 
The most impressive and fascinating of visual clustering is the figure 3 which is 
composed of three figures: Color code, PC projection and Labels (from left side) which 
are outputs of PC projection of SOM. The color code represents the extraction of color 
based on similarity of parts which are topology preserved. The color code of SOM shows 
clearly three types of color extraction red, yellow and green with numbers of hit in each 
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node. The hits represent number of part variable extracted based on similar color 
extraction. The labels diagram of figure 3 in combination with the other two figure helps 
to identify the formation of part family. Thus three part family visually identified from 
the clustering information based SOM based PC color extraction. For example green 
corresponds to part family 1(p2, p7, p9, p12, p13, p14, p15); red corresponds to part 
family 2 (p4, p6, p11, p16) and yellow corresponds to part family 3 (parts p1, p3, p5, p8, 
p10). The above clustering of part family can also be validated from Table 4 and the 
correlation of part family shows highest (p1 and p3) 1.0; second highest (p2 and p15) 
0.98; third highest (p1 and p10; p2 and p7; p2 and p14) 0.97 and lowest (p1 and p5; p2 
and p9) 0.64. 
In this way the block diagonal output of the sequence based cell formation (Table 2) is 
derived through the visual clustering of U-matrix, component map and PC projection of 
SOM. 
The goodness of cell formation is calculated from the block diagonal form of table 2 
using the performance measure, group technology efficiency (GTE). The GTE comes out 
to be 81.16%.  
The SOM clustering approach has also been extended to implement using another 
sequence based problem from literature (Table 7). The same way using the figure 5 and 
figure 6 visual clustering of the cell formation is performed to obtain the output block 
diagonal matrix of Table 8. The U-matrix, CP in figure 5 and PC projection of SOM in 
figure 6 clearly shows the 4 distinct clusters. The GTE is calculated to be 93.87 from the 
Table 8. 
4.3. Comparison of PCA and SOM methods 
The use of PCA and SOM methods is compared based on data extraction procedure 
where the applied sequence based machine-part incidence matrix dataset illustrated that 
both methods suitably extracted the high dimensional data onto a low dimensional 
representation.  
 As the first two PCs provided a high percentage variance for which PCA was an 
excellent dimensional reduction technique through it’s in depth explanation of 
variance of machine-part dataset based on ordinal data (operation sequence). On 
the other way the SOM showed the variance of input ordinal data through the 
visualization of the clustering using the relative distances between the SOM 
nodes based on the colour extraction on the U-matrix and CP. 
 The PCA may not be a suitable method in clustering large dimensional sequence 
based machine-part incidence matrix in easy and user friendly way because the 
visual extraction of clustering information is become very difficult from 2-D PC 
projection plot. In contrast, the SOM can be implemented in a flexible way to 
cluster the machine-part cell formation even from the complex and large 
dimensional cell formation problem. The SOM map is very useful to obtain 
visual clustering information of machine-part cell formation with the help of 
color extraction of U-matrix, CP, and SOM projection. The SOM projection can 
efficiently visually cluster large dimensional sequence based machine-part 
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incidence matrix. 
Brosse et al., (2001) reported that SOM is provides more reliable data presentation when 
complex data sets are used. In another study it is reported that SOM is a good visual 
clustering tool in large dimensional problem (Laitinen et al., 2002; Chattopadhyay et al., 
2010). Thus in the context of the present research the SOM can very efficiently visually 
cluster the large dimensional problem even based on ordinal data. In the present paper a 
new solution approach to the cell formation problem of operation sequence based 
machine-part incidence matrix has been presented after the cluster visualization and 
analysis of U-matrix, component plane and PC projection of SOM. 
4.4. Benefits from the present work 
PCA is used to remove multicollinearity from a given set of data consisting of different 
variables to be used as independent variable for modeling or predicting a dependent 
variable (Sousa et al., 2007 and references therein). Application of PCA to the 
preprocessing of data for generating an ANN model is well documented in literature 
(Abdul-Wahab et al, 2005). In such problems the factor loadings can be used to remove 
the multicollinearity and consequently the complexity of a given data set to be exposed to 
the ANN framework. In the cellular manufacturing the application of PCA has opened 
the new avenues to make simultaneously machine groups and part families while 
maximizing correlation between elements (Hachicha et al., 2006, 2008; Arvindh and 
Irani, 1991). In the present work we have discerned that the use of PCA and SOM 
approaches suitably extracted the high dimensional data onto a low dimensional 
representation, which is consistent with the earlier investigations on PCA with respect to 
its dimension reduction capacity. Moreover, it is quite appealing that the conventional 
PCA is having similar potential to that of PCA in dealing with the present problem. 
5. Conclusions 
SOM and PCA have been implemented to visualize and cluster machine-part cell 
formation based on ordinal sequence data. Although the numerically illustrated result 
revealed that PCA has explained most of the cumulative variance of data but in reality 
when the very large dimensional machine-part cell formation problem based on sequence 
is available then to obtain  the clustering structure from PCA projection has become very 
difficult. Most importantly, the CP and SOM projection with color extraction and 
labeling is effective tool to visually cluster machine-part cell formation. In the visual 
clustering of ordinal data, the use of U-matrix alone can not be efficient to get the cluster 
structure but with color extraction, hit map, labeling via the SOM node map it becomes a 
powerful simultaneous clustering visualization methodology of machines and parts. Thus 
identification of part family to be processed by machine cluster can be easily interpreted 
from the SOM map visualization. Sometimes coloring is not so clear to designate the 
cluster border for which visual clustering of SOM is a challenge.  
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Appendix 
Table 1. Machine-part incidence matrix with sequence data (artificially generated) 
 m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 
p1 0 1 3 0 0 0 4 0 0 0 2 5 0 0 
p2 0 6 0 3 0 1 2 4 0 5 0 0 0 0 
p3 0 1 3 0 0 0 4 0 0 0 2 5 0 0 
p4 5 0 0 0 1 0 0 0 4 6 0 0 2 3 
p5 0 0 0 0 0 0 3 0 0 0 1 5 0 4 
p6 5 0 0 0 1 0 0 0 4 6 0 0 2 3 
p7 0 5 0 2 0 1 0 3 0 4 0 0 0 0 
p8 0 0 0 0 0 0 3 0 0 0 1 5 0 4 
p9 0 0 0 3 0 2 0 4 0 5 0 0 0 0 
p10 0 0 3 0 1 0 4 0 0 0 2 5 0 0 
p11 6 0 1 0 2 0 0 0 5 0 0 0 3 4 
p12 0 6 0 3 0 1 0 4 0 5 0 0 2 0 
p13 0 6 0 3 0 2 0 4 0 5 0 0 1 0 
p14 0 6 0 3 0 1 0 4 0 5 0 0 0 0 
p15 0 6 0 3 0 2 1 4 0 5 0 0 0 0 
p16 6 0 1 0 2 0 0 0 5 0 0 0 3 4 
 
Table 2. Final output block diagonal form of table 1 data 
 m11 m3 m7 m12 m6 m4 m8 m10 m2 m5 m13 m14 m9 m1 
p1 2 3 4 5     1      
p10 2 3 4 5      1     
p3 2 3 4 5     1      
p8 1  3 5        4   
p5 1  3 5        4   
p13     2 3 4 5 6  1    
p15   1  2 3 4 5 6      
p9     2 3 4 5       
p2   2  1 3 4 5 6      
p12     1 3 4 5 6  2    
p7     1 2 3 4 5      
p14     1 3 4 5 6      
p4        6  1 2 3 4 5 
p16  1        2 3 4 5 6 
p11  1        2 3 4 5 6 
p6        6  1 2 3 4 5 
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Table 3. Correlation matrix of machine variables 
  m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 
m1 1.00              
m2 -0.48 1.00             
m3 -0.07 -0.38 1.00            
m4 -0.50 0.85 -0.52 1.00           
m5 0.90 -0.52 0.17 -0.54 1.00          
m6 -0.46 0.69 -0.48 0.92 -0.50 1.00         
m7 -0.46 -0.31 0.71 -0.46 -0.28 -0.44 1.00        
m8 -0.50 0.85 -0.52 1.00 -0.54 0.92 -0.46 1.00       
m9 1.00 -0.48 -0.07 -0.50 0.91 -0.46 -0.46 -0.50 1.00      
m10 -0.03 0.56 -0.66 0.69 -0.28 0.63 -0.67 0.69 -0.05 1.00     
m11 -0.36 -0.42 0.85 -0.55 -0.17 -0.51 0.94 -0.55 -0.36 -0.71 1.00    
m12 -0.39 -0.47 0.65 -0.59 -0.23 -0.54 0.94 -0.59 -0.39 -0.75 0.94 1.00   
m13 0.88 -0.24 -0.14 -0.28 0.81 -0.29 -0.57 -0.29 0.88 0.03 -0.45 -0.48 1.00  
m14 0.69 -0.64 -0.21 -0.67 0.61 -0.61 -0.10 -0.67 0.69 -0.37 -0.13 0.08 0.56 1.00 
 
 
 
Table 4. Correlation matrix of part variables 
  p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14 p15 p16 
p1 1.00                
p2 -0.18 1.00               
p3 1.00 -0.18 1.00              
p4 -0.47 -0.03 -0.47 1.00             
p5 0.64 -0.28 0.64 -0.16 1.00            
p6 -0.47 -0.03 -0.47 1.00 -0.16 1.00           
p7 -0.28 0.97 -0.28 0.03 -0.36 0.03 1.00          
p8 0.64 -0.28 0.64 -0.16 1.00 -0.16 -0.36 1.00         
p9 -0.38 0.64 -0.38 0.18 -0.33 0.18 0.63 -0.33 1.00        
p10 0.97 -0.30 0.97 -0.45 0.64 -0.45 -0.41 0.64 -0.38 1.00       
p11 -0.41 -0.53 -0.41 0.65 -0.07 0.65 -0.47 -0.07 -0.43 -0.36 1.00      
p12 -0.34 0.93 -0.34 0.04 -0.41 0.04 0.97 -0.41 0.64 -0.47 -0.43 1.00     
p13 -0.34 0.95 -0.34 0.01 -0.41 0.01 0.99 -0.41 0.68 -0.47 -0.48 0.98 1.00    
p14 -0.29 0.97 -0.29 0.02 -0.36 0.02 1.00 -0.36 0.67 -0.42 -0.47 0.97 0.99 1.00   
p15 -0.26 0.98 -0.26 -0.03 -0.34 -0.03 0.99 -0.34 0.68 -0.38 -0.53 0.95 0.98 0.99 1.00  
p16 -0.41 -0.53 -0.41 0.65 -0.07 0.65 -0.47 -0.07 -0.43 -0.36 1.00 -0.43 -0.48 -0.47 -0.53 1.00 
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Table 5. Eigen value extracted of first 5 components for parts 
Component Eigenvalue Proportion Cumulative 
1 7.79 0.49 0.49 
2 5.00 0.31 0.80 
3 1.64 0.10 0.90 
4 0.69 0.04 0.95 
5 0.65 0.04 0.99 
Extraction method by PCA 
 
Table 6. Eigen value extracted of first 5 components for machines 
Component Eigenvalue Proportion Cumulative 
1 6.74 0.48 0.48 
2 5.26 0.38 0.86 
3 0.92 0.07 0.92 
4 0.41 0.03 0.95 
5 0.33 0.02 0.98 
Extraction method by PCA 
 
 
Table7. Machine-part incidence matrix with sequence data from Nagi et al.,1990 
  m1 m2 m3 m4 m5 m6 m7 m8 m9 m10 m11 m12 m13 m14 m15 m16 m17 m18 m19 m20 
p1 0 0 0 0 0 0 3 0 2 0 0 1 0 0 0 0 0 0 0 0 
p2 3 0 0 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 
p3 1 0 0 0 0 0 4 0 2 0 0 3 0 0 0 0 0 0 0 0 
p4 1 0 0 0 0 0 3 0 0 0 0 2 0 0 0 0 0 0 0 0 
p5 2 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0 0 5 6 4 
p6 0 3 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
p7 0 0 0 0 1 4 0 0 0 0 0 0 0 0 0 2 0 0 3 0 
p8 0 3 0 0 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
p9 0 2 0 0 0 4 0 0 0 0 0 0 0 0 0 1 0 0 3 0 
p10 0 1 0 0 3 4 0 0 0 0 0 0 0 0 0 2 0 0 0 0 
p11 0 0 2 0 0 0 0 1 0 0 3 0 0 0 0 0 0 4 0 0 
p12 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 3 0 0 
p13 0 0 3 0 0 0 0 2 0 0 1 0 0 0 0 0 0 4 0 0 
p14 0 0 0 0 0 0 0 0 0 1 0 0 0 3 0 0 4 0 0 2 
p15 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 2 0 0 1 
p16 0 0 0 0 0 0 0 0 0 2 0 0 0 3 0 0 0 0 0 1 
p17 0 0 0 0 0 0 0 0 0 3 0 0 0 2 0 0 1 0 0 0 
p18 0 0 0 2 0 0 0 0 0 0 0 0 1 0 3 0 0 0 0 0 
p19 0 0 0 1 0 0 0 0 0 0 0 0 2 0 3 0 0 0 0 0 
19 
p20 0 0 0 2 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
 
 
 
Table 8. Block diagonal out put of the sequence based machine-part incidence matrix from Nagi et al., 1990 
 m2 m6 m5 m16 m19 m1 m7 m9 m12 m3 m8 m11 m18 m20 m4 m13 m15 m10 m14 m17 
p6 3 1 2                    
p9 2 4   1 3                
p7   4 1 2 3                
p8 3 2   1                  
p10 1 4 3 2                  
p1        3 2 1            
p3      1 4 2 3            
p4      1 3   2            
p2      3 1   2            
p5     6 2   1 3    5 4       
p11          2 1 3 4        
p12          1 2   3        
p13          3 2 1 4        
p18                2 1 3       
p19                1 2 3       
p20                2   1       
p14              2       1 3 4 
p15              1       3   2 
p16              1       2 3   
p17                      3 2 1 
 20 
 
 
Figure 1. U-matrix, Component Plane and Labels of Self Organizing Map of Table 1 data 
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Figure 2a. Component loading plot of machine of Table 1 data 
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Figure 2b. Component loading plot of parts of Table 1 data 
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Figure 3. Extracted Color Code, PC projection and Labels in SOM Grid Map of Table 1 data 
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Figure 4a. Component loading plot of machines (Nagi et al., 1990) 
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Figure 4b. Component loading plot of parts(Nagi et al., 1990) 
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Figure 5. U-matrix, Component Plane and Labels of Self Organizing Map of problem from Nagi et al. (1990) 
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Figure 6. Extracted Color Code, PC projection and Labels in SOM Grid Map of dataset from Nagi et al., 1990 
 
 
