Abstract-The product model is assumed to be an appropriate statistical model for multilook polarimetric synthetic radar data (PolSAR). According to this model, the observed signal is considered as the product of independent random variates of a complex Gaussian speckle and a non-Gaussian texture. With different texture distributions, the product model leads to different expressions for the compound distribution considered as an infinite mixture model. In this paper, the maximum-likelihood (ML) estimator is derived to jointly estimate the speckle and texture parameters in the compound distribution model using the multilook polarimetric radar data. In particular, we estimate: 1) the equivalent number of looks; 2) the covariance matrix of the speckle component; and 3) the texture distribution parameters. The expectation-maximization algorithm is developed to compute the ML estimates of the unknown parameters. The hybrid Cramer-Rao bounds (HCRBs) are also derived for these parameters. First, a general HCRB expression is derived under an arbitrary texture distribution. Then, this expression is simplified for a specific texture distribution. The performance of the ML is compared with the performance of other known estimators using the simulated and real multilook PolSAR data. For real data, a goodness of fit of multilook PolSAR data histograms is used to assess the fitting accuracy of the compound distributions using different estimators.
step. Multilooking consists in averaging multiple SAR measurements during data formation and postprocessing [1] , [2] . The parameter that describes the degree of averaging applied to the SAR measurements is called the number of looks. Due to the random nature of speckles, statistical models have been widely used for PolSAR data. The product model is commonly assumed to be an appropriate statistical model for PolSAR data. Introduced by Yueh et al. [3] , the multivariate product model considers the observed signal as the product of a complex Gaussian speckle random variate and a nonGaussian texture random variate. These two components are independent sources of data variability. It has been shown that a single-look PolSAR speckle follows a multivariate zero-mean complex Gaussian distribution [4] and a multilook PolSAR speckle follows a matrix-variate-scaled complex Wishart distribution [4] . The texture represents the natural spatial variation of the radar cross section and is considered to be a positive real variable. Different distributions are used to model the texture random variable. With different texture distributions, the product model leads to different expressions for the resulting compound distribution. Some of the most important texture distributions proposed in the literature are gamma (γ), inverse gamma (γ −1 ), generalized inverse Gaussian (GIG) (N −1 ), and Fisher (F ), respectively, with the resulting compound distributions K d , G 0 d , G d , and Kummer-U d [5] [6] [7] [8] [9] [10] . A parameter estimation procedure is an important task in the analysis of PolSAR images, and an efficient parameter estimation of the compound distributions is always desired. Three types of parameters need to be estimated: 1) the number of looks; 2) the covariance matrix; and 3) the texture parameters. The first two parameters are from the speckle probability density function (pdf), and the latter concerns the texture pdf and indicates the texture variation level.
In the literature, there are a lot of ways to deal with the parameter estimation. The classical one consists in estimating parameters on each individual single polarization and average to obtain the estimates for the polarimetric distribution [6] , [11] . This kind of single-polarization estimator has a performance less than that of polarimetric estimators [12] . This approach is frequently used in the equivalent number of looks (ENL) estimation. Therefore, the traditional approach to an ENL estimation is to identify the homogeneous regions in an image, where the speckle is fully developed and the texture is negligible. These conditions ensure that the distribution of the scattering coefficients can be assumed complex Gaussian. Under this assumption, Anfinsen et al. [13] estimated the 0196-2892 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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ENL using the coefficient of variation estimator and the fractional moment-based estimator obtained from each available polarization before averaging the results. For full PolSAR, Anfinsen et al. [13] developed a trace moment-based estimator and a log-determinant moment-based estimator for the ENL estimation via statistics of the polarimetric covariance matrix, which follows the Wishart distribution. These two methods provide a valid estimation when the speckle is fully developed and the texture is considered negligible. Tao et al. [14] introduced a novel ENL estimator that could be applied to any distribution of a texture model. The new estimator is the development of trace moments (DTM), which cancels the textural variation using trace moments. This estimator is an extension of the trace moment-based estimator developed by Anfinsen et al. [13] under the assumption of the Wishart distribution. The most important method developed recently and becoming increasingly popular is the method of matrix logcumulants (MoMLC) for the multilook polarimetric parameter estimation [12] . The MoMLC is based on the computation of higher derivatives of special functions [12] . With the MoMLC, the ENL is estimated from the first-order MLC equations of the complex Wishart distribution over a textureless area [10] , [12] . The estimation of the speckle covariance matrix is important in the statistical modeling of multilook PolSAR data. An important comparative study of covariance matrix estimators for single-look PolSAR data was presented by Tao et al. [15] . They compared a few covariance matrix estimators: the maximum-likelihood (ML) estimators under the Gaussian distribution, the K-distribution, and Tyler's estimator [16] or the fixed point estimator. For the Gaussian distribution-based ML (G-ML) estimator, the texture variable is considered as constant in the product model. The scattering vector then becomes complex multivariate Gaussian distributed, and the ML estimator reduces to the familiar sample covariance matrix (SCM) estimator. Gini and Greco [17] derived the general ML covariance matrix estimator based on the single-look polarimetric product model. When the texture is gamma-distributed, the scattering vector becomes multivariate K-distributed [3] . The K-distribution-based ML (K-ML) estimator is solved iteratively and it depends on the shape parameter of the texture distribution, which has been preliminarily estimated. The third estimator is Tyler's estimator. It is the approximate ML estimator of the speckle covariance introduced by Gini and Greco [17] and Vasile et al. [18] , [19] . A particularity of this estimator is that it does not require any prior information about the texture pdf. Tao et al. [15] in their comparative study concluded that the K-ML estimator was better than the G-ML estimator under a high texture but at increased computational cost and that Tyler's estimator did not provide any distinct advantage for a textureless or textured area. For the multilook PolSAR data, Liu et al. [20] extended the spherically invariant random vector (SIRV) model to the multilook case and derived the ML estimator and the approximate ML estimator of the covariance matrix of the speckle.
When the pdf is used to model the texture random variable, additional shape parameters are introduced, which have to be estimated to define the distribution. Several works have been devoted to improve the estimation of the texture parameters. The moment-based method is a traditional solution for shape parameter estimation. Due to the fact that the variance of a moment-based estimator increases with the moment order, the fractional moments are used instead. Then, the method can be applied to all polarimetric channels before averaging the results. This approach was adopted by Freitas et al. [7] and Frery et al. [11] . They derived estimators from fractional moments of single polarization by combining half-and quarter-order moments. The final estimate of the shape parameter of the texture is an average of the singlepolarization estimates. Alternative estimators were proposed by Frery et al. [11] and Doulgeris et al. [21] , where the former was just a monopoly version of the latter. The estimator was derived from the moments of the Hotelling-Lawley trace. The third method was the MoMLC applied to estimate the texture parameters from the multilook polarimetric [10] , [12] . When the distribution has only one texture parameter, as K d , G 0 d , the parameter will be related to the second-order MLC. If the distribution has two texture parameters, as G d and Kummer-U d distributions, the estimation procedure will require the second-and third-order MLC equations, which will involve higher order derivatives of a modified Bessel function of the second kind with respect to its order for G d and higher order derivatives of a multivariate digamma function for the Kummer-U d distribution. These derivatives do not have closed-form expressions [10] . Anfinsen and Eltoft [12] performed the Monte Carlo simulations to compare the performance of several estimators for texture parameters carried out for simulated multilook PolSAR data. They concluded that polarimetric estimators outperform single-polarization estimators in terms of bias and variance. Recently, Khan and Guida [22] have shown that the method of multivariate fractional moment (MoMFM), which is based on the fractional moments of the multilook polarimetric whitening filter [23] , has a lower bias and variance than the MoMLCbased estimators.
The aforementioned methods are used separately in the estimation of parameters and under the condition of homogeneous regions. In fact, when the MLC method is used to estimate parameters, the ENL is estimated under the condition of region homogeneity. Then, it is estimated from the firstorder MLC equation of the complex Wishart distribution [12] . In addition, to solve this equation, a prior estimate of the covariance matrix estimated under the Wishart condition is needed. In this paper, a general framework for fully PolSAR data is developed. The objective is a fully automatic estimation procedure that requires no Gaussian assumption or manual intervention, as the selection of homogeneous regions where the speckle is fully developed and the texture is negligible. The ENL, the covariance matrix, and the texture parameters are estimated simultaneously and not separately by the maximumlikelihood estimator. The classical expectation-maximization (EM) algorithm [24] is used to derive the ML parameters. The EM provides an ideal framework for the parameter estimation of the compound distribution, which is the result of the product model, and it guarantees the convergence to a stationary point of the log-likelihood. In addition, the algorithm is easier to implement and computationally efficient, which requires the computation of special functions and not their higher order derivatives. The aim of this paper is to use the EM algorithm to derive the ML estimates for the multilook polarimetric K d , G 
where τ represents a positive scalar texture random variable with a pdf f τ (τ ) and x is a d-dimensional speckle vector, which follows a circular complex Gaussian distribution
, with a zero-mean vector and a covariance matrix Σ. The random variable τ and the random vector x are statistically independent. The multilooking of PolSAR data reduces the speckle effect characteristic of coherent imaging systems. The polarimetric multilooking operation is given by
where L is the number of looks, (.) H denotes the Hermitian operator, and C ∈ Ω + ⊂ C d×d is the multilook polarimetric covariance matrix considered as a random matrix defined on the cone Ω + of the positive-definite complex Hermitian matrices. The multilook polarimetric product model is then given by
where X is a random speckle matrix defined
and X follows a scaled complex Wishart distribution with a pdf given by
is the Jacobian determinant of the transformation Z = LX [27] . The pdf of X is
where etr(.) = exp(tr(.)) is the exponential trace operator, |.| is the determinant operator, and Γ d (L) is the multivariate gamma function of the complex kind defined as
where Γ(L) is the standard Euler gamma function. The pdf of C using Bayes' theorem becomes as follows:
where f C|τ (C|τ ) is the pdf of C with a specific value of τ and is given by
. Then, the pdf is, therefore, given by
The pdf of C is obtained by substituting (8) in (7) f
This equation is the extension of the SIRV distribution model to the multilook case [9] , [20] . The same pdf of the multilook polarimetric covariance matrix C can be defined by different couples (Σ, θ τ ), where θ τ are the texture distribution parameters. In order to obtain a unique correspondence between f C (C) and the parameters, some constraint on the mean of the texture distribution or on the scale of Σ is considered. The first constraint is to normalize the mean of the texture distribution to 1, and then, E{τ } = 1. This normalization was adopted in [12] , [13] , and [28] . The second constraint is to normalize the determinant of the covariance matrix of the speckle to 1 by dividing Σ by its determinant |Σ| 1/d [10] , [21] or to normalize the trace of the covariance matrix of the speckle to d by dividing Σ by tr(Σ)/d [17] . In fact, normalization is required, but any normalization can be adopted. Table I provides the analytical expression of the covariance matrix pdfs of possible choices of f τ (τ ): gamma (γ), inverse gamma (γ −1 ), and GIG (N −1 ) distributed textures. They are, respectively, the matrix-
The overbar in the symbol of gamma (γ) and inverse gamma distributions (γ −1 ) means that these distributions have been normalized to a unit mean. The determinant of the covariance matrix of the speckle of the matrix-variate G d distribution is normalized to 1. Substituting the pdf ofγ(α) and N −1 (α, w, η) into (9), where (α, w) are two shape parameters and η is a scale parameter, and using [29, eq. (3.471.9 
, which is the modified Bessel function of the second kind of order α − dL.
III. EM FOR COMPOUND DISTRIBUTION
Let us consider N independent and identically distributed (i.i.d.) realizations C i , i = {1, . . . , N} of a random matrix C distributed according to the density function f C (C). One can suppose that each observed covariance matrix C i has a corresponding unobserved and hidden texture τ i . The sequence {τ i , i = 1, . . . , N} is also assumed to be i.i.d. The pdf of C depends on a set of unknown parameters θ = (L, Σ, θ τ ), where θ τ are the parameters of the texture distribution. The ML estimatorθ of the set parameter θ of the compound distribution is given bŷ
In the absence of a closed-form solution to (10) , the EM algorithm is used to find the estimationθ given a current estimate θ . The new equation is then given bŷ
Let θ X = (Σ, L) and using the fact that (11) can be maximized separately according to the speckle parameter θ X and θ τ
A. Estimation of Speckle Parameters
Substituting (8) in (12), differentiating with respect to L and Σ by taking into account the properties [30] :
T , and setting the result to zero yield
where
} are posterior expectations depending on the texture distributions, and their closed-form expressions are given in Section III-B. The
is the digamma function. Equation (14) is the ML estimator of the covariance matrix of the speckle. Equation (14) is equivalent to the ML estimator of the covariance matrix of the speckle derived by Liu et al. [20] , which is given aŝ
where the function
A complete proof is given in Appendix A. For single-look PolSAR data, we get L = 1 and C = ss H . By applying the identity
is reduced to the ML covariance matrix estimator derived by Gini and Greco [17] given bŷ
It is important to point out that to guarantee the unicity of the covariance matrix for the case of GIG texture distribution, the determinant of the estimated covariance matrix of the speckle is normalized to 1 by dividingΣ by its determinant |Σ| 1/d . Equation (15) is needed to solve the ML estimator of the ENL L. An explicit solution forL is not obtainable directly from (15) . The Newton-Raphson method is proposed to solve it iteratively. As regards the estimation of L, (15) 
B. Estimation of Texture Parameters
The texture distribution parametersθ τ are estimated using (13) , which needs the texture pdf f τ (τ i |θ τ ) and the posterior distribution
). In what follows, four texture pdfs are used.
1) Gamma Distribution: Substitutingγ(α) in (13), differentiating with respect to α, and setting the result to zero yield The ML-based α parameter estimator is the solution to (17) involving f τ |C (τ i |C i ). Using Bayes' rule, the posterior pdf of τ i given C i is provided as follows:
The expression of f τ |C (τ i |C i ) is presented in Table II in the case where the texture is gamma-distributed. This posterior distribution corresponds to the GIG distribution (see Appendix C), with the parameters
The posterior expectation expressions in terms of these parameters are shown in Table III . It is worth noticing that (17) can be interpreted as the difference between E τ {τ i } and E τ {ln τ i },
2) Inverse Gamma Distribution: In a similar manner, substitutingγ −1 (λ) in (13), differentiating with respect to λ, and setting the result to zero yield
The posterior pdf of τ i given C i is provided in a closed form in Table II . It corresponds to an inverse gamma distribution with parameters (
. The posterior expectation expression in terms of these parameters is defined in Table III (see Appendix D) . Equation (19) represents the sum of (13), differentiating with respect to α, w, and η, and setting the result to zero yield
The posterior pdf of τ i given C i is given in a closed form in Table II . This is a N −1 distribution with the parameters
The posterior expectation expressions in terms of these parameters are defined in Table III . In a similar way, (20) and (21) 
C. Implementation of EM Algorithm
Equations (14), (15), and (17), (14), (15), and (19) , and (14), (15) , and (20)- (22) represent the iterative EM algorithm for the estimation of the matrix-variate
algorithm can be produced by the MFM method or the MLC method. We have to note that the choice of initialization value too far from the final solution can cause the divergence of the algorithm. The algorithm is stopped when the convergence criterion is satisfied. The partial derivative (∂/∂α)K α (.) is approximated using a numerical differentiation given as follows:
with h = 10 (20)- (22) for G d . Specifically, the fsolve function in MATLAB is utilized to obtain the parameter estimates. The estimation approach of the parameters is summarized in Algorithm 1. In our case, the Frobenius norm is used in step 11.
IV. ESTIMATORS PERFORMANCE COMPARISON
In this section, the performance of the proposed method is compared with the performance of different estimators for ENL and texture parameters by comparing their bias, variance, and mean square error (mse) using Monte Carlo methods. This is computed for the matrix-variate
In Section IV-A, a lower bound on the variance of these parameters is established and the hybrid Cramer-Rao bound (HCRB) introduced by Gini and Reggiannini [32] is used. The HCRB is easy to calculate at the cost of bound tightness [33] .
A. Hybrid Cramer-Rao Bound
The performance of an unbiased estimator is judged by the Cramer-Rao lower bound (CRLB), which is known to be a
Set initial parameters θ
5:
Main Loop: 6:
Calculate E τ |C {.|C i , θ } according to the compound pdf using Table III  8: EstimateΣ using (14) .
Calculate stop criterion:
Return (Σ,L,θ τ )
tight bound for a wide class of estimators [32] . However, in many practical situations, the computation of this bound is infeasible. The computation of a less optimal bound is considered in this paper. It is the HCRB which is defined by Gini and Reggiannini [32] . As it is mentioned in their paper, there are other alternatives to the Cramer-Rao bound, such as the HCRB, the modified Cramer-Rao bound (MCRB) [34] , the Miller-Chang bound (MCB) [35] , and the extended MCB (EMCB) [32] . The HCRB is tighter than the MCRB, since the latter is generally lower than the former. In addition, both the bounds apply to a wide class of estimators that are unbiased on the average [32] . Contrariwise, the MCB and the EMCB apply to a more restricted class of estimators than the conventional CRB [32] . In this paper, the definition of the HCRB is adapted for complex parameters following the methodology of Anfinsen et al. [13] for the computation of a CRLB for complex parameters [36] . The information matrix of the HCRB is defined as
T is the complex-valued parameter vector of the speckle, with the vectorization operator denoted as vec(.). The superscript * denotes complex conjugation. Σ ij , i, j ∈ {1, .., d} are the entries of the covariance matrix. As seen in (24) , the expectation is carried out with respect to both C and τ . If the estimatorΘ is unbiased, then the covariance matrix of the parameters will satisfy the following relation:
After simplification, the information matrix of the HCRB is a block diagonal matrix with two blocks given 
with
The HCRB is defined as the inverse of J(Θ)
where ⊗ denotes the Kronecker product. The derivation is shown in Appendix E. J(θ τ ) is given in Table IV for each texture distribution. The bound on the variance of the ENL estimator thus becomes
. The other lower bounds on the variance of the texture parameters are given in Table IV .
B. Estimation of Equivalent Number of Looks
We present, in this section, a brief description of the MoMLC and the DTM for the estimation of the ENL.
1) Method of Matrix Log-Cumulant:
The first and the νth-order MLCs of the multilook polarimetric covariance matrix C, denoted by κ 1 {C} and κ ν {C}, respectively, evaluated under the product model for general texture variable, are given by [12] 
is the polygamma function of order ν. The MLCs are related to the matrix log-moments (MLMs) denoted by μ ν {C}. The first MLCs are expressed by [12] 
To evaluate the MLMs, the sample MLMs are used, which are calculated with the sample mean estimator
When the specific texture log-cumulant is inserted in (31) and (32) , the MLCs of C will then be determined. The log-cumulants of the texture distribution are given in Table V 
is the νth derivative with respect to order of the logarithm of the modified Bessel function of the second kind. The logcumulants of the GIG distribution are only computable using numerical differentiation.
To estimate the ENL, Anfinsen et al. [12] proposed the first MLC-based estimator, denoted byL A1 , estimated from the first-order MLC equation of the complex Wishart distribution under a textureless area condition. This means that the logcumulant of the texture variable is omitted from (31) . The equation to solve forL A1 is then as follows:
where the covariance matrix Σ is estimated before solving L by using the SCM. The second MLC-based estimator, denoted byL A2 , is based on a system of equations (31) and (32) . These MLC equations contain texture parameters from the first and the higher order. L A2 and the texture parameters need to be estimated jointly from the system of equations. Section IV-C describes the estimation ofL A2 for different stochastic models. 
2) Method of DTM:
An alternative estimator was proposed by Tao et al. [14] . They applied the trace moments of the covariance matrices to estimate the ENL for both the Wishart model and the product model. The DTM estimator is given as follows [14] :
C. Texture Parameter Estimation
The matrix-variate K d , G 0 d , and G d are the most widely used stochastic models to describe the product model. The performance of the EM and some other estimators, such as the MoMLC, the MoMFM, and the Doulgeris method for texture parameter estimation, are evaluated using these distribution models.
1) Matrix-Variate K Distribution: Under this distribution, the MLC-based estimator, denoted byα A1 , is related to the second-order MLC and proposed by Anfinsen et al. [12] . This estimator is obtained by solving the following equation:
where L is supposed to be a known constant. Two choices are made for the value of L. The first choice is to use the true value of L and the estimator is then denoted byα A1 (L).
The second choice is to use the first MLC-based estimatorL A1 estimated from the first-order MLC equation of the complex Wishart distribution given by (36) , and then, the estimator is denoted byα A1 (L A1 ).
The second MLC-based estimator, denoted byα A2 , is based on the resolution of a system of equations dependent on a multiple MLCs and can be defined as
whereL A2 also needs to be solved and Σ is estimated using the SCM, since the texture is normalized to a unit mean resulting in E{C} = Σ. The MoMFM-based estimator proposed by Khan and Guida [22] for the texture parameters is obtained by solving the following equation:
where M = tr(Γ 
. For the case of the matrix-variate K d distribution, the MFM estimator, denoted byα F , can be obtained as a solution for the following equation:
The value of ν is chosen to be equal to 1/8 in the experiments. The choice is arbitrary, but generally, lower ν makes lower variance [22] . The MFM estimator depends on the value of L.α F (L) andα F (L A1 ) are the estimators dependent on the true value and an estimate of L, respectively.
Another known estimator is Doulgeris' estimator [21] which is given for the matrix-variate K d distribution bŷ
The variance of M , var(M ), is estimated with a standard variance estimator from a sample of Hotelling-Lawley traces [12] , [21] and considering that τ ∼ γ(α) with E{τ } = 1 and E{τ 2 } = (α + 1)/α. Fig. 1 shows the value of bias, variance, and mse of all the estimators after 2000 Monte Carlo simulations with α = 10 and L = 10. It shows that the EM estimator outperforms the other estimators. The estimatorL EM is better thanL A2 . The worst estimator isL A1 . The DTM estimatorL D has a less performance thanL A2 . It is clearly seen that the variance of L A1 is less than the HCRB which is normal, given that the HCRB is calculated assuming a textureless area condition. It is observable that the MoMFM-based estimatorα F (L A1 ) and the first MLC-based estimatorα A1 (L A1 ) perform the worst, where the former exhibits the lower bias, variance, and mse than the latter. The EM-and MLC2-based estimators exhibit very close performances. The better overall performance of theα EM estimator is shown through the lower mse compared with the other estimators. When using the true value of L, the performance of the MoMFM-based estimatorα F (L) and α A1 (L) is very close to the performance of the EM estimatorα EM and the second MLC estimatorα A2 . It is clear that the underestimation of the ENL L affects the quality of the estimation of the other parameters, especially when the ENL is estimated using the first MLC-based estimator. The performance of Doulgeris' estimatorα D (L) is between the performances ofα EM andα F (L A1 ). In terms of the computational time comparison between the different algorithms, the EM algorithm takes more time than the others due to the iterative nature of the algorithm. The ratio of the EM to MFM computation time for N = 256 and for the texture parameter α = 10 is 6.5. In addition, the EM algorithm converges quickly at low α values and slowly at higher values.
In addition to plotting the evolution of the bias and the mse as a function of the sample size, we have evaluated them in Fig. 3 as a function of the shape parameter α that describes the degree of homogeneous or heterogeneous of the texture. The goal is to assess the influence of the homogeneity of the texture on the quality of the estimators. The sample size is fixed to 512, and 2000 Monte Carlo simulations are realized for each value of α ∈ [5, 80] . We can clearly observe that the estimatorsL EM andL A2 maintain their performances regardless of the value of α. The mse ofL A1 decreases, as the value of α increases. This behavior is different from that of Fig. 1 , where the mse ofL A1 is invariant as a function of the number of samples. In fact, with homogeneous texture (large value of α), the matrix-variate K distribution converges toward the complex scaled Wishart distribution and the first MLCbased estimatorL A1 is then more justified. This is also valid for the matrix-variate G 0 and G distribution. As we increase the value of α, the mses of the estimators, such asα EM ,α F (.), α A1 (.),α A2 , andα D , increase. Thus, the mses move away from the HCRB and the performances deteriorate gradually.
2) Matrix-Variate G 0 Distribution: For this distribution, the MLC-based estimator, denoted byλ A1 , is estimated by solving the following second-order MLC equation [12] :
are the estimators dependent on the true value and an estimate of L, respectively. The second MLC-based estimator, denoted byλ A2 , is obtained in the same way as done in the previous section for the matrix-variate K d distribution. However, the MLCs for the G 0 distribution are used, instead, as follows:
The MoMFM-based estimator, which is denoted byλ F , is the solution for the following equation [22] :
The method of Doulgeris developed for the G 0 d distribution to estimateλ D is given by [21] 
Monte Carlo simulations for the estimation of λ are performed with the parameters λ = 10 and L = 10 of the matrix-variate G 0 d distribution. The behavior of bias, variance, and mse shown in Fig. 2 is similar to those reported for the estimators of α. 3) Matrix-Variate G Distribution: The texture parameter estimation is more complicated, since there are two shape parameters to estimate instead of only one texture parameter. The first MLC-based estimator requires the second-and thirdorder MLC equations
The ENL L is supposed to be a known constant. In a similar way,
are the estimators dependent on the true and the estimate of L, respectively. The second MLC-based estimators, denoted byα A2 andŵ A2 , are obtained by using the first-, second-, and third-order MLC equations. The ENLL A2 needs to be estimated simultaneously with the texture parameters. The determinant of the covariance matrix Σ is normalized to 1. Then, ln |Σ| is omitted from the first MLC equation. The first-, second-, and third-order MLC equations are given by
After replacingη
, where Σ SCM = E{C}, in the first MLC equation, the parameterŝ L A2 ,α A2 , andŵ A2 can be estimated. The disadvantage of the first and second MLC-based estimators is that the estimation procedure requires the second-and third-order MLC equations, which involves higher order derivatives of a modified Bessel function of the second kind with respect to its order. These derivatives are only computable using numerical differentiation.
The equation for the MoMFM-based estimator for the matrix-variate G d distribution, denoted byα F andŵ F , is given by
We note here that similar to the previous estimator, (53) depends on L, and then,α
] are possible estimators. Since two parameters have to be estimated, two equations derived from (53), for ν = 1/4 and 1/8, are simultaneously solved. In fact, these two values are taken by Khan and Guida [22] . Fig. 4 shows the value of bias, variance, and mse of all the estimators after 3000 Monte Carlo simulations with α = 10, w = 10, η = 1, and L = 10. The best estimator for L is the EM estimator, followed by theL D estimator. Although the estimatorL A2 has a good performance when we deal with only one texture parameter such as the matrixvariate K and G 0 distributions, it has registered the worst performance when we deal with the G distribution with two shape parameters. This is due to numerical instabilities during the computation of higher order (second-and third-order) derivative of the modified Bessel function of the second kind. The preferred estimators for texture parameters areα EM and w EM due to their lowest bias, variance, and mse. Theα F (L) andŵ F (L) estimators have a very close performance to that given by the EM. We recall that they use the true value of L.
The worst performance is registered for the first and second MLC-based estimators. They are far from the performance of the EM and the MoMFM.
V. APPLICATION TO REAL POLSAR DATA
To evaluate the performance of the EM estimator on real data and to prove the outperformance of the proposed estimator versus some known estimators, two multilook PolSAR data sets are used for this purpose. The former was acquired over San Francisco Bay by the NASA/Jet Propulsion Laboratory (JPL) Airborne Synthetic Aperture Radar (AIRSAR) airborne platform. The latter data set was acquired over Oberpfaffenhofen in Germany by the DLR's ESAR airborne platform. Three different areas with varying degrees of texture are selected from each PolSAR data set and indicated in the panes in Fig. 5 . The selected areas are airside, forest, and urban for the Oberpfaffenhofen data set, and sea, vegetation, and urban and quantitatively using the Kolmogorov-Smirnov (KS) test.
The smaller value of KS indicates the better, and the hypothesized model fits with the empirical distribution. A small value of p-value of the test indicates strong incompatibilities of the data with the employed distribution hypothesis. 
The ML estimator of Σ is obtained by maximizing the likelihood L C (.) with respect to Σ. Differentiating the loglikelihood with respect to the latter and setting the result to zero yield
where g dL (x) = ∂h dL (x)/∂x. Knowing that ∂ ln |Σ|/∂Σ = (Σ −1 ) T and ∂tr(Σ −1 W)/∂Σ = −(Σ −1 WΣ −1 ) T , and observing that g dL (x) = −h dL+1 (x), we reach the expression of the ML estimator of the covariancê
The function h dL (Ltr(Σ −1 C i )) is developed as follows:
and also the expression of h dL+1 (Ltr(Σ −1 C i ))
Dividing the expression of h dL+1 (Ltr(Σ −1 C i )) by h dL (Ltr(Σ −1 C i )), we get the result (14) . 
X follows a scaled complex Wishart distribution with a pdf given by (5) . Equation (60) can be written as follows: 
The νth-order Mellin kind matrix moment of Y is defined as
For 
The following moments exist and are finite:
E{ln Z} = ln 
E{ln Z} = −ψ(α 1 ) + ln β 1 .
APPENDIX E DERIVATION OF INFORMATION MATRIX OF HCRB
The log-likelihood function can be expanded to ln f C|τ (C|τ, Θ)
The first and the second partial derivative with respect to L as follows:
The partial derivative with respect to Σ by using a complex matrix differentiation [30] is given by
To calculate the second partial derivative, the following relations [30] are used:
where A and B are two arbitrary complex matrices with the same dimensions. The second partial derivative is then given by (see [13] for more calculation details)
Finally,
Using the relation ∂/∂vec(A) = vec(∂/∂A) [30] , J(Θ Σ ) can be expressed as 
