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1. Introduction
We consider only simple graphs, that is ﬁnite undirected graphs without loops or multiple edges.
If G is such a graph with vertex set VG = {v1, v2, . . . , vn}, the adjacency matrix of G is the n × n matrix
AG = (aij), where aij = 1 if there is an edge between the vertices i and j, and 0 otherwise. The character-
istic polynomial of G is the characteristic polynomial of its adjacency matrix, so PG(λ) = det(λI − AG),
while the eigenvalues of G, denoted by
λ1(G) λ2(G) · · · λn(G)
are just the eigenvalues of AG . In the sequel, we will usually suppress graph name from our notation.
Note, the eigenvalues ofG are real anddonot dependonvertex labelling. Additionally, for connected
graphs λ1 > λ2 holds. The eigenvalue λ1 is known as a graph index. For more details on graph spectra,
see [4].
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The problem of determining the graphs whose second largest eigenvalue does not exceed 1 was
posed in [3]. Basicpropertiesof thesegraphsarepresented in thesamepaper. In subsequentyears, some
results regarding to this problem are obtained. First, bipartite and generalized line graphs with λ2  1
are determined (see Section 3.4 in [8] for details, especially Theorems 3.13, 3.17 and 3.21). The unicyclic
graphs with λ2  1 are determined in [14], while the bicyclic graphs with λ2  1 are determined in
[7]. The regular graphs λ2  1 are characterized, while all coronas with λ2  1 different from cones
are determined in [12]. Also, a number of results concerning the graphs with λ2 = 1 obtained by using
so-called star complement technique can be found in [13,11].
The graphs having no induced subgraphs equal to 2K2, P4 or C4 are called (by P. Hansen) nested split
graphs, or NSGs for short. These graphs play an important role in the researches concerning the graphs
withmaximal index. Namely, it is known that graph withmaximal index and ﬁxed size is an NSG (see,
for example, [10, Theorem 2.2]).
The paper is organized as follows. In Section 2,wemention some results from the literature in order
to make the paper more self-contained. In Section 3, we give some basic results regarding the NSGs
with λ2 < 1,while all those graphs are determined in Section 4. In Section 5,we give someobservations
regarding these graphs.
2. Preliminaries
Each P4-free graph (i.e. cograph) can be represented by a cotree. This representation is explained in
[2], while its modiﬁcation is given in [1]. Here, we present the main ideas from Bıyıkog˘lu et al. [1]: Let
TG be a cotree, representing a cograph G. In what follows ⊕ and ⊗ stand for the (disjoint) union and
join of two graphs. The cotree TG is a rooted tree in which any interior vertex w is either of ⊕-type
(corresponds to union) or ⊗-type (corresponds to join). The terminal vertices (leaves) are typeless
(each of them represents itself in G). Any interior vertex, sayw, represents a subgraph of G induced by
the terminal successors of w, and it is denoted by Gw . The direct successor (or a child) of any interior
vertex w has a type which differs from the type of w (or it is typeless if being the terminal vertex). In
addition, each non-terminal vertex has at least two children. Note also that, in this way, all internal
vertices of any path from the root to any terminal vertex is (⊗,⊕)-alternating. It is worth mentioning
that described representation is unique. As an illustration, we give a simple example (in Fig. 1 we
present a cograph G followed by its representation TG).
Wenow focus our attention to so-called divisor concept. Given an s × smatrixD = (dij), let the vertex
set of a graph G be partitioned into non-empty subsets V1,V2, . . . ,Vs so that for any i, j ∈ {1, 2, . . . , s}
each vertex from Vi is adjacent to exactly dij vertices of Vj . The multidigraph H with adjacency matrix
D is called a front divisor of G, or brieﬂy, a divisor of G (see [5, Deﬁnition 2.4.4]).
The eigenvalue λ of graph G is amain eigenvalue if and only if the corresponding eigenvector is not
orthogonal to (1, 1, . . . , 1)T (compare [5, p. 25 and Theorem2.2.3]). Otherwise, λ is said to be a non-main
eigenvalue of G. Themain part of the spectrum of G consists entirely of its main eigenvalues.
Fig. 1. An arbitrary cograph G and its representation TG .
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It is known that the characteristic polynomial of a divisor divides the characteristic polynomial of
a graph (cf. [5, p. 38]). Moreover, due to Theorem 2.4.5 of [5], we have that the spectrum of any divisor
H of graph G includes the main part of the spectrum of G.
3. Basic results
Apparently, eachNSG is a cograph. Therefore,wepresent a representation ofNSGswhich is a special
case of cograph representation described in the previous section. First, we have the following lemma.
Lemma 3.1. Let G be an arbitrary NSG and let TG be its (unique) representation. Then each non-terminal
vertex of TG has at most one non-terminal direct successor.
Proof. Let w be a non-terminal vertex of TG of ⊕-type. Assume to the contrary, and let w1 and w2 be
non-terminal direct successors ofw. Then bothw1 andw2 are of ⊗-type, and each of them has at least
two adjacent terminal successors. But these two pairs of terminal vertices make a 2K2 which is an
induced subgraph of G. A contradiction. Similarly, ifw is of ⊗-type then bothw1 andw2 are of ⊕-type,
and two pairs of their non-adjacent terminal successors make a C4 which is an induced subgraph of G.
A contradiction.
The proof is complete. 
Due to the previous lemma, a representation TG of an arbitrary NSG G has a simple form so we
can avoid drawing the trees in its presentation. Namely, it is sufﬁcient to say if G is connected or not
(note, G is connected if and only if the root of TG is of ⊗-type) and to list the numbers of terminal
successors of each non-terminal vertex of TG (in natural order). Therefore, we use C(a1, a2, . . . , an) to
denote an NSG such that the tree TC(a1,a2,...,an) has exactly n non-terminal vertices, while its root is of⊗-type and has exactly a1 direct terminal successors; non-terminal successor of the root has exactly
a2 direct terminal successors, etc. A disconnected NSG is denoted by D(a1, a2, . . . , an). Recall that each
non-terminal vertex has at least two direct successors. Thus, we will assume that a1, a2, . . . , an−1 are
positive integers, while an  2. (Note that X(a1, a2, . . . , an−1, 1) and X(a1, a2, . . . , an−1 + 1) represent
two isomorphic NSGs, where X stands for either C or D.) If for n-tuple (a1, a2, . . . , an) holds ai = ai+1 =
· · · = ai+k , 1 i, i + k  n, we write (a1, a2, . . . , ak+1i , ai+k+1, . . . , an).
Remark 3.1. The representation described above can be derived from the structure of NSGs, as well.
Here, our idea was to show that this representation is just a special case of representation of a wide
class of graphs, i.e. cographs. A different representation of NSGs can be found in, for example, [10].
Now we prove the following lemma.
Lemma 3.2. Let (a1, a2, . . . , an) and (b1, b2, . . . , bn) be n-tuples of positive integers such that bi  ai (i =
1, 2, . . . ,n) holds. Then we have the following statements:
(i) C(a1, a2, . . . , an) = D(a1, a2, . . . , an);
(ii) An NSG X(bk , bk+1, . . . , bl−1, bl), 1 k  l  n, is an induced subgraph of X(a1, a2, . . . , an) (resp.
X(a1, a2, . . . , an)), whenever k is odd (resp. even); X stands for either C or D.
Proof. The statement (i) follows from the fact that in complements of NSGs the representing trees are
obtained by exchanging the types of ⊕ and ⊗ vertices. The induced subgraphs from (ii) are obtained
by removing ﬁnite number (possibly zero) of vertices from the given graph.
The proof is complete. 
Since each NSG has at most one non-trivial component (called a dominate component, which is
an NSG, as well), its second largest eigenvalue is equal to the second largest eigenvalue of a dominate
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component. Thus, it is sufﬁcient to consider the connected NSGs, since each disconnected NSG is
obtained by adding the isolated vertices to connected one.
Lemma 3.3. Let C(a1, a2, . . . , an) be a connected NSG with λ2 < 1. Then n 10 holds.
Proof. If n > 10 then an NSG C(a1, a2, . . . , an) contains the NSG C(1
10, 2) as an induced subgraph. Since
the second largest eigenvalue of C(110, 2) is greater than 1 (this can be computed directly), by the Inter-
lacingTheorem(see, for example, [4, p. 19]),weget that the second largest eigenvalueofC(a1, a2, . . . , an)
is greater than 1, as well. This completes the proof. 
Let G = C(a1, a2, . . . , an) be an arbitrary connected NSG, and let Vi denote the set of vertices corre-
sponding to ai (i = 1, 2, . . . ,n). Hence, |Vi| = ai (i = 1, 2, . . . ,n). It is easy to check that the partition of
vertex set of G into non-empty subsets V1,V2, . . . ,Vn determines a divisor H of G. The n × n adjacency
matrix D of H has the following form:
D =
⎛
⎜⎜⎜⎜⎜⎜⎝
a1 − 1 a2 a3 a4 . . . an
a1 0 0 0 . . . 0
a1 0 a3 − 1 a4 . . . an
a1 0 a3 0 . . . 0
.
.
.
. . .
.
.
.
⎞
⎟⎟⎟⎟⎟⎟⎠
. (1)
In particular, we get that the (2k − 1)th row (of D) has the form a1, 0, a3, 0, . . . , a2k−1 − 1, a2k , a2k+1,
. . . , an, while the 2kth row has the form a1, 0, a3, 0, . . . , a2k−1, 0, 0, . . . , 0.
The following theorem will play an important role in the sequel.
Theorem 3.1. Let λ be an eigenvalue of an arbitrary connected NSG G = C(a1, a2, . . . , an) distinct from 0
or −1, and let H be the divisor of G. Then λ appears in the spectrum of H.
Proof. It is known that the multiplicity of the eigenvalue 0 (resp. −1) in the spectrum of cograph G
which does not contain isolated vertices (and therefore in the spectrum of connected NSG) is equal
to
∑
w∈V0 (tw − 1) (resp.
∑
w∈V−1 (tw − 1)), where V0 (resp. V−1) is the set of interior vertices (in TG) of
⊕-type (resp. ⊗-type) which have tw direct successors as terminal vertices. In addition, 0 and −1 are
the non-main eigenvalues of G (see [1, Corollary 3.2], or compare [9, Theorem 3.2 and Corollary 3.1]).
Therefore, exactly n eigenvalues of G = C(a1, a2, . . . , an) are distinct from 0 or −1. On the other hand,
the spectrum of H consists of exactly n eigenvalues and includes the main part of the spectrum of G.
This completes the proof. 
Corollary 3.1. Let G be an arbitrary NSG and let H be its divisor. Then, λ2(G) < 1 if and only if λ2(H) < 1.
Proof. The proof follows from the previous theorem. 
4. Main results
We proceed to determine all connected NSGs with λ2 < 1. In further, let G = C(a1, a2, . . . , an) be an
arbitrary connected NSG, and let D denote its adjacency matrix. Due to Lemma 3.3, λ2(G) < 1 implies
n 10. In what follows, we consider all possible values of n. Due to Corollary 3.1, if the inequality
det(I − D) < 1 holds, then G and its induced subgraphs make a set of NSGs with λ2 < 1. We will say
that an NSGwith λ2 < 1 is amaximal NSG satisfying this property if it is not a proper induced subgraph
of some NSG with λ2 < 1.
Theorem 4.1. Let G = C(a1, a2, . . . , an) be a connected NSG satisfying λ2(G) < 1. If n 4 then G is an
induced subgraph of some of the following graphs:
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C(a1, a2, a3), where (a1, a2, a3) = (k,m, 2), (3, 1, 7), (5, 1, 5), (k, 1, 4), (k, 2, 3) or (1, 3, 3);
C(a1, a2, a3, a4), where (a1, a2, a3, a4) = (1, 2, k, l), (2, 1, k, l), (k, 1, 2, l), (k, 2, 1, l), (23, l), (3, 23),
(1, 3, 2, l), (2, 3, 1, l), (32, 1, 12), (4, 3, 1, 8), (5, 3, 1, 7), (9, 3, 1, 6), (k, 3, 1, 5), (1, 4, 1, l), (k, 4, 1, 3),
(2, 4, 1, 4), (1, 5, 1, 4), (k, 6, 1, 2) or (1, 7, 1, 2)
for any choice of integers k,m 1 and l  2.
Proof. For n = 1 we get a complete graph, and the second largest eigenvalue of any complete graph is
less than 1.
Further, each NSG having the form G = C(a1, a2), (a1  1, a2  2) is a complete multipartite graph,
and therefore it has exactly one positive eigenvalue (see [8, Theorem 2.4] or [4, pp. 73 and 74]). Con-
sequently, λ2(G) < 1 holds for any integers a1, a2, (a1  1, a2  2).
Assume now that n = 3. Let H be the divisor of G whose matrix has a form (1). We get det(I −
D) = (2 − a1a2)(2 − a3) − 2a1. Now, we have to check for which parameters a1, a2, a3 this determinant
is negative (since in these cases we have λ2(H) < 1, and also, by Corollary 3.1, λ2(G) < 1). First, if
(a1, a2) = (1, 2) or (a1, a2) = (2, 1) the determinant is negative for any choice of the third parameter.
Similarly, if a3 = 2, the ﬁrst two parameters can be arbitrary positive integers. Further, for a3 = 8,
the determinant reduces to 2(a1(3a2 − 1) − 6), and therefore it is not negative for any choice of a1, a2
satisfying a1 + a2  4. The remaining cases are a3 = 3, 4, . . . , 7. By computing the determinant above
and inspecting whether it is negative, we get the following solutions (including their subgraphs):
(a1, a2, a3) = (3, 1, 7), (5, 1, 5), (k, 1, 4), (k, 2, 3) and (1, 3, 3), where k  1.
Finally, assume that n = 4. Here we have det(I − D) = (a1a2a3 − 2(a1 + a3))(a4 + 1) − 2a1a2 + 4.
First, by direct computation we get that the graph C(22, 3, 2) has the second largest eigenvalue greater
than 1. Hence, a3  3 implies a1 + a2  3. Moreover, if (a1, a2) ∈ {(1, 2), (2, 1)} then the determinant is
less than zero for any choice of the remaining parameters. The remaining cases are a3 = 1 and a3 = 2.
Similarly as above, if (a2, a3) ∈ {(1, 2), (2, 1)} then the determinant is less than zero for any choice of
the remaining parameters. By inspecting the other possibilities we get the following solutions (includ-
ing their subgraphs): (a1, a2, a3, a4) = (23, l), (3, 23), (1, 3, 2, l), (2, 3, 1, l), (32, 1, 12), (4, 3, 1, 8), (5, 3, 1, 7),
(9, 3, 1, 6), (k, 3, 1, 5), (1, 4, 1, l), (k, 4, 1, 3), (2, 4, 1, 4), (1, 5, 1, 4), (k, 6, 1, 2) and (1, 7, 1, 2), where k  1 and
l  2.
We eliminate non-maximal of obtained solutions according to Lemma3.2(ii). The remaining graphs
are just the graphs from the above list.
The proof is complete. 
The remaining situations we consider in several steps. First, we have the following lemma.
Lemma 4.1. Let C(a1, a2, . . . , an) be an NSG with λ2 < 1. Then
(i) if n = 5 then we have a2  3 and a5  7;
(ii) if n = 6 then we have a2  3, a4  6 and a5  6;
(iii) if n = 7 then we have a1  5, a2  2, a4  2, a5  5 and a7  3;
(iv) if n = 8 then we have a1  3, a2  2, a4  2, a5  5, a6  5 and a7  2;
(v) if n = 9 then we have a1 = a2 = a4 = a6 = a7 = 1, a3  3, a5  3 and a9 = 2.
Proof. By direct computation, we get that the graph C(1, 4, 12, 2) has the second largest eigenvalue
greater than 1. The same holds for the graph C(14, 8). Hence, if n = 5 then we have a2  3 and a5  7.
The remaining cases we prove in the same way. 
Theorem 4.2. If G = C(a1, a2, . . . , a5) is a connected NSG satisfying λ2(G) < 1, then it is an induced sub-
graph of some of the following graphs:
C(a1, a2, . . . , a5),where (a1, a2, . . . , a5) = (1, 3, 1, k, 2), (1, 2, k, 1, 3), (1, 2, k, l, 2), (k, 2, 1, l, 2), ((14, 7),
(12, 3, 1, 5), (12, k, 1, 4), (12, k, 2, 3), (2, 1, k, 1, 3), (3, 1, 3, 1, 3), (5, 13, 3), (k, 1, 2, l, 2), (5, 1, 3, l, 2),
(3, 1, 5, l, 2) or (2, 1, k, l, 2)
for any choice of integers k, l  1.
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Proof. Due to Lemma 4.1(i), we have that a2  3 holds. We now distinguish three cases depending on
a2.
Case 1. a2 = 3. By direct computation, we get that the second largest eigenvalue of the graphs
C(1, 3, 2, 1, 2) and C(1, 3, 12, 3) is greater than or equal to 1. Hence, a3 = 1 and a5 = 2 hold. If we put the
ﬁxed values of a2, a3 and a5 into (1), we get det(I − D) = 2a1 − 4. So, the solution is (1, 3, 1, k, 2).
Case 2. a2 = 2.We get that the second largest eigenvalue of a graph C(1, 22, 1, 4) is equal to 1. Hence,we
have a5  3. Assume that a5 = 3. Similarly as before we get that a4 = 1. Now, det(I − D) = 2(a1(a3 +
1) − a3 − 2). So, the solution is (1, 2, k, 1, 3).
Assume now a5 = 2. The graph C(23, 1, 2) does not satisfy λ2 < 1. Thus, at least one of a1 or a3
must be equal to 1. If we put either a1 = 1, a2 = 2, a5 = 2 or a2 = 2, a3 = 1, a5 = 2 into (1), we get
det(I − D) = −4 (the determinant does not depend on remaining parameters). So, the solutions are
(1, 2, k, l, 2) and (k, 2, 1, l, 2).
Case3. a2 = 1. By Lemma4.1(i),wehave that a5  7holds.Wenowdistinguish three subcases depend-
ing on a5.
Subcase 3.1. 4 a5  7. Here, a1 = 1 must hold. By putting a1 = a2 = 1 and a5 = 7, 6, 5 and 4 respec-
tively, into (1), we get the following solutions: (14, 7), (12, 3, 1, 5), (12, k, 1, 4). (Note, if a5 = 6, we get
(a1, a2, . . . , a5) = (14, 6), so this solution is not listed above since it is an induced subgraph of the graph
obtained for a5 = 7.)
Subcase 3.2. a5 = 3. Similarly as in Case 2 (assumption a5 = 2), we get that at least one of a1 or a4 must
be equal to 1. By putting a1 = a2 = 1, a5 = 3 into (1), we get det(I − D) = a3(a4 − 2) + 2a4 − 6. Hence,
the solution is (12, k, 2, 3). On theotherhand, fora2 = a4 = 1, a5 = 3,wegetdet(I − D) = a3(a1 − 2) − 4.
So, the solutions are (2, 1, k, 1, 3), (3, 1, 3, 1, 3) and (5, 13, 3).
Subcase 3.3. a5 = 2. For a2 = 1, a5 = 2,we get that det(I − D) does not depend on a4. Namely, it is equal
to 2(a3(a1 − 2) − 2a1). So, the solutions are (k, 1, 2, l, 2), (5, 1, 3, l, 2), (3, 1, 5, l, 2) and (2, 1, k, l, 2).
The graphs obtained in Cases 1–3 are just the graphs from the above list.
The proof is complete. 
Weprove the following three theorems in the sameway and thereforewe skip some details in their
proofs, and present the most important facts only.
Theorem 4.3. If G = C(a1, a2, . . . , a6) is a connected NSG satisfying λ2(G) < 1, then it is an induced sub-
graph of some of the following graphs:
C = (a1, a2, . . . , a6), where (a1, a2, . . . , a6) = (1, 3, 1, 3, 1, 2), (1, 3, 13, 4), (1, 2, 12, 2, l), (1, 2, k, 5, 1, 2),
(1, 2, k, 3, 1, 4), (1, 2, k, 2, 1, l), (22, 1, 3, 1, 2), (3, 2, 13, 2), (22, 13, 4), (12, k, 6, 1, 2), (2, 1, k, 5, 1, 2),
(3, 1, 3, 5, 1, 2), (5, 12, 5, 1, 2), (12, k, 4, 1, 3), (3, 1, 42, 1, 2), (5, 1, 2, 4, 1, 2), (k, 12, 4, 1, 2), (13, 3, 1, 12),
(12, 2, 3, 1, 8), (12, 3, 3, 1, 7), (12, 7, 3, 1, 6), (12, k, 3, 1, 5), (2, 1, k, 3, 1, 4), (3, 1, 32, 1, 3), (5, 12, 3, 1, 3),
(3, 1, 5, 3, 1, 2), (4, 1, 32, 1, 2), (7, 1, 2, 3, 1, 2), (13, 23), (3, 1, 4, 2, 1, 4), (3, 1, 3, 2, 1, 6), (3, 1, 22, 1, 8),
(3, 12, 2, 1, 10), (2, 1, k, 2, 1, l), (9, 1, 22, 1, 2), (5, 1, 22, 1, 3), (k, 12, 2, 1, 3), (9, 12, 2, 1, 4), (5, 12, 2, 1, 5),
(4, 12, 2, 1, 6), (14, 6, l), (12, 2, 1, 4, l), (12, a3, 1, 3, a6), whenever a3(a6 − 1) − 4a6 − 4 < 0, (3, 13, 22),
(2, 1, k, 1, 2, l), (3, 1, 4, 12, l), (4, 1, 3, 12, 4), (a1, 1, 2, 1
2, a6),whenevera1(3a6 + 1) − 10a6 − 14 < 0and
(a1, 1
4, a6), whenever a1(a6 − 5) − 6a6 − 2 < 0
for any choice of integers k  1 and l  2.
Proof. Due to Lemma 4.1(ii), we have a2  3. We now distinguish three cases depending on a2.
Case 1. a2 = 3. Here we get a1 = a3 = a5 = 1, which leads us to the solutions: (1, 3, 1, 3, 1, 2) and
(1, 3, 13, 4).
Case 2. a2 = 2. Here, we get a5  2. If a5 = 2, we get a1 = a3 = a4 = 1, and the solution is (1, 2, 12, 2, l).
If a5 = 1 and a3 > 1, we get a1 = 1 and that the determinant det(I − D) does not depend on a3.
After straightforward calculus we get the solutions: (1, 2, k, 5, 1, 2), (1, 2, k, 3, 1, 4) and (1, 2, k, 2, 1, l).
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If a3 = 1, we get a4  5. After we distinguish ﬁve cases depending on a4, we get more solutions:
(22, 1, 3, 1, 2), (3, 2, 13, 2) and (22, 13, 4).
Case 3. a2 = 1. Due to Lemma 4.1(ii), we have that a4  6 holds. After we distinguish six cases depend-
ing on a4 and (if necessary) some subcases, similarly as in the previous cases, we complete the above
list.
The proof is complete. 
Theorem 4.4. If G = C(a1, a2, . . . , a7) is a connected NSG satisfying λ2(G) < 1, then it is an induced sub-
graph of some of the following graphs:
C = (a1, a2, . . . , a7), where (a1, a2, . . . , a7) = (1, 2, k, 12, l, 2), (12, k, 2, 1, l, 2), (12, 3, 13, 3), (14, 3, 1, 3),
(5, 14, k, 2), (3, 1, 3, 12, k, 2), (2, 1, k, 12, l, 2), (12, k, 1, 2, l, 2), (12, 3, 1, 3, l, 2), (14, 5, k, 2)
for any choice of integers k, l  1.
Proof. Due to Lemma 4.1(iii), we ﬁrstly assume that a2 = 2. This implies a1 = a4 = a5 = 1, a7 = 2. By
putting these values into (1), we get det(I − D) = −4, and therefore the solution is (1, 2, k, 12, l, 2).
Assume now that a2 = 1. We distinguish two cases depending on a4. If a4 = 2 we get the solution
(12, k, 2, 1, l, 2) while if a4 = 1 we get the solutions (12, 3, 13, 3), (14, 3, 1, 3) (for a7 = 3) and (5, 14, k, 2),
(3, 1, 3, 12, k, 2), (2, 1, k, 12, l, 2), (12, k, 1, 2, l, 2), (12, 3, 1, 3, l, 2), (14, 5, k, 2) (for a7 = 2 and a1 = 5, 4, . . . , 1,
respectively).
The proof is complete. 
Theorem 4.5. If G = C(a1, a2, . . . , a8) is a connected NSG satisfying λ2(G) < 1, then it is an induced sub-
graph of some of the following graphs:
C = (a1, a2, . . . , a8), where (a1, a2, . . . , a8) = (1, 2, k, 12, 3, 1, 2), (1, 2, k, 14, 4), (13, 2, 13, 2), (16, 22),
(3, 16, 2), (2, 1, k, 12, 3, 1, 2), (14, 5, 3, 1, 2), (14, 5, 12, 4), (14, 42, 1, 2), (14, 4, 2, 1, 4), (14, 4, 12, l),
(12, 2, 1, 32, 1, 2), (12, 2, 1, 3, 12, 4), (14, 3, 5, 1, 2), (14, 32, 1, 3), (14, 3, 2, 1, 6), (12, 3, 1, 2, 4, 1, 2),
(12, 5, 1, 2, 3, 1, 2), (12, a3, 1, 2
2, 1, a8), whenever a3(a8 − 1) − 8 < 0, (12, a3, 1, 2, 12, a8), whenever
a3(a8 − 1) − 2a8 − 6, (12, 3, 12, 5, 1, 2), (12, k, 12, 4, 1, 2), (12, 3, 12, 3, 1, 3), (12, a3, 12, 2, 1, a8), when-
ever a3(a8 − 3) − 8 < 0 or (12, a3, 14, a8), whenever a3(a8 − 5) − 4a8 − 12 < 0
for any choice of integers k  1 and l  2.
Proof. Similarly as in the previous theorems, we get the ﬁrst two solutions of above list by choosing
a2 = 2.We get the following two solution by choosing a2 = 1, a4 = 2 and a2 = 1, a4 = 1, a7 = 2, respec-
tively, while the next two solutions we get by choosing a2 = 1, a4 = 1, a7 = 1 and a1 = 3 or a1 = 2,
respectively. The remaining solutions satisfy a1 = a2 = a4 = a7 = 1.We obtain them by distinguishing
cases depending on a5, and subcases depending on a6.
The proof is complete. 
Theorem 4.6. If G = C(a1, a2, . . . , a9) is a connected NSG satisfying λ2(G) < 1, then it is an induced sub-
graph of some of the following graphs:
C = (a1, a2, . . . , a9), where (a1, a2, . . . , a9) = (14, 3, 12, k, 2) or (12, 3, 14, k, 2)
for any integer k  1.
Proof. By putting a1 = a2 = a4 = a6 = a7 = 1 and a9 = 2 (see Lemma 4.1(v)) into (1), we get det(I −
D) = 2(a3a5 − 4), and the proof follows. 
Theorem 4.7. The graph G = C(19, 2) is a unique connected NSG satisfying n = 10 and λ2(G) < 1.
Proof. Bydirect computation,wegetλ2(G) < 1.Alsoweget that the increasingof anyof theparameters
which describe G implies λ2(G) > 1. This completes the proof. 
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Table 1
Maximal connected NSGS whose second largest eigenvalue is less than 1.
G a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
1. 1 3 3
2. 3 1 7
3. 5 1 5
4. 1 3 2 l
5. 1 4 1 l
6. 1 5 1 4
7. 1 7 1 2
8. 2 2 2 l
9. 2 3 1 l
10. 2 4 1 4
11. 3 2 2 2
12. 3 3 1 12
13. 4 3 1 8
14. 5 3 1 7
15. 9 3 1 6
16. 1 1 1 1 7
17. 1 1 3 1 5
18. 1 1 k 1 4
19. 1 1 k 2 3
20. 1 2 k 1 3
21. 1 3 1 k 2
22. 2 1 k 1 3
23. 3 1 3 1 3
24. 3 1 5 k 2
25. 5 1 1 1 3
26. 5 1 3 k 2
27. 1 1 1 1 6 l
28. 1 1 1 2 2 2
29. 1 1 1 3 1 12
30. 1 1 2 1 4 l
31. 1 1 2 3 1 8
32. 1 1 3 3 1 7
33. 1 1 4 1 3 l
34. 1 1 5 1 3 8
35. 1 1 6 1 3 4
36. 1 1 7 1 3 3
37. 1 1 7 3 1 6
38. 1 1 11 1 3 2
39. 1 1 k 3 1 5
40. 1 1 k 4 1 3
41. 1 1 k 6 1 2
42. 1 2 1 1 2 l
43. 1 2 k 2 1 l
44. 1 2 k 3 1 4
45. 1 2 k 5 1 2
46. 1 3 1 1 1 4
47. 1 3 1 3 1 2
48. 2 1 k 1 2 l
49. 2 1 k 2 1 l
50. 2 1 k 3 1 4
51. 2 1 k 5 1 2
(continued on next page)
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Table 1 (continued)
G a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
52. 2 2 1 1 1 4
53. 2 2 1 3 1 2
54. 3 1 1 1 2 2
55. 3 1 1 2 1 10
56. 3 1 2 2 1 8
57. 3 1 3 2 1 6
58. 3 1 3 3 1 3
59. 3 1 3 5 1 2
60. 3 1 4 1 1 l
61. 3 1 4 2 1 4
62. 3 1 4 4 1 2
63. 3 1 5 3 1 2
64. 3 2 1 1 1 2
65. 4 1 1 2 1 6
66. 4 1 2 1 1 l
67. 4 1 3 1 1 4
68. 4 1 3 3 1 2
69. 5 1 1 2 1 5
70. 5 1 1 3 1 3
71. 5 1 1 5 1 2
72. 5 1 2 1 1 8
73. 5 1 2 2 1 3
74. 5 1 2 4 1 2
75. 6 1 1 1 1 l
76. 6 1 2 1 1 4
77. 7 1 1 1 1 36
78. 7 1 2 1 1 3
79. 7 1 2 3 1 2
80. 8 1 1 1 1 20
81. 9 1 1 1 1 15
82. 9 1 1 2 1 4
83. 9 1 2 2 1 2
84. 10 1 1 1 1 12
85. 11 1 1 1 1 11
86. 11 1 2 1 1 2
87. 12 1 1 1 1 10
88. 13 1 1 1 1 9
89. 16 1 1 1 1 8
90. 21 1 1 1 1 7
91. 37 1 1 1 1 6
92. 1 1 1 1 3 1 3
93. 1 1 1 1 5 k 2
94. 1 1 3 1 1 1 3
95. 1 1 3 1 3 k 2
96. 1 1 k 1 2 l 2
97. 1 1 k 2 1 l 2
98. 1 2 k 1 1 l 2
99. 2 1 k 1 1 l 2
100. 3 1 3 1 1 k 2
101. 5 1 1 1 1 k 2
102. 1 1 1 1 1 1 2 2
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Table 1 (continued)
G a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
103. 1 1 1 1 1 2 1 10
104. 1 1 1 1 2 2 1 8
105. 1 1 1 1 3 2 1 6
106. 1 1 1 1 3 3 1 3
107. 1 1 1 1 3 5 1 2
108. 1 1 1 1 4 1 1 l
109. 1 1 1 1 4 2 1 4
110. 1 1 1 1 4 4 1 2
111. 1 1 1 1 5 1 1 4
112. 1 1 1 1 5 3 1 2
113. 1 1 1 2 1 1 1 2
114. 1 1 2 1 1 2 1 6
115. 1 1 2 1 2 1 1 l
116. 1 1 2 1 2 2 1 4
117. 1 1 2 1 3 1 1 4
118. 1 1 2 1 3 3 1 2
119. 1 1 3 1 1 2 1 5
120. 1 1 3 1 1 3 1 3
121. 1 1 3 1 1 5 1 2
122. 1 1 3 1 2 1 1 8
123. 1 1 3 1 2 2 1 3
124. 1 1 3 1 2 4 1 2
125. 1 1 4 1 1 1 1 l
126. 1 1 4 1 2 1 1 4
127. 1 1 5 1 1 1 1 36
128. 1 1 5 1 2 1 1 3
129. 1 1 5 1 2 3 1 2
130. 1 1 6 1 1 1 1 20
131. 1 1 7 1 1 1 1 15
132. 1 1 7 1 1 2 1 4
133. 1 1 7 1 2 2 1 2
134. 1 1 8 1 1 1 1 12
135. 1 1 9 1 1 1 1 11
136. 1 1 9 1 2 1 1 2
137. 1 1 10 1 1 1 1 10
138. 1 1 11 1 1 1 1 9
139. 1 1 14 1 1 1 1 8
140. 1 1 19 1 1 1 1 7
141. 1 1 35 1 1 1 1 6
142. 1 1 k 1 1 1 1 5
143. 1 1 k 1 1 2 1 3
144. 1 1 k 1 1 4 1 2
145. 1 2 k 1 1 1 1 4
146. 1 2 k 1 1 3 1 2
147. 2 1 k 1 1 3 1 2
148. 3 1 1 1 1 1 1 2
149. 1 1 1 1 3 1 1 k 2
150. 1 1 3 1 1 1 1 k 2
151. 1 1 1 1 1 1 1 1 1 2
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Collecting the results above we arrive at the following theorem.
Theorem 4.8. Let G be an arbitrary NSG. Then its dominate component is an induced subgraph of one of
connected NSGs given in Table 1. Those graphs are represented by parameters a1, a2, . . . , an. (Note, that k
and l stand for any positive integers. In addition, if l takes a place of the last parameter then l  2 holds.)
The NSGs are ordered by n and lexicographically.
Some comments on obtained graphs follow in the next section.
5. Concluding observations
Some of the NSGs obtained in Theorems 4.1–4.3 have the supergraphs among the other graphs
obtained. Therefore, these graphs are not present in Table 1. Here, we list them (each graph is repre-
sentedby correspondingn-tuple followedby the identiﬁcationnumber of its supergraph fromTable 1):
(k, l, 2), (98.); (k, 1, 4), (18.); (k, 2, 3), (19.); (1, 2, k, l), (98.); (2, 1, k, l), (99.); (k, 1, 2, l), (96.); (k, 2, 1, l), (97.);
(k, 3, 1, 5), (39.); (k, 4, 1, 3), (40.); (k, 6, 1, 2), (41.); (1, 2, k, l, 2), (98.); (k, 2, 1, l, 2), (97.); (k, 1, 2, l, 2), (96.);
(2, 1, k, l, 2), (99.); (k, 12, 4, 1, 2), (144.); (k, 12, 2, 1, 3), (143.); (k, 14, 5), (142.).
Now, we prove the following lemma.
Lemma 5.1. Let G = C(a1, a2, . . . , an) be a connected NSG satisfying λ2(G) < 1. Then, λ2(G) < 1 holds if
and only if λ2(C(a2, a3, . . . , an)) < 1.
Proof. First, G = D(a1, a2, . . . , an) (by Lemma 3.2(i)). On the other hand, D(a1, a2, . . . , an) is obtained by
adding the a1 isolated vertices to C(a2, a3, . . . , an), and the proof follows. 
In particular, having in mind that exactly one of NSGs G and G is connected, we have that both
graphs satisfy λ2 < 1 if and only if the connected graph and the dominate component of disconnected
graph can be identiﬁed in Table 1.
Finallyweconsider somespeciﬁcNSGs in the lightof our results. Bya computer search itwasnoticed
(see [10]) that for small number of vertices and ﬁxed order the graphswithmaximal index have a form
G1 = C(1, ν − d, d − 1), where ν is the number of vertices and 3 d  ν. Also, for large values of ν there
exists a function (deﬁning the transition value, say g) so that graphs with maximal index for ν  g
have a form G2 = C(1, ν − k − 3, 1, k + 1) (where −1 k  ν − 3), while for ν  g those graphs have a
form G3 = C(1, ν − d − 1, r, 1,d − r − 1) (where 3 d  ν − 1, 1 r  d − 2). These facts are proved
in some particular cases, while more details can be found in [10].
We observe that the graph G1 (obtained by adding ν − d pendant edges at one of vertices of a com-
plete graph Kd) satisﬁes λ2 < 1 if and only if d = 2, or d = 3, ν  3, or ν − d = 2. See the corresponding
graphs of Table 1.
Similarly, the graph G2 (obtained from a star K1,ν−1 by joining one vertex of degree 1 to k + 1 other
vertices of degree 1) satisﬁes λ2 < 1 if and only if k  0 (note, for k = −1 it reduces to a star), or
ν − k − 3 4, or k = 1, 10 ν  11, or 3 k  4, ν − k − 3 = 5. See the graphs 5, 6 and 7 of Table 1,
if necessary.
Finally, by using the graphs with n = 5 in Table 1, the similar conclusions can be obtained in the
case of graph G3.
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