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E-SEMIGROUPS OVER CLOSED CONVEX CONES
ANBU ARJUNAN, R. SRINIVASAN, AND S. SUNDAR
Abstract. We initiate a study of E−semigroups over convex cones. We prove a struc-
ture theorem for E−semigroups which leave the algebra of compact operators invariant.
Then we study in detail the CCR flows, E0−semigroups constructed from isometric
representations, by describing their units and gauge groups. We exhibit an uncount-
able family of 2−parameter CCR flows, containing mutually non-cocycle-conjugate
E0−semigroups.
1. Introduction
A one parameter E0-semigroup is a σ-weakly continuous semigroup of normal unital
∗−endomorphisms on a von Neumann algebra, indexed by the positive real line. Since
its inception in [13], the study of one-parameter E0-semigroups on B(H) has developed
well in the last three decades. William Arveson contributed fundamentally to this devel-
opment in a sequence of papers. In particular he classified completely the simplest class
of E0-semigroups on B(H) called as type I E0-semigroups. We refer to the monograph
[1] for an extensive treatment regarding the theory of type I E0−semigroups on B(H)
(see also [2]).
R.T Powers discovered more complicated E0-semigroups belonging to type II and III
(see [15] and [14]. In the last decade there were some significant developments concerning
these type II and III E0-semigroups on B(H) (see [17], [16], [3], [10], [8] and [9]). More
recently there have been some important developments in the theory of E0-semigroups
on non-type-I factors also.
In this paper we initiate the theory of semigroups of endomorphisms indexed by a
closed convex cone P contained in Rd. We call them as E0-semigroups over P . Already
the relations between such E0-semigroups and the associated product systems of Hilbert
spaces have been investigated (see [6] and [7]). Here, in this article, we discuss them
systematically, with examples, and by computing their invariants like units, gauge groups,
towards distinguishing them up to the equivalence of cocycle conjugacy.
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One parameter E0-semigroups arise naturally in the study of open quantum systems,
the theory of interactions, algebraic quantum field theory, and in quantum stochastic
calculus. Apart from their intrinsic interest, arising as a natural mathematical general-
ization, we believe E0-semigroups over P will have close connections with the study of
quantum random fields and the theory of C∗−algebras.
The simplest examples of E0−semigroups are obtained by a process of second quantiza-
tion from a semigroup of isometries. These are called as CCR flows. In the 1-parameter
case, these CCR flows are of type I and they exhaust all type I examples. Type I is
defined by the abundance of intertwining semigroup of isometries, that is such semi-
groups completely determine the E0−semigroup in some sense. We can generalize the
same process of second quantization to obtain CCR flows over any convex cone P . But
in the multi-parameter case such abundance of units are not guaranteed for CCR flows.
Indeed all our examples admit only one unit, up to a multiple of scalars. This is the first
complication we encounter in the multi-parameter case.
On the other hand, Wold decomposition asserts that any strongly continuous one
parameter semigroups of isometries is conjugate to a direct sum of semigroup of unitaries
and a pure semigroup of isometries. Further any strongly continuous pure semigroup
of isometries is conjugate to a right shift. There are countably many of them and
they are determined by their index. In the multi-parameter case, there is no Wold
decomposition, and pure isometries are not determined uniquely by their index. The
problem of classifying strongly continuous semigroup of isometries itself is still open.
These certainly makes it hard to think about a possible classification of ‘elementary
E0−semigroups’ like the type I examples in 1−parameter case. Indeed we exhibit un-
countably many non-conjugate semigroup of isometries, which lead to uncountably many
non-cocycle-conjugate E0−semigroups over R+ × R+. These are indications that there
are more interesting mathematical objects and mathematical structures associated with
multi-parameter E0−semigroups. We think it is worth investigating them and this is a
first step towards that.
This paper is structured as follows. In Section 2, after fixing our notations we give
the basic definitions of E0−semigroup over convex cones, and the notion of cocycle
conjugacy. In Section 3, we recall the definition of multipliers and Wigner’s theorem
for automorphism groups. It follows that the automorphism groups are determined by
the cohomology class of their multipliers. We generalize a theorem of Arveson, which
determine all E−semigroups which leave the algebra of compact operators invariant, from
the 1−parameter case to the multi-parameter case. We call that as Arveson-Wigner’s
theorem. In Section 4, we associate a CCR flow to an isometric representation of P , and
provide the examples we are going to investigate in this paper.
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Unlike the 1−parameter case, we need to take cohomological considerations in to
account, while defining units for E0−semigroups over convex cones. In Section 5, after
defining units, we prove, for CCR flows, that the units are determined by the additive
cocycles of the associated isometric representations. We compute them for our specic
examples. In Section 6, we prove, for E0−semigroups in the so called standard form,
that cocycle conjugacy actually implies conjugacy, a result known for 1−parameter E0-
semigroups.
In Section 7 and 8, we describe the gauge cocycles for CCR flows, and explicitly
compute them for our specific examples. Using those computations, we exhibit a family
containing uncountably many 2−parameter E0−semigroups, which are mutually non-
cocycle-conjugate.
2. Preliminaries
We fix the following notations which will be used throughout this paper. Let P ⊂ Rd
be a closed convex cone. We assume that P is spanning and pointed, i.e. P − P = Rd
and P ∩ −P = {0}. Let Ω denote the interior of P . Then Ω is dense in P (see Lemma
3.1 of [6]). Further Ω is also spanning i.e. Ω − Ω = Rd. For x, y ∈ Rd, we write x ≥ y
and x > y if x− y ∈ P and x− y ∈ Ω respectively.
Our inner products are anti-linear in the first variable and linear in the second variable.
Throughout this paper symbols like H,K will denote infinite dimensional separable com-
plex Hilbert spaces, and the ∗-algebra of bounded operators on H is denoted by B(H).
We denote its predual, the ideal of trace class operators on H , by B1(H), and the algebra
of compact operators on H by K(H). For ξ, η ∈ H , let θξ,η be the rank-one operator on
H given by the equation θξ,η(γ) = ξ〈η|γ〉. For a von Neumann algebra M, we denote by
U(M) the collection of all unitaries in M, and for a Hilbert space H , we denote by U(H)
the set of all unitary operators on H . For Hilbert spaces K,H and a unitary operator
U : H → K, the map B(H) ∋ T → UTU∗ ∈ B(K) is denoted by Ad(U).
For a complex separable Hilbert space K, we denote the symmetric Fock space by
Γ(K). We refer to [12] for proofs of the following well-known facts. For u ∈ K, the
exponential of u is defined by e(u) :=
∑∞
n=0
u⊗n√
n!
. Then the set {e(u) : u ∈ K} is linearly
independent and total in Γ(K). Exponential vectors satisfy
〈e(u), e(v)〉 = e〈u|v〉 for every u, v ∈ K.
For u ∈ K, there exists a unitary operator, denoted W (u), on Γ(K) determined
uniquely by the equation W (u)e(v) := e−
||u||2
2
−〈u|v〉e(u + v) for v ∈ K. The operators
{W (u) : u ∈ K} are called the Weyl operators and they satisfy the following canonical
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commutation relation:
W (u)W (v) = e−iIm〈u|v〉W (u+ v) ∀u, v ∈ K.
Further the linear span of {W (u) : u ∈ K} is a strongly dense unital ∗-subalgebra of
B(Γ(K)). For a unitary U : K1 → K2 its second quantization is the unitary operator
Γ(U), from Γ(K1)→ Γ(K2), satisfying Γ(U)e(v) = e(Uv) for v ∈ K1. Second quantized
unitaries are related to Weyl operators by
Γ(U)W (v)Γ(U)∗ = W (Uv) ∀v ∈ K1.
Second quantization can be defined for isometries as well in the same way. For two
Hilbert spaces K1 and K2, the map
Γ(K1 ⊕K2) ∋ e(u⊕ v)→ e(u)⊗ e(v) ∈ Γ(K1)⊗ Γ(K2)
extends to a unitary operator. Through this unitary, we always identiy Γ(K1⊕K2) with
Γ(K1)⊗ Γ(K2) without a mention.
For a complex separable Hilbert space k with finite or infinite dimension and S ⊆ Rd,
L2(S, k) denotes the Hilbert space of square integrable functions on the set S taking
values in k, with respect to the Lebesgue measure. We end this section by recalling the
basic definitions concerned with the theory of E0-semigroups over P .
Definition 2.1. An E-semigroup over P on a von Neumann algebra M is a family
α = {αx : x ∈ P} of normal ∗−endomorphisms of M satisfying
(C1) for x, y ∈ P , αx ◦ αy = αx+y, α0 = IdM where IdM is the identity operator on M
and
(C2) for ρ ∈ M∗ and m ∈ M, the map P ∋ x→ ρ(αx(m)) ∈ C is continuous.
An E-semigroup α is called an E0-semigroup over P if it is unital i.e, αx(1) = 1 for
all x ∈ P and said to be pure if ∩t≥0αtx(M) = C, ∀x ∈ Ω.
In this paper we deal only with semigroups on B(H). For α := {αx}x∈P , a semigroup of
normal ∗-endomorphisms on B(H), using the fact that ∗-homomorphisms are contractive
and the fact that finite rank operators are dense in B1(H), it is easy to see that Condition
(C2) is equivalent to the following condition:
(C2′) For A ∈ B(H) and ξ, η ∈ H , the map P ∋ x→ 〈αx(A)ξ, η〉 ∈ C is continuous.
Since P is fixed throughout, we simply refer an E0-semigroup over P by an E0-semigroup.
We observe in the following lemma that the σ−weak continuity implies the strong con-
tinuity for E-semigroups on B(H).
Lemma 2.2. Let α := {αx}x∈P be an E-semigroup on B(H). Then for A ∈ B(H) and
ξ ∈ H, the map P ∋ x→ αx(A)ξ ∈ H is continuous.
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Proof. Let (xn) be a sequence in P such that (xn)→ x. Then
||αxn(A)ξ − αx(A)ξ||
2 = 〈αxn(A
∗A)ξ|ξ〉 − 2Re(〈αxn(A)ξ|αx(A)ξ〉) + 〈αx(A
∗A)ξ|ξ〉
→ 〈αx(A
∗A)ξ|ξ〉 − 2Re(〈αx(A)ξ|αx(A)ξ〉+ 〈αx(A∗A)ξ|ξ〉
= 0.
✷
Definition 2.3. Let α := {αx}x∈P be an E0-semigroup on B(H). An α-cocycle is a
strongly continuous family of unitaries {Ux}x∈P satisfying
Uxαx(Uy) = Ux+y ∀x, y ∈ P.
A cocycle {Ux}x∈P is said to be a gauge cocycle if further Ux ∈ αx(B(H))′.
Given an α-cocycle {Ux}x∈P , it is easy to verify that {Ad(Ux) ◦ αx} is also an E0-
semigroup on B(H). Let β := {βx}x∈P be another E0-semigroup on B(H). We say β is a
cocycle perturbation of α if there exists an α-cocycle {Ux}x∈P such that βx = Ad(Ux)◦αx
for every x ∈ P .
Definition 2.4. Let α := {αx}x∈P and β := {βx}x∈P be E0-semigroups on B(H) and
B(K) respectively. We say that
(i) α is conjugate to β if there exists a unitary operator U : H → K such that for
every x ∈ P , βx = Ad(U) ◦ αx ◦ Ad(U
∗), and
(ii) α is cocycle conjugate to β if there exists a unitary U : H → K such that E0-
semigroup {Ad(U) ◦ αx ◦ Ad(U)
∗}x∈P is a cocycle perturbation of β.
Clearly cocycle conjugacy is an equivalence relation.
3. Arveson-Wigner’s theorem
The main aim of this section is to establish a structure theorem for E-semigroups which
leave the algebra of compact operators invariant. We would like to call this theorem as
Arveson-Wigner’s theorem. We need some preparations before we can state the theorem.
Definition 3.1. Let ω : P × P → T be a continuous function. The map ω is called a
multiplier on P if
ω(x, y)ω(x+ y, z) = ω(x, y + z)ω(y, z)
for x, y, z ∈ P .
The set of multipliers on P forms an abelian group with respect to pointwise multi-
plication. Let ψ : P → T be a continuous function. Define
ωψ(x, y) = ψ(x)ψ(y)ψ(x+ y)
−1.
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Then ωψ is a multiplier. Such multipliers are called coboundaries. Denote the set of
multipliers on P by Z2(P,T) and denote the set of coboundaries by B2(P,T). Note
that B2(P,T) is a subgroup of Z2(P,T). Denote the quotient Z2(P,T)/B2(P,T) by
H2(P,T). For ω ∈ Z2(P,T), [ω] denotes the class in H2(P,T) representing ω. Let ω1, ω2
be multipliers on P . We say ω1 is cohomologous to ω2 if [ω1] = [ω2].
Example 3.2. Let A be an d× d real matrix. Define ωA : P × P → T by the formula
ωA(x, y) = e
i〈Ax|y〉
for x, y ∈ P . Then ωA(x, y) is a multiplier.
Any multiplier on Rd×Rd is equivalent to ωA for some skew-symmetric A (see Theorem
3.6.6 in [11]). Also ωA1 is equivalent to ωA2 if and only if A1 = A2. Now, using the original
Wigner’s theorem (for instance see Theorem 1.3.3 in [11]), the isomorphism between
skew-symmetric matrices and strictly upper triangular matrices, and the discussion in
Section 1.4 in [11], the following theorem can be deduced.
Theorem 3.3 (Wigner’s theorem). Let {αx}x∈Rd be a group of automorphisms on B(H).
Suppose that for T ∈ B(H) and ξ, η ∈ H, the map Rd ∋ x → 〈αx(T )ξ|η〉 ∈ C is
continuous. Then there exists a strongly continuous family of unitaries {Ux}x∈Rd and a
strictly upper triangular d× d real matrix A such that
(1) for x ∈ Rd and T ∈ B( H), αx(T ) = UxTU
∗
x , and
(2) for x, y ∈ Rd, UxUy = e
i〈Ax|y〉Ux+y.
We need a few more lemmas.
Lemma 3.4. Let pn be a sequence of rank one projections in B(H). Suppose that pn
converges strongly to a rank one projection p. Then pn → p in norm.
Proof. Write pn = θξn,ξn and p = θξ,ξ where ξn and ξ are unit vectors. Suppose pn
does not converge to p in norm. Then there exists ǫ > 0 and a subsequence pnk such
that ||pnk − p|| ≥ ǫ. By passing to a subsequence if necessary we can assume that ξnk
converges weakly (say) to ξ˜.
We claim that there exists λ ∈ C, with |λ| = 1, such that ξ˜ = λξ. Let η ∈ H be
such that 〈ξ|η〉 = 0. Since θξnk ,ξnk converges strongly to θξ,ξ, it follows that ξnk〈ξnk |η〉 →
ξ〈ξ|η〉 = 0. Hence |〈ξnk|η〉| = ||ξnk〈ξnk|η〉|| → 0. But ξnk converges weakly to ξ˜. As a
consequence, we have 〈ξ˜|η〉 = 0. This proves that there exists λ ∈ C be such that ξ˜ = λξ.
Note that θξnk ,ξnk (ξ)→ θξ,ξ(ξ). This implies that
|〈ξnk|ξ〉| = ||ξnk〈ξnk|ξ〉|| → ||θξ,ξ(ξ)|| = 1.
But ξnk converges weakly to ξ˜ = λξ. Now the above convergence implies that |λ| = 1.
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Note that θξnk ,ξnk (λξ)→ θξ,ξ(λξ). Thus ξnk〈ξnk|λξ〉 → ξ〈ξ|λξ〉 = λξ. But the sequence
〈ξnk|λξ〉 → 〈λξ|λξ〉 = 1. Calculate as follows to observe that
ξnk = ξnk〈ξnk|λξ〉〈ξnk|λξ〉
−1
→ λξ
Hence θξnk ,ξnk → θλξ,λξ = θξ,ξ which is a contradiction. This implies that pn → p in
norm. ✷
Lemma 3.5. Let α := {αx}x∈P be an E-semigroup on B(H). Suppose that for every
x ∈ P , αx leaves the algebra of compact operators invariant. Then for every T ∈ K(H),
the map P ∋ x → αx(T ) ∈ K(H) is continuous where K(H) is endowed with the norm
topology.
Proof. Fix x ∈ P . Then {αtx}t≥0 is a 1-parameter E-semigroup on B(H) leaving the
algebra of compact operators invariant. By Prop. 3.4.1 of [1], it follows that there exists
an isometry Vx such that αx(T ) = VxTV
∗
x . Consequently, it follows that for x ∈ P , αx
maps rank one projections to rank one projections.
Since the linear combination of rank one projections is dense in K(H), it suffices to
show that if p is a rank one projection then the map P ∋ x → αx(p) ∈ K(H) is norm
continuous. Let p be a rank one projection and let (xn) be a sequence in P converging
to x ∈ P . By Lemma 2.2, it follows that αxn(p) → αx(p) strongly. Thanks to Lemma
3.4 we have αxn(p)→ αx(p) in norm. ✷
Remark 3.6. Let a ∈ Ω and x ∈ Rd be given. Then there exists a positive integer n
such that na > x. This is due the fact that a − x
k
→ a ∈ Ω as k →∞. Now the desired
conclusion follows as Ω is an open convex cone.
Theorem 3.7 (Arveson-Wigner’s theorem). Let α := {αx}x∈P be an E-semigroup on
B(H). Suppose that for every x ∈ P , αx leaves the algebra of compact operators invari-
ant. Then there exists a strongly continuous family {Vx}x∈P of isometries and a strictly
upper triangular d× d real matrix such that
(1) for x ∈ P , αx(T ) = VxTV
∗
x , and
(2) for x, y ∈ P , VxVy = e
i〈Ax,y〉Vx+y.
Proof. We imitate the proof of Prop. 3.4.1 of [1]. We invoke Arveson’s inductive
limit construction. Fix a point a ∈ Ω. Prop.3.4.1 of [1] applied to the 1-parameter
E-semigroup {αta}t≥0 provides us with an isometry V on H such that αa(T ) = V TV ∗.
Let (U, H˜) be the minimal unitary dilation of (V,H). This means the following.
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(1) The Hilbert space H˜ contains H as a closed subspace. Strictly speaking, we have
an isometric embedding of H into H˜. However to avoid cumbersome notations,
we view H as a closed subspace of H˜.
(2) The operator U is a unitary operator on H˜ such that Uξ = V ξ for ξ ∈ H .
(3) The increasing union
⋃
n≥0
U−nH is dense in H˜ .
Decompose H˜ as H⊕H⊥. The map B(H) ∋ T →
[
T 0
0 0
]
∈ B(H˜) is a ∗-homomorphism
and is an embedding. Thus we view B(H) as a ∗-subalgebra of B(H˜).
For n ≥ 0, let Kn be the closed linear span of {θξ,η : ξ, η ∈ U
−nH}. Note that Kn is
an increasing union of C∗-subalgebras of K(H˜). Also the union
⋃
n≥0
Kn is dense in K(H˜).
Note that K0 = K(H). We have the following.
(1) For T ∈ K0, αa(T ) = UTU
∗.
(2) Let n ≥ 0 be given. Note that the map Kn ∋ T → U
nTU−n ∈ K0 is an
isomorphism. For x ∈ P , let β
(n)
x : Kn → Kn be defined by the equation
β(n)x (T ) = U
−nαx(U
nTU−n)Un.
It is clear that β
(n)
x is a ∗-homomorphism. Note that for x, y ∈ P , β
(n)
x β
(n)
y = β
(n)
x+y.
For T ∈ Kn, β
(n)
a (T ) = UTU∗. Fix T ∈ Kn. Lemma 3.5 implies that the map
P ∋ x→ β
(n)
x (T ) ∈ Kn is continuous.
(3) Let n ≥ 0 and T ∈ Kn be given. Using (1), it is routine to check that for x ∈ P ,
β(n+1)x (T ) = β
(n)
x (T ).
Using the fact that Kn is simple for every n ≥ 0, we deduce that for x ∈ P ,
there exists a ∗-homomorphism, denoted βx, of K(H˜) such that βx(T ) = β
(n)
x (T )
for every T ∈ Kn. Observe that βa(T ) = UTU
∗. Also note that for x ∈ P and
T ∈ K0, βx(T ) = αx(T ).
(4) It is clear from (2) that for T ∈ K(H˜), the map P ∋ x → βx(T ) ∈ K(H˜) is
continuous. Here K(H˜) is given the norm topology.
(5) From (2), it is clear that {βx}x∈P is a semigroup of ∗-endomorphisms of K(H˜).
Let x ∈ P be given. We claim that βx is an automorphism. Since K(H˜) is simple,
it suffices to show that βx is onto. For y ∈ P , let Ay := βy(K(H˜)). Note that
(Ay)y∈P is decreasing with respect to the order <. Since βa is an automorphism,
it follows that Ana = K(H˜) for every n. Now the desired conclusion follows from
Remark 3.6.
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(6) For x ∈ P , we denote the extension of βx to the multiplier algebra of K(H˜),
which is B(H˜), by βx itself. We claim that for T ∈ B(H˜) and ξ, η ∈ H˜ , the map
P ∋ x → 〈βx(T )ξ|η〉 ∈ C is continuous. Let T ∈ B(H˜) and ξ, η ∈ H˜ be given.
If T ∈ K(H˜), then by (4), it follows that the map P ∋ x → 〈βx(T )ξ|η〉 ∈ C
is continuous. Otherwise, let (Tn) be a sequence in K(H˜) such that Tn → T
strongly and ||Tn|| ≤ ||T ||. Then βx(Tn) → βx(T ) weakly for every x ∈ P . This
implies that the sequence of continuous functions 〈βx(Tn)ξ|η〉 converges pointwise
to 〈βx(T )ξ|η〉. Hence the map P ∋ x → 〈βx(T )ξ|η〉 is measurable for every
T ∈ B(H˜) and ξ, η ∈ H˜. By Corollary 4.3 of [6], we have for T ∈ B(H˜) and
ξ, η ∈ H˜ , the map P ∋ x→ 〈βx(T )ξ|η〉 is continuous. This proves our claim.
(7) For z ∈ Rd, write z = x − y with x, y ∈ P . Set β˜z = βx ◦ β
−1
y . We leave it to
the reader to verify that β˜z is well-defined. It is clear that {β˜z}z∈Rd is a group
of automorphisms of B(H˜). Note that for x ∈ P , β˜x = βx. Let T ∈ B(H˜) and
ξ, η ∈ H˜ be given. Let zn be a sequence in R
d such that zn → z ∈ R
d. Since
Rd = Ω − Ω, write z = x − y with x, y ∈ Ω. Since z ∈ Ω − y, it follows that
zn ∈ Ω−y eventually. Thus for n large, there exists xn ∈ Ω such that zn = xn−y.
Now xn → x. Now calculate as follows to observe that
〈β˜zn(T )ξ|η〉 = 〈βxn(β
−1
y (T ))ξ|η〉
→ 〈βx(β
−1
y (T ))ξ|η〉 (by (6))
= 〈β˜z(T )ξ|η〉
This proves that for T ∈ B(H˜) and ξ, η ∈ H˜ , the map Rd ∋ z → 〈β˜z(T )ξ|η〉 ∈ C
is continuous. By Wigner’s theorem (3.3), there exists a strongly continuous
family of unitaries {Wz}z∈Rd and a strictly upper triangular matrix d× d matrix
A such that
β˜z(T ) = WzTW
∗
z
Wz1Wz2 = e
i〈Az1|z2〉Wz1+z2
for T ∈ B(H˜) and z, z1, z2 ∈ R
d.
(8) For x ∈ P and T ∈ K0, WxTW
∗
x = αx(T ) ∈ K0. Consequently, for x ∈ P , Wx
leaves H invariant. For x ∈ P , let Vx : H → H be defined by Vxξ = Wxξ for
ξ ∈ H . It is clear that for x, y ∈ P ,
VxVy = e
i〈Ax|y〉Vx+y.
We leave it to the reader to verify that for x ∈ P and T ∈ K(H), αx(T ) = VxTV
∗
x .
Since K(H) is dense in B(H) in the σ-weak topology, it follows that for x ∈ P
and T ∈ B(H), αx(T ) = VxTV
∗
x .
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This completes the proof. ✷
Let B0(d) be the additive group of strictly upper triangular real matrices. For A ∈
B0(d), let ωA be the multiplier on P defined by ωA(x, y) = e
i〈Ax|y〉. The following result
is known in the measurable setting [5]
Corollary 3.8. The map B0(d) ∋ A→ [ωA] ∈ H
2(P,T) is an isomorphism.
Proof. It is evident that the map B0(d) ∋ A → [ωA] ∈ H
2(P,T) is a homomorphism.
Let A ∈ B0(d) be given. Suppose ωA is a coboundary. Then ωA(tx, y) = ωA(y, tx) for
x, y ∈ A and t > 0. This implies that for t > 0 and x, y ∈ P , eit〈Ax|y〉 = eit〈Ay|x〉. Hence
〈Ax|y〉 = 〈Ay|x〉 for all x, y ∈ P . Since P is spanning, it follows that 〈Ax|y〉 = 〈Ay|x〉
for all x, y ∈ Rd. This implies A = At. But A is strictly upper triangular. Hence A = 0.
This shows that the map B0(d) ∋ A→ [ωA] ∈ H
2(P,T) is one-one.
Let ω be a multiplier on P . Consider the Hilbert space H := L2(P ). For x ∈ P , let
Vx be the isometry on H defined by the formula:
(3.1) Vx(f)(y) :=

ω(x, y − x)f(y − x) if y − x ∈ P,
0 if y − x /∈ P.
for f ∈ H . Then {Vx}x∈P is a strictly continuous family of isometries i.e. for f ∈ H ,
the maps P ∋ x→ Vxf ∈ H and P ∋ x→ V
∗
x f ∈ H are continuous. It is clear that for
x, y ∈ P , VxVy = ω(x, y)Vx+y.
For x ∈ P , let αx be the endomorphism of B(H) given by the formula αx(T ) = VxTV
∗
x
for T ∈ B(H). Then α := {αx}x∈P is an E-semigroup leaving the algebra of compact
operators invariant. Thus by Arveson-Wigner’s theorem (3.7), it follows that there exists
a strongly continuous family {Wx}x∈P of isometries and a strictly upper triangular d× d
real matrix A such that
(1) for T ∈ B(H) and x ∈ P , αx(T ) = WxTW
∗
x , and
(2) for x, y ∈ P , WxWy = ωA(x, y)Wx+y.
Fix x ∈ P . Let T ∈ B(H) be given. Calculate as follows to observe that
V ∗xWxT = V
∗
xWxTW
∗
xWx
= V ∗x VxTV
∗
xWx
= TV ∗xWx.
Thus V ∗xWx commutes with every element of B(H). It follows that V
∗
xWx is a scalar
which we denote by f(x). The strong continuity of {Vx}x∈P and {Wx}x∈P implies that
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f is continuous. Now calculate as follows to observe that for x ∈ P ,
Wx = WxW
∗
xWx = VxV
∗
xWx = f(x)Vx.
This implies that f takes values in T. Calculate as follows to observe that for x, y ∈ P ,
ωA(x, y) = W
∗
x+yWxWy
= f(x+ y)−1f(x)f(y)V ∗x+yVxVy
= f(x+ y)−1f(x)f(y)ω(x, y).
This shows that [ω] = [ωA]. This completes the proof. ✷
4. Examples
Definition 4.1. Let K be a separable Hilbert space. A map V : P → B(K) is called an
isometric representation of P on K if
(1) Vx is an isometry for all x ∈ P ,
(2) Vx+y = VxVy for all x, y ∈ P , and
(3) the map P ∋ x→ Vxξ ∈ K is continuous for all ξ ∈ K.
An isometric representation is said to be pure if ∩t≥0Vta(K) = {0} for all a ∈ Ω. V
is strictly continuous if further the map P ∋ x → V ∗x ξ ∈ K is also continuous for all
ξ ∈ K.
There is an obvious addition operation on the class of isometric representations of
P . Let V := {Vx}x∈P and W := {Wx}x∈P be isometric representations of P on the
Hilbert spaces H and K respectively. Then V ⊕W :=
{[Vx 0
0 Wx
]}
x∈P
is an isometric
representation of P on H ⊕ K. Clearly V ⊕W is strictly continuous if V and W are
strictly continuous. Here is a basic example of an isometric representation.
Example 4.2. Let k be a separable Hilbert space. For x ∈ P , let Sx be the shift operator
on K = L2(P, k) defined by
(4.2) Sx(f)(y) :=

f(y − x) if y − x ∈ P,
0 if y − x /∈ P.
Then S = {Sx}x∈P is a strictly continuous isometric representation. Throughout this
paper, we refer to this representation by {Sx}x∈P .
Unlike in the 1-parameter case (when P = R+), where all pure isometric representa-
tions are conjugate to the right shift, there are many non-conjugate isometric represen-
tations in the multi-parameter case.
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Example 4.3. Let A ⊆ Rd be a nonempty closed subset. We say that A is a P -module
if A + P ⊆ A. Consider the Hilbert space K := L2(A, k). For x ∈ P , let SAx be the
operator on K defined by
(4.3) SAx (f)(y) :=

f(y − x) if y − x ∈ A,
0 if y − x /∈ A.
Then SA = {SAx }x∈P is a strictly continuous isometric representation. We call {S
A
x }x∈P
the isometric representation associated to the P -module A of multiplicity dim(k).
Example 4.4. When P = R+ × R+, it is easy to check (S(0,t))
∗S(s,0) = S(s,0)(S(0,t))∗ for
all (s, t) ∈ R+ × R+. But this relation is not satisfied by S
A
(a,b)
T , where
A
(a,b)
T = [a,∞)× [b,∞)
⊔
[0,∞)× [0, b), a < 0, 0 < b.
Indeed, for (u, v) ∈ (0,∞)×(0, b) and u < s < u+a, b−v < t, ((S
A
(a,b)
T
(0,t) )
∗S
A
(a,b)
T
(s,0) f)(u, v) =
0, but (S
A
(a,b)
T
(s,0) (S
A
(a,b)
T
(0,t) )
∗f)(u, v) will not be equal to 0, for a suitable choice of f , which we
leave as an easy exercise to the reader. This shows that the isometric representations S
and SA
(a,b)
T are not conjugate.
Let A be a P -module. Then A+P ⊂ A. Hence by Lemma II.12 of [4], Int(A) is dense
in A and the boundary of A, ∂A has zero measure.
Lemma 4.5. Let A ⊂ Rd be a P -module and a ∈ Ω be given. Assume that A 6= Rd.
Then there exists n ≥ 1 such that (A+ na) ∩ −Ω = ∅.
Proof. Let A ⊂ Rd and a ∈ Ω be as in the statement of the lemma. Suppose for
every n ≥ 1, (A + na) ∩ −Ω 6= ∅. Then for n ≥ 1, there exists xn ∈ A and yn ∈ Ω
such that xn + na = −yn. This implies that −na = xn + yn ∈ A for every n. For
A+Ω ⊂ A. Let x ∈ Rd be given. By Remark 3.6, there exists a positive integer n0 such
that n0a+ x ∈ Ω. This implies that x = −n0a + (x+ n0a) ∈ A. Consequently, we have
A = Rd which is a contradiction. This contradiction proves that there exists n ≥ 1 such
that (A + na) ∩ −Ω = ∅. This completes the proof. ✷
Proposition 4.6. Let A ⊂ Rd be a P -module. Assume that A 6= Rd. Then the isometric
representation associated to A of any multiplicity is pure.
Proof. Let V := {Vx} be the isometric representation associated to A of multiplicity k.
We can assume that k = 1. Since V is unitarily equivalent to the isometric representation
associated to a module which is a translate of A, by Lemma 4.5 we can assume that
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A ∩ −Ω = ∅. We make both the assumptions. Since A and Int(A) differ by a set of a
measure zero, it follows that Cc(Int(A)) is dense in L
2(A) = L2(Int(A)).
Let φ ∈ Cc(Int(A)) and a ∈ Ω be given. It is enough to show that V
∗
taφ → 0 as
t → ∞. Denote the support of φ by K. We claim that there exists t0 ≥ 0 such that
t ≥ t0 implies thatK∩(A+ta) = ∅. Suppose not. Then there exists a sequence (tn)→∞
and xn ∈ K and yn ∈ A such that xn = yn + tna. Note that (xn) is bounded. Hence
xn
tn
→ 0. This implies that yn
tn
→ −a ∈ −Ω. Hence eventually yn
tn
∈ −Ω. Thus eventually
yn ∈ −tnΩ = −Ω which is a contradiction for we have assumed that A ∩ −Ω = ∅. This
proves our claim.
Choose t0 ≥ 1 such that t ≥ t0 implies that K ∩ (A + ta) = ∅. Now note that for
t ≥ t0,
||V ∗taφ||
2 =
∫
A
|φ(x+ ta)|2dx = 0.
Hence V ∗taφ→ 0 as t→∞. This completes the proof. ✷
Proposition 4.7. Let V : P → B(K) be an isometric representation. Then there exists
a unique E0-semigroup α
V := {αVx }x∈P on B(Γ(K)) satisfying
αVx (W (u)) =W (Vxu) ∀ x ∈ P, u ∈ K.
Proof. We can directly define
(4.4) αVx (T ) = 1Γ(ker(V ∗x )) ⊗ Γ(Vx)TΓ(Vx)
∗ ∀T ∈ B(Γ(K)),
where Γ(Vx) is the second quantization of Vx : K 7→ VxK considered as a unitary opera-
tor. The fact that V is an isometric representation and the linear span of {W (u) : u ∈ K}
is σ-weakly dense in B(Γ(K)) implies that {αx}x∈P is a semigroup of endomorphisms.
Clearly αx is unital for every x ∈ P . All it remains to check is the continuity property
of αV .
Let A be the linear span of {W (u) : u ∈ K}. Then A is a unital ∗-subalgebra of
B(Γ(K)) and A is strongly dense in B(Γ(K)). It is clear that for u, v, w ∈ K, the map
P ∋ x→ 〈αx(W (u))e(v)|e(w)〉 is continuous. From this, using the fact that exponential
vectors are total in Γ(K), it is easy to deduce that for u ∈ K and ξ, η ∈ Γ(K), the
map P ∋ x → 〈αx(W (u))ξ|η〉 is continuous. Thus it follows that for A ∈ A, the map
P ∋ x→ 〈αx(A)ξ|η〉 is continuous for every ξ, η ∈ Γ(K).
Now let A ∈ B(Γ(K)) and ξ, η ∈ Γ(K) be given. By Kaplansky density theorem,
there exists a sequence An ∈ A such that An → A strongly and ||An|| ≤ ||A||. Since
(An) is norm bounded, it follows that An → A in the σ-weak topology. Hence for every
x ∈ P , αx(An) → αx(A) in the σ-weak topology. Thus the sequence of continuous
functions 〈αx(An)ξ|η〉 converges pointwise to 〈αx(A)ξ|η〉. This implies that the map
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P ∋ x → 〈αx(A)ξ|η〉 is measurable. Now Corollary 4.3 of [6] implies that for every
A ∈ B(Γ(K)) and ξ, η ∈ Γ(K), the map P ∋ x → 〈αx(A)ξ|η〉 is continuous. This
completes the proof. ✷
We call the E0-semigroup α
V constructed in Prop.4.7 as the CCR flow associated to
the isometric representation V . In this paper, we refer to the traditional CCR flow
considered in [1] as the 1-parameter CCR flow.
We end this section by considering tensor product of two E0-semigroups. Let α :=
{αx}x∈P and β := {βx}x∈P be E0-semigroups on B(H) and B(K) respectively. For
x ∈ P , there exists a unique normal ∗-endomorphism, denoted αx ⊗ βx, on B(H ⊗K)
such that αx ⊗ βx(A ⊗ B) = αx(A) ⊗ βx(B) for A ∈ B(H) and B ∈ B(K). For the
existence of the endomorphism αx⊗βx, we refer the reader to Page 21, Paragraph 3 of [1].
It is clear that α⊗β := {αx⊗βx}x∈P is a semigroup of unital normal ∗-endomorphisms of
B(H ⊗K). To check the continuity property, one again appeals to a Kaplansky density
type argument employed in the proof of Proposition 4.7.
Remark 4.8. The CCR flows admits the following factorisation property. If V and W
are isometric representations of P then αV⊕W is conjugate to αV ⊗ αW .
5. Units
Since H2(R+,T) is trivial, units for 1-parameter E0-semigroups are defined to be semi-
groups. But we need to bring in the multiplier group while defining units for general
E0-semigroups over P .
Definition 5.1. Let α := {αx}x∈P be an E0-semigroup on B(H) and ω be a multiplier
on P . A strongly continuous family {ux}x∈P of bounded operators on H is called a ω-unit
if
(1) for x ∈ P and T ∈ B(H), αx(T )ux = uxT ,
(2) for x, y ∈ P , ux+y = ω(x, y)uxuy, and
(3) there exists x ∈ P such that ux 6= 0.
If ω = 1, we simply call a ω-unit a unit.
We denote the collection all ω−units of an E0-semigroup α by U
ω
α and when ω = 1 we
simply denote by Uα.
Fix an E0-semigroup α := {αx}x∈P on B(H). Let {ux}x∈P be a ω-unit where ω is a
multiplier on P . Observe the following.
(1) For x ∈ P , u∗xux commutes with every element of B(H). Thus for every x ∈ P ,
u∗xux is a scalar.
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(2) Let x ∈ P be such that ux 6= 0. Then uxu0 = ω(x, 0)ux. Premultiplying by u
∗
x,
we obtain that u0 = ω(x, 0). Thus u0 is a non-zero scalar multiple of identity.
(3) Let {Ux}x∈P be an α-cocycle and let β := {Ad(Ux) ◦ αx}x∈P . Then {Uxux}x∈P is
a ω-unit for β.
Proposition 5.2. Let α := {αx}x∈P be an E0-semigroup on B(H). Let ω1 and ω2 be
multipliers on P . Suppose that α admits a ω1-unit and also a ω2-unit then [ω1] = [ω2].
Proof. Let {ux}x∈P be a ω1 unit and {vx}x∈P be a ω2 unit for α. For x ∈ P , let
C ∋ f(x) = v∗xux, then, by (2) of above observations, f(0) is non-zero. The continuity
of f follows from the continuity of {ux}x∈P and {vx}x∈P . Now for x, y ∈ P ,
f(x+ y) = v∗x+yux+y
= ω2(x, y)ω1(x, y)v
∗
yv
∗
xuxuy
= ω2(x, y)ω1(x, y)f(x)v
∗
yvy
= ω2(x, y)ω1(x, y)f(x)f(y)
The above calculation, the fact that P is a closed convex cone, f is continuous and
f(0) 6= 0 implies that f(x) 6= 0 for every x ∈ P . Also f(x)f(y)f(x + y)−1 ∈ T, for
all x, y ∈ P . For x ∈ P , set g(x) = f(x)|f(x)| . Then the preceding calculation shows that
ω1(x, y)g(x)g(y)g(x+y)
−1 = ω2(x, y) for all x, y ∈ P . This implies that [ω1] = [ω2]. This
completes the proof. ✷
Let A ∈ B0(d) be given. We denote the map R
d × Rd ∋ (x, y) → ei〈Ax|y〉 ∈ T also by
ωA. For x ∈ P , let U
A
x be the unitary operator on L
2(Rd) defined by
(5.5) UAx (f)(y) := ωA(x, y − x)f(y − x)
for f ∈ L2(Rn). It is clear that {UAx }x∈P is a strongly continuous family of unitaries
such that for x, y ∈ P , UAx U
A
y = ωA(x, y)U
A
x+y. For x ∈ P , let α
A
x := Ad(U
A
x ). Then
αA := {αAx }x∈P is an E0-semigroup on B(L
2(Rd)). Note that αAx is an automorphism for
each x ∈ P and αA can be extended to an automorphism group on Rd.
Let E denote the set of equivalence classes of E0-semigroups on B(L
2(Rd)) which can
be extended to automorphism groups. Here the equivalence relation is that of cocycle
conjugacy. The following Proposition can be concluded from Proposition 5.2, Wigner’s
Theorem, discussions in Section 1.4 and Theorem 3.6.6 in [11].
Proposition 5.3. With the foregoing notations, the map B0(d) ∋ A → [α
A] ∈ E is a
bijection.
Remark 5.4. Let α := {αx}x∈P be an E0-semigroup on B(H). Let ω1 and ω2 be multi-
pliers on P which are cohomologous . Suppose that α admits a ω1-unit. Let f : P → T
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be a continuous function such that ω2(x, y) = f(x+ y)f(x)
−1f(y)−1ω1(x, y). Then it is
easily verifiable that the map
U
ω1
α ∋ {ux}x∈P → {f(x)ux}x∈P ∈ U
ω2
α
is a bijection.
Example 5.5. Let V be an isometric representation of P and αV be the associated CCR
flow. It can be directly verified from equation 4.4 that {Γ(Vx)}x∈P is a unit for αV .
Let A ∈ B0(d) be given. Denote the multiplier P × P ∋ (x, y) → e
i〈Ax|y〉 by ωA. Let
{UAx }x∈P be the unitaries and α
A be the E0-semigroup considered in Prop.5.3. Then
{Γ(Vx)⊗U
A
x }x∈P is a ωA-unit for the E0-semigroup α
V ⊗αA. But αV ⊗αA is not a pure
E0-semigroup. The problem of producing a pure E0-semigroup admitting a non-trival
ωA−unit is open.
The set of all units of a CCR flow αV is described by the set of additive cocycles of
V , which are defined as below. These are supposed to be called more precisely as local
additive cocycles, but since we use only local additive cocycles, we just call them as
additive cocycles.
Definition 5.6. Let V : P → B(K) be a strictly continuous isometric representation.
A continuous function h : P → K is called a P -additive cocycle for V if
(i) for all x ∈ P , hx ∈ ker(V
∗
x ), and
(ii) for all x, y ∈ P , hx + Vxhy = hx+y.
An Ω-additive cocycle is defined by replacing P by Ω in above definition. For a P -
additive cocycle ξ, the restriction to Ω is clearly an Ω-additive cocycle.
We denote by A V (P ) (respectively A V (Ω)) the set of all P−additive cocycles (re-
spectively Ω−additive cocycles ) of V . Clearly A V (P ) forms a vector space with respect
to natural addition and scalar multiplication. We endow A V (P ) with the topology of
uniform convergence in norm on all compact subsets of P .
The following Lemma is well known to those who has had a faint exposure to Ore
semigroups. We include the proof for completeness.
Lemma 5.7. Let G be a topological group and φ : Ω→ G be a continuous map such that
φ(a + b) = φ(a)φ(b) for every a, b ∈ Ω. Then φ extends to a unique continuous group
homomorphism from Rd into G.
Proof. Let x ∈ Rd be given. Write x = a− b with a, b ∈ Ω. Define φ˜(x) = φ(a)φ(b)−1.
We claim that φ˜ is well defined. Suppose a1− b1 = a2− b2 where a1, a2, b1, b2 ∈ Ω. Then
a1 + b2 = a2 + b1. Hence φ(b2)φ(a1) = φ(a2)φ(b1). Hence φ(a1)φ(b1)
−1 = φ(b2)−1φ(a2) =
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φ(a2)φ(b2)
−1. This shows that φ˜ is well defined. Clearly φ˜ is continuous on Ω − b for
every b ∈ Ω. Since {Ω− b : b ∈ Ω} is an open cover of Rd, it follows that φ˜ is continuous.
This completes the proof. ✷
Lemma 5.8. Let h : Ω → K be an Ω-additive cocycle. Then there exists µ ∈ Rd such
that ||ha||
2 = 〈µ|a〉 for every a ∈ Ω.
Proof. Define a function f : Ω→ R by the formula:
f(a) = 〈ha|ha〉, for every a ∈ Ω.
Let a, b ∈ Ω be given. Then
f(a+ b) = 〈ξa+b|ξa+b〉
= 〈ξa + Vaξb|ξa + Vaξb〉
= 〈ξa|ξa〉+ 〈Vaξb|Vaξb〉 (Since 〈ξa|Vaξb〉 = 0.)
= 〈ξa|ξa〉+ 〈ξb|ξb〉 = f(a) + f(b).
(5.6)
Continuity of f follows from continuity of h. Then by lemma 5.7, there exists µ ∈ Rd
such that for every a ∈ Ω, f(a) = 〈a|µ〉. This implies ||ha||
2 = 〈a|µ〉.
Lemma 5.9. Let V : P → B(K) be a strictly continuous isometric representation. If
h : Ω → K is a Ω-additive cocycle, then there exists an unique extension h˜ : P → K of
h such that h˜ is a P -additive cocycle.
Proof. Let Ua = W (ha) for a ∈ Ω. Then Ua satisfies the gauge cocycle conditions
on Ω. By Prop. 4.4 of [6], there exists an extension {U˜x}x∈P of U := {Ua}a∈Ω, as an
α-cocycle. The strong continuity implies that {U˜x}x∈P is a gauge cocycle.
Let x ∈ P . Choose a sequence {an} in Ω such that an converges to x. We claim
that the sequence {han} converges and the limit is independent of the chosen sequence.
Since an converges to x, by strong continuity, W (han)e(0) = e
− 1
2
‖han‖2(e(han)) converges
to U˜xe(0). By projecting onto the 0−particle space and onto the 1−particle space, we
find that e−
1
2
‖han‖2 and e−
1
2
‖han‖2han converges. By Lemma 5.8 the sequence {han} is
bounded and han converges. Define h˜x := limn→∞ han . Suppose bn ∈ Ω be another
sequence such that bn also converges to x and h˜′x := limn→∞ hbn . Let c ∈ Ω, then both
Ω ∋ an + c, bn + c converge to x+ c ∈ Ω. This implies both han+c and hbn+c converge to
hx+c. But han+c = han +Vanhc → h˜x+Vxhc and hbn+c = hbn +Vbnhc → h˜
′
x+Vxhc. Hence
h˜x = h˜′x. By the same technique we can see x → hx is continuous and it is also easy to
check that h˜ is a P -additive cocycle. ✷
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For a strictly continuous isometric representation V : P → B(K) and a ξx ∈ Γ(ker(V
∗
x ))
with x ∈ P , define Rξx by Rξx(η) = ξx ⊗ Γ(Vx)η for all η ∈ Γ(K). Then it is easy to
check that Rξx ∈ B(Γ(K)) and αx(X)R
ξx = RξxX ∀X ∈ B(Γ(K)).
For µ ∈ Cn and h ∈ A V (P ), define T µ,h = {T µ,hx }x∈P with T
µ,h
x = e
〈x,µ〉Re(hx). Since
Γ(Vx) is a 1-unit for α
V , thanks to Proposition 5.2, there does not exist any ω−unit
for αV with ω not equivalent to 1. The units of the CCR flow αV admits the following
description.
Theorem 5.10. Let αV be the CCR flow associated to a pure strictly continuous semi-
group of isometric representation V . Then the map Cd ×A V (P ) ∋ (µ, h)→ T µ,h ∈ Uα
is a bijection.
Proof. It is easy to verify that T µ,h is a unit for αV , for any (µ, h) ∈ Cn × A V (P ).
It is also a direct verification to see that the above map is injective, by evaluating on
vacuum vectors.
To prove surjectivity, let {ux}x∈P be a unit for αV . For any fixed a ∈ Ω, the E0-
semigroup {αVta : t ∈ R+} is the 1-parameter CCR flow associated with the pure family
of isometries {Vta : t ∈ R+}. Hence, thanks to [1, Theorem 2.6.4], there exists λ(a) ∈ C
∗
and h(a) ∈ ker(V ∗a ) such that ua = λ(a)R
e(ha). For any a, b ∈ Ω, the relation uaub = ua+b
evaluated on vacuum vectors implies that
λ(a + b) = λ(a)λ(b), ha+b = ha + Vahb.
The continuity of λ and {ha}a∈Ω follows from the continuity of {ua}a∈Ω. Now the rest of
the proof of surjectivity follows from Lemmas 5.7 and Lemma 5.9. ✷
A proof of the following fact is contained in [1, Theorem 2.6.4].
Proposition 5.11. Additive cocycles of one parameter right shift {St}t∈R+ on L
2(R+, k)
are given by ht = 1(0,t) ⊗ k for some k ∈ k.
It is an elementary exercise to prove the first statement of the following Lemma, from
which the second statement follows easily.
Lemma 5.12. (i) Let K1, K2, K3 be complex Hilbert spaces and Uσ be the unitary oper-
ator which flips the first and second component in the tensor product K1 ⊗K2 ⊗K3. If
f1 ⊗ F23 = Uσ(g2 ⊗G13) for some f1 ∈ K1, F23 ∈ K2 ⊗K3 and g2 ∈ K2, G13 ∈ K1 ⊗K3,
then there exists a f3 ∈ K3 such that
f1 ⊗ F23 = f1 ⊗ g2 ⊗ f3 = Uσ(g2 ⊗G13).
(ii) Suppose R1 ⊗ R23 = Uσ(R2 ⊗ R13)U
∗
σ for R1 ∈ B(K1), R23 ∈ B(K2 ⊗ K3) and
R2 ∈ B(K2), R13 ∈ B(K1 ⊗K3), then there exits an R3 ∈ B(K3) such that
R1 ⊗R23 = R1 ⊗ R2 ⊗ R3 = Uσ(R2 ⊗ R13)U
∗
σ .
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Proposition 5.13. Let P = Rd+ with d ≥ 2 and let A = ×
d
i=1Ri where Ri ∈ {R,R+}
with at least one Ri = R+. Then the semigroup of shifts {S
A
x }x∈P on L
2(A, k) does not
admit any non-trivial additive cocycles.
Also the semigroup of shifts {S
A
(a,b)
T
x }x∈R2+, discussed in Example 4.4, does not admit
any non-trivial additive cocycles.
Proof. Suppose Ri0 = R+ for some i0, in the direct product A = ×
d
i=1Ri, and h =
{hx}x∈P be an additive cocycle for the semigroup of shifts {SAx }x∈P on L
2(A, k). Let
ei0 = (0, ..., 1, ..0), with 1 in the i0-th place and 0 elsewhere. Then for any s ∈ R+,
we have hsei0 = Uσi0
(
1(0,s) ⊗ fi0
)
for some fi0 ∈ K(i0), where Uσi is the unitary which
flips i0−th tensor component with the first component in ⊗
d
i=1L
2(Ri)⊗ k, and K(i0) =
⊗i0−1i=1 L
2(Ri) ⊗ L̂2(R+) ⊗
d
i=i0+1
L2(Ri) ⊗ k. Here .̂ indicates that the i0-th component
Hilbert space in the tensor product is removed.
Suppose for Rj = R, notice htej = 0 for all t ∈ R+. Then for s, t ∈ R+, the re-
lation hsei0 + S
A
sei0
htej = hsei0+tej = htej + S
A
tej
hsei0 , implies that Uσi0
(
1(0,s) ⊗ fi0
)
=
SAtej
(
Uσi0
(
1(0,s) ⊗ fi0
))
which consequently imply that fi0 = 0. On the other hand, sup-
pose Rj = R+ for some j 6= i0, then htej = Uσj
(
1(0,t) ⊗ fj
)
for some fj ∈ K(j). Set
Ex = 1−S
A
x (S
A
x )
∗ for any x ∈ P . Notice Esei0 and Etej commute for any s, t ∈ R+. Now
applying Esei0Etej on both sides of hsei0 + S
A
sei0
htej = htej + S
A
tej
hsei0 , we get
EtejUσi0
(
1(0,s) ⊗ fi0
)
= Esei0Uσj
(
1(0,t) ⊗ fj
)
= Uσj
(
1(0,t) ⊗Esei0fj
)
∀s, t ∈ R+.
(Here and in the rest of the paragraph we have slightly abused the notation.) When
taking limit t → ∞, the left hand side goes to Uσi0
(
1(0,s) ⊗ fi0
)
. But as t → ∞,
the right hand side goes to Uσj
(
1(0,∞) ⊗Esei0fj
)
which is not square integrable, unless
Esei0fj = 0. Since this holds for all s, we have fj = 0 and hence also fi0 = 0. Since i0, j
were arbitrary we conclude that hx = 0 for all x ∈ P . The proof of the first part of the
Lemma is over.
Now we consider the case of {S
A
(a,b)
T
x }x∈R2+ of Example 4.4. Since (a, b) ∈ R
2 is fixed
we simply write {S
A
(a,b)
T
x }x∈R2+ by {S
AT
x }x∈R2+ . We set AT1 = [0,∞) × [0, b) and AT2 =
[a,∞) × [b,∞), so that AT = AT1
⊔
AT2. We also set A1T = [0,∞) × [0,∞) and
A2T = [a, 0)× [b,∞) so that AT = A1T
⊔
A2T . Let E1 and E2 be the projections onto
L2(AT1) and L
2(AT2) respectively, and let F1 and F2 be the projections onto L
2(A1T )
and L2(A2T ) respectively. We denote the one parameter shifts on first component of
L2((0,∞))⊗L2((0, b))⊗k and L2((a,∞))⊗L2((b,∞))⊗k by S1t and S
2
t respectively. Also
we denote the one parameter shifts on the second component of L2((0,∞))⊗L2((0,∞))⊗
k and L2((a, 0))⊗ L2((b,∞))⊗ k by S3t and S
4
t respectively.
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Suppose h = {h(s,t) : s, t,∈ R+} is an additive cocycle for SAT , then both {E1h(s,0)}
and {E2h(s,0)} form additive cocyles for S
1
t and S
2
t respectively. Similarly, {F1h(0,t)}
and {F2h(0,t)} form additive cocyles for S
3
t and S
4
t respectively. Hence there exists f1 ∈
L2(0, b)⊗ k, f2 ∈ L
2(b,∞)⊗ k, f3 ∈ L
2(a, 0)⊗ k, f4 ∈ L
2(0,∞)⊗ k satisfying
h(s,0) = 1(0,s) ⊗ f1 + 1(a,a+s) ⊗ f2; h(0,t) = f3 ⊗ 1(b,b+t) + f4 ⊗ 1(0,t)).
(Be cautioned that the subscript in h(·,·) is a tuple in R2+ and the subscript in 1(·,·) is
an interval. Also notice we are slightly abusing notations, by not writing a tensor flip
explicitly in f3 ⊗ 1(b,b+t) + f4 ⊗ 1(0,t)). )We have
h(s,t) = h(s,0) + S
AT
(s,0)h(0,t)
= 1(0,s) ⊗ f1 + 1(a,a+s) ⊗ f2 + S
AT
(s,0)
(
f3 ⊗ 1(b,b+t) + f4 ⊗ 1(0,t)
)
= 1(0,s) ⊗ f1 + 1(a,a+s) ⊗ f2 + S
1
sE1(f4 ⊗ 1(0,t)) + S
2
sE2(f4 ⊗ 1(0,t)) + S
2
s (f3 ⊗ 1(b,b+t)).
(5.7)
On the other hand
h(s,t) = h(0,t) + S
AT
(0,t)h(s,0)
= f3 ⊗ 1(b,b+t) + f4 ⊗ 1(0,t) + S
AT
(0,t)(1(0,s) ⊗ f1 + 1(a,a+s) ⊗ f2)
= f3 ⊗ 1(b,b+t) + f4 ⊗ 1(0,t) + S
4
t (1(0,s) ⊗ f1) + S
3
t F1(1(a,a+s) ⊗ f2) + S
4
t F2(1(a,a+s) ⊗ f2).
(5.8)
Fix t = b. Let P[0,s) ⊗ I(0,b) ⊗ I be the projection of L
2(0,∞) ⊗ L2(0, b) ⊗ k onto
L2(0, s)⊗L2(0, b)⊗ k. Now applying
(
P[0,s) ⊗ I(0,b) ⊗ I
)
E1 in equations 5.7 and 5.8 , we
get
1(0,s) ⊗ f1 =
(
P[0,s) ⊗ I(0,b)
)
f4 ⊗ 1(0,b).
Thanks to Lemma 5.12,(
P[0,s) ⊗ I
)
f4 = 1(0,s) ⊗ k, and f1 = 1(0,b) ⊗ k, for some k ∈ k, ∀ s ∈ R+.
By letting s→∞, we get f4 = 1R+⊗k, but since f4 is square integrable k = 0. Therefore
f4 = 0 and f1 = 0.
Now we have from Equations 5.8 and 5.7
1(a,0) ⊗ f2 + S
2
s (f3 ⊗ 1(b,b+t)) = f3 ⊗ 1(b,b+t) + S
AT
(0,t)(1(a,a+s) ⊗ f2).
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Let I(a,0)⊗P[b,b+t)⊗I be the projection of L
2(a, 0)⊗L2(b,∞)⊗k onto L2(a, 0)⊗L2(b, b+
t)⊗ k. Now applying
(
I(a,0) ⊗ P[b,b+t) ⊗ I
)
F2 on both sides, for s ≥ −a, we get
1(a,0) ⊗ (P(b,b+t) ⊗ I)f2 = f3 ⊗ 1(b,b+t) ∀t ∈ R+.
By the same argument we get f2 = 0, f3 = 0, and therefore h(s,t) = 0, ∀ s, t ∈ R+. ✷
The following theorem, which is immediate from the above discussions, asserts that
all our examples arising from CCR are of type II0, that is they admit only one unit up
to scalars.
Theorem 5.14. Let P = Rd+ and let A = ×
d
i=1Ri where Ri ∈ {R,R+} with at least one
Ri = R+. Then for the E0-semigroup α
SA associated with the isometric representation
SA,
U(αS
A
) = {{e〈x,µ〉Γ(Sx)}x∈P : µ ∈ Cn}.
Also for the E0-semigroup {α
SAT }x∈R2+ (discussed in Example 4.4),
U(αS
AT ) = {{e〈x,µ〉Γ(SAT )}x∈P : µ ∈ C
n}.
Remark 5.15. Let P = Rd+. Let αi be 1−parameter E0-semigroups αi on B(Hi) for
i = 1, · · ·d. Then we can define an E0-semigroup α =
∏d
i=1 αi on B(⊗
d
i=1Hi) by
α(t1,t2···td)(⊗
d
i=1Xi)) = ⊗
d
i=1αti(Xi), ∀(t1, t2 · · · td) ∈ R
d
+.
We say an E0-semigroup α is factorizable if there exists 1−parameter E0-semigroups αi
for i = 1 · · ·d, such that α is cocycle conjugate to
∏d
i=1 αi.
For the CCR flows αS
A
and αS
AT , all the restricted 1−parameter E0-semigroups are
of type I, whereas the E0-semigroup over P is of type II0. Therefore it follows that the
αS
A
and αS
AT are not factorizable. (Readers may refer to [1] for the definitions of type I
and II, and also it is an easy verification to check tensor product of type I E0-semigroups
is type I.)
6. Standard form and conjugacy
Definition 6.1. An E0-semigroup α on B(H) is said to be in the standard form if there
exists a Ω ∈ H such that
〈Ω|αx(X)Ω〉 = 〈Ω|XΩ〉 ∀x ∈ P, ∀X ∈ B(H).
That is there exists a pure invariant state for α.
When α is in the standard form, there always exists a canonical unit {Tx}x∈P for α,
defined as follows. When XΩ = Y Ω for X, Y ∈ B(X),
‖αx(X)Ω− αx(Y )Ω‖
2 = 〈Ω, αx(X
∗X −X∗Y − Y ∗X + Y ∗Y )Ω〉 = ‖XΩ− Y Ω‖2 = 0.
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Now define TxXΩ = αx(X)Ω, for all x ∈ P . Then Tx is a well-defined isometry and
T = {Tx : x ∈ P} is a unit for α. We call T as the canonical unit for α.
The following Theorem generalizes a result, known for 1−parameter E0-semigroups,
to E0-semigroups over P .
Theorem 6.2. Let α and β be pure E0-semigroups in standard form. We also assume
that the gauge group action (by left multiplication) on the set of all units is transitive for
α. Then α is cocycle conjugate to β if and only if α is conjugate to β.
Proof. By replacing with a conjugate E0-semigroup, if needed, we assume that both
α and β are acting on same B(H), and that β is a cocycle perturbation of α. Let
Ωα,Ωβ ∈ H be the invariant (unit) vector states for α, β respectively, and let T
α, T β
be the corresponding canonical units. Since, the action of gauge group is transitive on
units, we assume that there exists {Ux : x ∈ P}, a unitary cocycle for α, satisfying
βx = Ad(Ux)αx; UxT
α
x = T
β
x , ∀x ∈ P.
Denote Ax = αx(B(H))
′,Bx = βx(B(H))′. Then Ax ⊆ Ay,Bx ⊆ By if x ≤ y, and
since both α and β are pure, we have∨
x∈P
Ax = B(H) =
∨
x∈P
Bx.
It is easy to verify that θx = Ad(Ux)|Ax is an isomorphism between Ax and Bx for all
x ∈ P . Further, for x ≤ y, and T ∈ Ax,
UyTU
∗
y = Uxαx(Uy−x)Tαx(Uy−x)
∗U∗x = UxTαx
(
Uy−xU∗y−x
)
U∗x = UxTU
∗
x ,
and hence θy|Ax = θx. In particular if T ∈ Ax ∩Ay for some x, y ∈ P , then
θx(T ) = θx+y(T ) = θy(T ).
Therefore, if we define UTΩα = θx(T )Ωβ when T ∈ Ax, then U is well-defined.
Notice for any T ∈ Ax, (T
α
x )
∗TT αx commutes with all operators in B(H), hence is a
scalar multiple of the identity operator. For the same reason, for any S ∈ Bx, (T
β
x )
∗ST βx
is also a scalar multiple of the identity operator. We denote that both these scalar by
〈TT αx , T
α
x 〉x and 〈ST
β
x , T
β
x 〉x respectively. Now for S ∈ Ax, T ∈ Ay we have
〈θx(T )Ωβ|θy(S)Ωβ〉 = 〈Ux+yS
∗TU∗x+yΩβ |Ωβ〉 = 〈S
∗TU∗x+yT
β
x+yΩβ |U
∗
x+yT
β
x+yΩβ〉
= 〈S∗TT αx+yΩβ |T
α
x+yΩβ〉 = 〈S
∗TT αx+y|T
α
x+y〉x+y‖Ωβ‖
2
= 〈S∗TT αx+y|T
α
x+y〉x+y‖Ωα‖
2 = 〈S∗TT αx+yΩα|T
α
x+yΩα〉 = 〈TΩα, SΩα〉
So U preserves inner products and extends as a unitary map on H .
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For T ∈ Ax, S ∈ By,
Ad(U)(T )SΩβ = UTU
∗SΩβ = UTU∗ySUyΩα = Ux+yTU
∗
ySUyU
∗
x+yΩβ
= Ux+yTU
∗
ySUyU
∗
yβy(U
∗
x)Ωβ = Ux+yTU
∗
x+ySΩβ.
So we have Ad(U)(T ) = θx+y(T ) = θx(T ) for all T ∈ Ax.
To complete the proof it is enough if we prove that
Ad(U)αxAd(U
∗) = Ad(Ux)αx ∀x ∈ P.
Thanks to the purity of β, it is enough to verify this relation for arbitrary T ∈ By.
Indeed,
Ad(U)(αx((Ad(U
∗))(T ))) = Ad(U)(αx((Ad(U
∗
y ))(T ))) = Ad(Ux+y)(αx((Ad(U
∗
y ))(T )))
= Uxαx(Uy)αx(U
∗
yTUy)αx(Uy)
∗U∗x = Uxαx(T )U
∗
x ∀x ∈ P.
The proof of the theorem is completed now. ✷
Remark 6.3. The examples of CCR flows αS
A
and αS
AT considered in this Section are
in standard form, with vacuum vector providing the invariant states. Further, since they
admit only one unit up to scalars, the gauge group action is transitive. So these examples,
among themselves, are cocycle conjugate if and only if they are conjugate.
7. The Gauge group
In this section we describe the gauge group invariant of CCR flows. The computation
of the gauge group is used to distinguish CCR flows up to cocycle conjugacy.
Recall that a gauge cocycle for an E0-semigroup α on B(H) is a unitary cocycle
U = {Ux}x∈P satisfying Ux ∈ αx(B(H))′ for all x ∈ P . Under the multiplication
(UV )x := UxVx, the collection of all gauge cocycles forms a group, called the gauge
group of α. We denote the gauge group by G(α), We endow G(α) with the topology of
uniform convergence on compact subsets of P where the the unitary group of H is given
the strong operator topology. Gauge group is a cocycle conjugacy invariant, whose proof
is exactly similar to the 1−parameter case in [1, Proposition 2.8.2]. We need a slightly
stronger statement of the following Remark, to distinguish our examples.
Remark 7.1. For any E0-semigroup α over P ⊆ R
d on B(H), the additive group Rd
forms a normal subgroup, identified with scalar multiplication by {ei〈λ|x〉}x∈P for λ ∈ Rd.
We denote the quotient group of this normal group in G(α) by G0(α). Since these scalars
are preserved under the identification between the gauge of two cocycle conjugate E0-
semigroups, G0(α) is also a cocycle conjugacy invariant.
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For any V : P → B(K), a strictly continuous semigroup of isometric representation,
we denote MV = {Vx, V
∗
x : x ∈ P}
′. Let Ex = 1 − VxV ∗x . For a unitary u ∈ U(MV ), we
define ux = uEx + (1− Ex).
Define GV , as a set, by GV = R
d × A V (P ) × U(MV ). Notice for h, g ∈ A
V (P ) the
continuous function λ(x) = 〈hx|gx〉 satisfies λ(x+ y) = λ(x) + λ(y) for all x, y ∈ P . So,
by Lemma 5.7, there exists a c(h, g) ∈ Cd satisfying 〈hx|gx〉 = 〈x|c(h, g)〉 for all x ∈ P .
Now define multiplication on GV by
(λ, h, u)(µ, g, v) = (λ+ µ− Im(c(h, ug)), h+ ug, uv),
for λ, µ ∈ Rd, h, g ∈ A V (P ), u, v ∈ U(MV ). It is easy to verify that GV forms a group
under this multiplication. We endow GV with the product topology given by the standard
topology on Rd, the topology of uniform convergence on compact subsets of P on A V (P )
and the strong operator topology on U(M).
Theorem 7.2. Let αV be the CCR flow associated to a pure strictly continuous semigroup
of isometric representation V . Then G(αV ) is isomorphic to GV , with the isomorphism
given by
(λ, h, u) −→ {ei〈λ|x〉W (hx)Γ(ux)}x∈P .
Proof. Given any (λ, h, u) ∈ GV it is easy to verify that {e
i〈λ|x〉W (hx)Γ(ux) : x ∈ P}
forms a gauge cocycle for αV , and that the product structure coincides under the
above identification. If (λ(n), h(n), u(n)) → (λ, h, u) in the topology of GV , then it is
not difficult to verify that ei〈λ
(n)|x〉W (h(n)x )Γ(u
(n)
x ) strong converges uniformly on com-
pact subsets of P , by using the continuity of the exponential vectors. Conversely if
U
(n)
x = ei〈λ
(n)|x〉W (h(n)x )Γ(u
(n)
x ) converges uniformly on compact subsets of P in the strong
operator topology, then we may conclude as before, by projecting U
(n)
x e(0), onto Ce(0)
and onto the 1−particle space, that h(n) converges uniformly on compact subsets of K
to h. Now the convergence of U
(n)
x e(z) uniformly on compact subsets of P imply, again
by projecting onto the 1−particle space, that u(n)Exz converges to uExz uniformly over
compact subsets of P . Now the set {Exz : x ∈ P, z ∈ K} is total in K, it follows that u
(n)
converges to u strongly. We have verified that the topologies of GV and G(α
V ) coincide.
It can also be verified, by evaluating on exponential vectors, that the map is injective.
To prove surjectivity, let {Ux : x ∈ P} ∈ G(α). For any a ∈ Ω, the one parameter
semigroup of isometries V a := {Vta}t∈R+ is pure. Thanks to [1, Theorem 3.8.4], there
exist λa,∈ R , {h
a
t }t∈R+ an additive cocycle for V
a and a unitary ua ∈ {Vta : t ∈ R+}
′
such that Uta = e
itλaW (hat )Γ(u
aEta+1−Eta). Fix a, b ∈ Ω. Using the fact that {Ux}x∈P
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is a unitary cocycle, compute as follows to observe that
Uta+sb = Utaα
V
ta (Usb)
= eitλaW (hat )Γ(u
aEta + 1− Eta)e
isλbW (Vtah
b
s)Γ(Eta + Vta(u
bEsb + 1−Esb)V
∗
ta)
= ei(tλa+sλb)W (hat + Vtah
b
s)Γ
(
uaEta + Vta(u
bEsb + 1− Esb)V
∗
ta
)(7.9)
In the above computation we have used EtaVta = 0. Similarly on the other hand, we
have
Uta+sb = Usbα
V
sb (Uta)
= ei(tλa+sλb)W (hbs + Vsbh
a
t )Γ
(
ubEsb + Vsb(u
aEta + (1− Eta))V
∗
sb
)
(7.10)
From Equations 7.9 and 7.10, we have
uaEta + Vta(u
bEsb + (1−Esb)V
∗
ta = u
bEsb + Vsb(u
aEta + 1− Eta)V
∗
sb(7.11)
and
hat + Vtah
b
s = h
b
s + Vsbh
a
t .(7.12)
For a ∈ Ω. Set ha = h
a
1, from 7.12 we can write
ha + Vahb = hb + Vbha for every a, b ∈ Ω.
By letting s→∞ in 7.11, we conclude that
(7.13) uaEta + Vtau
bV ∗ta = u
b
Now letting t → ∞ we get ua = ub. Also, by applying Vta in right on both sides of
Equation 7.13 (and setting t = 1), we have Vau
b = ubVa. Since u
b is unitary, it commutes
with V ∗a as well. Now, since a ∈ Ω is arbitrary and Ω is dense in P , by the strong
continuity, we have ub ∈ MV . Thus we have shown that there exists a u ∈ U(MV ) such
that for every a ∈ Ω, there exists φ(a) ∈ T, ha ∈ K such that V
∗
a ha = 0 and
Ua = φ(a)W (ha)Γ(ua).
The fact that the map T×K × U(K) ∋ (λ, ξ, U)→ λW (ξ)Γ(U) ∈ U(Γ(K)) is injective
implies that Ω ∋→ a→ φ(a) ∈ T and Ω ∋ a→ ha ∈ K are well defined maps. That φ is
a homomorphism and {ha}a∈Ω is an additive cocycle follows from the cocycle condition
of {Ua}a∈Ω. Now Lemma 5.7 implies that there exists λ ∈ Rd such that φ(a) = ei〈λ|a〉.
By Lemma 5.9, h extends to an additive cocycle on P , which we still denote by h. Now
the gauge cocycle {ei〈x,λ〉W (hx)Γ(ux) : x ∈ P} coincides with U on the dense subset Ω
hence is same as U . This completes the proof. ✷
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Remark 7.3. If u ∈ B(L2(Rd+)⊗ k) commutes with {Sx : x ∈ P}, then u is of the form
IL2(Rd+) ⊗ u for some u ∈ U(k). This implies that the commutant of the von Neumann
algebra generated by {Sx : s ∈ P} is {1 ⊗ T : T ∈ B(k)}. In the proof of the following
corollary and in the next Section we use this well-known fact.
The following corollary, which follows from Theorem 6.2, Theorem 7.2 and above
Remark, provides a countably infinite family of mutually non-cocycle-conjugate E0-
semigroups over Rd+.
Corollary 7.4. Let αk be the CCR flow associated with usual shift of multiplicity dim k,
as discussed in Example 4.2. Then G0(α
k) is isomorphic to U(k).
In particular αk1 is cocycle conjugate to αk2 if and only if αk1 is conjugate to αk2 if
and only if dim(k1) = dim(k1).
8. Uncountable many 2-parameter CCR flows
We end our article by showing that there exists uncountable many examples of CCR
flows which are pairwise non-cocycle conjugate, when P = R2+. We need a bit of prepra-
tions before we can achieve this.
Let H1, H2 be Hilbert spaces, and let V
(1), V (2) be isometric representations of P on
H1 and H2 respectively. Suppose T : H2 → H1 is a bounded linear Operator, we say
that T intertwines V (2) and V (1) if for every x ∈ P
V (1)x T = TV
(2)
x and V
(1)∗
x T = TV
(2)∗
x .
We denote the space of all bounded linear operators which intertwines V (2) and V (1) by
L(V (2), V (1)). Notice, when V (1) = V (2) = V , the intertwinner space L(V, V ) is same as
the MV defined in the previous Section.
Let a ∈ R be given. Consider the Hilbert space L2(a,∞). For x ∈ R+, define
S
(a)
x : L2(a,∞)→ L2(a,∞) by
S(a)x (f)(y) :=
f(y − x) if y − x ∈ [a,∞),0 if y − x /∈ [a,∞).
Then the map [0,∞) ∋ x 7→ S
(a)
x ∈ B (L2(a,∞)) is an isometric representation of R+
acting on L2(a,∞). Fix a, b ∈ R. The 1-parameter isometric representations {S
(a)
x }x∈R+,
{S
(b)
x }x∈R+ are unitarily equivalent. If Ub,a : L
2(a,∞)→ L2(b,∞) be the unitary defined
by Ub,af(y) = f(y − b+ a), then Ub,aS
(a)
x = S
(b)
x Ub,a for all x ∈ R+.
For Borel subsets A,B of R, denote the projection of L2(B) onto L2(B ∩ A) by PBA .
We simply write PBA by PA when B is clear from the context. Let a1, a2 ∈ (−∞, 0) be
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given. Define
A1 := [1,∞)× [a1, 0) ∪ [0,∞)× [0,∞),
A2 := [1,∞)× [a2, 0) ∪ [0,∞)× [0,∞).
Note that A1, A2 are R
2
+-modules. With respect to the notation introduced in Example
4.4 we observe that A1 = A
(−1,−a1)
T + (1, a1) and A2 = A
(−1,−a2)
T + (1, a2). For i ∈ {1, 2},
we denote the isometric representation of R2+ associated to Ai of multiplicity 1 by V
(i).
Proposition 8.1. If a1 6= a2, then L(V
(2), V (1)) = {0}.
Proof. Without loss of generality, we can assume that a2 < a1. Let T ∈ L(V
(2), V (1))
be given. Then for every (x, y) ∈ R2+, we have
V
(1)
(x,y)T = TV
(2)
(x,y) and V
(1)∗
(x,y)T = TV
(2)∗
(x,y).
Now write A2 and A1 as
A2 := [1,∞)× [a2,∞) ∪ [0, 1)× [0,∞) and A1 := [1,∞)× [a1,∞) ∪ [0, 1)× [0,∞).
Decompose L2(A2) and L
2(A1) as
(8.14) L2(A2) = K1 ⊕K2 and L
2(A1) = K˜1 ⊕ K˜2,
where K1 = L
2(1,∞) ⊗ L2(a2,∞), K˜1 = L
2(1,∞) ⊗ L2(a1,∞), and K2 = K˜2 =
L2(0, 1)⊗ L2(0,∞) respectively. Write T in the block matrix form with respect to the
decomposition 8.14 as T = (Tij)2×2. Observe that with respect to this decomposition
8.14, we have
V
(2)
(0,y) =
(
1⊗ S
(a2)
y 0
0 1⊗ S
(0)
y
)
and V
(1)
(0,y) =
(
1⊗ S
(a1)
y 0
0 1⊗ S
(0)
y
)
.
The fact V
(1)
(0,y)T = TV
(2)
(0,y) and V
(1)∗
(0,y)T = TV
(2)∗
(0,y) for every y ∈ R+ implies that
(8.15)
(
(1⊗ S(a1)y )T11 (1⊗ S
(a1)
y )T12
(1⊗ S
(0)
y )T21 (1⊗ S
(0)
y )T22
)
=
(
T11(1⊗ S
(a2)
y ) T12(1⊗ S
(0)
y )
T21(1⊗ S
(a2)
y ) T22(1⊗ S
(0)
y )
)
,
and
(8.16)
(
(1⊗ S
(a1)∗
y )T11 (1⊗ S
(a1)∗
y )T12
(1⊗ S
(0)∗
y )T21 (1⊗ S
(0)∗
y )T22
)
=
(
T11(1⊗ S
(a2)∗
y ) T12(1⊗ S
(0)∗
y )
T21(1⊗ S
(a2)∗
y ) T22(1⊗ S
(0)∗
y )
)
.
By equating the (1, 1)th entries of Eq. 8.15 and Eq. 8.16, we conclude that T11(1⊗Ua2,a1)
lies in the commutant of the von Neumann algebra generated by {1 ⊗ S
(a1)
y : y ∈ R+}.
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By Remark 7.3, T11 is of the form X11 ⊗ U
∗
a2,a1
. By comparing other entries of 8.15 and
8.16 we conclude that T is of the form
T = (Tij) =
(
X11 ⊗ U
∗
a2,a1
X12 ⊗ Ua1,0
X21 ⊗ U
∗
a2,0
X22 ⊗ 1
)
.
Decompose L2(a1,∞) and L
2(a2,∞) as L
2(a1, 0)⊕L
2(0,∞) and L2(a2, a1)⊕L
2(a1, 0)⊕
L2(0,∞) respectively. Then with respect to the decomposition
L2(A2) = (L
2(1,∞)⊗ L2(a2, a1))⊕ (L
2(1,∞)⊗ L2(a1, 0))⊕ (L
2(1,∞)⊗ L2(0,∞))⊕
(L2(0, 1)⊗ L2(0,∞)) ,
L2(A1) = (L
2(1,∞)⊗ L2(a1, 0))⊕ (L
2(1,∞)⊗ L2(0,∞))⊕ (L2(0, 1)⊗ L2(0,∞)) ,
T is of the form
(8.17)
T =
X11 ⊗ P(a1,0)U
∗
a2,a1
P(a2,a1) X11 ⊗ P(a1,0)U
∗
a2,a1
P(a1,0) X11 ⊗ P(a1,0)U
∗
a2,a1
P(0,∞) X12 ⊗ P(a1,0)Ua1,0
X11 ⊗ P(0,∞)U
∗
a2,a1
P(a2,a1) X11 ⊗ P(0,∞)U
∗
a2,a1
P(a1,0) X11 ⊗ P(0,∞)U
∗
a2,a1
P(0,∞) X12 ⊗ P(0,∞)Ua1,0
X21 ⊗ U∗a2,0P(a2,a1) X21 ⊗ U
∗
a2,0P(a1,0) X21 ⊗ U
∗
a2,0P(0,∞) X22 ⊗ 1

Proceeding in a similar way with the equalities V
(1)
(x,0)T = TV
(2)
(x,0) and V
(1)∗
(x,0)T = TV
(2)∗
(x,0)
for all x ∈ R+, we obtain that T is of the form
(8.18) T =
 1⊗ Y11 1⊗ Y12 U1,0P(1,∞) ⊗ Y13 U1,0P(0,1) ⊗ Y13P(1,∞)U∗1,0 ⊗ Y21 P(1,∞)U∗1,0 ⊗ Y22 1⊗ Y23 0
P(0,1)U
∗
1,0 ⊗ Y21 P(0,1)U
∗
1,0 ⊗ Y22 0 1⊗ Y23

Since (2, 4)th and (3, 3)th entries of 8.18 are zero, the corresponding entries in 8.17 are
zero which implies that X12 = X21 = 0. Hence (1, 4)
th, (3, 1)th and (3, 2)th entries of 8.17
are zero. Comparing their entries with 8.18, we obtain Y13 = Y21 = Y22 = 0. This implies
that the (2, 2)th-entry of 8.18 is zero. But P(0,∞)U∗a2,a1P(a1,0) 6= 0. Thus X11 = 0. This in
turn implies that Y23 = 0. As a consequence, we have T = 0. This completes the proof.
✷
Now we assume that a1 = a2 = a, A1 = A2 = A and V
(1) = V (2) = V .
Proposition 8.2. L(V, V ) = MV = C1.
Proof. Let T ∈ MV , then for every (x, y) ∈ R
2
+, we have V(x,y)T = TV(x,y) and V
∗
(x,y)T =
TV ∗(x,y). As before write A as A := [1,∞)× [a,∞)∪ [0, 1)× [0,∞), and decompose L
2(A)
as
(8.19) L2(A) = K1 ⊕K2,
where K1 = L
2(1,∞)⊗ L2(a,∞), and K2 = L
2(0, 1)⊗ L2(0,∞) respectively.
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Write T and V(0,y) in the block matrix form with respect to the decomposition 8.19 as
T = (Tij)2×2 and V(0,y) =
(
1⊗ S
(a)
y 0
0 1⊗ S
(0)
y
)
.
The fact V(0,y)T = TV(0,y) and V
∗
(0,y)T = TV
∗
(0,y) for every y ∈ R+ implies that
(8.20)
(
(1⊗ S
(a)
y )T11 (1⊗ S
(a)
y )T12
(1⊗ S
(0)
y )T21 (1⊗ S
(0)
y )T22
)
=
(
T11(1⊗ S
(a)
y ) T12(1⊗ S
(0)
y )
T21(1⊗ S
(a)
y ) T22(1⊗ S
(0)
y )
)
,
and
(8.21)
(
(1⊗ S
(a)∗
y )T11 (1⊗ S
(a)∗
y )T12
(1⊗ S
(0)∗
y )T21 (1⊗ S
(0)∗
y )T22
)
=
(
T11(1⊗ S
(a)∗
y ) T12(1⊗ S
(0)∗
y )
T21(1⊗ S
(a)∗
y ) T22(1⊗ S
(0)∗
y )
)
.
By equating the (1, 2)th entries of 8.20 and 8.21 we conclude that (1 ⊗ Ua,0)
∗T12 lies in
the commutant of the von Neumann algebra generated by {1 ⊗ S
(0)
y : y ∈ R+}. By
Remark 7.3, T11 is of the form X11 ⊗ Ua,0. By comparing other entries of 8.20 and 8.21
we conclude that T is of the form
T = (Tij) =
(
X11 ⊗ 1 X12 ⊗ Ua,0
X21 ⊗ U
∗
a,0 X22 ⊗ 1
)
.
Now decompose L2(a,∞) as L2(a, 0)⊕L2(0,∞). Then with respect to the decomposition
L2(A) = L2(1,∞)⊗ L2(a, 0)⊕ L2(1,∞)⊗ L2(0,∞)⊕ L2(0, 1)⊗ L2(0,∞),
T is of the form
(8.22) T =
 X11 ⊗ 1 0 X12 ⊗ P(a,0)Ua,00 X11 ⊗ 1 X12 ⊗ P(0,∞)Ua,0
X21 ⊗ U
∗
a,0P(a,0) X21 ⊗ U
∗
a,0P(0,∞) X22 ⊗ 1

Proceeding in a similar way with the equalities V(x,0)T = TV(x,0) and V
∗
(x,0)T = TV
∗
(x,0)
for all x ∈ R+, we obtain that T is of the form
(8.23) T =
 1⊗ Y11 U1,0P(1,∞) ⊗ Y12 U1,0P(0,1) ⊗ Y12P(1,∞)U∗1,0 ⊗ Y21 1⊗ Y22 0
P(0,1)U
∗
1,0 ⊗ Y21 0 1⊗ Y22

comparing 8.22 and 8.23, we conclude that T = λ 1, for some λ ∈ C. ✷
Let k1, k2 be separable Hilbert spaces with dim(k1), dim(k2) ∈ N ∪ {∞}. Also let
V (Ai,ki) be the isometric representation of R2+ associated to Ai of multiplicity dim(ki),
and α(Ai,ki) be the CCR-flow associated to isometric representation V (Ai,ki), for i ∈
{1, 2}. From the above discussions and from Proposition 5.13 the following Corollary is
immediate.
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Corollary 8.3. For i = 1, 2, we have the following.
(i) If a1 6= a2 then L
(
V (A2,k2), V (A1,k1)
)
= {0}.
(ii) The von Neumann algebra MV (Ai,ki) is isomorphic to B(ki).
(iii) G0(α
V (Ai,ki)) is isomorphic to U(ki).
The following theorem exhibits uncountably many non-cocycle-conjugate CCR flows.
Theorem 8.4. Let α(A1,k1) and α(A2,k2) be the CCR-flows associated to isometric repre-
sentations V (A1,k1) and V (A2,k2) respectively. Then following statements are equivalent
(i) The isometric representations V (A1,k1) and V (A2,k2) are conjugate.
(iii) The E0−semigroups α
(A1,k1) and α(A2,k2) are conjugate
(iii) The E0−semigroups α
(A1,k1) and α(A2,k2) are cocycle conjugate
(iv) dim(k1) = dim(k2) and a1 = a2.
Proof. The only non-trivial implication we need to prove is (iii) =⇒ (iv). So we
assume that α(A1,k1) is cocycle conjugate to α(A2,k2). Since the Lie group dimension U(k)
is dim(k)2, we immediately conclude, from (iii) of Corollary 8.3, that dim(k1) = dim(k2).
So we assume k1 = k2 = k.
Now suppose that a1 6= a2. Our assumption that α
(A1,k1) is cocycle conjugate to
α(A2,k2), implies that α(A1,k)⊗α(A1,C) (∼= α(A1,k⊕C)) is cocycle conjugate to α(A2,k)⊗α(A1,C).
Note that α(A2,k) ⊗ α(A1,C) is the CCR-flow associated to the isometric representation
V (A2,k) ⊕ V (A1,C). By Corollary 8.3, we obtain
MV (A2,k)⊕V (A1,C) = L
(
V (A2,k) ⊕ V (A1,C), V (A2,k) ⊕ V (A1,C)
)
= L
(
V (A2,k), V (A2,k)
)
⊕ L
(
V (A1,C), V (A1,C)
)
.
Hence, by Corollary 8.3 and Theorem 7.2, G0(α
(A2,k)⊗α(A1,C)) is isomorphic to U(k)×T.
But G0(α
(A1,k⊕C)) is U(k ⊕ C), which is clearly not isomorphic to U(k) × T. This is a
contradiction. Hence a1 = a2. This completes the proof. ✷
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