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1 Introduction
Counting processes and in particular Cox processes have been used for many years
to model a large variety of situations from neuroscience [see 2, 7, 10] to seismic
[see 12], financial [see 11], insurance [see 1] or biophysical data [see 9]. Recall
that a Cox process N = (Nt)t∈[0,1] with random intensity λ =
(
λ(t)
)
t∈[0,1] is a
counting process such that the conditional distribution of N given λ is a Poisson
process with intensity λ. In all the previous situations one of the main problem
can be summarized as the estimation of the intensity λ of the process [see 14].
Note that when Cox process data arise the intensity of the process is mainly
not directly observed but a co-process is observed instead. Returning to one of
the previous example, in single-molecule experiments only the peaks inducing
the counting process and an underlying process are observed [see 9]. Another
example can be found in car insurance [see 1] where the counting process models
the occurrence of car crash that are subject to weather conditions. In these cases
the counting process N = (Nt)t∈[0,1] that naturally raises is accompanied with a
co-process Z = (Zt)t∈[0,1] such that the conditional law of N given Z is a Poisson
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process with intensity θ(t, Z) where θ is a deterministic function. By a slight
abuse we shall call Cox process such a counting process. From a statistical point
of view one of the major issue is to estimate the deterministic function θ using n
independent copies (N1, Z1), . . . , (Nn, Zn) of (N,Z). However, such an approach
is subject to the curse of dimensionality as the covariate Z takes its values in an
infinite dimension space as seen in O’Sullivan [13].
When dealing with practical problems it is often unnecessary, or at least not
strictly required for the modeling, to observe the full trajectory of the co-process.
One can instead observe the values taken by the co-process at some well cho-
sen random times that cover most of the information in the co-process. In this
model the co-process is observed at a finite number of random times thereby
circumventing the curse of dimensionality.
In this paper we consider the following model: let N = (Nt)t∈[0,1] be a counting
process and Z = (Zt)t∈[0,1] be a Rd-valued co-process. We assume that N admits
a random intensity which depends on t and on the observations of Z at random
times S1 < S2 < . . ..
More precisely, given the σ-algebra S generated by these times, N is a Cox process
with intensity
λ(t, Z) = θS
(
t, ~ZS(t)
)
, (1.1)
where M is the counting process associated to S = (S1, S2, . . .), for any function
z : [0, 1] → R, ~zS(t) denotes the projection (zS1 , . . . , zSMt ) ∈ RdMt and θS(t, ·) is
a function from RdMt into R+.
In the sequel we consider that given S, (N1, Z1), . . . , (Nn, Zn) are independent
and identically distributed (i.i.d.) copies of (N,Z). The goal of this paper is to
construct and study the statistical properties of a kernel-type estimator of λ using
these data. Note that the dimension of our estimation problem, which depends
on the counting process (Mt)t∈[0,1], increases with t. This potentially leads to a
deterioration of the accuracy of any estimation procedure as the time variable
increases.
We consider a substantial data set of historical prices of 495 companies and the
crude oil prices over a period of roughly one year and two months (from 17th
April, 2014 to 23rd June, 2015). The Cox process data consist of the count
of the number of times when the percent returns of said companies go below a
certain threshold with the counting rate depending on the stochastic dynamics
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of the company market capitalization. In this example the company market
capitalization is represented by the action’s trade volume normalized increments
and is observed when the percent return of the crude oil action goes below another
threshold. By analyzing this count, we aim to learn the financial properties of
this 495 companies system.
The paper is organized as follows. Section 2 presents the estimator we propose
and its asymptotic properties. In Section 3 we proceed to a simulation study.
Then in Section 4 we apply the proposed estimator on the real data set presented
above. Technical proofs of the asymptotic properties are postponed to Section 5.
2 Estimation strategy and results
2.1 Estimation strategy
Let t ∈ [0, 1] and z : [0, 1]→ R be fixed. In this section we present the main ideas
behind the construction of our estimator λ˜(t, z) of λ(t, z).
As an introduction to our methodology we consider the ideal case where we
observe θS
(
t, ~ZkS(t)
)
for all k = 1, . . . , n. Then our problem of estimation can
simply be viewed as a regression estimation problem where λ(t, ·) is the regression
function. In this context, the Nadaraya-Watson estimator writes
λˆNW (t, z) =
∑n
k=1 θS
(
t, ~ZkS(t)
)
Hη
(
~zS(t)− ~ZkS(t)
)
∑n
l=1Hη
(
~zS(t)− ~Z lS(t)
) .
where Hη denotes the multivariate product kernel H⊗dMtη where H is a kernel,
that isH ∈ L1(R) such that ∫RH(u)du = 1, η is an S-measurable positive random
variable (called a bandwidth) and Hη(·) = η−1H(η−1·).
In practice θS
(
t, ~ZkS(t)
)
can be estimated using the observations. Indeed, condi-
tionally to S and the σ-algebra Z generated by the co-processes (Z1, . . . , Zn), N
is a non-homogeneous Poisson process with intensity function t 7→ θS
(
t, ~ZkS(t)
)
,
a natural estimator of this intensity is given by
∫ t
0
Kh(t− u)dNku =
Nkt∑
i=1
Kh(t− T ki ),
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where T k1 , T k2 , . . . denote the jumping times of the trajectory Nk, K : R+ → R is
a kernel and h is a bandwidth. Denoting
φˆS,h,η (t, ~zS(t)) =
1
n
n∑
k=1
Nkt∑
i=1
Kh
(
t− T ki
)
Hη
(
~zS(t)− ~ZkS(t)
)
,
fˆS,η
(
~zS(t)
)
=
1
n
n∑
l=1
Hη
(
~zS(t)− ~Z lS(t)
)
,
we define the plug-in estimator by
λˆ (t, z) =
φˆS,h,η
(
t, ~zS(t)
)
fˆS,η
(
~zS(t)
) .
For the sake of stability [see 4] we consider a trimmed version of the previous
estimator
λ˜(t, z) = θ˜S,h,η
(
t, ~zS(t)
)
=
φˆS,h,η
(
t, ~zS(t)
)
f˜S,η
(
~zS(t)
) , (2.1)
where f˜S,η
(
~zS(t)
)
= fˆS,η
(
~zS(t)
)∨ an and (an)n∈N is an S-measurable real-valued
positive decreasing sequence.
2.2 Results
In this paper we are interested in the local behaviour of our estimator. We thus
consider the pointwise mean squared error defined by
MSE(t, z) = E
[(
θ˜S,h,η
(
t, ~zS(t)
)− θS(t, ~zS(t)))2] , (2.2)
and we make local regularity assumptions on the model.
Remark that, almost surely, t ∈]SMt , SMt + 1[= IMt . For any u ∈ IMt , ~ZS(u) =
~ZS(t) ∈ RdMt and θS,Mt(u, ·) = θS(u, ·) is defined from RdMt into R+.
(H1) Given S, for any u ∈ IMt , ~ZS(u) admits a conditional density fMt defined
from RdMt into R+;
(H2) θS,Mt and fMt are positive continuous functions;
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(H3) θS,Mt and fMt are twice differentiable and there exists a random variable
QMt depending on the dimension dMt such that for all 1 ≤ k ≤ dMt,
∀y ∈ RdMt ,
∥∥∥∥ ∂2∂x2k fMt(y)
∥∥∥∥
2
≤ QMt ,
and for all 1 ≤ k ≤ dMt + 1,
∀(y, u) ∈ RdMt × IMt ,
∥∥∥∥ ∂2∂x2k
(
fMt(y)θS,Mt
(
u, ~yS(u)
))∥∥∥∥
2
≤ QMt ,
where ‖·‖2 is the euclidean norm;
(H4) There exists positive constants F0, F∞ and Θ such that ‖θS,Mt‖∞ < ΘMt
and 0 < FMt0 ≤ fMt ≤ FMt∞ <∞.
We also make technical assumptions on the kernels, the sequence an and QMt
(H5) H is a kernel of order 2 (that is, for all j from 1 to 2, ∫R ujH(u)du = 0 and∫
R |H(u)| du < +∞), suppH = [−1, 1] and ‖H‖∞ <∞ ;
(H6) K is a kernel of order 2, K ∈ L4(R) and suppK = [0, 1];
(H7) an =
(
nηdMt
)ε−1 for some ε ∈ (0, 1/2);
(H8) There exists a positive constant Q0(t) such that E[M8t Q4Mt ] ≤ Q0(t). More-
over, for any λ > 0, there exists a positive constant Q1(λ, t) such that
EeλMt < Q1(λ, t).
We are now in position to state our main results. Define the pointwise conditional
mean squared error by
MSES(t, z) = ES
[(
θ˜S,h,η
(
t, ~zS(t)
)− θS(t, ~zS(t)))2] .
Theorem 1. Assume that (H1) to (H8) are satisfied. Let h and η be two S-
measurable bandwidths such that h→ 0, η → 0 nhηdMt → +∞ and nηdMt+4 → 0
almost surely (a.s.) as n → +∞ then the pointwise conditional mean squared
error writes
MSES(t, z) = O
n→+∞
(
h4 + η4 +
1
nhηdMt
)
, P− a.s. (2.3)
5
Note that the optimal choice of the S-measurable bandwidths h and η for the
pointwise conditional mean squared error is then h = η = n−
1
5+dMt . This leads
to the following corollary for the control of the pointwise mean squared error.
Corollary 2. Under the assumptions of theorem 1, the pointwise mean squared
error writes
MSE(t, z) = O
n→+∞
(
E
(
n
− 4
5+dMt
))
, P− a.s. (2.4)
We can get the consistency of our estimator under weaker assumptions as shown
in the following proposition.
Proposition 3. Assume that (H1), (H2) and (H4) to (H7) are satisfied. Let
h and η be two S-measurable bandwidths such that h→ 0, η → 0, nhηdMt → +∞
a.s. as n→ +∞, then
θ˜S,h,η
(
t, ~zS(t)
) P→ θS(t, ~zS(t)).
Theorem 4 shows the asymptotic normality of our estimator.
Theorem 4. Assume that (H1) to (H8) are satisfied. Let h and η be two S-
measurable bandwidths such that h → 0, η → 0, nhηdMt → +∞, nhηdMt+4 → 0,
and nh5ηdMt → 0 a.s. as n → +∞ then for any z : [0, 1] → R such that
θS (t, ~zS(t)) 6= 0
(
nhηdMt
)1/2 θ˜S,h,η(t, ~zS(t))− θS(t, ~zS(t))[
θ˜S,h,η
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 /f˜S,η(~zS(t))]1/2
D−→ N (0, 1).
Remarks. Corollary 2 gives the tools to define optimal bandwidths in terms of
pointwise asymptotic mean squared error. Assumptions must however be made
on the process M to conclude on the convergence rate since the MSE depends
on the quantity E
(
n
− 4
5+dMt
)
. In what follows we assume that M is a renewal
process with inter-arrival times distributed accordingly to a strictly increasing
cumulative distribution function F . The behaviour of the considered expectation
is linked to the local behaviour of F around 0. The two following examples give
incentive on the performances of our estimator for F close to 0 around 0.
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Example 1. Let ε be a positive constant and assume that F (x) = 0 for any
x ∈ [0, ε]. Then,
E
(
n
− 4
5+dMt
)
≤ n− 45P(S0 ≤ t) +
∑
k≥1
[
n−
4
5+dk − n− 45+d(k−1)
]
P(Sk ≤ t)
≤ n− 45 +
b t
ε
c∑
k=1
[
n−
4
5+dk − n− 45+d(k−1)
]
≤ n−
4
5+db tε c .
So that (2) gives
MSE(t, z) = O
n→+∞
(
n
− 4
5+db tεc
)
.
This is the optimal rate of convergence for the nonparametric regression with a
twice continuously differentiable regression function from Rdb tεc+1 to R [see 8].
Example 2. Let ε and α be two positive constants such that α > 1 and assume
that F (x) ≤ exp{−(εx−1)α} , around 0. Then,
E
(
aMt
) ≤ n− 45P(S0 ≤ t) +∑
k≥1
[
n−
4
5+dk − n− 45+d(k−1)
]
P(Sk ≤ t)
≤ n− 45+dk∗ +
∑
k≥k∗+1
kF
(
ε
(3 log k)1/α
)
≤ n− 45+dk∗ ,
where k∗ =
(
t
ε
) α
α−1 3
1
α−1 . So that (2) gives
MSE(t, z) = O
n→+∞
n− 45+d( tε) αα−1 3 1α−1
 .
Remark that if we formally take α = +∞, we get back to the situation of Exam-
ple 1 and the upper bounds coincide as the previous upper bound writes
MSE(t, z) = O
n→+∞
(
n
− 4
5+d tε
)
.
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Note that the rate of convergence of the mean squared error is in-between the
traditional finite-dimensional rate [see 8], and the rates obtained by Biau et al [3]
in the infinite-dimensional setting. This is explained by the particularity of our
model which is itself in-between the finite and infinite-dimensional settings.
3 Simulation study
In this section we aim at studying the performances of our estimator from a
practical point of view. To this end we study our estimator over nMC replications
of Monte Carlo simulations. The squared error, its mean (MSE) defined in (2.2),
median, first and third empirical quartiles as well as the normalized root mean
squared error (NRMSE) defined as follows
NRMSE
(
t, ~ZS(t)
)
:=
√
MSE
(
t, ~ZS(t)
)
θS
(
t, ~ZS(t)
) , (3.1)
are used as indicators of the performances of our estimator and are calculated
over a grid of nt times t in [0, 1].
3.1 Experimental design
The Monte Carlo replications are simulated according to the model (1.1) pre-
sented in the introduction where S and θS are chosen as follows. On the one
hand the inter-arrival times of the counting process M have the same distribu-
tion function than U + ε with U ∼ E(1/ε) for ε > 0, putting ourselves in the
situation of Example 1. On the other hand
θS
(
t, ~ZS(t)
)
= λ0(t) exp
(
sin
(
β · ~ZS(t)
))
, (3.2)
where λ0(t) = ba
(
t
a
)b−1 with a, b > 0, β is a vector of same dimension as ~ZS(t)
and u · v denotes the euclidian inner product of vectors u and v. The co-process
Z is simulated according to a Brownian motion.
Note that the intensity θ is a modified version of the proportional hazards intensity
function that models the dependence of our counting process on the past of the
co-process Z. For β > 0, θS
(
t, ~ZS(t)
)
can be viewed as a stochastic perturbation
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of the intensity of a Weibull process as presented in Figure 1. Remark that for
β ≥ 0.3 the replications look too irregular for a kernel estimator to capture their
behaviour properly. It is due to the increasing impact of the covariates which we
chose to be Brownian.
As (Nt)t∈[0,1] is an inhomogeneous Poisson process conditionally on Z and S,
we can simulate its jumping times by applying the inverse function of Λ(·) =∫ ·
0 θS
(
s, ~ZS(s)
)
ds to the jumping times of a homogeneous Poisson process with
intensity 1. In our case this inverse function writes
Λ−1(u) = Λ−10
Λ0 (Sju) + u− Λ (Sju)
exp
(
sin
(
β · ~ZS(t)
))
 ,
where ju is such that Λ (Sju) ≤ u < Λ (Sju+1) and Λ0(·) =
∫ ·
0 λ0(s)ds. This
allows us to simulate the data according to our model.
We finally take
H(u) =
(
1
2
− 5
8
(3u2 − 1)
)
1|u|≤1,
K(u) = (30u2 − 36u+ 9)10≤u≤1,
so that assumptions (H5) and (H6) are fulfilled.
3.2 Results
Figure 2 represents the theoretical intensity (solid) versus the first and third
empirical quartiles (dashed and dotted) of 100 Monte Carlo replications of our
estimator for n = 500 and β = 0 (top left), β = 0.1 (top right), β = 0.3 (bottom
left) and β = 0.5 (bottom right). The case β = 0 is the one of the estimation
of the intensity of a Weibull process. As β increases, the counting process N
deviates from this simple case to a point where the signal is almost chaotic due
to the influence of the co-process Z for β = 0.5 (see Figure 1). As expected
our estimator is less accurate for high values of t (i.e. high dimensionality) and
quickly varying objective function (e.g. β = 0.5). We also note an artifact for
the estimation around zero. It is a well known issue with kernel estimation on
the edges of the support of the objective function.
In the following we fix β = 0.1.
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Figure 1: 10 replications of the studied intensity (3.2) for β = 0 (top left),
β = 0.1 (top right), β = 0.3 (bottom left) and β = 0.5 (bottom right). The bold
line represents the corresponding intensity for a Weibull process (β = 0).
Figure 3 represents the median (solid line) and the first and third empirical quar-
tiles (dashed and dotted lines) of the squared error of our estimator for 10, 000
Monte Carlo replications of our estimator for n = 500 (Figure 3a and n = 10, 000
(Figure 3b). As expected, the results are far better for n = 10, 000 where the
third quartile does not exceed 14, 000 compared to a maximum of 50, 000 for
n = 500. Remark that these maxima are always attained near to t = 1. That is
explained by the fact that as t increases, the dimension of the estimation problem
increases.
In Table 1 the results are obtained for 10, 000 Monte Carlo replications of our
model for 3 different times and 5 different values of n. The dimensionality of
our estimation problem increases quickly towards 59 at time t = 0.9. This shows
the difficulty of the estimation for small n. We observe nevertheless an increase
in performance for bigger values of n. For n = 10, 000 the NRMSE indicator
stays below 0.2 after time t = 0.3. At this point we seem to have attained the
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Figure 2: Objective intensity (black line) versus first and third (gray lines)
empirical quartiles for 500 observations, nMC = 100, nt = 100 and β = 0 (top
left), β = 0.1 (top right), β = 0.3 (bottom left) and β = 0.5 (bottom right).
asymptotic property for the MSE described in Section 2.2.
4 Application to real data
We study a data set constituted of historical prices of n = 495 companies as well
as the crude oil prices over a period of roughly one year and two months (from
17th April, 2014 to 23rd June, 2015). The companies data are taken from the
website Yahoo Finance so that every company considered composed the S&P500
index on the 23rd June, 2015. The crude oil prices are taken from the website
Investing.com. The Cox process data consist of the count of the number of times
when the percent returns of said companies go below a certain threshold with
the counting rate depending on the stochastic dynamics of the company market
capitalization. In our case the company market capitalization is represented by
the action’s trade volume normalized increments and is observed when the percent
11
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Figure 3: Median, first and third empirical quartiles of the squared error of
our estimator for nMC = 10, 000, nt = 100, β = 0.1 and (a) n = 500 and
(b) n = 10, 000.
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n t Mt λ(t) Estimate MSE NRMSE
0.5 33 36.21 38.15 4.7E+03 1.89
100 0.7 47 110.17 97.50 1.2E+05 3.14
0.9 59 763.96 675.75 6.5E+06 3.34
0.5 33 36.21 38.26 3.4E+02 0.51
250 0.7 47 110.17 92.28 1.3E+03 0.33
0.9 59 763.96 717.24 3E+06 2.27
0.5 33 36.21 38.37 96 0.27
500 0.7 47 110.17 91.51 9.4E+02 0.28
0.9 59 763.96 649.71 4.8E+07 9.06
0.5 33 36.21 38.03 54 0.20
1,000 0.7 47 110.17 92.05 7.1E+02 0.24
0.9 59 763.96 732.71 7.2E+04 0.35
0.5 33 36.21 37.84 11 0.09
10,000 0.7 47 110.17 92.39 3.8E+02 0.18
0.9 59 763.96 743.70 2.9E+03 0.07
Table 1: Mean value of the estimator, mean squared error (2.2) and normalized
root mean squared error (3.1) for nMC = 10, 000 and β = 0.1.
return of the crude oil action below another threshold. By analyzing this count,
we aim to learn the financial properties of this 495 companies system.
Tables 2 and 3 present the layout of the raw data directly taken from the websites
Yahoo Finance and Investing.com. We denote
(
(Y 1t )t∈[0,1], . . . , (Y nt )t∈[0,1]
)
the
Open columns of the Yahoo Finance raw data. It represents the daily open prices
of the actions of the companies. We define the percent returns as follows Xkt :=
Y kt −Y kt−1
Y kt−1
for 1 ≤ k ≤ n. Denote (ζt)t∈[0,1] the Open column of the Investing.com
raw data. In the same way as for the Yahoo Finance raw data it represents
the daily open prices of the crude oil action. We define its percent returns by
ξt :=
ζt−ζt−1
ζt−1 . The Volume columns of the Yahoo Finance data are denoted(
(W 1t )t∈[0,1], . . . , (Wnt )t∈[0,1]
)
. Its normalized increments are defined for 1 ≤ k ≤ n
by Zkt :=
Wkt −Wkt−1
Wkt−1
.
Random times S as well as the counting process N are deduced from these trans-
formed data sets. They are defined such that S1 is the first time at which ξ goes
below α := −0.01, S2 is the second time, etc. and the process N counts the
number of times X goes below β := −0.015. Figure 4 represents the trajectory
13
Date Open High Low Close Volume Adj.Close
2015-06-23 39.89 39.95 39.42 39.60 2053600 39.60
2015-06-22 39.81 40.01 39.73 39.81 3901700 39.81
2015-06-19 39.80 39.94 39.49 39.49 2581000 39.49
2015-06-18 39.80 40.06 39.72 39.90 1865000 39.90
2015-06-17 39.76 39.80 39.32 39.60 1519400 39.60
2015-06-16 39.59 39.81 39.38 39.79 1422600 39.79
2015-06-15 39.63 39.63 39.25 39.52 2320100 39.52
2015-06-12 40.33 40.49 39.74 39.84 2764200 39.84
2015-06-11 40.57 40.60 40.29 40.53 1566000 40.53
2015-06-10 40.40 40.59 40.27 40.52 1787900 40.52
. . .
Table 2: First 10 rows of raw data for Agilent Technologies Inc. taken from Yahoo
Finance.
Date Price Open High Low Vol. Change
2015-06-23 61.01 60.21 61.49 59.55 336.22K 1.04%
2015-06-22 60.38 59.75 60.63 59.27 255.31K 1.29%
2015-06-19 59.97 60.88 60.93 59.24 299.89K -1.40%
2015-06-18 60.82 60.10 61.33 59.67 171.48K 0.81%
2015-06-17 60.33 60.52 61.81 59.34 232.09K -0.20%
2015-06-16 60.45 60.01 60.81 59.88 129.30K 0.75%
2015-06-15 60.00 60.33 60.42 59.19 128.26K -0.66%
2015-06-12 60.40 60.92 61.06 60.18 91.96K -1.34%
2015-06-11 61.22 61.56 61.91 60.65 150.62K -0.97%
2015-06-10 61.82 61.00 62.22 60.88 188.78K 2.00%
. . .
Table 3: First 10 rows of raw data for the crude oil action taken from Invest-
ing.com.
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of ξ and gives an illustration of the construction of S. With this construction we
get a total of 50 times of observation. Remark that these thresholds represent a
1% drop for the percent returns of the crude oil action and a 1.5% drop for the
percent returns of the S&P500 companies action.
2014-04-17 2014-07-15 2014-10-07 2015-01-02 2015-03-30 2015-06-23
α
α
S1 S2 S3
Figure 4: Crude oil action percent returns plus a zoom on a small window of
time to demonstrate the construction of the random times S.
We aim to compare the inhomogeneous Poisson model with our model (1.1). To
this end we compute our estimator over the time span defined by the data and
for 10 chosen trajectories of the covariate process Z. The resulting estimated
intensities are given in Figure 5. In most cases (7 out of 10), we estimate the
same intensity as in the inhomogeneous Poisson model. In the second graph we
observe that for 3 trajectories of Z, taking covariates into consideration in the
model provides estimations that stays close to the inhomogeneous Poisson model
at first and deviates from it after a short moment.
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Figure 5: Estimation of the intensity function λ in the Cox process model (1.1)
for 10 chosen trajectories of the covariate process Z compared to the estimation
for an inhomogeneous Poisson model (bold solid line)
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5 Proofs
In the sequel, C denotes a positive constant that can change of values from line
to line, PS , ES and E˜ respectively stand for P(·|S), E(·|S) and E(·|Z,S). For
fixed t ∈ [0, 1] and z : [0, 1]→ R, we define
φ˜S,h,η
(
t, ~zS(t)
)
=
1
n
n∑
k=1
Hη
(
~zS(t)− ~ZkS(t)
)∫ t
0
Kh(t− s)θS
(
s, ~ZkS(s)
)
ds,
and φ
(
t, ~zS(t)
)
= f
(
~zS(t)
)
θS
(
t, ~zS(t)
)
.
5.1 Proof of Theorem 1
Proof. Define for k = 1, . . . , n the trimmed version of the Nadaraya-Watson
weights as
WkS,η
(
t, ~zS(t)
)
=
1
nHη
(
~zS(t)− ~ZkS(t)
)
1
n
∑n
l=1Hη
(
~zS(t)− ~Z lS(t)
)
∨ an
,
and consider
N¯kt = N
k
t − Λkt , t ∈ [0, 1],
with Λkt = E˜Nkt =
∫ t
0
θS
(
s, ~ZkS(s)
)
ds.
Using these notations we have
θ˜S,h,η
(
t, ~zS(t)
)− θS(t, ~zS(t)) = A+B, (5.1)
where
A =
n∑
k=1
WkS,η
(
t, ~zS(t)
) ∫ t
0
Kh(t− s)dN¯ks , and
B =
n∑
k=1
WkS,η
(
t, ~zS(t)
) ∫ t
0
Kh(t− s)θS
(
s, ~ZkS(s)
)
ds− θS
(
t, ~zS(t)
)
.
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Decomposition (5.1) gives
MSES(t, z) ≤ 2
(
ESA2 + ESB2
)
. (5.2)
On the one hand, since
(
(N¯kt )t∈[0,1] : k = 1, . . . , n
)
are independent trajectories of
a conditional local martingale given S and Z,
ESA2 = ES
 ∑
1≤k≤n
[
WkS,η
(
t, ~zS(t)
)]2
E˜
[(∫ t
0
Kh(t− s)dN¯ks
)2]
≤ ES
(
sup
k=1,...,n
WkS,η
(
t, ~zS(t)
)
E˜
[(∫ t
0
Kh(t− s)dN¯1s
)2])
.
As (N1t )t∈[0,1] is a conditional Poisson process with cumulative intensity function
Λ1t given S and Z, the quadratic variation of (N¯1t )t∈[0,1] is the process (N1t )t∈[0,1].
The Itô isometry hence gives
E˜
[(∫ t
0
Kh(t− s)dN¯1s
)2]
=
∫ t
0
K2h(t− s)θS
(
t, ~Z1S(s)
)
ds.
So that
ESA2 ≤ ES
[
sup
k=1,...,n
WkS,η
(
t, ~zS(t)
) ∫ t
0
K2h(t− s)θS
(
s, ~Z1S(s)
)
ds
]
≤ ‖K‖
2
2Θ
Mt‖H‖dMt∞
nhηdMt
ES
[
1
f˜S,η
(
~zS(t)
)]
≤ ‖K‖
2
2Θ
Mt‖H‖dMt∞
nhηdMt
(
1
FMt0
+ ES
∣∣∣∣∣ 1f˜S,η(~zS(t) − 1f(~zS(t)
∣∣∣∣∣
)
. (5.3)
Combining (5.2), (5.3), lemma 6 and lemma 7, theorem follows.
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5.2 Proof of Proposition 3
Proof. Let ε > 0, and define
A =
{∣∣∣θ˜S,h,η(t, ~zS(t))− θS(t, ~zS(t))∣∣∣ > ε} , and
B =
{∣∣∣f˜S,η(~zS(t))− f(~zS(t))∣∣∣ ≤ F0
2
}
.
Then
PS(A) ≤ PS(A ∩ B) + PS(B¯).
On the one hand,
ES
∣∣∣f˜S,η(~zS(t))− f(~zS(t))∣∣∣2 ≤ ES ∣∣∣fˆS,η(~zS(t))− f(~zS(t))∣∣∣2 + a2n,
usual properties on kernel estimation of the density [see 5] gives
f˜S,η
(
~zS(t)
) L2−→ f(~zS(t)) under PS
so that PS(B¯) −−−−−→
n→+∞ 0.
On the other hand,
A ∩ B =
{∣∣∣φˆS,h,η(t, ~zS(t))f(~zS(t))− φ(t, ~zS(t))f˜S,η(~zS(t))∣∣∣ > εF 20
2
}
,
and Lemma 8 give PS(A∩B) −−−−−→
n→+∞ 0. Combining these results with the domi-
nated convergence theorem, proposition follows.
5.3 Proof of Theorem 4
Proof. Define
An = αn(nhη
dMt)1/2
[
f˜S,η
(
~zS(t)
)− f(~zS(t))] , and
Bn =
f˜S,η
(
~zS(t)
)
f
(
~zS(t)
) (nhηdMt)1/2 φˆS,h,η(t, ~zS(t))− φ(t, ~zS(t))[
φˆS,h,η
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 ]1/2 ,
19
where
αn =
√
φˆS,h,η
(
t, ~zS(t)
)
f
(
~zS(t)
)‖K‖2‖H‖dMt2 .
On the one hand,
αn
PS−→
√
θS
(
t, ~zS(t)
)
f
(
~zS(t)
)‖K‖22‖H‖2dMt2 ≤
√
‖θS‖∞
F0‖K‖22‖H‖2dMt2
,
and
ES
∣∣∣f˜S,η(~zS(t))− f(~zS(t))∣∣∣2 ≤ ES ∣∣∣fˆS,η(~zS(t))− f(~zS(t))∣∣∣2 + a2n,
usual properties on kernel estimation of the density [see 5] gives
nhηdMtES
∣∣∣f˜S,η(~zS(t))− f(~zS(t))∣∣∣2 −−−−−→
n→+∞ 0.
Combining these results with Slutsky lemma gives
An
PS−−−−−→
n→+∞ 0. (5.4)
On the other hand,
ES φˆS,h,η
(
t, ~zS(t)
)
= (Kh,η ∗ ψ)
(
t, ~zS(t)
)
,
with K the product kernel of H and K and
∀(u, y) ∈ [0, t]× RdMt , ψ(u, y) = f(y)θS
(
u, ~yS(u)
)
.
Applying Lemma 5 with kernel K and function ψ gives
ES φˆS,h,η
(
t, ~zS(t)
) ≤ φ(t, ~zS(t))+ (dMt + 1)2
2
max(h2, η2)QMtCH,K ,
where CH,K = max
(∫
R z
2H(z)dz, ∫R u2K(u)du) is a finite constant since H and
20
K are compactly supported. As nh5ηdMt −−−−−→
n→+∞ 0 and nhη
dMt+4 −−−−−→
n→+∞ 0,
(nhηdMt)1/2
ES φˆS,h,η
(
t, ~zS(t)
)− φ(t, ~zS(t))[
φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 ]1/2 −−−−−→n→+∞ 0.
Combining this result with Lemma 9 and Slutsky lemma gives
Bn
D−→ N (0, 1), under PS . (5.5)
As
(nhηdMt)1/2
θ˜S,h,η
(
t, ~zS(t)
)− θS(t, ~zS(t))[
φˆS,h,η
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 /f˜2S,η(~zS(t))]1/2 = Bn −An,
using (5.4) and (5.5), we have
ES
(
eiu(Bn−An)
)
−−−−−→
n→+∞ e
−u2
2 .
Combining this result with the dominated convergence theorem, theorem follows.
6 Appendix
In the sequel C denotes a positive constant under PS that can change of values
from line to line and VarS stands for Var(·|S). For simplicity, we may use the
notations f˜ , θ˜, φˆ and φ˜ instead of f˜S,η, θ˜S,h,η, φˆS,h,η and φ˜S,h,η respectively.
Lemma 5. Let K be a bounded, compactly supported d-variate kernel satisfying∫
Rd
K(z)dz = 1 and
∫
Rd
zK(z)dz = 0.
Let h = diag(h21, . . . , h
2
d) be such that n
−1 |h|−1/2 and all entries of h approach
zero as n tends to +∞. Also, we assume that the ratio of the largest and smallest
eigenvalues of h is bounded for all n.
Denote Kh(z) = |h|−1/2K(h−1/2z).
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Let f be a d-variate function. Also, let Df (z) be the vector of first-order partial
derivatives of f and Hf (z) be the Hessian matrix of f . Let’s assume that for all
1 ≤ k ≤ d,
∀y ∈ Rd,
∥∥∥∥∂2f∂x2k (y)
∥∥∥∥
2
≤ Fd,
where Fd is a positive constant depending on dimension d.
Then ∣∣∣∣∫
Rd
Kh(x− y)f(y)dy − f(x)
∣∣∣∣ ≤ d2‖h‖2Fd
∫
Rd
‖z‖22K(z)dz.
Proof. By the multivariate version of Taylor’s theorem with Lagrange remainder,
for some γ ∈ (0, 1),∣∣∣∣∫
Rd
Kh(x− y)f(y)dy − f(x)
∣∣∣∣ ≤ ∣∣∣∣12
∫
Rd
z>h1/2Hf (x− γh1/2z)h1/2zK(z)dz
∣∣∣∣
≤ 1
2
‖h‖2 sup
y∈Rd
‖Hf (y)‖2
∫
Rd
‖z‖22K(z)dz
≤ d
2
‖h‖2Fd
∫
Rd
‖z‖22K(z)dz,
as
∫
Rd
K(z)dz = 1, and
∫
Rd
zK(z)dz = 0.
Lemma 6. Under the assumptions of Theorem 1, for p = 1
ES
∣∣∣∣∣ 1f˜S,η(~zS(t)) − 1f(~zS(t))
∣∣∣∣∣
p
≤ C0Mt
(
(nηdMt)ε−1 + η2 +
1
(nηdMt)1/2
+
nηdMt+4
(nηdMt)ε
+
1
(nηdMt)ε
)
,
for p = 2,
ES
∣∣∣∣∣ 1f˜S,η(~zS(t)) − 1f(~zS(t))
∣∣∣∣∣
p
≤ C1Mt
(
(nηdMt)2ε−2 +
1
nηdMt
+ η4 +
1
(nηdMt)2ε
+
1
(nηdMt)2ε+1
+
(nηdMt+4)2
(nηdMt)2ε
)
,
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and for p > 2
ES
∣∣∣∣∣ 1f˜S,η(~zS(t)) − 1f(~zS(t))
∣∣∣∣∣
p
≤ C2Mt
(
(nηdMt)pε−p +
1
(nηdMt)p/2
+
1
(nηdMt)p−1
+ η2p +
1
(nηdMt)pε
+
1
(nηdMt)pε+p−1
+
(nηdMt+4)p
(nηdMt)pε
)
,
where C0Mt, C
1
Mt
and C2Mt depend only on d, Mt, QMt , F0, F∞, ‖H‖2, ‖H‖∞ and∫
R z
2H(z)dz.
Proof. Since
1
f˜
(
~zS(t)
) = 1
f
(
~zS(t)
) − f˜(~zS(t))− f(~zS(t))
f2
(
~zS(t)
) +
(
f˜
(
~zS(t)
)− f(~zS(t)))2
f2
(
~zS(t)
)
f˜
(
~zS(t)
) ,
we have∣∣∣∣∣ 1f˜(~zS(t))− 1f(~zS(t))
∣∣∣∣∣
p
≤2p−1

∣∣∣f˜(~zS(t))−f(~zS(t))∣∣∣p
F 2pMt0
+
∣∣∣f˜(~zS(t))−f(~zS(t))∣∣∣2p
F 2pMt0 a
p
n
 .
To control the conditional expectation of this quantity we need to control
ES
∣∣∣f˜(~zS(t))− f(~zS(t))∣∣∣q for q ≥ 1.
We have
ES
∣∣∣f˜S,η(~zS(t))− f(~zS(t))∣∣∣q ≤ ES ∣∣∣fˆS,η(~zS(t))− f(~zS(t))∣∣∣q + aqn
≤ 2q−1ES
∣∣∣fˆS,η(~zS(t))− ES fˆS,η(~zS(t))∣∣∣q
+ 2q−1
∣∣∣ES fˆS,η(~zS(t))− f(~zS(t))∣∣∣q + aqn.
On the one hand, as ES fˆS,η
(
~zS(t)
)
= (H ∗ f)(~zS(t)), applying Lemma 5 with
23
kernel H and function f gives∣∣∣ES fˆS,η(~zS(t))− f(~zS(t))∣∣∣ ≤ dMt
2
η2QMt
∫
RdMt
‖z‖22H(z)dz
≤ 1
2
QMt(dMtη)
2
∫
R
z2H(z)dz.
On the other hand define
ζk = Hη
(
~zS(t)− ~ZkS(t)
)
− ESHη
(
~zS(t)− ~ZkS(t)
)
.
Then
ES
∣∣∣fˆS,η(~zS(t))− ES fˆS,η(~zS(t))∣∣∣q = ES
∣∣∣∣∣ 1n
n∑
k=1
ζk
∣∣∣∣∣
q
.
The ζk’s are conditional i.i.d. random variable given S so that for q ≤ 2, Jensen
inequality gives
ES
∣∣∣∣∣ 1n
n∑
k=1
ζk
∣∣∣∣∣
q
≤ F
qMt/2∞ ‖H‖qdMt2
(nηdMt)q/2
.
For q > 2, by Khintchine inequality [see 6]
ES
∣∣∣∣∣ 1n
n∑
k=1
ζk
∣∣∣∣∣
q
≤ Kq
(
F
qMt/2∞ ‖H‖qdMt2
(nηdMt)q/2
+
2q−2FMt∞ (‖H‖22‖H‖q−2∞ )dMt
(nηdMt)q−1
)
,
where Kq is the global constant in Khintchine inequality depending only on q.
Lemma follows.
Lemma 7. Under the assumptions of Theorem 1,
ESB2 ≤ C3Mt
(
1
nηdMt
+ h4 + η4 + (nηdMt)2ε−2 +
1
(nηdMt)2ε
+
1
(nηdMt)2ε+1
+
(nηdMt+4)2
(nηdMt)2ε
+
1
(nηdMt)2
+
1
(nηdMt)3
+ h8 + η8
+ (nηdMt)4ε−4 +
1
(nηdMt)4ε
+
1
(nηdMt)4ε+3
+
(nηdMt+4)4
(nηdMt)4ε
)
.
where C3Mt depends only on d, Mt, QMt , F0, F∞, Θ, ‖K‖2, ‖H‖2, ‖H‖∞,
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∫
R z
2H(z)dz and ∫R u2K(u)du.
Proof. Since
φ˜
(
t, ~zS(t)
)
f˜
(
~zS(t)
) − φ(t, ~zS(t))
f
(
~zS(t)
) = φ˜(t, ~zS(t))− φ(t, ~zS(t))
f
(
~zS(t)
) + φ˜(t, ~zS(t))
f˜
(
~zS(t)
) − φ˜(t, ~zS(t))
f
(
~zS(t)
) ,
we have
ESB2≤2
(ES ∣∣∣φ˜(t, ~zS(t))− φ(t, ~zS(t))∣∣∣2
F 2Mt0
+ (ΘF∞)2MtES
∣∣∣∣∣ 1f˜(~zS(t)) − 1f(~zS(t))
∣∣∣∣∣
2
+
1
2
ES
∣∣∣φ˜(t, ~zS(t))− φ(t, ~zS(t))∣∣∣4 + 1
2
ES
∣∣∣∣∣ 1f˜(~zS(t)) − 1f(~zS(t))
∣∣∣∣∣
4)
.
Note that for q = 2, 4,
ES
∣∣∣φ˜S,h,η(t, ~zS(t))−φ(t, ~zS(t))∣∣∣q≤ 2q−1(ES ∣∣∣φ˜S,h,η(t, ~zS(t))−ES φ˜S,h,η(t, ~zS(t))∣∣∣q
+
∣∣∣ES φ˜S,h,η(t, ~zS(t))−φ(t, ~zS(t))∣∣∣q ),
where on the one hand, ES φ˜S,h,η
(
t, ~zS(t)
)
= (Kh,η ∗ψ)
(
t, ~zS(t)
)
with K the prod-
uct kernel of H and K and
∀(u, y) ∈ [0, t]× RdMt , ψ(u, y) = f(y)θS
(
u, ~yS(u)
)
.
Applying Lemma 5 with kernel K and function ψ gives∣∣∣ES φ˜S,h,η(t, ~zS(t))− ψ(t, ~zS(t))∣∣∣ ≤ 1
2
(dMt + 1)
2CH,KQMt max(η
2, h2),
where ψ
(
t, ~zS(t)
)
= φ
(
t, ~zS(t)
)
and CH,K = max
(∫
R z
2H(z)dz, ∫R u2K(u)du) is
a finite constant since H and K are compactly supported. On the other hand
define
ξk = Hη
(
~zS(t)− ~ZkS(t)
)∫ t
0
Kh(t− s)θS
(
s, ~ZkS(s)
)
ds− ES φ˜S,h,η
(
t, ~zS(t)
)
.
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Then
ES
∣∣∣φ˜S,h,η(t, ~zS(t))− ES φ˜S,h,η(t, ~zS(t))∣∣∣q = ES
∣∣∣∣∣ 1n
n∑
k=1
ξk
∣∣∣∣∣
q
.
The ξk are conditional i.i.d. centred random variables given S so that for q ≤ 2,
by Jensen inequality
ES
∣∣∣∣∣ 1n
n∑
k=1
ξk
∣∣∣∣∣
q
≤ F
qMt/2∞ ΘqMt‖H‖qdMt2
(nηdMt)q/2
.
For q > 2, Khintchine inequality gives
ES
∣∣∣∣∣ 1n
n∑
k=1
ξk
∣∣∣∣∣
q
≤ Kq
(
F
qMt/2∞ ΘqMt‖H‖qdMt2
(nηdMt)q/2
+
2q−2FMt∞ ΘqMt(‖H‖22‖H‖q−2∞ )dMt
(nηdMt)q−1
)
.
Using Lemma 6 to control ES
∣∣∣∣ 1f˜(~zS(t)) − 1f(~zS(t))
∣∣∣∣p for p = 2, 4, lemma follows.
Lemma 8. Under the assumptions of Proposition 3, almost surely
ES φˆs,h,η
(
t, ~zS(t)
) −−−−−→
n→+∞ φ
(
t, ~zS(t)
)
and
nhηdMtVarS φˆs,h,η
(
t, ~zS(t)
) −−−−−→
n→+∞ φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 .
Proof. We have
ES φˆS,h,η
(
t, ~zS(t)
)
= (Kh,η ∗ ψ)
(
t, ~zS(t)
)
,
with K the product kernel of H and K and
∀(u, y) ∈ [0, t]× RdMt , ψ(u, y) = f(y)θS
(
u, ~yS(u)
)
.
Applying Lemma I.4 from [5], with kernel K and function ψ gives
ES φ˜S,h,η
(
t, ~zS(t)
) −−−−−→
n→+∞ ψ
(
t, ~zS(t)
)
= φ
(
t, ~zS(t)
)
. (6.1)
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Also,
ES φˆ2S,h,η
(
t, ~zS(t)
)
=
1
n
ESH2η
(
~zS(t)− ~Z1S(t)
)
E˜
(∫ t
0
Kh(t− s)dN1s
)2
+
n− 1
n
E2S φˆS,h,η
(
t, ~zS(t)
)
.
As N is a conditional Poisson process given S and Z,
E˜
(∫ t
0
Kh(t− s)dN1s
)2
=
(∫ t
0
Kh(t− s)θS
(
s, ~Z1S(s)
)
ds
)2
+
∫ t
0
K2h(t− s)θS
(
s, ~ZS(s)
1
)
ds.
Define
K1h,η(u, v, y) = Kh(u)Kh(v)H2η (y), K2h,η(u, y) = K2h(u)H2η (y)
and ψ1 a (dMt + 2)-variate function such that for all (u, v, y) ∈ [0, t]2 × RdMt ,
ψ1(u, v, y) = f(y)θS
(
u, ~yS(u)
)
θS
(
v, ~yS(v)
)
. Then
VarS φˆ2S,h,η
(
t, ~zS(t)
)
=
1
nhηdMt
(K2h,η ∗ ψ) (t, ~zS(t))
+
1
nηdMt
(K1h,η ∗ ψ1) (t, t, ~zS(t))− 1nE2S φˆS,h,η(t, ~zS(t)).
Applying Lemma I.4 from [5], with kernel K1/‖H‖2dMt2 and function ψ1, kernel
K2/‖K‖22‖H‖2dMt2 and function ψ and using (6.1) gives
nhηdMtVarS φˆs,h,η
(
t, ~zS(t)
) −−−−−→
n→+∞ φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 .
Lemma 9. Under the assumptions of Theorem 4,
(nhηdMt)1/2
φˆS,h,η
(
t, ~zS(t)
)− ES φˆS,h,η(t, ~zS(t))(
φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 )1/2
D−→ N (0, 1).
27
Proof. Denote
Lˆk = (nhη
dMt)1/2
Hη
(
~zS(t)− ~ZkS(t)
)∫ t
0
Kh(t− s)dNkS − ES φˆS,η
(
t, ~zS(t)
)
n
(
φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 )1/2 ,
and
Lˆ = (nhηdMt)1/2
φˆS,h,η
(
t, ~zS(t)
)− ES φˆS,h,η(t, ~zS(t))(
φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 )1/2 ,
so that Lˆ =
∑n
k=1 Lˆk. The variables (Lˆ1, Lˆ2, . . .) are conditional independent
random variables given S and
∀k = 1, . . . , n,ESLˆk = 0 and VarSLˆ =
n∑
k=1
VarSLˆk.
To conclude it remains to check that the Lyapunov condition
(VarSLˆ)−(2+δ)/2nES
∣∣∣Lˆ1∣∣∣2+δ → 0, (6.2)
is satisfied for some δ > 0. Remark that
VarSLˆ =
nhηdMt
φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 VarS φˆS,h,η
(
t, ~zS(t)
)
,
and Lemma 8 gives
nhηdMtVarS φˆs,h,η
(
t, ~zS(t)
) −−−−−→
n→+∞ φ
(
t, ~zS(t)
)‖K‖22‖H‖2dMt2 ,
so that VarSLˆ→ 1 as n→ +∞. It suffices to show that nES(|Lˆ1|2+δ) tends to 0
for some δ > 0 to get the Lyapunov condition (6.2) satisfied. Let us take δ = 2,
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then
ES
∣∣∣Lˆ1∣∣∣4 ≤ ( nhηdMt
φ‖K‖22‖H‖2dMt2
)2
9
n4
[
ES
∣∣∣∣Hη (~zS(t)− ~Z1S(t))∫ t
0
Kh(t− s)dN¯1s
∣∣∣∣4
+ ES
∣∣∣∣Hη (~zS(t)− ~Z1S(t))∫ t
0
Kh(t− s)θS
(
s, ~Z1S(s)
)
ds
∣∣∣∣4
+ E4S φˆS,h,η
(
t, ~zS(t)
)]
.
Basic martingale properties as well as the Burkholder-Davis-Gundy inequality
give
nES
∣∣∣Lˆ1∣∣∣4 ≤ Ch2η2dMt
n
(
1
ηdMt
+
1
η3dMt
+ h8 + η8 + 1
)
,
where the constant C depends only on ‖H‖2, ‖K‖2,
∫
R z
2H(z)dz, ∫R z2K(z)dz,
‖θS‖∞, F∞, QMt and dMt. We can conclude that nES(Lˆ41) → 0 as n → +∞.
Lemma follows.
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