A fundamental and frequently overlooked aspect of animal learning is its reliance on compatibility between the learning rules used and the attentional and motivational mechanisms directing them to process the relevant data (called here data-acquisition mechanisms). We propose that this coordinated action, which may first appear fragile and error prone, is in fact extremely powerful, and critical for understanding cognitive evolution. Using basic examples from imprinting and associative learning, we argue that by coevolving to handle the natural distribution of data in the animal's environment, learning and data-acquisition mechanisms are tuned jointly so as to facilitate effective learning using relatively little memory and computation. We then suggest that this coevolutionary process offers a feasible path for the incremental evolution of complex cognitive systems, because it can greatly simplify learning. This is illustrated by considering how animals and humans can use these simple mechanisms to learn complex patterns and represent them in the brain. We conclude with some predictions and suggested directions for experimental and theoretical work.
INTRODUCTION
Just like morphological traits, we would expect that cognitive traits have evolved over time, and thus are best understood in the light of evolutionary theory. However, while it is relatively easy to see how natural selection acts on clearly defined morphological traits, such as limbs, bones or blood vessels, with cognitive traits that in themselves are not well understood, it is difficult to tell what is actually evolving. While attempts to integrate evolutionary theory and cognition are increasingly common, they are largely based on explaining the adaptive value of behavioural mechanisms already studied by psychologists [1] [2] [3] [4] , or on modelling the evolution of particular learning rules [5 -9] that are far too simple to capture complex cognition. We believe that in order to model the evolution of more complex learning or cognitive mechanisms, it is necessary to make some additional assumptions about how they work and how their components can gradually be modified by natural selection. Over the past few years, we have developed a model of learning and cognitive development and explored its ability to explain a range of phenomena [10, 11] . Here, we take an evolutionary approach to examine the model's plausibility and its potential use for the study of cognitive evolution.
The model focuses on two aspects of cognition: learning and data acquisition. In many cases, learning and data acquisition have been studied independently. For example, when studying learning, a subject is typically presented with a set of stimuli that can be viewed as a dataset; experiments are done to see whether the subject can learn rules [12, 13] , or whether it can learn the relative value of different data items [14, 15] . But where does this dataset come from? There are many studies of attentional mechanisms and the use of innate templates to direct the learning process (e.g. input mechanisms in social learning [16] ), but these mechanisms are usually not incorporated into learning models as a way of guiding data selection. For example, computational models for language acquisition use large datasets of child-directed speech without using attentional or communicational cues for data selection [17] [18] [19] . We believe that much of the learning is already determined by the selection of data to acquire. Our model involves mechanisms for both learning and data acquisition-mechanisms that involve a number of parameters. We argue that the parameters for these learning and data-acquisition mechanisms must coevolve to become coordinated so as to result in a system for learning and representing structured data that is evolutionarily and computationally plausible.
Our model assumes that, at all times, an agent has some representation of the information it has acquired this far. This representation is then used for search, prediction, goal-directed behaviour and so on. The model represents the information in terms of a network where nodes (data units) and edges (the links between them) have weights. While the details were critical to our earlier work [10] and its implementation [20] , they do not matter for our present discussion. Roughly speaking, we assume that there is a mechanism that, given new information, modifies the representation-this is what learning means in our setting (see also [21] ). Exactly how it does so depends on certain learning parameters in our model, parameters that are subject to evolutionary pressures. As far as data acquisition goes, note that, at any given time, there is a great wealth of potential information that the agent could acquire. An agent is exposed to a large variety of sensory data: visual, auditory, olfactory and tactile. There is far too much data for anyone to absorb; somehow the agent must decide what to focus on, or treat as relevant, while ignoring the rest. Part of this decision is clearly determined by the agent's sensory mechanisms. Humans, for example, can hear only certain frequencies, and their sense of smell is far more limited than a dog's. But we claim that the rest (i.e. the decision of what to focus on, or to pay attention to) is determined by the representation itself. Data input are recognized as relevant, and thus receive attention, if part of them match or are sufficiently similar to the data that have already been represented, either because they are innate or were acquired through previous experience (the other part of the input can be arbitrary, and hence completely novel). What counts as a match or as 'sufficiently similar', and how much data can be acquired along with the matching part are clearly important questions. While the details are beyond the scope of this paper, again, how this data-acquisition mechanism works depends in part on parameter settings, which are subject to evolutionary pressures. It is these parameters for data acquisition that coevolve with the mechanisms that determine what we can sense and with the learning parameters that determine how the network is modified when new data are acquired.
The power of allowing the learning and data-acquisition mechanisms to coevolve should become clearer after we give a number of examples in §2 and §3, but we can already sketch the main ideas. In our model, acquired data items and the links between them have weights in the memory representation; these weights increase with further observations of those items, and decrease (decay) otherwise. If its weight becomes sufficiently large, a data item becomes fixated in memory; decay then becomes improbable. The probability that a data item is learned is thus determined by how frequently it is observed (or acquired), and by the parameters of weight increase and decrease. These parameters create a window for learning, during which data can either be learned or 'disappear' from the network. We believe that, during this window, additional processes are at work that compare data sequences, segment them based on commonalities and update their weight and link structure in memory representation [10, 11] . We thus get a mechanism for learning the statistical significance of data items and their associations with other items: data items or associations that are rare will decay, while those that are frequent will get fixated and thus learned.
The mechanism as described equates statistical frequency with biological importance. This may not always be appropriate. We thus expect the mechanism to be modified by evolution. This can happen in (at least) two ways. First, the weight increase parameters may evolve to become state-sensitive. For example, a frightening event (rare but important) may result in the weights increasing after only a few observations (even one may suffice), allowing important data to get fixated sooner. Motivational or emotional states may influence learning in this way. Second, the dataacquisition mechanism will evolve to focus on the biologically important events, ignoring those that are less relevant. The combined effect of the learning and data-acquisition mechanisms is that the agent receives less data, much of which decays. However, the selection of data received is not random. It is guided by parameters that have evolved to facilitate effective learning under the animal's ecological conditions, which are characterized by a particular distribution of data items. If these parameters are well tuned, irrelevant data will be filtered out, spurious patterns will eventually decay, and significant data items and the link structure between them will be learned correctly.
If our model is correct, it can help in the study of cognitive evolution in a number of ways. First, it suggests what is evolving: the set of parameters that adjust the weights on data items (and hence the window for learning), and the mechanisms of data acquisition that determine the type and distribution of data acquired by the animal. Simply put, our model suggests that genetic differences in these traits would eventually result in different brains (with various consequences in terms of required size, structure, resources and supporting mechanisms). Second, our model may explain how learning of complex patterns may be feasible even for animals that have little memory and computational power. Many computational models that deal with complex learning tasks need a great deal of memory and computational power because they acquire all the data without forgetting, and then run the statistical analysis. Our model builds in techniques for removing data-they decay away if, roughly speaking, they do not occur frequently enough to be viewed as statistically significant. Third, our model makes a set of testable predictions. It predicts that because learning parameters have evolved to handle a typical rate and distribution of data input in nature, manipulating this input can impair learning in some specific ways that can be tested experimentally.
In the rest of the paper, we use our model to explain a set of learning and cognitive mechanisms and how they might have evolved. We start with basic examples from imprinting and associative learning, and continue with more challenging tasks of learning patterns in time and space (which is needed, for example, in language acquisition). Our observations show how our simple model can lead to significant insight regarding a wide range of phenomena, without requiring complex assumptions or adaptation to specific settings.
We conclude with some predictions and suggested directions for experimental and theoretical work.
IMPRINTING
The principle of coevolving learning and dataacquisition mechanisms may be easiest to explain in the context of imprinting. In filial imprinting, for example, a newly hatched duckling searches for an image that resembles its innate template of a 'mother duck', and then follows this image until it becomes imprinted on it [22, 23] . To some extent, this innate template of a mother works in much the same way as an innate attraction to the characteristics of food types. In both cases, the animal looks for something that matches its innate template; finding a match is rewarding, and shapes future interaction with the environment. Imprinting, however, has a unique feature: it provides a time window for learning-the sensitive period [23, 24] . During this time, the duckling takes the closest, most frequently observed match to its template to be its mother. While this may not always be correct, in practice, it almost always is. It is usually assumed that the template and the sensitive period coevolved in this way to facilitate correct imprinting [23, 25] .
In terms of our model, the innate template can be viewed as the data-acquisition mechanism. It directs the duckling to pay attention to objects that can potentially match the innate template of a mother, and to ignore objects that do not match it well. The sensitive period is the window for learning; the best match (usually the mother) is followed and observed repeatedly, gains weight in memory representation and eventually reaches fixation. Competing stimuli, on the other hand, are gradually neglected, and their weight in memory is likely to decay. There are obviously more specific mechanistic details in any type of imprinting; these can be viewed as different modifications of the learning parameters or the data-acquisition mechanism.
To better understand the evolutionary advantage of such coevolving mechanisms, consider an alternative to filial imprinting which provides an innate template but has no sensitive period. In theory this should work, but the cost of such a mechanism is that the duckling must keep paying attention to all images that resemble the innate template and keep assessing which of them is the best match. This is a wasteful process; in nature, no better mother is likely to be encountered after the first few days, and it could even be risky to keep looking for one (because another adult duck may reject or even brutally attack the duckling). Thus, the combined action of the innate template and the sensitive period offers a better solution. Moreover, it can be highly reliable and it simplifies the learning process by restricting it to a small time window. As a result, fewer data are acquired, less memory is required and less computation is needed for comparing possible candidate matches.
The idea that sensitive periods are adaptive and that their time, duration and intensity are under selection is not new (see discussions in [23, 26, 27] ). It is also well known that because the innate template is not very specific, animals can easily be imprinted on the wrong stimulus if exposed to conditions that are different than those under which they have evolved (e.g. when raised in captivity). This fragility of the imprinting process highlights the fact that its success depends on seeing the right things at the right time. More precisely, imprinting evolved to encounter certain data with a certain distribution. Imprinting would not have evolved if its sensitive period did not lead to an increase in the likelihood of learning the correct stimuli. A situation like this can be demonstrated in some hosts of parasitic birds that use an imprintinglike process to learn to recognize their eggs or nestlings based on what they see during their first breeding [26, 28, 29] . Under some conditions, these birds face the risk of being imprinted on the parasite chick, and consequently rejecting their own offspring. Theoretical models and recent experiments suggest that birds learn to recognize nestlings only when the risk of missimprinting is not too high [29, 30] . Thus, in the case of imprinting, it is quite easy to see that the success of the coevolving learning and data-acquisition mechanism depends on their ability to cope with the expected distribution of data in nature. The process can be simple and reliable because evolution has already provided it with appropriate filters and learning parameters.
ASSOCIATIVE LEARNING
Associative learning has been well studied [31] ; see also recent reviews in this volume [32, 33] . Our goal in this section is to demonstrate that associative learning can be viewed in terms of coevolving learning and data-acquisition mechanisms. We then show in §4 that thinking in these terms may help explain how associative learning can gradually evolve into more complex cognitive mechanisms.
Learning to associate data in the environment with a probability of finding food presents two problems. The first is how to decide which data items should be learned and monitored; the second is to determine how to monitor and represent the reward probability predicted by the data items that are learned/monitored. Most learning models deal with the second problem and ignore the first. It is usually assumed in such models that the subject already knows the alternatives that should be sampled (e.g. buttons or levers to press, keys to peck or flowers to visit); the model captures only the process of sampling and updating the expected value of each alternative [5, 9] or the associative strength between items [31] . In practice, however, the first problemwhat to learn-is equally significant. Psychologists and animal trainers are well aware of the fact that the stimulus to be learned must be close to the reward, in time or in space, in order to be learned [34] [35] [36] [37] . In terms of our model, this closeness requirement is not merely a technical constraint on the neuronal system, but an adaptive part of the data-acquisition mechanism. We say that this is only part of the data-acquisition mechanism because the other, more basic, part is the innate template of the reward itself: the range of shapes, smells and tastes that determine what the animal perceives as food. This template is similar to the innate template in imprinting mechanisms (and, similarly, may be more-or less-specific, depending on selection pressures), but here the goal is not only to learn to recognize food, but also to learn to associate it with relevant data in the environment. For that goal, we believe that an additional data-acquisition mechanism is required, one that captures the required proximity between the reinforcer and the stimuli.
To be more precise, we can say that the dataacquisition mechanism that guides associative learning is the one that determines how close in time or space a data item should be to the reinforcer in order to be acquired as a candidate for association. The reinforcer can either be a food item or a previously learned data item that can now function as a secondary reinforcer. Note that, in this sense, the reinforcers reinforce not only the act of foraging, but also the act of data acquisition. More generally, in our model, the reinforcer can be any data that match data already represented in memory and that indicate that the new input is important or relevant (see [10] for more details). As a result, a data sequence of a certain length is processed; this 'certain length' helps determine which data are deemed relevant and which are ignored. (We use the term 'length' here for simplicity; it can also be a certain radius or neighbourhood around the reinforcer.)
The occurrence of two data items within this acquired sequence (e.g. a food item and a visual cue) is then represented by a link that increases in weight every time that they are observed together again within an acquired data sequence. The weight of this association link can also decay (i.e. decrease). This can happen if the second item in the pair (e.g. the visual cue) is not observed again, or if it is observed, but without the first one (i.e. without food). Thus, there are two tests to pass for a cue to be learned. First, the cue must be sufficiently close in time or space to the reinforcer in order to be included in an acquired data sequence; this is the data-acquisition test. Second, the link between the two items must gain a sufficient level of weight; this is the learning test. The details of how the weight of an item is increased in the learning test may not be simple; various learning rules may determine exactly how experience increases the associative strength of data items (reviewed in [31] ). In terms of our model, they can all be viewed as mechanisms that adjust the weights of nodes and links in the data representation, and they all must coevolve with the proximity requirement in the data-acquisition test.
As in the previous section, to understand the evolutionary advantage of a mechanism that restricts the amount of data, we should consider the alternative possibility. In theory, the subject can acquire and try to remember all the data that can be absorbed by its senses during foraging, and then compare the correlation between each data item and the data representing the experience of receiving food. The problem, however, is that this method is costly in terms of memory and computation, and may produce spurious correlations that can only be identified and eliminated by yet more data and computation. And indeed, as mentioned already, research on learning suggests that humans and animals do not behave this way. Instead, they tend to acquire much less data, and pay attention only to stimuli that are sufficiently close in time or space to the rewarding event.
There is also evidence that the degree of proximity that is required between the learned data and the reinforcer for data acquisition to occur evolves to fit the statistical distribution of the data that should be learned. In taste aversion, for example, animals can associate nausea and vomiting with food eaten hours before [38] . This makes sense because it takes a few hours for the food to be digested and to cause the aversive symptoms. This example demonstrates that a long delay between the reinforcer and the data can evolve when it is adaptive. In most other forms of associative learning, the required proximity is usually on the order of a few seconds [35] ; when spatial proximity is considered, the associated data must be a short distance from the reinforcer [36] , as would be expected if most useful cues for predicting the presence of food are likely to be experienced within this range. If the animal looks only for relevant data in too small a neighbourhood of the reinforcer, it may miss opportunities to learn useful cues. On the other hand, expanding the neighbourhood too much would increase the number of candidate cues significantly, and would complicate the learning task enormously. Note that, in this respect, the relatively long delay in taste aversion is not very costly because this process is focused on data related to food types; in nature, the number of such food types encountered during a few hours or a day is not too high. The situation is completely different when the target for learning is a subtle visual cue that must be sorted out from many dozens of potential cues encountered during only a few hours of foraging activity.
Our model suggests that different types of associative learning can often be viewed as outcomes of learning and data-acquisition mechanisms that coevolve. One obvious source of variation in these outcomes is in the innate reinforcers themselves. Changing them would certainly change the type of data that is learned. Another one, as explained earlier, is in the parameter that determines the required proximity of data to the reinforcer in the data-acquisition mechanism. And finally, differences in the parameters of weight increase and decrease may be expressed as differences between learning that requires a single versus repeated experiences, or between learning that occurs within a few seconds or a few weeks. Furthermore, learning types that have been traditionally classified as different may not be viewed as such by our model. For example, according to our model, classical and operant conditioning differ only in the fact that the first is based on external sensory data, while the second is focused on the data that represent the animal's own actions. In our model, such differences matter only if these data types differ systematically in their likelihood of being acquired or in their learning parameters, issues that are still debated (see also [39, 40] ). According to our model, imprinting can also be viewed as no more than a variant of associative learning (see also [24] ). Links between the innate template and the observed features of the imprinted object eventually reach fixation, while links with competing stimuli decay. An interesting distinction between the links established in imprinting and those in associative learning is that, in imprinting, the links are mainly (or at least initially) based on similarity-that is, similarity of the data item to the template, while in associative learning, they are based on co-occurrence (in time or space) of the data item to the reinforcer. This distinction is not as large Learning and data acquisition A. Lotem and J. Y. Halpern 2689 as it may appear. Similarity links are also involved in associative learning. As mentioned earlier, the initial response to the innate reinforcer is based on recognizing similarity between data input (smell, taste and shape) and a template (as in imprinting), and additional data acquisition can also be based on recognizing similarity to additional learned items that are now acting as secondary reinforcers.
LEARNING STRUCTURE IN TIME AND SPACE
There seems to be a large gap between the associative learning described earlier and the mechanisms required for higher cognitive abilities, such as the ability to construct cognitive maps, to acquire language, or to represent the knowledge held by others [41] [42] [43] [44] . To develop such abilities, humans and animals must learn the statistical regularities in the data, which in turn will enable them to learn how the data are structured, both spatially and temporally. As mentioned in §1, in our previous work, we suggested that during learning, additional processes are at work that compare data sequences, segment them based on commonalities and update their weight and link structure in memory representation [10, 11] . We also described in more detail how such processes can facilitate advanced cognitive abilities such as language acquisition or theory of mind and what evidence is currently available to support the existence of such processes. (See [10, §3.1] for details of an associative learning account of theory of mind that involves data segmentation, network construction and generalization.) Here we focus on the evolution of these learning processes. We suggest that they can evolve from the simple associative principles that we described in the previous sections (see also Heyes [32] for a similar view).
We start by explaining briefly why learning structure in time and space is challenging, and how it can be simplified by the joint action of learning and dataacquisition mechanisms. It is quite common to view cognitive representation as a complex network of data items and their associations in time and space. The problem is how such a network can be constructed by learning. The field of statistical learning offers several possible methods [17, 18, 45] , but they all require much memory and computation. One approach that has been suggested is that of comparing a stimulus stream with other streams or with space-or time-shifted versions of itself, in order to reveal commonalities and differences from which regularities can be inferred [46, 47] that can then be tested for statistical significance [18] . However, two complications arise. First, comparing a sequence with all shifted versions of that sequence and that of all previously acquired sequences is clearly computationally demanding. Second, when testing for statistical significance, we must somehow distinguish between true commonalities and 'coincidental commonalities' in the data. This requires a large corpus of experience. As we have seen, both the first and the second problem arise in the context of associative learning as well. We can deal with them using the same techniques: using the data-acquisition mechanism to limit the data input, and using the learning mechanism to control which data items can be ignored (thanks to decay).
Restricting the process of comparison to the learning window-the time during which the weight is greater than zero but has not reached fixation-has a number of advantages. For one thing, we reduce the amount of data to be processed. We also obtain a powerful test for the statistical significance of data items and their associations. Patterns of co-occurrences that are rare will decay, while those that are frequent will get fixated, and thus learned. This seems appropriate; if an event occurs multiple times in a data window, it is unlikely to be coincidental. Social and contextual cues can modify the rate of weight increase and decrease, thus shaping the size of the learning window during which the search for commonalities is conducted. Finally, data input are restricted to what is deemed relevant by the data-acquisition mechanisms. As discussed earlier for imprinting and associative learning, the ability to learn the patterns that are indeed useful (such as words in a sentence or natural objects or structures in the environment) is greatly improved by the coevolved coordination between the data-acquisition and the learning parameters. Given a certain distribution of data input, the parameters of weight increase and decrease that will be selected are those that facilitate the learning of the most useful patterns and network representation.
We now explain how the proposed process of learning structure could have evolved from simple associative learning. Our goal is not to advocate a particular historical sequence of events, but to demonstrate how the evolutionary transition between such mechanisms could occur. It seems likely that associative learning preceded the ability to learn structure, but the transition could have happened several times, and relatively early in the evolution of sensory systems.
Recall that in our view of associative learning, when an animal recognizes a food item it also acquires a certain amount of 'nearby' data (near in time and/or space). This 'acquisition' of nearby data is modelled by links between 'food' and the acquired data items in the data representation. Most of these links are likely to decay, but those that are based on associations that are experienced repeatedly will increase in weight and survive. Note that this process can already be described as a simple version of the search for commonalities described earlier. First, sensory input is compared with data already represented in memory (a template for food); when food is recognized, a sequence of nearby data is acquired. For example, recognizing FOOD can initiate the acquisition of the unsegmented data sequence 3459FOOD2731. An animal that recognizes FOOD will segment the data sequence as 3459-FOOD-2731 (represented as three nodes with links between them). Suppose that the next time food is observed, it occurs in the data sequence 3450FOOD6680. Again, this sequence is segmented as 3450-FOOD-6680. If the node labelled '3459' from the earlier sequence has not decayed, the animal will recognize the common subsequence '345' in '3459' and '3450'. The resulting data representation may then look like this:
Following repeated co-occurrences, if the item '345' and its links to FOOD gain sufficient weight, '345' itself can become a secondary reinforcer for data acquisition. This means that the data-acquisition mechanism can now acquire data sequences that include '345' even if they do not include 'FOOD'. Thus, a sensory input such as 55713459844 that includes '345' will be segmented into 5571-345-9844, and added to the representation with appropriate links and weights. As a result of this process, the network grows. Some of its nodes and links will increase in weight following repeated occurrences and co-occurrences, while other nodes and links will decay and disappear from the network. The nodes that increase in weight can become secondary reinforcers for data acquisition as described earlier for the node '345'. Secondary reinforcers for data acquisition may not be as strong as (i.e. might have lower weight than) innate ones (e.g. food). The extent to which secondary reinforcers increase the likelihood of acquiring additional data should depend on the extent to which such data can contribute to survival. The parameters adjusting the weights of the secondary reinforcers as a function of experience should evolve to optimize the data-acquisition process.
Before we continue, let us note that the process described earlier can also facilitate a search for commonality within a sequence (i.e. commonalities between a sequence and a space-or time-shifted version of itself). For example, suppose that the sequence 3159FOOD3148 is acquired, and the animal not only recognizes FOOD, but can also recognize the subsequence 31 at different locations within the sequence. This results in the sequence being segmented as 31-59-FOOD-31-48. Whether the node representing 31 decays or reaches fixation depends on further observations. Only a few steps are still needed to make the earliermentioned process be virtually the same as the process of learning structure that was described earlier. Consider a primitive animal that crawls along while searching for food by occasionally digging or probing the soil at random. When food is found, it acquires some nearby data as described earlier, using associative learning, and thus learns some cues that can direct its future decisions as to whether to dig or to keep crawling. However, a relatively simple modification can facilitate an important transition: imagine that instead of acquiring nearby data only when food is found, it now acquires some nearby data every time it moves a step forward. In other words, instead of using food as a reinforcer for data acquisition, the animal is now reinforced to acquire nearby data around its path of movement, receiving streams of data from the environment. A simple accumulation of such data streams could have been counterproductive. However, since the animal already searches for commonalities within and between data sequences, the data will not be accumulated as is. Instead, most of it will be added to the agent's network, and will soon decay, while features that are observed repeatedly and are therefore likely to represent real objects or features in the environment will increase in weight and eventually be learned. Learning such objects and features may help to make sense of the world even if they are not associated with a particular reinforcer. For example, an animal that can easily recognize that the area in front of it contains a mixture of pebbles and branches may benefit precisely because it can learn that these objects are normally not associated with food, and it is best to move forward.
We have just explained how acquiring streams of data and processing them using the basic principles of associative learning results in a process that is virtually the same as our general model for learning structure [10, 11] . We demonstrated this with a specific example in which an animal acquires data along its path of movement, and suggested that this is likely to be adaptive because such data streams include useful things to learn, even though they are not immediately related to food. For similar reasons, it might be useful for a young animal to continuously follow the actions of its parent, regardless of whether the parent finds food. This is because the data surrounding the actions or the foraging sites of an experienced parent are likely to include data items that should be learned. A similar argument can certainly be made for song learning or language acquisition, where the sounds uttered by the parent are clearly the target for learning. In such cases, the data-acquisition mechanism includes the parent's actions or voice as the reinforcer for data acquisition, and a set of parameters that determine the range of nearby data that is deemed relevant for acquisition. The learning parameters (of weight increase and decrease) should then evolve to handle the acquired data input in a way that optimizes learning of useful patterns and structure.
We have argued elsewhere that by recursively applying these principles of comparison of data streams within a restricted learning window, further associations can be detected and hierarchical structure can be constructed in the data representation [10, 11, 20] . We also suggested that, as part of this process, similarity can be identified at the level of link structure, which facilitates generalization and the use of context. For example, a child may classify as 'similar' items that are visually different, such as apples and bananas, because they have many similar links (e.g. they are associated with being picked from trees, eaten by people, have a juicy sweet taste and mentioned together with the word fruits). Thus, commonalities in incoming data may be identified at higher levels of organization; consequently, associations between more abstract concepts or ideas can be represented in the network [10, 20] . Here, however, we attempt to demonstrate that using the framework of coevolving data-acquisition and learning mechanisms, all these processes can evolve from the same set of simple principles as those used in associative learning.
EVOLVING BRAINS
What is the difference between the brain of a sparrow and a crow, or a dog and a child? Can it be explained in terms of different data-acquisition and learning parameters? Obviously, there is much more to a brain than what we have captured so far in our model. The processes described in our model must eventually be explained in terms of neuronal structures and Learning and data acquisition A. Lotem and J. Y. Halpern 2691 activities, and the proposed network should exist within brain organs that store and handle the relevant types of data (e.g. visual, acoustic, motor, spatial). The network must also be structured in a way that allows efficient search; moreover, a whole set of processes is required to explain how the network can be used to produce and execute behaviours. We have suggested elsewhere how some of this might be done [10] , but these are clearly questions awaiting future research. However, regardless of exactly how these additional tasks are performed, they all must be supported by the network. And because the network is constructed through the joint action of data-acquisition and learning mechanisms, these mechanisms and their parameters should be responsible for many of the evolved differences in cognitive abilities. We have already suggested this possibility briefly in §1; we are now in a position to evaluate this idea better.
At the simplest level, relating cognitive differences to data-acquisition mechanisms is quite intuitive. It results naturally from different innate templates, which direct individuals to search for particular types of food, or to follow their parents and group members, or to listen to particular sounds. Such differences will eventually produce a particular type of representation of the world that is likely to vary across different species. However, the idea goes deeper than that. A house sparrow will probably not be able to make tools like a New Caledonian crow [48] even if it pays careful attention to twigs and leaves, and tries to accumulate data about them. This is almost like expecting that a dog will be able to understand English if it only listens carefully to its owners and acquires long enough strings of spoken language. Acquiring more relevant data is necessary and can help (and some dogs can certainly understand some English [49] ), but is not enough. The reason for this, according to our model, is not only that sparrows or dogs do not have the additional systems required for producing or practicing the behaviour (e.g. the motor skills). It is primarily because the acquired data must be processed using learning parameters that coevolved with the data-acquisition mechanism (i.e. that evolved to handle a certain flow rate and distribution of data input). It is not enough for a dog to acquire all the sentences uttered by its owners and search for commonalities. It must also have the appropriate rates of weight increase and decrease (and their possible modification by state or social cues) that would result in a sensible segmentation of sentences into words, and a correct representation of their structural relationships [11] . Thus, in terms of our model, at least some cognitive differences across species (as well as individual differences within a species [50] ) may be based on specific coevolved combinations of data-acquisition and learning parameters.
Are there evolved differences in brain and cognition that cannot be captured in terms of data-acquisition and learning parameters? Obviously, there are many evolved differences in brain size, anatomy and morphology across different taxa [51] , and there are probably many additional differences in working memory and other cognitive aspects that are still hard to quantify [52] . We cannot argue that all of them can be explained in terms of data-acquisition and learning parameters, but we believe that many of them might be. For example, if the mechanisms of data acquisition and the rate of weight increase and decrease determine the type and the amount of data that are eventually stored in long-term memory, they may also determine the size of specialized brain areas. Similarly, the rate of weight increase and decrease that determines the learning window during which search for commonalities and updating of the network can occur may be related to the capacity of working memory.
PREDICTIONS, SUPPORTIVE EVIDENCE AND FUTURE WORK
As mentioned in §1, our model predicts that because learning parameters have evolved to handle a typical rate and distribution of data input in nature, manipulating this input can impair learning in some specific ways. We already discussed the most obvious example of this prediction in the case of miss-imprinting: if the right type of data was not acquired during the learning window (or was not acquired at a sufficient rate), imprinting on an 'inappropriate' object will result. Another simple prediction arises naturally in the context of associative learning: reducing the rate of encountering a particular data item may prevent it from gaining enough weight, and thus prevent it from being learned; similarly, manipulating the data stream so that certain data items appear unnaturally often (within the dataacquisition range) should result in successful learning of data that are normally not relevant. This prediction is repeatedly (and unsurprisingly) verified by the fact that animals can easily be conditioned on artificial stimuli and be prevented from learning natural ones. It should also hold for data streams that are acquired while moving along or following a parent (as discussed earlier), as indicated, for example, from research on song learning [53] .
However, the more interesting and powerful prediction of our model is related to the process of searching for commonalities and segmenting the data. Recall that the weight increase and decrease parameters create a learning window during which these processes can take place. Thus, to recognize a common subsequence in two sequences, the second sequence must be acquired before the first one decays. Only then can the two sequences be segmented properly. For example, we would expect GOODMORNING and VERY-GOOD to be segmented into GOOD-MORNING and VERY-GOOD. According to our framework, such segmentation is more likely if the phrases to be segmented are heard repeatedly in different sentences uttered in close temporal proximity. Indeed, a recent experimental study showed that word learning of artificial language by students is improved significantly under such conditions. Onnis et al. [54] showed that when sentences that include common words are presented sequentially or only one sentence apart, segmentation is better than when the same corpus of sentences is presented in a scrambled random order. Note that this result would not follow in models that did not require a learning window, for example, in models where all the data are first acquired and then analysed, as in most computational models for word learning [17] [18] [19] . Moreover, recent analyses of child-directed speech show that parents and carers behave as if they know that this proximity of sentences with common words is necessary. About one-fifth of the sentences in childdirected speech take part in sets of sentences (termed variation sets) that include partial repetitions (such as: 'look at the ball; what a nice ball; look') [11, 55, 56] .
Our model also predicts that manipulating the data stream so that one of the sequences is acquired repeatedly and reaches fixation before the other one is acquired can impair segmentation. Each sequence may then be learned as a complete unique sequence rather than a composition of a few smaller ones. Interestingly, segmentation errors of this kind are common in autistic children, who frequently use an entire phrase rather than a single appropriate word when they see an object or a person related to this phrase (cf. echolalia [57, 58] ). As we suggested in earlier work [10, 11] , autistic children are likely to 'observe' quite different data streams than normal children, because they do not pay attention to human speech anywhere near as much as typical children do [57, 59] ; so according to our model, the inappropriate segmentation would be expected.
There is not much work on data segmentation by animals, but the potential for such research is exciting. If our model is correct, many of the advanced cognitive abilities exhibited by animals, such as the ability to learn patterns and rules, to predict chains of consequences or to construct cognitive maps, all arise from the same processes of segmenting data during a learning window and constructing a network representation. Accordingly, we predict that manipulating the distribution of data sequences in such learning tasks should result in atypical outcomes. Furthermore, the analysis of such experimental results, and exactly what type of manipulation is needed to obtain certain types of atypicality, should reveal the parameters of the learning window of such cognitive tasks, illustrating how they coevolved with their dataacquisition mechanisms in different taxa or under different ecological conditions. Combining such work with computer simulations of such data-acquisition and learning mechanisms should help us understand the computational feasibility and evolutionary plausibility of our model.
