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Abstract
Given a linear recurrence sequence (LRS), specified using the initial conditions and the recurrence
relation, the Skolem problem asks if zero ever occurs in the infinite sequence generated by the LRS.
Despite active research over last few decades, its decidability is known only for a few restricted
subclasses, by either restricting the order of the LRS (upto 4) or by restricting the structure of the
LRS (e.g., roots of its characteristic polynomial).
In this paper, we identify a subclass of LRS of arbitrary order for which the Skolem problem is
easy, namely LRS all of whose characteristic roots are (possibly complex) roots of real algebraic
numbers, i.e., roots satisfying xd = r for r real algebraic. We show that for this subclass, the Skolem
problem can be solved in NPRP. As a byproduct, we implicitly obtain effective bounds on the zero
set of the LRS for this subclass. While prior works in this area often exploit deep results from
algebraic and transcendental number theory to get such effective results, our techniques are primarily
algorithmic and use linear algebra and Galois theory. We also complement our upper bounds with a
NP lower bound for the Skolem problem via a new direct reduction from 3-CNF-SAT, matching the
best known lower bounds.
2012 ACM Subject Classification Theory of computation→ Problems, reductions and completeness
Keywords and phrases Linear Recurrences, Skolem problem, NP-completeness, Weighted automata
Digital Object Identifier 10.4230/LIPIcs.STACS.2020.37
Funding This work was partly supported by DST/CEFIPRA/INRIA Associated team EQuaVE.
S. Akshay: Partly supported by DST-INSPIRE Faculty Award [IFA12-MA-17] and SERB Matrices
grant MTR/2018/000744.
Nikhil Vyas: Supported by NSF CCF-1909429.
Acknowledgements This research was supported in part by the International Centre for Theoretical
Sciences (ICTS) during a visit for participating in the program - Workshop on Algebraic Complexity
Theory (Code: ICTS/wact2019/03).
© S. Akshay, Nikhil Balaji, Aniket Murhekar, Rohith Varma, and Nikhil Vyas;
licensed under Creative Commons License CC-BY
37th International Symposium on Theoretical Aspects of Computer Science (STACS 2020).
Editors: Christophe Paul and Markus Bläser; Article No. 37; pp. 37:1–37:18
Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany
37:2 Near-Optimal Complexity Bounds for Fragments of the Skolem Problem
1 Introduction
A (rational) linear recurrence sequence (LRS) is an infinite sequence of rationals u1 . . .
such that the n-th term can be written as a linear combination of the previous terms,
un = a1un−1 + . . .+ akun−k, where each coefficient ai is a rational. The number k is called
the order of the LRS. Once we fix the initial k values, the equation above uniquely determines
the infinite sequence. LRS are a fundamental object of study in discrete mathematics, with a
rich theory and widespread applications and have been widely investigated. However, some
very basic computational questions remain unsolved for the last several decades despite
considerable interest. The most well-known of these is the so-called Skolem problem (or
Skolem-Pisot problem): given an LRS u = {un}∞n=0 with coefficients {ai}ki=1 and initial
conditions {ui}ki=1, does there exist an n such that un = 0. This problem is known to be
NP-hard [9] (see also [3]), but even decidability is open. A fundamental result in this area is
the Skolem-Mahler-Lech theorem, which states that the zero set of an LRS is a semi-linear
set[18], i.e, the zero set is the union of a finite set and a finite union of arithmetic progressions.
Unfortunately, this nice characterization does not result in an algorithm due its use of
non-effective techniques [28], and it does not help in deciding if the zero set is non-empty.
To obtain decidability of the Skolem problem, researchers have considered restricted classes
of LRS, along two broad avenues.
The first is by restricting the order of the LRS. Vereshchagin [30] gave an algorithm to
decide Skolem problem up to order 4; the computational complexity of this algorithm was
analyzed by Chonev, Ouaknine and Worrell (Appendix of [12]) to show that it is in the
complexity)1 class NPRP, which is contained in the second level of Polynomial Hierarchy
(PH). But, no lower bound is known and hence we do not know if these results are tight,
even upto the RP-oracle. Indeed, the NP-hardness reductions in [9, 3] do not work when
the order is restricted. The second approach to obtaining decidability has been to restrict
the spectral structure of the LRS. Given an LRS u of order k, the roots of its characteristic
polynomial xk − a1xk−1 . . .− ak = 0, also called characteristic roots, can be used to give a
closed form expression for the LRS (see Proposition 1). Restricting the spectral structure
of the LRS refers to imposing conditions on these roots, i.e., considering classes of LRS
where the characteristic roots have special properties. In [3], it was shown that for LRS
whose characteristic roots are complex roots of unity, the Skolem problem is NP-complete.
To the best of our knowledge, no efficient bounds (e.g., within the Polynomial Hierarchy)
or optimality results are known for the Skolem problem for any other natural non-trivial
subclasses (e.g., for simple LRS, where the roots are distinct), even if decidability is known
or considered folklore [31, 4, 7, 17].
In this paper, we take a step in this direction, and provide optimal complexity bounds
on the Skolem problem for a highly expressive subclass of LRS, obtaining by restricting
its spectral structure. More precisely, we consider the class of LRS where all the roots of
the characteristic polynomial are roots of real numbers, i.e., λ such2 that λn = r for some
n ∈ N, r real algebraic. We denote this class by LRS(rR) (and by LRS(R) the class of LRS
with real characteristic roots). Notice that this class considerably extends the subclass in [3],
which corresponds to roots of unity, i.e., λ such that λn = 1 for some n ∈ N. Restricting the
spectrum of a polynomial to be reals or roots of reals has been used to recover decidability
1 RP is the class of problems that admits a randomized polynomial time algorithm with one-sided error
2 Notice that every complex algebraic number is a root of a quadratic polynomial with real coefficients.
However not all complex algebraic numbers are n-th roots of a real number.
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across various areas, ranging from hybrid systems [17] to probabilistic verification [4, 1],
and weighted automata [7]. Our results allow us to infer strong complexity results on these
models, and solves an open problem stated in [7], as discussed later in the paper.
Our contributions: Our main result is that the Skolem problem for LRS(rR) can be solved
in NPRP. Since this class contains LRS over roots of unity, it inherits the NP hardness
for Skolem. Now standard [20] derandomization assumptions in computational complexity
imply that P = RP, under which condition, we obtain that our result on Skolem problem for
LRS(rR) is tight. To the best of our knowledge, this is the first tight, upto derandomization,
complexity bound on the Skolem problem for a class of LRS whose roots may contain
arbitrary reals. We also remark that our results combined with the order 4 results (where
also an NPRP upper bound is obtained in [12]), seem to suggest that when Skolem problem
is decidable, it is easy, i.e., in NPRP.
To understand the difficulty in showing our result, note that while it is a folklore result
that the Skolem problem for LRS(R) is decidable, standard ideas don’t seem to yield even a
PSPACE upper bound. The usual way to analyze an LRS is via the exponential polynomial
solution (Proposition 1), where the coefficients of the exponential polynomials can be shown to
be algebraic numbers from a (exponentially) large field extension of Q. A linear combination
of these algebraic numbers could be double exponentially small (See for example the work
of Tiwari on the sign problem [29] and Allender et al. [5]) and we currently don’t have
techniques to handle numerical computation in this regime efficiently. Thus, while one does
get decidability, none of these approaches seem to immediately provide precise complexity
bounds beyond NEXP to the best of our knowledge. Another example comes from a recent
work of Fijalkow et al. [17], where to decide the reachability problem for Linear Time Invariant
systems (which they also prove to be Skolem-hard) specified by a matrix A, a key step in
the algorithm relies on the Jordan block decomposition P−1DP of A to analyse the product
P−1DnP for various values of n. Though the authors do not analyse the complexity of their
algorithm, since the matrices P and P−1 have algebraic numbers of exponential degree, a
similar complexity bottleneck seems unavoidable.
Thus, in order to prove our results, we introduce new techniques to circumvent numerical
difficulties that are usually encountered in computations involving irrational numbers, which
we believe could be of independent interest. Numerical difficulties arise regularly in problems
in computational geometry (for example, the Square roots sum problem [29]), numerical
analysis [10] and algorithmic game theory (computing Nash equilibria of 3-player games [15]),
to mention a few examples. A key step in our proof is to revisit and strengthen the folklore
result (Proposition 1) that LRS correspond precisely to the class of exponential polynomials.
We give a refined version (see Lemma 6) of the closed form of the LRS. Using this and
appealing to the classical root separation theorems [23], we obtain an NPRP algorithm for the
Skolem problem over reals, i.e., LRS(R) (Theorem 7). We then reduce Skolem problem for
LRS(rR) to that of LRS(R) in two steps. First we reduce the Skolem problem for LRS(rR) to
the Skolem problem for simple LRS(rR), i.e., where the roots are assumed to be all distinct.
Then we show that we can reduce the Skolem problem for simple LRS(rR) to exponentially
many instances of the Skolem problem for simple LRS(R). In doing so, the most technical
part is to prove that numerical issues do not surface again after the reduction (Lemma 12).
We may also contrast our techniques with those of earlier results on the Skolem problem.
While the authors of [12] also obtain a NPRP upper bound for the Skolem problem (only up
to order 4), they use Baker’s theorem on linear forms in logarithms [6]. Though Baker’s
theorem seems unavoidable to show decidability for special cases where the characteristic
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roots have irrational phases (even here, currently the method can help prove decidability
of Skolem problem only for LRS up to order 4), it is potentially an obstacle to prove good
complexity bounds since the “effective” version of Baker’s theorem has constants that could
be double exponentially small as a function of the order of the LRS. Since [12] deal only
with constant order LRS, the constants from Baker’s theorem do not pose a problem. Since
LRS(rR) does not have roots with irrational phases, we can avoid using Baker’s theorem and
instead rely on elementary linear algebra and Galois theory to obtain a strong lower bound
on the zeros of the LRS.
As a final contribution, we also analyze the hardness proof for Skolem to see how it
behaves with respect to various parameters. Towards this, we first provide a direct reduction
from 3-CNF-SAT for showing the NP-hardness proof. Using this we observe that Skolem
is strongly NP-hard with respect to the initial conditions while it is only weakly NP-hard
with respect to the coefficients as they seem to blow up in the reduction. Note that this
strengthens the lower bound from [3], which only shows weak NP-hardness in both initial
conditions and coefficients. We must however point out that a careful analysis of [9] suggests
that their indirect reduction, through universality of automata, is also weakly NP-hard wrt
coefficients and strongly wrt initial conditions. However, all the three reductions are weakly
NP-hard wrt the coefficients of the LRS since in all the reductions the numerical value of the
coefficients may require polynomially (in the size of the LRS) many bits to represent.
Other related work. A recent work of Min Sha [25] shows effective bounds for simple LRS,
when there are one or two dominant roots (and other roots are arbitrary), using Baker’s
theorem on linear forms of logarithms. The class of LRS considered here are orthogonal to
the one in the current paper since they cannot handle the case of repeated complex dominant
roots, even if the roots are complex roots of rationals (for which we obtain NPRP) or roots of
unity (for which we have containment in NP by [3]). On the other hand, we require all roots
to be roots of reals, even if there is a single dominant root.
2 Preliminaries and notations
We first set up some notation that we use throughout the paper. We denote by poly(m), any
quantity that is bounded from above by mO(1) and by exp(m) any quantity that is bounded
from above by 2mO(1) . By Qexp(m) we denote rational numbers where both the numerator and
denominator are bounded by integers of magnitude at most exp(m). Note that such a number
can be represented in binary by a string of length at most poly(m). Throughout the paper,
we say that the magnitude of a rational number being exp(m)-bounded and the rational
number being representable by poly(m)-bits interchangeably. For an algebraic number λ, we
denote by Qexp(m)(λ) all the elements of the field extension which are obtained by rational
linear combination of powers of λ, where the rationals used in the linear combination are
exp(m)-bounded. Also for a field F, we use F to denote its algebraic closure.
We introduce some standard definitions and properties of LRS. For a detailed treatment
of LRS, see the book of Evereste et al. [16]. An LRS of order k is a sequence whose nth term
is given by un =
∑k
i=1 aiun−i, where u1, . . . , uk and a1, . . . , ak are respectively called the
initial conditions and coefficients of the LRS. We assume all initial conditions and coefficients
to be rational and hence all terms are rational. Such LRS are sometimes called rational LRS,
but we will call them just LRS for simplicity, and denote by u a rational LRS and by un the
nth term of u.
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Given an LRS, its characteristic polynomial is χu(x) = xk−
∑k−1
i=0 ak−ix
i =
∏g
j=1 fj(x)hj ,
where the latter equality is obtained by factorizing into irreducible square-free factors fj over
Q. We can also break as χu(x) =
∏r
j=1(x− λj)ej , where λj is a root, called a characteristic
root with multiplicity ej and ej = hj′ if λj is a root of fj′ . A perfect field is one where every
irreducible polynomial over the field has distinct roots. It is known that all characteristic
zero fields are perfect. As a result, when u is a rational LRS, all characteristic roots coming
from an irreducible factor occur with same multiplicty. An LRS is called simple if ej = 1 for
all j, i.e., the characteristic roots are distinct.
I Definition 1 (Exponential polynomial). An exponential polynomial over a field F is a
special bivariate polynomial P (x, y) ∈ F(x, y) of the form P (x, ex). Such a polynomial is
a finite polynomial combination of exponentials E(x) =
∑k
i=1 pi(x)eδix, where δi ∈ F and
pi(x) ∈ F(x).
I Proposition 1 (Exponential polynomial solution [16]). Given an LRS u, a closed form
solution of the n-th term of the LRS is given as a solution to an exponential polynomial,
i.e., un =
∑r
j=1 pj(n)λnj , where for j ∈ [r], λj ∈ C, pj(n) =
∑ej−1
`=0 cj`n
` are polynomials
of degree at most (ej − 1) and cj` ∈ Q¯(λ1, . . . , λn). Note that for a simple LRS we get
un =
∑r
j=1 cj0λ
n
j .
Let e = maxj(ej) be the highest multiplicity. With this, we can rewrite this equation as
un =
r∑
j=1
(
ej−1∑
`=0
cj`n
`
)
λnj (1)
We call the coefficients cj` the defining coefficients of the LRS un. We denote by m the
bit-size needed to describe the LRS, namely the order, coefficients and initial conditions of
the LRS, i.e., m = ||u|| = k +∑ki=1(log ai + log ui). We refer to m as the size of the LRS.
I Proposition 2. Given LRS u of size m, n ≤ poly(m), un is poly(m)-bit representable.
Algebraic numbers. We introduce some basic notions about algebraic numbers, found in
any standard text (e.g., Cohen [13]).
I Definition 2 (Algebraic number, Height, Degree). A complex number α is called algebraic
if there is a univariate polynomial pα(x) with rational coefficients of minimum degree that
vanishes at α. pα is said to be the defining polynomial or the minimal polynomial of the
algebraic number α. The degree and height of α are then the degree and the maximum value
of the coefficients of pα. The roots of pα are called the Galois conjugates of α.
I Lemma 3 (Mignotte’s Root Separation bound [23]). If αi and αj are roots of an integer
polynomial p(x) of degree d and height H, then |αi − αj | >
√
6
d
d+1
2 Hd−1
I Proposition 3. If α is an algebraic number of degree d and height H, then the degree and
height of αt are bounded by d and exp(d)Hdt respectively for any t ∈ N.
We call an algebraic number α, tth primitive root of unity if αt = 1 and for all i ∈ N,
i, 0 ≤ i < t, αi 6= 1.
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3 LRS to Exponential Polynomials : A finer analysis
In this section, we give a refined analysis of the exponential polynomials obtained from LRS,
thus strengthening Proposition 1. To do this, we show two lemmas which are possibly of
independent interest. The first is a structural lemma, which shows how one can decompose
an LRS into a polynomial combination of simple LRS, with only a polynomial blow-up in
the resulting size.
I Lemma 4. [Splitting lemma] Given an (rational) LRS u of size m and order k, we can
write u =
∑e−1
`=0 n
`u`, with the following properties:
1. u` is a simple LRS of order k` ≥ 1 such that
∑e−1
`=0 k` = k.
2. The initial conditions and coefficients of u` are also poly(m)-bit rationals.
Proof. From equation 1 we have
un =
r∑
j=1
(
ej−1∑
`=0
cj`n
`
)
λnj =
e−1∑
`=0
n`
 ∑
j:ej>`
cj`λ
n
j
 = e−1∑
`=0
n`u`n
for e = maxj(ej) and u`n =
∑
j:ej>` cj`λ
n
j . Note that
∑
j:ej>` cj`λ
n
j is a simple rational LRS
because it is an exponential sum. The only λj that occur in the expression for u`n are the ones
with ej > ` or the roots of all fj′ such that hj′ > `. Hence the characteristic polynomials of
u`n is χu`(x) =
∏
j:hj>`
fj(x). Since χu(x) =
∏g
j=1 fj(x)hj is a rational univariate polynomial,
we have that χu` is a product of all those irreducible factors of χu(x) where hj > `. Hence
the coefficients of the polynomial χu`(x) are all poly(m)-bit bounded since the coefficients of
χu(x) can all be written in ≤ m bits. Thus in fact the coefficients of each LRS u` have size
poly(m) bits.
Further the order of u` is exactly k` = `(
∑
j:hj>` deg(fj)). Since deg(χu(x)) =∑g
j=1 hjdeg(fj) we have
∑e−1
`=0 k` = k by double counting. We now set up a system of
k linear equations with the initial conditions of the LRSs u` as variables. Each of the k linear
equations expresses one initial condition of u as a linear combination of the initial conditions
of u`. This requires us to in turn express the first k terms of u` as a linear combination of
the k` initial terms of u` (variables in our system).
Suppose u`n =
∑k`
i=1 aiu
`
n−i is the recurrence equation for u`, with u`1, . . . , u`k` being the
initial conditions, and a1, . . . , ak` the coefficients of the recurrence. We first express u`n for
k` < n ≤ k in terms of the initial values as u`n = c1u`1+ · · ·+cku`k` by applying the recurrence
repeatedly. The constants ci are poly(m)-bit bounded, since ci < (a1 +a2 + · · ·+ak`)n. Thus
ci < (k` · 2poly(m))n ≤ (m · 2m)k = 2poly(m), since we have seen that each ai is poly(m)-bit
bounded. Hence we have a linear system with k equations and k variables, the initial
conditions of each u`. Further all constants in the linear systems are poly(m)-bit bounded,
and thus we get that all initial conditions of each u` are also poly(m)-bit bounded. J
Our second step is to show that for a simple LRS, the coefficients of the exponential
polynomial solution are exponentially bounded (and poly in the bit representation).
I Lemma 5. Let u be a simple LRS of order k and size m, whose exponential polynomial
solution is given by un =
∑k
i=1 ciλ
n
i and initial conditions are u1, . . . , uk. Then the coefficients
ci in the exponential polynomial solution are uniquely determined and have the property
ci ∈ Qexp(m)(λi). That is, ci are bounded in magnitude by 12poly(m) ≤ ci ≤ 2poly(m) for all
i ∈ [k].
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Proof. We proceed by interpolation. We set up a system of linear equations by substituting
n = 1, 2, . . . , k. We get, V c = U , where V is the classical Vandermonde matrix given by
Vij = λij , for 1 ≤ i, j ≤ k and c = [c1c2 . . . ck]T and U = [u1u2 . . . uk]T . Now we have
c = V −1U , and in fact ci is given by the inner product
∑k
j=1 V
−1
ij uj . Since U ∈ Qk×1, to
prove the claim, it suffices to show that V −1ij ∈ Q(λi) for j ∈ [k]. To this end, we start
with the following well-known (See for example [21], Exercise 40 in Section 1.2.3, wherein
the expression is attributed to De Moivre [14]) formula for the inverse of the Vandermonde
matrix given by V = (bi,j)1≤i,j≤k where
bij =

(−1)j−1

∑
1≤ `1<...< `k−j ≤ k
`1,...,`k−j 6=i
λ`1 · · ·λ`k−j
λi
∏
1≤ `≤ k
` 6=i
(λ` − λi)
 : 1 ≤ j < k
1
λi
∏
1≤ `≤ k
` 6=i
(λi − λ`)
: j = k
First let’s consider the denominator. As χu(x) = xk − ak−1xk−1 + · · ·+ a0 =
∏
i∈[k]
(x− λi)
its derivative χ′u(x) = kxk−1 − (k − 1)ak−1xk−2 + · · ·+ a1 =
∑
i∈[k]
∏
j∈[k],j 6=i
(x− λj). Now we
observe that the denominator is just λiχ′u(λi) ∈ Qexp(m)(λi) as ai’s are m bit rationals.
Now notice that all elements of the k-th column of the Vandermonde matrix is just 1
scaled by a poly(m)-bit number. The (k − 1)-th column is given by,
bi,k−1 = (−1)k−2
∑
1≤`1≤k;`1 6=i
λ`1 = (−1)k−2(ak−1 − λi)
where ak−1 is the coefficient of xk−1 in the characteristic polynomial of the recurrence
via Vieta’s identities [32].
Similarly we use the fact that the coefficient of xk−2 in the characteristic polynomial
is the elementary symmetric polynomial of its roots (namely the {λi}ki=1) and rewrite the
expression of the Vandermonde inverse above to get
bi,k−2 = (−1)k−3(
∑
1≤`1,`2≤k;`1,`2 6=i
λ`1λ`2) = (−1)k−3(ak−2 − λi
∑
1≤`≤k;` 6=i
λ`)
= (−1)k−3(ak−2 − (−1)k−1λi(ak−1 − λi))
Proceeding inductively, let us assume that bi,j+1 ∈ Q(λi). Let ejk(x1, . . . , xk) denote the
j-th elementary symmetric polynomial in the variables {x1, . . . , xk}. Now we have,
bi,j =
(−1)j−1 ∑
1≤ `1<...< `k−j ≤ k
`1,...,`k−j 6=i
λ`1 · · ·λ`k−j

= (−1)j−1(ejk(λ1, . . . , λk)− λibi,j+1)
= (−1)j−1(ak−j − λibi,j+1)
which indeed shows that bi,j ∈ Q(λi).
To see that 12O(m) ≤ ci ≤ 2O(m), just notice that ci is obtained as a rational linear
combination of powers of λi. Since λi are the roots of the characteristic polynomial of the
LRS we started out with, their magnitude is upper bounded by 2O(m) (which is also the
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height of the characteristic polynomial) and lower bounded by 1/2O(m) (to see this just
notice that if α is a root of χu(x), then 1/α is a root of xkχu(1/x), where k is the degree of
χu(x)). This concludes the proof. J
Armed with these lemmas, we are now able to refine Proposition 1 considerably. Most
standard references on the subject [31, 16] observe that the coefficients cj` reside in a finite
extension of the rationals, namely Q¯(λ1, . . . , λn). We have the following
I Lemma 6. Given a LRS u = 〈un〉, the exponential polynomial solution is: un =∑r
j=1 pj(n)λnj where pj(n) =
∑ej−1
`=0 cj`n
`. Then, the defining coefficients cj` ∈ Qexp(m)(λj),
where m is the size of the given LRS instance.
Proof. We want to show here that all the coefficients appearing in the polynomials pj(n) in the
exponential polynomial solution belong to Q(λj) and are expressible in poly(m)-bits. To show
this we rely on Lemmas 4 and 5. When the LRS is simple, we have from Lemma 5 that each
coefficient ci in the exponential polynomial solution un =
∑r
j=1 cjλ
n
j belongs to Qexp(m)(λj).
From Lemma 4, we can write u =
∑e−1
i=0 n
iui, where each ui is a simple LRS of order di whose
initial conditions and recurrence coefficients belong to Qexp(m). Let uin =
∑di
`′=1 ci`′λ
n
i`′ . From
Lemma 5, we have that each ci`′ ∈ Qexp(m)(λi`′), since size of ui is also poly(m). Together
with Equation 1, we have: un =
∑r
j=1
(∑ej−1
`=0 cj`n
`
)
λnj =
∑e−1
i=0 n
i
(∑di
`′=1 ci`′λ
n
i`′
)
Note from the expression on the left that cj` is exactly the coefficient of n`λnj . By
comparing the two expressions, we see that the coefficient of n`λnj in the expression on the
right is exactly ci`′ where i = ` and λi`′ = λj . Thus we have that each cj` ∈ Qexp(m)(λj),
since we noted that each ci`′ ∈ Qexp(m)(λi`′). J
The lemma above is implicit in the work of Cai [11] on computing Jordan forms of matrices.
However, we give a direct proof using elementary techniques. The main purpose of Lemma 6
is to provide a good upper and lower bound on the magnitude of the coefficients of pj(n) in
the exponential polynomial solution to any LRS. While, this is of no consequence with respect
to decidability, as we elaborate in the forthcoming sections, it affects the computational
complexity of the problem considerably.
4 Real characteristic roots
In this section we analyze the exact complexity of the Skolem problem for LRS(R) and obtain
an upper bound of NPRP.
I Theorem 7. Given an LRS u with real characteristic roots, Skolem problem is decidable
in NPRP
Proof. Let u be a LRS of order k with distinct (not considering repeated) roots λ1, . . . , λr ∈ R.
Let m denote the number of bits required to specify the LRS u. We first assume that all
roots are positive. We then show a decision procedure for zero testing in this case by showing
that there is an exponential bound after which all terms of the LRS are non-zero, and thus
it is enough to only consider terms before this bound. In fact, we show this for a class of real
exponential polynomials:
I Lemma 8. Consider a real exponential polynomial u given by un =
∑r
j=1 pj(n)λnj s.t.,
1. λj ∈ R+ are the (distinct) absolute values of the roots of a polynomial χu(x) whose
coefficients are expressible in m bits,
2. the coefficients of all the polynomials pj(n) are expressible in poly(m) bits,
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3. r and the degrees of each pj(n) ≤ m.
where m is a size parameter. Then there exists N = 2mO(1) such that either (i) for all n > N ,
un > 0, or (ii) for all n > N , un < 0.
Proof. Note first that the number of bits required to specify the real exponential polynomial
as the coefficients of pj(n), λj ’s and r is poly(m). Let us assume λ1 > λ2 > · · · > λr > 0.
Now we can write:
un
λn1
= p1(n)
(
λ1
λ1
)n
+
r∑
j=2
pj(n)
(
λj
λ1
)n
= p1(n)1n +
r∑
j=2
pj(n)ρnj
where ρj = λj/λ1 and ρj ∈ (0, 1) for 2 ≤ j ≤ r. Let r(n) =
∑r
j=2 pj(n)ρnj . We first place
bounds on r(n):
B Claim 9. There exist  ∈ (0, 1) and N , where 1/ = 2mO(1) and N = 2mO(1) such that for
every n > N , |r(n)| < (1− )n.
Proof. Note that |r(n)| ≤ ∑rj=2|pj(n)|ρjn. We are considering a class of real exponential
polynomials where the degree of any polynomial pj is at most m, and that for every j ∈ [r],
the defining coefficients of pj(n) are upper and lower bounded by numbers expressible in
poly(m)-bits. Hence the height of pj(n) is 2O(m), and putting the height and degree bounds
together, we can upper and lower3 bound |pj(n)| by 2O(m)nm.
Now we are left with obtaining bounds on ρj to have a bound on r(n). Consider a
polynomial χ′u which has roots 1, ρ2, . . . , ρr. The roots of χ′u are the roots of the polynomial
χu scaled by a constant factor 1/λ1. Since χu has size O(m), so does χ′u. Thus bounds on
its degree d = O(m) and height H = 2O(m) follow. We now use Mignotte’s root separation
bound (Lemma 3). When applied to χ′u this gives: |1− ρj | >
√
6
d(d+1)/2Hd−1 =
1
2mO(1)
. Since
ρj ∈ (0, 1), we have ρjn < (1− 2−mO(1))n. Now observe that,
|r(n)| =
r∑
j=2
|pj(n)||ρj |n ≤
r∑
j=2
2O(m)nO(m)(1− 2−mO(1))n
We also have that the polynomials pj(n) for j ∈ [n] have coefficients upper and lower
bounded by values that are expressible in poly(m)-bits. Since an exponential function
eventually (after a certain N) dominates a polynomial function, we can find an  such that
|r(n)| < (1− )n for all n > N . Since the degree of the polynomial is poly(m), the height of
the polynomial is poly(m)-bit bounded, and the base of the (decaying) exponential function
is (1− 2−mO(1)), 1/ and N are exponentially bounded in m. C
We now proceed to prove Lemma 8. The n-th term of the sequence is given by: unλn1 =
p1(n) + r(n). From Claim 9, there exist  ∈ (0, 1) and N1, where 1/ = 2mO(1) and
N1 = 2m
O(1) such that for every n > N1, |r(n)| < (1− )n. We also know from Lemma 6 that
the coefficients of p1(n) are poly(m)-bit bounded. Thus, similar to the proof of Claim 9, we
can find an exponentially bounded N2 = 2m
O(1) such that for all n > N2, |p1(n)| > (1− )n.
Note here that Lemma 6 was crucial in obtaining the exponential bound on N2, since without
3 Notice that just an upper bound is not sufficient, as since the coefficient are algebraic numbers, it
might be the case that the coefficients are too small, which might hurt the complexity of our algorithm.
However this turns out not to be the case, thanks to Lemma 6
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it only a double exponentially smaller lower bound on the coefficients of p1(n) is known,
which does not translate to an exponential bound on N2.
Putting these two together, we observe that if p1(n) has a positive leading coefficient, we
have that for all n ≥ max{N1, N2}, un > p1(n)− |r(n)| > (1− )n − (1− )n > 0. If p1(n)
has a negative leading coefficient, then consider −un = q(n)− r(n), where q(n) = −p(n) has
a positive leading coefficient, and again, we can have that for all n ≥ max{N1, N2}, −un > 0.
This means that all terms of the sequence beyond N = max{N1, N2} are either all strictly
positive or all strictly negative. J
We now show how to decide Skolem problem for LRSs with positive real roots using
Lemma 8. Recall that m is the size of the LRS. Now observe that
1. un is an exponential polynomial solution (see Equation 1).
2. λj ’s are positive reals, and roots of χu(x), the characteristic polynomial of the LRS. Since
the coefficients of χu(x) are part of the input, they are expressible in m bits.
3. r and the degrees of the polynomials are all ≤ k, which in turn is ≤ m.
Thus we can apply Lemma 8. Thus we see that deciding if there is an n such that
un = 0 amounts to checking the only terms un where n < N , where N is the exponentially
bounded constant in Lemma 8. Since N can be represented in polynomial number of bits
in the size of the input LRS, we can guess 0 ≤ n < N in NP and check if un = 0 by
iterated squaring of the companion matrix of the LRS, which can be represented as a small
circuit. We can now invoke the randomized algorithm for circuit zero testing (commonly
called EqSLP, see for example [5]). This places Skolem problem for LRSs with positive
real characteristic roots in NPEqSLP which is in NPRP, since EqSLP ⊆ coRP. To reduce the
general case of real roots (LRS with both positive and negative real roots) to the case of
positive real roots discussed above, notice that since reals form an ordered field, any LRS
with real characteristic roots can have at most two dominant roots: say λ1 and −λ1. We
have: un = p1(n)λn1 +p2(n)(−λ1)n+
∑r
j=3 pj(n)λnj . Consider the sequences v and w defined
by vn = u2n and wn = u2n+1
vn = u2n = (p′1(n) + p′2(n))(λ21)n +
r∑
j=3
p′j(n)(λ2j )n
wn = u2n+1 = (p′′1(n) + p′′2(n))(λ21)n +
r∑
j=3
p′′j (n)(λ2j )n
where p′1(n) = p1(2n), p′′1(n) = λ1p1(2n), and so on. Since the expressions for vn and wn are
in the exponential polynomial form, the sequences v and w are linear recurrences. Observing
the exponential polynomial solution further reveals their characteristic roots are squares
of the characteristic roots of u, and thus are positive reals. Notice that deciding Skolem
problem for u is equivalent to deciding Skolem problem for both v and w. Since the LRSs
v and w can be computed in polynomial time from u, and using the fact that Skolem
problem can be decided in NPRP for LRSs with positive real roots, we have that Skolem
problem for LRSs with real algebraic characteristic roots is also in NPRP. J
5 Roots of reals
In this section, we use the results proved in the previous sections, to finally show the following
main result of this paper.
I Theorem 10. Skolem problem for LRS(rR) can be decided in NPRP
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At a high level, the main idea is to show that the Skolem problem for an LRS u ∈ LRS(rR)
can be reduced to testing for zeros of a set of real exponential polynomials, for which we can
then appeal to Lemma 8. We divide the proof into two parts: first we show the result for
simple LRS and then, we use splitting lemma (Lemma 4) to solve the general case. We start
with a technical lemma about the phases of roots in a LRS(rR) instance:
I Lemma 11. For an irreducible polynomial which factors as p(x) =
∏d
j=1(x−αjωj), where
αj ∈ Q∩R and ωj = e
2piιsj
tj is a tj-th primitive root of unity, we have for all j, tj = O(d2 log d)
and lcm{tj}dj=1 = 2O(d log d).
Proof. Let ω be some ωj , which is the tj = tth primitive root of unity. Since αω is a root of
an irreducible polynomial of degree d, we have degQ(αω) = d. Notice that αω−1 is a conjugate
of αω and hence also satisfies degQ(αω−1) = d. Hence we have [Q(αω, αω−1) : Q] ≤ d2, by
the multiplicative property of field extensions. This gives (αω)/(αω−1) = ω2 ∈ Q(αω, αω−1).
Hence degQ(ω) ≤ 2d2. But φ(t) = degQ(ω). Now, a well-known lower bound for the Euler
totient function is φ(t) ≥ Ω
(
t
log t
)
(see for example Theorem 328 in [19]) and together with
φ(t) ≤ 2d2, this yields t = O(d2 log d) and the LCM bound follows. J
The lemma above can be considered as a weak generalization of the well-known fact that
any polynomial with degree-d2 cannot have as one of its roots a d′-th primitive root of unity,
whenever d′ > d.
5.1 The case of Simple LRS(rR)
We first set up some notation. Let v = {vn}n≥0 ∈ LRS(rR) be a simple LRS of order k
having size m. Let the characteristic roots of the LRS v be αjωj , for j ∈ [k], where αj ∈ R+,
and ωj = eι2pisj/tj (where sj ∈ Z and tj ∈ Z+ and lcm(|sj |, tj) = 1) is the tthj primitive root
of unity. For a multiset S, define supp(S) to be the set obtained from S. Let A be the set
of absolute values of the characteristic roots, A = supp({αj}kj=1) = {βj}k
′
j=1. Define the set
T = supp({tj}kj=1). Let K = lcm({t | t ∈ T}). We call a number from the set {0, . . . ,K − 1}
as the global phase of the LRS and numbers from T as the local phases.
The main idea behind our algorithm is that once a global phase ` is fixed, the terms of
the LRS vn where n ≡ ` mod K can be captured by a real exponential polynomial q`(n).
More formally we have the following,
I Lemma 12. Given a simple LRS v ∈ LRS(rR), for every ` ∈ {0, 1, . . . ,K − 1}, there
exists a real exponential polynomial q`(n) =
∑k′
j=1 c`jβ
n
j such that vn = q`(n) whenever n ≡ `
mod K. Further c`j ∈ Qexp(m)(βj) and can be computed in poly(m) time.
The crucial point to establish is that the coefficients of this real exponential polynomial
are also bounded by polynomially many bits. Once we have this, checking the existence
of a Skolem zero reduces to zero testing of a real exponential polynomial, as was done in
Lemma 8. Armed with Lemma 12, we can now prove
I Theorem 13. The Skolem problem for simple LRS from the class LRS(rR) is decidable in
NPRP.
Proof. The following algorithm takes as input the LRS v and outputs “yes” if and only if
vn = 0 for some n:
1. Guess the global phase, i.e., a value ` from {0, 1, . . . ,K − 1}.
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2. Compute a real exponential polynomial q`(n) =
∑k′
j=1 c`jβ
n
j such that vn = q`(n) for
n ≡ ` mod K. We will show in Lemma 12 below that each c`j ∈ Qexp(m)(βj) and can
be computed in poly(m) time.
3. Use the algorithm of Lemma 8 to guess a zero n′ of the real exponential polynomial q`(n).
If q`(n′) = 0 and n′ ≡ ` mod K, then output “yes”, else output “no”.
Correctness. Suppose there is a Skolem zero n′ such that vn′ = 0, and that n′ ≡ `
mod K. Then the algorithm correctly guesses ` and the zero n′ of q`(n). On the other hand
if the algorithm finds an n′ in step 3 such that n′ ≡ ` mod K, and q`(n′) = 0, then by
Lemma 12 it holds that vn′ = q`(n′) = 0. Thus n′ is a Skolem zero.
Complexity. Guessing `, n′ and computing q`(n) can be done in polynomial time. This is
due to Lemma 12 and because ` ≤ 2poly(k) due to Lemma 11. Due to the bounds established
in Lemma 8, checking if n′ ≡ ` mod K and if q`(n′) = 0 can be done in RP. Thus, this
algorithm runs in NPRP. J
It remains to prove Lemma 12.
Proof of Lemma 12. We fix some ` ∈ {0, 1, . . . ,K − 1}. From the exponential polynomial
solution (Definition 1), we have vn =
∑k
j=1 cj(αjωj)n. For n ≡ ` mod K, we have that
n ≡ ` mod t, for every t ∈ T . Thus,
vn =
k∑
j=1
cjω
n
j α
n
j =
k∑
j=1
cjω
` mod tj
j α
n
j
Grouping terms by same αj ’s, we have that
vn =
k′∑
j=1
( ∑
j′:αj′=βj
cj′ω
` mod tj′
j′
)
βnj (2)
Now we show that the coefficient of βnj in the above expression is in Qexp(m)(βj) for each
j. To do this, we first divide up the characteristic roots of the LRS into sets defined as
follows, for each α ∈ A and t ∈ T :
Sαt = {j | αj = α, ωj is a tthj primitive root of unity s.t. tj = t}
Sαt = {j | αj = α, ωj is a tthj primitive root of unity s.t. tj  t}
where  is the partial order given by a  b ⇐⇒ a | b. The utility of these sets is that we
have j ∈ Sαt, if and only if (αjωj)t = αt. We now show:
B Claim 14. For every α ∈ A and t ∈ T , the constants cαt =
∑
j∈Sαt
cjω
`
j and dαt =
∑
j∈Sαt
cjω
`
j
are in Qexp(m)(α), and can be computed in poly(m) time.
Proof. We first show that dαt ∈ Qexp(m)(α) can be computed in poly(m)-time. Let
supp({(αjωj)t | j ∈ [k]}) = {τj | j ∈ [h]}. We proceed by grouping terms in the expo-
nential polynomial solution for vn for the first h values of n where n ≡ ` mod t. Specifically,
for each 0 ≤ g < h, we write∑kj=1 cj(αjωj)gt+` = vgt+`. We rewrite this equation as follows:
k∑
j=1
cj(αjωj)`−t[(αjωj)t)g+1] = vgt+`
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Grouping terms according with same (αjωj)t, we get:
h∑
j=1
( ∑
j′:(αj′ωj′ )t=τj
cj′(αj′ωj′)`−t
)
τg+1j = vgt+`
Denoting by c′j the expression in the bracket, we see that we have h equations in h
variables, namely the c′j . We get the following linear system, Tc′ = V , where Tij = τ ij
for 1 ≤ i, j ≤ h and c′ = [c′1c′2 . . . c′h]T and V = [v`vt+` . . . v(h−1)t+`]T . Notice that T is a
Vandermonde matrix. Also, since we know t is polynomially bounded in k, by Proposition 2
the values v`, . . . , v(h−1)t+` are in Qexp(m). We can now invoke the following lemma with
λj = τj and γj = αjωj to conclude that each constant c′j ∈ Qexp(m)(τj).
I Lemma 15. Let u be a sequence of order k, whose exponential polynomial solution
is given by un =
∑k
i=1 ciλ
n
i and initial conditions are given by u1, . . . , uk. Let χ(x) =
xk
′−ak′−1xk′−1+ · · ·+a0 be a polynomial with ai ∈ Qexp(m), roots (γj)k′j=1, k ≤ k′ ≤ poly(k).
Define the set {λi}ki=1 from the multiset {γtj}k
′
j=1, t ≤ poly(k). Then the coefficients ci in the
exponential polynomial solution have the property that ci ∈ Qexp(m)(λi).
Proof. For all λi there exists a j such that λi = γtj . As t ≤ poly(m) by Proposition 3 all λi’s
have a monic polynomial over Q with coefficients from Qexp(m).
Let conj(γ) be the set of all galois conjugates of γ over Q. Let {δi}k′′i=1 = ∪k
′
i=1conj(λi).
Each λi has degree poly(k) as it is a poly(k) power of some γj which itself has degree poly(k).
Hence k′′ ≤ k′maxi(deg(λi)) ≤ poly(k) . The product of all the monic polynomials of
λi’s has exactly the list of roots {δi}k′′i=1 with no repeated roots. Also this product has
coefficients from Qexp(m) as we are multiplying at most poly(k) ≤ poly(m) polynomials of
poly(k) ≤ poly(m) degree each having coefficients from Qexp(m).
As the set {δi}k′′i=1 is a superset of {λi}ki=1, by Lemma 5 we have a unique solution
un =
∑k′′
j=1 wjδ
n
j with wj ∈ Qexp(m)(δj). But as we also have un =
∑k
i=1 ciλ
n
i it must
be the case that wj = 0 if δj 6∈ {λi}ki=1 and wj = ci when δj = λi some i. So we have
un =
∑k
i=1 ciλ
n
i with ci = wj ∈ Qexp(m)(δi) = Qexp(m)(λi). J
We observed that j ∈ Sαt ⇐⇒ (αjωj)t = αt. Let αt = τj for some 1 ≤ j ≤ h. Thus all
j′ for which (αj′ωj′)t = τj are in fact in Sαt. Hence the constant
dαt =
∑
j∈Sαt
cjω
`
j =
∑
j∈Sαt
cj(αjωj)`−t(αjωj)t
(αj)`
=
∑
j∈Sαt
cj(αjωj)`−tαt
α`
= c′jαt−`
Since c′j ∈ Qexp(m)(τj) = Qexp(m)(αt), and t ≤ poly(k), by Proposition 3 we have in fact
c′j ∈ Qexp(m)(α). Hence dαt = c′j(α)t−` ∈ Qexp(m)(α). It is clear that since the expression
for c′j involves poly(m) operations on poly(m)-sized algebraic numbers, dαt can be computed
in poly(m)-time.
We now show that cαt ∈ Qexp(m)(α) and can be computed in poly(m) time. For the
minimal nodes of the partial order , i.e. for prime t, it is the case that cαt = dαt. Thus for
such t, we directly have that cαt is in Qexp(m)(α), and can be computed in poly(m) time.
For any other t we can compute cαt recursively by using the equation:
cαt =
∑
j∈Sαt
cjω
`
j =
∑
j∈Sαt
cjω
`
j −
∑
t′≺t
∑
j′∈Sα
t′
cj′ω
`
j′ = dαt −
∑
t′≺t
cαt′
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Since for all t ∈ T , t ≤ poly(k), we have that the longest chain in this partial order is
of length O(log k) = O(logm). Using an inductive argument together with the proof that
dαt ∈ Qexp(m)(α) , we see that all the relevant quantities appearing in the above equation
are in Qexp(m)(α). This implies that cαt ∈ Qexp(m)(α) and can be computed in poly(m) time.
C
We now revisit Equation 2:
vn =
k′∑
j=1
( ∑
j′:αj′=βj
cj′ω
` mod tj′
j′
)
βnj =
k′∑
j=1
c`jβ
n
j
Here we define c`j as the coefficient of βnj in Equation 2. Roots with real part equal to
βj with different local phases contribute to c`j . Separating roots according to different local
phases, we have
c`j =
∑
j′:αj′=βj
cj′ω
` mod tj′
j′ =
∑
t∈T
∑
j′∈Sβjt
cj′ω
` mod t
j′ =
∑
t∈T
cβjt
Now it follows directly from Claim 14 that for every j, c`j ∈ Qexp(m)(βj) and can be
computed in poly(m) time since t ≤ poly(k). This establishes Lemma 12. J
5.2 The general case
We now consider the general case of LRS in LRS(rR) and show:
I Theorem 16. Skolem problem for the class LRS(rR) is decidable in NPRP.
Proof. In the general case, the exponential polynomial solution (Definition 1) for a LRS
u ∈ LRS(rR) takes the following form: un =
∑r
j=1 pj(n)(αiωj)n where pj(n) =
∑ej−1
i=0 pjin
i.
From Lemma 5 and 6, we know that every defining coefficient pji ∈ Qexp(m)(αjωj). We
can now use Lemma 4 to decompose LRS u as: un =
∑e−1
i=0 n
iui where each ui is a
simple LRS in LRS(rR). As in proof of Theorem 13, once we fix ` ∈ {0, 1, . . . ,K − 1},
whenever n ≡ ` mod K, we have from Lemma 12 that we can write uin =
∑k′
j=1 c`ijβ
n
j
for every LRS ui, where each c`ij ∈ Qexp(m)(βj). Thus, whenever n ≡ ` mod K, we have:
un =
∑e−1
i=0 n
i
(∑k′
j=1 c`ijβ
n
j
)
. J
Observe that the right hand side of the equation above is a real exponential polynomial
q`(n) and c`ij is the coefficient of niβnj , where c`ij ∈ Qexp(m)(βj). This allows us to invoke
Lemma 8 to accomplish zero testing of the exponential polynomial q`(n) in NPRP. We note
that if there is an n such that q`(n) = 0 and n ≡ ` mod K then un = 0. On the other hand
if there is an n such that un = 0, then q`(n) = 0 where ` ∈ {0, 1, . . . ,K − 1} is such that
n ≡ ` mod K. Thus the above is an algorithm to decide Skolem for LRS(rR) in NPRP.
6 Revisiting NP-hardness
Blondel and Portier [9] proved that Skolem problem is NP-hard by a reduction from the
non-universality problem for unary NFAs [27]. More recently, in [3], an alternate proof was
obtained by a reduction from the subset sum problem. In this section, we provide yet another
proof of NP-hardness, by directly reducing from 3-SAT. Given a 3-SAT formula φ over s
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variables x1, . . . , xs, we will construct an LRS y such that φ is satisfiable if and only if the
LRS y has a Skolem zero, i.e., ∃n ∈ N yn = 0. Let p1, . . . , ps be the first s primes. By
the Prime number theorem, the number of primes less than s is roughly s/ log s, and thus
ps ∼ s log s.
For each prime pi, define an LRS ui with order pi given by:
uin =

0, for 1 ≤ n < pi
1, for n = pi
uin−pi , for n > pi
With 1 and 0 representing the boolean values true and false, we define a surjection f from
N to the set of assignments to variables of φ as f : N→ {0, 1}s, given by f(n) = (a1, . . . , as)
where ai = 1 ⇐⇒ pj |n. The inverse map of an assignment, f−1(a1, . . . , as) is the set
{n : pj |n ⇐⇒ aj = 1}. For sequences u, v and w, we will denote u = v to mean
∀n ∈ N un = vn, and w = u+ v to mean ∀n ∈ N wn = un + vn. Let φ = C1 ∧ · · · ∧ Cm. For
a clause Ci = vi1 ∨ vi2 ∨ vi3 define the LRS yil for l = 1, 2, 3 as follows:
yil =
{
1− uk, if vil = xk for some k ∈ {1, . . . , s},
uk, if vil = ¬xk for some k ∈ {1, . . . , s}
Define the sequences yi = yi1yi2yi3 for 1 ≤ i ≤ m, and y = y1 + · · ·+ ym. Since the sum
and product of LRS is a LRS (see Theorem 4.1 in [16]), y is also an LRS. Then we have:
B Claim 17. yin = 0 if and only if f(n) satisfies Ci.
Now one can argue that
I Proposition 18. φ is satisfiable if and only if ∃n s.t. yn = 0.
The order of y is at most m(ps)3, and thus is polynomial in the number of variables and
the clauses and y can be constructed from an instance of 3-SAT in polynomial time. Thus,
we have shown that the Skolem problem for integral LRS is at least as hard as 3-SAT, and
hence NP-hard.
Weak vs Strong NP-hardness. A simple consequence of the above reduction is that we
can now show that the Skolem problem remains NP-hard even when the initial values are
given in unary, i.e., it is strongly NP-hard wrt the initial values. This follows since the initial
values of the LRS y used in the construction above, are at most m in value, and thus can be
represented in logm bits, as opposed to poly(m) bits.
7 Applications and Discussion
We have shown that for a natural and large subclass of recurrences namely LRS(rR), the
Skolem problem can be solved in NPRP. This immediately implies effective bounds for two
well-known questions on LRS, namely, Positivity and Ultimate Positivity for LRS(rR). Given
an LRS u, the positivity problem asks to decide if un > 0 for all n ∈ N. Similarly, the ultimate
positivity problem asks if there exists n0 ∈ N s.t., un > 0 for all n > n0. Using the machinery
that we developed in this paper, we obtain:
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I Corollary 19 (to Theorem 10). Positivity and Ultimate positivity for LRS(rR) can be
decided in4 coNPPosSLP.
Proof. We can reduce an LRS(rR) instance to a exponentially bounded set of real exponential
polynomials, and in such polynomials the sign of the dominant root dominates the sign after
an n that is exponentially bounded in m. Hence if the LRS is negative or zero before an
exponential point, we can guess such an n in NP and verify the sign using PosSLP. This solves
both Positivity and Ultimate Positivity in the fourth level of the Counting Hierarchy. J
Ultimate Positivity and Positivity are known to be hard for ∀R (the universal theory of
reals) for the class of simple LRS [24] and hence considered unlikely to be in the Counting
Hierarchy [5]. An inspection of the proof in [24] reveals that the LRS constructed to show
hardness have characteristic roots with phases that are irrational multiple of pi and hence
do not fall in the class LRS(rR). Finally, as mentioned in the introduction we show three
applications of our results to obtain complexity bounds for problems from three completely
different areas.
Weighted automata: In a recent result, Barloy et al. [7] define a subclass of LRS
called poly-rational sequences, denoted by rational expressions closed under sum and
product. They show that polynomially ambiguous weighted automata, copyless cost-
register automata, rational formal series, and LRS whose eigenvalues are roots of rational
numbers (called PolyRat, these are exactly those LRS where the characteristic roots are
of the form λ, where λn = r for some r ∈ Q) are equivalent. They leave open the precise
complexity of the Skolem problem for PolyRat sequences. We solve this problem, since
Theorem 10 immediately implies that Skolem for PolyRat is in NPRP.
Probabilistic finite automata (PFA): A second application is in the language theor-
etic properties of unary probabilistic finite automata. Given the link between the Skolem
problem and the Markov chain reachability problem [2], the work in [4] considers regularity
of unary PFA, whose dynamics are described using Markov chains. Proposition 2 give
the decidability of reachability and positivity problems in the special case where roots
are distinct (i.e., the “simple” case) roots of real numbers. Again, from Theorem 7 we
obtain that these problems are in NPRP and NPPosSLP respectively. One interesting line
of future work would be to see if the techniques introduced in this paper would also help
in showing complexity bounds for regularity problems, which is the focus of [4].
Hybrid systems: Most reachability problems on hybrid systems are known to be
undecidable. Two well-behaved decidable fragments here are o-minimal hybrid systems [22]
(Theorem 6.2), [26] (Theorem 4.6) and linear-time invariant (LTI) systems [17] (Theorem
3.10). In both these cases, decidability is obtained by assuming that the eigenvalues of
the matrix associated with the linear system are reals or roots of reals (for example, called
simple LTI systems in [17]). Given that [17] proves that reachability for LTI systems is
hard for both the Skolem and Positivity problems for LRS, this raises the question of the
precise computational complexity of reachability in LTI systems. Whether the techniques
introduced in this paper will yield more precise complexity bounds to the computability
results in these papers is part of ongoing research.
Implicit in our NPRP algorithm for Skolem problem for LRS(rR) is an effective bound,
i.e a number N ∈ N which is exp(m) such that for all n > N , un 6= 0. Since if such an
n can be effectively bounded by exp(m) for all LRS would imply the decidability (in fact
4 Given an arithmetic circuit representing a number, the PosSLP problem introduced by Allender et al. [5]
is to decide if the number is positive. It is known to be P-hard and lies in the Counting Hierarchy.
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in NPRP) for the Skolem problem, one interesting way to improve the hardness result in
Section 6 would be to construct an explicit LRS for which the first zero provably occurs5
after n > exp(exp(m)). We leave this as a challenging open question for future work. In
an orthogonal recent work, Bell et al. [8] introduce a class multidimensional version of LRS
(n-LRS). In their language, Skolem problem is the question of finding zeroes in a 1-LRS. The
zeroness problem for n-LRS of depth 2 is NP-hard, but in general the problem of n-LRS of
depth k is undecidable. It would be interesting to see if spectral restrictions such as ours
could yield decidability for special cases of n-LRS.
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