Abstract. Let H be a finite connected undirected graph and H 2 walk be the graph of bi-infinite walks on H; two such walks {xi} i∈Z and {yi} i∈Z are said to be adjacent if xi is adjacent to yi for all i ∈ Z. We consider the question: Given a graph H when is the diameter (with respect to the graph metric) of H 2 walk finite? Such questions arise while studying mixing properties of hom-shifts (shift spaces which arise as the space of graph homomorphisms from the Cayley graph of Z d with respect to the standard generators to H) and are the subject of this paper.
Introduction
Let A be a finite set called the alphabet. A shape is a finite subset of Z d and a pattern is a function from a shape to the alphabet A. Given a finite set of patterns F called a forbidden list, a shift of finite type (SFT) X F ⊂ A Z d is the set of configurations in which patterns from F and their translates do not appear. There is a natural topology on X F coming from the product of the discrete topology on A making it a compact metrisable space; Z d acts on it by translation of configurations making it a dynamical system. The study of SFTs for d ≥ 2 is rife with numerous undecidability issues. It is not even decidable if an SFT is non-empty [2] . It follows immediately that most non-trivial properties of SFTs are undecidable (Proposition 3.2). In this paper we study an important class of SFTs called hom-shifts, for which, a priori many such issues do not arise.
By Z d we will mean both the group and its Cayley graph with respect to standard generators. Given any SFT X F , we can assume by a standard recoding argument that X F is in fact a nearest neighbour SFT (possibly for a different alphabet A), meaning F consists of patterns on edges and vertices of Z d . Let Hom(G, H) denote the set of all graph homomorphisms from G to H. An SFT X is called a hom-shift if X = Hom(Z d , H) for some graph H; it is denoted by X d H . Alternatively, a hom-shift can be described as a nearest neighbour SFT which is 'symmetric' and 'isotropic', that is, if v, w ∈ A are forbidden to sit next to each other in some coordinate direction, then they are forbidden to sit next to each other in all coordinate directions. It follows that a hom-shift X d H is non-empty if and only if H has at least one edge. An introduction to SFTs and hom-shifts can be found in Section 2.
Many important SFTs arise as hom-shifts like the hard square shift and the n-coloured chessboard. In this paper we study certain mixing properties of hom-shifts: topological mixing, blockgluing and strong irreducibility and relate them to some natural questions in graph theory. The mixing conditions studied in this paper are introduced in Section 3. For further background consider [5] .
An SFT X is said to be topologically mixing (or just mixing) if any two patterns appearing in X can coappear in a configuration in X provided the corresponding shapes are far enough apart (the distance depending on the patterns). Clearly, a hom-shift X d H is not mixing if H is bipartite; the pattern on any partite class of Z d is mapped into a partite class of H. It turns out that this is essentially the only obstruction. We prove in Proposition 3.1 that a hom-shift X d H is mixing if and only if H is a connected undirected graph which is not bipartite; further if H is bipartite then it still satisfies a similar mixing condition but we may need to translate one of the two patterns by a unit coordinate vector. In the heart of the analysis is the following simple idea: We say that two finite walks, {v i } n i=1 and {w i } n i=1 are adjacent if v i is adjacent to w i for all i. We show that for all n and finite connected graphs H, the graph of finite walks of length n is connected.
However we find that the diameter of the graph of finite walks on a graph H of length n might increase with n. Whether the diameter remains bounded or not relates to another important mixing property called the phased block-gluing property: We say that an SFT X is block-gluing if there is an n ∈ N such that any two patterns on rectangular shapes in X can coexist in a configuration in X provided that they are separated by distance n. Strong irreducibility (SI) is a similar (though a much stronger) mixing property where there is no restriction on the shape of the patterns.
Again we observe that if the graph H is bipartite then X d H is neither block-gluing nor SI. To remedy the situation we introduce the phased block-gluing and the phased SI properties in Section 4 which are similar to the usual block-gluing and SI properties but there is a fixed finite set S ⊂ Z d by elements of which we are allowed to translate one of the two patterns. We prove in Propositions 4.1 and 4.2 that if H is not bipartite and X d H is phased block-gluing/phased SI then it is blockgluing/SI respectively. Further if H is bipartite and X d H is phased block-gluing/phased SI then the set S can be chosen to be the origin and any of the coordinate unit vectors. This is done by relating the mixing conditions with some natural graph theoretic questions.
The study of the phased block-gluing property for the d-dimensional shift space X d H relates to a natural graph structure on X walk is finite. It can be proved using the ideas of graph folding in [16, 9] that if H is a tree then the space X d H is phased SI. This turns out to be a characterisation for the phased SI property for a large class of graphs: A graph is called four-cycle free if it is connected, it has no self-loops and the four-cycle, C 4 is not a subgraph. In Section 5 we prove for four-cycle free graphs H that X d H is phased blockgluing/phased SI if and only if H is a tree. Surprisingly the proof goes via lifts to the universal cover of the graph; in fact following [23] we prove the results for a more general class of graphs called the four-cycle hom-free graphs (defined in Section 5). In Subsection 5.1 we discuss why this characterisation fails when the four-cycle hom-free restriction is removed. The paper concludes with a long list of open questions (Section 6).
Let us summarise. Results regarding decidability among hom-shifts and shifts of finite type are Proposition 2.2, Corollary 2.3 and Proposition 3.2; in Subsections 6.1 and 6.7 we mention some related open questions. In the proof of Proposition 3.1 and in Proposition 4.1 we reformulate transitivity, mixing and block-gluing in terms of walks on graphs. Proposition 3.1 gives necessary and sufficient conditions for transitivity and mixing. Section 5 discusses the mixing properties for hom-shifts where the corresponding graph is four-cycle hom-free.
We end the introduction with the question which is the cornerstone for this line of research; this we are unable to address. For a more detailed discussion, look at Subsection 6.1.
Question:
Is it decidable whether a hom-shift is SI/block-gluing?
SFTs and Hom-Shifts
Let A be a finite set which we refer to as the alphabet with the discrete topology; we give the set A Z d the product topology making it a compact metrizable space. By Z d we will mean both the Cayley graph of Z d with respect to standard generators and the group. The elements of A Z d are called configurations while elements of A B for some finite set B are called patterns. Usually configurations will be denoted by letters like x, y and z while patterns will be denoted by letters like a, b and c. Given a configuration x, let x i := x( i) and a pattern a ∈ A B and i ∈ B, let a i := a( i).
There is a natural action of
denote the shift-action. A shift space is a closed set of configurations X ⊂ A Z d which is invariant under the shift-action, meaning, σ i (X) = X for all i ∈ Z d . Alternatively, it can also be defined using forbidden patterns: A set of configurations X is a shift space if and only if there is a set of patterns F such that
Look at [15, Chapter 6] for the proof of the equivalence when d = 1; the proof is similar in higher dimensions. In a similar fashion the shift map extends to patterns:
Let 0 be the origin and { e d 1 , e d 2 , . . . , e d d } denote the standard generators of Z d . We will drop the superscript when it is obvious from the context. Given a, b ∈ A we denote by a, b i ∈ A { 0, e i } the pattern a, b
Let us look at a few examples:
(1) Let A = {0, 1} and
This is called the hard square shift. (2) Let A = {1, 2, . . . , n} and F = { j, j i :
This is called the n-coloured chessboard.
Z : the separation between successive 1's is even}. This is called the even shift.
Note that in the hard square shift the forbidden list F consists of d elements while in the even shift the forbidden list F consists of infinitely many elements. It can be in fact proven that F cannot be chosen finite for the even shift.
A shift space X is called a shift of finite type (SFT) if there exists a finite set of forbidden patterns F such that X = X F . Thus the hard square shift is an SFT while the even shift is not an SFT. Further if F can be chosen to be a set of patterns on edges and vertices of Z d then X is called a nearest neighbour shift of finite type. Any SFT can be "recoded" into a nearest neighbour SFT: Given shift spaces X and Y , a continuous map f : X −→ Y which commutes with the shift-action, that is, f • σ i = σ i • f is called a sliding block code. A factor map is a sliding block code which is surjective while a conjugacy is a sliding block code which is bijective. The inverse of a conjugacy is also a conjugacy; thus conjugacies determine an equivalence relation. Any shift space conjugate to an SFT is also an SFT. Further given an SFT X, a simple construction gives us a nearest neighbour SFT, Y which is conjugate to X [21] . A periodic configuration is a configuration x ∈ A Z d such that there exists some n ∈ N such that σ n e i (x) = x for all 1 ≤ i ≤ d. Some fundamental properties of nearest neighbour SFTs are undecidable for d ≥ 2; for instance there is no algorithm to decide, given a finite set F whether X F is non-empty [2, 18] . Let us review a few salient features of the proof: Fix d ≥ 2. Given a Turing machine T there is a finite alphabet A T and a finite forbidden list For an undirected graph H (finite or not) we denote
Clearly X d H is non-empty if and only if H is non-empty. Let K n denote the complete graph on n vertices {1, 2, 3, . . . , n}. Then X d
Kn is the n-coloured chessboard. If H is the graph given by Figure  1 then X d H is the hard square shift. We shall frequently use the cartesian product on graphs: Given graphs H 1 = (V 1 , E 1 ) and For a shift space X ⊂ A Z d , the language for X is given by L(X) := {a ∈ A B : N ⊂ Z d is finite and there exists x ∈ X such that x| B = a}.
These are called the set of globally-allowed patterns in X. On the other hand, if the shift space X is given by a forbidden list F, then a pattern a is called locally-allowed if no element of F appears in the shifts of a. For shifts of finite type, it is not decidable whether a locally-allowed pattern is globally-allowed [18] . For hom-shifts, it is in fact decidable; this follows from Proposition 2.1. A shape is a finite subset of
We will often denote an element a ∈ A A by a A instead to emphasise the domain of the pattern. By a rectangular shape A ⊂ Z d we mean that A = d j=1 I j for some finite intervals I j ⊂ Z. A rectangular pattern in X is a pattern in L A (X) for some rectangular shape A. The following proposition implies that periodic configurations are dense in hom-shifts. Proposition 2.1 (Extension of (Possibly Infinite) Rectangular Patterns). Let H be an undirected graph and A = d t=1 I t where I t 's are intervals in Z. Then for all homomorphisms a ∈ Hom(A, H) there exists a configuration x ∈ X d H such that x| A = a. If A is a finite set then x can be chosen to be periodic.
Here is the idea: Let us first observe this for a finite A. If any of the side-lengths of A is one then we extend it to a patternã on a bigger rectangular shape by 'stacking shifts' of the pattern a. Then we reflect the pattern obtained about its faces to obtain a pattern b on a still bigger rectangular shape and finally tile Z d by this new pattern to obtain a periodic configuration. Some of the details are provided in Part (2) of the proof of [11, Lemma 8.2] . Although the proof there is for the case when H is a tree, it carries forward without any change to our context. Now if A is an (infinite) rectangular shape then by compactness of shift spaces and a standard limiting argument (taking a sequence of rectangular patterns which approximate the given pattern and considering the corresponding sequence of configurations extending them), the result for finite rectangular patterns implies the proposition.
In the following, by a given nearest neighbour SFT X, we mean a given finite list of patterns F on edges and vertices of Z d such that X = X F . Proposition 2.2. Fix d ≥ 2. Let C be a set of SFTs for which periodic points are dense for all X ∈ C. It is undecidable whether an SFT is conjugate to some X ∈ C.
Proof. Let X ∈ C. Recall the properties of the SFT, X F T which was constructed given a Turing machine T . We can assume (possibly after a change in alphabet for X) that the underlying alphabets for X and X F T are disjoint for all Turing machines T . Then X ∪ X F T is a nearest neighbour SFT for every Turing machine T ; since X F T 's do not have periodic points, periodic points are dense in X ∪ X F T if and only if X F T is empty.
We claim that this implies X ∪ X F T is conjugate to a member of C if and only if X F T is empty. Clearly, if X F T is empty then X ∪ X F T ∈ C. Now suppose X F T is not empty. Since it does not have periodic points, periodic points are not dense in X ∪ X F T and hence it cannot be conjugate to a member of C.
Thus it is undecidable whether X ∪ X F T is conjugate to an element of C proving, more generally, that it is undecidable whether a nearest neighbour SFT is conjugate to an element of C. Corollary 2.3. It is undecidable whether a shift space X is conjugate to a hom-shift for d ≥ 2.
This follows immediately from Propositions 2.1 and 2.2.
Some Mixing Conditions for Hom-Shifts
In this section we introduce some topological mixing conditions for shift spaces in d ≥ 2. This introduction will be far from comprehensive; for more background consider [5] .
A shift space X is topologically mixing or just mixing if for all
In this section we shall prove the following result: Before we proceed with the proof, we shall consider a few more standard mixing conditions. A stronger mixing property which is also the main theme of this paper is the block-gluing property: A shift space X is said to be block-gluing if there exists an n ∈ N such that for all rectangular patterns a A , b B ∈ L(X) satisfying d ∞ (A, B) ≥ n there exists x ∈ X such that x| A = a and x| B = b. A still stronger mixing condition is the following: A shift space X is called strongly irreducible (SI) if
The hard square shift X is SI for n = 2: Given shapes A, B such that
otherwise satisfies x| A = a and x| B = b. We will give a large class of examples in this paper of hom-shifts which are block-gluing and of hom-shifts which are mixing but not block-gluing. (Theorem 5.3) We will also give an example of an hom-shift which is (phased) block-gluing but not (phased) SI in Subsection 5.1; the phased properties are introduced in Section 4.
It is undecidable whether an SFT is transitive/mixing/blockgluing/SI.
The proof is very similar to the proof of Proposition 2.2. Let X be the hard square shift and consider for every Turing machine T the SFT X F T (with alphabet disjoint from {0, 1}); it is undecidable whether X F T is empty. Further X ∪ X F T is transitive/mixing/block-gluing/SI if and only if X F T is empty; thus the proposition follows. Now let us return to Proposition 3.1. Suppose H is not connected. Let
where X d
are non-empty shift spaces over disjoint alphabets proving that X d H is not transitive. Also if H is bipartite then X d H is not mixing since for a given x ∈ X d H and all even vertices i ∈ Z d , x i belong to the same partite class. To prove the other direction we will use some auxiliary constructions; the idea used for the proof of this proposition will be useful later as well.
A walk p in a graph H is a (finite, infinite or bi-infinite) sequence of vertices {p i } in H satisfying p i ∼ H p i+1 for all i. A walk of length k is a finite walk p = (p 0 , p 1 , . . . , p k ); let |p| denote the length of p. Denote by [i, j] the induced subgraph of Z on {i, i + 1, . . . , j}. For every n ∈ Z + and d ≥ 2 let
n }. As with homotopies in algebraic topology, there is a walk from p to q in H d n,walk of length k if and only if there is a graph homomorphism a :
n . We will use this correspondence frequently throughout the paper. Connectivity of the graph H d n,walk is related to the transitivity/mixing property via the following lemma:
walk is connected and not bipartite for all n ∈ Z + then X d H is mixing.
Proof. Let A, B ⊂ Z d be finite sets and a A , b B ∈ L(X d H ) be given and suppose H d n,walk is connected. We need to prove that there exists some i ∈ Z d such that x| A = a and (σ i (x))| B = b. By shifting the patterns if necessary and extending them to B d n for some large enough n > 1 we can assume A = B = B d n . By the hypothesis we know that H d n,walk is connected so there is a walk of length k for some k ∈ N from a| B 
By Proposition 2.1 we see that X d H is transitive. For mixing, assume that H d n,walk is connected and not bipartite. As before, let
Choose an integer k such that for all a , b ∈ H d n,walk there is a walk from a to b of length r for all r ≥ k. Let i = (i 1 , i 2 , . . . , i d ) such that | i| ∞ ≥ k + 2n; without the loss of generality assume that i d ≥ k + 2n. Extend a and b periodically to get extensionsã,b on
By periodically extending l we get a homomorphisml :
By Proposition 2.1 the proof is complete.
Proof of Proposition 3. is connected for all n ∈ Z + . When n = 0, then B d n consists of a single vertex; the connectivity of H d 0,walk is exactly the connectivity of the graph H. Now fix n ≥ 1. The argument will follow by induction on d. Base Case: Let p, q ∈ H 2 n,walk . Consider a walk r (say of length k) in H from p n to q −n . Let s : [−n, 3n + k] −→ H be the walk 'joining' p, r and q; formally, let
By 'stacking together the shifts' of the pattern s we get a walk in H 2 n,walk from p to q; formally, let p i ∈ H 2 n,walk be given by
The induction step: Let's assume the conclusion for some d ≥ 2. Let p, q ∈ H d+1 n,walk . By the induction hypothesis there exists a walk r 0 , r 1 , . . . ,
−→ H be a graph homomorphism obtained by 'joining' p, r 0 , r 1 , . . . , r k and q; formally let
for all j ∈ [−n, n] d−1 . As in the base case, by 'stacking together the shifts' of the pattern s we get a walk from p to q in H d+1 n,walk . This proves that X d H is transitive. If H is bipartite with partite classes V 1 , V 2 and x ∈ X d H then x 0 ∈ V 1 if and only if x i ∈ V 1 for all even vertices i ∈ Z d ; thus X d H isn't mixing. For the other direction assume that H is connected and not bipartite. By the first part of the proof the graph H d n,walk is connected. Further since H is not bipartite it has an odd cycle. Thus one obtains an odd cycle in H d n,walk for all n; hence it is also not bipartite. By Lemma 3.3, the proof is complete.
Observe that the proof of Proposition 3.1 gives us a bound on the diameter in the graph metric of H d+1 n,walk given the diameter of H d n,walk . Specifically
n,walk is interpreted as the graph H. We will be interested in cases where diam(H d+1 n,walk ) is uniformly bounded for all n. The following corollary follows from arguments in the proofs of Lemma 3.3 and Proposition 3.1.
Corollary 3.4. Let H be a finite undirected graph. The following are equivalent:
(1) H is connected.
n,walk is connected for all n and d.
n,walk is connected for some n and d. Let H be a bipartite connected graph with partite classes
To prove that if H is connected and not bipartite then X d H is mixing, the only place we used the fact that the graph H is not bipartite is to conclude that H d n,walk is also not bipartite. If H is connected and bipartite then H d n,walk is also connected and bipartite; there exists K ∈ N such that for any p, q ∈ H d n,walk and k > K there is a walk from p to q of length either k or k + 1. It follows that X 1 and X 2 are mixing SFTs for the (2Z) d action. So we have the following proposition: A shift space X is said to be phased block-gluing if there exists an n ∈ N and a finite set S ⊂ Z d such that for all rectangular patterns a A , b B ∈ L(X) satisfying d ∞ (A, B) ≥ n there exists x ∈ X such that x| A = a and σ i (x)| B = b for some i ∈ S. The set S will be called a gluing set of X and n will be called a gluing distance. Observe that although the phased block-gluing property is defined for finite rectangular patterns a A , b B , it immediately applies (by using the compactness of shift spaces) to infinite rectangular patterns as well.
From here on fix d ≥ 2 unless mentioned otherwise. We will now construct some auxiliary graphs which will be useful in the study of the phased block-gluing property. Let
Given symbols v, w we denote by (v, w) ∞,d−1 ∈ {v, w} Z d−1 the checkerboard configuration given by (v, w)
Let us look at a few examples.
( Figure 1 (the graph for the hard square shift). Since 0, 1 As mentioned previously with respect to the graphs H d n,walk , there is a correspondence between walks there exists a walk of length n starting at x and ending at y. Since we can always lengthen such a walk by revisiting a configuration adjacent to y, it follows that for all x, y ∈ X d−1 H , m ≥ n there is a walk of length m from x to y. We would like to prove that X d H is block-gluing with block-gluing distance n. Let a A , b B be two rectangular patterns in
Using the symmetry and isotropy in hom-shifts and translating the patterns (if necessary), by Proposition 2.1 we can assume that
walk . Hence we get a homomorphism
H such that x| A = a and x| B = b. In the following proof by | · | 1 we mean the l 1 metric on R d .
Proof of Part (2) of Proposition 4.1. Suppose that X d
H is phased block-gluing with gluing distance n and gluing set S. Choose m ≥ n large enough such that m > | i| 1 for all i ∈ S. Let x, y ∈ X d−1 H be given. As before we identify x and y as configurations in Hom(Z d−1 {0}) and Hom(Z d−1 {m}) respectively. By the phased block-gluing property there exists
Thus we have obtained a walk from x to σ − i f (y) in H d walk of length m + i d . By using the fact that
we get a walk from σ − i f (y) to y of length Proof of Part (3) there exists a walk of length m from x to y in H d walk . By Part (1) the proof is complete. In exactly the same way, the phased SI property can also be defined: A shift space X is said to be phased SI if there exists an n ∈ N and a finite set S ⊂ Z d such that for all patterns a A , b B ∈ L(X) satisfying d ∞ (A, B) ≥ n there exists x ∈ X such that x| A = a and σ i (x)| B = b for some i ∈ S. S will be called an SI gluing set of X and n will be called an SI gluing distance. Proposition 4.2. Let H be a finite, undirected graph. Then (1) If H is bipartite and X d H is phased SI, the SI gluing set can be chosen to be { 0, e i } for all
Now let us prove the converse. Suppose diam(H
H is phased SI then it is SI. Since the arguments for the proof of this proposition are similar to those in the proof of Proposition 4.1, we will not repeat them here. Roughly speaking, in Proposition 4.1 we obtained the result by translating the question into one about walks on the auxiliary graphs H d walk . For SI we can use the following simple equivalence instead: Given a set A ⊂ Z d let
A nearest neighbour SFT X is SI if and only if there is an N ∈ N such that for all n ≥ N , finite A ⊂ Z d and a A , b ∂nA\∂ n−1 A ∈ L(X), there exists x ∈ X such that x| A = a and x| ∂nA\∂ n−1 A = b. As in Corollary 3.5 we can also conclude:
H is a union of two disjoint conjugate SFTs with respect to the (2Z) d action which are block-gluing/SI respectively. This follows from the fact that for a phased block-gluing/phased SI hom-shift, the gluing set/SI gluing set can be chosen to be {0, e i } for all 1 ≤ i ≤ d. The proof is left to the reader.
We will need the following 'monotonicity' result:
Proposition 4.4. Let H be a finite undirected graph and
H is not phased block-gluing/phased SI. Let us see this for the phased block-gluing property; the proof for the phased SI property uses similar ideas. Suppose X 
Since n was arbitrary we have proven that diam(H
H is not phased block-gluing. We end this section with a few minor structural remarks. Let C n denote the n-cycle with vertices {0, 1, 2, . . . , n − 1}. The phased SI/phased block-gluing property for transitive hom-shifts is not stable under containment: For instance we will prove that X 2
is not phased block-gluing in Theorem 5.3. However X 2 Edge and X 2
are both phased SI [7] where Edge is the induced subgraph on a pair of vertices in C 3 and C 3 is isomorphic to an induced subgraph of K 4 . The mixing properties are however preserved under certain products:
The tensor product of graphs H 1 = (V 1 , E 1 ) and We understand the case of the cartesian product to a much lesser extent and might be of interest for future work.
Proof. There are three separate cases to consider: neither H 1 nor H 2 is bipartite, exactly one of H 1 and H 2 are bipartite and finally both H 1 and H 2 are bipartite. The proofs for the three cases are similar given the following well-known observations: If H 1 and H 2 are connected graphs which are not bipartite then H 1 × H 2 is connected and bipartite. If exactly one of H 1 and H 2 is bipartite and both are connected then H 1 × H 2 is also bipartite and connected. If both H 1 and H 2 are bipartite and connected then H 1 × H 2 has two graph components, both are connected bipartite graphs.
Since these three cases are very similar we shall only prove the theorem for the case where both H 1 and H 2 are not bipartite. Let X d Proof. We will prove the proposition in the case when H is not bipartite; the proof for the bipartite case is similar and left to the reader.
By choosing a large enough subpattern from these configurations it follows that there exists k n ∈ N and a n , b n ∈ H d kn,walk such that the shortest walk from a n to b n is of length greater than or equal to n. Since H is not bipartite, by Proposition 3.1, the hom-shift X d H is mixing. Thus there exist x, y ∈ X
walk is disconnected then its diameter is infinite; this follows from the definition of the diameter.
Phased Mixing Properties for Four-Cycle Hom-Free Graphs
We say that an undirected graph H is a four-cycle hom-free graph if for all graph homomorphisms f : C 4 −→ H either f (0) = f (2) or f (1) = f (3). Let us begin by unravelling the definition.
Proposition 5.1. An undirected graph H is four-cycle hom-free if and only if C 4 is not a subgraph of H and if v ∈ H has a self-loop then w 1 , w 2 ∼ H v and w 1 , w 2 = v implies w 1 ∼ H w 2 .
Proof. Let us see the forward direction; the arguments for the backward direction are similar in nature and left to the reader. Suppose H is four-cycle hom-free. Since there exists no graph homomorphism f ∈ Hom(C 4 , H) which is an embedding, the graph C 4 is not a subgraph of H. Now suppose the vertex v ∈ H has a self-loop, w 1 , w 2 ∼ H v and w 1 , w 2 = v. Consider the map f : C 4 −→ H given by f (0) = f (1) := v, f (2) := w 1 , f (3) := w 2 ; it is a graph homomorphism if and only if w 1 ∼ H w 2 . But for the map f , f (0) = f (2) and f (1) = f (3). Thus by the four-cycle hom-free property of H it follows that f is not a graph homomorphism from where it follows that w 1 ∼ H w 2 .
It follows from Proposition 5.1 that a graph H without self-loops is four-cycle hom-free if and only if it is a four-cycle free graph in the sense of [11] , that is, C 4 is not a subgraph of H. It was observed in [11] that a homomorphism from Z d to H can be lifted to the universal cover H uni (defined below). This includes graphs H which are trees and cycles C n for n = 4. A particular case is that of n = 3;
is the space of proper 3-colourings of Z d . This condition was studied in [23] in the context of reconfiguration problems; we remark that the so-called fundamental groupoid in that paper is intimately related to the universal cover of H. If H = C 3 then the lifts correspond to the so called height functions ( [14] ).
In addition it follows from Proposition 5.1 that the graph for the hard square shift (Figure 1 ) satisfies the hypothesis. For trees with loops, we refer to [8] (Proposition 8.1 and its corollaries) for related results.
In this section we describe a procedure for deciding the mixing conditions of X d H for a four-cyclehom-free graph. For this we require a notion of folding in graphs: We say that a vertex v folds into w if N H (v) ⊂ N H (w). In this case H \ {v} is called a fold of the graph H. A graph is called stiff if it does not have any non-trivial folds. Starting with a finite graph H we can obtain a stiff graph by a sequence of folds; stiff graphs thus obtained are the same up to graph isomorphism [9, Theorem 4.4] . A graph H is called dismantlable if there exists a sequence of graphs H = H 1 , H 2 , . . . , H n such that H i+1 is a fold of the graph H i for every i and H n is a vertex with or without self-loop. If H is a connected dismantlable graph which is not an isolated vertex then it follows that the stiff graph obtained by successive folds of H is a vertex with a self-loop. A graph H is called bipartitedismantlable if there exists a sequence of graphs H = H 1 , H 2 , . . . , H n such that H i+1 is a fold of the graph H i for every i and H n is either a single edge or a single vertex with a self-loop. Graph folding was introduced in [16] to study cop-win graphs; later in [9] it was observed that folding preserves a lot of properties of the graphs. Since a fold of a graph H is bipartite if and only if H is bipartite it follows that if a graph H is bipartite-dismantlable, then it is dismantlable if and only if H is not bipartite.
The following proposition essentially follows from arguments similar to those in the proof of Theorem 4.1 in [9] and we omit them here:
H is phased SI. If H is bipartitedismantlable and X d H is SI then H is dismantlable. We can now state the main result of this section.
Theorem 5.3. Let H be a four-cycle hom-free graph. The following are equivalent:
The four-cycle hom-free condition is necessary for these equivalences; we will discuss this further after the proof of Theorem 5.3.
Since phased SI is stronger than phased block-gluing, clearly (a) implies (b) and by Proposition 5.2, (c) implies (a). To complete the proof of the theorem we need to prove (b) implies (c). For this we need to introduce the universal cover. For more details, look at [11] and references within (mainly [1, 22] ). A graph homomorphism φ : H −→ H is called a graph covering if it is surjective and for all v ∈ H, the restricted map
There is some subtlety here. Undirected graphs H can be viewed as 1-CWcomplexes where the vertices form 0-cells and the edges form the 1-cells of the complex. If H has no self-loops, then clearly the condition for a map φ : H −→ H to be a graph covering implies that it is a topological covering as well. However a topological covering space of a graph H viewed as a 1-CW-complex may be different from the covering graph of H when H has a self-loop. For instance, let H be a graph with a single vertex and a self-loop and H be a graph with exactly one edge connecting two vertices; H is a covering graph of H however H is homeomorphic to S 1 as a CW-complex and its only covering spaces are itself and R; neither of these are homeomorphic to H . To avoid confusion, by a covering space of H we mean the usual topological covering space of H and by a covering graph of H we mean it in the sense as defined above; these two notions coincide if H has no self-loops.
A universal covering graph of H, denoted by H uni is a covering graph of H which is a tree; this is unique up to graph isomorphism. Alternatively it can be defined as the connected covering graph (H uni , φ uni ) satisfying the following (universal) property: Given a covering graph map φ : H −→ H there exists a covering graph map φ : H uni −→ H such that φ • φ = φ uni . There is an explicit construction of these graphs: A non-backtracking walk in a graph H is a finite walk in which subsequent steps do not use the same edge, that is, walks p 1 , p 2 , . . . , p n such that (p i , p i+1 ) = (p i+2 , p i+1 ). Fix a vertex v ∈ H. H uni is the graph where the vertex set is the set of non-backtracking walks in H starting at the vertex v and two non-backtracking walks p and q are adjacent in the graph if one extends the other by a single step. Choosing a different starting vertex v gives us a graph isomorphic to H uni . It is a tree and the covering graph map φ uni : H uni −→ H is given by φ uni (p) := terminal vertex of p.
Let us look at a few examples: Non-backtracking walks in a tree cannot visit the same vertex twice and there is a unique non-backtracking walk joining two distinct vertices. Hence the universal cover of a tree H is isomorphic to H. The non-backtracking walks in the graph C n starting at 0 are the finite prefixes of the periodic walks 0, 1, 2, 3, . . . , n − 1, 0, 1, . . . , and 0, n − 1, n − 2, . . . , 1, 0, n − 1, . . . , Thus the universal covering graph of C n is Z and the covering graph map is (mod n) : Z −→ C n .
Another important class of examples are the barbell graphs Bar n for n > 2 with vertices {1, 2, 3, . . . , n} and edges { (1, 1), (1, 2), (2, 3) , . . . , (n−1, n), (n, n)} (Figure 2) . The non-backtracking walks on Bar n starting at 1 are the finite prefixes of the periodic walks (1, 1, 2, 3 , . . . , n−1, n, n, n−1, n−2, . . . , 2, 1, 1, . . .) and (1, 2, 3 , . . . , n−1, n, n, n−1, n−2, . . . , 2, 1, 1, . . .)
proving that (Bar n ) uni = Z. Thus though the cycles C n and the barbells Bar n seem unrelated a priori, their universal covers are the same. By Proposition 5.5 it will follow that the corresponding Figure 3 . Graph for the lift of the hard square shift hom-shifts are related to each other. The fact that Bar n does not satisfy the block-gluing property has been essentially observed in [8] . Let H be the graph for the hard square shift (given by Figure 1 ). The non-backtracking walks starting at the vertex 1 are (1), (1, 0), (1, 0, 0) and (1, 0, 0, 1). Thus H uni is isomorphic to the graph in Figure 3 .
The universal covers of a graph are so-called normal covers [13, Chapter 1]: and x , y be lifts of x, y in H uni . There is a finite walk from x to y in (H uni ) d walk . By applying the induced map φ uni to each step of the walk we get a walk of the same length from x to y in H d walk . Thus
walk ) < ∞. Now suppose that H uni is an infinite graph (and hence an infinite tree). By Proposition 4.4 it is sufficient to prove that diam(H 2 walk ) = ∞. Consider x ∈ X 1 H uni such that x | N does not visit the same vertex twice; since H uni is a bounded degree infinite graph such an x exists. Let x :=φ uni (x ) and consider y := (v, w) ∞,1 for some edge v ∼ H w. Suppose that there is a walk from x to (v, w) ∞,1 in H 2 walk . By Proposition 5.5 it lifts to a unique walk from
which leads to a contradiction and completes the proof.
Proof of Theorem 5.3. Let H be a four-cycle hom-free graph.We are left to prove that (b) implies (c). By Corollary 5.6 it is sufficient to prove that if H uni is finite then H is bipartite-dismantlable. Now suppose that H uni is a finite tree and hence is bipartite-dismantlable. We want to prove that H is bipartite-dismantlable. Suppose v folds into w in H uni , that is, N H uni (v ) ⊂ N H uni (w ). Let v := φ uni (v ) and w := φ uni (w ). By Proposition 5.4 it follows that for all v ∈ H uni satisfying φ uni (v ) = v there is an automorphism ψ of H uni for which φ uni • ψ = φ uni and ψ(v ) = v . Thus for w := ψ(w ) we have that φ uni (w ) = w and v folds into w . Since v and w have common neighbours and φ uni is a covering map it follows that v = w; in fact that v folds into w. By folding all v which satisfy φ uni (v ) = v we get (H \ {v}) uni . The proof can be completed by induction on |H|.
Why is the Four-Cycle Hom-Free Condition Necessary?
Some of the implications of Theorem 5.3 fail without the four-cycle hom-free assumption. We know that (a) implies (b) for all shift spaces and by Proposition 5.2, (c) implies (a). Let us see why the other implications do not hold:
(1) (a)/(b) does not imply (c): Here we see why the phased SI property in hom-shifts does not imply that the corresponding graph is bipartite-dismantlable. Let K n denote the complete graph with n vertices, 1, 2, . . . , n. It is mentioned in [7] that X d Kn is SI for n ≥ 2d + 1; note that there is no folding possible in K n and hence it is not bipartite-dismantlable (except for n = 2). Yet X d
Kn is block-gluing for n ≥ 4 and d ∈ N; this is proved in the following proposition. The argument given here is by Ronnie Pavlov; similar arguments appear in Section 4.4 of [20] .
A vertex in Z d−1 is called even if it is in the same partite class as 0 and odd otherwise. For a reconfiguration problem of a similar nature, a characterisation was given in [9] : We say that Hom(G, H) satisfies the pivot property if for all x, y ∈ Hom(G, H) which differ only at finitely many sites there exists a sequence x = x 1 , x 2 , . . . , x n = y ∈ Hom(G, H) such that x i , x i+1 differ at most at one site. Brightwell and Winkler proved that the pivot property is satisfied by Hom(G, H) for all graphs G if and only if H is dismantlable. We wonder if a characterisation of similar nature exists in our case as well. In the following we provide a large class of graphs H for which diam(H G walk ) < ∞ for all connected undirected graphs G.
We say that H is collapsible if there exists a graph homomorphism f : H −→ H such that f (v) ∼ H v for all v ∈ H and there exists n ∈ N such that f n (H) is either an edge or a vertex with a self-loop; f is called a collapsing map. If H is a collapsible graph, diam(H We write that a sequence a n = Θ(n) if there exists c, C > 0 such that cn ≤ a n ≤ Cn. This was also conjectured by Ronnie Pavlov and Michael Schraudner who showed that this is true in several examples [17] . From Equation 3.1 we get a natural upper bound on the diameter: Problem: Construct a graph H for which diam(H 2 walk ) < ∞ but diam(H 3 walk ) = ∞. In this paper we mention two large collection of graphs for which the diam(H d walk ) < ∞ for all d: bipartite-dismantlable graphs (as in Section 5) and collapsible graphs (as in Subsection 6.2). However in all such examples, we find that diam(H d walk ) < ∞ for all d. To find examples for the problem above, we would have to find a way to prove that diam(H 2 walk ) < ∞ in a fundamentally different way.
By Proposition 4.1, the problem stated above is equivalent to the problem of finding a graph H for which X 2 H is block gluing but X 3 H is not block-gluing. We note that the answer to the analogue of this problem for SI is known: X 2
