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Abstract
In this thesis, we focus on the application of the Heath-Platen (HP) estimator in option
pricing. In particular, we extend the approach of the HP estimator for pricing path de-
pendent options under the Heston model. The theoretical background of the estimator
was first introduced by Heath and Platen [32]. The HP estimator was originally inter-
preted as a control variate technique and an application for European vanilla options was
presented in [32]. For European vanilla options, theHP estimator provided a considerable
amount of variance reduction. Thus, applying the technique for path dependent options
under the Heston model is the main contribution of this thesis.
The first part of the thesis deals with the implementation of the HP estimator for pricing
one-sided knockout barrier options. Themain difficulty for the implementation of the HP
estimator is located in the determination of the first hitting time of the barrier. To test the
efficiency of the HP estimator we conduct numerical tests with regard to various aspects.
We provide a comparison among the crude Monte Carlo estimation, the crude control
variate technique and the HP estimator for all types of barrier options. Furthermore, we
present the numerical results for at the money, in the money and out of the money barrier
options. As numerical results imply, the HP estimator performs superior among others
for pricing one-sided knockout barrier options under the Heston model.
Another contribution of this thesis is the application of the HP estimator in pricing bond
options under the Cox-Ingersoll-Ross (CIR) model and the Fong-Vasicek (FV) model. As
suggested in the original paper of Heath and Platen [32], the HP estimator has a wide
range of applicability for derivative pricing. Therefore, transferring the structure of the
HP estimator for pricing bond options is a promising contribution. As the approximating
Vasicek process does not seem to be as good as the deterministic volatility process in the
Heston setting, the performance of the HP estimator in the CIR model is only relatively
good. However, for the FV model the variance reduction provided by the HP estimator is
again considerable.
Finally, the numerical result concerning the weak convergence rate of the HP estimator
for pricing European vanilla options in the Heston model is presented. As supported by
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Monte Carlo (MC) methods were initially introduced in the 1940s with the aim of solving
problems in mathematical physics and thereafter they were often used to solve several
problems in a wide range of fields. The reason behind their popularity is that they are
easy to implement and applicable for higher dimensional problems. The principles ofMC
methods originate from probabilistic approaches. That is, the main idea is to estimate an
expected value of a random variable X, i.e. E[X], by an arithmetic average of randomly
generated outcomes drawn from the distribution ofX. MCmethods draw their theoretical
strength from two fundamental theorems of probability theory, namely the strong law of
large numbers and the central limit theorem.
For the first time MC methods were applied to price financial derivatives in the seminal
work of Boyle [7]. In fact, MCmethods are suitable to tackle problems in both finance and
insurance applications due to the use of probabilistic models in these areas. One typical
example of financial applications is the use of MC methods to price complex structured
options. The term complexity is often understood in relation to the dynamics of the un-
derlying asset and the characteristics of the option itself. For instance, if one aims to price
exotic optionswhose payoffmay involve certain exotic features and further if there exist no
closed form solution for the option price, then MC methods may appear as a convenient
choice. Barrier options are popular examples of exotic options. Depending onwhether the
stock price process crosses a predefined barrier level during the lifetime of the option, the
option either provides a payment at the terminal time or nullifies. Due to this additional
barrier feature, barrier options are strongly path dependent and conditional options. Al-
though a closed form solution under the Black-Scholes [6] model is available for certain
types of barrier options, as themarket dynamics gets complicated, very few choices except
the use of numerical methods remain. In this regard, pricing barrier options under the
stochastic volatility model of Heston [34] is a challenging problem. Contrary to the con-
stant volatility assumption of the Black-Scholes model, Heston assumes that the volatility
is stochastic and in particular modeled via a separate stochastic variance process. Thus, in
the Heston model the stock price and the variance processes are driven by the following
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stochastic differential equations
dSt  St rdt + St
√
νtdW1t
dνt  κ(θ − νt )dt + σ√νtdW2t
where the initial values are S0  s > 0, ν0  ν > 0 andW1,W2 are two Brownian motions
which are correlated under the risk neutral measure Q such that EQ(dW1t dW
2
t )  ρdt.
In this thesis our main aim is to price barrier options under the Heston model via an effi-
cient Monte Carlo technique. For this purpose we employ the Heath-Platen (HP) estima-
tor which was initially introduced by Heath and Platen [32] under the name ofDifferential
Operator Integral (DOI). Although the HP estimator is originally interpreted as a control
variate technique, it employs a rather sophisticated approach compared to the crude con-
trol variate technique. Roughly speaking, the crude technique mainly focuses on the dif-
ference between the expected values of two random variables. On the contrary, the HP
estimator aims to couple the processes via their actual underlying dynamics. Therefore,
by its nature the implementation of the HP estimator in any derivative pricing problem
involves a certain amount of theoretical knowledge. Throughout the thesis we examine
the specific properties of the Heath-Platen estimator in detail, particularly for barrier op-
tions. Moreover, we present numerical results regarding the implementation of the HP
estimator in pricing all types of one-sided knockout options. Although the application of
the HP estimator in pricing European vanilla options was presented in [32], the applica-
tion for the barrier options has remained novel in the literature. Hence, this application
constitutes one of the main contributions of this thesis.
Another part of the novelty of this thesis comes from the application of the HP estima-
tor to bond options. Basically, we extend the idea of the HP estimator for pricing bond
options. Bond options are financial derivatives whose underlying asset dynamics are de-
termined by the short rate process. In particular, we consider zero coupon bond (ZCB)
options. A ZCB is a financial derivative which has a final value of 1 at maturity T and
makes no coupon payment during the lifetime of the bond. We begin our extension with
pricing ZCB options under the Cox-Ingersoll-Ross (CIR) model [15]. The short rate in the
CIR model is the only state variable which determines the complete structure of the yield
curve. Therefore, the CIR model belongs to the class of one factor models. In the CIR
model, the short rate process follows a mean reverting square root process, i.e.
dr(t)  κ(θ − r(t))dt + σ√r(t)dW (t)
where the initial value for the short rate is r(0)  r > 0 and W is a Brownian motion.
Moreover, the parameters κ, θ and σ are positive constants.
Finally, we consider another extension of the application of the HP estimator in pricing
ZCB options under the stochastic variance model of Fong and Vasicek (FV) [22]. In the FV
model, the short rate process contains a stochastic volatility parameter which is modeled
via a stochastic variance process. The FV model is then given by the following stochastic
3differential equations
dr(t)  κ1(θ1 − r(t))dt +
√
ν(t)dW1(t)
dν(t)  κ2(θ2 − ν(t))dt + σ
√
ν(t)dW2(t)
where the initial values are r(0)  r > 0, ν(0)  ν > 0 and W1, W2 are two
Brownian motions which are correlated under the risk neutral measure Q such that
EQ(dW1(t)dW2(t))  ρdt. Again, due to the complicated dynamics of the underlying
asset process, pricing ZCB options under the FVmodel is challenging. Therefore, propos-
ing an efficient pricing method is significant. For this purpose, we employ again the HP
estimator to price ZCB options in the FV model.
The thesis is structured as follows. Chapter 2 provides a brief introduction toMonte Carlo
methods. Exact simulation and discretization schemes for the solution of the stochastic
differential equations are also introduced. The Euler-Maruyama (EM) scheme is of partic-
ular interest sincewe adopt the fully truncated EM scheme to discretize theHestonmodel.
The control variate technique is briefly introduced, since the HP estimator is supposed to
be a powerful control variate technique.
Chapter 3 briefly introduces the basics of option pricing and in particular the partial differ-
ential equations approach. In fact, this approach has strong relations with the theoretical
background of the HP estimator. Furthermore, the dynamics of the Heston process are
explained in detail and the methods which are used to price options under the Heston
model are discussed.
In Chapter 4, a rigorous examination of the properties of the HP estimator and its theoret-
ical background are presented. The difficulties to price barrier options under the Heston
model are pointed out. Subsequently, the application of the HP estimator for pricing all
types of one-sided knockout barrier options is presented in detail. To test the efficiency
of the estimator, several numerical tests are performed. The numerical results for each
option type are given at the end of the chapter.
Chapter 5 extends the application of the HP estimator for pricing bond options under
both the CIR and the FV model. It examines the theoretical aspects of the application of
the HP estimator in pricing ZCB options, in connection with conveying the idea of the
HP estimator into a different context of the option pricing problem. Moreover, numerical
results for both models are presented.
In Chapter 6, the weak error behavior of the HP estimator for European vanilla options
under the Heston model is briefly explained. Since European vanilla options have semi-
closed form solution in the Heston model, it is possible to numerically analyze the weak
convergence rate of the HP estimator. Numerical tests for the weak convergence rate are
provided for various parameter sets.
Finally, Chapter 7 concludes the thesiswith a summary of the results obtained throughout





In this chapter we give a brief introduction to Monte Carlo (MC) methods and their ap-
plications in finance, particularly in derivative pricing. The essential idea of MCmethods
was introduced by S. Ulam and J. von Neumann to solve the problems in mathematical
physics. The following remark from S. Ulam explains briefly how he ended up with the
idea of MC methods [20]:
The first thoughts and attempts I made to practice [the Monte Carlo method] were
suggested by a question which occurred to me in 1946 as I was convalescing from an
illness and playing solitaires. The question was what are the chances that a Canfield
solitaire laid out with 52 cards will come out successfully? After spending a lot of
time trying to estimate them by pure combinatorial calculations, I wondered whether
a more practical method than "abstract thinking" might not be to lay it out say one
hundred times and simply observe and count the number of successful plays. This
was already possible to envisage with the beginning of the new era of fast computers,
and I immediately thought of problems of neutron diffusion and other questions of
mathematical physics, andmore generally how to change processes described by certain
differential equations into an equivalent form interpretable as a succession of random
operations. Later ... [in 1946, I] described the idea to John vonNeumann and we began
to plan actual calculations.
As seen from the quote of S. Ulam, MC methods are established on a probabilistic basis.
InMCmethods, instead of examining the evolution of an experiment, one focuses directly
on the expected outcomes of it. Roughly speaking, one samples randomly from a universe
of possible outcomes and takes the arithmetic average over this sample. In principle, the
same experiment is performed with different random inputs for each independent real-
ization. If the number of these realizations is large enough, then eventually the average of
these outcomes converges to the expected value of the experiment. In the next section, we
explain the theoretical background in detail. AlthoughMCmethodswere first invented to
solve problems related to mathematical physics, thereafter they have been widely used in
6 2 Monte Carlo Methods
other fields as well. For example in 1977, Boyle [7] developed the MC simulation method
to solve derivative valuation problems. This study is the first of its kind to exhibit how
one can use MC methods in financial mathematics. Afterwards, MC methods were often
used to solve various different problems in finance and insurance. For the detailed ex-
amination of the MC methods and models in finance, the following references are very
useful [42, 27, 36].
2.1 Basics of Monte Carlo Methods
Monte Carlo methods are mainly based on a random sampling procedure to approximate
an expected value E(X) by an arithmetic average of independent realizations of X. Con-
sider, for example, the problem of estimating the integral of any function f over the unit





We can consider the problem of calculating the value of an integral over the unit interval




f (U)dU : E( f (U)) (2.1)
where U is a random variable. For a given random variable U, we can compute the ex-
pected value of a function of U over the unit interval as follows
E( f (U)) 
∫ 1
0
f (U) fu (U)dU (2.2)
where fu (U) is the probability density function of the random variable. Equations (2.1)
and (2.2) have to coincide, thus we get fu (U)  1. We rewrite it explicitly for the interval
[0, 1]
fu (U) 
1 for 0 ≤ U ≤ 1,0 otherwise .
In fact, this is the probability density function of the uniform distribution on [0, 1]. Conse-
quently, we can estimate the integral
∫ 1
0
f (x)dx on [0, 1] by considering it as an expected
value of uniformly distributed randomnumbers. In order to compute this expected value,
we use theMC estimation. Suppose that we have amechanism to generate n independent
uniformly distributed random numbers U1 ,U2 , ... in the unit interval [0, 1], then the MC
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So, the integral is estimated by using only n independent random numbers. Now, a natu-
ral question arises how one can be sure that this estimation indeed converges to the true
expected value that we aimed to obtain. In this regard, we recall the following theorem,
Kolmogorov‘s strong law of large numbers.
Theorem (Strong Law of Large Numbers [42]). Let (Xn)n∈N be a sequence of integrable, real-
valued random variables that are independent, identically distributed (i.i.d.) and defined on a
probability space (Ω, F , P). Let further
µ  E[X1].





Xi (ω) → µ as n →∞, (SLLN)
i.e. the arithmetic mean of the realizations of Xi tends to the theoretical mean of every Xi as the
number n is large enough.
Hence, this theorem ensures that our MC estimation for the integral
∫ 1
0
f (x)dx tends to
the real value of the integral, i.e.
Iˆ → I with probability 1 as n →∞.
Note that, the main condition is that the number of random variables has to be large
enough to ensure this convergence. Basically, the more random numbers we use, the
closer we get to the true value. For a given random variable X with a finite expectation
E(X), the crude MC algorithm to compute an expected value is the following:
Algorithm 1 The Crude Monte Carlo estimation
Generate randomly n independent experiment results
Xi (ω) for i  1, 2, ..., n, n ∈ N





Note that, here the Xi (ω) originate from the same probability distribution as X. Further-
more, the MC estimation in the crude algorithm is unbiased.
Theorem (Unbiasedness of the crude MC estimator [42]). Let (Xn)n∈N be a sequence of in-
tegrable real-valued random variables that are i.i.d. as X. All the random variables are defined on






Xi , n ∈ N
is an unbiased estimator for µ  E(X), i.e. we have
E(Xˆn)  µ ∀n ∈ N.
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By the help of the previous theorems, it is ensured that MC methods approximate the
relevant expectation correctly in the mean. Our next concern is the absolute value of the
error produced for each trial. For this, we look at the variance between theMC estimation
Xˆn and the expected value µ, i.e.







where σ2 : Var(X), provided it exists. The variance is a measure of the accuracy of our
crude MC estimation by the central limit theorem given as follows.
Theorem (Central Limit Theorem (i.i.d. case) [42]). Let (Xn)n∈N be a sequence of independent
real-valued random variables that are identically distributed and are defined on a probability space
(Ω, F , P). Assume also that they all have a finite variance σ2  Var(X). Then the normalized and
centralized sum of these random variables converges in distribution towards the standard normal
distribution, i.e. we have ∑n




D−→ N (0, 1) as n →∞ . (CLT)
In other words, this theorem asserts that the distribution of the error in our estimation is
approximately normally distributed, i.e.
Xˆn − µ ≈ N (0, σ2/n).
Since the error has approximately a normal distribution with a standard deviation σ, we

















Here z1−α/2 stands for the 1 − α/2-quantile of the standard normal distribution. This
confidence interval indeed gives us ameasure for the accuracy of our crudeMC estimator.
In addition, if we aim to compare two different MC estimators of the same quantity, by
keeping all other conditions equal, we should prefer the one with lower variance [27].
To illustrate the procedure we give the following example.





As we already mentioned, over the interval [0, 1] we can approximate this integral as an
expected value of some uniformly distributed random numbers Ui , i  1, 2, ..., n with
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We generate n uniformly distributed random numbers and obtain the MC estimation by
plugging these numbers into our function f (x) 
√
x. The following figure is useful to
have a better understanding.

















In Figure 2.1 the red line is the graph of the function f (x) 
√
x. The blue dots on the
graph correspond to the pair (Ui , f (Ui)) with uniformly distributed random numbers
Ui . In fact, we estimate the integral by assigning the weight of 1n to each random number
Ui . As we increase n, we obtain more finer approximations which allow us to estimate
more accurately the true value of the integral. Thus, by increasing the number of random
numbers, we obtain a better estimation for the integral. The following table provides
numerical results for 100, 1000, 10000 and 100000 random numbers.
n 100 1000 10000 100000
Iˆ 0.6587 0.6616 0.6656 0.6672
Iˆlow 0.6024 0.6439 0.6600 0.6654
Iˆup 0.7126 0.6797 0.6712 0.6690




xdx, Exact value 2/3
Here, the lower and upper bounds are determined for the 95%-quantile of the standard
normal distribution which corresponds to the value of 1.96. It can be seen from Table
10 2 Monte Carlo Methods
2.1 that the length of the confidence interval gets smaller as n increases, i.e. the length
is proportional to 1/
√
n. This leads to the fact that one has to increase the number n of
simulation trials by a factor of 100 to reduce the length of the confidence interval by a
factor of 0.1. This indeed addresses the slow convergence of the crude MC methods.
2.1.1 Simulation of Stochastic Differential Equations
Stochastic differential equations (SDE)s are used to model stochastic processes that have
continuous trajectories and a source of randomness contained within them. In fact, SDEs
can be motivated by introducing an additional randomness to ordinary differential equa-
tions (ODE)s in that
dXt  a(t ,Xt )dt + "randomness". (2.5)
This source of randomness is commonly referred as white noise and is modeled as incre-
ments of Brownian motion (BM). Therefore, we begin our discussion on stochastic differ-
ential equations with the mathematical definition of Brownian motion.
Definition (Brownian Motion [38]). A standard one-dimensional Brownian motion is a con-
tinuous, adapted process W  {Wt , Ft ; 0 ≤ t < ∞} defined on some probability space (Ω, F , P)
with the following properties
(i) W0  0 P-a.s.,
(ii) For 0 ≤ s < t the incrementWt −Ws is independent of Fs ,
(iii) The increment Wt − Ws is normally distributed with mean zero and variance t − s, i.e.
Wt −Ws ∼ N (0, t − s).
If {Wt }t≥0 is a Brownian motion and 0  t0 < t1 < ... < tn < ∞, then the increments
{Wti −Wti−1 }ni are independent, so that the Brownian motion has independent increments.
Furthermore, the distribution ofWti −Wti−1 depends on ti and ti−1 only through the dif-
ference ti − ti−1, thus the Brownian motion has stationary increments. A one-dimensional
Brownian motion is a real valued process, i.e. for each t ∈ I where I is the index set for
time variable and for each trajectory ω ∈ Ω the Brownian motion is defined as a func-
tion W (t , ω) : I × Ω → R such that (t , ω) → W (t , ω). It is also possible to define a
d-dimensional Brownian motion such that





where the componentsWi are independent one-dimensional Brownian motions. For fur-
ther details about Brownian motion, see [38]. Since BMmay attain negative values, if one
aims to model a positive valued stochastic process then the Geometric Brownian Motion
(GBM), also known as exponential Brownian Motion, is one of the well known transfor-
mations of the BM. A one-dimensional GBM is driven by the following SDE
dSt  µStdt + σStdWt (2.6)
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whereWt is the BM, S0  s is an arbitrary constant and additionally the parameters µ and
σ are constants. Here, µ is the drift coefficient which basically reflects the future tendency
of the process and σ is the diffusion coefficient which determines the variation of the
process. It is possible to obtain the closed form solution for Equation (2.6) by applying
a logarithmic transformation, i.e. S˜t  ln(St ), and further by an application of the Itô
formula. Thus the solution reads as




In addition to possessing a closed form solution, the process is popular due to its relatively
simple dynamics. For instance, the process has a log-normal distribution and in particular,
the expected value and the variance can be explicitly computed at any time t as follows
E (St )  S0eµt , (2.8)







The fundamental properties of the process are situated in the values of the drift and diffu-
sion parameters µ and σ, respectively. In addition, if one knows the initial value S0 of the
process, then one can exactly simulate the values of St at any time t. The reason behind is
that the Brownian incrementsWti+1 −Wti are normally distributed and can be generated
by the help of any standard normally distributed random numbers Ri in that
Wti+1 −Wti ∼
√
ti+1 − tiRi .
As a result, one can exactly simulate a path of a GBM. Figure 2.2 illustrates 50 trajectories
of GBM.













Figure 2.2: Sample paths of GBM with µ  0.05, σ  0.07, S0  100
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For this simulation we used 1000 steps, hence the step size was equal to δ  0.001. Note
that, there is no bias involved in our simulation, since at each discrete point we simulate
the closed form solution given in Equation (2.7). We draw a great deal of attention to the
GBM, since it is used by Black and Scholes [6] to model the stock price process. Therefore,
it has a huge effect on a varying range of financial implementations, see Section 3.1 for
details.
The general form of SDEs driven by Brownian motion is given by
dXt  a(t ,Xt )dt + b(t ,Xt )dWt t ∈ [0, T] (2.10)
X0  x
where a(t ,Xt ) and b(t ,Xt ) are real valued time inhomogeneous functions and x ∈ R is
the initial value of the process. Here, Xt ∈ R represents the state of the process modeled
at any time t. Note that, it is again possible to consider Xt as a d-dimensional process
by taking a m-dimensional Brownian motion and defining the functions a(t ,Xt ) as a Rd-
valued function and b(t ,Xt ) as a d × m matrix valued function. However, we keep the
introduction restricted for the one-dimensional case. One can equivalentlywrite Equation
(2.10) in the following integral form
Xt  x +
∫ t
0
a(s ,Xs )ds +
∫ t
0
b(s ,Xs )dWs (2.11)
where X0  x is an arbitrary constant. We draw attention to the fact that X0 may also be a
F (0) measurable random variable which is independent of the driving BM. However, for
the sake of simplicity we keep it constant. The first term is a standard Lebesgue integral
for each sample path ω, while the second integral is a stochastic Itô integral. The existence
and uniqueness of the solutions is essentially determined by the form of the coefficient
functions a(s , x) and b(s , x), for details see [48, 38]. We assume that there exists a unique
solution Xt to the SDE given in (2.10). Unless a closed form solution for Xt is available,
numerical approaches are suitable to simulate the possible outcomes of it.
2.1.2 Discretization Schemes for Stochastic Differential Equations
In the previous section we have seen how one can exactly simulate a stochastic process, in
particular the exact simulation of a geometric Brownian motion. However in some cases,
especially when the closed form solution of the SDE is not available, exact simulation
of the process becomes impossible. Therefore, to discretize the process with a discrete
scheme and approximate the original process via the simulation of this discrete scheme
appears as a preferable solution. The formulation of the discrete schemes for SDEs is
based on the stochastic generalization of the Taylor expansion for ordinary differential
equations, for details see [40]. This generalization is obtained by the iterated application
of the Itô formula and is also known as Itô-Taylor expansion. To give more detail let us
consider the one-dimensional diffusion process X  {Xt , t0 ≤ t ≤ T} which is given by
dXt  a(t ,Xt )dt + b(t ,Xt )dWt (2.12)
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on t0 ≤ t ≤ T with the initial value Xt0  X0. The solution Xt can be written in the
integral form as follows
Xt  X0 +
∫ t
t0
a(s ,Xs )ds +
∫ t
t0
b(s ,Xs )dWs . (2.13)
Consider a functional f : R → R of the stochastic process Xt given in Equation (2.13). If
f is smooth enough, i.e. f ∈ C1,2(R × R), then by applying the Itô formula we get







f (s ,Xs ) + a(s ,Xs )
∂
∂x















f (s ,Xs )dWs . (2.14)
By defining the following differential operators
K0  ∂
∂t











K1  b(s ,Xs ) ∂∂x (2.16)
Equation (2.14) gets the form
f (t ,Xt )  f (t0 ,Xt0 ) +
∫ t
t0
K0 f (s ,Xs )ds +
∫ t
t0
K1 f (s ,Xs )dWs (2.17)
for t ∈ [t0 , T]. For a particular choice of f (x) ≡ x, where K0 f  a and K1 f  b, we get
the original Itô process Xt given in Equation (2.13), that is
Xt  Xt0 +
∫ t
t0
a(s ,Xs )ds +
∫ t
t0
b(s ,Xs )dWs . (2.18)
For the choice of f ≡ a(s ,Xs ) we get the following,
a(t ,Xt )  a(t0 ,Xt0 ) +
∫ t
t0
K0a(s ,Xs )ds +
∫ t
t0
K1a(s ,Xs )dWs . (2.19)
Again for the choice of f ≡ b(s ,Xs ), we get
b(t ,Xt )  b(t0 ,Xt0 ) +
∫ t
t0
K0b(s ,Xs )ds +
∫ t
t0
K1b(s ,Xs )dWs . (2.20)




























Xt0 + a(t0 ,Xt0 )
∫ t
t0
ds + b(t0 ,Xt0 )
∫ t
t0
dWs + R (2.21)
14 2 Monte Carlo Methods




















K1b(z ,Xz)dWzdWs . (2.22)
Equation (2.21) together with the remainder given in Equation (2.22) corresponds to the
simplest nontrivial Itô-Taylor expansion. The Euler-Maruyama (EM) approximation can
be formulated by the truncation of the remainder term in Equation (2.21) and the exact
values of the time and Itô integrals, i.e.∫ t
t0
ds  t − t0 and
∫ t
t0
dWs Wt −Wt0 .
It is also possible to obtain the Milstein approximation by using a higher order Itô-Taylor
expansion, see Remark 1.
Remark 1. If we continue the expansion by applying the Itô formula to the functionK1b(z ,Xz)
appearing in the remainder term given in Equation (2.22), then we obtain the following
Xt  Xt0
+ a(t0 ,Xt0 )
∫ t
t0








dWzdWs + R¯ , (2.23)





























One can formulate the Milstein scheme by truncating the remainder term R¯ in Equation (2.23)











(t − t0) .
In this thesis, we employ the EMapproximation for our implementations. Now, let us give
more details about the EM approximation, see also [40]. Consider a time discretization
(τ)δ with
0  τ0 < τ1 < ... < τn < ... < τN  T
of a time interval [0, T] which in the simplest equidistant case has the step size δ  TN .
Then a process Y  {Y(t), t ≥ 0} which is piecewise constant exactly on the intervals
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(τi−1 , τi) is called a time discrete approximation with a step size δ. The conditions that
the discrete approximation Y has to fulfill are related to its measurability and recursive
structure. Thus, it is assumed that Y(τn) which is based on a time discretization (τ)δ is
Fτn -measurable. Moreover, Y(τn+1) can be expressed as a function of Y(τ0), ...,Y(τn) for
τ0 , ..., τn , τn+1 and also for a finite number k of Fτn -measurable random variables Rn+1, j
with j  1, ..., k and each n  0, 1, .... Due to this recursive structure of the approximation
algorithm Kloeden and Platen [40] refers to the term scheme. Thus, from now on we also
use the term EM scheme instead of EM approximation. Consequently, for Equation (2.12)
the EM scheme has the form
Yn+1  Yn + a(n ,Yn)∆n + b(n ,Yn)∆Wn (2.24)
for n  0, 1, ...,N − 1 with initial value Y0  X0 where ∆n  τn+1 − τn  δ and ∆Wn 
Wτn+1−Wτn for n  0, 1, ...,N−1. From the previous section, we know that these Brownian
increments are independent Gaussian random variables with mean
E(∆Wn)  0
and variance
E((∆Wn)2)  ∆n .
Therefore, they can be simulated by using a finite number k of random variables Rn+1, j
with j  1, ..., k and each n  0, 1, ..., namely ∆Wn ∼ √∆nRn+1, j . The EM scheme is
an explicit scheme which means that the current value is always obtained by using the
previous values. It is also necessary to note, that the EM scheme determines the values of
the approximating process only at discrete times. Namely, we start with time τ0  0 and
takeYτ0 as an initial value. Thenwe obtain the next valueYτ1 by adding the approximated
values at the previous time τ0 on the value Yτ0 . Recursively Yτ2 is obtained by adding the
approximated values at time τ1 on the value Yτ1 . We continue this procedure until we
reach the final value YτN , i.e.
Yτ1  Yτ0 + a(τ0 ,Yτ0 )∆τ0 + b(τ0 ,Yτ0 )∆Wτ0
Yτ2  Yτ1 + a(τ1 ,Yτ1 )∆τ1 + b(τ1 ,Yτ1 )∆Wτ1
...
YτN  YτN−1 + a(τN−1 ,YτN−1 )∆τN−1 + b(τN−1 ,YτN−1 )∆WτN−1 .
Overall, the approximation is provided by the valuesYτ1 ,Yτ2 , ...,YτN which are calculated
only at the discrete times 0  τ0 < τ1 < ... < τn < ... < τN  T. Therefore, the
accuracy of the approximation is strongly dependent on the number of steps and relatedly
the step size δ. The following figure illustrates the relation between the accuracy of an
approximation and the step size.



















Figure 2.3: EM scheme for varying step sizes
In Figure 2.3 Xt is a geometric Brownian motion with the parameters µ  0.5 and σ  0.9
and the initial value X0  1. Under the necessary conditions on the drift and diffusion
coefficients, it can be inferred that the EM scheme mimics the real process accurately as
the step size gets finer. Therefore, we see that the step size plays a crucial role in discrete
approximations. In fact, the error behavior of the underlying discretization scheme is
a powerful reflector of the quality of the numerical solution. Therefore, we may briefly
discuss the error behavior of the EM scheme, for details see Chapter 6. Error analysis of a
discretization scheme focuses mainly on two aspects. The first concern is the convergence
of the discrete scheme and the second one is the convergence rate of the discrete scheme.
Although these two concepts seem compatible, the proof techniques might enormously
differ from each other. In the usual examination of the weak error of a discrete scheme
one has to checkwhether the following assumptions are satisfied, i.e. Lipschitz continuity
and the linear growth conditions. We can express the conditions by considering the one-
dimensional diffusion given in Equation (2.12) with time homogeneity, as follows
|a(x) − a(y) | + |b(x) − b(y) | ≤ L |x − y |, x , y ∈ R (LC)
for some Lipschitz constant L > 0. Furthermore,
|a(x) | + |b(x) | ≤ C (1 + |x |), x ∈ R (LG)
for some constant C > 0. Under these conditions, the definition of weak convergence of a
discrete scheme is given in the following.
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Definition (Weak Convergence [40]). A general time discrete approximation Yδ corresponding
to a time discretization (τ)δ converges weakly to X at time T as δ → 0 with respect to a class C of
test functions g : R→ R if we have
lim
δ→0 |E(g(XT )) − E(g(Y
δ (T))) |  0
for all g ∈ C. Let C`P (R,R) denotes the space of ` times continuously differentiable functions
g : R → R which, together with their partial derivatives of orders up to and including order `,
have polynomial growth. This space is used as the class of test functions.
Since for financial applications theweak convergence ismostly of concern, herewepresent
the related results of weak convergence of the EM scheme. Besides knowing that a dis-
cretization scheme is weakly convergent, it is advantageous to know the weak conver-
gence rate. Moreover, the rate of weak convergence is a good criterion to compare several
discrete schemes. The following definition clearly explains the concept.
Definition (Weak Convergence Rate [40]). A time discrete approximation Yδ converges weakly
with order β > 0 to X at time T as δ → 0 if for each g ∈ C2(β+1)P (R,R) there exists a positive
constant C, which does not depend on δ, and a finite δ0 > 0 such that
|E(g(XT )) − E(g(Yδ (T))) | ≤ Cδβ
for each δ ∈ (0, δ0).
It is known that under usual assumptions (see Equations (LC) and (LG) above) the EM
scheme has a weak convergence of order 1. However, for many cases in financial applica-
tions these conditions are violated [39].
Another aspect concerning the error analysis is dependent on whether the diffusion pro-
cess has continuous trajectories until the terminal time. There exist certain processes
which are known as killed diffusionswhose survival is dependent onwhether the process
reaches a certain boundary level. These killed diffusions also draw attention in financial
applications. In many financial problems the boundaries are artificially determined. One
popular example of these killing diffusions is the pricing of barrier options. This bound-
ary condition brings an additional ingredient into the weak error analysis of the discrete
scheme. Basically, the difficulty is located in the barrier checking. One possibility is to do
the barrier checking only at discrete time points which is known as discrete EM scheme.
In themeantime, there is a possibility that the process can cross the barrier in between two
discrete time points even if the process does not cross the barrier exactly at these discrete
time points. This indeed addresses the discrepancy between the discretization scheme of
the process and the discretization of the survival function of the process. Now, one has to
check if the process crosses the barrier between the two successive discrete points. One
possible way is to apply a Brownian bridge technique which allows us to determine the
distribution of the maximum values of Brownian motion conditioned on the two discrete
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time points, see [27] for details. If the maximum of the Brownian motion never hits the
barrier then one assures that the process never hits the barrier. In other words, if one
checks the barrier condition at the discrete times and also continuously in the meantime
between these discrete points, then this approach is called the continuous EM scheme.
It is shown by Gobet [29] that under the assumptions regarding the underlying process,
domain and the test function g the weak error of the discrete Euler scheme is of order 12
and for the continuous Euler scheme is of order 1 for the killed diffusions.
To sum up this section, once we are not able to simulate the process exactly, we have to
employ a numerical scheme to discretize the process. However, this additional operation
brings another source of error into our implementation. In short, if we use MC methods
with a discrete scheme we have to deal with both the statistical error (i.e. MC variance)
and the discretization error (i.e. bias). In order to obtain accurate and efficient results, we
have to control the following mean squared error (MSE) given for any stochastic process
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Bias2 MC Variance
Here, X∆ refers to the discrete time approximation of the continuous processXwith a dis-
cretization step ∆. The first term in the MSE corresponds to the bias of the discretization
which is dependent on the step size∆. The second term stands for theMC variance which
is dependent on the number of realizations N . To have a better control on the bias one has
to choose an appropriate discretization scheme, possibly with a known convergence rate.
On the other hand, to control the MC variance one has to either use very large number of
paths which is practically not optimal or employ a variance reduction technique. In the
following section we introduce the control variate technique which is used to reduce the
MC variance.
2.2 Variance Reduction Techniques
In its crude form, the MC estimator is unbiased and thus the variance of the estimator
is a measure for its accuracy. However, slow convergence of the crude MC estimator is a
drawback for the numerical implementations. Therefore, reducing the variance by apply-
ing suitable techniques is the usual way of speeding up the MCmethod [42]. An effective
use of any variance reduction technique must be substantially dependent on the specific
features of the problem. Rather than selecting any technique and implementing it to solve
any problem, one has to identify the technique which matches the characteristics of the
problem most. Then one gains a significant efficiency. Although there exist several vari-
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ance reduction techniques, in this thesis we only consider the control variate technique,
for further information about the remaining techniques see [42, 27, 8].
2.2.1 Control Variates
The control variate technique is a variance reduction technique which is based on the
following idea. Assume that we have a random variable X and we aim to compute the ex-
pectation of it, namely E(X). However, in some cases due to the complicated dynamics of
this variable to explicitly compute its expectation becomes almost impossible. In addition,
assume that we have another random variable Y whose E(Y) is explicitly known and in
particular this random variable Y somehowmimics the behavior of the target variable X.
Then, the random variable Y is called control variate which basically helps us to control
the variation in our target variable X. By using the linearity of expectation, one has the
following equation
E(X)  E(X − Y) + E(Y).
Provided that Var(X − Y)  Var(X), we gain an important variance reduction in our
MC implementation. The variance of the simulation of (X − Y) is given by
Var(X − Y)  Var(X) +Var(Y) − 2Cov(X,Y).
It is obvious that themethod is effective if the covariance between X and Y is large. There-
fore the amount of the variance reduction of variable X is equal to
2Cov(X,Y) −Var(Y).
A slight improvement can be done by defining a family of unbiased estimators via insert-
ing a scalar parameter as a multiplier to the control variate Y such that
E(X)  E(X − αY) + αE(Y).
We can rewrite the variance of Xα as follows
Var(X − αY)  Var(X) + α2Var(Y) − 2αCov(X,Y).




Then the actual variance reduction reads as




It is possible to consider the covariance between the variables X and Y in terms of their
standard deviations such that
σXY  ρXYσXσY
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where the ρXY denotes the correlation. Therefore, the correlation between the X and Y
plays a crucial role making the control variate technique more efficient. It can be con-
cluded that only using a control variate which has a high value of positive correlation
with the target process will help making an effective use of the control variate technique.
In the context of option pricing where the ultimate goal is computing the expected value
of the payoff, one can think of the random variable X as the payoff of an option. If the ex-
pected value of X is not possible to compute explicitly or is too cumbersome to compute,
then using another payoff Y which is positively correlated with the original payoff X is
an applicable idea. Indeed, this technique is really promising. However, what makes the
control variate technique difficult is to find a suitable candidate which really provides a
substantial amount of variance reduction. To find a better control variate often requires
some intuition and is not always based on a systematic search algorithm. See [42, 27]
for different approaches to select efficient control variates. Note that, a bad choice of the
control variate might even lead to more variance than the crude MC estimator.
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Chapter 3
Option Pricing in the Heston Model
In this chapter we first summarize the two different approaches for option pricing, i.e.
the replication principle and the partial differential equation approach. The last part of
the chapter is dedicated to the dynamics of the Heston model. Furthermore, a brief dis-
cussion with regard to the methods employed for pricing options in the Heston model is
presented.
3.1 Basics of Option Pricing
Ever since the contemporary form of option pricing has been introduced in the pioneer-
ing work of Black and Scholes [6], a considerable amount of attention has been put on
option pricing for both academical and practical purposes. Options are financial deriva-
tives whose holder has the right to exercise exactly at or any time earlier than a predefined
time, i.e. maturity, at a predefined price, i.e. strike price. Now, some aspects mentioned in
this brief explanation have to be clarified. One aspect is the exercise time based on which
the options can be separated into two main classes, e.g. European options and American
options. European options can only be exercised at maturity whereas American options
can be exercised at any time until maturity.
Mainly, options are contracts whose price is derived from the current state of the under-
lying asset. Therefore, another classification is done with respect to the type of trading
one share of the underlying asset. If the option ensures that the writer has the right to
buy one share of the asset, then this is known as a call option. On the other hand, if the
writer has the right to sell one share of the asset, then this is called a put option. Options
are also classified based on the underlying assets that they are written on. For example,
there exist commonly traded options on stocks, equities, bonds and goods such as oil, en-
ergy, currencies etc. In option pricing the main concern is to find a reasonable price as the
premium of the option. In order to do that, several factors such as the dynamics of the
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underlying asset, the market structure and the type of the specific option have to be taken
into account. In the next section we present two different approaches to price options.
3.1.1 Option Pricing via the Replication Principle
In the Black and Scholes (BS) market, there exist one riskless asset and one risky asset
which constitute the market dynamics. The riskless asset B, e.g. the bond, whose value at
time t is equal to e rt in response to an investment of one unit of money at the beginning.
Furthermore, it satisfies the following ordinary differential equation (ODE)
dBt
Bt
 rdt t ∈ [0, T] (3.1)
where r is the instantaneous interest rate. In the BS market, r is assumed to be constant.
Then, the solution of the ODE can be written as follows
Bt  B0e rT (3.2)
where B0 represents the initial amount which is invested in the riskless asset. Another
component of the BS market is the risky asset, e.g. the stock. As we mentioned in Section
2.1.1 Black and Scholes modeled the stock price process as a geometric Brownian motion.
Therefore, the stock price is log-normally distributed and has the following closed form
solution under the physical measure P,




where Wt is the Brownian motion, S0 is the initial value of the stock price and µ, σ are
some positive constants. If one invests the amount of S0 into the stock, then at time t the
stock isworth St . Consequently, the option price is derived from the current states of these
two underlying assets in the BSmarket. Our goal is to generate a synthetic portfoliowhich
replicates the option price by having the same payoff at any time t. Next, we briefly clarify
this idea. Assume that we have a trading strategy which is a pair of adapted processes,
ϕt  (αt , βt ). Here αt and βt represent the number of stock and bond units held at time
t, respectively. Therefore, the value of a portfolio with αt units of stock and βt units of
bond is equal to αtSt + βtBt . It is assumed that the portfolio will replicate an option at
time T, if its value is almost surely equal to the payoff of the option, i.e.
αTST + βTBT  h(ST ) (3.4)
where h is the payoff function. The portfolio is required to be self-financing namely its
wealth is only dependent on the stock and bond price and there is no additional cash flow.
Consequently, this portfolio is known as the replication portfolio.
Furthermore, there exist two fundamental assumptions which have to be satisfied by the
market model. The first one is the completeness. In a complete market each desired fi-
nal wealth at time T can be exactly attained via trading according to an appropriate self-
financing pair if one possesses sufficient initial capital [42]. The second assumption is
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about the arbitrage opportunity which refers gainingmoney at any time t without having
no initial capital. To guarantee that Equation (3.4) always holds, it is necessary to have an
arbitrage-free market. Thanks to Girsanov‘s measure transformation theorem, see The-
orem (3.11) in [40], which ensures that it is possible to obtain an equivalent martingale
measure, one can introduce a risk neutral measure Q. Under the risk neutral measure, all
the arbitrage opportunities are eliminated. With the help of themartingale representation
theorem one can show that the BS market is complete and one can obtain the fair price
of an option by using a unique self-financing replicating strategy. See [40] for a detailed
examination of this approach. In this thesis, we mainly focus on the PDE approach which
we present in detail in the following section. Moreover, we give the Black and Scholes
pricing formula for a European call option.
3.1.2 Option Pricing by the Partial Differential Equation Approach
In their original paper Black and Scholes [6] derive the price of a European call option by
using the PDE approach. In order to present the approach clearly we begin our discussion
by considering a European call option with maturity T and strike price K. The price of
this option under the risk neutral measure Q has the following stochastic representation
V (t , St , T, K)  e−r(T−t)Et ,StQ [h(ST )] (3.5)
where the payoff is equal to
h(ST )  (ST − K)+.
The Feynman-Kac theorem ensures that under some technical conditions the option price












− rV  0 (3.6)
with the terminal condition
V (T, s)  h(s).
for any S0  s > 0 and t ∈ [0, T]. Indeed, this problem is known as the Cauchy prob-
lem. The stochastic differential equation satisfied by the stock price under the risk neutral
measure Q is given by
dSt  rStdt + σStdW˜t . (3.7)
One can define the following differential operatorwhich belongs to the stock price process













with a smooth function V . Then one can rewrite the PDE (3.6) as follows
LV − rV  0 (3.9)
with the terminal condition
V (T, s)  h(s).
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For this Cauchy problem, by changing the variables and rearranging the terminal condi-
tion, one ends up with the heat equation which is a parabolic PDE. After solving the heat
equation and reverting back to the original problem, one obtains an explicit solution for
the function V .
A European call option under the BS model is then priced by solving Equation (3.9) with
the payoff function
h(ST )  (ST − K)+.
For notational purposes, we denote the price of a European call option under the BSmodel
by BS(t , S, T, K) where St  S. It can be written explicitly as follows






























T − t . (3.12)
Here, Φ is the standard Gaussian distribution.
3.2 Dynamics of the Heston Model
To account for so-called volatility clustering in empirical stock price data, i.e. phases of
very high price activity changewith phases of nearly no activity, stochastic volatilitymod-
els are introduced. The most popular such model is the Heston model, see [34]. In the
Heston model, the stock price and the variance processes are driven by the following
SDEs, respectively;
dSt  Stµdt + St
√
νtdW1t (3.13)
dνt  κ(θ − νt )dt + σ√νtdW2t (3.14)
where the initial values are S0  s, ν0  ν are arbitrary constants and W1, W2 are Brow-
nian motions with EP(dW1dW2)  ρdt. It can be seen that the volatility
√
νt itself is not
modeled in the Heston model, but it is modeled via the variance process νt . The variance
process arises from the Ornstein-Uhlenbeck (OU) process which is given by
dυt  −βυtdt + ξdWt .
By applying the Itô formula and setting νt  υ2t , we see that νt follows the process
dνt  (ξ2 − 2βνt )dt + 2ξ√νtdWt .
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Now, by setting κ  2β, θ  ξ
2
2β and σ  2ξ, we obtain the SDE for the variance process
expressed in Equation (3.14). In particular this process is known as the Cox-Ingersoll-
Ross (CIR) process which is often used to model the short term interest rate, the default
intensity in credit risk or the stock volatility processes. The dynamics of the variance
process are given in the following
dνt  κ(θ − νt )dt + σ√νtdWt
where κ > 0 is the mean reversion speed, θ > 0 is the long-term mean reversion level
and σ > 0 is the volatility of the variance. It is known that the SDE of the CIR model
has a non-negative solution and this solution is pathwise unique. Additionally, under the
Feller condition, i.e 2κθ > σ2, the CIR process stays strictly positive [15]. The steady state
distribution of the CIR process is non-central χ2(µ; d , γ) with d degrees of freedom and
non-centrality parameter γ. The stock price and the variance processes follow the SDEs
given in Equations (3.13) and (3.14), respectively, under the physical measure. However,
for pricing purposes we need to consider (St , νt ) under the risk-neutral measure Q. By
applying Girsanov‘s theorem to the SDEs in the Heston model, we obtain the following
risk-neutral process for the stock price:











is a Brownian motion under Q. The risk-neutral process for the volatility is obtained by
introducing a function λ(St , νt , t) into the drift term of the SDE of the variance process,
given in the following











and W˜2t is again a Brownianmotion underQ. The function λ(St , νt , t) is called the volatil-
ity risk premium. As stated in Heston [34], the premium is assumed to be proportional
to the volatility, i.e. λ(St , νt , t)  λνt where λ is constant. If we rewrite the variance pro-
cess with the new value of the risk premium, we get the risk-neutral variance equation as
follows
dνt  κ∗(θ∗ − νt )dt + σ√νtdW˜2t
where
κ∗  κ + λ and θ∗  κθ
κ + λ
.
Consequently, we get the following equations for the risk-neutral processes for the stock
price and the variance:
dSt  St rdt + St
√
νtdW˜1t (3.15)
dνt  κ∗(θ∗ − νt )dt + σ√νtdW˜2t (3.16)
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where EQ(dW˜1t dW˜
2
t )  ρdt under the risk-neutral measure Q. It is shown by Heston [34]
that the stock price and the variance processes are negatively correlated which is referred
as leverage effect. Also note that, if we take λ  0 then we see the processes under the phys-
ical measure and the risk-neutral measure coincide. One could estimate the risk premium
parameter λ by using average returns on option positions that are hedged against the risk
of changes in spot asset [34]. However, in this thesis for notational simplicity we consider
Equation (3.16) under the assumption of λ  0.
In his original paper Heston [34] employs a natural approach to obtain the option price
by assuming the price of an option under the stochastic volatility model will imitate the
BS formula, e.g. for a call option it may have the following form
Vcall (t , S, ν)  SP1 − KP(t , T)P2.
Then, by considering the log-transform of the stock price the probability density functions
will also satisfy the original pricing PDE with the following terminal condition
P j[ln(s), ν, T; ln(K)]  1{ln(s)≥ln(K)}
where s , ν are the initial values for the stock and the variance processes, respectively and
K is the strike price. These conditional probabilities do not admit an immediate closed
form solution. Instead of treating these probabilitiesHeston [34] uses the relation between
the characteristic functions and the probability density functions, namely he obtains the
probabilities by an inverse Fourier transformof the characteristic function. Themotivation
behind his approach is that the characteristic functions also satisfy the same PDEwith the
terminal condition as follows
f j (ln(s), ν, T;ϕ)  e iϕ ln(s) .
More precisely, the solution of the PDE is given by
fi (ln(s), ν, t;ϕ)  eC(T−t;ϕ)+D(T−t;ϕ)ν+iϕ ln(s) (3.17)
where C and D correspond to the solutions of the ODEs reduced from the PDE
−1
2
σ2ϕ + ρσϕiD +
1
2
D2 + u jϕi − b jD + ∂D∂t  0




with u j  ±12 for j  1, 2. Finally, the desired probabilities are obtained by the inverse
Fourier transform









e−iϕ ln(K) f j (ln(s), ν, T;ϕ)
iϕ
 dϕ. (3.18)
It is necessary to emphasize that this approach also works for pricing bond options which
in fact is considered by Heston [34]. We will point out the similarities in the following
sections.
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Due to analytically tractable nature of the Heston model, there exist also studies which
exactly simulate the Hestonmodel. Before giving a brief introduction about these studies,
let usmention some useful facts about theHestonmodel. Since the twoBrownianmotions
in the Heston model are correlated, a Cholesky decomposition of the covariance matrix
leads to the following equation
Wt  ρW1t +
√
1 − ρ2W2t
or vice versa. This new Brownian motion Wt can be utilized either in the stock price
process or in the variance process. It is also possible to consider the stock price process
with a logarithmic transformation, i.e. set S˜t  ln St . Therefore, one can express the log-
price process for the Heston model under the risk-neutral measure Q by






1 − ρ2dW2t ). (3.19)













Hence, one can plug this term into the log-price process given in Equation (3.19) as
















Substituting Equation (3.20) into Equation (3.21) yields
St  S0 + rt +
ρ
σ























If one manages to find a closed form expression for this joint distribution which corre-





νsdW2s accordingly. In fact, once the expression for the joint distribution is ob-
tained, then one can generate a path of νt . Moreover, Broadie and Kaya [10] state that
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not admit an easy explicit representation under the CIRmodel. However, there exist stud-
ies in which the exact simulation of the Heston model is considered. Based on those facts
given above, in their paper Broadie andKaya [10] generate an exact sample from the distri-
bution of St by conditioning on the endpoints ν0 and νt generated by the variance process,
i.e. (∫ t
0
νsds | ν0 , νt
)
. (3.23)
In fact, they sample this distribution throughnumerical inversion of its characteristic func-
tion. Since the direct inversion is numerically expensive, instead they use an acceptance-
rejection technique. In another paper, Glasserman and Kim [28] deal with same problem
with a more tractable representation of the integral of the variance process given in Equa-
tion (3.23). In particular, they represent the distribution conditioned on the endpoints
(ν0 , νt ) via an infinite sum of mixtures of gamma random variables. Note that, the tran-
sition density of non-central chi-square variable χ2(d , λ) involves a gamma increment,
i.e.






















for k > 0. Therefore, in [28] the integrated variance process decomposed into gamma
variables by following a similar approach of the decomposition of Bessel bridges. The
CIR process is a modified OU process, indeed a squared OU process, thus in principle
conveying the Bessel bridges decomposition to the CIR process is possible. In order to
suggest an applicable decomposition [28] truncate the infinite sum of gamma variables.
The main advantage of the proposed exact simulations is that both methods are unbi-
ased, since they do not adopt a discrete scheme for the simulation. Therefore, we do not
encounter the discretization error in the exact simulation of the Heston model. Although
the methods are unbiased, the computational effort for both of them can be cumbersome
especially if one has to simulate the process along the whole time horizon. This actually
occurs in the computation of the price of path-dependent options. Hence, if one aims to
price more complex structured options in the Heston model, then MC methods together
with discretization schemes appear as a promising solution.
3.2.1 Discrete Schemes in the Heston Model
In this section, we introduce how to generate sample paths (St , νt ) by discretizing the He-
ston model. However, before going into the detail of discrete methods, we may briefly
present the almost exact simulation of the Heston model introduced by Andersen [4].
As clarified in the previous section, the main difficulty of exact simulation emerges from
the dynamics of the variance process. Since the pure exact simulation is computationally
3.2 Dynamics of the Heston Model 29
expensive, an almost exact simulation of the CIR model and an EM scheme for the subse-
quent simulation of the stock price are suggested in [4]. The intuitive idea is to replace the
non-central chi-square distribution with a Gaussian distribution for the large values of νt
under somemomentmatching conditions. For small values of νt an asymptotic expansion
of the density is chosen. For the detailed examination, see [4].
In addition to all these exact or almost exact simulations of the Heston model, using an
underlying discretization scheme is suitable inmanyMC implementations. One approach
based on the idea of splitting the operators coming from the Itô-Taylor expansion, see
Section 2.1.2, is given byNinomiya andVictoir [47]. They proved that the splittingmethod
has a weak convergence of order 2 and provided an example of pricing Asian options in
the Heston model. Recently, to discretize the Heston model Altmayer and Neuenkirch
[3] introduced the drift implicit Milstein scheme for the variance process and the Euler
scheme for the log-price of the stock process. Their scheme has a weak convergence of
order 1. In this thesis, due to its simplicity we use the EM scheme to discretize the Heston
model. Now let us consider the Heston model where both the log-price and the variance
processes are discretized by the EM scheme, i.e.










1 − ρ2∆W2n )
νn+1  νn + κ(θ − νn)∆n + σ√νn∆W2n (3.25)
where ∆n is the time step and ∆Wn is the Brownian increment. For discretization of the
Hestonmodel a great care has to be taken about the negative values that the variance pro-
cess might attain during the simulation. This is the main numerically challenging aspect
of the simulation of the Heston model. As already mentioned above in continuous time,
the variance process stays strictly positive as long as the Feller condition (2κθ > σ2) is
satisfied. However, the positiveness of the discretized variance process is not guaranteed.
Therefore, it is necessary to examine the discretization of the CIR process in detail. Be-
cause of its wide applicability the CIR process has gained considerable attention in the
finance literature. In their paper, Deelstra and Delbaen [17] extend the CIR model by al-
lowing a stochastic mean reversion level which is constant in the usual CIR model. In
particular, Alfonsi [1, 2] gives a detailed examination of the CIR process and relatedly in-
troduces several different discrete schemes to discretize the CIR model. He also points
out that the main difficulty during the discretization of the CIR process is located in 0,
where the square-root is not Lipschitz continuous. He also provides a criterion to choose
the appropriate discretization scheme for the CIR process, which involves checking the
capacity of the scheme to support large values of σ (i.e σ2 ≥ 4κθ). If we use the CIR pro-
cess to model the short rate, then we do not need the larger values of σ. However, in the
Heston model the CIR process is used to model the volatility of stock prices. Thus, it is
possible to observe large values for σ. When σ attains large values, then the CIR process
spends much time in the neighborhood of 0 [2]. Therefore it is inevitable to take precau-
tions against the negative values of the variance process in the Heston model in order to
obtain accurate results. Lord, Koekkoek and van Dijk [45] compared several proposed
solutions in a unified general framework, see Table 1 in the relevant paper. They also pro-
posed a solution, which is known as "Fully truncated EM scheme". Full truncation refers
to plugging an auxiliary function f (t)  max{νt , 0} for both the drift and the diffusion
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coefficients of the variance process and the current state of the variance, i.e.
νn+1  νn + κ(θ −max{νn , 0})∆n + σ
√
max {νn , 0}∆Wn
ν+n+1  max{νn+1 , 0}
where the discretization is done according to the EM scheme given in Equation (2.24).
This auxiliary function helps to keep the values of the variance process positive, since in
the case of νn < 0 the right-hand side of the EM scheme reduces to νn+t  νn + κθ∆n .
Therefore, the variance process always remains positive.
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Chapter 4
General Properties of the
Heath-Platen Estimator
The Heath-Platen (HP) estimator is initially introduced by Heath and Platen under the
name of Differential Operator Integral (DOI) in [32]. The general framework of the HP
estimator and an example of its use for pricing European vanilla options are given in
[32]. Since the main concern of this thesis is the application of the HP estimator in pric-
ing barrier and bond options, it is inevitable to explain the dynamics of the HP estima-
tor in rigorous detail. Hence, in this chapter we present the general properties of the
estimator and show what makes the HP estimator powerful and efficient as a control
variate technique. Let us start by considering a general d-dimensional diffusion process
Xs ,x  {Xs ,xt , t ∈ [s , T]} which is driven by the following SDE





b j (t ,Xs ,xt )dW
j
t (4.1)
for t ∈ [s , T] with initial value Xs ,xs  x ∈ Γ for s ∈ [0, T] where T ∈ (0,∞) is fixed and Γ is
an open connected subset of Rd . As always we assume that the coefficient functions a , b
satisfy the conditions ensuring the existence of a unique strong solution of the SDE given
in Equation (4.1). We denote by τ : Ω→ [s , T] the first exit time of (t ,Xs ,xt ) from [s , T)×Γ
that is
τ  inf {t ≥ s : (t ,Xs ,xt ) < [s , T) × Γ}. (4.2)
The corresponding differential operators L0 and L j of the process Xs ,x defined on a suf-
ficiently smooth function f : [0, T] × Γ→ R are given by





a i (t , x)









b i , j (t , x)bk , j (t , x)




L j f (t , x) 
d∑
i1
b i , j (t , x)
∂ f (t , x)
∂x i
(4.4)
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for (t , x) ∈ (0, T) × Γ. Let us consider a payoff function h : B → Rwhere
B 
(
[0, T) × ∂Γ) ∪ ({T} × (Γ ∪ ∂Γ))
and a so-called valuation function, namely the undiscounted option price, u : [0, T]×Γ→
R given by
u(t , x)  E
[
h(τ,X t ,xτ )
]
(4.5)
for (t , x) ∈ [0, T]× Γ. Our ultimate goal is to find an unbiased estimator for u(0, x) which
corresponds to the expected payoff of the relevant option in our applications in option
pricing. However, due to the complex dynamics of the underlying stochastic process Xs ,x ,
this turns out to be a non-trivial problem. Thus, we aim to approximate this complex
process via another relatively simple process which mimics the behavior of our target
process. This indeed captures the essential nature of the control variate technique. Let
X¯s ,x  {X¯s ,xt , t ∈ [s , T]} be another d-dimensional diffusion process driven by the SDE





b¯ j (t , X¯s ,xt )dW
j
t (4.6)
for t ∈ [s , T] and s ∈ [0, T]. The key feature of X¯s ,x is that it mimics the behavior of the
target process Xs ,x , as e.g. described below in Section 4.1. Assume that X¯s ,x has a smooth
valuation function u¯ : [0, T] × Γ → R, namely u¯ ∈ C1,2([0, T] × Γ). Moreover, we assume
that u¯(t , x) approximates to the valuation function u(t , x) of our target processXs ,x under
the following boundary condition
u¯(τ,X0,xτ )  u(τ,X
0,x
τ )  h(τ,X
0,x
τ ). (4.7)
Since the function u¯(t , x) is smooth enough, an application of the differential operators
given in Equations (4.3) and (4.4) is possible. Furthermore, if we apply the Itô formula to
u¯(t , x), we get
u¯(τ,X0,xτ )  u¯(0, x) +
∫ τ
0





L j u¯(t ,X0,xt )dW jt . (4.8)




L j u¯(t ,X0,xt )dW jt ismartingale. Furthermore, togetherwith the boundary con-
dition (4.7), (4.5), (4.8) and Fubini‘s theorem, we obtain the following
u(0, x)  E(h(τ,X0,xτ ))
 E(u¯(τ,X0,xτ ))













for x ∈ Γ and for the indicator function 1{t<τ} applied to the event {t < τ}. Consequently,
the following unbiased approximation for u(0, x) is obtained [32]
Z¯τ  u¯(0, x) +
∫ τ
0
L0u¯(t ,X0,xt )dt . (4.10)
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Note that, Z¯τ is unbiased due to Equation (4.9)






As a result, this approximation can be utilized in MC simulations to estimate u(0, x),







In addition, the HP approach allows us to apply some iterative extensions to the approxi-
mation given in Equation (4.10). One can simply define the differential operator L¯0 which
belongs to the approximating process X¯s ,x by using its coefficients a¯ i and b¯ i , j . On the other
hand, if u¯ is sufficiently smooth, then an application of Kolmogorov backward equation
yields the PDE
L¯0u¯(t , x)  0 (4.12)
for (t , x) ∈ [0, T] × Γwith boundary condition
u¯(t , x)  h(t , x)
for (t , x) ∈ B. Therefore, with this choice of u¯ and the PDE given in Equation (4.12) the
iterative HP estimator takes the form
Z¯τ  u¯(0, x) +
∫ τ
0
(L0 − L¯0)u¯(t ,X0,xt )dt . (4.13)
In fact, taking the difference between the operators (L0 − L¯0) is a simple but powerful
way of coupling the two processes. In the following section, a detailed examination of the
effectiveness of the iterative HP method is presented.
4.1 Application in the Heston Model
In this subsection, the application of the iterative HP estimator to the Heston model is de-
scribed in a detailed framework, which is originally given in [32] for the European vanilla
options. Supplementary to their results regarding the use of the HP estimator in pricing
European vanilla options in the Heston model, we provide a performance comparison
among the HP estimator, the crude MC estimation and the crude control variate tech-
nique for pricing European call options. Furthermore, as a novel contribution we apply
the HP estimator in pricing barrier options in the Heston model. We begin our discus-
sions with the detailed examination of the mechanism of the HP estimator in the Heston
model. Since theHestonmodel is our target process, let us first recall themodel dynamics
under the risk-neutral measure Q
dSt  St rdt + St
√
νtdW1t (4.14)
dνt  κ(θ − νt )dt + σ√νtdW2t (4.15)
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where W1, W2 are Brownian motions with EQ(dW1dW2)  ρdt. Moreover, the initial
values are S0,s0  s > 0 and ν
0,ν
0  ν > 0. In order to reduce the MC variance in the
Heston model, the Black-Scholes (BS) model appears as a possible candidate. However,
for a better approximation we consider the generalized BS model (GBS), i.e. a BS model
with deterministic volatility
dS¯t  S¯t rdt + S¯t
√
ν¯tdW1t (4.16)
d ν¯t  κ(θ − ν¯t )dt . (4.17)
The initial values of the processes are given such that S¯0,s¯0  s¯ > 0 and ν¯
0,ν¯
0  ν¯ > 0. We
can explicitly solve the equation for deterministic variance where the solution is given as
follows
ν¯0,ν¯t  θ + (ν¯t − θ)e−κt . (4.18)
As a further concern, we are able to obtain a type of BS-formula for the call option price
under the generalized BS model.
Proposition 1. [26] Let us consider the generalized BS model given by Equations (4.16) and
(4.17). Then for the GBS model, one can obtain the following type of BS-formula








+ (r + 12 σ¯
2




d2(t)  d1(t) − σ¯t
√
T − t








Here ν¯t corresponds to the deterministic variance given in Equation (4.18).
Proof. Let us assume that the function V (t , S¯) is the call option price at time t under the
generalized BS model. Then we can rewrite this function as a discounted expected value
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of the payoff, namely h(S¯T )  (S¯T − K)+, under the risk-neutral measure Q





































































































: e−r(T−t) (A − B) (4.20)















































ν¯(z)dW (z). For this
purpose, we refer Theorem (2.42) in [41] which ensures that the left hand side of the






∼ N (0, 1). If we set
∫ T
t ν¯(z)dz  (T − t)σ¯2t , then we obtain the following






























+ (r − 12 σ¯2t )(T − t)
σ¯t
√
T − t . Note that, the d2(t) function resembles the
function d2 of the BS formula with constant volatility. The first expectation can also be

























We also know that the following equation holds for a normally distributed random vari-








Since in our case the integrand of the stochastic integral is equal to
√
ν¯z which is a deter-



















Thus, if we proceed with the computation of the expectation, after some rearrangement
of the terms we get
































 S¯e r(T−t)Φ(d1(t)) (4.22)
If we substitute the expressions given in Equations (4.22) and (4.21) into Equation (4.20),
then we obtain the following
V (t , S¯)  e−r(T−t)
(











we obtain the following type of BS formula for a call option in the generalized BS model








+ (r + 12 σ¯
2




d2(t)  d1(t) − σ¯t
√
T − t .
This completes the proof. 
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This choice of σ¯t also appears in the work of Fouque et. al. [25]. Coming from a PDE-
based approach they call σ¯t the effective volatility. Wemay give a brief introduction to their
work while in a sense their work is complementary to ours. In their work they consider a
multi-scale model for the stock price process given by
















where all the Brownian motions are mutually correlated. Then an option price under
this two-scale model is obtained approximately by an asymptotic expansion of the PDE.
The asymptotic expansion method is well-known from PDE theory, where one focuses
on the small perturbations of an explicitly solvable PDE. One then determines the miss-
ing/unobservable parameters by calibrating the resultingmodel to themarket. Therefore,
the main idea of the paper is to write the pricing equation as a "singular-regular pertur-
bation" problem around the BS operator where the unobservable parameter is then the
volatility. They address that the fast-scale equation and the related operator correspond
to the singular perturbations, on the other hand the slow-scale equation and the related
operator correspond to the regular perturbations in the domain of the pricing function.
So, they deal with the option pricing problem by the following parabolic PDE
Lε,δPε,δ  0
Pε,δ (T, x , y , z)  h(x)





L1︸           ︷︷           ︸+ L2︸︷︷︸+
√




M3︸   ︷︷   ︸ .
fast-scale BS slow-scale mixed
The decomposition of the operator Lε,δ essentially aims to capture the real market move-
ments via the operators of the pricing PDE. In order to provide a better representation
of the market dynamics one main concern is the behavior of the implied volatility and
accordingly the parameter calibration. Thus, one may have several preferences for the
volatility of the BS model and relatedly the BS operator. Fouque et. al. [25] consider the
BS operator with a constant volatility as it exists in the classical BS model and also with
the effective volatility. The effective volatility corresponds to the invariant distribution of
the Ornstein-Uhlenbeck process considered in the fast-scale equation. In particular, their
main result shows that it is possible to obtain more precise results when one uses the BS
operator with an effective volatility. For more details, see [25, 24, 23]. Furthermore, a
detailed discussion about the implied volatility can be found in Chapter 2 in [51]. As a
conclusion, this study in the multi-scale model ensures that our choice of the BS model
with deterministic volatility σ¯t will provide us a good approximation to theHestonmodel.
We sum up the whole information about the deterministic volatility used in the general-
ized BS formula. The relevant value for the time dependent volatility is derived from the
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Figure 4.1: Volatility of the GBS model
Thus, we follow the deterministic variance process from the initial time 0 until any time
t. Starting from time t until maturity T, we need to find the volatility, i.e σ¯t , for the GBS
formula. As proven in Proposition 1 we obtain the σ¯t value by the integration of ν¯0,ν¯t over














[θ + (ν¯t − θ)e−κ(z−t)]dz

√
θ + (ν¯t − θ) 1 − e
−κ(T−t)
κ(T − t) . (4.23)
For the sake of notational consistency we now rewrite the GBS pricing formula in accor-
dance with the valuation function u¯ given for the HP estimator
GBS(S¯t , K, r, σ¯t , T − t) : e−r(T−t) u¯(t , S¯t , ν¯t )
u¯(t , S¯t , ν¯t )  e r(T−t) GBS(S¯t , K, r, σ¯t , T − t) (4.24)
In the general framework the remaining task is to use this GBS formula as a control variate
for the option price in theHestonmodel. However, wemay emphasize that theHP estima-
tor does not directly use the GBS as a control variate in its crude form but rather obtains
a kind of expansion around the GBS pricing formula. Thus, before performing several
numerical applications in detail, it is necessary to understand the theoretical background
of the HPmethod in the Heston setting. For more general settings, see [33]. Consider that
we have a function u(t , St , νt ) which is defined on a domain [0, T]×D whereD  (0,∞)2
and represents the expected payoff of the relevant option under the Heston model, e.g.
Equation (4.5). Assume that u(t , St , νt ) is smooth enough to allow for an application of





















+ κ(θ − νt ) ∂u∂νt  0. (4.25)
If we rewrite the PDE in compact form by the help of the differential operator L0 given
by Equation (4.3), then we get the following
L0u  0 (4.26)
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with the terminal condition
u(T, s , ν)  h(T, s) (4.27)
where h is the payoff of the relevant option in the Heston setting. Indeed, this termi-
nal value problem is known as the Kolmogorov backward equation and may turn into
a Cauchy problem by introducing the constant discount factor. Under suitable technical
conditions on the function h, the Feynman-Kac theorem ensures that u(t , St , νt ) has the
following stochastic representation
u(t , St , νt )  Et ,St ,νt [h(T, ST )]. (4.28)
On the other hand, we have another price function u¯(t , S¯t , ν¯t ) which is defined on a sub-












+ κ(θ − ν¯t ) ∂u¯∂ν¯t  0. (4.29)
If we again rewrite this equation in a compact form, we get
L¯0u¯  0 (4.30)
with the terminal condition
u¯(T, s¯ , ν¯)  h(T, s¯). (4.31)
Now imagine that we aim to cover the domain of the Heston price function u(t , St , νt )
by using the function u¯(t , S¯t , ν¯t ) which is defined on the sub-domain, i.e. the domain of
the GBS price function. To achieve this goal, we allow the function u¯(t , S¯t , ν¯t ) to move
across the whole domain by replacing its components with the Heston dynamics. See the
following Figure 4.2 for a better visual understanding.
u¯(t1 , S1 , ν1)
u¯(t2 , S2 , ν2)
u¯(tN , SN , νN )
Domain of the Heston
price where L0 acts on
Domain of the BS price
where L¯0 acts on
· · ·
Figure 4.2: Symbolic representation of the PDE problem
However, in its usual form the components of the function u¯ are the time, the stock price
and the deterministic volatility. Therefore to be able to use the u¯ functionwith the compo-
nents of the Hestonmodel, we transform the stochastic volatility of the Hestonmodel into
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a deterministic one. Namely, at each time t we plug the volatility of the Heston model as
an initial value of the deterministic volatility given in Equation (4.18). Thus, the function
σ¯t with the components of the Heston model is expressed by
σ¯t 
√
θ + (νt − θ) 1 − e
−κ(T−t)
κ(T − t) .
In fact, by doing this transformation we reduce one of the state variables and the corre-
sponding dimension of the PDE, eventually we restrict ourselves into the sub-domain. If
we have a closer look at both theHeston and the generalized BS processes which are given
at the beginning of this section, we see that the price difference between these processes is
generated by the stochastic part of the variance process in the Hestonmodel. By, so to say,
"removing" this stochastic part of the variance we obtain a coupled system of PDEs with
a reduced number of dimensions. To sum up, we consider the price function of the gen-
eralized BS model with the stock price process of the Heston model and the transformed
stochastic volatility, i.e. the final form is equal to u¯(t , St , νt ). Due to the movement of this
u¯ function through the whole domain it is reasonable to consider the boundary condition
for this function at a first exit time τ as follows
u¯(τ, Sτ , ντ)  h(τ, Sτ , ντ)  u(τ, Sτ , ντ)
where h is the payoff function of the relevant option. In fact, the reduction in the dimen-
sion of the PDE problem is then compensated by a Taylor expansion with respect to the
removed variable. Since u¯ is smooth enough, we can apply a Taylor expansion of the re-
moved state variable around the GBS price. This Taylor expansion in the neighborhood
of the GBS price on the sub-domain provides us with a smooth approximation for the
Heston price on the whole domain. Consequently, during the simulation process for each
discrete point we obtain a Taylor expansion and each final value of Z¯τ given by Equation
(4.13) is an expansion around the GBS formula, namely an approximation to the option
price in the Heston model. Subsequently, we calculate the mean over the Z¯τ values via
the HP estimator given in Equation (4.11). In fact, the difference between the differential
operators of both processes stands for the Taylor expansion of the removed state variable,
i.e.
(L0 − L¯0)u¯(t , St , νt )  σνt
(
Stρ










Since u¯ function corresponds to the GBS price with the deterministic volatility σ¯t , see
Equations (4.24) and (4.23), we are able to compute the values for (L0 − L¯0)u¯(t , St , νt ) in
an explicit form. Finally, plugging all the partial derivatives into Equation (4.32) yields
(L0 − L¯0)u¯(t , St , νt )  σνt e r(T−t)
[
Stρ
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are often referred as the Greeks
of the relevant option. They are known as vega, vanna and volga, respectively. In order to
be able to obtain them in closed form, one has to check whether the option has a closed
form solution in the GBS model. As a result, the HP approach aims to approximate the
option price in the complex model via using the simple pricing function and having a
Taylor expansion in the neighborhood of this price.
Considering the two processes, i.e. the Heston and the GBS model, the crude idea of the
control variate technique would be the following





(Xi − GBSi) + E(GBS)
where X corresponds to the Heston model. The difference is basically calculated between
the expectations of the two processes. In the context of option pricing, we run the sim-
ulation to obtain the expected payoffs and then take the difference over them. However,
this is not the case for the HP estimator. As we already explained, initially we have the
difference between the two processes via the differential operators and we run the simu-
lation over this difference until maturity. At maturity what we obtain is indeed a Taylor
expansion of the GBS price with respect to the removed variable, not the expected payoffs.
Now, let us compare the crude idea of the control variate technique and the HP estimator
to see how powerful the HP estimator is. We consider a European call option in the He-
ston setting with maturity of T  0.5 years. The parameters for this numerical example
are as follows: initial stock price S0  100, strike K  100, number of paths N  10000,
number of steps n  500, interest rate r  0.04, mean reversion speed κ  0.6, volatility of
variance σ  0.2 and correlation coefficient ρ  −0.8. In order to avoid the negative values
that the variance process might attain during the numerical simulations, we employ the
fully truncated EM schemewhich is introduced in [45]. By keeping the discretization bias
in mind, for details see Chapter 6, we obtain the following results.
Method ν(0)  ν¯(0)  θ  0.04 ν(0)  ν¯(0)  0.04, θ  0.08
HP Estimator 6.5925 6.9530
Lower 95% bound 6.5851 6.9459
Upper 95% bound 6.5999 6.9600
Crude CV 6.6196 6.9319
Lower 95% bound 6.5620 6.8774
Upper 95% bound 6.6772 6.9864
Crude MC 6.6623 6.9746
Lower 95% bound 6.5028 6.8006
Upper 95% bound 6.8217 7.1485
Table 4.1: Comparison of the crude control variate technique, the HP estimator and the crude
MC estimation, Exact values 6.5944 and 6.9544, respectively
As inferred from Table 4.1, even with N  10000 simulations the HP estimator not only
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provides a significant variance reduction but also accurately estimates the exact option
price. Moreover, the crude idea of the control variate technique also reduces the variance
compared to the crude MC estimation. However, the HP estimator performs the best
among the other estimations. Therefore, it is promising to examine the performance of
the HP estimator for path-dependent options and possible extensions to any other option
pricing problems. For this purpose, in the next section we apply the HP estimator in
pricing barrier options under the Heston model.
4.2 Barrier Options in the Heston Model
In this section we consider one-sided knockout barrier options under the Heston model.
Barrier options are financial derivatives whose payoff depends on whether the price of
the underlying asset reaches a certain level during a certain period of time [35]. There
are two main types of barrier options: knock-in and knockout options. A knock-in op-
tion is an option whose holder is entitled to receive a European option if the barrier is
hit. A knockout option is an option whose holder is entitled to receive a European option
if the barrier is never hit during the lifetime of the option [56]. Another way of classify-
ing barrier options depends on whether the barrier is located below or above the initial
underlying asset price. One can easily see that in total there are eight different types of
one-sided barrier options. Although the structure of a barrier option can be more com-
plicated depending on the number of the barriers and exotics features, the present study
only covers all types of one-sided knockout vanilla options, i.e. down-and-out call, down-
and-out put, up-and-out call and finally up-and-out put. The additional barrier feature
makes the option path-dependent which is reflected by an indicator function in the pay-
off of the relevant option. For instance, if we consider the one-sided down-and-out call
option, the payoff function is given as follows
hCalldo  (ST − K)+ 1{St>H, t∈[0,T]} (4.34)
where H is the barrier level. For the remaining formulas of the one-sided barrier options,
see [41, 56, 31, 50]. It can be seen from the formula that obtaining a European payoff
at maturity is dependent on the barrier condition. Thus, the barrier options are condi-
tional. Overall, barrier options are path-dependent and conditional and thus exotic op-
tions. These additional features bring some difficulties into pricing barrier options espe-
cially when the dynamics of the underlying asset is complicated. However, besides these
mathematical complexities of pricing them, in practice barrier options are often traded in
real life by practitioners. The reasons of their popularity are stated in [16] as follows:
(i) If an investor has a view about the future behavior of the underlying asset relatedly
the market movements, then barrier options may more closely match the beliefs of
the investor. By buying a barrier option, one can eliminate paying for some scenarios
which might be unlikely to occur.
(ii) The premium of barrier options are generally lower than those of corresponding
European options since an additional condition has to be met to receive the relevant
payoff. Namely, they are cheaper than their corresponding European options.
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(iii) Barrier options might match hedging needs more closely in certain situations. For
instance, if the barrier is hit, then there is no need to hedge any further.
In the literature, there exist studies which focus on the issue of pricing barrier options
under the Heston model. In [30] a semi-analytical solution for the discretely monitored
barrier options under the Heston model is derived by using the same approach with Hes-
ton [32]. Namely, in order to obtain the required probability density function they use the
n-variate characteristic functions and the inverse Fourier transform. On the other hand, in
[13] the method of lines approach is developed to price both continuously and discretely
monitored barrier options under the Heston model.
4.2.1 Monitoring Bias
Due to the additional barrier feature, pricing barrier options is not a trivial problem es-
pecially in the Heston model. Even in the Black-Scholes model, pricing barrier options is
computationally challenging due to the monitoring bias, see Figure 2 in [19]. For exam-
ple, let us consider a down-and-out call option with barrier level H, strike price K and
maturity T. Although the closed form pricing formula in the BS model was first given by
Merton [46], we present the pricing formula for down-and-out barrier call option given
in [31] by
V (t , T, K,H) 
A − C if H < KB − D if H > K (4.35)
where
A  Se−q(T−t)Φ(x1) − Ke−r(T−t)Φ(x1 − σ
√
T − t)
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+ (r − q + σ22 )(T − t)
σ
√
(T − t) .
From the formula, one can see that the barrier level H is also involved in the cumula-
tive distribution function. This indeed implies that the monitoring is done continuously
within the pricing formula. This is known as continuously monitored barrier options.
However, depending on the real market expectations it might be also desirable to specify
the monitoring times, e.g. doing the barrier check at daily closing. If the barrier check
is done only at some specific time points during the lifetime of the option, this is called
discretely monitored barrier option. The discretization of the monitoring times is related
to the simulation of the indicator function within the payoff of the option, see Equation
(4.34). It is addressed in [11, 12] that there exists a mis-pricing between the continuously
and discretely monitored barrier options due to the monitoring bias. Therefore, a conti-
nuity correction of the barrier level improves the accuracy of discretely monitored barrier
options. Assume that for any barrier option within the BS model the monitoring is done
atm different times, then letVm (H) be the price of the discretelymonitored barrier option
andV (H) be the price of the corresponding continuously monitored barrier option. Then
it is given in [11] that







where + is for the case H > S0, − is for the case H < S0 and β  −ζ( 12 )/
√
2pi ≈ 0.5826 with
ζ being the Riemann zeta function. Hence, it can be concluded that monitoring bias has a
non-negligible effect on the accuracy of pricing the discretelymonitored barrier options in
the BS model. If we consider the Heston model, there exist closed form solutions only for
few types of barrier options. Therefore, numerical solutions with an underlying discrete
scheme are possible ways to tackle this problem. For example, MC simulation via using
a discrete scheme is suitable for pricing barrier options in the Heston model. However, in
this case one has to take all the errors into account, i.e. the MC variance, the bias of the
underlying scheme and the monitoring bias.
4.3 The HP Estimator for Pricing Barrier Options
We aim to price one-sided knockout barrier options under the Heston model via MC sim-
ulation with a variance reduction provided by the HP estimator. For this purpose, we
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consider the Heston model under the risk-neutral measure Q. The pricing equation for
down-and-out call option has the form
V (t , T, St , K,H)  e−r(T−t)Et ,StQ
[
(ST − K)+ 1{St>H, t∈[0,T]}
]
. (4.36)
Again, by using the Feynman-Kac theorem, the pricing function given by Equation (4.36)
satisfies the following PDE
LV  rV (4.37)
with terminal and boundary conditions given respectively by
V (T, s)  h(T, s) (4.38)
V (t ,H)  0 (4.39)
where h is the payoff function and L is the differential operator of the Heston model. We
note that the PDE problem has an additional boundary condition besides the usual termi-
nal condition which always exists in pricing any option. In fact, this additional condition
has a precise effect on the HP estimator. For instance, in pricing European vanilla options
we have only a terminal condition in the PDE problem. Therefore, we simulate the HP es-
timator until maturity and the arithmetic mean taken over the final values corresponds to
the undiscounted option price. Thus, what we only consider in pricing European vanilla
options via the HP estimator is the expected value of Z¯T . However, for pricing barrier
options the PDE problem contains an additional boundary condition and this is also re-
flected in the simulation of the HP estimator. Now let us recall Equation (4.9),
u(0, x)  u¯(0, x) +
∫ T
0
E(1{t<τ}L0u¯(t ,X0,xt ))dt .
Here, 1{t<τ} denotes the indicator function applied to the event {t < τ}where τ is given in
Equation (4.2). This indicator function plays a slightly different role than the one given in
the payoff function in Equation (4.34). Let us explain the difference in detail, since this is
crucial for pricing the barrier options via the HP estimator. In the crude MC simulation,
it is not necessary to determine the first exit time while it is enough to check if the barrier
is hit or not. In case of a hit we plug the value 0 for the payoff of the relevant path and for
the paths which never hit barrier we take the value (ST − K)+ as an expected final payoff.
Then the expected payoff of a down-and-out call may be either 0 or (ST − K)+, i.e.
h(T,H, K, S) 
(ST − K)
+ if St > H for all t ∈ [0, T]
0 if Sτ ≤ H for some τ ∈ [0, T].
The role of the indicator function in the crude MC estimation is to determine if the path
provides a final payment or not. However, this is not the case for the HP estimator. Since
the HP approximation is based on the idea of having a Taylor expansion around the GBS
price, we proceedwith the expansion until the first exit time. In fact, the indicator function
within the HP approximation implies that one has to perform the Taylor expansion until
the first exit time. This is themain difference between the crudeMCestimation and theHP
estimation with respect to pricing barrier options. Due to this property of the indicator
function, it is inevitable for the HP estimator to exactly determine the first exit/hitting
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time. Subsequently, we simulate the HP estimator until the first exit time and then take
this value as a final expected value for the estimator. If the stock price never hits the barrier
during the lifetime of the option, thenwe proceedwith the simulation of theHP estimator
until maturity. Hence, we have to precisely determine the value of the HP estimator at the
first exit time. We can write the expression of Z¯ for the barrier option as follows
Z¯(T,H, K, S) 
Z¯T if St > H for all t ∈ [0, T]Z¯τ if Sτ ≤ H for some τ ∈ [0, T]. (4.40)
As a result, we see that in the approximation model there exist some paths which hit the
barrier during the lifetime of the option but still provide us a positive payment at the end,
even though these paths have zero payoff in the crude estimation. This is a significant
point for the numerical simulations. In the following, we sum up the procedure for the
application of the HP estimator to price one-sided knockout barrier options.
Remark 2. Let us consider a down-and-out call option with the payoff function given in Equation
(4.34) for some K ≥ 0. Assume that the underlying stock price hits the barrier for the first time at
τ given in Equation (4.2). Then we have the following valuation function for the Heston model
u(0, s , ν)  EQ
[
(ST − K)+ 1{St>H, t∈[0,T]}
]
. (4.41)
Here, we approximate this function with a valuation function of the generalized BS model
GBS(St , K, r, σ¯t , T − t) : e−r(T−t) u¯(t , St , νt )
u¯(t , St , νt )  e r(T−t) GBS(St , K, r, σ¯t , T − t) (4.42)
where GBS(St , K, r, σ¯t , T) denotes the price of the down-and-out call option with strike K and
maturity T, see Equation (4.35). Further we have the deterministic volatility given by
σ¯t 
√
θ + (νt − θ) 1 − e
−κ(T−t)
κ(T − t) . (4.43)
The price of the barrier option in the Heston model is obtained by the following unbiased estimation




1{t<τ} (L0 − L¯0)u¯(t , St , νt )
)
dt .












Here, M is the number of paths which hit the barrier at any time τ ∈ [0, T].
To determine the first exit time is one challenge for pricing barrier options in the Heston
model. Nevertheless, what is even more important is the derivation of the Greeks values
for the relevant barrier options. The explicit formulas of the Greeks for all types of one-
sided knockout barrier options are presented in the next section.
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4.3.1 Derivation of the Greeks
In this section, we present the derivation of the Greeks for the one-sided knockout op-
tions under the BS model. For this, we first present the pricing formulas and then derive
the relevant Greeks. A detailed derivation can be found in Appendix B. First, we give






































































Here, the equations for x1 , x2 , x3 , x4 and y1 , y2 , y3 , y4 stand for the variables plugged into
the distribution functions and τ  T − t denotes time to maturity. Now, we start with
down-and-out call option pricing formula
Vdocall (t , T, K,H) 
A − C if H < KB − D if H > K (4.50)
where
A  Se−qτΦ(x1) − Ke−rτΦ(x3)

















where τ  T− t denotes the time tomaturity. Since the formula has two parts conditioned
on the barrier level against the strike price, we derive the Greeks also in two parts. First,
we consider the case K > Hwhere the pricing formula isA−C. The derivatives of function
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Now, we deal with the derivatives of the second case K < H where the pricing formula is
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Consequently, the required Greeks for a down-and-out call option under the BS model
are derived.
We continue with the derivation of the Greeks of a down-and-out put option. The pricing
formula is given as
Vdoput (t , T, K,H) 
A − B + C − D if H < K0 if H > K (4.57)
where
A  −Se−qτΦ(−x1) + Ke−rτΦ(−x3)


















Note that, if the strike price K is located below the barrier level, then we get zero value at
the end, unless a rebate payment is defined. Throughout the thesis we consider barrier
options without a rebate, thus we represent the pricing function with zero value. Al-
though the derivation of the Greeks is similar with the down-and-out call option, due the
negative sign involved in the distribution functions the results for the Greeks of down-
and-out put are affected. We point out that in the BS model, these vega, vanna and volga
values are the same for European call and put options. However, this is not the case for
barrier options. Only the derivatives of the function A are the same for all types of barrier
options, since it indeed corresponds to the classical BS pricing formula. Therefore, we do
not repeat the derivatives for the functionA. We present the results for functions B, C and
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Subsequently, we derive the Greeks of an up-and-out call optionwhere the pricing formula
is given by
Vuocall (t , T, K,H) 
A − B + C − D if H < K0 if H > K (4.61)
4.3 The HP Estimator for Pricing Barrier Options 51
where
A  Se−qτΦ(x1) − Ke−rτΦ(x3)


















Since the values for A and B are the same with the down-and-out call option, there is no
need to repeat them here. However, because of the negative values inside the cumulative
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Lastly, we consider an up-and-out put option. We again have a pricing function given in
two parts, i.e.
Vuoput (t , T, K,H) 
B − D if H < KA − C if H > K (4.65)
where
A  −Se−qτΦ(−x1) + Ke−rτΦ(−x3)


















Now, for the case K > H we have the following derivatives with the pricing formula B−D.
Since the derivatives of the function B is the same as down-and-out put, we do not repeat
















































































































































Now, the remaining task is to derive the Greeks for the second case K < H where the
pricing formula is equal to A − C. The only required derivatives are due to function C
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As a result, these Greeks allow us to obtain the Taylor expansion around the BS price and
ultimately an approximation to the Heston price. In the following sections we present
several numerical results regarding the implementation of the HP algorithm for pricing
one-sided knockout options in the Heston model.
4.3.2 Numerical Results for Down-and-Out Options
In this section we present the numerical results regarding the application of the HP esti-
mator for pricing down-and-out barrier options in the Heston model. For the numerical
tests we utilize the parameter sets given in Table 4.2.
Set 1: T  0.5, S0  100, r  0.04, κ  0.6, ν0  0.04, θ  0.04, σ  0.2, ρ  −0.8
Set 2: T  1, S0  100, r  0.0319, κ  6.21, ν0  0.010201, θ  0.019, σ  0.61, ρ  −0.7
Set 3: T  5, S0  100, r  0.05, κ  2, ν0  0.09, θ  0.09, σ  1, ρ  −0.7
Table 4.2: Parameters sets for the numerical tests
The first parameter set is taken from [42] and the latter parameter sets 2 and 3 are taken
from [10]. The diversity of the parameter sets is dependent mostly on the variety of ma-
turity of the options and the volatility of variance parameter σ. Especially, the parameter
set 3 is a long running option with a high level of volatility of variance.
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Pricing Down-and-Out Call Option
Wepresent the numerical results for discretelymonitored down-and-out call option in the
Heston model. In order to perform the numerical tests systematically, we start with the
extreme cases. For example, if we set the volatility of variance very small (e.g. σ  0.0001)
and set the speed of mean reversion very large (e.g. κ  20), then we expect that the
Heston price will be almost the samewith the BS price. In the following we see the results
for the parameter set 1, for barrier level H  90, for varying number of paths and the step
size δ  0.004.
N
Method 1000 10000 100000
HP estimator 14.9158 14.9158 14.9158
Lower 95% bound 14.9158 14.9158 14.9158
Upper 95% bound 14.9158 14.9158 14.9158
Crude MC 15.1731 15.0084 14.6189
Lower 95% bound 12.0657 13.9838 14.2995
Upper 95% bound 18.2805 16.0331 14.9382
Table 4.3: Down-and-Out call option, Exact discrete BS price 14.9158
It can be seen from Table 4.3 that the HP estimator provides a significantly better esti-
mation of the exact value in a very fast and accurate way even for very few number of
paths. However, the crude MC can only approximate to the exact value as the number
of paths gets larger. In fact, the result for the HP estimator is not surprising while the
main principle of the estimator is based on the idea to obtain the price of an option in
the Heston model via a Taylor expansion in the neighborhood of the BS price. For the
Taylor expansion, we only utilize the partial derivatives with respect to the diffusion part
of the variance process, i.e. σ
√
νtdW2t . Therefore, if we set σ really small, then basically
the partial derivatives have no big effect as a correction to the BS price. In another words,
we calculate the Heston price by taking the BS price as a base price and then we adjust
it by the help of the Greeks of the relevant option. This feature of the HP estimator is
advantageous for pricing barrier options in the Heston model. More precisely, if we take
the discretely monitored BS price as an initial value for the HP estimator, then the HP
result gives us the discretely monitored Heston price. The same applies for the contin-
uously monitored case, i.e. if we take the continuously monitored BS price as an initial
value for theHP estimator, then theHP result is the continuouslymonitoredHeston price.
This can not be achieved by the crude MC estimation, since it only gives us the discretely
monitored price. Hence, we are only able to compare the crudeMC and the HP estimator
for the discretely monitored barrier options. We begin our numerical test with the com-
parison among the crude MC estimation, the crude control variate technique and the HP
estimator. For this test N  10000 paths and the steps size δ  0.004 are used.
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Method Set 1 Set 2 Set 3
HP Estimator 6.0615 6.3446 15.0579
Lower 95% bound 6.0542 6.3315 15.0445
Upper 95% bound 6.0688 6.3576 15.0712
Crude CV 6.0840 6.3601 16.5246
Lower 95% bound 6.0232 6.2394 15.6967
Upper 95% bound 6.1448 6.4808 17.3525
Crude MC 6.1719 6.3365 15.6938
Lower 95% bound 6.0061 6.1871 14.7240
Upper 95% bound 6.3377 6.4858 16.6636
Table 4.4: Comparison of the HP estimator, the crude control variate technique and the crude
MC estimation, Barrier level H  90
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 6.5937 (6.5861, 6.6014) 6.5827 (6.4206, 6.7448)
H  1 * Set 2 6.8068 (6.7926, 6.8210) 6.7066 (6.5571, 6.8561)
Set 3 34.8340 (34.7514, 34.9165) 34.5534 (33.4315, 35.6752)
Set 1 6.0648 (6.0576, 6.0720) 6.0950 (5.9321, 6.2579)
H  90 Set 2 6.3414 (6.3284, 6.3543) 6.3588 (6.2066, 6.5110)
Set 3 15.0678 (15.0554, 15.0802) 15.9896 (15.0256, 16.9536)
Set 1 5.9052 (5.8984, 5.9120) 5.9910 (5.8276, 6.1543)
H  91 Set 2 6.1898 (6.1776, 6.2020) 6.2786 (6.1266, 6.4305)
Set 3 13.9385 (13.9269, 13.9501) 14.6127 (13.6907, 15.5346)
Set 1 5.6910 (5.6849, 5.6971) 5.7121 (5.5502, 5.8741)
H  92 Set 2 5.9762 (5.9649, 5.9874) 5.9886 (5.8371, 6.1400)
Set 3 12.7866 (12.7768, 12.7963) 13.4373 (12.5367, 14.3378)
Set 1 5.4248 (5.4195, 5.4302) 5.5005 (5.3377, 5.6633)
H  93 Set 2 5.7276 (5.7176, 5.7375) 5.8260 (5.6728, 5.9791)
Set 3 11.5759 (11.5671, 11.5847) 12.3687 (11.4917, 13.2456)
Set 1 5.0880 (5.0834, 5.0926) 5.0627 (4.9042, 5.2212)
H  94 Set 2 5.4004 (5.3917, 5.4090) 5.5270 (5.3740, 5.6801)
Set 3 10.3166 (10.3082, 10.3251) 11.0393 (10.2066, 11.8719)
Set 1 4.6761 (4.6724, 4.6799) 4.7307 (4.5714, 4.8899)
H  95 Set 2 4.9746 (4.9675, 4.9816) 4.9609 (4.8132, 5.1086)
Set 3 9.0195 (9.0108, 9.0281) 9.6808 (8.8902, 10.4715)
Set 1 2.8158 (2.8147, 2.8168) 2.7626 (2.6285, 2.8966)
H  98 Set 2 2.9453 (2.9434, 2.9473) 3.0163 (2.8859, 3.1466)
Set 3 4.8298 (4.8213, 4.8382) 4.9919 (4.4121, 5.5716)
* In fact, the case H  1 delivers the results of corresponding European vanilla options, where
the exact values are 6.5944, 6.8061 and 34.8348 for Set 1, Set 2 and Set 3, respectively.
Table 4.5: Down-and-Out call price - At the money option
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Table 4.4 shows that although a variance reduction compared to the crudeMC estimation
is provided by the crude CV technique, the HP outperforms among these estimations.
Therefore, we aim to analyze the performance of the HP estimator in detail. In the follow-
ing we present the results of discretely monitored down-and-out call option prices for all
parameter sets given in Table 4.2 and for N  10000 number of paths and for δ  0.004
step size which roughly corresponds to 250 trading days per year for a one year maturity
option. Moreover, we do the barrier check on these discrete time points, which also corre-
sponds to doing the barrier checking at each daily closing. We first consider at-the-money
options, i.e. S0  K where K is strike price.
From Table 4.5, we see that the HP estimator provides a distinctly visible variance reduc-
tion compared to the crudeMC estimation. Moreover, during the numerical tests we have
noticed that the performance of the HP estimator is quite robust. In particular, for the pa-
rameter Set 3, since the volatility of variance is high (σ  1) the crude MC result with
N  10000 paths fluctuates with a high frequency, see Figure 4.3.























Figure 4.3: Down-and-Out call price - the HP estimator and the crude MC estimation in the
Heston model for parameter set 3
Figure 4.3 illustrates that the option price is calculated for varying step sizes. As previ-
ously explained, increasing the number of steps will provide us with a better approxima-
tion of the real process. On the other hand, by increasing the number of steps onewill find
more violations of the barrier condition. Thus, the option prices have to be a decreasing
function of the number of steps, i.e. barrier checks. Therefore, we expect that the option
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price will decrease as we increase the number of steps. However, the HP estimator shows
a very smooth decay behavior unlike the crude MC estimation. We know that in order to
have robust results in the crude MC estimation one has to have a large number of paths
to keep the MC variance low. Otherwise, the resulting error in the MC simulation will
be dominated by the MC variance. In fact, the interplay between the bias and the MC
variance in the MSE has a substantial effect on the accuracy of the MC results. Thus, if
one aims to have a control on the MC variance in the crude MC estimation, then one has
to either increase the number of paths as much as possible or employ a variance reduction
technique. This control on the MC variance leads to the situation that the statistical error
in the MSE is in a sense eliminated and the only source of error is due to the bias. The
detailed examination of this error behavior is given in the error analysis in Section 6.2. As
a result, this typical behavior of the error in the MC simulations can conveniently explain
the reason of the fluctuations in the crudeMCestimation displayed in Figure 4.3. Our next
aim is to analyze the behavior of the HP estimator for down-and-out call option regarding
the all parameter sets. Figure 4.4 demonstrates the behavior of the HP estimator for the
parameter Set 1. For practical purposes, only 50 simulated outcomes are presented.







Figure 4.4: Simulated outcomes of the HP estimator for parameter set 1
Figure 4.4 demonstrates that for parameter set 1 the paths of the HP estimator are quite
smooth. However, we note that these are the simulated outcomes without any barrier
check, namely the barrier level is always involved in the computation of the Greeks until
maturity regardless of being hit or not. Therefore, during the simulation it is also involved
in the behavior of the HP estimator via the Greeks of the relevant option. Also note that,
if the stock price hits the barrier or even gets closer to the barrier level, the behavior of
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the Greeks becomes sensitive. Hence, this sensitivity also effects the behavior of the HP
estimator. To check the effect of the Greeks on the HP estimator we also give the simu-
lated outcomes of the latter parameter sets. Figure 4.5 illustrates the behavior of the HP
estimator regarding the parameter set 2.











Figure 4.5: Simulated outcomes of the HP estimator for parameter set 2
In Figure 4.5 the effect of the Greeks is slightly visible for the case of parameter set 2. The
smoothness of the paths of the HP estimator is decreased. Subsequently, we obtain Figure
4.6 by using the parameter set 3, which contains the most challenging parameters.
As expected, the change in parameters effects the behavior of the HP estimator. For the
parameter set 3 long-run maturity and relatedly increased number of steps and also the
high value of volatility of variance σ  1 have a visible effect on the behavior of the HP
estimator. For instance, there are some unexpected small jumps in Figure 4.6. However,
we point out that the paths with jumps may not be valid for the final consideration of the
expected values. As we mentioned before, for the paths which hit the barrier at any time
τ < T we consider the value of the HP estimator specifically at this first hitting time. As
defined in Equation (4.40) we only consider the Z¯ values either at the first hitting time τ
or at the final time T. As an overall evaluation, one can deduce that for all parameter sets
the behavior of the HP estimator is quite smooth and also the variance of the paths of the
HP estimator is remarkable small.
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Figure 4.6: Simulated outcomes of the HP estimator for parameter set 3
Heath-Platen Crude MC
CI Length N CI Length N
Set 1 0.0198 5500 0.0195 2800000
H  90 Set 2 0.0199 17000 0.0195 700000
Set 3 0.0198 15200 −− −−
Set 1 0.0194 1500 0.0198 2550000
H  95 Set 2 0.0195 5000 0.0195 650000
Set 3 0.0195 7000 −− −−
Table 4.6: Down-and-Out call option - Required number of paths
In Table 4.6 we present the comparison results between the crude MC estimation and
the HP estimation with respect to the required number of paths to achieve the targeted
length of the confidence interval. We know that the confidence interval is dependent on
the variance of the MC estimation. Thus, it is an indicator for the amount of variance
reduction. It is necessary to point out that we discretize the Heston model only once
by using a fully truncated Euler scheme, see the HP algorithm for European options in
Appendix A. Afterwards, we use these discrete values for both the crude MC estimation
and the HP estimator. Thus, the bias regarding the discretization of the Heston model is
the same for both the HP and the crude estimations. With this, we are able to compare
the two estimations by assuming the target level of confidence interval length as 0.02. In
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the comparison, the step size for all parameter sets are set to δ  0.004.
The results given in Table 4.6 show that the required number of paths to achieve the tar-
geted confidence interval length is dramatically lower for the HP estimator than for the
crude MC. In particular, for parameter set 3 we could not manage to determine the re-
quired number of paths for the crude MC estimation due to certain memory problems.
This indeed shows that how effectively the HP estimator can be utilized by using signifi-
cantly less number of paths. This feature of theHP estimatormakes it particularly suitable
for MC implementations for path-dependent options. Especially, in the Heston model for
pricing the path-dependent options via a MC simulation, the time and energy consump-
tion of the algorithm might reach a level which is unattainable by the standard devices.
On the other hand, the HP estimator performs superior, so that one can accelerate the
procedure by reducing not only the number of paths but also the MC variance dramati-
cally. In fact, these advantages initiated the further examination of the HP estimator for
path-dependent options and also some other extensions of it.
In the following we present the results for in the money and out of the money down-
and-out call options, respectively. For the case of in the money options (i.e. S0 > K) we
consider the initial stock price S0  100 and strike K  90. Note that in the BS model
down-and-out barrier options have a piecewise pricing formula conditioned on the loca-
tion of the barrier with respect to the strike price, see Equation (4.35). In our numerical
test, if we set K  90, then we should use the corresponding pricing formula for K < H.
Therefore it is necessary to examine the case of in the money options.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 10.7489 (10.7466, 10.7512) 10.6663 (10.4251, 10.9074)
H  92 Set 2 11.6216 (11.6166, 11.6266) 11.6056 (11.3748, 11.8363)
Set 3 14.3136 (14.2907, 14.3365) 14.9295 (13.9567, 15.9024)
Set 1 8.3899 (8.3847, 8.3951) 8.2736 (8.0342, 8.5130)
H  95 Set 2 9.1612 (9.1513, 9.1712) 9.3040 (9.0681, 9.5398)
Set 3 10.0578 (10.0337, 10.0818) 10.6945 (9.8472, 11.5419)
Set 1 4.7526 (4.7454, 4.7598) 4.7229 (4.5169, 4.9289)
H  98 Set 2 5.1041 (5.0911, 5.1170) 5.2223 (5.0168, 5.4278)
Set 3 5.3773 (5.3549, 5.3997) 5.6560 (5.0156, 6.2965)
Table 4.7: Down-and-Out call price - In the money option
Again, the results given in Table 4.7 show that the HP estimator performs well for in the
money options. We also consider an out of themoney call option (i.e S0 < K) in theHeston
model for the three parameter sets with initial stock price S0  100 and strike K  110.
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Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 2.0608 (2.0538, 2.0679) 2.0543 (1.9636, 2.1450)
H  92 Set 2 1.8725 (1.8605, 1.8845) 1.8944 (1.8127, 1.9761)
Set 3 11.5992 (11.5782, 11.6203) 11.9519 (11.1162, 12.7877)
Set 1 1.7750 (1.7678, 1.7823) 1.8048 (1.7169, 1.8926)
H  95 Set 2 1.6456 (1.6334, 1.6577) 1.6604 (1.5835, 1.7373)
Set 3 8.1965 (8.1818, 8.2112) 8.6967 (7.9641, 9.4292)
Set 1 1.1523 (1.1459, 1.1587) 1.1774 (1.1042, 1.2505)
H  98 Set 2 1.0644 (1.0539, 1.0750) 1.0937 (1.0289, 1.1586)
Set 3 4.4081 (4.4000, 4.4161) 4.6685 (4.1191, 5.2179)
Table 4.8: Down-and-Out call price - Out of the money option
Table 4.8 shows that the HP estimator provides an easily noticeable variance reduction for
the out of the money options as well.
Pricing Down-and-Out Put Option
Wenowpresent the numerical results for discretelymonitored down-and-out put options
in the Heston model. We again use the parameter sets given in Table 4.2. In order to
avoid the option prices which are very close to zero, we set the interest rate r  0 for all
parameter sets. Throughout the whole numerical analyses we again set the number of
paths N  10000 and the step size δ  0.004. We begin our analyses with the comparison
among the HP estimator, the crude MC estimation and the crude CV technique.
Method Set 1 Set 2 Set 3
HP Estimator 0.4226 0.3631 0.0054
Lower 95% bound 0.4167 0.3494 0.0037
Upper 95% bound 0.4285 0.3768 0.0071
Crude CV 0.4155 0.3688 0.0063
Lower 95% bound 0.3897 0.3328 0.0015
Upper 95% bound 0.4412 0.4047 0.0111
Crude MC 0.4202 0.3561 0.0049
Lower 95% bound 0.3915 0.3308 0.0016
Upper 95% bound 0.4488 0.3814 0.0081
Table 4.9: Comparison of the HP estimator, the crude control variate technique and the crude
MC estimation, Barrier level H  90
Table 4.9 shows the comparison results of the HP estimator versus the crude CV tech-
nique and the crude MC estimations. In all the cases, the HP estimator provides with a
significant amount of variance reduction. An interesting observation is that the crude CV
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technique did not reduce the variance for the parameter sets 2 and 3. Here, we point out
that an improvement for the crude CV technique via finding an optimal multiplier for the
GBS formula may be necessary. For details, see Section 2.2.1. We continue our numerical
tests by considering at the money down-and-out put options, i.e. S0  K.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 1.2735 (1.2614, 1.2856) 1.2492 (1.1920, 1.3064)
H  85 Set 2 1.0764 (1.0500, 1.1028) 1.0863 (1.0352, 1.1374)
Set 3 0.0244 (0.0192, 0.0295) 0.0278 (0.0184, 0.0372)
Set 1 0.4215 (0.4156, 0.4273) 0.4048 (0.3772, 0.4323)
H  90 Set 2 0.3692 (0.3552, 0.3830) 0.3636 (0.3381, 0.3890)
Set 3 0.0050 (0.0036, 0.0064) 0.0069 (0.0031, 0.0105)
Set 1 0.0464 (0.0453, 0.0475) 0.0456 (0.0386, 0.0526)
H  95 Set 2 0.0389 (0.0360, 0.0417) 0.0395 (0.0331, 0.0458)
Set 3* 0.0022 (0.0012, 0.0032) 0.0039 (0.0011, 0.0066)
* Due to maturity T  5 of the parameter set 3, the result was almost 0. Therefore, only for this
case we set the barrier level H  92.
Table 4.10: Down-and-Out put price - At the money option
Table 4.10 shows that the performance of the HP estimator is remarkable. By setting the
strike K  105, we analyze the case for in the money options.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 2.7336 (2.7140, 2.7533) 2.7479 (2.6565, 2.8392)
H  85 Set 2 2.5688 (2.5301, 2.6076) 2.5389 (2.4552, 2.6225)
Set 3 0.0504 (0.0401, 0.0606) 0.0517 (0.0372, 0.0661)
Set 1 1.2405 (1.2273, 1.2537) 1.2043 (1.1477, 1.2608)
H  90 Set 2 1.2532 (1.2252, 1.2812) 1.2440 (1.1893, 1.2987)
Set 3 0.0158 (0.0113, 0.0202) 0.0180 (0.0105, 0.0255)
Set 1 0.2912 (0.2858, 0.2966) 0.2924 (0.2685, 0.3162)
H  95 Set 2 0.3025 (0.2903, 0.3145) 0.3033 (0.2798, 0.3267)
Set 3 0.0020 (0.0010, 0.0029) 0.0023 (0.0001, 0.0044)
Table 4.11: Down-and-Out put price - In the money option
The results given in Table 4.11 indicate that the HP estimator provides us with a signifi-
cant variance reduction for in the money down-and-out put options as well. Finally, we
consider out of the money down-and-out put options.
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Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 1.0689 (1.0586, 1.0792) 1.0470 (0.9944, 1.0996)
H  80 Set 2 0.8118 (0.7885, 0.8349) 0.7975 (0.7528, 0.8422)
Set 3 0.0346 (0.0284, 0.0407) 0.0329 (0.0228, 0.0429)
Set 1 0.4252 (0.4198, 0.4305) 0.4118 (0.3841, 0.4394)
H  85 Set 2 0.3186 (0.3058, 0.3313) 0.3193 (0.2955, 0.3430)
Set 3 0.0092 (0.0074, 0.0109) 0.0085 (0.0042, 0.0127)
Set 1 0.0683 (0.0671, 0.0694) 0.0689 (0.0602, 0.0775)
H  90 Set 2 0.0479 (0.0449, 0.0509) 0.0467 (0.0399, 0.0534)
Set 3* 0.0026 (0.0018, 0.0033) 0.0019 (0.0001, 0.0037)
* Due to parameters of Set 3 in this case the result was almost 0. Therefore, only for this case we
set the strike K  98.
Table 4.12: Down-and-Out put price - Out of the money option
To evaluate the performance of the HP estimator for out of the money options, we look at
Table 4.12. As the results imply, the HP estimator provides a noticeable variance reduc-
tion.
4.3.3 Numerical Results for Up-and-Out Options
In this section, the numerical results of the application of the HP estimator for pricing
up-and-out barrier options are presented. Before going into the detail, we point out that
the payoff of the up-and-out options has slightly different characteristics. For instance,
the payoff of an up-and-out call option reaches its highest value shortly before the stock
price hits the barrier and once the stock hits the barrier the payoff drops immediately to
zero. Therefore, the behavior of the payoff function is indeed fairly irregular. To be able
to partially eliminate this irregularity we set the drift term of the stock price to 0. For the
numerical analyses, we again use the same parameter sets given in Table 4.2.
Pricing Up-and-Out Call Option
Wepresent the numerical results of up-and-out call option in theHestonmodel. We again
start our discussion with the comparison of the HP estimator with the crude MC estima-
tion and the crude CV technique.
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Method Set 1 Set 2 Set 3
HP Estimator 0.5466 0.9895 0.0311
Lower 95% bound 0.5400 0.9703 0.0264
Upper 95% bound 0.5532 1.0087 0.0357
Crude CV 0.5583 0.9930 0.0307
Lower 95% bound 0.5342 0.9478 0.0212
Upper 95% bound 0.5823 1.0382 0.0401
Crude MC 0.5579 0.9837 0.0318
Lower 95% bound 0.5252 0.9406 0.0234
Upper 95% bound 0.5905 1.0267 0.0401
Table 4.13: Comparison of theHP estimator, the crude control variate technique and the crude
MC estimation, Barrier level H  110
Again, we see from Table 4.13 the HP estimator performs remarkably good for pricing
up-and-out call options. We also notice that the crude CV technique does not provide a
significant variance reduction. To improve the performance of the crude CV technique
searching for an optimal multiplier may be a helpful choice, see Section 2.2.1. In the fol-
lowing we consider at the money up-and-out call option with varying barrier levels.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 0.0538 (0.0526, 0.0549) 0.0594 (0.0513, 0.0673)
H  105 Set 2 0.1166 (0.1112, 0.1219) 0.1190 (0.1076, 0.1302)
Set 3 0.0025 (0.0016, 0.0034) 0.0024 (0.0006, 0.0040)
Set 1 0.5507 (0.5439, 0.5573) 0.5725 (0.5391, 0.6059)
H  110 Set 2 0.9992 (0.9799, 1.0184) 1.0116 (0.9678, 1.0554)
Set 3 0.0260 (0.0212, 0.0307) 0.0281 (0.0203, 0.0358)
Set 1 1.8013 (1.7870, 1.8157) 1.8267 (1.7583, 1.8950)
H  115 Set 2 2.6540 (2.6218, 2.6862) 2.6443 (2.5655, 2.7230)
Set 3 0.0965 (0.0853, 0.1076) 0.1009 (0.0826, 0.1191)
Table 4.14: Up-and-Out call price - At the money option
As inferred from Table 4.14, the variance reduction provided by the HP estimator is sig-
nificant. We continue our numerical tests by setting the strike price K  90 to consider in
the money up-and-out call options.
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Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 0.8835 (0.8733, 0.8935) 0.9020 (0.8505, 0.9533)
H  105 Set 2 1.5408 (1.5124, 1.5691) 1.5474 (1.4794, 1.6154)
Set 3 0.0442 (0.0369, 0.0514) 0.0431 (0.0309, 0.0552)
Set 1 3.0410 (3.0202, 3.0617) 3.1030 (3.0023, 3.2038)
H  110 Set 2 4.6278 (4.5835, 4.6721) 4.6056 (4.4857, 4.7254)
Set 3 0.1473 (0.1320, 0.1624) 0.1529 (0.1277, 0.1781)
Set 1 6.0817 (6.0548, 6.1085) 6.0036 (5.8598, 6.1474)
H  115 Set 2 8.1832 (8.1333, 8.2330) 8.2008 (8.0480, 8.3536)
Set 3 0.3321 (0.3079, 0.3561) 0.3400 (0.2978, 0.3821)
Table 4.15: Up-and-Out call price - In the money option
Table 4.15 indicates that the performance of the HP estimator is again noteworthy. As a
final consideration, we set the strike price K  105. Thus, we consider out of the money
up-and-out call options.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 0.0909 (0.0891, 0.0926) 0.0917 (0.0820, 0.2118)
H  110 Set 2 0.1932 (0.1865, 0.1999) 0.1976 (0.1832, 1.6154)
Set 3 0.0050 (0.0036, 0.0063) 0.0051 (0.0026, 0.0075)
Set 1 0.6484 (0.6407, 0.6560) 0.6730 (0.6369, 0.7089)
H  115 Set 2 0.9875 (0.9685, 1.0063) 0.9873 (0.9450, 1.0295)
Set 3 0.0327 (0.0277, 0.0376) 0.0362 (0.0274, 0.0448)
Set 1 1.6354 (1.6209, 1.6499) 1.6212 (1.5570, 1.6854)
H  120 Set 2 1.8798 (1.8514, 1.9082) 1.8773 (1.8101, 1.9445)
Set 3 0.1179 (0.1061, 0.1297) 0.1184 (0.0992, 0.1375)
Table 4.16: Up-and-Out call price - Out of the money option
If we look at Table 4.16, thenwe see that theHP estimator provides a considerable amount
of variance reduction for out of the money options as well.
Pricing Up-and-Out Put Option
As a final consideration, we present the results of the numerical tests with regard to the
application of the HP estimator for pricing up-an-out put options. For numerical tests,
we use the parameter sets given in Table 4.2. We begin with the comparison of the three
approaches, i.e. the HP estimator, the crude MC estimation and the crude CV technique.
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Method Set 1 Set 2 Set 3
HP Estimator 5.2187 4.6842 9.1222
Lower 95% bound 5.2121 4.6728 9.1104
Upper 95% bound 5.2253 4.6956 9.1341
Crude CV 5.2254 4.6824 9.1044
Lower 95% bound 5.1282 4.5796 8.7292
Upper 95% bound 5.2059 4.7852 9.4796
Crude MC 5.2163 4.7939 9.0745
Lower 95% bound 5.0500 4.6283 8.6398
Upper 95% bound 5.3825 4.9596 9.5092
Table 4.17: Comparison of theHP estimator, the crude control variate technique and the crude
MC estimation, Barrier level H  110
As seen from Table 4.17, both the HP estimator and the crude CV technique provide vari-
ance reduction compared to the crude MC estimation. Note that, for this type of options,
the crude CV technique also provides a good variance reduction compared to the crude
MC estimation. However, the amount of the variance reduction provided by the HP es-
timator is substantially bigger than the crude CV technique. Next, we consider at the
money up-and-out put options.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 3.9986 (3.9953, 4.0019) 4.0111 (3.8526, 4.1696)
H  105 Set 2 3.6623 (3.6559, 3.6688) 3.6995 (3.5467, 3.8522)
Set 3 5.5059 (5.5011, 5.5108) 5.4447 (5.0940, 5.7954)
Set 1 5.2132 (5.2065, 5.2199) 5.2328 (5.0653, 5.4003)
H  110 Set 2 4.6941 (4.6827, 4.7056) 4.7215 (4.5576, 4.8853)
Set 3 9.1237 (9.1121, 9.1353) 9.2258 (8.7894, 9.6621)
Set 1 5.4773 (5.4696, 5.4850) 5.5293 (5.3604, 5.6981)
H  115 Set 2 4.8926 (4.8795, 4.9057) 4.7964 (4.6348, 4.9579)
Set 3 12.0712 (12.0522, 12.0903) 11.9522 (11.4693, 12.4351)
Table 4.18: Up-and-Out put price - At the money option
FromTable 4.18we see that the performance of theHP estimator is again quite remarkable.
Especially, the option prices are big enough to better reflect the effectiveness of the HP
estimator. We continue our numerical tests by setting K  105 to obtain the results for in
the money up-and-out put options.
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Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 7.6035 (7.5991, 7.6079) 7.7375 (7.5339, 7.9412)
H  110 Set 2 7.1489 (7.1412, 7.1566) 7.1923 (6.9974, 7.3872)
Set 3 10.0587 (10.0525, 10.0650) 9.9818 (9.5133, 10.4503)
Set 1 8.1671 (8.1602, 8.1740) 8.0788 (7.8795, 8.2781)
H  115 Set 2 7.5396 (7.5289, 7.5502) 7.5275 (7.3308, 7.7242)
Set 3 13.3249 (13.3108, 13.3390) 13.5990 (13.0696, 14.1284)
Set 1 8.2367 (8.2297, 8.2437) 8.2283 (8.0288, 8.4278)
H  120 Set 2 7.5773 (7.5661, 7.5884) 7.6348 (7.4392, 7.8305)
Set 3 15.9728 (15.9512, 15.9945) 16.0579 (15.5040, 16.6118)
Table 4.19: Up-and-Out call price - In the money option
As seen from Table 4.19, the HP estimator performs very good for pricing in the money
up-and-out put options. Subsequently, we set K  90 in order to analyze out of the money
up-and-out put options.
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
Set 1 1.6718 (1.6668, 1.6768) 1.6508 (1.5554, 1.7462)
H  105 Set 2 1.4476 (1.4386, 1.4566) 1.4368 (1.3430, 1.5307)
Set 3 4.4612 (4.4492, 4.4731) 4.5150 (4.2134, 4.8166)
Set 1 2.0016 (1.9962, 2.0069) 2.0251 (1.9236, 2.1266)
H  110 Set 2 1.7720 (1.7615, 1.7825) 1.7631 (1.6610, 1.8653)
Set 3 7.3314 (7.3113, 7.3515) 7.2371 (6.8690, 7.6052)
Set 1 2.0490 (2.0436, 2.0544) 2.0562 (1.9563, 2.1562)
H  115 Set 2 1.8305 (1.8196, 1.8415) 1.7936 (1.6919, 1.8952)
Set 3 9.6433 (9.6165, 9.6701) 9.4949 (9.0846, 9.9052)
Table 4.20: Up-and-Out call price - Out of the money option
It can easily be seen from theTable 4.20 theHP estimator dramatically reduces the variance
of out of the money up-and-out put options.
Finally, we focus on the behavior of the up-and-out put options with varying number of
steps.
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Figure 4.7: Up-and-out put price - the HP estimator and the crude MC estimation in the He-
ston model for parameter set 3
Figure 4.7 illustrates that the behavior of the HP estimator is remarkable smooth. Indeed,
this gives us the idea to employ an extrapolation method to speed up the HP estimator.
We can estimate the option price curve of the HP estimator as a function of the number
of steps, and then extrapolate for large values of N .
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Chapter 5
Application of the HP Estimator to
Bond Options
In this chapter, we explain the application of the HP estimator in pricing bond options, in
detail. As a further contribution to the literature, we extend the concept of the HP esti-
mator for pricing bond options. Bond options are financial derivatives whose underlying
asset dynamics are determined by the short rate. In one factor models it is assumed that
the only state variable is the short rate. So, the term structure is completely determined
by the spot interest rate. Now, the question is how to model the short rate process. In
general, the short rate rt is assumed to follow a stochastic process. In the literature many
different approaches have been proposed to model rt with an underlying SDE, however
in this thesis we only consider the one factor models CIR, Vasicek and furthermore the
stochastic variance model of Fong-Vasicek. It is obvious that the theory of short rate and
relatedly fixed income securities covers already a wide range of topics which goes beyond
the scope of this thesis. Thus, for the sake of simplicity we will keep the thesis restricted
only to the models mentioned above. For more details about the theory and the models,
we refer to [9, 42].
5.1 Bond Options in the CIR Model
In this section, we give a brief introduction to pricing zero coupon bond (ZCB) options
under the Cox-Ingersoll-Ross (CIR) model. A ZCB, also known as pure discount bond, is
a financial contract which pays its holder one unit of money at maturity T and makes no
coupon payment during the lifetime of the bond. The price of a ZCB at any time t with
maturity T is calculated under the risk neutral measure Q as follows




− ∫ Tt r(s)ds)P(T, T)
)
(5.1)
where the terminal value is P(T, T)  1. We see that the discount factor is now a stochas-
tic process driven by the short rate dynamics. Cox-Ingersoll-Ross [15] model the short
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interest rate as a square root diffusion process given by the following SDE
dr(t)  κ(θ − r(t))dt + σ√r(t)dW (t) (5.2)
where κ, θ, σ are positive constants and r(0)  r > 0. Since the CIR process has a mean
reversion property, in Equation (5.2) θ stands for the long-term mean reversion level, κ
is for the speed to reach the mean reversion level and σ is the volatility of the short rate.
We have already mentioned that the CIR process is considered as a variance process by
Heston in the stochastic volatility model [34]. Some additional features regarding the
short rate modeling will be given here. The process is favorable because the short rate
never drops below zero. However, the likelihood that the process hits zero is often quite
significant. At the same time, the process is strongly reflecting at the origin. So, once
the process hits zero subsequently it becomes positive. There is a criterion introduced by
Feller which states that the continuous CIR process remains strictly positive as long as the
following condition is satisfied [15]
2κθ > σ2. (5.3)
Moreover, due to the mean reverting property the process has an invariant distribution
in the limit. The steady state distribution of the interest rate is non-central chi-square
χ2(µ; d , λ) with d degrees of freedomand non-centrality parameter λ [15]. It is possible to
calculate the first two moments of the distribution of the future interest rates conditioned
on the current value r(t) as follows
E (r(T) → r(t))  r(t)e−κ(T−t) + θ(1 − e−κ(T−t)) (5.4)















We can also interpret the long term behavior of the short rate process by the help of these
two moments. For instance, if κ approaches infinity then due to the mean reverting dy-
namics of the process the mean goes to θ and the variance goes to 0. If otherwise κ ap-
proaches zero, the mean goes to the current value of the interest rate r(t) and the variance
goes to r(t)σ2(T − t). Furthermore, as t tends to infinity, we have the following steady
state mean and variance respectively,
lim












where ω  2κσ2 and υ 
2κθ
σ2 [15]. Despite the fact that the SDE for the short rate process
does not have an explicit solution, one can obtain a closed form solution for the price of a
zero coupon bond under the CIR model. Indeed, the price of a T-maturity zero coupon
bond at time t has the form [15, 42]
P(t , T)  e−B(t ,T)r(t)+A(t ,T) (5.9)
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with





2h + (κ + h) [eh(T−t) − 1] (5.10)










κ2 + 2σ2. (5.12)
Since we are able to obtain a closed form solution for the ZCB price under the CIR model,
our next concern is to write an option on this ZCB as the underlying asset. As we already
mentioned, the price of an option is equal to the discounted expected payoff of the un-
derlying asset. Hence, the ZCB options are written on the price of the ZCB. Note that the
price of ZCB is also derived from another stochastic process, i.e. the short rate. This is
indeed one of the main differences compared to the stock options in the BS model where
the stock price process itself determines the dynamics of the underlying asset. If we con-
sider a European call option with maturity T and strike price K written on a S-maturity
ZCB, then the price function takes the form




− ∫ Tt r(s)ds)h(T, r(T))
]
(5.13)
with the payoff function
h(T, r(T)) 
(
P(T, S) − K)+. (5.14)
To be able to obtain an analytical solution, one has to be able to derive a closed form







Unfortunately, the CIR model does not admit an easy explicit representation for this joint
distribution. However, the steady state moments allow us to derive the pricing formula
of a European call option under the CIR model which is given by [15, 42]





















eh(T−t) − 1) (5.18)
λ1 
2ξ2r(t)eh(T−t)





where the functions A and B are given in Equations (5.11) and (5.10), respectively.
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Note that, one can also price the coupon bond options by using the approach of Jamshid-
ian [37]. The idea is to consider the option on a coupon bond as a portfolio of options.
This approach is only valid when the bond prices are monotone functions of the interest
rate. By following this approach, the closed form solution of European options on coupon
bonds under the CIR model is derived by Longstaff [44]. However in this thesis, we aim
to show the applicability of the HP estimator for the interest rate options, therefore we
only consider the ZCB options.
5.2 The HP Estimator for Pricing ZCBOptions in the CIRModel
In this section, we present the application of the HP estimator in pricing ZCB options
under the CIR model. Since the closed form solution of the ZCB option under the CIR
model is relatively complicated, we come up with an idea to transfer the main properties
of the HP estimator into bond option pricing within the CIR setting. Hence, we consider
the CIR process as our target process andwe aim to approximate this processwith another
short interest rate process which has relatively simple dynamics. At this point, the short
rate model of Vasicek [55] appears as a possible candidate. As supposed by Vasicek, the
short interest rate is driven by the following SDE
dr˜(t)  κ(θ − r˜(t))dt + σdW (t) (5.20)
with real, positive constants κ, θ, σ. In the Vasicek model the short interest rate follows
again a mean-reverting process similar to the CIR model. On the contrary, the Vasicek
process is normally distributed. The normal distribution of the short rate has computa-
tional advantages such as the simplification of the closed form solutions of both the price
of the ZCB and the relevant option. Unlike the CIR model, it is possible to derive the joint







Due to its simple dynamics, it is possible to obtain closed form solutions of the bond
option prices in the Vasicek model. They are given in the following theorem.
Theorem 1. [42] In the Vasicek model given by Equation (5.20) we have
(a) T-zero coupon bond prices of the form
P(t , T)  e−B(t ,T) r˜(t)+A(t ,T) (5.22)
with A and B given by













(B(t , T) − T + t) − σ
2
4κ
B2(t , T). (5.24)
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(b) European bond call and put option prices of the form
Call(t , T, S, K)  P(t , S)Φ(d1(t)) − KP(t , T)Φ(d2(t)), (5.25)
















where K denotes the strike and T the maturity of the options, and S ≥ T is the maturity of
the underlying ZCB.
As seen from Theorem 1, the Vasicek pricing formula resembles thewell known BS option
pricing formula and has a similar interpretation. Thus, it is smooth enough to allow an
application of the differential operator L0. So, we are able to obtain a Taylor expansion in
the neighborhood of the Vasicek option pricing formula.
To sum up, the price difference between the CIR model and the Vasicek model is due to
the square root function in the diffusion coefficient of the CIRmodel. Therefore we adjust
the price difference generated by this square root function of the CIR model by using
the partial derivatives of the Vasicek price. Note that, we are able to define the iterative
HP estimator while the Vasicek pricing formula V˜ (T, r˜(t)) is smooth enough to allow the
application of the backward Kolmogorov equation, see [37], i.e.
L˜0V˜  0 (5.28)
with the terminal condition
V˜ (T, r˜)  h(T, r˜).
The following Remark 3 summarizes the implementation of the iterative HP estimator for
pricing ZCB options in the CIR model.
Remark 3. Consider a European ZCB call option under the CIR model, then the price is expressed
by




− ∫ Tt r(s)ds) (P(T, S) − K)+
]
(5.29)
with the payoff h(T, r(T)) 
(
P(T, S) − K)+ for some K ≥ 0 where T denotes the maturity of
the option whereas the underlying bond has a maturity of S ≥ T. Moreover, P(t , T) is the price
of the T-maturity ZCB at time t. Then, we approximate this function by using the Vasicek price
V˜ (t , r˜(t)) which is explicitly given by Equations (5.25) and (5.26) in Theorem 1. Therefore, we





 V˜ (0, r) + E
(∫ T
0
(L0 − L˜0)V˜ (t , r(t))dt
)
. (5.30)
where r(t) is the short rate of the CIR model and the initial value is r(0)  r.
In the next section, we derive the required sensitivities of the Vasicek price to obtain an
approximation to the CIR price.
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5.2.1 Derivation of the Sensitivities
In order to price the ZCB call option under the CIR model, we use the Vasicek model as
an approximation. There, the derivatives of the Vasicek model act like a correction term
of the option price. Consequently, we have to compute the following derivatives
(L0 − L˜0)Call(t , T, S, K)  σ
2
2
(r − 1) ∂
2Call(t , T, S, K)
∂r2
(5.31)
Thus, we have to compute the second order derivative of the call price with respect to the
short rate. Since the Vasicek pricing formula contains the Gaussian distribution function,
we are able to compute the derivatives explicitly. We derive the first order derivate which
is given in the following






















 − B(t , S)P(t , S)Φ(d1) + P(t , S)φ(d1) ∂d1∂r
+ KB(t , T)P(t , T)Φ(d2) − KP(t , T)φ(d2) ∂d2∂r
 − B(t , S)P(t , S)Φ(d1) + KB(t , T)P(t , T)Φ(d2). (5.32)
Observe that, here the variable of the call price formula is the ZCB price P(t , T), therefore
we have to take the derivatives of this function into account as well. If we think of the
BS formula deriving the Greeks is straightforward, i.e. the ingredients are the stock price,
the normal distribution function and the parameters. Whereas, in the bond option pricing
formula, we have to consider the derivatives of the ZCB price function which is derived
from the short rate process. This reflects the difference between the BS and the Vasicek
option pricing formulaswith regard to the derivation of sensitivities. Furthermore, we are
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This results in the second order derivatives as follows






∂Call(t , T, S, K)
∂r
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P(t , S)φ(d1)(B(t , T) − B(t , S))2. (5.34)
In the following section, we present the numerical results of the HP estimator utilized to
price ZCB call options under the CIR model.
5.2.2 Numerical Results in the CIR Model
In this section, the implementation of theHP estimator for pricing a ZCB call option under
the CIR model is given. For pricing ZCB put options the same approach can be used in a
similar manner. In order to discretize the CIRmodel we employ the drift implicit Milstein
scheme given as
rt+1  κ(θ − rt+1)dt + σ√rt (Wt+1 −Wt ) + σ
2
4
((Wt+1 −Wt )2 − dt). (5.35)







rt (Wt+1 −Wt ) + σ
2
4
((Wt+1 −Wt )2 − dt)
)
. (5.36)
This scheme is introduced in [3] to discretize the CIR process within the Heston model.
In [1], several discretization schemes have been proposed and numerically tested for the
CIR model by considering different parameters. Moreover, it is proved that the schemes
are weakly convergent with an order of 1 under the assumptions regarding the related
test functions, e.g. payoffs, and the Feller condition. Subsequently, Alfonsi [2] introduced
second and third order discrete schemes for the CIR model by weakening the restrictions
on the Feller index. For various discretization schemes of the CIR model and results on
the strong convergence, see [18] and references therein. For the numerical tests, we use
the following parameters r(0)  0.03, strike K  0.1, maturity of the option T  5 and
maturity of theZCB S  6. After initially taking the values κ  0.05, θ  0.03 and σ  0.02,
we let these parameters vary to see their effect on the numerical results. Furthermore, we
used N  5000 number of paths and the step size δ  0.004.
76 5 Application of the HP Estimator to Bond Options
Heath-Platen Crude MC
Value Confidence Interval Value Confidence Interval
0.05 0.74909 (0.74908, 0.74909) 0.74950 (0.74893, 0.75004)
κ 2 0.74921 (0.74921, 0.74921) 0.74920 (0.74909, 0.74925)
10 0.74920 (0.74920, 0.74920) 0.74920 (0.74918, 0.74921)
0.01 0.76185 (0.76184, 0.76185) 0.76167 (0.76112, 0.76222)
θ 0.06 0.73035 (0.73035, 0.73036) 0.73082 (0.73025, 0.73138)
0.1 0.70609 (0.70609, 0.70610) 0.70652 (0.70595, 0.70709)
0.001 0.74920 (0.74920, 0.74920) 0.74920 (0.74917, 0.74922)
σ 0.05 0.74846 (0.74840, 0.74852) 0.75041 (0.74900, 0.75181)
0.075 0.74735 (0.74715, 0.74755) 0.75296 (0.75096, 0.75496)
Table 5.1: ZCB call option price in the CIR model for varying parameters
In fact, the results given in Table 5.1 are not so promising with regard to varying volatility
σ. Therefore, we investigate the reason behind this behavior of theHP estimator under the
CIRmodel. For this purpose, we present the simulated outcomes of the HP estimator. We
use the following the parameters: r(0)  0.08, κ  0.05, θ  0.09, σ  0.1, K  0.2, S  5
and T  1. The following figure illustrates 50 simulated outcomes of the HP estimator.










Figure 5.1: Simulated outcomes for the HP estimator in the CIR model
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In fact, the behavior of the HP estimator is fairly interesting in the CIR model. Recall that
the original approach of the HP estimator aims to approximate the price under a com-
plex model via another model which has simpler dynamics. For instance, the GBS model
with a deterministic volatility is a good candidate to approximate theHestonmodel. Here
the approximation is provided by the Taylor expansion in the neighborhood of the GBS
price. Indeed, this Taylor expansion corresponds to the partial derivatives of the GBS for-
mula with respect to the volatility of variance. Since we transform the stochastic variance
process into a deterministic function, the dimension in the PDE problem of the Heston
model is then reduced. Basically, by reducing the dimension we restrict ourselves to a
sub-domain and the Taylor expansion on this sub-domain provides us a smooth approx-
imation for the whole domain. However, this is not the case for the CIR model. If we
look at the stochastic processes of the CIR and the Vasicek models, we see that there is
no reduction in the dimension of the PDE problem. Therefore, the approximation is not
smooth. Considering an approximation to the CIR model by a deterministic interest rate
would be a better choice for realization of the dynamics of theHP estimator under the CIR
model. However, for such a choice the integrability assumptions of the approximation
function would be violated. Nevertheless, the idea of implementing the HP estimator is
not completely useless, since in some cases it gives a good approximation. The only slight
drawback of the application of the HP estimator for the CIR model is that the smooth ap-
proximation is not always guaranteed. With this motivation, we come up with the idea
to consider a two dimensional model for pricing bond options. The stochastic variance
model of Fong and Vasicek [22] is such an example for these sort of processes. In the next
section we focus on the application of the HP estimator under the Fong-Vasicek model.
5.3 Bond Options in the Fong-Vasicek Model
A further extension of the Vasicekmodel is introduced by Fong and Vasicek [22] by allow-
ing the volatility to be stochastic in the classical model of Vasicek. This stochastic volatility
is driven by a variance process which is modeled as the CIR process. In the Fong-Vasicek
(FV)model the term structure of the yield is effected by both the short rate and the stochas-
tic volatility as the state variables. The nature of this approach resembles the two factor
models, though not completely the same. In two factor models the term structure is deter-
mined by two separate short rate processes which may be correlated, whereas in the FV
model there exists only one short rate process whose volatility is stochastic. Let us give
more details on the process and its properties. The FV model assumes that the short rate
process is driven by the following SDEs under the physical measure P
dr(t)  (κ1(θ1 − r(t)) + λν(t))dt +
√
ν(t)dWˆ1(t) (5.37)
dν(t)  (κ2θ2 − (κ2 + ση)ν(t))dt + σ
√
ν(t)dWˆ2(t) (5.38)
where λ and η are the risk premiums associated with interest rate and volatility risks,
respectively. Moreover, the two Brownian motions Wˆ1(t) and Wˆ2(t) are correlated with
a coefficient ρ. It is stated in [22] that an increasing level of the interest rates are typically
accompanied by an increase in their volatility and vice versa. Thus, it is deduced that the
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correlation coefficient ρ between the interest rate and its volatility is typically positive.
For pricing purposes, we rewrite the equations under the risk-neutral measure Q and we
get the following
dr(t)  κ1(θ1 − r(t))dt +
√
ν(t)dW1(t) (5.39)
dν(t)  κ2(θ2 − ν(t))dt + σ
√
ν(t)dW2(t) (5.40)
where the parameters κ1 , θ1 , κ2 , θ2 and σ are positive constants and the initial values are






We begin our discussion by showing how to price a ZCB under the FV model and extend



















+ κ1(θ1 − r) ∂P∂r + κ2(θ2 − ν)
∂P
∂ν
− rP  0 (5.41)
subject to the terminal condition P(T, r, ν, T)  1. Although Fong andVasicek [22] did not
provide an explicit solution for the ZCB price in their original paper, they have presented
the ZCB price in its generic form. Given the current values r(t) and ν(t), the ZCB price
with maturity T is expressed as follows
P(t , r(t), ν(t), T)  G(T − t)e−r(t)D(T−t)−ν(t)F(T−t) . (5.42)
We see that the ZCB price contains an additional term coming from the stochastic vari-
ance. Here, the functions D(T − t), F(T − t) and G(T − t) are functions of only the time
variable. Moreover, they satisfy the following ODEs which are reduced from the pricing
PDE given in Equation (5.41)
D′(T − t)  −κ1D(T − t) + 1, D(0)  0 (5.43)
F′(T − t)  −D
2(T − t)
2
− (κ2 + ρσD(T − t))F(T − t) − σ
2
2
F(T − t), F(0)  0 (5.44)
G′(T − t)  −G(T − t)(κ1θ1D(T − t) + κ2θ2F(T − t)), G(0)  1 (5.45)
whereD′, F′ and G′ correspond the first order derivative of the functionsD, F and Gwith
respect to time variable, respectively. An explicit solution for the function D is available
and exactly the same as the function B in the Vasicek model given by Equation (5.23). The
solution for the function G can be obtained by integration once we obtain the solution for
the function F. Hence, the difficulty to solve the ODEs is mostly due to the function F
whose solution includes confluent hypergeometric functions. This leads one to use com-
plex algebra which is practically not really favorable. To overcome this complexity, Selby
and Strickland [52] provided a Frobenius series expansion to replace the confluent hyper-
geometric functions. Their method is both accurate and fast in the computational sense.
Here, one has to keep in mind that it is always possible to solve the ODEs by employing
some numerical methods. However, this might also bring some error to the implemen-
tation. Tahani and Li [53] follow a similar approach as Heston [34] to price the discount
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bond options under the FV model. They consider the cross-moment generating function
of the joint distribution of the short rate, its volatility and its time integral to obtain the
price of an interest rate derivative and subsequently they extend the method of Selby and
Strickland [52] for the generalized ZCB price under the FV model. Moreover, a Monte
Carlo implementation to price the interest rate derivatives under the FV model is pro-
posed by Clewlow and Strickland [14]. Their approach involves the usage of hedge ratios
as a control variate technique for the derivative price. Namely, they generate independent
random samples for the option price and at the same time independent hedge ratioswhich
are negatively correlated with the option price. Consequently, the variance of the payoff
of the hedged option position is smaller than that of the unhedged payoff. In fact, their
idea has certain similarities with the HP estimator. For instance, in the Heston model one
can think of the HP estimator as the hedged price with respect to first and second order
volatility sensitivities. However, in [14] they consider only the so-called delta and vega
as the hedge ratios of the Vasicek in its crude form, i.e. with constant volatility. With this
motivation, we apply the HP estimator to price ZCB options under the FV model.
5.4 The HP Estimator for Pricing ZCB options in the Fong-
Vasicek Model
In this section, we present the application of the HP estimator in pricing bond options
under the FV model. Since we aim to price ZCB call option under the FV model, let us
recall the FV model under the risk neutral measure Q
dr(t)  κ1(θ1 − r(t))dt +
√
ν(t)dW1(t)
dν(t)  κ2(θ2 − ν(t))dt + σ
√
ν(t)dW2(t)
where the initial values are r(0), ν(0) are real umbers andW1(t),W2(t) are Brownianmo-
tions with EQ(dW1(t)dW2(t))  ρdt. To closely capture the dynamics of the FV model,
one possible candidate is the Vasicek model which is given in Equation (5.20). In its usual
form, the Vasicek model assumes that the volatility is constant. However, for a better ap-
proximationwe propose to use the Vasicekmodelwith a deterministic volatility. By doing
this, we both reduce the complexity of the iterative HP estimator and obtain a better ap-
proximation. Now, let us consider the Vasicek model with deterministic volatility given
under the risk neutral measure Q
drˆ(t)  κ1(θ1 − rˆ(t))dt +
√
νˆ(t)dW1(t) (5.46)
d νˆ(t)  κ2(θ2 − νˆ(t))dt (5.47)
where the coefficient κ1 , θ1 , κ2 and θ2 are positive constants and the initial values rˆ(0)
and νˆ(0) are real numbers. We call this model the generalized Vasicek model. As we
already explained in the Section 4.1, the deterministic variance equation can be solved
explicitly by
νˆ0,νˆt  θ2 + (νˆt − θ2)e−κ2t .
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In order to obtain the required value for the deterministic volatility to use within the gen-
eralized Vasicek pricing formula, the procedure given in Proposition 1 applies similarly.
Finally, we consider the deterministic volatility given as follows
σˆt 
√
θ2 + (νˆt − θ2) 1 − e
−κ2(T−t)
κ2(T − t) . (5.48)
We may follow the same steps with the HP estimator applied in the Heston model to
obtain the price of a ZCB option under the FV model. Here, our target process is the FV
model and our aim is to obtain a Taylor expansion in the neighborhood of the generalized
Vasicek model. Finally, this approximation will provide us with a variance reduction in
our MC implementation. Hence, we begin our discussion by considering the following
valuation function under the FV model





− ∫ Tt r(s)ds)h(T, r(T), ν(T))
]
(5.49)
where h is the payoff function of the option. For instance, for a ZCB call option it is actually
equal to
h(T, r(T), ν(T))  [P(T, r(T), ν(T), S) − K]+ (5.50)
where P(T, r(T), ν(T), S) is the price of the underlying S-maturity ZCB at time T and K is
























L0v  0 (5.52)
with the terminal condition
v(T, r(0), ν(0))  h(T, r(0), ν(0))
On the other hand, if we consider the valuation function for the generalized Vasicek
model, we have the following





− ∫ Tt rˆ(s)ds)h(T, rˆ(T), νˆ(T))
]
.













which can be written in short
Lˆ0 vˆ  0 (5.54)
with the terminal condition
vˆ(T, rˆ(0), νˆ(0))  h(T, rˆ(0), νˆ(0)).
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Now, we are able to define the following unbiased HP estimator to obtain the ZCB option











vˆ(t , r(t), ν(t))dt
)
. (5.55)
Note that vˆ is the valuation function under the generalized Vasicek model, thus it is
smooth enough to allow a Taylor expansion. Again the idea is to approximate a com-
plicated price function by another pricing function. Here the key point is that the approx-
imation process has relatively simple dynamics and particularly a closed form solution
for the option price. The iterative HP estimator leads to a reduction of the complexity
of the original pricing PDE problem in the FV model. Namely, the difference between
the differential operators of the two processes provides us a Taylor expansion of the re-
moved term, e.g. the diffusion of the variance process. Eventually, the Taylor expansion
in the neighborhood of the Vasicek price on the sub-domain provides us with a smooth
approximation for the FV price on the whole domain. Consequently, during the simu-
lation process for each discrete point we obtain a Taylor expansion and each final value
of ZˆT given by Equation (5.55) is an option price for the FV model. Subsequently, we
calculate the mean over the ZˆT values via the HP estimator (4.13). The following expres-
sion represents the required derivatives for the application of the HP estimator in the FV
model
(L0 − Lˆ0)vˆ(t , r(t), ν(t))  σν(t)
(
ρ










Here, the vˆ function corresponds to the option price in the generalized Vasicek model.
Since the generalized Vasicek model has a closed form solution for pricing bond options,
we are able to derive the required partial derivatives explicitly. In particular, for the ZCB
call options we canwrite the pricing formula for the generalized Vasicekmodel as follows
Vas(t , T, S, K, σˆt )  P(t , S)Φ(d1(t)) − KP(t , T)Φ(d2(t)) (5.57)















and further the ZCB price P(t , T) as
P(t , T)  e−B(t ,T) rˆ(t)+A(t ,T)
with A and B given by
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Note that all the functions except the function B involve the deterministic volatility σˆt .
Now, if we set
vˆ(t , r(t), ν(t))  Vas(t , T, S, K, σˆt )
then we are able to compute the partial derivatives regarding the diffusion part of the
variance process in the FV model. Let us write the difference explicitly again
(L0 − Lˆ0)Vas(t , T, S, K, σˆt )  σν(t)
[
ρ






















Finally, the derivatives can be computed explicitly. In the following section we present
the derivation of the sensitivities of the ZCB call option.
5.4.1 Derivation of the Sensitivities
We begin the derivation with the first order partial derivative ∂Vas(t , T, S, K, σˆt )
∂σˆt
which
indeed corresponds to the derivative of the call price with respect to the volatility param-
eter. First, we obtain






















 P(t , S)Φ(d1)
∂As
∂σˆt













The following equations help us to simplify the above equation. First of all, we can rewrite
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Substituting Equations (5.60) and (5.62) into Equation (5.59) we get the following
∂Vas(t , T, S, K, σˆt )
∂σˆt
 P(t , S)Φ(d1)
∂As
∂σˆt
− KP(t , T)Φ(d2) ∂At∂σˆt










(B(t , T) − T + t) − σˆt
2κ1









The next step is to derive the second order partial derivatives. We continue with the fol-
lowing sensitivity ∂
2Vas(t , T, S, K, σˆt )
∂r∂σˆt
which in the BS setting corresponds to the Greek
vanna. The derivation reads as




















































(B(t , T) − B(t , S)) . (5.67)




 −B(t , S)P(t , S). (5.68)
By plugging Equations (5.60), (5.67) and (5.68) into Equation (5.66)we obtain the following
∂2Vas(t , T, S, K, σˆt )
∂r∂σˆt
 −B(t , S)P(t , S)Φ(d1) ∂As∂σˆt
+ KB(t , T)P(t , T)Φ(d2)
∂At
∂σˆt












B(t , S) − d1 ∂d1∂r
]
. (5.69)
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All the partial derivatives required in computation of Equation (5.69) are obtained re-
cently. Therefore, we now proceed to the computation of the last term involved in the HP
estimator, i.e.

















































φ(d1) + P(t , S)(−d1)φ(d1) ∂d1∂σˆt
]
. (5.70)
If we rearrange the terms to simplify the expression we get the following
∂2Vas(t , T, S, K, σˆt )
∂σˆ2t











































The only remaining unknown partial derivative is the second order derivative of the func-






(B(t , T) − T + t) − 1
2κ1
B2(t , T). (5.72)
Finally, we have all the partial derivatives required for the HP estimator. Thus, we can
run the numerical tests to obtain the ZCB call option price in the FV model. The ZCB put
option price can be obtained similarly, therefore we restrict our study only to the ZCB call
option.
5.4.2 Numerical Results in the Fong-Vasicek Model
In this section, we present the results of the numerical analyses of the application of the
HP estimator in pricing ZCB options under the FV model. To implement the MC simula-
tion, we discretize the FV model by using a fully truncated Euler scheme for the variance
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process and the standard Euler scheme for the short rate process. By using the full trun-
cation, we avoid the negative values that the variance process might attain during the
simulation. However, the short rate process still might attain negative values. To analyze
the HP estimator for the FV model, we first provide a graphical illustration to show the
degree of variance reduction with the HP estimator. For this, 50 simulated outcomes of
the HP estimator are displayed. To plot the figure we use the following parameters: ini-
tial short rate r(0)  0.08, initial variance ν(0)  0.03, mean reversion for the short rate
θ1  0.095, mean reversion for the variance θ2  0.03, mean reversion speed for the short
rate κ1  2, mean reversion speed for the variance κ2  2, volatility of variance σ  0.6,
and the correlation coefficient ρ  0.8. Furthermore, the strike K  0.6236, the maturity
of the option T  1 and the maturity of bond S  5.








Figure 5.2: Simulated outcomes for the HP estimator in the FV model
As can be easily seen from Figure 5.2 the simulated paths of the HP estimator have a
smooth behavior and further the variance of the simulated paths is substantially small.
For the same parameter set we illustrate the option price and the corresponding confi-
dence interval length in Figure 5.3.
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Figure 5.3: Price and corresponding error bounds as a function of number of paths
It can be seen from Figure 5.3 that the increasing number of paths reduces the variance of
theHP estimator. There are two aspects regarding the results given in Figure 5.3. First, we
notice that even with 5000 paths, the HP estimator produces remarkably small variance
and relatedly a small confidence interval. Secondly, after reaching a certain number of
paths, the length of the confidence interval does not vary significantly. Thus, after reach-
ing that level from practical point of view there is no need to increase the number of paths
for the HP estimator.
As a final consideration, we compare the computational time performance of the HP es-
timator regarding the discrete schemes employed to discretize the variance process. We
employ the fully truncated (FT) Euler scheme and the drift implicit (DI) Milstein scheme
to discretize the variance process. The discretization of the short rate process remains as
Euler scheme for both cases. For comparison we use the parameter set described above
with N  10000 number of paths and the step size δ  0.004.
Discrete Scheme Sensitivities Main Function
FT Euler scheme 1.112 1.378
DI Milstein scheme 1.119 1.383
Table 5.2: Computational performance of the HP estimator
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Table 5.2 suggests that there is no computationally significant difference between the FT
Euler scheme and the drift implicit Milstein schemewith regard to the performance of the
HP estimator. However, for both cases a big portion of the computational time is invested




Weak Error Analysis of the HP
Estimator
In this chapter, we present the results of numerical analyses regarding the weak error be-
havior of the HP estimator. In principle, the error estimation is a fundamental criterion to
evaluate the accuracy of numerical estimations. As we briefly explained in Section 2.1.2,
the exact simulation of an SDE via the crude MC estimator is only affected by the vari-
ance of the randomly generated outcomes. Therefore, the only error involved in the exact
simulation is the statistical error caused by the variance. Hence, the indicator of the accu-
racy of these exact simulations via the crude MC estimation is the variance. However, if
one employs a discrete scheme to discretize the underlying process, then another source
of error comes into the play, i.e. the discretization error. Thus, the error of the MC esti-
mation is then expressed in terms of the statistical error and the discretization error. Up
to this section, we analyzed the performance of the HP estimator with regard to the MC
variance. In the next section we give more details about the discretization error of the HP
estimator.
6.1 Basics of Weak Error Analysis
In numerical implementations the main concern regarding the error analysis is whether
the numerical solution converges to the exact solution. This convergence which assures
that the numerical approximation is reasonably accurate, is mainly dependent on the dis-
cretization error. Therefore, one has to have a control on the discretization error. To give
more details, let us consider the diffusion process X  {Xt , t ∈ [0, T]} satisfying the fol-
lowing SDE
dXt  a(t ,Xt )dt + b(t ,Xt )dWt .
Assume that a(t ,Xt ) and b(t ,Xt ) satisfy the necessary conditions to ensure the existence
and uniqueness of the solution Xt . To obtain the solution numerically we discretize the
90 6 Weak Error Analysis of the HP Estimator
process Xt by employing the EM scheme with an equidistant step size ∆  TN such that
Xˆn+1  Xˆn + a(∆, Xˆn)∆ + b(∆, Xˆn)∆Wn
for n  0, 1, 2, 3, · · · ,N whereN is the number of steps and Xˆ0  X0. Imagine thatwe gen-
erate a random path via using this discrete approximation Xˆn . If one is interested in the
pathwise difference of Xt and Xˆn , then it is referred as the strong convergence. Hence, the
error regarding the strong convergence is then called strong error of the approximation.
The strong error of a discrete approximation Xˆn is given by
  E
(Xt − Xˆn ) . (6.1)





(Xt − Xˆn )  0.
However, in financial applications we are generally interested in the moments (i.e. the
expected values) of the diffusion processes. Therefore, pathwise difference is not particu-
larly necessary. If we look at the difference between the first moments of Xt and Xˆn , then
we have to deal with the weak error. One further consideration of the weak error is to
determine the difference between the expected value of some functionals of Xt and Xˆn ,
i.e.
ε  E ( f (XT )) − E( f (XˆT )) (6.2)
where the functional f belongs to a class of test functions C. The necessary condition of
the weak convergence is then expressed by
lim
∆n→0
E ( f (XT )) − E( f (XˆT ))  0. (6.3)
In fact, this expression implies that the global error has to approach zero as the step size
approaches zero. The global error corresponds the propagation of the error starting from
the initial time 0 until the terminal time T. In their seminal work, Talay and Tubaro [54]
expanded the weak error of the Euler scheme in powers of the discretization step size.
Let us give more details about their work, since their novel approach to analyze the weak
error of the Euler scheme has certain similarities with the HP estimator. They begin their
discussion by considering a time homogeneous smooth functional f of FT and a function




. This ϕ solves the following Kolmogorov backward equation
∂ϕ
∂t
+ Lϕ  0
ϕ(T, x)  f (x)
where the L corresponds to the differential operator. Then, the global weak error of the
discrete scheme Xˆn takes the following form









6.2 Weak Convergence Rate of the HP Estimator 91
Talay and Tubaro [54] consider the global error expansion as the sum of the local errors
where the local error is computed by performing a Taylor expansion around each discrete







ϕ((N − 1)∆, XˆN−1)
)
and perform the Taylor expansion for these terms. Subsequently, they proceed with the
same procedure until the initial time. Eventually, the global error for the Euler scheme
reads as





ψe (s ,Xs )
)
ds + O(∆2) (6.5)
where ψe (s ,Xs ) given as follows
















i , j,k ,l1
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a ij (t , x)
∂
∂t
∂i jϕ(t , x). (6.6)
This expansion can be utilized to obtain a weak convergence rate of a discrete scheme.
The main difficulty is located in the computation of the integral term appearing in the
error expansion given in Equation (6.5). If one is able to bound all the derivatives con-
tained in the function ψe (t , x), then one can obtain the convergence rate of the discrete
scheme. The weak convergence rate results of Bally and Talay [5] are based on the global
error expansion of Talay and Tubaro [54]. To obtain the bounds for the derivatives of
the function ψe (t , x) Bally and Talay [5] employ the techniques from Malliavin calculus,
further they weaken the smoothness assumption on the functional f to being only mea-
surable and bounded. Following the approaches of [54, 5] Neuenkirch and Altmayer [3]
obtained the weak convergence of order 1 for their scheme, i.e. the drift implicit Milstein
scheme for the variance process and the Euler scheme for the log-stock process in the He-
ston model. Furthermore, for determining the bound of the derivatives appearing in the
ψe (t , x) function, they utilize the results from the work of Feehan and Pop [21].
6.2 Weak Convergence Rate of the HP Estimator
Ourmain concern is to obtain theweak convergence rate of theHP estimator for European
call options in the Heston model. Now, let us recall the unbiased HP approximation of
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 u¯(0, s , ν) + E
(∫ T
0
(L0 − L¯0)u¯(t , St , νt )dt
)
(6.7)
where S0  s, ν0  ν and u¯ corresponds to GBS price given by
u¯(t , St , νt )  e r(T−t)GBS(St , K, r, σ¯t , T − t). (6.8)










(L0 − L¯0)u¯(t , St , νt )
]
dt . (6.9)
In particular, we draw attention to the similarity between the global error expansion of
Talay and Tubaro given in Equation (6.5) and the expression for the HP estimator given in
Equation (6.9). The integrand appearing in the first term of the global error expansion is
the expected value of the function ψe (t , x) which is consisted of some partial derivatives




. This indeed resembles the second term in the
HP estimator where the integrand is equal to the expected value of the expression (L0 −
L¯0)u¯(t , St , νt ) which corresponds to the partial derivatives of the function u¯(t , St , νt ). In
the numerical implementation we simulate the discretization of the integrand appearing
in the HP estimator by discretizing the stock and the variance processes of the Heston
model. Thus, the discretized HP estimator Z¯n takes the following form
Z¯n+1  Z¯n + ∆
[
(L0 − L¯0)u¯ (∆,∆Sn ,∆νn)
]
(6.10)
for n  0, 1, 2, · · · ,N and the equidistant step size ∆  TN . Note that the discrete time in-
crement which is standing out of the brackets corresponds to the discretization of the in-
tegral. As already pointed out, in application of the HP estimator in the Hestonmodel we
consider u¯(t , St , νt ) as the undiscounted GBS price, see Equation (6.8), then we compute
the Heston price as a Taylor expansion in the neighborhood of the GBS price. Therefore,
at each discrete timewe obtain the Taylor expansion by using the Greeks of the GBS price.
Consequently, we deduce that the discrete HP estimator basically simulates the slightly
modified version of the global error expansion. The slight modification is due to the it-
erative HP estimator. Namely, we do not take all the partial derivatives involved in the
function ψe (t , x) into account but only the partial derivatives generated by the difference
of the differential operators.
In general, to compute the weak convergence rate we have to determine the bounds of
partial derivatives involved in the function ψe (t , x) appearing in the global error expan-
sion. However, as we alreadymentioned, by using the iterativeHP estimatorwe eliminate
certain derivatives. Therefore, the resulting error for the HP estimator is only due to the
remaining terms. For the Heston application, the difference corresponds to the following
derivatives
(L0 − L¯0)u¯(t , St , νt )  σνt
(
Stρ
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Thus, we have to find a bound for these derivatives to control the local error and eventually
the associated global error. The weak error of the HP estimator is then given by
εHP 
E(Z¯T ) − E(Z¯N ). (6.11)
If we rewrite this difference explicitly then we obtain
εHP 



























(L0 − L¯0)u¯ (∆,∆Sn ,∆νn)
] . (6.12)
Since Z¯0  u¯(0, s , ν), the GBS price cancels out for the continuous and discrete parts.
Hence, we have to determine the difference between the continuous and the discrete
terms, which indeed is slightly different than the approach of Talay and Tubaro [54]. They
expand the error by defining the ϕ function as the expectation of the functional of the un-
derlying process. They perform the Taylor expansion between each discrete points and
then the summation of the local errors yields the global error. However, the HP estimator
already simulates an expression which is similar to this error expansion at each discrete
time. Thus, to be able to examine the weak convergence rate of the HP estimator, one
has to find an upper bound for the expression given in Equation (6.12). The theoreti-
cal treatment of this problem may require some improved techniques. Nevertheless, we
can still examine the weak convergence rate numerically, since the European call options
have semi-analytical solution in the Heston model. To evaluate the weak error of the HP







(Real value − Simulated value)2. (6.13)
The real value is the exact price of the European call option in the Heston model and the
simulated value is the result obtained by the HP estimator. Moreover,M is the number of
repetitions that we perform for each different number of steps. In Figure 6.1 we provide
the weak convergence rate of both the HP estimator and the crude MC estimation for all
parameter sets given in Table 4.2 with N  200000 number of paths. Furthermore, we
discretize the HP estimator by employing fully truncated Euler scheme. To determine the
weak convergence rate we have to estimate the slope of the plotted error curve. To plot the
error curve we set the number of repetitions M  50. In Figure 6.1 the x-axis represents
the number of steps and the y-axis is the RMSE. The log 2 scale is used for both x , y-axes.
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Figure 6.1: RMSE - European call option in the Heston model
We see from Figure 6.1 that the weak convergence rate of the HP estimator for pricing Eu-
ropean call options in the Hestonmodel is almost 1. Namely the error of the HP estimator
grows only linearly in the step size. This indeed is a remarkably good achievement for the
Heston model. In particular, if we look at the error behavior of the crude MC estimation,
then the efficiency of the HP estimator is particularly visible.
As a further consideration, we plot the error surface of the HP estimator for varying num-
ber of paths and varying number of steps. By doing this, we can evaluate the interplay
between the MC variance and the bias of the HP estimator in pricing European vanilla
options in the Heston model.






























Figure 6.2: Error surface - European call option in the Heston model
Figure 6.2 shows that the error generated by the HP estimator is mainly dominated by
the MC variance. Namely, the bias has no big effect on the RMSE. The fluctuations on the
surface only occurs when the number of paths is really low. As we increase the number
of paths then the surface becomes fairly smooth. Note that, this smoothing is achieved by






In this chapter, we summarize the obtained results throughout the thesis and point out
the challenging issues about each applications. Subsequently, we propose some potential
problems regarding the future research topics.
7.1 Summary of the Main Results
In this thesis, we first focused on the application of the Heath-Platen (HP) estimator in
pricing one-sided knockout barrier options in the Heston model. The HP estimator was
initially introduced by Heath and Platen [32] as a control variate technique and they also
applied the HP estimator for pricing European vanilla options in the Heston model. The
essential idea of the HP estimator is based on the coupling of the Heston model and the
generalized BS model, i.e. BS with deterministic volatility, via their differential operators.
In particular, this coupling provides a dimension reduction in the PDE problem of option
pricing. In fact, we restrict ourselves in the sub-domain of the GBS price, then a Taylor
expansion on this sub-domain provides us with a smooth approximation to the option
price in the whole domain of the Heston price. Hence, the price of an option in theHeston
model is approximated by a Taylor expansion in the neighborhood of the GBS price. Thus,










1{t<τ} (L0 − L¯0)u¯(t , St , νt )
)
dt
where u¯ function corresponds to the price of the option in the GBS model and the ini-
tial values are S0  s and ν0  ν for the stock and variance, respectively. Moreover, the
differential operators L0 and L¯0 belong to the Heston and the GBS models, respectively.
Although the HP estimator is originally interpreted as a control variate technique, it em-
ploys a rather sophisticated approach compared to the crude control variate technique.
We conducted numerical tests to compare the performance of the HP estimator and the
crude control variate technique for a European call option in the Heston model. The per-
formance of the HP estimator for European options was quite remarkable. Therefore, it
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was promising to examine the performance of the HP estimator for pricing path depen-
dent options in the Heston model. Thus, the main contribution of this thesis is the exami-
nation of the performance of the HP estimator for pricing all types of one-sided knockout
barrier options in the Heston model. There were two challenging aspects regarding the
application of the HP estimator for pricing barrier options. The tedious part was related
to the derivation of the required Greeks for each type of the one-sided knockout options.
The second one was to determine the first hitting time τ at which the stock price hits the
barrier for the first time. Since the HP estimator aims to approximate the price in the He-
ston model via a Taylor expansion around the GBS price, we have to proceed with the
expansion until the first hitting time. Note that for the crude control variate technique
which aims to compute the difference between the expected payoffs of the two processes
determining the first exit time is not necessary. Therefore, for the crude control variate
technique once the stock price hits the barrier we get zero payoff at maturity T. However,
for the HP estimator, there exist some paths which hit the barrier during the lifetime of
the option but still provide us a positive payment at the end. Thus, the HP estimator for
a down-and-out call option can be written in the following form
Z¯(T,H, K, S) 
Z¯T if St > H for all t ∈ [0, T]Z¯τ if Sτ ≤ H for some τ ∈ [0, T].
Another challenging aspect of the application of theHP estimator was due to themonitor-
ing bias. In the BS model, there exists a mis-pricing between the continuously monitored
and discretely monitored barrier options. This mis-pricing is also noticeable in the results
obtained by the HP estimator in the Heston model. More precisely, if we take the contin-
uously monitored BS price as an initial value of the HP estimator, then the approximated
price is the continuously monitored barrier option price in the Heston model. On the
other hand, if we take the discretely monitored BS price as an initial value, then the HP
estimator gives us the discretelymonitored barrier option price in theHestonmodel. Note
that, this cannot be achieved by the crude Monte Carlo estimation in the Heston model,
since it can only give the discretely monitored barrier price. To test the efficiency of the
HP estimator in pricing one-sided knockout barrier options, we conducted several numer-
ical tests regarding various aspects and parameters. As the detailed numerical analyses
imply, the HP estimator reduces the variance dramatically and thus performs superior in
pricing barrier options in the Heston model.
A further contribution of this thesis is the application of the HP estimator to price bond
options under the Cox-Ingersoll-Ross (CIR) model [15] and the Fong-Vasicek (FV) model
[22]. As suggested in the original paper of Heath and Platen [32], the HP estimator has a
wide range of applicability for derivative pricing. Therefore, transferring the concept of
the HP estimator for pricing bond options is a promising contribution. For this purpose,
first we aimed to price zero coupon bond options under the CIR model. The Vasicek
model [55] appeared as a possible candidate to consider as an approximating process.
Thus, we approximated the ZCB bond option price in the CIR model by performing a
Taylor expansion around the Vasicek price. If we have a look at the dynamics of the CIR
and the Vasicek model, then we see that the difference is due to the square root function
appearing in the drift term. We know that, in principle the HP estimator aims to reduce
the dimension of the PDE problem. This principle of the HP estimator is not achieved
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for the CIR model, as the approximating Vasicek process does not seem to be as good as
the deterministic volatility process in the Heston setting. Therefore, the performance of
the HP estimator is only relatively good with regard to varying σ values. Nevertheless,
the idea of implementing the HP estimator in the CIR model is not completely useless,
since in some cases it provides a good approximation. The only slight drawback of the
application of the HP estimator for the CIR model is that the smooth approximation is
not always guaranteed. With this motivation, we come up with the idea to apply the
HP estimator in pricing bond options in the FV model. For the application of the HP
estimator in the FVmodel, we consider the Vasicek model with deterministic volatility as
an approximating process. Therefore theHP estimator performs a Taylor expansion in the
neighborhood of the bond option price in the generalized Vasicek model. We derived the
required sensitivities to provide this Taylor expansion and then applied the HP estimator.
The performance of theHP estimator in pricing bond options in the FVmodel is evaluated
by the numerical tests. As numerical results imply, the HP estimator is applicable in the
FV model and provides a considerable amount of variance reduction.
In the last part of the thesis, we numerically analyzed the weak error behavior of the
HP estimator in pricing European call option in the Heston model. The numerical tests
suggest that the HP estimator has a weak convergence of order almost 1 in the Heston
model. This indeed is a remarkable achievement of the HP estimator.
To conclude, we summarize the contributions of this thesis as
1. The application of the HP estimator in pricing one-sided knockout barrier options
in the Heston model,
2. The application of the HP estimator in pricing bond options in the CIR model,
3. The application of the HP estimator in pricing bond options in the FV model,
4. Numerical analysis of the weak convergence rate of the HP estimator for pricing
European options in the Heston model.
7.2 Future Research
Aswe have seen that theHP estimator has awide range of applicability for option pricing,
we investigate further frameworks where the HP estimator can be applied. Therefore, we
observe the similarity between the unbiased approximation Z¯τ to the option price u(0, x)
given in (4.10) and Dynkin‘s formula.
Theorem (Dynkin’s Formula [48]). Let f ∈ C20 (Rn). Suppose τ is a stopping time Ex[τ] < ∞,
then
Ex[ f (Xτ)]  f (x) + Ex
[∫ τ
0




where the infinitesimal generatorA equals to















for Xt any time homogeneous Itô diffusion process such that
dXt  a(Xt )dt + b(Xt )dWt .
If we have a closer look at the expression of the HP estimator given in Equation (4.10), we
can easily see the similarities between Dynkin‘s formula and expectation of the random
variable Z¯τ. Indeed, by assuming that f (x) in Dynkin‘s formula is equal to the BS price,
we immediately get






Here, τ in the Dynkin‘s formula given in Equation (7.1) is formulated as a stopping time.
Although in our case τ given in Equation (4.2) is defined as the first exit time, it is formu-
lated as an optimal stopping timewhich indeed allows an application in pricingAmerican
options. Furthermore, in [49] an application of Dynkin‘s formula for the optimal stop-
ping problem is considered. Moreover, we know that the infinitesimal generator A and
the differential operator L coincide on the space C20 of twice continuously differentiable
functions with compact support. This resemblance between the HP approximation and
Dynkin‘s formula gives us the insight that the HP approximation can be also utilized to
price American options. However, we keep this for future research.
Another approach for pricing options can be expressed in terms of the semi-groups. The
following figure will provide us with a better understanding of the relations among the
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Figure 7.1: Mutual connections among the approaches to the stochastic problems
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If we have a look at the relations of the approaches, we can easily infer that we can adopt
the approach of semi-groups to solve the problems in SDEs. Our main concern is to price
financial derivatives in an efficientway. Throughout the thesis we combined the approach
of PDEs and numerical solutions of SDEs. However, there exist also studies which deal
with the derivative pricing problem by means of the semi-group approach. For instance,
[16, 43] consider the option pricing problem by using the pricing semi-groups. We will
give a brief introduction about the approach, thenwewill showhow theHP estimatormay
also be utilized in the framework of the semi-groups. Let us consider a time homogeneous
regular one dimensional diffusion process {Xt , t ≥ 0} defined on a state space Γ which is
some interval I ⊆ R with endpoints e1 and e2, −∞ ≤ e1 < e2 ≤ ∞. Here the diffusion
follows the SDE
dXt  a(Xt )dt + b(Xt )dWt , X0  x ∈ Γ (7.2)
where the diffusion coefficient b(Xt ) is strictly positive and continuous on the open in-
terval (e1 , e2). Moreover, the drift coefficient a(Xt ) is continuous on the same interval. If
we consider a payoff function h, then we can write the price of an option under the risk
neutral measure Q as follows
V (t , x)  e−r(T−t)Ex[h(Xt )] : (Pth)(x) (7.3)
with r stands for the interest rate. Here (Pth)(x) is the pricing semigroup. Let us consider
the infinitesimal generator of the pricing semigroup which is given by
(Gh)(x)  1
2
b2(x)h′′(x) + a(x)h′(x), x ∈ (e1 , e2) (7.4)
whereG acts on the functions on I depending on the appropriate boundary and regularity
conditions. Furthermore, the option pricing problem turns into the following Cauchy
problem for the evolution equation
Vt  GV for t > 0 (7.5)
V (0, x)  h(x).
To solve this pricing problem under a general Markov process semi-group setting (i.e.
Banach Space) the numerical methods are quite convenient. An analytical solution may
exist if there exists an available Hilbert space semi-group setting where the pricing semi-
group is exactly self-adjoint. One can find a unique spectral representation for pricing
semi-group and subsequently a closed form solution forV (t , x) in the Hilbert space. This
actually is the essential property of Hilbert spaces for option pricing problems. See Figure







Numerical methodsUnique Spectral representation
Figure 7.2: Symbolic representation of the semi-group approach
As already mentioned, the HP approach works with the underlying PDE structures and
the related differential operators. The main difference between the PDE and semi-group
approach emerges due to the functionswhere the operators act on. In the PDE casewe use
differential operators directly on pricing functions, e.g. the function V in Equation (7.3).
On the contrary, in the semi-group approach the infinitesimal generator acts particularly
on the payoff function, e.g. the function h in Equation (7.3). In fact, here the reason is ob-
vious why the differential operator and the infinitesimal generator coincide only on the
space C20 of twice continuously differentiable functions. Since the payoff functions might
have varying characteristics in terms of differentiability, using the infinitesimal generator
and accordingly the semi-group approach is not always possible. In [43], there exists a
brief discussion on L2 and non-L2 payoffs where L2 refers to the Hilbert space. However,
in the general perspective the idea of the HP estimator seems applicable for the approach
of pricing semi-groups. For instance, we may take a L2 payoff and utilize it as an approx-
imation for a non-L2 payoff. This indeed seems worth to consider as a future research.
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Appendix A
THE HP ALGORITHM FOR
EUROPEAN AND BARRIER
OPTIONS
The HP Algorithm 2 for the European options has already been given in [42]. However,
to point out the difference between the algorithms of the European and the one-sided
knockout barrier options it is necessary to recall it here. In principle, we run the algorithm
until maturity T and we obtain the price of a European option by the HP estimator given
in the Algorithm 2. Basically we have no condition of the time variable. Note that, this
algorithm also applies for the interest rate derivatives which we have considered in this
thesis.
In the case of barrier options, there is an additional step involved in the HP algorithm
which emerges from the barrier crossing condition. As already mentioned, the HP esti-
mator has a different nature compared to the crude MC estimation. While in the crude
simulation one focuses only on the condition whether the barrier is hit. Precisely the first
exit time has no effect on the expected payoffs. However, the HP approach aims to have
the Taylor expansion around the GBS price, therefore one has to continue with the expan-
sion until the first exit time. Consequently, the first exit time has a non-negligible effect
on the results obtained by the HP estimator. See the Algorithm 3.
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Algorithm 2 European Call Option Price with the HP estimator [42]
Let N and ∆  Tn be given.
for i  1 to N do
S(i) (0)  s, ν(i) (0)  ν, Z(i) (0)  e rTGBS(s , K, r, σ¯0 , T).
for j  1 to n do
Generate two independentN (0, 1)-random numbers Y (i j)1 , Y (i j)2 .
Correlate the random numbersW (i j)  ρY (i j)1 +
√
1 − ρ2Y (i j)2 .
Update (S, ν, Z):
S(i) ( j∆)  S(i) (( j − 1)∆) +
(
1 + r∆ +
√
ν(i) (( j − 1)∆)+√∆Y (i j)1
)
ν(i) ( j∆)  ν(i) (( j − 1)∆) + κ
(




ν(i) (( j − 1)∆)+√∆W (i j)
ν(i)+ ( j∆)  ν(i) ( j∆)+
Z(i) ( j∆)  Z(i) (( j − 1)∆) + (L0 − L¯0)u¯ (( j − 1)∆, S(( j − 1)∆), ν(( j − 1)∆)) ∆
Use the relation (4.33) for the computation of the Z-update.








Algorithm 3 Down-and-Out Call Option Price with the HP estimator
Let N and ∆  Tn be given.
for i  1 to N do
S(i) (0)  s, ν(i) (0)  ν, Z(i) (0)  e rTGBS(s , K, r, σ¯0 , T).
for j  1 to n do
Generate two independentN (0, 1)-random numbers Y (i j)1 , Y (i j)2 .
Correlate the random numbersW (i j)  ρY (i j)1 +
√
1 − ρ2Y (i j)2 .
Update (S, ν, Z):
S(i) ( j∆)  S(i) (( j − 1)∆) +
(
1 + r∆ +
√
ν(i) (( j − 1)∆)+√∆Y (i j)1
)
ν(i) ( j∆)  ν(i) (( j − 1)∆) + κ
(




ν(i) (( j − 1)∆)+√∆W (i j)
ν(i)+ ( j∆)  ν(i) ( j∆)+
Z(i) ( j∆)  Z(i) (( j − 1)∆) + (L0 − L¯0)u¯ (( j − 1)∆, S(( j − 1)∆), ν(( j − 1)∆)) ∆
if S(i) ( j∆) ≤ H then
Store the value Z(i) ( j∆) for the terminal valuation.
else
Continue to the update process until maturity.
Use the relations given in Appendix B for the computation of the Z-update.


















For the sake of simplicity, we keep our detailed derivation of the Greeks only for down-
and-out call option. The other formulas can be obtained in a similar way. In order to give
a coherent form of the derivation we recall the BS pricing formula, then we derive the
Greeks accordingly. The BS pricing formula for the down-and-out call option reads as
Vdocall (t , T, K,H) 
A − C if H < KB − D if H > K (B.1)
with
A  Se−qτΦ(x1) − Ke−rτΦ(x3)

















where τ  T − t corresponds to time to maturity and the arguments in the distribution


















































and y4  y2 − σ
√
τ
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and also
γ 















We start the derivation of the Greeks with the following case.
• Case: K > H
For this case we need the derivatives of the function A and C, respectively. If we have
a closer look, we see that the function A is exactly the same as the classical BS pricing
formula. However for the consistency on the derivation procedure, we derive the rele-
vant derivatives, i.e. vega, volga and vanna Greeks of the function A. We start with the





















The following equation is utilized to obtain a simpler expression. By the help of the rela-








































It is necessary to present some useful equations to simplify this expression. To be able to
proceed with the calculation we have to derive the second order derivative of the proba-

























































 −e−qτ√τφ(x1) x3σ . (B.8)












The next aim is to derive the partial derivatives of the function C which is obviously more










































By the help of the following equation we are able to rearrange the terms. Moreover, we
plug the S
S
as a multiplier to the first term which helps us to gather the terms involving




e (r−q)τ . (B.11)
Furthermore, if we arrange the terms, we see that the second part of the equation includes
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The next step is to calculate the second order derivatives of the function C. The partial
























































































































































The remaining task is to compute the derivative of the function C with respect to the
variable S which is equal to the delta of an option in the usual BS setting. Eventually, we















































If we use the relation given in Equation (B.11), then the terms involving φ(y1) cancel out.





















Φ(y1) − 2γCS . (B.18)
By plugging the multiplier S
S
and rearranging the terms we finally obtain the simplified
Equation (B.18). The first case is now completed. In the following, we consider the second
case.
• Case: K < H
The required derivatives belong to the functions B and D, therefore we start with the




















e (r−q)τ . (B.20)
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to be able to aggregate the terms






































































































































The last part of the derivations for the case B − D deals with the second order derivative
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To complete the derivation of the Greeks of the down-and-out call option it remains only

















































As a result, we derived the Greeks for down-and-out call option. The remainingGreeks of
the other types of one-sided knockout options can be derived in a similar way. In general,
the variation in the derivations are due to the negative signs involved in the distribution
functions. If one pays enough attention to the sign changes whilst the derivation, then
one can obtain the remaining formulas for the Greeks in a similar manner.
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