Abstract: Density matrix renormalization group (DMRG) is applied to a (1+1)-dimensional λφ 4 model. Spontaneous breakdown of discrete Z 2 symmetry is studied numerically using vacuum wavefunctions. We obtain the critical coupling (λ/µ 2 ) c = 59.89 ± 0.01 and the critical exponent β = 0.1264 ± 0.0073, which are consistent with the Monte Carlo and the exact results, respectively. The results are based on extrapolation to the continuum limit with lattice sizes L = 250, 500, and 1000. We show that the lattice size L = 500 is sufficiently close to the the limit L → ∞.
Introduction
Hamiltonian diagonalization is a useful method for nonperturbative analysis of many-body quantum systems [1, 2] . If Hamiltonian is diagonalized, the system can be analyzed nonperturbatively at the amplitude level using the obtained wave functions [3, 4, 5, 6, 7] . In addition, one can discuss associated symmetry based on operator algebra [8, 9] . However, in general quantum field theories, the method does not work without reducing degrees of freedom because the dimension of Hamiltonian increases exponentially as the system size becomes large. There is a severe limitation on numerical diagonalization of Hamiltonian. To apply the method to quantum field theories, we need to find a way to remove unimportant degrees of freedom and create a small number of optimum basis states. This is the concept of renormalization group.
Wilson's numerical renormalization group applied to the Kondo problem was a successful consideration along this line [10] . To analyze chain models other than Kondo Hamiltonian, White proposed density matrix renormalization group (DMRG) as an extension of the Wilson's method [11, 12] . In DMRG, calculation accuracy of the target state can be controlled systematically using density matrices. White calculated energy spectra and wavefunctions of Heisenberg chains composed of more than 100 sites using a standard workstation. The DMRG analysis of a 100-site S = 1/2 chain corresponds to diagonalization of Hamiltonian with 2 100 ∼ 10 30 dimensions. DMRG has been applied to various one-dimensional models, such as Kondo, Hubbard, and t-J chain models, and achieved great success. A two-dimensional Hubbard model has also been studied with DMRG in both real-and momentum-space representation [13, 14] . DMRG works well on small twodimensional lattices and new techniques have been proposed for larger lattices. DMRG has also been extended to finite-temperature chain models using the transfer-matrix technique based on the Suzuki-Trotter formula [15, 16, 17, 18, 19] . In particle physics, the massive Schwinger model has been studied using DMRG to confirm the well-known Coleman's picture of 'half-asymptotic' particles at a background field θ = π [20] . It is interesting to seek a possibility of applying the method to quantum chromodynamics (QCD) in order to study color confinement and spontaneous chiral symmetry breaking based on QCD vacuum wavefunctions.
In fermionic lattice models, the number of particles contained in each site is limited because of the Pauli principle. On the other hand, in bosonic lattice models, each site can contain infinite number of particles in principle. It is not evident whether Hilbert space can be described appropriately with a finite set of basis states in bosonic models. This point becomes crucial when DMRG is applied to gauge theories because gauge particles are bosons. Before working in lattice gauge theories like Kogut-Susskind Hamiltonian [21] , we need to test DMRG in a simple bosonic model and recognize how many basis states are necessary for each site to reproduce accurate results. In this paper, we apply DMRG to a λφ 4 model with (1+1) space-time dimensions. We define a Hamiltonian model on a spatial lattice (only space is discretized) because DMRG is a method based on Hamiltonian formalism. The model has spontaneous breakdown of discrete Z 2 symmetry and the exact values of the critical exponents are known. We are going to justify the relevance of DMRG truncation of Hilbert space in the bosonic model by comparing our numerical results with the Monte Carlo and the exact results [22, 23] . Our largest lattice size is L = 1000, which is about twice of the latest Monte Carlo one [22] . It is shown that the lattice size L = 500 is sufficiently close to the limit L → ∞.
This paper is organized as follows. In Sec. 2, Hamiltonian lattice formulation of the model is given. The canonical variables are transformed to Fock-like operators, each of which creates or annihilates a boson on each site. Real-space representation is maintained because local interactions are useful for DMRG. In Sec. 3, DMRG setup for the model is explained. A superblock is composed of two blocks and one site. Sec. 4 gives the definition of the critical values and shows numerical results. Sec. 5 is devoted to summary. 
A λφ
where space and time are continuous. Only the space is discretized to obtain a Hamiltonian lattice model. In this paper, the spatial derivative is modeled as a naive difference on the lattice. 1 Lagrangian of the lattice model is
where a is a lattice spacing and time is continuous. Open boundary conditions are chosen. Hamiltonian is given by
where π n ≡ aφ n is the conjugate variable to φ n . All dimensionful quantities are measured in units of a.
To quantize the system, we impose an equal-time commutation relation
We rewrite Hamiltonian (2.3) using creation and annihilation operators a † n and a n .
where [a m , a † n ] = δ mn and a n |0 = 0. Note that a † n and a n are not creation and annihilation operators in Fock representation. The index n of the operators a † n and a n stands for the discretized spatial coordinate, not momentum. Real-space representation is better for our purpose because local interactions are useful for DMRG. (See Ref. [13, 14] for DMRG in momentum-space representation.)
In this model, Fig. 1 is the only diagram that diverges in the continuum limit a → 0. The divergence can be renormalized by redefining the mass parameter as
where δμ 2 is a counter term that cancels the divergence.
S L is given as a discrete sum because the system is quantized in a finite spatial box,
In the limit L → ∞, the sum (2.7) becomes
where F is the elliptic integral of the first kind
The integral S ∞ is used for all calculations of the counter term δμ 2 even with a finite lattice because we are interested in the limit L → ∞. We are going to calculate the critical coupling and exponent by extrapolating numerical data points to the limit L → ∞.
In Fock representation, the divergence can be removed easily by taking normal ordering of Hamiltonian. However, Hamiltonian (2.3) cannot be normal-ordered easily because our representation is given in real space and different from Fock one. For this reason, we need to evaluate the integral (2.8) explicitly and redefine the mass parameter to renormalize the divergence in a numerical manner.
DMRG with one-site insertion
We are going to apply DMRG technique to the the model given in the previous section. In this paper, the system is composed of two renormalized blocks (system and environment blocks) and one bare site, each of which is approximated with a finite number of basis states. Based on the DMRG technique, basis states for system and environment blocks are optimized to describe the whole system in a finite dimensional space.
In fermionic models, dimension of Hamiltonian is finite on a finite lattice. On the other hand, in bosonic models, each site can contain any number of bosons. Namely, each site has infinite degrees of freedom. The dimension of a bosonic Hamiltonian is infinite even on a finite lattice. There is an essential difference between boson and fermion. To perform numerical calculations, Hamiltonian needs to be finite dimensional because a computer can only take care of finite dimensional matrices. For this reason, in our bosonic model, the number of basis states of each bare site needs to be restricted when it is inserted between system and environment blocks. In the White's first paper for DMRG, two sites are inserted between system and environment blocks in each RG step [11, 12] . Since the model considered there is antiferromagnetic S = 1/2 Heisenberg chain, the total spin of the whole system needs to be kept constant for numerical stability. However, our model has no such a requirement associated with spins. When we insert bare sites between two blocks, a smaller number of sites is better. One-site insertion is the best choice.
We divide Hamiltonian into two parts:
where
We are going to apply the finite system algorithm of DMRG to the Hamiltonian. As shown in Fig. 2 , a superblock Hamiltonian H S is composed of two blocks and one site:
whereH L andH R are effective Hamiltonian for the left and right blocks, respectively. h n−1,n (h n,n+1 ) is an interaction between the left (right) block and the inserted n-th bare site. The superblock Hamiltonian H S is an effective Hamiltonian for the originalH. Basis states for the superblock are 
where {|u
. . , M } are finite sets of basis states for the left and right blocks, respectively. {|j (n) |j = 1, . . . , N } is a set of basis states for the n-th bare site inserted between the two blocks,
At every DMRG step, basis states {|u 
The dimension of the superblock Hamiltonian is M 2 N . The relevance of truncation will be checked numerically by seeing convergence of energy and wavefunction with respect to the parameters M and N . Matrix elements of the superblock Hamiltonian are
To calculate the matrix elements (3.6), the following matrix elements need to be calculated and stored at every DMRG step.
Other matrix elements do not need to be stored because they can be calculated with operator contraction. (See Appendix B.)
Numerical analysis
The critical values are defined with vacuum expectation values of the variable φ n :
where |Ψ 0 is a vacuum state and A(λ) is a constant dependent onλ. The vacuum expectation value v is calculated at the center n = L/2 using vacuum wavefunctions Ψ ijk for each pair ofλ andμ 2 . The quantitiesμ 2 c (λ), β(λ), and A(λ) are determined by fitting v to obtained numerical data. The critical coupling (λ/µ 2 ) c and the critical exponent β are defined in the continuum limit a → 0 as follows [22] :
where B and C are some constants. In the continuum limit a → 0, the coupling constant λ = λa 2 vanishes. Then, we have
In numerical analysis, the continuum limit cannot be reached directly. The critical values (λ/µ 2 ) c and β are determined by extrapolatingλ/μ 2 c (λ) and β(λ) to the continuum limit λ = 0. Also, finite-size effects on the critical values are removed by using sufficiently large lattices (L = 250, 500, and 1000). In Fig. 7 , the ratioλ/μ 2 c (λ) is plotted as a function ofλ (= 0.6, 1.5, 3.0) with error bars for three lattice sizes L = 250, 500, and 1000. The errors come from fitting. We are going to take the continuum limit a → 0 to determine the values of (λ/µ 2 ) c . As explained in Eq. (4.2), the data points are fitted with a straight line and extrapolated to the limitλ → 0 for each L. The data points forλ = 0.6 and 1.5 are used for fitting and extrapolation. Figure 8 plots the extrapolated values (λ/µ 2 ) c as a function of 1/L. We observe good agreement between the two results for L = 500 and 1000. That is, the lattice size L = 500 is sufficiently large and close to the limit L → ∞. For this reason, we fit the two points for L = 500 and 1000 with a straight line to extrapolate them to the limit L → ∞. In the continuum limit a → 0 and L → ∞, we obtain (λ/µ 2 ) c = 59.89 ± 0.01. Our result is close to the Euclidean Monte Carlo result [22] , which has been given with lattices up to L = 512. No exact result for (λ/µ 2 ) c has been known. Table 1 shows various results for the critical value (λ/µ 2 ) c . Figure 9 plots the critical exponent β(λ) as a function ofλ (= 0.6, 1.5, 3.0) for L = 250, 500, and 1000. As before, the data points are fitted with Eq. extrapolation. Figure 10 plots the extrapolated values β(0) as a function of 1/L. Also in this case, we observe that the results for L = 500 and 1000 are very close. Extrapolation with these two points to the limit L → ∞ gives the critical exponent β = 0.1264 ± 0.0073. No Monte Carlo result for the critical exponent β is available in the literature at this point. According to the universality class consideration, the critical exponents of the (1+1)-dimensional λφ 4 model are same as the two-dimensional Ising model, which has been exactly solved by Onsager [23] . Our result is consistent with the exact value β = 1/8 = 0.125. As seen from Fig. 8 and 10 , the lattice size L = 500 is sufficiently close to the limit L → ∞.
Summary
We have studied spontaneous breakdown of Z 2 symmetry of a (1+1)-dimensional φ 4 model using the density matrix renormalization group technique. We have determined the critical coupling constant (λ/µ 2 ) c and the critical exponent β of the model by extrapolating the numerical results for finite lattices to the continuum limit a → 0 and L → ∞. DMRG truncation works well also in the bosonic model. The lattice with L = 500 can give results sufficiently close to the limit L → ∞. To improve calculations nearμ 2 c (λ), we need to find a way to include effects of large quantum fluctuations.
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A. Basis states and density matrices
This is a brief explanation of basis state creation with the density matrix technique, which is the key ingredient of DMRG. We split a spatial lattice into left and right blocks, each of which are expressed with basis sets {|i (L) |i = 1, 2, . . . , N L } and {|j (R) |j = 1, 2, . . . , N R }, respectively. The target state to be solved is expanded as
When N L and N R are sufficiently small, we can obtain wavefunction of a target state (say ground state) by diagonalizing Hamiltonian numerically. If the basis states {|i (L) } and {|j (R) } are transformed, the wavefunction Ψ ij is also transformed. We want to make the absolute values of the wavefunction components very small as many as possible, because basis states giving very small wavefunction component are not important for the target state |Ψ and can be thrown away. We transform basis states based on the following singular-value decomposition.
In the new basis
the target state becomes
The result does not change largely even if a basis state with small D k is removed from the calculation. On the other hand, a basis state with large D k is important and cannot be neglected. We can use D k 's to choose good basis states and control calculation accuracy.
In actual numerical works, we diagonalize the following density matrices to obtain U , V , and D in stead of performing singular-value decomposition directly.
See Ref. [19] for the details of DMRG and related topics.
B. Matrix elements
This appendix gives formulas for matrix elements of powers of the field operators π n and φ n . For the definition of the basis states |j (n) , see Eq. (3.4). 
