Fractal image codes art' very sensitive to bit errors because the decoding of a block is dependent not only on the code information associated to this block but also on the code information associated to other blocks. U+ analyze the sensitivity of a fractal code to transmission errors in a binary symmetric channel. We provide two rate-distortion unequal error protection techniques that allocate the code bits to prottcction classes in a nearly optimal way. We give an implementation for BCH and RCPC channel codes and show that RCPC codes are preferable. For a binary symmetric channel bit error probability of 0.1 and a total code rate of 0.5 bpp, the loss in reconstruction quality with our best implementation was about 3.38 dB jor the 512 x 512 Lenna image, yielding a PSNR of 27.12 dB.
INTRODUCTION
Sending an image code through a noisy channel is a challenging problem because a single bit error may make the reconstructed image unacceptable. Fractal image codes [3] , which consist of an image partition into blocks and of parameters that specify an affine similarity between the blocks in the partition and other blocks from the same image are particularly sensitive to bit errors because an error in a single parameter can effect the reconstruction of many parts of the image due tO the iterative nature of the decoding and the complex dependency between the blocks. Although more than 650 papers have been dedicated to fractal image compression (see [9] ), only three considered transmission through noisy channels. Streit and Hanzo [IO] studied the sensitivity of a fractal code for videophone applications with a mobile Rayleigh-fading channel. They used unequal error protection (UEP) and BCH codes. However, the results were given for a poor coder based on uniform partitions, and the unequal error protection was not optimized. Novak [7] introduced a model-residual fractal coder that is more robust than the standard fractal coder. But he did not consider error protection. Finally, Noh, Kim, and Kim [6] used an interpolation technique for reconstructing blocks lost during the transmission of a fractal code in broadband integrated-services digital networks with asynchronous transfer mode protocols. This paper is organized as follows. In Section 2, we introduce our terminology. In Section 3, we analyze the sensitivity of a quadtree-based fractal image scheme to errors in a binary symmetric channel. In Section 4, we propose two rate-distortion unequal error protection techniques based on discrete Lagrangian optimization. In Section 5, we compare unequal error protection to equal error protection for BCH and RCPC channel codes. In the last section, we discuss the results and suggest future work.
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FRACTAL CODING
In fractal compression, the encoder finds a contractive image operator T whose fixed point f~ approximates the original image f * . The decoder constructs f~ as the limit of ( f ( l e ) } k~O , where 
is the best 12 approximation of R. Here B denotes the array of pixel intensities of f* in B c 2, the operator Ai downsamples Dj; via pixel averaging to match the range size, and 1 is the block with intensity 1 at every pixel. Using the method of least squares, the optimal nonquantized scaling factor and offset associated to a domain D and an isometry I are (2) and ( 
BIT SENSITIVITY ANALYSIS
We used Fisher's quadtree coder [4] , which we modified according to 0ien's orthogonalization technique [8] . Thus, the approximation ( I ) was replaced by Now the optimal nonquantized offset is p(FL), and the optimal nonquantized scaling factor and optimal collage error are the same as in the usual case. This yields a more robust code because in contrast to equation (3), errors in the scaling factor do not affect the mean of a reconstructed block.
The scaling factor and the offset were uniformly quantized with 32 and 128 quantization levels, respectively, and their indices were encoded with five and seven bits, respectively. The isometry index was encoded with three bits. The smallest range size was 8 x 8, and the largest range size was 32 x 32. For each 2" x 2n range, the candidate domains consisted of the 2%+' x 2"+' blocks of the image whose upper-left pixels are situated on locations ( i , j ) , where i 0 (mod 4) and j = 0 (mod 4). Thus, the domain index was encoded with 14 bits for images of size 512 x 512. This yields a total of 29 bits per range. In Fisher's original coder, if the optimal scaling factor for a range is equal to zero, then no domain and isometry bits are sent because they are redundant. However, to ensure synchronization in our transmission system, we must send these bits.
We denote the part of the code associated to range R by W R = s4s3 ... so0605 .. .ooi2iii0di3d12 . . . do, where s4s3 . . . SO, 0 6 0 5 . . ' 0 0 , i 2 i l i 0 , and d13d12 ... do are the binary representations of the scaling factor, the offset, the isometry, and the domain indices, respectively. For each range, we corrupted the bit at the same position in W R with a certain probability and computed the PSNR of the reconstructed image. We did not introduce errors in the bits that specify the quadtree partition because those bits, which constitute less than U100 of the total code, can be perfectly protected with a negligible increase of the bitrate. Figure 1 gives the results for the 512 x 512 Lenna image and a binary symmetric channel bit error rate (BER) of 0.1. We obtained similar results for other BERs and other images. Figure 2 shows the PSNR as a function of the BER when all the bits of only one fractal parameter were corrupted. In both figures, each PSNR is averaged over 50 experiments with the same BER.
The analysis shows that the different fractal parameters had unequal importance. The most sensitive parameter was the offset, followed by the domain, the isometry, and the scaling factor. Moreover, for the offset and the scaling factor, a more significant bit of a given parameter was more sensitive than a less significant bit. For the domain, all bits except for the two least significant ones had about the same sensitivity. This was expected because for the used domain pool an error in the two least significant bits selects a domain that overlaps the original one, whereas an error in any of the other bits selects an unrelated domain.
ERROR PROTECTION
Since not all ranges have the same contribution to the reconstruction error, it would be advantageous to use unequal protection of the ranges. However, this requires overhead information, which depends not only on the image but also on the bitrate. Moreover, the encoder would have to wait until all ranges are encoded before starting sending the code to the channel. Therefore, we protected all ranges in the same way. On the other hand, the bits of the range codeword W R were unequally protected because they do not have the same importance. For a given BER our goal is to assign the bits of each range codeword W R into the protection classes such that the expectation of the reconstruction error d is minimum under a constraint on the total number of protection bits, which is computed as where ni is the number of a range codeword bits assigned to G (thus XI"=, ni = 29). Using the Lagrange multiplier method [2] , an optimal allocation can be found by minimizing the Lagrangian over all possible allocations. To meet the constraint on the total number of protection bits, the optimization has to be done for several values of the Lagrange multiplier X by the bisection method. Because the number of possible bit allocations is equal to , It is not pojsible to find the optimal solution by exhaustive search. The complexity of the search was reduced by minimizing the expectation of the collage error, E { c } , instead of the expectation of the reconstruction error, E{d}, and by noting that the collage error for range R, is This approach allows us to split the Lagrangian into two independent parts. The first part, L1, which does not include the offset contribution, has to be rninimized over m5+3+14 bit allocations, and the second part, Lz, over m7 possible allocations of the offset bits. But this is still too complex for practical computations. Therefore, motivated by the sensitivity analysis of the previous section, we made the following reasonable simplifications: 0 All domain bits, with the exception of do, were constrained For a given fractal parameter, less sensitive bits were not We call this technique uEP1. Now the number of bit allocations considered by L1 reduos to ("z4) ("$') (":I), and the number of bit allocations considered by LZ reduces to (":6) (see the appendix for a justification). But when m is large, this is still impractical. Thus, we propose a faster algorithm (UEP2) as follows. protected better than more sensitive bits. (5) where the reconstruction error E { d } is computed such that only parameters i (and their protection bits) are subject to channel error.
The case i = d is similar with in (5) replaced by y .
RESULTS
We present coding results for UEP2 with BCH(n,k,t) codes [l] and RCPC codes [5] . For BCH codes, we defined m = 25 protection classes by setting the code length n to 255 and letting the information sequence length k take all values in (255,247,239,. . . ,199,191,187,179,. . . ,79,71}. We used Berlekamp's algorithm for the decoding. The constraint length of the RCPC code was K = 7, the puncturing period wasp = 8, the generator polynomials were (GI, Gz, G3) = (133,171,145 Figure 3 compares UEP2 to equal error protection (EEP) for BCH codes. Results for RCPC codes are shown in Figure 4 . The simulations show that both EEP and UEP2 can efficiently protect the fractal code. Moreover UEP2 was much better than EEP. Figure 5 compares BCH and RCPC channel codes. RCPC codes were superior to BCH codes. Table 2 shows the PSNR degradation versus channel error for UEP2 optimized at BER 0.1 and for the scheme of Streit and Hanzo [ 101. In [ 103, QCIF images, Rayleigh-fading channels, 16-level quadrature amplitude modulation, and BCH codes were used. We show results for comparable signal to noise ratio (SNR) channel error and BER pairs.
Our algorithm 0.06 -1.07 -0.96 Table 2 . Comparison of PSNR degradation in dB for the scheme in [lo] (source rate 0.28 bpp, total rate 0.51 bpp) and UEP2 (source rate 0.21 bpp, total rate 0.5 bpp).
CONCLUSION
Although fractal image codes are very sensitive to bit errors, we showed that they can be efficiently protected by unequal error protection with RCPC channel codes. We proposed two ratedistortion unequal error protection algorithms that try to minimize the expectation of the reconstruction error subject to a constraint on the total number of protection bits. Because the partition bits should be perfectly protected, our technique is efficient only when these bits form a small amount of the total code. Future work will include joint source-channel coding, which can improve our results considerably. For example, for the 512 x 512 Lenna image and RCPC codes, the PSNR was 26.84 dB at source rate 0.21 bpp, total rate 0.46 bpp, and BER 0.1. But for the same total rate and BER, we obtained a PSNR of 27.48 dB for source rate 0.16 bpp by a slight adjustment of the optimal bit allocation found for 0.21 bpp.
APPENDIX
Let f ( m , n) be the number of possible allocations of the bits of codeword b,-1 . . . bl bo into m classes C1, CZ, . . . , C , such that for i < j bit b, is not protected better than bit b j . Then f(rn, n) = Proof. We prove the result by induction on n. We have f ( m , 1) = m = (y). We assume now that the result holds for n and prove it ("+," -1). for n + 1. The total number of bit allocations is equal to the sum of the bit allocations where the most sensitive bit is fixed in one of the classes. Thus,
