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We study primordial power spectra with a large-scale power deficit and their effect on the standard
ΛCDM cosmology. The standard power-law spectrum is subject to long-wavelength modifications
described by some new parameters, resulting in corrections to the anisotropies in the cosmic mi-
crowave background. The new parameters are fitted to different datasets: Planck 2015 data for
temperature and for both temperature and polarization, the low-redshift determination of H0, and
distances derived from baryonic acoustic oscillations. We discuss the statistical significance of the
modified spectra, from both frequentist and Bayesian perspectives. Our analysis suggests motiva-
tions for considering models that break scalar-tensor consistency, or models with negligible power
in the far super-Hubble limit. We present what appears to be substantial evidence, according to the
Jeffreys’ scale, for a new length scale around 2200 Mpc (k−1 ∼ 350 Mpc) above which the primordial
(scalar) power spectrum is sharply reduced by about 20%.
I. INTRODUCTION
Cosmological data is now accumulating at such a rate
that the phrase ‘precision cosmology’ is often used to de-
scribe our current understanding of the primordial uni-
verse [1]. As is well known, the largest scales show fea-
tures whose significance is unclear and which remain con-
troversial [2]. In particular, the existence or otherwise of
a large-scale power deficit remains an open question. A
natural way to address this, explored in the present pa-
per, is to postulate that the primordial power spectrum
is suppressed at large scales by some as-yet-unknown
physical mechanism [3]. Assuming a phenomenological
parametrization of the modification, which we shall from
now on refer to as a deficit function, we may then analyze
the available data and evaluate the statistical significance
of any proposed modified spectrum.
A previous similar analysis of the Planck data from the
cosmic microwave background (CMB) was carried out by
the Planck team [4, 5], specifically for their temperature
and polarization data. They considered, among other
possibilities, two modifications of the primordial power
spectrum with suppressed power on large scales modeled
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by two extra parameters. They concluded that “neither
of these two models with two extra parameters is pre-
ferred over the base ΛCDM model”. In a more recent
analysis [6], other models (and features) based on infla-
tionary scenarios were also considered, for which they
again found no supporting evidence. Even so, obser-
vations and statistical tests of this deficit have a much
longer history. The first hint of a large-scale power deficit
was already present in the first detection of the CMB
anisotropies by the COBE DMR experiment (see the
four-year results summary in Ref. [7]). This feature
was later observed by WMAP [8], and in Ref. [9] they in-
troduced the statistic S1/2 to measure the lack of power
at large angular scales (> 60◦) for the angular two-point
correlation function and obtained a moderate-to-strong
significance for the low power (only 0.15% of the simula-
tions had the same low power). Following the WMAP re-
sult, several different approaches were proposed to model
and/or to test for low power at large scales (see for exam-
ple [10–16]). These included spatially curved models [17],
modified inflation, and purely phenomenological modifi-
cations of the primordial power spectrum (PPS), among
others. Besides the low power at large angular scales,
other so-called anomalies have also been considered (see
for example Ref. [18] for a summary of these anomalies
and tests of their statistical significance). While statisti-
cal analysis of “anomalies” can shed light on their signif-
icance, these a posteriori methods tend to overestimate
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2the significance1. A statistical test including the whole
fit provides a clearer picture of the significance of the
proposed anomaly (see for example Refs. [10, 19]).
The purpose of this paper is to revisit the Planck
team’s conclusions by considering a wider set of possible
deficit functions together with a wider set of cosmolog-
ical data – specifically including the low-redshift deter-
mination of H0 [20] (leading to H0 = 73.24 ± 1.74 km ·
s−1 ·Mpc−1 which is in tension2 with the Planck result
HPlanck0 ∼ 67.3 km·s−1·Mpc−1) and the distances derived
from baryonic acoustic oscillations (BAO). In particular
we extend the exponential cutoff model used in Refs. [4, 5]
by including a maximum-deficit parameter, which leads
us to new results as we will see below.
In our original motivating model for a physical large-
scale power deficit, the primordial perturbations are pro-
duced in a preinflationary radiation-dominated phase [22]
that is in a state of “quantum nonequilibrium” [23–25]
(resulting in violations of the usual Born rule, a pos-
sibility that is allowed in the de Broglie-Bohm pilot-
wave formulation of quantum mechanics [26]). Dynam-
ical relaxation to quantum equilibrium (that is, to the
Born rule) is found to be suppressed at very large wave-
lengths, thereby naturally producing a dip in the primor-
dial power spectrum at large scales. If we add the sim-
plifying assumption that the spectrum is unchanged by
the transition from preinflation to inflation, we obtain a
three-parameter modification of the CMB spectrum (not-
ing that quantum relaxation may be shown to not take
place during inflation itself [26]). In this paper we extend
the modification to four parameters in order to be able
to compare with the cases studied by the Planck team.
We have found that Planck data (temperature only,
with no polarization) combined with the low-redshift de-
termination of H0 and the distances derived from bary-
onic oscillations are able to constrain two of the new pa-
rameters fairly well, yielding a moderate improvement
at the 2 − 3σ level in favor of our quantum relaxation
model (in particular for the combination of temperature
data with H0 alone). However, the significance of the
fits tends to decrease when polarization data are added.
We then seem driven to the conclusion that our starting
point for a modified power spectrum yields statistically
inconclusive results. Alternatively, however, peculiarities
of the fit when polarization data are added suggest that
a better fit might be obtained in a model that allows
for a breaking of scalar-tensor consistency. Our analysis
suggests a motivation for considering such models, which
1 The correct significance could be obtained if the look-elsewhere
effect were taken into account. In most cases, however, it is not
clear how to compute this effect.
2 In this work, we find that correlations between the H0/Planck
tension and the large-scale power deficit appear only when tem-
perature fluctuations alone are taken into account and thus do
not seem statistically relevant. See, however, Ref. [21] for further
details about the relationship between cosmological parameters
and anomalies in the CMB data.
arise naturally in quantum relaxation scenarios. Our re-
sults also suggest a motivation for considering models
with negligible power in the far super-Hubble limit.
Additionally, in the course of our analysis we found
that the fitting process led naturally to a preference for
an extreme case of our (scalar) deficit function. The best
fit seems to be obtained with a simple two-parameter
sharp decrease in the power spectrum, with a statistical
significance ranging from substantial to strong (according
to Jeffreys’ scale given in Ref. [27, Appendix B]). We
find a good account of the data with a sudden dip of
about 20% at a characteristic scale of around 2pik−1 ≈
2200 Mpc (k−1 ≈ 350 Mpc); a first analysis leading to
a similar effect was discussed in Ref. [28] for the Planck
2013 data. Whether or not this provides a new physically
relevant scale in other areas of cosmology is left for future
investigation.
In Sec. II we present our cosmological model and our
parametrizations of the modified power spectrum. In
Sec. III we describe the methodology for our statistical
data analysis. Our numerical approach is summarized in
Sec. IV. Our results are presented and discussed in detail
in Sec. V. The significance and properties of the sud-
den jump deficit function are discussed in Section V C.
A possible breaking of scalar-tensor consistency is briefly
addressed in Sec. V D. The implications of our results for
future work on quantum relaxation scenarios are summa-
rized in Sec. VI. Our conclusions are drawn in Sec. VII.
These are followed by two appendices. Appendix A dis-
cusses the cosmology library used in our numerical anal-
ysis, while Appendix B provides more details of our data
analysis.
II. COSMOLOGICAL MODEL
Even though the CMB anisotropies depend strongly
on the primordial power spectrum, they also depend on
other aspects of the cosmological model which are un-
related to the origin of the primordial perturbations.
For this reason, we start by specifying the complete
cosmological model that we use to calculate the CMB
anisotropies theoretically.
A. Deficit functions
In what follows we do not adopt a particular infla-
tionary model (or any reasonable alternative one might
consider [29–32]) but only a simple power-law model of
the fiducial power spectrum as best fitted by all currently
available data. We also assume, again in accordance with
known data, that only the adiabatic mode is present.
We do not consider any contribution from gravitational
waves. In such a framework, all the information about
the primordial perturbations is contained in the fiducial
3power spectrum (with “plaw” denoting “power-law”)
PF(k) = Pplaw(k) ≡ As
(
k
k?
)ns−1
, (1)
where k? is the pivotal mode chosen (following the Planck
analysis) to be k? = 0.05 Mpc
−1, As is the amplitude
of the adiabatic mode measured at k?, and ns is the
spectral index. The modified power spectrum may then
be described by a deficit function ξ(k), or alternatively
χ(k) ≡ 1− ξ(k), defined by
P(k) = ξ(k)PF(k) = [1− χ(k)]PF(k). (2)
Here P(k) is the effective (to be estimated) power spec-
trum and limkkc χ(k) = 0 for some physical wave
number kc to be determined by the data. This power
spectrum approximates the fiducial one at small scales
(k  kc, where ξ → 1) and modifies it at large scales
(k  kc). Note that this approach does not model the
primordial mechanism in play [3] but merely assumes a
phenomenological form for the resulting spectrum.
As will be made explicit below, the phenomenologi-
cal deficit function depends not only on the scale k but
also on a set of parameters θξ, so that, in principle, one
should write ξ(k, θξ) instead of ξ(k) in Eq. (2). In or-
der to simplify the notation, we shall instead consider
specific choices for the deficit function, whose name then
encodes the relevant set of parameters (as defined in what
follows).
References [4, 5] considered two phenomenological
models of the CMB power deficit at low multipoles. The
first is the so-called exponential cutoff [10], referred to by
a subscript expc in what follows, which we modify slightly
to include the possibility of a large-scale renormalization:
χexpc(k) = 1− ξexpc(k) = (1− β) exp
[
−
(
k
kc
)λ]
, (3)
where kc explicitly controls the cutoff wavelength that
was implicit in (2), λ provides a transition rate, and β
is introduced to mimic the large-scale behavior of our
more general model (given below) and it acts as a max-
imum deficit. This parametrization indeed leaves the
small scales unchanged: limkkc χexpc(k) = 0. For the
large-scale limit we obtain
ξexpc(k) ≈
kkc
β + (1− β)
(
k
kc
)λ
,
so that for β 6= 0 the spectrum is merely rescaled by the
constant β. On the other hand, when β = 0 (as in the
original study by the Planck team) the power spectrum
becomes
P(k) ≈
kkc
(
k?
kc
)λ
A
S
(
k
k?
)ns+λ−1
. (4)
This expression adds freedom (at large scales) to the
spectral index through the parameter λ, which at the
same time controls the transition rate and the large-scale
power-law behavior. In the following we employ three dif-
ferent choices of parameter sets: expc3, which labels the
model with all the parameters (kc, λ, β) freely varying,
expc2 (which coincides with the model used the Planck
team) where we set β = 0, and expc1 where in addition
to β = 0 we impose the further constraint λ = 12 .
The second model introduced in Ref. [5] consists of a
broken power law:
ξbpl(k) =

(
k
kc
)λ
for k ≤ kc,
1 for k ≥ kc.
(5)
We shall refer to this single parametrization, with both
parameters kc and λ freely varying, as bpl.
A more general parametrization has been obtained in
the framework of quantum nonequilibrium initial condi-
tions [26]. In this setting one assumes that the quan-
tum wave functional is the usual vacuum, but the actual
field variables take values whose variance is smaller than
the usual quantum variance (a feature that is possible
in the de Broglie-Bohm formulation of quantum mechan-
ics). If some fluctuations exit the Hubble scale while
still in a nonequilibrium state, they may be stuck with a
low-variance distribution until they become classical. To
obtain a prediction, Ref. [23] considered quantum relax-
ation (from initial nonequilibrium) for a spectator scalar
field during a preinflationary radiation-dominated phase
and calculated the resulting power spectrum. Adding the
simplifying assumption that the spectrum is unchanged
during the transition from preinflation to inflation, a
“quantum relaxation” deficit function ξneq(k) was found
which, after generalizing from a fixed index λ = 1 to an
arbitrary index λ, reads3
ξneq(k) = 1− α
{
pi
2
− arctan
[(
k
kc
)λ
+ b
]}
. (6)
The parameter b is constrained by the physical require-
ment that ξneq(k) > 0 for all k. In the limit k → 0 this
requires
b > tan
(
pi
2
− 1
α
)
to avoid the spectrum becoming negative. As before the
parameters α and λ as well as the characteristic scale
kc must be positive definite. While the latter three con-
straints are mostly harmless, the condition on b presents
a challenge. Dealing with such a constrained parameter
space is often impractical when performing a statistical
3 To connect with the notation of Ref. [23], the coefficient there
denoted c3 is equal to our 1/α while the function there denoted
ξ(k) is equal to our ξneq(k)/α.
4analysis, and we therefore avoid it by introducing a new
parameter β defined implicitly by
b (α, β) ≡ tan
(
pi
2
− |1− β|
α
)
. (7)
The constraint on b may be recast as the simpler require-
ments
0 < β < 2, 1− αpi < β < 1 + αpi,
where the second one arises from the domain restriction
of tan. Finally we further simplify the constraints by
imposing α > 1/pi, yielding the complete set
0 < β < 2,
1
pi
< α, 0 < λ.
The quantum relaxation deficit function ξneq(k) now
spans a simpler space which does not pose any serious
numerical threat. It reads, explicitly,
χneq = sign(1− β)α
{
pi
2
− arctan
[(
k
kc
)λ
+ b (α, β)
]}
≡ 1− ξneq(k). (8)
A few examples are shown in Fig. 1, which also empha-
sizes that the parameter α does not play a very important
role.
The deficit function (8) shares many properties with
the Planck-exponential and broken-power laws. To begin
with, the long-wavelength limit is
lim
k→0
ξneq(k) = β, (9)
so that on large scales (k  kc) we have
P(k) ≈
kkc
βA
S
(
k
k?
)ns−1
. (10)
Thus ξneq(k) behaves asymptotically like a step function
that modifies the spectrum by multiplying it by β on
large scales and leaving it unchanged on small scales.
The shape of the transition itself depends on both α
and β, which in principle act independently. However,
by plotting ξneq(k) for different values of α (see Fig. 1) it
is easy to see that varying α modifies ξneq(k) only during
the transition (k ≈ kc) and even then only slightly. Fig-
ure 1 illustrates this for three values of α, specifically 0.8,
1.0 and 1.2 (and with β = 0.6), leading to a difference
of at most ≈ 2% in the transition region. We also in-
vestigated this effect for other values of β. For the most
extreme cases, namely β  1 and α > 1.5 or α < 0.5,
we obtained a maximum difference of order 50% at the
transition point.
The additional index λ included in (8) permits two
different effects (similarly to the expc case). First, in
the limit β → 0 one finds
ξneq(k)
∣∣
β→0 ≈kkc α sin
2
(
1
α
)(
k
kc
)λ
. (11)
For this choice of parameters the deficit function ξneq(k)
changes the spectral index by adding λ to the power of k.
In other words, for large scales P(k → 0) ∝ kns+λ−1 and
we recover the large-scale behavior of the broken power
law.
The second effect of λ is that it controls the rate of
the transition between large and small scales, that is,
how many decades it takes for ξneq(k) to become approx-
imately constant (numerically saturated to machine pre-
cision) for k > kc and k < kc. For example, the left panel
of Fig. 1 shows that ξneq(k) is essentially constant as soon
as k/kc . 10−2 or k/kc > 102. The greater the value of
λ, the faster the transition takes place (this transition is
discussed in detail in Appendix B 1). In fact−and this
will play an important role in our analysis−in the limit
λ 1 and with β 6= 0 the deficit function becomes a step
function and thus induces a sharp jump in the primordial
power spectrum.
In short, using the final parametrization we have the
following parameter space
(kc, λ, α, β).
The first parameter kc sets the physical scale at which
the transition occurs, λ controls the transition rate (and
if β = 0 the broken power-law behavior), β represents the
amplitude of the drop of the power-law spectrum, and α
parametrize the shape of the transition (although very
weakly).
Given the precision with which the current data (see
Refs.[4, 5]) can constrain the PPS, we consider three dif-
ferent regions of the parameter space. First we consider
the entire space, which we call atan4, and fit all four
parameters to the data (following the same nomencla-
ture as for the cases above). In the second parametriza-
tion atan3 we restrict attention to the subset λ = 1,
so we measure only the position, the rescaling and the
shape of the power-law modification. Next we addition-
ally fix α = 1, yielding the atan2 parametrization with
the shape parameter removed. Finally, in the fourth
parametrization atan1, we keep λ = 1 and α = 1 and
we additionally impose β = 0, thus measuring only the
transition point kc. This last case, as discussed above,
shares many characteristics with the broken power law.
When we consider models with some parameters fixed,
this is akin to setting a very strong prior (essentially a
delta function). Strictly speaking this should be done
only in the context of a well-defined theoretical frame-
work. In a purely phenomenological description, it is im-
portant to note that results for such restricted models are
only illustrative and their statistical significance should
not be taken too literally. As we shall see, some of the
restricted models perform comparatively well, but their
significance might not necessarily be physically meaning-
ful. In general, such restricted fits merely serve to test
if a given dataset is able to constrain a given param-
eter. From the results presented in Tables I to XII, we
see that for some data combinations all of the parameters
are relevant in the sense that leaving them unconstrained
510-3 10-1 101 103
0.6
0.7
0.8
0.9
1.0
10-3 10-1 101 103
-0.02
-0.01
0.00
0.01
0.02
FIG. 1. Effect of the parameter α on ξneq(k) as defined through Eq. (8) for β = 0.6 and λ = 1. The left panel shows the
function ξneq(k) for different values of α while the right panel exhibits the fractional difference from the fiducial with α = 1.
For the relevant range (see the fits below), the effect is at best of order a few percent.
improves the fit (showing that the data are sensitive to
these parameters), while for other data combinations the
extra parameters are irrelevant in the sense that leaving
them unconstrained does not improve the fit (showing
that the data are not sensitive to these parameters, or
equivalently that these parameters are not constrained
by the data). In an overall evaluation of the fits, we
should avoid the risk of underestimating the p−values by
considering p−values only for models with parameters
that the data are actually able to constrain (as studied
in detail below).
To complete this overview of the phenomenological
models considered in the following analysis, we mention
the final one appearing in Tables I to XII, which we have
dubbed jump. This is a limiting case of the atan func-
tion with the rate of transition so large (λ > 40, β 6= 0)
that numerically, at double precision, the transition ap-
pears almost discontinuous. This model was not origi-
nally included in our list of models. It was added be-
cause fitting the quantum relaxation deficit function (8)
with a freely-varying sharpness parameter λ (as originally
suggested in the Planck papers [4, 5] for the exponential
cutoff and for the broken power-law) led to a value of
λ much larger than one (λ  1). Furthermore, starting
from a large value λ ≈ 50 the fit was found to be stable for
larger values of λ. This led us to consider a deficit func-
tion with a sharp transition, since the function ξneq(k)
with λ ≥ 50 acts numerically like a discontinuous jump
at kc. The resulting jump model is then described by
the following two-parameter deficit function:
ξjump(k) =
{
β for k ≤ kc,
1 for k ≥ kc. (12)
This is the deficit function employed in the tables under
the label jump. It has some interesting properties which
we discuss in Sec. V C below. It is worth emphasising
that this new parametrization was found as an extreme
case of the atan and expc parametrizations, where the
latter as originally introduced in Ref. [10] did not have
our extra parameter β (where β is necessary to obtain
the jump model).
B. ΛCDM parameters
Apart from modifying the primordial power spectrum,
our adopted cosmology is just the standard six-parameter
ΛCDM model.
In the Planck analyses using CosmoMC [33, 34], the
sampler employs a parametrization with 100θMC and τ
instead of H0 and zre, since the former are less corre-
lated with the other cosmological parameters. However,
this is only an intermediate step. These parameters are
then converted to the ones actually used in the numerical
computation (this is explained in the CosmoMC docu-
mentation4 and can also be read directly in the code).
In our analysis, both the best-fit finder and the Markov
Chain Monte Carlo (MCMC) sampler are insensitive to
strong correlations between parameters and for this rea-
son we make direct use of the fundamental parametriza-
tion with H0 and zre, avoiding unnecessary conversions
4 https://cosmologist.info/cosmomc/readme.html
6between parametrizations.5 Note, however, that different
parametrizations can have a real influence on the results
of an MCMC analysis if flat priors are used. For this
reason, when performing the MCMC analysis we used
two priors on the parametric space that reduce to simple
flat priors for 100θMC and τ when this parametrization
is employed.
Apart from the irrelevant difference in parametriza-
tion, our cosmological model has the same ingredients as
that of Ref. [5], specifically:
• Hubble constant H0 = 100h km · s−1 · Mpc−1
(thereby defining h).
• Electromagnetic background radiation with a fixed
temperature today Tγ0 = 2.7255 K.
• One massive neutrino with mν = 0.06 eV, vanish-
ing chemical potential, Tν0 = 0.71611Tγ0, and the
effective massless neutrino number Neff = 2.0328.
This configuration is such that when the massive
neutrino turns ultra-relativistic, the effective num-
ber of massless species is the standard 3.046.
• Cold dark matter density parametrized by Ωcdmh2.
• Baryon matter density parametrized by Ωbh2.
• Spatially flat model ΩK = 0.
• Instantaneous reionization with
∆HeIII = ∆HII = 0.5, λH = 3/2,
where λH is the reionization exponent and ∆HII
is the reionization width (for both HI→HII
and HeI→HeII) and ∆HeIII is the width for
HeII→HeIII. The second reionization HeII→HeIII
redshift is kept fixed at zHeIII = 3.5. The first reion-
ization redshift is employed as a free parameter zre.
• The fiducial PPS of Eq. (1) with the two free pa-
rameters A
S
and ns.
• We assume negligible contributions from tensor
modes. In practice we set the tensor-to-scalar ratio
r to zero (on this point see, however, Sec. V D).
To summarize, our ΛCDM model depends on the free
parameters
θΛCDM = {H0, Ωcdmh2, Ωbh2, zre, AS , ns}, (13)
in addition to which one must include the PPS modifi-
cation (2) with the choices (3), (5), (8) or (12) for ξ(k),
5 Both algorithms are affine invariant, that is, they are invariant
under linear reparametrizations. For this reason we were able
to use the fundamental parametrization while getting a fast con-
vergence of the chains. For more details on this method, see
Refs. [35, 36].
thus extending the ΛCDM parameter space θΛCDM by
the additional θξ = {kc, λ, α, β} (depending on the
case at hand).
As our last ingredient we need the Planck Foreground
and Instruments (PFI) parameters (available in Refs. [37,
38]), yielding a final extended parameter space
θ = θΛCDM ∪ θξ ∪ θPFI. (14)
III. METHODOLOGY
The practical implementation of our methodology is
based on specific datasets as detailed in Sec. III A to-
gether with a statistical analysis as detailed in Sec. III B.
A. Datasets
In our analysis we employ three different CMB datasets
(with the same nomenclature as in Ref. [38]). The like-
lihoods are split into low-` [for ` ∈ (2, 29)] and high-`
(for ` ≥ 30). The software adopted is the Planck likeli-
hood code Plik-2.0 (as in Ref. [38]), which implements
the Planck likelihood as described in Ref. [39]. Our three
datasets are as follows:
• Planck TT : This refers to the low-` and high-`
likelihoods for CMB temperature anisotropies only
(that is, for CTT` only). These two likelihoods are
labeled by Llow and Lhigh respectively. The corre-
sponding files for the likelihood code are:
– low-`: commander rc2 v1.1 l2 29 B.clik;
– high-`: plik dx11dr2 HM v18 TT.clik;
• Planck TT+lowP: This includes the polarization
data in addition to that of Planck TT for the low-`
section, specifically CTE` , C
EE
` and C
BB
` for ` ∈
(2, 29). Note that we use the symbol LlowP to refer
to the combination of temperature and polarization
for low multipoles. The corresponding files for the
likelihood code are:
– low-`:
lowl SMW 70 dx11d 2014 10 03 v5c Ap.clik;
– high-`: plik dx11dr2 HM v18 TT.clik;
• Planck TT , TE, EE + lowP: This includes, in ad-
dition to Planck TT+lowP, the polarization data
CTE` and C
EE
` for the high-` likelihood. We use
the symbol LhighP to refer to this combination of
temperature and polarization for high multipoles.
The corresponding files for the likelihood code are:
– low-`:
lowl SMW 70 dx11d 2014 10 03 v5c Ap.clik;
– high-`: plik dx11dr2 HM v18 TTTEEE.clik;
7Besides the above data likelihoods, the PFI prior is la-
beled by LPFI (for simplicity we also use the symbol L
here even though this is not a likelihood).
In addition to CMB data we also consider the 2.4%
determination of the local value of the Hubble con-
stant [20]. Here we use only their best estimate H0 =
73.24 ± 1.74 km sec−1 Mpc−1, labeling it as H0 and its
likelihood as LH0. It is worth pointing out that, as dis-
cussed in [20], their likelihood L(D;H0) (where D rep-
resent the actual data used in [20]) is well-approximated
by a Gaussian, thus in this sense, using a Gaussian prior
on H0, with the mean and variance as above, is equiva-
lent to using their full dataset. In our analysis we also
include BAO derived distances. Here we should stress
that, differently from H0, a Gaussian likelihood on the
BAO derived distances is not equivalent to the full BAO
analysis. We employ the Gaussian likelihoods on the dis-
tances obtained from the detected BAO signals on the
large-scale correlation function as discussed in the papers
below:
• galaxies from the 6dF Galaxy Survey (6dFGS) [40];
• galaxies with z < 0.2 from the Sloan Digital Sky
Survey (SDSS) Data Release 7 (DR7) [41];
• galaxies from SDSS DR12 in the redshift interval
0.2 < z < 0.75 [42];
• 147, 000 quasars from the extended Baryon Oscil-
lation Spectroscopic Survey (eBOSS) within 0.8 <
z < 2.2 [43];
• 137, 562 quasars with redshifts 2.1 ≤ z ≤ 3.5 from
the DR11 of the BOSS/SDSS-III [44];
• cross-correlation of quasars with the Lyman alpha
forest absorption, using over 164,000 quasars from
DR11 of the BOSS/SDSS-III [45];
The combination of all BAO derived data is included in
the likelihood LBAO.
6
B. Statistical analysis
In this paper we are interested in answering the fol-
lowing question: assuming that the true PPS is given by
PF(k), what is the probability that an alternative PPS
provides a better fit by pure chance? Our strategy is to
calculate this probability considering the whole fit, even
though the alternative PPS differs from the (assumed)
true PPS mainly on large scales. We use the results of the
full fit to study the model quality, including small scales
and the other datasets. This avoids any kind of look-
elsewhere effect and tackles the problem in a different
6 For more details on the BAO likelihoods see the data objects
NcDataBao* at https://numcosmo.github.io/manual/ch09.html
way. There are many works in the recent literature mod-
eling the large-scale behavior of the CMB anisotropies
and trying to obtain a localized signature of a physical
process (see for example Ref. [18] and references therein),
whereas in our analysis we also study the compatibility
of the modifications with other datasets (as well as their
significance).
To discriminate quickly between our models, we first
address the problem in a frequentist framework adopting
the Likelihood-Ratio Test (LRT) [46, 47]. We apply this
test by first identifying the full parameter space θ (see
Eq. (14)), where each parametrization of ξ(k) introduced
in Sec. II satisfies
lim
kc→0
ξ(k) = 1 ⇒ lim
kc→0
P(k) = PF(k).
(For the atan and expc models this also occurs for
β = 1). In other words, the fiducial model is nested
in the parameter space θ. In the fitting process we use
the parameter qc = ln(kc × 1 Mpc) (that is numerically,
in units of inverse Mpc) instead of kc. This speeds up
the numerical fitting process since the parameter kc can
vary by orders of magnitude in a fit. Furthermore, for
any value7 qc  ln(H0/c × 1 Mpc) the deficit function
ξ(k) is close to one in the whole physical range of k
that influences the CMB anisotropies and is therefore nu-
merically indistinguishable from being taken as exactly
one. Thus the fiducial model corresponds to any value of
qc  ln(H0/c × 1 Mpc). The maximum likelihood esti-
mator (MLE) for θ is given by
θˆ = min
θ
{−2 ln [L(D|θ)]} ,
where D represents the dataset to be used (in our
case Planck TT , Planck TT+lowP or Planck TT , TE,
EE+lowP and their combinations with H0, BAO and
H0+BAO), so that L(D|θ) is given by the appropriate
product of
Llow, Lhigh, LlowP, LhighP, LPFI, LH0, LBAO.
On the other hand the MLE for the fiducial subspace
is given by
θˆF = min
θF
{−2 ln [L(D|θF)]} , θF ≡ θΛCDM∪θPFI. (15)
We then introduce the LRT statistic
Γ ≡ −2 ln
[
L(D|θˆF)
L(D|θˆ)
]
. (16)
It is easy to convince oneself that Γ ≥ 0 since L(D|θˆ) ≥
L(D|θˆF). To better understand the effects of ξ in each
7 Here the speed of light c enters the numerical analysis (given the
units used).
8likelihood we also define the individual ratios
Γi ≡ −2 ln
[
Li(θˆF)
Li(θˆ)
]
, (17)
where i denotes any of (low, lowP, high, highP, BAO, H0,
PFI).
In principle if we know P (Γ) – the probability distri-
bution of Γ – then all we need is to find θˆF and θˆ in order
to compute the probability of obtaining a better fit of D
in θ by chance. This probability is simply given by
γ =
∫ ∞
Γ
dΓ′P (Γ′). (18)
Note that we choose the right-hand tail since this corre-
sponds to a θˆ where the data is more probable than for
θˆF. In practice, unfortunately, P (Γ) is not known and is
hardly calculable as it would be impractical to obtain it
from first principles given the complexity of the data like-
lihood. For this reason we must rely on Wilks’ theorem,
which asserts that in the large-sample limit Γ asymptot-
ically follows a χ2r distribution (for a proof see Ref. [48]),
where r is the difference in dimensionality between θ and
θF. Wilks’ theorem requires the fiducial model to be con-
tained within the parameter space. This is satisfied by
the parameter qc discussed above since the fiducial model
requires only that qc  ln(H0/c× 1 Mpc) and/or β = 1.
In our parametrizations, the number of free parameters
of ξ(k) is 4. We list the critical value of Γ correspond-
ing to a 2σ probability (that is, 95.45%) for the relevant
cases:
χ21 = 4, χ
2
2 = 6.18, χ
2
3 = 8.02, χ
2
4 = 9.72. (19)
In other words, with one extra parameter (r = 1) a fit
giving Γ > 4 means that the fiducial model could only
have generated a dataset giving this value of Γ (or worse)
with a probability below 4.55%, and so on for more pa-
rameters.
It is worth noting that the LRT has some specific fea-
tures which are of interest in our case. First, it does not
depend on the choice of variables to describe the param-
eter space θ. Second, it naturally takes into account the
difference in the number of parameters when comparing
two nested models (see [48]). An important caveat when
using the χ2r distribution is that it relies on the asymp-
totic properties of the LRT.
Another aspect of the LRT worth mentioning is that it
controls the type-I error, that is, cases where the fiducial
model is true but is found to be false. For our choice of 2σ
we would make a type-I error 4.55% of the time. However
there is also the type-II error, that is, cases where the
alternative model is true but is found to be false. Unlike
for the type-I error, the LRT does not provide a simple
way to calculate the probability of a type-II error. We
could derive this probability analytically if the likelihood
was sufficiently simple. But in practice the likelihood
is too complicated and one must resort to simulations.
A set of simulations of the alternative model must then
be produced and, for each simulation, a value of {Γn}
must be calculated. Using this empirical distribution of
Γ, one can then calculate the probability of a type-II
error. In this work we do not address this point. But it
is important to bear in mind the possibility that, if a very
small critical region is required, one may be significantly
increasing the type-II error. This would be the case, for
example, if one were requiring 5σ instead of 2σ.
As is clear from the above discussion, the difference in
the number of parameters between the fiducial and alter-
native models is crucial in determining the significance of
the result [see Eq. (19)]. Moreover, the use of a χ2r distri-
bution is based on the large-sample asymptotic limit. For
this reason we note that, if a parameter controls a region
of the model where there are almost no data, then we
do not expect the asymptotic regime to be attained. For
example, consider the parameter α discussed in Sec. II.
It modifies the PPS only in a rather narrow band of k
around kc, and it also modifies the PPS only slightly at
this point. Consequently, we expect this parameter to
be very degenerate and not to contribute much to the
fit. In an extreme case where the alternative model has
a parameter that does not modify the PPS fit at all, it is
reasonable to assume that the current data are not able
to shed any light on that aspect of the model. In such
a case we also perform the statistical tests with the de-
generate parameter removed from the analysis (keeping
it fixed at some fiducial value), and we do not take that
parameter into account when comparing the alternative
and fiducial models. This ambiguity in the number of
parameters is a natural feature of our phenomenologi-
cal approach. Thus the two relevant questions are: what
kind of modification of the fiducial model is the data able
to fit, and what is the significance of this fit?
The standard Bayesian approach in this case uses the
Bayes factor
Bfa =
∫
dθ L(D|θˆ)P (θ)∫
dθF L(D|θˆF)PF(θF)
, (20)
where PF and P are the respective priors in the fiducial
and alternative models. As in Ref. [5], if we consider
the same flat prior for both models (PF(θF) = 1 and
P (θ) = 1, besides the PFI priors cited above), the LRT
gives us a point estimate of the Bayes factor:
Bfa ≈ exp
(
Γ
2
)
.
In this work we do not initially follow the Bayesian
approach for all the models for two reasons. First, as we
stated above, in this phenomenological study we want to
understand the ability of the current data to inform us
about different aspects of the model, whereas a Bayesian
approach would simply tend to penalize any irrelevant
extra parameters in the alternative model. Our initial
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FIG. 2. Upper panel: best-fit power spectra with the most successful deficit functions (see text). It is clear that for a
smooth transition the relevant scale at which the deficit becomes significant is of order the Hubble radius, whereas in the
almost discontinuous case (with a large value of λ) the transition scale is an order of magnitude smaller. Lower panel: the
corresponding matter power spectra. Only the case of a sharp transition remains close to the case of a fiducial spectrum. It is
an open question to understand if and how such a slight difference could be observable in future data. These fits are for the
full Planck dataset.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ Γlow Γhigh γ
plaw – – – – 0.69 0.98 3.2 0.15 0 0 0 –
bpl 2.9 7.9 – – 0.69 0.98 3.2 0.14 2.7 2.9 −0.04 26% (1.1σ) [2]
atan1 3.6 1 0 1 0.7 0.97 3.3 0.18 5.5 4.4 1 1.9% (2.4σ) [1]
atan2 1.4 1 0.49 1 0.7 0.97 3.4 0.22 5.8 5.2 0.44 5.5% (1.9σ) [2]
atan3 1.7 1 0.47 0.94 0.7 0.97 3.3 0.2 5.9 5 0.7 12% (1.6σ) [3]
atan4 0.36 41 0.79 0.58 0.69 0.98 3.3 0.16 6.9 6.3 0.57 14% (1.5σ) [4]
expc1 2.1 0.5 0 – 0.69 0.98 3.3 0.18 5.6 4.7 0.8 1.8% (2.4σ) [1]
expc2 2.7 0.44 0 – 0.69 0.98 3.3 0.17 5.8 4.9 0.83 5.4% (1.9σ) [2]
expc3 0.33 14 0.78 – 0.69 0.98 3.3 0.17 6.7 6.2 0.43 8.1% (1.7σ) [3]
jump 0.36 – 0.78 – 0.69 0.98 3.3 0.17 6.8 6.3 0.34 3.4% (2.1σ) [2]
TABLE I. Best-fits and their significance obtained with the Planck TT dataset. For each model we present the best-fit values
of the cutoff scale k−1c in Gpc and the values of the dimensionless parameters λ, β and α. We also include the best-fit values of
some of the ΛCDM parameters, namely, the dimensionless rescaled Hubble scale h, the spectral index ns and amplitude As of
the fiducial PPS (1), and finally the reionization optical depth τ derived from the best-fit. We present the significance in two
ways: the LRT statistics Γ defined by (16) (including the individual Γi defined for each likelihood included in the final one) and
(in the last column) the p−value γ defined by (18) (where we also include the probability γ translated into the corresponding
number of one-dimensional Gaussian standard deviations).
interest is in determining if those extra parameters should
be included in the analysis. The second reason why we
initially perform a frequentist analysis stems, again, from
the phenomenological nature of our approach: we may
not have any theoretical reason to assume a specific prior
for the extra parameters, and in fact even a flat prior
would not be unambiguous since it depends on the choice
of parameters. Note that the frequentist approach does
not depend on the introduction of a measure in the model
space (usually done through simple priors in the model
parameters).
A frequentist approach does not answer the same ques-
tions as a Bayesian methodology. All we can know in a
frequentist study is the ability of the current data to fal-
sify the fiducial model (the null hypothesis). In other
words, if an alternative model provides a better fit to the
data−one that goes beyond the improvement expected
from statistical fluctuations and from the addition of ex-
tra parameters−then we may say that the fiducial model
is falsified.8 Since we will be evaluating a large number
of cases, we chose to first follow the frequentist approach,
thereby answering the simplest questions while avoiding
the introduction of a measure in the model space. We
then apply a follow-up Bayesian analysis to what appears
to be the best competing model.
In our Bayesian approach we run a complete MCMC
analysis of the posteriors of the fiducial and competing
models using an ensemble sampler algorithm that was
8 Of course, to obtain the relevant probabilities it is necessary to
simulate a large number of samples from the fiducial and alter-
native models, or to use Wilks’ theorem which only includes the
probability of the data under the null hypothesis.
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ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ Γlow Γhigh ΓH0 γ
plaw – – – – 0.7 0.98 3.2 0.16 0 0 0 0 –
bpl 2.8 7.6 – – 0.7 0.99 3.2 0.16 2.6 2.3 0.03 0.3 27% (1.1σ) [2]
atan1 3 1 0 1 0.71 0.98 3.4 0.21 7.1 3.8 1.8 1.4 0.79% (2.7σ) [1]
atan2 1.3 1 0.5 1 0.71 0.97 3.4 0.23 8.3 4.8 1.6 1.8 1.6% (2.4σ) [2]
atan3 1.3 1 0.51 1 0.71 0.97 3.4 0.23 8.2 4.8 1.6 1.8 4.1% (2σ) [3]
atan4 1.3 1 0.51 0.99 0.71 0.97 3.4 0.23 8.3 4.8 1.6 1.8 8.1% (1.8σ) [4]
expc1 1.5 0.5 0 – 0.71 0.99 3.4 0.22 6.9 4.3 1 1.5 0.85% (2.6σ) [1]
expc2 1.6 0.36 0 – 0.72 0.98 3.4 0.24 8.6 4.8 1.4 2.2 1.4% (2.5σ) [2]
expc3 1.6 0.36 0.007 – 0.72 0.98 3.4 0.24 8.6 4.8 1.4 2.2 3.6% (2.1σ) [3]
jump 0.35 – 0.76 – 0.7 0.99 3.3 0.2 7.2 5.9 0.76 0.57 2.8% (2.2σ) [2]
TABLE II. The same as Table I but with Planck TT + H0.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ Γlow Γhigh ΓBAO γ
plaw – – – – 0.68 0.97 3.2 0.14 0 0 0 0 –
bpl 2.8 8 – – 0.68 0.97 3.2 0.13 2.6 2.8 −0.13 −0.01 27% (1.1σ) [2]
atan1 3.5 1 0 1 0.69 0.97 3.3 0.18 4.6 4.1 0.41 −0.18 3.2% (2.1σ) [1]
atan2 2 1 0.48 1 0.69 0.96 3.3 0.18 5 5 0.09 −0.18 8.1% (1.7σ) [2]
atan3 2 1 0.48 1 0.69 0.96 3.3 0.18 5 5 0.09 −0.18 17% (1.4σ) [3]
atan4 0.35 48 0.77 0.51 0.69 0.98 3.3 0.18 5.5 6.5 −0.16 −1.1 24% (1.2σ) [4]
expc1 2.2 0.5 0 – 0.69 0.97 3.3 0.16 5.3 4.7 0.52 −0.02 2.1% (2.3σ) [1]
expc2 2.5 0.45 0 – 0.69 0.97 3.3 0.17 5.5 4.9 0.46 0.02 6.4% (1.9σ) [2]
expc3 0.33 20 0.79 – 0.69 0.97 3.3 0.16 6.7 6.4 0.14 −0.02 8.3% (1.7σ) [3]
jump 0.36 – 0.79 – 0.68 0.97 3.3 0.16 6.8 6.4 0.22 0.03 3.4% (2.1σ) [2]
TABLE III. The same as Table I but with Planck TT + BAO.
introduced in Ref. [35]9 and which is here implemented
in NumCosmo as described in Appendix A. From the re-
sults we produce a corner plot containing the marginal
distributions and two-dimensional confidence regions for
all relevant parameters. We then apply the modified har-
monic mean, also described in Appendix A, to estimate
the Bayes factor resulting from the comparison of the
fiducial and competing models.
We emphasize that the main objective of this paper
is to compute the value of Γ for each alternative model
(and Γi for each component of the final likelihood). The
value of Bfa is computed only for the jump model. Natu-
rally, we also obtain the best-fit parameters and (from the
MCMC analysis) the full posterior. While a parameter-
space analysis can be useful to understand the behavior
of a model, this is not our main objective.
IV. NUMERICAL APPROACH
The theoretical CMB anisotropies CXY` do not depend
on the Planck foreground and instrument parameters in
θPFI. For this reason we divide the problem of finding
the best fit into two steps. In the first step, we define the
full Planck likelihood L(D|θ) as a function on the whole
9 There also exists a Python implementation, see Ref. [36].
parameter space. Fixing the values of {θΛCDM, θξ}, we
can cheaply calculate the likelihood for different points of
θPFI since we can re-use the same C
XY
` . We then define
the PFI-Likelihood as
LPFI (D|θΛCDM, θξ) = max
θPFI
L(D|θ). (21)
In the second step, we find the maximum of
LPFI (D|θΛCDM, θξ). Since these two steps are mathe-
matically equivalent (when the likelihood is C∞ in the
parameters), we can use them to speed up significantly
the finding of the best fit. Furthermore, in a multi-
modal likelihood (which is frequently the case for high-
dimensional likelihoods) the fitting process can always
stop prematurely for two reasons. First, if it finds a local
maximum. Second, if it is moving in a plateau where the
likelihood varies slowly (that is, where it has a very small
gradient). There is no known algorithm that could guar-
antee that the true maximum has been found. Thus we
have applied the usual checking method of starting the
fitting process from different initial points in the para-
metric space in order to minimize this risk. The specific
objects and methods used at this stage are described in
Appendix A.
For the computation of CXY` we employed the Class
back end of NumCosmo (see Refs. [49–51]). The precision
settings were increased compared to the default config-
uration; further details can be found in Appendix A. It
suffices to note here that, in order to measure differences
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ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ Γlow Γhigh ΓH0 ΓBAO γ
plaw – – – – 0.69 0.98 3.2 0.13 0 0 0 0 0 –
bpl 3 7.9 – – 0.69 0.98 3.2 0.14 2.6 2.2 0.34 0.08 −0.05 27% (1.1σ) [2]
atan1 3.9 1 0 1 0.69 0.97 3.3 0.17 5.6 3.5 1.6 0.8 −0.53 1.8% (2.4σ) [1]
atan2 2.6 1 0.49 1 0.69 0.97 3.3 0.17 5.8 4 1.3 0.94 −0.62 5.6% (1.9σ) [2]
atan3 1.4 1 0.5 0.54 0.69 0.97 3.3 0.17 5.8 4 1.4 0.79 −0.5 12% (1.5σ) [3]
atan4 0.35 46 0.77 0.52 0.69 0.98 3.3 0.18 6.5 5.6 0.58 0.63 −0.46 16% (1.4σ) [4]
expc1 2.1 0.5 0 – 0.69 0.98 3.3 0.18 5.8 3.8 1.4 0.63 −0.37 1.6% (2.4σ) [1]
expc2 2.5 0.44 0 – 0.69 0.98 3.3 0.18 6 4.1 1.4 0.48 −0.2 4.9% (2σ) [2]
expc3 0.33 17 0.77 – 0.69 0.98 3.3 0.18 6.5 5.5 0.7 0.55 −0.38 8.8% (1.7σ) [3]
jump 0.35 – 0.77 – 0.69 0.98 3.3 0.18 6.7 5.6 0.76 0.31 −0.14 3.5% (2.1σ) [2]
TABLE IV. The same as Table I but with Planck TT + H0 + BAO.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ Γlow Γhigh γ
plaw – – – – 0.68 0.97 3.1 0.085 0 0 0 –
bpl 1.2 0.68 – – 0.68 0.97 3.1 0.1 2.1 0.9 1.1 34% (0.95σ) [2]
atan1 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 2.3 1.1 6.2% (1.9σ) [1]
atan2 5.2 1 0.01 1 0.68 0.96 3.1 0.1 3.5 2.4 1.1 17% (1.4σ) [2]
atan3 3.7 1 0.009 0.52 0.68 0.96 3.1 0.1 3.6 2.1 1.4 30% (1σ) [3]
atan4 0.38 37 0.81 0.51 0.68 0.97 3.1 0.11 5 3 1.9 29% (1.1σ) [4]
expc1 2.9 0.5 0 – 0.68 0.97 3.2 0.11 3.9 1.8 1.9 5% (2σ) [1]
expc2 2.7 0.52 0 – 0.68 0.97 3.2 0.11 3.9 1.8 1.8 14% (1.5σ) [2]
expc3 0.35 14 0.8 – 0.68 0.97 3.2 0.11 4.7 2.5 1.9 19% (1.3σ) [3]
jump 0.37 – 0.81 – 0.68 0.97 3.1 0.1 5.1 3.1 1.7 8% (1.8σ) [2]
TABLE V. The same as Table I but with Planck TT + lowP.
between primordial power spectra, we considered three
different precision settings: low precision (LP) (equal to
the default setting in CLASS, as in their version 2.5.0),
medium precision (MP), and high precision (HP). In-
creasing the precision from low to medium changes the
results in some cases (with ∆Γ ≈ 0.5), but the results
then remain stable when the precision is further increased
to the highest level. We therefore report results obtained
with medium precision.
V. RESULTS
We group our results according to which CMB data
we are using. For a given CMB sample we discuss its
results alone and in combination with the other samples
H0, BAO and H0+BAO. We already know from previ-
ous studies (see for example [5] and references therein)
that there is a lack of power on large scales for the tem-
perature data. However, studying this effect alone can
be misleading as it is difficult to take into account the
look-elsewhere effect when we are dealing with a large
and heterogeneous body of data. We therefore compare
the whole fit when using different datasets, and we also
include the differences in the fit for each relevant part
of the likelihood. This analysis of the significance of the
different deficit models suggests that most of them are
not sufficiently competitive to justify a complete MCMC
analysis of their parametric space.
A. General considerations
We summarize our results in Tables I to XII. For each
parametrization and dataset used, we show the best-fit
values of the cutoff scale k−1c in Gpc and (when relevant)
the values of the dimensionless parameters λ, β and α.
The first (λ) measures the sharpness of the deficit func-
tion, the second (β) quantifies the deficit, while the third
(α) describes the shape of the transition. After these four
new parameters we include the best-fit values of the four
standard parameters: the dimensionless rescaled Hub-
ble scale h, the spectral index ns and amplitude As of
the fiducial PPS (1), and finally the reionization optical
depth τ (which is computed as a derived quantity from
the best-fit values). To complete the tables we add the
LRT statistics Γ defined by (16) and (in the last column)
the p−value γ defined by (18). To the last column we add
(in round brackets) the probability γ translated into the
corresponding number of one-dimensional Gaussian stan-
dard deviations, and also (in square brackets) the number
of extra degrees of freedom. It is often assumed that a
p−value of 5% indicates statistical significance. We shall
here instead take the view that whenever a small value
is found, this merely suggests a plausible new effect.
In the first line of Table IX we reproduce the currently
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ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP Γhigh ΓH0 γ
plaw – – – – 0.69 0.97 3.1 0.093 0 0 0 0 –
bpl 1.2 0.71 – – 0.69 0.98 3.1 0.11 2.9 1 0.85 0.89 23% (1.2σ) [2]
atan1 5.6 1 0 1 0.69 0.97 3.2 0.11 3.8 1.6 1.6 0.49 5.1% (1.9σ) [1]
atan2 5.4 1 0.007 1 0.69 0.97 3.2 0.11 3.9 1.6 1.8 0.38 15% (1.5σ) [2]
atan3 3.6 1 0.003 0.5 0.69 0.97 3.2 0.12 4.1 1 2.4 0.5 25% (1.2σ) [3]
atan4 0.38 41 0.81 0.56 0.69 0.97 3.2 0.11 4.7 2 3.2 −0.68 32% (0.99σ) [4]
expc1 3.2 0.5 0 – 0.69 0.97 3.2 0.12 4 1.1 2.3 0.3 4.6% (2σ) [1]
expc2 2.7 0.57 0 – 0.69 0.97 3.2 0.12 4.1 1.1 2.3 0.41 13% (1.5σ) [2]
expc3 0.36 14 0.81 – 0.69 0.97 3.2 0.12 4.5 1 3.6 −0.44 21% (1.2σ) [3]
jump 0.37 – 0.81 – 0.69 0.97 3.2 0.12 4.6 1 2.9 0.3 10% (1.6σ) [2]
TABLE VI. The same as Table I but with Planck TT + lowP + H0.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP Γhigh ΓBAO γ
plaw – – – – 0.68 0.97 3.1 0.088 0 0 0 0 –
bpl 1.2 0.63 – – 0.68 0.97 3.1 0.096 2.3 1.2 1.1 0.06 31% (1σ) [2]
atan1 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 1.8 1.7 0.08 6% (1.9σ) [1]
atan2 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 1.8 1.7 0.08 17% (1.4σ) [2]
atan3 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 1.8 1.7 0.08 32% (1σ) [3]
atan4 0.37 46 0.82 0.52 0.68 0.97 3.2 0.11 4.6 2.4 1.9 0.14 33% (0.97σ) [4]
expc1 3 0.5 0 – 0.68 0.97 3.2 0.11 3.8 1.6 2 0.05 5% (2σ) [1]
expc2 3 0.53 0 – 0.68 0.97 3.1 0.11 3.9 2.1 1.6 0.08 14% (1.5σ) [2]
expc3 0.35 17 0.8 – 0.68 0.97 3.2 0.12 4.4 1.6 2.4 0.1 22% (1.2σ) [3]
jump 0.37 – 0.8 – 0.68 0.97 3.2 0.12 4.3 1.4 2.6 0.11 11% (1.6σ) [2]
TABLE VII. The same as Table I but with Planck TT + lowP + BAO.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP Γhigh ΓH0 ΓBAO γ
plaw – – – – 0.69 0.97 3.1 0.098 0 0 0 0 0 –
bpl 1.2 0.69 – – 0.69 0.97 3.1 0.1 2.9 2.5 0.14 0.34 −0.12 24% (1.2σ) [2]
atan1 5.7 1 0 1 0.69 0.97 3.1 0.1 3.9 3.8 0.02 0.17 0.01 4.9% (2σ) [1]
atan2 5.7 1 0 1 0.69 0.97 3.1 0.1 3.9 3.8 0.02 0.17 0.01 14% (1.5σ) [2]
atan3 5.7 1 0 1 0.69 0.97 3.1 0.1 3.9 3.8 0.03 0.17 0.01 27% (1.1σ) [3]
atan4 0.38 42 0.82 0.52 0.69 0.97 3.2 0.11 5 3.5 1.1 0.43 −0.15 29% (1.1σ) [4]
expc1 3.1 0.5 0 – 0.69 0.97 3.2 0.11 4.2 2.9 1.1 0.17 0 4% (2σ) [1]
expc2 3.1 0.5 0 – 0.69 0.97 3.2 0.11 4.2 2.9 1.1 0.17 0 12% (1.6σ) [2]
expc3 0.36 16 0.81 – 0.69 0.97 3.2 0.12 4.7 2.6 1.7 0.3 −0.05 19% (1.3σ) [3]
jump 0.37 – 0.81 – 0.69 0.97 3.2 0.12 4.8 2.5 1.8 0.3 −0.04 9.2% (1.7σ) [2]
TABLE VIII. The same as Table I but with Planck TT + lowP + H0 + BAO.
accepted values for the four standard-model parameters
h, ns, As and τ , where our fit matches that provided by
the Planck team (see, however, App A).
The first conclusion one can draw from the tables is
that the standard-model parameters are hardly affected
by the inclusion of the deficit function, regardless of the
choice of the latter. This shows that even if the lack
of power is a true physical phenomenon, it cannot come
from a strong effect as otherwise the analysis would have
shown some instability when including this phenomenon
in the description of the data. This also immediately
shows that there is no chance of resolving the H0 ten-
sion by taking the deficit function into account. Such a
possibility might be considered upon examining Table II,
where we see that a reasonable amount of the significance
is produced by a better fitting of the H0 data (see ΓH0).
However, this effect is severely reduced when polariza-
tion data are added. In other words, when fitting TT
data alone the extra freedom in the PPS seems to allow
a better fit of the TT + H0 data combination, but this
does not hold when polarization data are added. On the
contrary, comparing with the plaw fits including H0, we
see that when polarization data (at both low-` and high-
`) are added we get −2 ln(LH0) ≈ 9, which corresponds
roughly to the well-known 3σ tension with the H0 data.
For this reason, our results including H0 should be inter-
preted with caution.
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FIG. 3. Examples of best-fit CMB anisotropies with the dif-
ferent deficit functions (see text), together with the Planck
2015 TT data up to ` = 100 (this limit is chosen for aes-
thetic reasons). The smooth transition represented by atan1
results in a larger deficit at the lower multipoles (` =2–10),
whereas jump results in a deficit which is smaller at these
lower multipoles and larger at the higher multipoles ` =20–
30. This reveals the difference between the sharp and the
smooth deficit. The latter improves the fit at the lowest mul-
tipoles only, while the former also affects the spectrum around
` =20–30 where the cosmic variance is less important. These
fits are for the full Planck dataset.
B. The smooth deficit functions
Throughout the data, if we set the interval for the pa-
rameter λ to be around unity10 (that is, if we impose
a smooth transition), it is found that the best-fit value
of the transition scale remains very close to the Hubble
radius (in terms of k−1, corresponding to a length scale
one order of magnitude larger than the Hubble radius) –
where the data are dominated by cosmic variance. As a
result, these fits are only marginally significant (like those
originally discussed by the Planck team). Adding data
for polarization, H0 and the BAO’s does not change this
trend, and in fact adding polarization actually reduces
the significance.
Our weakly-significant fits neither support nor rule out
the smooth deficit functions we have studied. Statis-
tically speaking, according to our frequentist analysis,
these functions are more or less as successful as the stan-
dard power-law model (taking into account the larger
number of parameters). This result might be viewed as a
modest success, in the sense that a smooth deficit could
have been disfavored compared to no deficit but instead
performs comparably well. On the other hand, the data
we have studied are consistent with the apparent low
10 This is not to be considered a prior as it is only a feature of the
minimization algorithm. If in any event the minimization process
takes the best-fit close to the boundaries of these intervals, then
they should be extended and the minimization rerun.
power being a mere statistical fluctuation. In the absence
of a significantly better fit for the models with a smooth
deficit, it is also natural to invoke Ockham’s razor to fa-
vor the simpler model with no extra parameters (even
if, strictly speaking, no such conclusion can be drawn on
the basis of the significance of the fits).
Furthermore, the data we have studied certainly can-
not constrain the shape of the smooth-deficit spectrum
even if it exists. This seems to be so regardless of the
functional form of the deficit function (expc, bpl or
atan), and independently of the number of extra param-
eters and priors assumed. This conclusion is compatible
with our result that the shape parameter α is essentially
irrelevant. Roughly speaking, we found α ranging be-
tween 12 and 1. As shown in Fig. 1, this amounts to hardly
any variation at all in the actual spectrum. Thus it ap-
pears that the data cannot favor any particular shape.
C. The jump function
Having found that a smooth transition to large-scale
low power does not improve the fit to a degree that is
convincingly significant, we now consider the extreme
case of a sharp transition. More precisely, we discuss
a transition that is so fast that the data are incapable of
discerning its structure. Statistically speaking one could
argue, from the results in our Tables, that the jump case
is not necessarily preferable to some of our other models
such as atan1 or expc1. However, one should bear in
mind that the latter cases correspond to imposing strong
(delta function) priors on the extra parameters and with
no particular physical justification (though see Sec. VI
for a possible physical motivation for atan1). Moreover,
as a careful investigation of the Tables reveals, the jump
model appears to be remarkably stable with respect to
the dataset considered, in contrast with the other mod-
els. In particular, the values of the jump parameters
vary little from one dataset to another (the statistical
significance of the fit being also somewhat more stable).
Finally it should be emphasized that, starting from a
smooth transition, the likelihood minimization procedure
itself naturally leads us to a sharp transition. It is in this
sense that we view the jump deficit proposal as being
suggested in an especially natural way by the data.
In Fig. 2 we show the difference between the sharp
jump deficit and the smooth plaw and atan1 deficits,
together with the consequences for the matter power
spectrum Pm(k). Figure 3 shows that, when translated
into CMB anisotropies, the jump deficit decreases the
C`’s at larger multipoles than is the case for the smooth
deficits plaw and atan1. Specifically, jump produces a
larger angular-power deficit in the region ` =20–30.
As we have noted, the case of a sharp transition ex-
hibits an intriguing stability across our datasets. For
CTT` only, we obtain a variation of less than 2% for the
best-fit characteristic scale k−1c , which is found to range
from 353 to 361 Mpc, and we find a best-fit dip in power
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FIG. 4. Corner plot for the MCMC results with plaw and jump using the full Planck dataset, H0 and BAO. The marginal
distribution for k−1c has three modes: the first at ∼ 380 Mpc, the second at ∼ 1450 Mpc and the third at ∼ 3200 Mpc.
As expected the distribution for k−1c becomes flat for k
−1
c & 3200Mpc, since at these values the jump mode is numerically
equivalent to plaw. Furthermore, in this interval, the distribution for β becomes completely degenerate as can be seen in the
k−1c × β confidence region. This is the reason why the short-distance mode appears to provide a definite set of values and may
therefore be considered physically relevant, while the second and third (long-distance) modes are too degenerate in the actual
value of the amplitude of the jump (not to mention that the scale induced is very close to the Hubble scale). Thus we do not
consider these modes any further.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP ΓhighP γ
plaw – – – – 0.67 0.97 3.1 0.082 0 0 0 –
bpl 0.21 0.14 – – 0.67 0.96 3.1 0.1 4.7 2.6 1.9 9.6% (1.7σ) [2]
atan1 6.5 1 0 1 0.67 0.96 3.1 0.094 3.4 2.8 0.65 6.7% (1.8σ) [1]
atan2 6.5 1 0 1 0.67 0.96 3.1 0.094 3.4 2.8 0.82 19% (1.3σ) [2]
atan3 6.5 1 0.003 0.98 0.67 0.96 3.1 0.094 3.4 2.8 0.76 34% (0.96σ) [3]
atan4 0.38 31 0.82 0.7 0.67 0.96 3.1 0.091 5.7 4.3 1.3 22% (1.2σ) [4]
expc1 3.4 0.5 0 – 0.67 0.96 3.1 0.1 4 2.4 1.6 4.5% (2σ) [1]
expc2 2.7 0.57 0 – 0.67 0.96 3.1 0.099 4.2 2.3 1.8 13% (1.5σ) [2]
expc3 0.35 13 0.82 – 0.67 0.96 3.1 0.096 5.7 3.8 1.7 13% (1.5σ) [3]
jump 0.38 – 0.82 – 0.67 0.96 3.1 0.093 5.8 4.2 1.5 5.5% (1.9σ) [2]
TABLE IX. The same as Table I but with Planck TT , TE, EE + lowP.
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FIG. 5. Corner plot for the MCMC results from plaw and jump using the full Planck dataset, H0 and BAO and removing the
second and third modes (see Fig. 4). In this plot we use a linear scale for k−1c . Note that once the second mode is removed,
there is a shift in As and zre. This was already present in Fig 4, in the k−1c × log(1010As) and k−1c × zre confidence regions,
where the one-sigma contour related to the second mode of k−1c is slightly shifted when compared to the first mode. In addition,
we have a negative correlation for k−1c × β: a smaller jump scale k−1c implies a smaller jump amplitude (β closer to unity).
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP ΓhighP ΓH0 γ
plaw – – – – 0.68 0.97 3.1 0.089 0 0 0 0 –
bpl 0.22 0.14 – – 0.68 0.97 3.1 0.1 4.8 2.5 2.1 −0.01 9.2% (1.7σ) [2]
atan1 7.3 1 0 1 0.68 0.96 3.1 0.096 3.2 3 0.33 0.01 7.4% (1.8σ) [1]
atan2 6.8 1 0.022 1 0.68 0.96 3.1 0.098 3.2 2.9 0.66 −0.11 20% (1.3σ) [2]
atan3 4.8 1 0.005 0.51 0.68 0.96 3.1 0.094 3.3 3.2 0.23 0.02 35% (0.93σ) [3]
atan4 0.39 31 0.82 0.77 0.68 0.97 3.1 0.099 5.5 3.7 1.6 −0.06 24% (1.2σ) [4]
expc1 3.7 0.5 0 – 0.68 0.97 3.1 0.1 4.1 2.4 1.6 0.08 4.2% (2σ) [1]
expc2 2.8 0.58 0 – 0.68 0.97 3.1 0.1 4.2 2.3 1.6 0.2 12% (1.5σ) [2]
expc3 0.36 14 0.82 – 0.68 0.97 3.1 0.1 5.5 3.3 2.2 −0.32 14% (1.5σ) [3]
jump 0.39 – 0.82 – 0.68 0.97 3.1 0.095 5.3 4.1 0.99 0.08 7.1% (1.8σ) [2]
TABLE X. The same as Table I but with Planck TT , TE, EE + lowP + H0.
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ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP ΓhighP ΓBAO γ
plaw – – – – 0.68 0.97 3.1 0.085 0 0 0 0 –
bpl 0.23 0.14 – – 0.68 0.97 3.1 0.1 4.7 2.3 2.2 −0.03 9.4% (1.7σ) [2]
atan1 7 1 0 1 0.68 0.96 3.1 0.095 3.2 2.9 0.59 −0.08 7.4% (1.8σ) [1]
atan2 7 1 0.013 1 0.68 0.96 3.1 0.097 3.2 2.7 0.73 −0.15 20% (1.3σ) [2]
atan3 4.4 1 0.002 0.51 0.68 0.96 3.1 0.094 3.4 3 0.86 −0.25 33% (0.97σ) [3]
atan4 0.37 32 0.82 0.68 0.68 0.97 3.1 0.1 5.5 3.5 1.9 −0.06 24% (1.2σ) [4]
expc1 3.5 0.5 0 – 0.68 0.97 3.1 0.1 4.1 2.4 2 −0.28 4.3% (2σ) [1]
expc2 2.8 0.59 0 – 0.68 0.97 3.1 0.1 4.1 2.2 1.8 0.06 13% (1.5σ) [2]
expc3 0.35 14 0.81 – 0.68 0.97 3.1 0.1 5.4 3.4 1.8 0.09 15% (1.5σ) [3]
jump 0.38 – 0.83 – 0.68 0.97 3.1 0.093 5.3 4.2 1.1 −0.07 7.1% (1.8σ) [2]
TABLE XI. The same as Table I but with Planck TT , TE, EE + lowP + BAO.
ξ(k) k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ ΓlowP ΓhighP ΓH0 ΓBAO γ
plaw – – – – 0.68 0.97 3.1 0.095 0 0 0 0 0 –
bpl 0.23 0.15 – – 0.68 0.97 3.2 0.11 4.7 2.7 1.7 0.11 0.01 9.7% (1.7σ) [2]
atan1 6.6 1 0 1 0.68 0.96 3.1 0.099 3.2 4 −0.28 −0.16 −0.04 7.1% (1.8σ) [1]
atan2 6.6 1 0 1 0.68 0.96 3.1 0.099 3.3 4 −0.26 −0.16 −0.04 20% (1.3σ) [2]
atan3 6.6 1 0 1 0.68 0.96 3.1 0.099 3.3 4 −0.24 −0.16 −0.04 35% (0.93σ) [3]
atan4 0.39 32 0.82 0.76 0.68 0.97 3.1 0.1 5.4 4.6 1.3 −0.4 −0.09 25% (1.2σ) [4]
expc1 3.7 0.5 0 – 0.68 0.97 3.1 0.1 4 3.5 0.51 0.02 0 4.6% (2σ) [1]
expc2 2.6 0.6 0 – 0.68 0.97 3.1 0.11 4.3 2.9 1.2 0.12 0.01 12% (1.6σ) [2]
expc3 0.36 14 0.81 – 0.68 0.97 3.1 0.1 5.3 4.5 1.4 −0.5 −0.13 15% (1.4σ) [3]
jump 0.38 – 0.83 – 0.68 0.97 3.1 0.095 5.1 5.1 0.23 −0.17 −0.02 7.7% (1.8σ) [2]
TABLE XII. The same as Table I but with Planck TT , TE, EE + lowP + H0 + BAO.
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FIG. 6. Bayesian evidence comparing jump and plaw models
for various combinations of upper and lower bounds on the
k−1c prior. This analysis used the full Planck dataset, H0 and
BAO-derived distances. The white areas represent forbidden
regions (lower bound greater than upper bound) or regions
without enough points in the sample. To the right of the
graph we include the evidence scale (Jeffreys’ scale) proposed
in Ref. [27, Appendix B].
down to between 76 and 79% (that is, we find β between
0.76 and 0.79). The p−value is around 3%.
Including the polarization for the low multipoles in-
creases the p−value to around 10%, while increasing the
scale k−1c to about 370 Mpc and leaving the dip β essen-
tially unchanged at around 0.80 or 80%. With the full
polarization data the scale is pushed upward even more,
reaching about 380 Mpc, while the dip reaches 83% at
most and the p−value is lowered to 7%. Thus it would
appear from the data that we are unable to unambigu-
ously assert the existence of a new characteristic length
scale, although our analysis naturally points to one. Even
so, as shown in Figs. 4 and 5, this variation in the value
of the scale is well within the error bar for k−1c .
Finally, we have computed the Bayes factor for the
comparison of jump and plaw using our full dataset
(Planck TT , TE, EE + lowP, H0 and BAO-derived
distances). As stated before, we use flat priors for the
cosmological parameters together with the PFI priors.
For nested models, the priors of the common parameters
do not change the final Bayes factor (see for instance
Ref. [52]). The only relevant priors are those for the new
parameters:
−1 ≤ ln
(
k−1c
1 Mpc
)
≤ 18, 0 ≤ β ≤ 1.
Instead of reporting a single value for Bfa for the above
priors, we adopt the framework of a robust Bayesian
analysis. The prior of β is chosen so that all possi-
ble deficits are allowed and are equally probable. How-
ever, there is no clear way to choose a meaningful in-
terval for the prior of ln(kc). We circumvent this prob-
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lem by calculating the Bayes factor for all subintervals
of −1 ≤ ln
(
k−1c
1 Mpc
)
≤ 18 and plotting the results in
Fig. 6, thereby showing the sensitivity to the prior. The
Bayes factor for the full interval is found to be
Bfa = 10
1.06 = 11.5.
This is considered “strong” on the Jeffreys’ scale given
in Ref. [27, Appendix B].
In Fig. 6 there is no interval where the evidence is “de-
cisive” or “very strong”, although in a large portion of
the graph the Bayes factor is classified as “strong”. On
the other hand, the figure shows that to achieve “strong”
evidence it is necessary to include all peaks or the last two
peaks and part of the plateau in the distribution of k−1c
be allowed by the prior (see Fig. 4). For priors including
only one peak, the evidence drops to “substantial”. Thus
a conservative conclusion is that we have only “substan-
tial” evidence for a particular scale (at k−1c ' 380 Mpc).
D. Tensor modes and scalar-tensor consistency
In our data analysis we have ignored tensor modes
(effectively assuming a negligible tensor-to-scalar ratio
r ' 0). It is however noteworthy that, for both atan
and expc as well as for jump, we have found a general
degradation of the frequentist significance when polariza-
tion data are added (though noting that the parameters
remain remarkably stable for jump). The pattern of
degradation depends on the datasets considered. For ex-
ample, comparing TT only (Table I) with the full Planck
data (Table IX) the degradation of p−values for atan is
worse than for jump, while comparing TT + BAO (Table
III) with TT + BAO + lowP (Table VII) the degrada-
tion is worse for jump. For TT + BAO and full Planck
+ BAO (Table XI) the degradations are comparable. On
the other hand it should be noted that the Γ values are
persistently higher for jump, indicating that the degra-
dation is less severe. To explain these observations, we
may consider three possible scenarios.
First, we may imagine that we are in fact simply mod-
eling a statistical fluke. This would imply that the more
data we add, the smaller the resulting significance. How-
ever, this does not generally appear to be the case. Al-
though there seems to be a systematic decrease in signif-
icance of the fits when we add polarization data, adding
other datasets does not result in any particular system-
atic (positive or negative) trend for the fits.
A second possibility is that our models are indeed fit-
ting a real feature but also partially overfitting statistical
fluctuations (a combination of cosmic variance, sample
variance and data noise). In this case, adding more data
may be expected to wash out the overfit simply by re-
ducing the variance, and this in turn would reduce the
significance to its genuine value. For each of our deficit
functions it can then happen that, because of an overfit-
ting of the datasets without polarization, significance is
lost when polarization data are added. If this turns out
to be the true explanation for the observed degradation,
then jump will arguably be the preferred deficit func-
tion because of its persistently high values of Γ (though
in terms of p−values it is not clear which function would
be preferred).
The third scenario, which we focus on in this section,
is related to the assumption of negligible tensor contribu-
tions. This is arguably something of a theoretical prej-
udice, stemming from the ΛCDM + inflation paradigm
with a small value of r (specifically r0.002 < 0.099, with
95% CL from temperature and polarization data), the
relevant constraint being calculated within that frame-
work. In contrast with this paradigmatic case, Ref [5]
fitted several variants. For instance, allowing the pos-
sibility of a running spectral index for the scalar PPS,
the upper bound on r becomes r0.002 < 0.15 (95% CL,
with temperature and polarization data). Thus chang-
ing the framework (for example allowing for a running
spectral index) permits us to relax the constraint on r.
Including a deficit function in the PPS can be even more
drastic as it can break the inflationary scalar-tensor con-
sistency. In the context of our analysis it is therefore
natural to expect that a larger tensor contribution is al-
lowed. We are then led to consider that the addition of
a tensor contribution, with a breaking of scalar-tensor
consistency, might enable us to avoid the degradation
noted above. If this turns out to be the true explanation
for the observed degradation, then atan will arguably
be the preferred deficit function because (as discussed
below) quantum relaxation models naturally allow for a
breaking of scalar-tensor consistency.
The TT angular power spectra are functionals of the
scalar (Ps) and tensor (Pt) power spectra:
CTT` = C
TT
s,` [Ps] + CTTt,` [Pt] . (22)
We may parametrize Pt with an amplitude At = rAs
and write Ps = Asf(k) and Pt = rAsg(k). Since the
functionals are linear we have
CTT` = AsC
TT
s,` [f ] + rAsC
TT
t,` [g]. (23)
Our polarization angular power spectra are also linear
functionals of Ps and Pt and so similarly we have
CXY` = AsC
XY
s,` [f ] + rAsC
XY
t,` [g], (24)
where X and Y can denote the possible polarizations
E and B (as well as the temperature T ). If r is very
small, the total values of CXY` (including C
TT
` ) will be
determined essentially by Ps only.
Now the data seem to show anomalously low values of
CTT` for ` roughly in the interval [2, 50]. If we modify the
function f(k) appropriately we can improve our fit to the
TT data in this region. However, it is not so straightfor-
ward if we consider a dataset that includes polarization.
For example, if we take the datasets TT and TE + EE,
the component TE+EE does not have the same anoma-
lously low power at low `. Thus if we try modifying f(k)
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so as to improve the fit to the TT data, at some point we
will worsen the fit to the TE+EE data. In other words,
with a total likelihood
lnLtotal = lnLTT [As, f ] + lnLTE+EE [As, f ], (25)
lowering the power in f will increase the first term but
decrease the second, so that the best fit will be some-
where in the middle ground.
If instead the tensor contribution is not negli-
gible on all scales of interest, it may be possi-
ble to increase lnLTT [As, r, f, g] without decreasing
lnLTE+EE [As, r, f, g] – provided we are allowed to vary
the functions f and g independently. For then we might
be able to choose f such that we have lower power in
CTT` on large scales while at the same time choosing g
such that it compensates for the lower power in CTE`
and CEE` at large scales (resulting from lower values of
CTEs,` [f ] and C
EE
s,` [f ]) and without spoiling the rest of the
fit. This would require the relative tensor contributions
to TE and EE to be larger than the relative tensor con-
tribution to TT , which can occur in appropriate condi-
tions.
However, to vary f and g independently amounts to a
violation of scalar-tensor consistency. In such conditions
the definition
r ≡ 4PtPs (26)
of r is no longer a fixed number but will generally depend
on k. In practice, however, r is taken to be the ratio (26)
at the pivot scale k = k∗ (with As defined as the value of
Ps at k = k∗ so that f = 1 at that point), in which case
the general relations (23) and (24) are still valid. Note
that while this scenario requires a large contribution from
tensor modes at large scales, r itself could still be small
since it is defined at the relatively small pivot scale.
This reasoning suggests that, if the low-power anomaly
in CTT` is real, then having significant tensor contribu-
tions at large scales (with a violation of scalar-tensor con-
sistency) might allow us to avoid a degradation of the fit
when polarization data are included.
An intriguing feature of quantum relaxation models is
that they naturally imply a large-scale violation of scalar-
tensor consistency without spoiling the overall inflation-
ary scenario [26]. This is because, when the initial condi-
tions are no longer constrained by the Born rule, there is
no reason why different degrees of freedom should have
the same initial nonequilibrium distribution and hence
there is no reason why they should have the same large-
scale deficit function ξ(k).11 In general we will have two
distinct functions ξs(k) and ξt(k) for scalar and tensor
modes respectively, with two different and unequal sets
11 See Ref. [24] for examples where different initial nonequilibrium
distributions all give rise to approximately atan spectra but with
different parameter values.
of parameters αs, βs, (kc)s and αt, βt, (kc)t (with λ = 1
throughout). A more complete data analysis would then
require a fit to this six-parameter model, where for com-
pleteness r itself could also be subject to a fresh fit. Such
studies are left for future work.
VI. IMPLICATIONS FOR QUANTUM
RELAXATION MODELS
In this section we consider the implications of our data
analysis for quantum relaxation models [23–26].
A. Best-fit results for the nonequilibrium deficit
As noted in Sec. II A, quantum relaxation during a
radiation-dominated preinflationary era (combined with
a simplifying assumption about the transition to infla-
tion) predicts an approximate deficit function ξneq(k) of
the form (6) with λ = 1 [23, 24]. That is, the relax-
ation scenario predicts the deficit function that we have
here called atan3, with three undetermined parameters
α, β and kc. In the present analysis we have fitted the
data to atan3, and also to the reduced functions atan2
(with α = 1) and atan1 (with α = 1 and β = 0). The
results show that conclusions about the fits depend on
the datasets considered, in particular on whether we con-
sider only datasets with no polarization (Tables I–IV) or
whether we instead consider only datasets that include
polarization (Tables V–XII).
As a general point of principle, it could happen that
a useful pattern emerges only for datasets that include
polarization. More complete datasets can be required
to observe an effect, where more data generally implies
smaller error bars (by diminishing the data variance). In
this spirit it may be useful to consider Tables I–IV and
Tables V–XII as two distinct sets of data.
1. Best fit without polarization
If we restrict ourselves to datasets without polariza-
tion, for a reliable best fit atan1 does not suffice and we
require atan2 or atan3.
To see this, observe that in Tables I–IV the parame-
ter kc changes considerably from atan1 to atan2 (where
the latter fit yields quite a large β ' 0.5), showing that
atan1 is not a reliable fit. Thus, while atan1 shows an
apparently impressive significance of up to 2.7σ (Table II)
for these data sets, the instability of the fit indicates that
this result should be discounted. Whereas, again for Ta-
bles I–IV, the parameters kc and β are more or less stable
from atan2 to atan3 (although less stable for Table IV),
suggesting that atan2 is a reliable fit – with a significance
of up to 2.4σ (Table II). The latter result is suggestive,
but as we shall discuss the significance diminishes when
polarization data are included.
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2. Best fit including polarization
If instead we ignore datasets without polarization, we
find that the only relevant parameter is the (uncertain)
scale kc, so that the best-fit function is in effect just
atan1. However, we cannot really conclude that β = 0
because the data cannot provide such a constraint. In
other words, the likelihood (for atan2 and atan3) is al-
most constant around β = 0 (see Tables V–XII). This is
a direct consequence of β modifying the spectrum only
at values of k−1 much larger than k−1c (as discussed in
Sec. B 1): since k−1c is already large, β modifies the spec-
trum at unobservable scales. To obtain an upper bound
on β, we could vary the initial β values in the fitting pro-
cess making them closer and closer to one (or we could
perform a full MCMC posterior analysis). For the pur-
pose of model comparison, however, it suffices to obtain
the fits with β ≈ 0.
3. Significance of atan1
If we consider all the datasets, we find, as a rough gen-
eral trend, that the more data we add the larger the best-
fit lengthscale k−1c and the smaller the significance of the
fit. This suggests that the effect is probably a statistical
fluctuation. In principle, however, it could be that the
effect only occurs at super-Hubble scales and that the
atan1 model is trying to fit a real physical feature there.
With this in mind, if we allow ourselves to disregard the
datasets without polarization (and if we fix λ = 1 as
in the quantum relaxation model), then it is reasonable
to consider only atan1 since at these scales neither α
nor β have a measurable impact on the spectrum. Thus
atan1 may be regarded as a smooth alternative to the
sharp function jump. For datasets including polariza-
tion, atan1 is found to have a significance of up to only
2σ (Table VIII).
4. Degradation and stability of fits. Comparison with jump
From the point of view of significance atan1 performs
about as well as jump (overall for datasets including po-
larization both at low- and high-`), having in some cases
a slightly better significance for the same dataset. How-
ever, the significance of atan1 is found to diminish sys-
tematically as more polarization data are included (see
Table XIII), that is, including polarization at low-` de-
creases the significance and when both low- and high-`
are included the significance decreases even further. By
contrast, while the significance of jump decreases when
low-` polarization is added it increases again for the full
polarization data (see Table XIV). Both deficit functions
have a significance varying from ≈ 1.5σ to ≈ 2.5σ.
Regarding the general stability of the fits, as discussed
in Ref. [53] there are different regions of the atan param-
eter space that produce approximately the same curve.
Such degeneracy can result in a large variation and ap-
parent instability of the best-fit parameters for atan. In
contrast, for jump there can be no such degeneracy. As
we have seen the parameters for jump are found to be
stable, and this of course implies that the function it-
self is stable. This fact, together with the larger values
of Γ for jump, motivated our follow-up Bayesian anal-
ysis carried out above. The case for running a similar
Bayesian analysis for atan is not as strong: the stability
of the function remains to be clarified as does the struc-
ture of the parameter space, and in any case the values
of Γ are lower. Thus we leave such further analysis for
future work.
B. Quantum relaxation and future work
We now comment on the implications of our results for
future work on quantum relaxation models.
1. Mechanism for negligible super-Hubble power
As far as p−values are concerned, atan1 performs
more or less as well as jump (for datasets including po-
larization). This motivates us to ask if there might be
a theoretical model that predicts atan1 and in partic-
ular a near-vanishing β. Because β = limk→0 ξneq(k),
this means that we require a model in which the primor-
dial power spectrum itself becomes negligible in the far
super-Hubble limit.
In a quantum relaxation scenario with a radiation-
dominated preinflationary phase, the limit k → 0 yields
the maximum suppression or “freezing” of quantum re-
laxation. As shown in Sec. V of Ref. [25], in the far
super-Hubble regime the de Broglie-Bohm time evolu-
tion of a field mode on an interval (ti, tf) with tf  ti is
equivalent to the time evolution of a standard harmonic
oscillator on a time interval (ti, 3ti). Thus for k → 0
all modes effectively evolve over the same small time 2ti
and we expect very limited relaxation. At small k the
resulting deficit function ξneq(k) will then be essentially
equal to the deficit function ξic(k) associated with the
initial conditions. This means that, for long-wavelength
modes, the freezing of relaxation preserves the initial con-
ditions almost intact. A negligible value of β then implies
a negligible statistical variance (or power) in the initial
conditions themselves (for modes in the far super-Hubble
regime).
This motivates us to consider a quantum relaxation
scenario in which there is negligible super-Hubble noise
in the initial state (corresponding to very small β). It is a
matter for future theoretical work to develop the details
of such a scenario. A simple suggestion is to assume that
there is negligible power in the initial conditions for all
modes. This is an attractive hypothesis, as physically
it means that essentially all of the quantum noise we
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observe at later times was generated dynamically12.
While the hypothesis of negligible initial power pro-
vides a good physical reason to prefer atan1, so far the
significance remains small. A full MCMC analysis might
help to evaluate whether or not it is worth pursuing such
models. This would depend on the resulting upper bound
on β.
If this hypothesis is considered further, it would be
natural to apply the same reasoning to tensor modes as
well, in which case we would expect the distinct functions
ξs(k) and ξt(k) (discussed in Sec. V D) to each take the
form of atan1 but with different scales (kc)s and (kc)t
(again generally breaking scalar-tensor consistency).
2. Other signatures of quantum relaxation
The data seem to show that if there is a low-power
anomaly it must exist at large scales that we cannot accu-
rately measure. Because cosmic variance is so large in the
relevant region, we are unable to meaningfully test the
predictions of quantum relaxation for the power deficit
alone. To improve the chances of constraining such mod-
els we need to include more detailed predictions−such as
primordial oscillations and statistical anisotropy, which
are additional generic features of quantum relaxation.
Extensive numerical simulations show significant oscilla-
tions around the atan function [23, 24], which have how-
ever so far eluded a simple and general parametrization.
Statistical anisotropy arises from initial nonequilibrium
distributions that depend on the direction kˆ of the wave
vector, resulting in parameters α, β, kc that depend on
kˆ, where the effect of α(kˆ) could arguably persist at large
` and hence have a more visible impact on the data [54].
3. Quantum relaxation across the transition
Finally, it should be emphasised that the atan predic-
tion was obtained on the simplifying assumption that the
transition does not affect the nonequilibrium distribution
left at the end of a radiation-dominated preinflationary
era [23]. Modeling the transition and simulating the time
evolution of nonequilibrium across it remains to be done.
How this might change the overall result is currently un-
known. The evidence discussed above in favor of a sud-
den jump deficit raises the question of whether or not
a realistic quantum relaxation model could yield such a
result (or, indeed, if such a result could arise from other
kinds of models not involving quantum relaxation).
12 In Ref. [26, Sec. X] it was argued that, in a theory of dynamical
quantum relaxation, it is natural to have an initial subquantum
width (so that ξic(k) < 1). Following the same logic to its con-
clusion, it is arguably natural to take ξic(k) to be as small as
possible and to set ξic(k) ' 0.
VII. CONCLUSIONS
A smooth deficit function can be superimposed on
the primordial power spectrum to mimic the large-scale
deficit which has apparently been observed in some cos-
mological data. We have analyzed a broad range of data
using different parametrized versions of the deficit func-
tion, in such a way as to be able to compare with a pre-
vious analysis by the Planck team. We confirm that, for
the deficit functions we consider, the fit is only marginally
better than for the standard power law, where the im-
provement occurs at wavelengths comparable to the Hub-
ble scale. It would appear that, taken by itself, the power
deficit is not very statistically significant and therefore
not necessarily physical. This result is consistent with
previous investigations. We do, however, find some sug-
gestive hints for future work.
We have consistently found hints of statistically-
significant fits, only to find that the significance degrades
when polarization data are added. We have argued that
such degradation might be avoided in models that break
scalar-tensor consistency and which have non-negligible
tensor contributions at large scales. Quantum relaxation
models in fact naturally break scalar-tensor consistency,
yielding independent deficit functions for scalar and ten-
sor degrees of freedom. Fitting such extended models to
the data may be considered in future work. Another pos-
sibility, however, is that our fits without polarization are
partially overfitting those datasets, so that when polar-
ization data are added this part of the modeling loses its
significance.
The behavior of the restricted (one-parameter) quan-
tum relaxation deficit function atan1 across all datasets
arguably suggests that it is merely modeling a statisti-
cal fluctuation, since adding more data tends to increase
the lengthscale k−1c and decrease the significance. Pos-
sibly, however, the fit is trying to capture a real feature
at super-Hubble scales. To test this, we might consider
disregarding the datasets without polarization, in which
case our results do suggest that atan1 may be worth
considering further, in particular because the data seem
to be relatively insensitive to the values of the additional
parameters α and β. Physically, the function atan1 has
vanishing power in the far super-Hubble limit, and we
have argued that this would be a natural feature in quan-
tum relaxation models with negligible power in the initial
conditions.
Future theoretical work on the power deficit should,
however, also take note of the following elementary point.
Because of the low statistical significance of the deficit,
an effective test of theoretical models will require that we
include further predictions such as primordial oscillations
or statistical anisotropy, especially if these are able to
affect the data at larger values of `.
Our study of smooth deficit functions has, however,
already led us to an unexpected and statistically signif-
icant result of another kind. By allowing the fit to run
on the characteristic deficit speed, we have found that
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the additional power index−the parameter λ in (8)−is
naturally driven to very large values, implying an almost
discontinuous or steplike deficit function. After having
scanned much of the parameter space, we studied the
specific case which the data seemed to be pointing to: a
deficit function jump with only two parameters, specif-
ically a break point kc indicating the scale above which
the usual fiducial power spectrum is valid and a relative
amplitude difference β. Running our analysis with this
two-parameter step function (12), we obtained a fit with
better agreement with the full range of datasets (bet-
ter in the sense of more stable parameters and higher
values of Γ), exhibiting a new length scale Dc around
2pi×350 Mpc ≈ 2200 Mpc today and with a power deficit
of about 20%. This stability indicates that the model is
not merely overfitting a particular dataset, and that the
feature it fits is real. The resulting modification of the
primordial power spectrum and its impact on the matter
power spectrum are shown in Fig. 2. In our Bayesian
follow-up analysis we obtained “strong” evidence when
allowing the scale to vary in a wide interval and “sub-
stantial” evidence for our peak at around 350 Mpc.
Taking Dc at face value today, and running it back-
wards by some appropriate number N of e-folds to an
inflationary phase during which it may have been gen-
erated, we find a corresponding primordial scale around
`c ∼ 3 × 108e120−N`p, with `p the Planck length. For
the commonly quoted value N = 120 (including the later
radiation- and matter-dominated epochs), in terms of en-
ergy this scale corresponds to ≈ 2.5 × 1020 eV. If N is
allowed to range up to ∼ 140, the scale approaches `p or
an energy scale ∼ 1019 GeV.
Forthcoming experiments may yield further insights
into the magnitude, statistical significance, and physical
relevance of this potentially new scale. We may for exam-
ple consider how our best-fit primordial deficit function
jump would affect the two-point correlation function (in
three-dimensional space) for perturbations in the total
cosmological matter density, as traced by the distribution
of galaxies. This is shown in Fig. 7. The jump function
creates a very small bump at r ≈ 2 Gpc, which is com-
patible with our predicted scale 2pik−1c ≈ 2200 Mpc. A
bump at such a scale might be observable in upcoming
surveys. This is demonstrated by (say) the BOSS re-
sults [55, 56], which come close to measuring this scale
using a 3(Gpc/h)3 volume for the galaxy sample and a
14(Gpc/h)3 value for the quasar sample. While it is clear
that BOSS is not able to resolve such large scales, Eu-
clid (for example) might possibly be able to do so at
least partially. Euclid [57] will increase this volume to
∼ 50 Gpc3 which could observe (at least partially) the
relevant scales. Of course one must include other effects,
such as redshift-space distortions, in order to be able to
compare with actual data, and such effects could make
this bump difficult to measure even if it exists. Even so,
a possible empirical confirmation of this potentially new
scale seems within reach.
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FIG. 7. The predicted linear (3D) two-point functions for per-
turbations in the total cosmological matter density (conven-
tionally denoted ξ ) when the power-law primordial spectrum
is modified by our best-fit deficit functions atan1 and jump.
These fits are for the full Planck dataset.
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Appendix A: NUMCOSMO
In this appendix we briefly describe the numerical
tools used in this work. These tools are part of the
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Numerical Cosmology library – NumCosmo [58]. All
codes described here are located in the project’s repos-
itory https://github.com/NumCosmo/NumCosmo and
the library’s documentation is in https://numcosmo.
github.io/. The library contains an independent im-
plementation of several tools used in numerical cosmol-
ogy, providing a complete toolkit to compute and ana-
lyze different cosmological observables. The observables
were computed with the homogeneous and isotropic cos-
mological models objects (NcHICosmo*) and with the
Boltzmann code using Class [49–51] as back-end. Differ-
ent precision files were used, all based on chi2pl0.01.pre
(which was calibrated by the Class developers to pro-
vide a 10−3 error in C` at version 2.5.0). This precision
file was modified to increase the number of points per
decade to evaluate the PPS and to decrease the distance
between interpolation points in ` (no interpolation for
low-` and increasing interpolation for high-`). This was
necessary to capture the features added by the different
deficit functions. We used three different precisions:
LP: The default class precision;
MP: The original file chi2pl0.01.pre with the addition –
k per decade primordial = 50.
HP: Same as MP but using –
l logstep = 1.02,
q linstep = 0.2.
After running the best-fit finder using these precisions,
we found no relevant differences between MP and HP.
For the best-fit finders we used NumCosmo’s Ncm-
Fit object and the NLOpt (see Ref. [59]) library as the
minimization library back-end. We tested different nu-
merical optimization algorithms. The most efficient and
stable algorithms found were the Nelder-Mead [60–62]
and Subplex [63]. The main advantage of these algo-
rithms is that they do not require the objective function
derivatives and have a better handling for discontinuous
functions. The likelihood used is, in principle, a smooth
function of the parameters θ, although the computation
of CXY` introduces numerical errors in the evaluation of
L(D|θ), which in turn can create artificial discontinuities
at the error level. Accordingly, any optimization algo-
rithm that depends on the smoothness of the likelihood
(for example, some algorithms create a cubic approxima-
tion to the objective function or calculate an estimate
of the derivative through finite differences) will find spu-
rious maxima resulting from these small discontinuities
(mainly on regions/direction where the likelihood is al-
most constant). In our fitting process we found that even
the more appropriate algorithms terminate prematurely
due to the artificial maxima. For this reason, we rerun
the fitting process iteratively until the last two minima
coincide within a 0.1% margin. This process was auto-
mated in the NcmFit.run restart method.
We note a small difference between the parameter
best-fit values using different precisions for the CMB
anisotropies and/or accuracy for the minimization al-
gorithm. The code used by Planck, CosmoMC [33,
34], uses the BOBYQA [64] (Bound Optimization BY
Quadratic Approximation) as the best-fit finder or even
the point with smaller −2 ln(L) value found during the
MCMC exploration. We also tested these two methods.
Both provide suboptimal minima with small differences
in the best-fit parameters. The higher precision for the
computation of the CXX` and a more precise minimiza-
tion algorithm resulted in best-fit parameters close to the
ones previously obtained by the Planck team (with differ-
ences of the order of the precision for the CXX` , ≈ 10−3)
but with larger differences in the values of the likelihood
itself, that is, in the values of Γi (with ∆Γ ≈ 0.5).
The MCMC algorithm used is identical to that used
in Appendix D of Ref. [65]. Note however that, in our
analysis, we did not use the profile likelihood for the PFI
parameters: instead, we used a complete sample includ-
ing all parameters. In Appendix E of Ref. [65], one can
find the description of all the diagnostics used to assert
the convergence of the MCMC sampler.
Finally, we used the harmonic mean (see for con-
text [66]) to estimate the evidence integral. In our imple-
mentation, our posterior sample was obtained from the
MCMC to compute the integral
〈g(θ)〉 =
∫
dθg(θ)P (θ|M, D) ≈ 1
N
∑
i
g(θi),
where θi are theN points in the posterior MCMC sample.
Using Bayes theorem we have∫
dθg(θ)
P (θ|M)L(D|θ,M)
P (D|M) ≈
1
N
∑
i
g(θi),
where L(D|θ,M) is the likelihood and P (θ|M) the pri-
ors. We usually do not know the properly normal-
ized likelihood L(D|θ,M), thus we define L′(D|θ,M) ≡
NLL(D|θ,M), as the unnormalized likelihood (which is
used in most cases for MCMC), and NL the normaliza-
tion factor (which does not depend on any parameter),
where the value of P (θ|M)L′(D|θ,M) was the one used
by the MCMC sampler. For this reason we can choose
g(θ) =
F (θ)
P (θ|M)L′(D|θ,M) ,
to obtain
1
NLP (D|M)
∫
dθF (θ) ≈ 1
N
∑
i
F (θi)
P (θi|M)L′(D|θi,M) .
We then choose F (θ) to be a multivariate normal distri-
bution with the mean and covariance equal to the esti-
mates from the MCMC sample θi. However, the support
of F (θ) must be the same as that of P (θ|M, D) and there-
fore we normalize F (θ) in the same domain as P (θ|M, D)
obtaining a truncated multivariate normal distribution.
After the normalization we finally get our estimator for
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the reciprocal of P (D|M) (modulo the irrelevant con-
stant factor NL):
Zˆ ≡ 1
NLP (D|M) ≈
1
N
∑
i
F (θi)
P (θi|M)L′(D|θi,M) .
We computed the error in Zˆ using two methods. The
first consists in splitting the sample θi into M subsam-
ples, computing Zˆi for each one, and from the results
computing estimators for the mean and variance. The
second method consists in bootstrapping θi (re-sampling
with replacement), computing Zˆi for each bootstrap re-
alization, and applying the usual mean and variance es-
timators. Both methods give numerically equivalent re-
sults.
Appendix B: MODEL TABLES
In this Appendix, we discuss the information already
present in Tables I to XII but presented so as to allow an
easy model-by-model comparison with respect to various
datasets. Focusing on the favored models atan1 and
jump, we briefly discuss the performance of each model
with respect to all datasets used.
1. Inverse tangent model: atan1
The atan model given by Eq. (8) provides a very
smooth deficit correction to the fiducial PPS. In fact, the
parameter kc is not really a characteristic scale in this
case, as can be seen by the following example: setting
β = 0, α = 1 and λ = 1, one obtains the following values
for Xξ ≡ k/kc
X1% = 0.01, (B1)
X5% = 0.07, (B2)
X20% = 0.33, (B3)
X80% = 4.3, (B4)
X95% = 19, (B5)
X99% = 99, (B6)
where the index indicates the amplitude reduction com-
pared to the fiducial PPS.
In words, Eqs. (B1) to (B6) show that ξneq starts
decreasing the amplitude of the PPS already for, say,
X99% = 99, which implies k
−1
99% = k
−1
c /99. There-
fore, for a fit with k−1c ≈ 3.5 Gpc say, the modifica-
tion starts around ≈ 35 Mpc, the power drop reaching
20% for k−180% = k
−1
c /4.3 ≈ 914 Mpc. Moreover, the
total deficit window can be very wide: in the case at
hand, one has X99%/X1% ≈ 104, so that k varies over
four orders of magnitude within the deficit window. A
more conservative window, from 20% to 80% say, leads to
X80%/X20% ≈ 13, which still requires a full order of mag-
nitude variation of k. When β 6= 0, the only difference is
that the deficit window ends, roughly, when X < Xβ .
The most significant parametrization for the atan
model is the special case atan1; Table XIII summarizes
our findings for this model. We observe that adding po-
larization data has an effect opposite to what we found
for bpl, with the value of k−1c getting larger as we include
more polarization datasets (independently of the other
datasets used, H0 and/or BAO). This occurs because the
deficit actually worsens the polarization fit, so the effect
needs be reduced in order to improve the temperature
fit without spoiling the polarization fit. Since this model
has a single parameter, the only way to achieve that is
by pushing this parameter to a larger scale. Similarly to
bpl, when using temperature data only, the larger deficit
is compensated for by a 15%-20% increase in the spec-
trum amplitude.
Although this model seems to provide fits which are
better than for the fiducial case, in some cases with an
improvement close to 2.5σ, these fits are actually not reli-
able because they are unstable with respect to the param-
eter values obtained. Indeed, when polarization data are
added, the parameters change abruptly and, moreover,
the significance is reduced, as expected for a statistical
fluctuation. Finally, including all datasets, we obtain a
marginal 1.8σ significance for a smooth and broad deficit
at very large scales.
2. Sharp deficit model: jump
The results for this model are summarized in Ta-
ble XIV. We observe that the parameter values are now
consistent across all datasets, although the significance
remains marginal and resembles those for atan1 and
expc2. In the case of jump, however, all datasets point
in the same general direction and parameter values that
provide a good fit for one dataset also provide a good
fit for the others. This means that, to have a hope of
measuring an effect using the full range of datasets, we
need to consider the jump model.
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data-set k−1c [Gpc] λ β α h ns ln(10
10AS) τ Γ γ
Planck TT 3.6 1 0 1 0.7 0.97 3.3 0.18 5.5 1.9% (2.4σ) [1]
Planck TT+H0 3 1 0 1 0.71 0.98 3.4 0.21 7.1 0.79% (2.7σ) [1]
Planck TT+BAO 3.5 1 0 1 0.69 0.97 3.3 0.18 4.6 3.2% (2.1σ) [1]
Planck TT+H0+BAO 3.9 1 0 1 0.69 0.97 3.3 0.17 5.6 1.8% (2.4σ) [1]
Planck TT+lowP 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 6.2% (1.9σ) [1]
Planck TT+lowP+H0 5.6 1 0 1 0.69 0.97 3.2 0.11 3.8 5.1% (1.9σ) [1]
Planck TT+lowP+BAO 5.3 1 0 1 0.68 0.96 3.2 0.11 3.5 6% (1.9σ) [1]
Planck TT+lowP+H0+BAO 5.7 1 0 1 0.69 0.97 3.1 0.1 3.9 4.9% (2σ) [1]
Planck TT , TE, EE+lowP 6.5 1 0 1 0.67 0.96 3.1 0.094 3.4 6.7% (1.8σ) [1]
Planck TT , TE, EE+lowP+H0 7.3 1 0 1 0.68 0.96 3.1 0.096 3.2 7.4% (1.8σ) [1]
Planck TT , TE, EE+lowP+BAO 7 1 0 1 0.68 0.96 3.1 0.095 3.2 7.4% (1.8σ) [1]
Planck TT , TE, EE+lowP+H0+BAO 6.6 1 0 1 0.68 0.96 3.1 0.099 3.2 7.1% (1.8σ) [1]
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