We compute tunneling in a quantum field theory in 1 + 1 dimensions on a compact space with periodic boundary conditions, i.e., on R × S 1 . The field potential U(φ) is of the asymmetric double well type and the system is initially in the "false ground state". We use a real time description, the not the usual continuation to imaginary time for the path under the potential barrier. The computation is based on the time-dependent Hartree-Fock variational principle with a product Ansatz for the wave functions of the various normal modes. The wave function of the zero mode that tunnels between the two wells is not restricted and follows a standard Schrödinger equation while the wave functions of the nonzero fluctuation modes are treated within the Gaussian approximation. We find ordinary tunneling as well as a transition where the back reaction of the quantum fluctuations tilts the potential such that the system can "slide" into the true minimum. 
Introduction
Tunneling is one of the important elementary processes that may happen in a quantum mechanical system. There is a vast literature on the subject and the WKB approach is discussed in textbooks on quantum mechanics. In quantum field theory tunneling has been mostly discussed as a local process proceeding via bounce solutions [1] for the simple reason that in an infinite space a global transition of a mean field through a barrier would have an infinite action. However, if space is finite such transitions are possible. One of the most prominent applications is the quantum creation of a universe [2, 3] , which in the minisuperspace space approximation is a closed 3 sphere and whose radius a is a simple quantum mechanical degree of freedom. This effect has been widely discussed, and most authors use again the WKB approximation [4, 5, 6, 7, 8, 9] . There is some controversy about the amount and the role of particle production in this context [10, 11, 6, 12] . In the present work we have little to contribute to these issues. However the framework established here in a toy model may prove to be useful in addressing this question.
Tunneling is of course a process that occurs in real time and the continuation to imaginary time is a technical tool which is widely used and whose application is based in a controlled way on the eikonal expansion. Its application to quantum field theory becomes cumbersome whenever one is interested in the physical evolution of the system during and after the tunneling process, the matching of the wave functions that is well understood in quantum mechanics now encompasses an infinite system of modes and becomes rather involved. It therefore seems to be of interest to look for a description of the system entirely in real time.
Such an approach was taken for the case of quantum mechanics in Ref. [13] . These authors have studied in detail the case of the double-well potential. They find efficient "resonant" tunneling only for a symmetric double well, where there are degenerate approximate wave functions in the two wells. The authors also address the case of quantum field theory, however without numerical simulation. For quantum field theory, where with the excitations of field fluctutions one has a richer level spectrum, this suppression should disappear. While we will find this to be realized, there will be a second kind of mechanism, found at larger values of a: the fluctutions will gradually change the potential barrier until it disappears and the wave function can slide into the deeper well.
We do not solve the field theoretical problem exactly but use two ap-proximations: for the wave function of the entire system we make a product Ansatz, i.e., a Hartree approximation. The wave function of the fluctuation modes is taken to be Gaussian; for the zero mode wave function, however, we numerically solve the Schrödinger equation. In this respect we differ from the widely used out-of-equilibrium simulations [14, 15, 16, 17] , where the Gaussian approximation is used for the zero mode as well. While the back reaction of the fluctuations to the zero mode is essential, the back reaction of the modes to themselves is not important for the tunneling and could be omitted. The inclusion of quantum back reaction requires renormalization. Though this is almost trivial in 1 + 1 dimensions, we discuss it here in some detail, in a way whose generalization to 3 + 1 dimensions is straightforward.
Computations using the real time approach to quantum tunneling, in the same way as it is used here, have been performed recently by Hirota [18] , who, however, uses analytic approximations for the zero mode wave functions. While quantum back reaction and renormalization are mentioned, they are not considered in detail and the author does not present any numerical simulations.
The plan of the paper is as follows: in Sec. 2 we present the model, the decomposition into a discrete set of degrees of freedom, and the Hamiltonian in the Schrödinger representation; in Sec. 3 we formulate the time-dependent Hartree approximation [19, 13, 20] using our Ansatz for the product wave function; renormalization is discussed in Sec. 4 and the initial conditions in Sec. 5; numerical results for some parameter sets are presented in Sec. 6; we end with conclusions and an outlook in Sec. 7.
The model
We consider a scalar quantum field theory in 1 + 1 dimensions with a compact space, i.e., on a manifold R × S 1 . As ultimately we want to use our approach on R × S 3 we only introduce those self-couplings that would lead to a renormalizable theory in 3 + 1 dimensions. The action is given by
with
and periodic boundary conditions in x. With positive values of the couplings the potential has the asymmetric double well form with a minimum at Φ = φ − = 0 and a second one at
3)
The parameter α is restricted to the range 0 < α < 1. The field Φ is dimensionless, and η and λ have the dimension mass 2 . We introduce the expansion into normal modes
Then the action takes the form
As the field Φ is real we have the condition ϕ −n = ϕ † n . We therefore introduce, for n = 0 real fields via
In the Schrödinger representation the Hamiltonian is given by
In order to get rid of factors 2πa we introduce the rescaling 10) so that the Hamiltonian takes the form
with η ′ = η/ √ 2πa and λ ′ = λ/2πa. Note that in the cubic and quartic parts we still have retained the complex fields
3 The time dependent Hartree-Fock approximation
We now make a variational Ansatz for the wave function and impose a variational principle, which is known under the name of "time-dependent HartreeFock approach". The Ansatz for the wave function is
Furthermore we will restrict the Ansatz for the modes with n = 0 to a Gaussian wave function
while we do not further specify ψ 0 . The time dependent Hartree-Fock variational principle now imposes the condition
We will find later that the dynamics is independent of the index j, which therefore has already been suppressed in the index for the wave functions. Before we write down the resulting Schrödinger equations for the various degrees of freedom we rewrite the Hamiltonian in an appropriate way. The part of H which exclusively contains the zero mode is given by
The parts bilinear in the quantum modes lead to the Hamiltonian
Due to the Gaussian Ansatz for the n = 0 modes the expectation values of any odd powers of n = 0 fluctuations vanish. So if we consider the interaction between zero and nonzero modes we need to retain only terms bilinear in the n = 0 modes. We then have for the interaction between zero and nonzero modes
So with the scaled couplings η ′ and λ ′ the interaction Hamiltonian coupling zero and nonzero modes is given in the approximation considered here by
The part of the Hamiltonian cubic in the nonzero modes has a vanishing expectation value. The quartic term has the expectation value
where we have used the fact that the wave functions for n = 0 are Gaussian. This part yields the Hamiltonian for the mutual and self interaction of the nonzero modes. It is given by
Applying now the variation principle we get for ψ 0 the Schrödinger equation
Here we have introduced the fluctuation integral
which will be specified more explicitly later. For the modes with n = 0 we find
Here
We also introduce Ω 2 n (t) = ω 2 n +W (t). The Schrödinger equation for the quantum mode wave function is seen to be independent of the index j. Therefore the previous summations over j just lead to a degeneracy factor 2, so that for the mode functions the index j can be suppressed.
With the Gaussian Ansatz (3.2) the Schrödinger equation for the n = 0 modes impliesσ
The first two of these equations can be related to mode functions f n (t) satisfyingf 20) as they arise from an effective Klein-Gordon equation for the field φ(t). We have, with ω n0 = Ω n (0), 22) while the wave function is given by
In deriving these relation one uses repeatedly the Wronskian relatioṅ
which corresponds to an initial condition
For this wave function the expectation value of χ 2 n is given by
so that the fluctuation integral becomes
The system of equations we have presented here is consistent with an conserved energy
It is convenient to replace ω 2 n by ω 2 n0 in < H 0n >, so that < H 0n > becomes the free Hamiltonian for the initial fluctuation wave functions. Then the term < H I0n > receives an additional contribution −W (0)F .
A particle number for the n = 0 modes may be defined in various ways. A Fock space is defined by the mode decomposition (2.4). To the operators χ nj and their conjugate momenta π nj = ∂/∂χ nj we can associate creation and annihilation operators referring to an oscillator of frequency ω n0 via
and a particle number
computing the expectation value with the wave function ψ n (χ nj ), Eq. (3.23), one finds
Likewise we may define creation and annihilation operators referring to oscillators with the effective frequency Ω n at time t:
In this case one finds the adiabatic particle number
It is undefined wherever Ω 2 n (t) < 0 which occurs for small n in the regions where the classical potential has negative curvature. In the present context, where the "particles" never get really free, the particle number is an artificial concept. In the numerical results we present the particle number N = nj N nj , and not the adiabatic one, merely as an indicator for the excitations of the n > 0 oscillators.
Renormalization
The fluctuation integral and the energy density, as introduced in the previous section, are divergent quantities. In 1 + 1 dimensions the renormalization is rather easy. Nevertheless, with hindsight to applications in higher dimensions it seems worthwhile to consider the matter in some detail.
Though we treat the system in a nonperturbative approach, the divergences are related exactly to those of standard perturbation theory. The mode functions can be expanded perturbatively with respect to the potential V (t) which contains the couplings η and λ; so such an expansion is at the same time an expansion with respect to these couplings.
As extensively discussed in previous publications on nonequilibrium dynamics [16] we write the mode functions as
and convert the differential equation for the f n (t) into an integral equation for the functions h n (t) as
Here V (t) = W (t) − W (0) (see Eq. 3.15). We further have
One easily finds that Reh n (t) behaves as
for large n. For the fluctuation integral one finds
so that we can separate it into a divergent and a subtracted finite part as
, (4.6)
The divergent part has to be regularized and to be separated into the standard renormalization part and a finite contribution. At first we rewrite
The sum can be done as
, (4.9)
Alternatively this expression can be derived using the Abel-Plana formula [21] . The first term in the bracket is obviously the divergent part we would obtain for infinite space and goes into the renormalization of the various couplings. The second term in the bracket arises from the periodic boundary conditions. The third part arises from the fact that F contains the nonzero modes only and no subtraction has been applied to the zero mode. The first term can be regularized in a standard way. Following the approach of Ref. [16] we have
with L ǫ0 = 2/ǫ+ln(4π/m 
and the finite part of the fluctuation integral as
We similarly decompose the fluctuation energy as
,
Integrating by part the last ("thermal") integral in Eq. (4.14) can be recast into the form of a free energy 
The renormalization is done in analogy to the case of nonequilibrium dynamics in [22] , following the scheme of Ref. [23] , by adding a counterterm
Here one has used already the finite gap equation 20) which determines the effective mass of the fluctuations. Choosing
and defining the initial mass m 0 by the initial gap equation
, the gap equation becomes finite for all t. It can be written as
with the previously introduced potential
which now is well-defined. The last two terms are, for a fixed radius a, independent of time; as they do not take part in the conversion of zero and higher mode energies we leave them out when presenting the energy conservation. The term −m 0 /2 marks the absence of the zero mode in the sum over fluctuations. If m 0 = m this term exactly cancels, at t = 0 the expectation value < H 00 (χ 0 ) >. Likewise, the term −1/4m 0 in the initial gap equation (4.22) is cancelled, for m 0 = m, by the term <Ũ ′′ (χ 0 ) − m 2 >. Indeed if a is sufficiently, large am > 1, corresponding to a "temperature" T eff /m < 1/2π, the "thermal integrals" become very small; then the solution m 0 of the gap equation indeed is close to m and E ≈ 0.
This discussion closely resembles the one used in nonequilibrium dynamics; indeed there one shifts χ 0 by a mean field χ, i.e., χ 0 → χ(t) + χ 0 and uses the Gaussian approximation for the zero mode fluctuation χ 0 as well. Then the energy takes the form for t > 0 and
As another variant of the present approach one may consider the oneloop approximation, where one dismisses the back reaction of the modes to themselves, in the energy this is the λ ′ F 2 term. In this case the effective mass squared of the modes eventually becomes negative, resulting in an exponential increase of the fluctuations. At this point the simulation ceases to be physically acceptable.
Initial conditions
As already discussed in Sec. 3 the system is started for the nonzero modes with f n (t) ≃ e −ω n0 t , (5.1)
which is equivalent to initial wave functions
Here ω n0 = m This would be the ground state wave function of an oscillator with frequency ω = m, i.e., the ground state wave function for a potential with η = λ = 0. The choice of these initial conditions is of course quite arbitrary. Here we try to start in an approximate ground state for the system "in the left well" of the double well potential. We find the total energy of the system to be close to zero, as one would expect for such an approximate ground state (it is understood that the zero point energies of the nonzero modes are not included). A different choice would in general lead to a higher total energy and make tunneling easier, or make the transition to a large part an "over the barrier" transition.
Numerical results
We have implemented the formulas of the previous section numerically. This is essentially straightforward. The Schrödinger equation for the zero mode becomes a system of first order differential equations for the values ψ 0 (χ 0,k ) where χ 0,k are the equidistant discrete values of the variable χ 0 , and the coupling arises from the discretized second derivative
where ∆χ 0 is the step width for the χ 0,k . The Schrödinger equation for the n = 0 modes is converted into the second order mode equations, which are coupled to the zero mode and the other nonzero modes by V (t). The wave function of the zero mode initially evolves slowly; it becomes slightly asymmetric and develops a tail into the region of the potential barrier. This is displayed in Fig. 1 . In this period the fluctuations slowly increase as well.
If a is small, this evolution remains limited and has no qualitative consequences. Tunneling proceeds in the expected way: the wave function gradually extends into the deeper well, while the initial peak in the left well decreases in magnitude. A typical example is shown in Fig.2 . As shown in [13] for asymmetric potentials there is no tunneling at all at a = 0; this is explained qualitatively by the fact that in general the approximate initial eigenstate in the left well has no degenerate partner in the right well. For nonzero a tunneling becomes possible; on the one hand the fluctations take up some energy and on the other hand, if the right hand well is deep enough, the spectrum of approximate eigenstates in this well is relatively dense. The tunneling in this regime strongly depends on the parameters of the model, and on a. We have not found a general formula which would allow quantita- tive predictions. Tunneling obviously depends on the transition rate and on the "phase space" of the deep well. The picture changes if a becomes larger. Above some threshold value, which depends on the parameters of the model, the evolution of the fluctuations leads to an important change of the potential in the Schrödinger equation (3.12) , for the zero mode:
Indeed if the fluctuation integral is sufficiently large the second term tilts the potential towards the deeper well. Eventually the potential barrier entirely disappears. This is displayed in Fig. 3 , where the times t = 6.9 and t = 7.45 lie both in the initial period of tunneling. Indeed in this regime we do not have tunneling in the proper sense of the word; rather the wave function "slides down" into the deeper well while the barrier has already disappeared. This is presented in respectively. For each case we show the wave function at five different times, during the transition of the mean value through the barrier, which extends from χ 0 = 0 to 3.28 for a = 6 and to 6.01 for a = 20. The rather pronounced oscillations on the right hand tail seen for a = 6 arise from the fact that there the potential is already negative, making the available kinetic energy E − U 0 (χ 0 , t) large. For a = 20 they built up later, as the potential barrier is larger. This sliding phase of the evolution shows that tunneling in this quantum field theoretical framework proceeds in a way which is quite different from the quantum mechanical evolution and can hardly be represented by the usual WKB approach. Right after the transition through the barrier the mean value is accelerated towards the deep well and then oscillates around it, with slowly decreasing amplitude. Of course the wave functions develops strong oscillations in this region, as the "kinetic energy" E − U 0 (χ 0 , t) is even much bigger than in the sliding phase. While expectation values still may be acceptable, which is certainly true for the energy, the detailed numerical results may be unreliable at late times. The problem can be solved by using an even finer or nonequidistant momentum grid, but as here we are more interested in the tunneling period we have not optimized our numerical procedure in this respect.
The entire scenario with the two different regimes, ordinary tunneling and sliding is presented for the parameter sets m = η = λ = 1 (set I) and m = 1, η = 3, λ = 6 (set II) in Figs.6 and 7 , respectively, where we show the evolution of < φ 0 >=< χ 0 > / √ 2πa as a function of time, for different values of the radius a. In both cases we have ordinary tunneling at small a and sliding at large a. For parameter set II we find the normal tunneling at a 2, exemplified here for a = 1. The wave function keeps a peak at χ 0 = 0, so the mean value < χ 0 > is between zero and the true minimum of the tree level potential which is indicated by the horizontal line. This regime is followed by a range of values of a where there is no tunneling at all, shown for a = 10 and a = 18; there the expectation value of the zero mode oscillates in a minimum of the effective potential which has shifted by the quantum fluctuations to a slightly negative value. Above a ≃ 19 the fluctuations are sufficiently strong to initiate the sliding transition, shown for a = 19 and a = 20. For parameter set I there is no such intermediate period, there is a more or less continuous transition between ordinary tunneling and sliding. For a = 0.3 we have normal tunneling with a dominant peak remaining at χ 0 = 0. Tunneling becomes more and more inhibited around a = 1, where, however, sliding sets in at a late time. For a = 1.5 the onset of this phase has moved to an earlier time, and occurs even earlier for a = 6. We use conservation of the energy as a check for our numerics. As long as the system varies slowly, it is fulfilled to at least eight significant digits. During the sliding process for large a the time evolution is rapid and the single parts of the energy become huge, of the order of several hundred or thousand mass units. There the deviations from constancy still are less than 10 −3 relative to the various components. A typical plot, for m = η = λ = 1 and a = 6 is displayed in Fig. 8 . As to be expected these deviations from exact conservation become smaller if the step width ∆t used in the RungeKutta is decreased; so the simulation is under control numerically. We have generally used ∆t = 0.00001 in units of m −1 . As discussed above, the particle number does not really have a physical interpretation here, as the system never gets "free", but it may be used as an indicator for the activity of the fluctuations. We plot in Fig.9 , for m = η = λ = 1, the evolution of the particle number densities N /2ıa, for a = 6 and a = 20. As mentioned in Sec. 4 the approximation used here differs from the one often used in nonequilibrium quantum field theory just by the handling of the zero mode. There it is known that for barrier penetration in the Hartree approximation [22] one needs an initial energy which essentially allows the system to reach the spinodal point 3 . Here we find a barrier transition already at energy zero, in equivalent conventions as given in Eq.(4.26). The main reason for this difference lies in the fact that in the present approximation the wave function can become asymmetric and develop a tail into the classically forbidden region, while a purely Gaussian wave function has to move with its center into the potential barrier.
Conclusions and outlook
We have presented here a prototype simulation of tunneling in quantum field theory. In contrast to most other authors we have used a real-time formulation, using the time-dependent Hartree approximation. We have performed numerical simulations of a system where the zero mode wave function solves a Schrödinger equation, while the nonzero modes are treated in the Gaussian approximation, whose evolution can be described by mode functions as known from out-of-equilibrium quantum field theory.
We have found that tunneling indeed occurs, in contrast to the purely quantum mechanical problem [13] , where for an asymmetric double well potential quantum tunneling is inhibited by the absence of suitable "approximate energy eigenstates" in the deeper well. We have found that tunneling occurs in two different regimes: ordinary tunneling where the wave function gradually spreads into the region of the barrier and then into the deeper well, and a "sliding" transition where the back reaction of the quantum fluctuations tilts the potential in such a way that the barrier disappears. For this to occur the back reaction of the fluctuations to the zero mode is essential; the back reaction onto the fluctuations themselves is included here, but it is not essential for the tunneling. The often addressed question of particle production in tunneling transitions [10, 11, 6, 12] is answered here in the way that particle production is not only a consequence of tunneling but, in the sliding regime a necessary condition for it to take place.
As compared to nonequilibrium dynamics as handled usually, the freedom of the zero mode wave function to become non-Gaussian and to spread in this way into the classically forbidden region is essential. It enables tunneling already at zero energy, while in the Gaussian approximation the energy must be large enough for the system to reach the spinodal point.
The restriction to one compact space dimension was done in order to reduce technical complications to a minimum. No additional problem is expected to arise when going to 3 + 1 space dimensions. When considering quantum tunneling in cosmology the discussion of divergences becomes more involved. The techniques are available, however; the renormalization of the energy momentum tensor in nonequilibrium Φ 4 field theory performed in [24] contains all the ingredients necessary for this purpose, including a suitable numerical approach. So we are looking forward to simulate these more interesting systems in the near future.
