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Abstract 
Manufacturing Complexity has been extensively reported in the literature in the ways it can be classified, modelled, assessed and measured. 
However, the use of complexity measures for shop floor decision making has not been studied exhaustively. The paper demonstrates the use of 
a complexity measure for shop floor decision making. Knowledge of the transition of shop floor complexity into undesirability can give a 
correct indicative for any decision maker to intervene and take the necessary corrective actions to bring the system back to its desirable state. 
The current paper presents an information-theoretic approach based model which considers production scheduling, maintenance and quality 
functions simultaneously to come up with a complexity quantifier for a shop floor. At any point in time, various environmental factors like 
machine failures, corrective maintenance time variability, due date alteration, process shifts etc. are simulated into the future and their effect on 
the job states both in terms of schedule and quality are observed. The probability of these state occurrences is then quantified as complexity of 
situation which is subsequently scaled to a penalty based “undesirability index”. The complexity is re-evaluated every time a fresh event 
occurs, thus enabling the decision maker to be more predictive about the future state of the system and in turn, the performance of each of the 
manufacturing functions. Thus, the model so developed, deploys a complexity based look-ahead mechanism for identifying undesirable state 
transitions.  The novelty of the work lies in the way it has been developed keeping the perspective of a shop floor manager in view and also in 
the way it can be readily used for decision making. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 
2015. 
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1. Introduction 
Present day manufacturing systems are characterized by an 
environment full of uncertainties and evolving dynamics. As a 
result, manufacturers are under a continuous pressure to adapt 
and respond to changes in the least possible time with no 
compromises on product quality, while maintaining their 
business profitability [1]. Responsiveness of a system can 
intuitively be referred to as a function of awareness about 
“what all may happen” and preparedness of a system to 
execute a certain “course of action” at the onset of each such 
event. In the context of a manufacturing shop floor, the onus of 
responsiveness lies on the shop floor functions namely 
production scheduling, maintenance and quality. These are the 
three functions of any manufacturing system which work 
towards a common goal of delivering quality product, that too, 
in time. But due to the inherent interdependence among these 
functions, uncertainties associated with each of them propagate 
their effects on one another, resulting in a highly complex 
situation on the shop floor. Looking at the dynamic markets in 
which modern manufacturing systems operate, not all high 
complex situations are avoidable and at the same time not all 
low complex situations are desirable when evaluated on 
various performance parameters. Knowledge of the transition 
of shop floor complexity into undesirability may give an 
indicative for any decision maker to intervene and take the 
necessary corrective action to bring the system back to its 
desirable state. The current paper presents a simulation based 
approach to model the various uncertainties on the shop floor 
into the “complexity” and subsequently translate it into an 
“undesirability index” for a single machine system. The model 
so developed, deploys a complexity based look-ahead 
mechanism for identifying undesirable state transitions of the 
shop floor. This complexity assessment enables the decision 
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maker to be more predictive about the future states of the shop 
floor and in turn, the performance of each of the manufacturing 
functions. Such an insight can act as a pointer to recognize the 
domain (s) suitable for intervention, ensuring the sustenance of 
the system in desirable state.  
Manufacturing complexity has been a well researched 
subject in the past few decades with contributions of all forms 
in defining its types, its systematic modeling, assessment, 
measurement etc. from the research community.  Also, the fact 
that complexity has a major share to the decision makers’ 
dilemma has been emphasized again and again [1]. The 
existing complexity quantifiers very systematically suggest the 
way complexity can be calculated but their use for direct 
decision making on the shop floor is limited. Precisely, even if 
a shop floor manager knows the complexity of his shop floor 
in numeric terms, what is it that he can use it for? Moreover, 
the existing approaches use the structure of the product, 
processes, states of the resources etc. to conclude the 
complexity of the system which may or may not be the 
knowledge that a decision maker is interested in.  
Imagine a shop floor manager supervising a single machine 
system having a series of jobs to be processed in a queue. For 
him/her, knowing the machine state can give some knowledge 
of the overall system state but more relevant would be an 
answer to the question: “What is the probability that I will be 
able to meet the orders on time that too as per the standard of 
quality required?” At any point in time, how sure he/she about 
the answer to this question, decides the complexity of decision 
making.  A closer look at the shop floor gives even better 
insights into what makes it difficult to answer this question. 
Uncertainties or the shop floor environmental variables like 
machine failure, variability in due dates, batch size alterations, 
process shifts etc. and some of the decision variables like the 
type of scheduling approach, job release rules used at the shop 
floor influence the job completion. Previous works in the area 
have established the fact that complexity can be low at both the 
ends when plotted against state occurrence probabilities [2]. 
More explicitly, the complexity at the shop floor can be low if 
everything on the shop floor is going as per the plan and all the 
shop floor functions are performing as expected, but at the 
same time, even if there is a total chaos in plan execution and 
none of the functions namely scheduling, maintenance or 
quality are performing as expected, the complexity again goes 
down. This brings the fact into light that whichever direction 
the shop floor situation takes, if the surety of the outcome 
increases, whether good or bad, the complexity decreases [2]. 
Hence, decisions taken on the basis of complexity of situation 
solely can be misleading at times. This calls for another aspect 
associated with the shop floor manager’s decision making 
dilemma, “What if my orders are not met on time and as per 
the desired quality standards?” Penalty associated with 
delayed or under quality product delivery is something that the 
decision maker can bank on, in order to answer this.  Having 
discussed the tools that the shop floor manager can use for 
decision making, an even more relevant question is, “When is 
the right time to probe for these shop floor indicators?” 
Keeping these three perspectives of a shop floor manager in 
view and carrying forward the knowledge of existing 
information theoretic approach based complexity quantifiers, a 
simulation based complexity-cum-penalty measure model is 
reported in the current paper. A combination of these 
complexity and penalty values, referred to as “Undesirability 
Index”, can be used by the decision maker to identify any 
undesirable transitions on the shop floor.   Concisely, the 
model so developed will act as a facilitator for the decision 
maker standing at one end of the timeline to use the knowledge 
of what has happened in the past, simulate the probable course 
of events in the future till the other end of the timeline, identify 
any probable undesirable transitions in the shop floor and 
proactively avert any such transitions.  
The current paper is organized in sections with section 2 
giving an account of the information theory approach based 
work reported on manufacturing complexity in the past. The 
section 3 presents the approach for the complexity-cum-
penalty model development followed by the details of 
Undesirability Index formulation. Subsequent section 4 
presents and discusses the results generated by the model 
under various shop floor uncertainties. Section 5 concludes the 
paper followed by an account of the references used in this 
paper.  
2. Literature Review 
Modern manufacturing systems are largely characterised by 
growing complexity, which is evident not only in 
manufacturing systems, but also in the products, processes, and 
the company structures [1]. Time and again researchers have 
tried defining the notion of complexity in general and for 
manufacturing systems specifically. The available literature on 
complexity modelling can be categorised based on the 
underlying approach on which the assessment has been done. 
Information theory, axiomatic design approach and some other 
hybrid philosophies have been used for manufacturing systems 
complexity assessment [3].  Amongst all these approaches, 
information theory based approach is the most widely used 
one, in the context of manufacturing systems. The models 
based on the Shannon-Entropy theory [4] relate entropy with 
the uncertainty and in turn, to complexity. An observer’s 
uncertainty about a process is what contributes to the inability 
of an observer to understand it completely, making it complex 
[2]. In the manufacturing domain, several complexity metrics, 
based on the Shannon entropy[4] have been developed [5].The 
complexity of a manufacturing system has been defined as 
being proportional to the amount of information required to 
describe the system or by the uncertainty level of its system 
state [6,7]. Gradual maturity of research in the complexity 
domain emphasized the need for two measures of the 
performance of a manufacturing system. This led to the 
categorization of complexity in static and operational 
complexity. While deviation from the schedule was one of the 
approaches used to quantify complexity, the other approach 
emphasised the role of queues in the network of resources 
within a manufacturing facility [8,9]. Static complexity is 
referred to as the expected amount of information necessary to 
describe the state of a manufacturing system and dynamic 
complexity is defined as the expected amount of information 
necessary to describe the state of a system deviating from 
schedule due to uncertainty. The very first attempt by Frizelle 
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and Woodcock [5] to develop complexity metrics was further 
used and developed by many researchers in their 
works[10,11,12]. Among the various attempts made to model 
the complexity in the past decade, the focus has been on 
complexity of manufacturing systems configurations [13], 
complexity of mixed-model assembly lines [14] and the 
complexity that arises due to product variety [15]. In some of 
the more recent works, attempts to model the manufacturing 
complexity using non linear dynamics approach [16] and to 
develop operational complexity metric which can be used for 
decision making by objective assessment of complexity have 
also been proposed [2].  Extending the information theoretic 
approach, a generic manufacturing system modelling as a set 
of interacting resources and queues has also been attempted 
[17].  All the attempts to model complexity have in some or 
the other way added to the richness and contributed by adding 
some dimension to the complexity literature however, 
literature on their usage for shop floor decision making is 
limited.  
3. Approach to Complexity Modelling 
Modelling the manufacturing complexity would have been a 
very tough affair if its linkage with uncertainty was not 
recognized. The theory first given by Shannon [6] is now well 
established in complexity science and provides a basis for 
measuring uncertainty as a function of probabilities known as 
Shannon Entropy. 
Like many other approaches for complexity modelling, the 
model proposed in this paper is also based on the Shannon’s 
entropy. Traditionally, the complexity of a system has been 
defined and assessed assuming the total number of resources 
that constitute the system and the various states that a 
particular resource can take. A summation of probability of 
resource states again summed on the total number of such 
resources in a system gives the complexity of that system. To 
be more elaborative, if R represents the number of resources, 
pij is the probability of resource j being in state i and Nj 
represents the number of possible states that a resource j can 
have in a system S, then the system’s static complexity is given 
by (1): 
2
1 1
( ) log
NjR
ij ij
i j
H S p
= =
= −¦¦ p
i
 (1) 
Looking back at the shop floor manager’s decision making 
problem, the interest would not be in knowing the overall 
system states due to resources being up, down or idle neither 
would it be the formation of queues within the system but it 
would be in knowing the complexity that arises due to the jobs 
getting delayed and the jobs being reworked or rejected due to 
quality issues. Resource states as well as queue lengths in a 
system indirectly affect the job states; hence, a quantifier that 
acts as a direct handle for the decision maker would make a lot 
of sense.  Precisely, on a shop floor, the ability/inability of a 
decision maker to be sure of the job states both in terms of 
quality and schedule would define the complexity. This when 
combined with the penalty that may arise due to the deviation 
of jobs from standard schedule and quality level would help in 
the identification of any rise in undesirability on the shop floor. 
Figure1 gives a schematic overview of the undesirability index 
formulation model for a shop floor.   
3.1 Model Description 
Assume a machine, capable of processing m types of jobs, 
has a queue of n jobs to be processed on it at any point in time. 
Each job out of these n can be of any type among m. Each job 
will have a batch size (BS), corresponding set up times (ST), 
processing times (PT) for each unit and corresponding due 
dates both early (EDD) and late (LDD) assigned to it. The 
completion time of a job (CTi, i=1,...,n) in the queue is given 
by    
        (2) i i iCT ST BS PT= + ×
Based on the assignment of the due dates, the completion of 
each of these jobs could be early (E), on time (OT) or even 
delayed (D). A job is said to be early, on time or delayed based 
on the location of its cumulative completion time (CCT) from 
the assigned due dates. The cumulative completion time of the 
ith job is given by: 
        
1
i
i k
k
CCT CT
=
=¦  (3) 
A job is early, if                     (4)              i iCCT EDD<
A job is on time, if                     (5)              i iEDD CCT LDD≤ ≤ i
A job is late, if                     (6)              i iCCT LDD>
During the processing of these jobs, any of the uncertainties 
like machine failure, due date change, batch size change etc. 
may creep in, resulting in a state change of the jobs with 
respect to their due dates. These may result in a revision of the 
completion times of jobs or even the due dates of the jobs.  
Also, in case the set up goes unsuccessful or the process itself 
shifts meanwhile, the effect will be evident on quality and the 
job state could be ‘good’ (G) or ‘bad’ (B). So, during a time 
frame chosen, the job can have any state combinations of 
schedule and quality i.e. the job could be in any of the six 
states namely; Early-Good (E-G), Early-Bad (E-B), On Time-
Good (OT-G), On Time-Bad (OT-B), Late-Good (L-G) and 
Late-Bad (L-B). The model proposed in this paper uses a 
simulation based approach to find the probability of a job 
falling in any of the above states, under the effect of various 
environmental uncertainties over a time line and then makes 
use of the Shannon’s entropy approach for quantifying the 
complexity of situation. If during a time period T, there are ‘n’ 
jobs to be processed on a machine, the probability of each job 
falling in any of the six states as discussed earlier, gives the 
complexity associated with each job. The complexity of each 
job summed over the total number of jobs ‘n’ gives the overall 
complexity at the machine. For a machine ‘M’ with ‘n’ jobs to 
be processed during time T and s={1,2,3,4,5,6} representing 
the set of states that a job can take corresponding to {E-G, E-
B,OT-G,OT-B,L-G,L-B} respectively, complexity during the 
time duration T is given by: 
     2
1 1
( ) log
n s
ij ij
i j
H M p
= =
= −¦¦ p  (7)
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  Additionally, any deviation from the schedule as well as 
required quality levels will result in penalty. For the proposed 
model, discrete modelling for penalty has been done. Penalty 
for any job has two components: schedule penalty and quality 
penalty.  
Table 1. List of environmental variables considered 
 
Sr. Environmental Variables/ Uncertainties considered 
1. Work content/ batch size change 
2. Variability in batch size change quantity 
3. Due date change probability 
4. Variability in due date change magnitude 
5. Machine failure due to multiple components 
6. Corrective Maintenance Time Variability 
7. Time to arrange for maintenance personnel variability 
8. Time to arrange for spares variability 
9. Set up change failure 
10. Process failure 
11. Job Priority change 
For schedule penalty (Psc) calculations, ‘On Time-Good’ 
has been taken as the ideal state. Any deviation from this state, 
either early or late, calls for a penalty. However, a relative 
penalisation has been done for slightly early or late, relatively 
earlier or late and extremely early or late jobs with highest 
penalty assigned to extremely early or late jobs. For quality 
penalty calculations (Pq), an absolute penalty value has been 
assigned if the batch quality state is ‘bad’. In addition to this, a 
positive multiplier has been used for the penalty calculation of 
high priority jobs. The total penalty (Pn) assigned to a job is 
given by: 
3.3 Undesirability Index formulation 
                                     (8) ( )n scP P= Φ× +
For the time duration over which the shop floor events are 
simulated, the outcome is in the form of complexity and 
penalty.  These values can be categorised as high, medium or 
low depending on the decision maker’s knowledge based 
choice. A combination of different levels of complexity and 
penalty values will act as an indicator of the path, shop floor is 
heading towards. Accordingly, a high complexity and high 
penalty situation indicates high undesirability and requires an 
immediate intervention. However, a situation where 
complexity is high (   ) but penalty is low (   ), may not require 
immediate intervention but is indicative of some abnormality 
that is expected to occur in the near future. More elaborately, 
assume a situation where a job is getting delayed due to 
machine failure. If the schedule is very relaxed the job delay 
will not result in high penalty. But if a rush order arrives and 
the machine under maintenance is the only one on which it can 
be processed, the penalty will shoot up. Similarly, for every 
shop floor, a decision maker can devise certain intervention 
rules based on the undesirability index.  
 
where,  ĭ    =1, for normal priority jobs 
                 =1.5, for high priority jobs 
A description of the designed simulator is given in Figure 2. 
3.2 Environmental factors considered for modelling 
An important aspect of this simulation approach is the 
consideration of a list of uncertainties to study their effect on 
job schedule, quality and penalty. The list of various 
uncertainties/environmental variables embedded in the 
simulator is summarized in Table 1. The indicative list has 
been developed and time and again validated through various 
industry interactions.  
The occurrence probability and magnitude of these 
variables, with some underlying distributions, have been varied 
in various simulation runs to study their effect on outcomes i.e. 
complexity and penalty. 
  
 
Fig.1. Shop floor undesirability index formulation model 
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Fig 2: Design of the Simulator for Complexity-cum-Penalty Calculations 
Table 2. Undesirability Index for high-low level of Complexity & Penalty 
 
Sr Complexity Level
Penalty 
Level
Undesirability 
Index Decision Rule
1   Most Undesirable Immediate  Intervention 
2   Undesirable Indicative of some impending problem 
3   Undesirable Indicative of some impending problem 
4   Most Desirable In Control State 
 
It may be argued that since the complexity quantifier has 
been devised for a machine in relation to the jobs that are to 
be processed on it, how can it be an indicator of the entire 
shop floor? To answer it, a shop floor is a cluster of 
machines and among all the available machines; the 
criticality of some of them is higher over others. The 
undesirability index of such critical machines will act as 
indicator of the entire shop floor.  
4. Results & discussions 
In order to observe the effect of various environmental 
factors on complexity and penalty values using the proposed 
model, various simulations were run. Their outcome and 
interpretations are discussed in the present section. The 
results reported here are the individual effects of these 
environmental factors which have been derived keeping all 
the other factors static for all runs.  For the sake of 
uniformity, the complexity and penalty values have been 
converted as a fraction of the maximum possible complexity 
and penalty that can occur on a machine for the specified 
duration. Maximum complexity refers to the situation where 
all jobs in the queue of a machine have equal probability of 
falling in any of the state combinations of E-G, E-B, OT-G, 
OT-B, L-G and L-B. Similarly, a situation with all jobs 
being high priority in extremely late or extremely early and 
bad quality conditions will have highest penalty. 
4.1 Effect of Batch Size Change 
Figure 3 presents the complexity and penalty of a machine as 
a function of batch size change probability. As is evident 
from the graph, the complexity increases up to a point and 
then it starts decreasing, however, the penalty keeps on 
increasing with the batch size change probability. Till a 
certain level, the probability of its being early, late or on 
time changes, contributing to a rise in system complexity. 
With high probability of batch size change, the surety of 
batches being late increases over time. This results in a 
decrease in complexity. But, with more and more jobs being 
late, the penalty keeps on increasing due to the schedule 
penalty component. Based on his/ her experience based 
judgement, a decision maker can categorise these complexity 
and penalty values on a scale of high, medium or low which 
can act as an indicator for the point of intervention. The 
combination of these values can fall in any of the categories 
specified by the Undesirability Index for that machine and 
can direct a suitable course of action. 
4.2 Effect of Corrective Maintenance Time Variability 
Figure 4 depicts the effect of increase in mean corrective 
maintenance time on complexity and penalty. As the 
corrective time for maintenance increases, the chances of 
jobs getting delayed becomes higher resulting in a decrease 
in complexity. This re-affirms the decline in complexity as 
the outcome becomes more and more certain. Rise in penalty 
values is also obvious because of its direct dependence on 
the magnitude of deviation from schedule. 
4.3. Effect of Schedule Tightness and Utilization 
Scheduling rules imposed on various shop floors vary 
from allowing very less slack to high slack. Even for the 
same utilization level on the shop floor, if the schedule 
varies, the complexity and penalty will vary. 
 
    
Fig.3. Effect of batch size change probability on complexity and penalty 
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Fig.4. Effect of corrective maintenance time variability 
 
 
 
Fig.5. Effect of schedule tightness at 80% utilization 
 
Figure 5 presents the effect on complexity and penalty as a 
function of schedule type for different utilization levels. For 
the same utilization level, if the schedule tightness 
decreases, the complexity also falls. As the schedule gets 
relaxed, the scope for more and more jobs being on time 
increases and hence the complexity decreases.  This has 
similar effect on penalty too. With the decrease in the 
number of jobs getting delayed or early, the overall penalty 
also falls. 
5. Conclusion  
The Undesirability Index formulation based on complexity-
cum-penalty indicators of a machine on the shop floor 
reported in this paper can be readily used for decision 
making in real life scenarios as it gives a systematic 
intervention scheme for a shop floor manager. For a 
situation where the undesirability seems to be shooting up, 
the decision maker knows that it could be due to the 
deviation from schedule or desired quality levels. If the 
deviation is in schedule, it could be due to maintenance 
failure or even due to scheduling policies itself. This gives a 
way for a top to down intelligent problem solving approach 
to the decision maker by providing an indicative to the 
functional domain that requires intervention which could be 
production scheduling, maintenance or quality. This can be 
summarised as a proactive approach to avoid any 
undesirable transitions of the conditions on the shop floor. 
The results discussed in the paper have considered the 
individual effects of various environmental variables on the 
shop floor; however, an extension of the work could be to 
study the interaction effects of the various levels of these 
environmental variables.  
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