Abstract
Introduction
In the field of virtual reality based training, surgical simulation has become a popular application [1] . Surgical simulators are currently being developed at a lot of research centers and companies to train doctors with new surgical devices and techniques, such as the minimally invasive surgery [2, 3] . As an important component in a virtual surgical simulator, biological tissue deformation has attracted much research attention. However, how to build a simulator with the ability for both realistic and realtime simulation is very difficult and is still an active area of research.
Most of the available systems utilize isosurface based rendering techniques in which the tissue surface is modeled as 3D level sets. Although these techniques can be rapidly implemented, they are often criticized for lacking of necessary visual details of the operative site [4, 5] . Instead of assuming an isosurface, the tissue surface can also be modeled as a mesh of mass points, each of which is associated with a set of springs. Traditionally, the conventional mass-spring model is studied to simulate cloth and its deformation [6] [7] [8] [9] [10] . The algorithms based on the conventional mass-spring model are usually featured with both fast computation and realistic visual effects. However, the surface deformation used in our application bears a few differences from the cloth deformation: (1) the cloth can be considered as a thin layer and therefore a 2D mass-spring model usually suffices the modeling, but biological tissue, on the other hand, has a volume which can not be well modeled only by a simple 2D mesh; (2) biological tissue has very different physical properties from the cloth made of a certain fabric; (3) the external forces exerted on the biological tissue during surgery and those exerted on clothes are quite different. Therefore, we propose the following model in an effort to extend the existing conventional mass-spring model and apply it for biological tissue simulation. Firstly, we utilize a spring that is perpendicular to the surface at each mass point to model the internal force below the tissue surface, which compensates the weakness of simulating only a thin layer of the 2D massspring model. Secondly, we employ the Verlet integration to compute the new positions of the mass Real-time Simulation for 3D Tissue Deformation with CUDA Based GPU Computing Zhiyong Yuan, Yuanyuan Zhang, Jianhui Zhao, Yihua Ding, Chengjiang Long, Lu Xiong, Dengyi Zhang, Guozhong Liang points during the procedure of deformation, thus the explicit computation is avoided for the velocities of the mass points. Finally, we adopt the bilinear interpolation method to produce a smooth mesh and then render the deformed tissue surface. In this way our approach can generate realistic tissue deformation images. Besides the Verlet integration, CUDA based GPU computing is also employed to further speed up the virtual tissue deformation and implement the surgical simulation in real time. The graphic processor unit (GPU) has evolved into an extremely powerful and flexible processor [11] . In November 2006, the Compute Unified Device Architecture (CUDA) which is specialized for compute intensive highly parallel computation is unveiled by NVIDIA. CUDA provides an ideal development environment for the construction of the real time virtual surgical simulation system. To perform our simulation model in real time, related algorithms and data structures are designed and implemented for parallel computing. Compared with CPU, GPU method can obviously reduce the computational expense.
The rest of our paper is organized as follows: the improved new mass-spring model is described in section 2, the implementation of virtual tissue deformation with the help of GPU is presented in section 3, experimental results and performance comparison between CPU and CUDA are discussed in section 4, and then the conclusion is given in section 5.
The Improved Mass-spring Model

Physical model
Mass-spring model is a popular method of deformable modeling. It discretizes the simulated body into a set of masses that are interconnected by a lot of springs and dampers. Provot [12] introduced a mass-spring topology including structural springs, shear springs and flexion springs, as shown in Figure 1 . The mass-spring model has attracted much research attention because of its efficiency and simplicity. In order to help the mass point return to its original position, the "virtual spring" is introduced in [13] to simulate the internal force below the soft tissue surface and compensate the weakness of the 2D mass-spring model, as shown in Figure 2 .
Figure 2. Virtual spring
This kind of new spring model takes into account the resistant force resulting from the biological tissue volume below the tissue surface. Therefore, we call this spring a "virtual spring". The initial length of this spring is zero when there is no exerting force. The mass point at which the force is applied is called the control point.
Force model
We consider two kinds of external forces applied to a mass point: the surgical force and the damping force, denoted by surgical F and damp F respectively. As for the internal forces, we consider the forces generated by the structural, shear and flexion springs, all denoted by elastic 
Where parameter K' is the elastic coefficient of the springs (assumed to be identical), The virtual force can be described by
Where K″ is the elastic coefficient of the virtual springs, and ΔS is the displacement of the control point from its initial position.
The damping force is given by
Where parameter damp C is the damping coefficient, and 
Verlet integration
To calculate the new position of a mass point k ij P , we apply Taylor's expansion:
Adding both sides, we can derive:
, we can utilize Verlet integration to calculate the position of point ) , , (
at the next time:
Where t  is a chosen time interval. In this way, the position of a mass point can be calculated without explicit computing of related velocities, which facilitates real-time implementation.
Image rendering
In our case, image rendering implies the process of updating the images of the surgical site when a deformation takes place. Given a surface with known 3D geometry, we initialize a 2D mesh of mass points that are evenly distributed, that is, the lengths of the springs are assumed to be equal between adjacent pairs of mass points. At the presence of an exerting force, the dynamic positions of the mass points can be calculated as previously described. The intensity and color of each point will be updated at the new positions. Considering the computational complexity, we choose a constant density of the mass points based on the image resolution (i.e. the number of pixels). Usually, the image resolution is higher than the density of the mass points. Then, during a deformation process, we retain the color and intensity of each mass point as it is initialized, and interpolate the pixels between the mass points using the following bilinear interpolation [14, 15] :
where () f is the intensity value which is known at the four initialized points ) , ( 
Data and Algorithm on the GPU
Tissue deformation is simulated using the large mass-spring system. In our method, each vertex on the soft tissue is connected to its surrounding vertices with the help of a mass spring system. The algorithms for our situation are highly data-parallel and therefore a good match for the CUDA based GPU programming model. We can parallelize the solver by executing blocks of hundreds of threads that span the whole mass-spring system, where each thread applies these operators to a small number of grid cells.
CUDA and its memories
CUDA (Compute Unified Device Architecture) is a general purpose parallel computing architecture and a good structure to solve many complex computational problems in a more efficient way. CUDA comes with a software environment that allows the developers to use C as a high-level programming language. Through a small number of simple extensions of the existing popular C programming language, the CUDA framework exposes the multiprocessors on the GPU for general purpose computation. C for CUDA extends C by defining C functions, called kernels, each of which can be executed in parallel on different input data. A configuration of threads that will execute the kernel in parallel is specified as blocks of threads with constant width, height and depth. Since the maximum number of threads in a block is limited, multiple blocks are thus distributed in a rectangular grid in order to obtain the desired number of threads. CUDA maps this kind of grid to the GPU such that each multiprocessor can execute one or more blocks of threads.
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The thread in CUDA can access data from different memories when running. The data should be transferred to the memories of device before being used by the thread. For the device memory of GPU, there are two memory modes, and they are DRAM and chip, as illustrated in Figure 5 . The unit of register memory and local memory is based on thread. Share memory is used by threads of the same block. These three kinds of memories are all chip mode. There is a private local memory for each thread, while there is a share memory for each block. The share memory is visible to all threads of the block, and it has the same life period with the block. Register memory and local memory are used with the unit of thread, while share memory exists in block and is shared by each thread. Global memory, constant memory and texture memory can be used by the threads of different blocks. They can exist and be used in different kernels of the same program. For the speed performance of data access, global memory is much slower than share memory in data access. Both constant memory and texture memory have the caches and thus can accelerate the speed for data access. Therefore, the profitable way of performing computation on the device is to take the good advantage of different memories. For our application, both texture memory and constant memory are used.
Texture memory
Usually, global memory is chosen to retrieve the required data from host memory to device memory before the execution of CUDA program. But actually, there are other possible selections for data retrieval, such as texture memory.
The data in device memory is only readable if the data is used as texture. To retrieve the data, special functions must be used, and the data can't be modified. However, compared with global or constant memory, data retrieval using texture memory presents several benefits [16] .
(1) The texture memory is cached, thus texture retrieval offers higher performance.
(2) The texture memory is not limited by the type of access mode. (3) The texture memory can reduce the delay of addressing operations. What's more, if CUDA array is chosen as the texture, interpolating operation can be implemented by applying filter function and the other built in functions, and the boundary treatment can be dealt with clamping model or repeat model.
If texture is applied in CUDA, the texture reference should also be used. The procedure of using texture in CUDA is as follows:
(1) Build texture in host during which the texture reference is defined first and then it is bound to CUDA array or linear memory of the device memory by certain functions; (2) Call the related fetching function to obtain the data in texture; (3) Call the unbound function to free the resource of texture reference. In CUDA, there is a template named texture, which is defined as: Texture < Type, Dim, ReadMode > texRef, where Type is the type of the element in texture and it can be one type of int or float, or vector type provided from CUDA; Dim is the dimension of the texture which can only be one or two dimensions, and 3D texture is not supported in CUDA; ReanMode is the mode to read the texture which can be cudaReadModeElementType or cudaReadModeNormalizedFloat, for the former mode the data is read in its original format, for the later mode the data is normalized first and then read as the value between 0 and 1 or between -1 and 1.
Constant memory
Constant memory also resides in device memory and can exist and be used in different kernel functions continuously. It is a cached read-only memory with high speed developed from the special unit of GPU used for computer graphical computing. As constant memory is highly efficient for the access of read-only data, storing the read-only data in constant memory can save a lot of time. Random access is supported in constant memory, and the data can be written only from host and read only from device.
The procedure of using constant memory is as follows: (1) Global declaration of the constant array; (2) Copy the data to the constant memory in a host running function; (3) Use array in the functions which only runs in kernel directly. The array is defined as external type, and it can be referenced to the function which runs in kernel without passing the reference to the function. Because the size of the constant memory is quite limited, the size of the array has to be set at compiling time.
Data structures
The use of texture memory
Each time when the kernel function runs, data of the current position and the previous position should be transferred to GPU. After the kernel's processing, GPU sends the calculated results to CPU. Then at the next time, CPU sends the data to GPU and repeats the similar process. Since the speed of transferring data between CPU and GPU is quite slow and a lot of time is wasted on transferring data, usually the global memory is chosen to get data directly. To obtain optimal performance, it is important to minimize the cost of memory accesses in a kernel, which is achieved through careful utilization of the different memory pools. Considering the mass-spring model is very suitable to be mapped into 2D memory in CUDA, compared with global memory, texture fetching can present some benefits [16] including offering higher performance, being not limited by the access mode, reducing the delay of addressing operations, thus the texture memory is a good choice for our application with the massspring model.
Because the texture memory is only available for data reading, we need updating the texture data indirectly. In our project, device memory is allocated as CUDA arrays which are readable and writable by the host through the memory copy functions, and we update the texture data by bounding the CUDA arrays to texture references. After the kernel function running, the calculated result is sent to CUDA array to update the data. Because the CUDA array is bounded to the texture, next time when reading the texture, the data we obtain is the updated data. In this way, the texture is writable indirectly. In our paper, the textures have three components corresponding to (X, Y, Z) values of the three dimensional points and vectors, because the CUDA arrays only support the elements having 1, 2
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The first texure2D (type: Float4), which is used for the current position; The second texure2D (type: Float4), which is used for the last position; The third texure2D (type: Float4), which is used for the initial position.
The use of constant memory
In this paper, the tissue deformation is the movement results of the control points, which in turn drive the other points' moving. Thus before each iterative operation, we should judge whether one point is the control point and the sign of the control point is unchanged if so. For rendering, the position of edge points is constant which are called static points. In the virtual mass-springs, all the initial positions of the virtual points are constant too. So in this paper, three constant memories are used to store the constant variables, and the defined data structures are as follows:
The first constant memory array (type: Boolean) for indicating whether the mass is control point; The second constant memory array (type: Boolean) for indicating whether the mass is static point; The third constant memory array (type: Float4) for initial positions of virtual points.
Parallel algorithm
In our method, the batch of threads that executes a kernel is organized as a grid of thread blocks, and the following pseudo code will be implemented inside the kernel:
For all neighboring mass points i do If there is a spring Compute internal forces Add external forces Compute velocity Update of point position Do tissue deformation End if End for
To simulate the 3D tissue deformation, there is a four steps algorithm: (1) Calculation and accumulation of spring forces at mass points; (2) Time integration of mass points; (3) Updating of the point position; (4) Collision detection. In the implementation process, the bandwidth between the device and the device memory is much higher than that between the device memory and the host memory [17, 18] . Therefore, it is very important to minimize the data transfer between the host and the device, and some corresponding approaches are adopted for this purpose. For example, we initialize all the data on the host (CPU), and then copy the data to the device (GPU); all the computational work is operated by the device; because the result is rendered on the host, only the current position data of the mass points need to be transferred from device to host.
To further illustrate our algorithm, the flowchart of our proposed method is shown in figure 6 . During which there are four main steps. Procession of GPU Bind CUDA array(t-∆t) and texture(t-∆t)
Bind CUDA array(t) and texture(t-1)
5.Assign node(t-∆t) to CUDA array(t-∆t) and node(t) to CUDA array(t) .
Shown picture by CPU 4.Assign node(t) to node(t-∆t) and result' to node(t) . 
Experimental Results
Our proposed method has been tested on experiments. As shown in Figure 7 , there are deformed biological tissues illustrated by meshes, and the pictures (a), (b), (c) are different results viewed from three directions. The configuration of our experimental platform is: Intel(R) Core Duo 2.66GHz CPU, 2GB memory, NVIDIA GeForce 9800 GT display card, and the developing environment is Visual C++.net 2005. The elastic model of soft tissue used in experiments is a mesh of 52×52 mass points.
We compared the performances on the computational efficiency of tissue deformation simulation implemented with CPU and CUDA. The mesh size and computing cost (with the unit of milliseconds) are listed in Table 1 , and the results show that significant increase of the performance is achieved in our method. From Table 1 , it can be found that the speed ratio increases with the size of mesh. The reason is that the time expended in GPU method includes data transferring and data processing. When the mesh size is small, the time used for data processing is relatively small and thus the speed ratio is relatively low. When the mesh size is large, the time used for data processing is relatively large and thus the speed ratio is relatively high. Based on the experimental results, it can be concluded that CUDA based GPU computing has the ability to simulate 3D tissue deformation in real time.
Conclusion
We have presented an improved mass-spring model to simulate soft tissue deformation for surgery simulation. In addition to the conventional springs, we propose a virtual spring to model the resistant force along the direction of the exerting force. We have considered four types of forces on each of the mass points. The parameters of each force are determined based on the simulation experiments. We adopt the Verlet integration method to calculate the position of a mass point without explicitly computing related velocity values. We use the bilinear interpolation method to render the deformed tissue surface based on images. We implement the data structure and parallel processing with CUDA based GPU computing. As a result, the deformed tissue mesh can be updated in real time. Our study provides an important component to help construct the next-generation surgical training simulators.
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