We study learning from examples by higher-order perceptrons, which realize polynomially separable rules. The model complexities of the networks are made \tunable" by varying the relative orders of di erent monomial terms. We analyze the learning curves of higher-order perceptrons when the Gibbs algorithm is used for training. It is found that learning occurs in a stepwise manner. This is because the number of examples needed to constrain the corresponding phase space component scales di erently.
Introduction
The multilayer perceptron 1, 2, 3] consists of a number of processing units called neurons, which by themselves are only capable of learning linearly separable rules. While multilayer perceptrons with a large number of neurons have been proven to be universal function approximators, due to practical reasons there have been growing interests in utilizing di erent types of processing units. Radial basis function networks, for example, use a processing element which activates according to the distance from its center to the pattern vector. For McCulloch-Pitts neuron, the decision surface is a hyperplane orthogonal to the \weight vector" of the neuron.
In this paper we consider the so-called higher-order neurons 4, 5, 6] , which are a generalization of the conventional threshold units. Unlike the case of rst-order neurons, the decision boundaries are not restricted to hyperplanes, and hence higherorder neurons are capable of learning rules more complex than linearly separable ones. Processing elements, which are capable of learning up to m-th order polynomially separable rules, are called m-th order neurons.
The higher-order multilayer perceptron, which is a layered feedforward network consisting of higher-order neurons, is known to have various interesting and useful properties. Among others, the invariance constraints, such as the requirement that the same patterns should be recognized as such regardless of their locations or orientations, can be handled directly in higher-order networks 7] . Since this invariance constraint is such an important rule, and yet hard to incorporate in practical pattern recognition problems 3], the higher-order neural networks have been increasingly studied 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] despite the fact that the higher-order units su er from the so-called curse of dimensionality.
The increased cost of using higher-order neurons is also expected to be compensated by the fact that the increased computational power at the neuron level can reduce the overall complexity of the network as a whole. The classic example is the XOR problem, which cannot be implemented in a single rst-order neuron (\simple perceptron") and was believed for a long time to be an indication that neural networks had very limited capability 14]. This XOR rule can be learned by introducing one hidden layer. A second-order neuron with two input nodes is, however, capable of learning all the 16 Boolean functions of two binary input variables including the XOR.
In general, a single m-th order neuron can memorize any Boolean function with up to m input variables. This is another advantage of using higher-order units. In the conventional multilayer approach, one is never certain of the complexity of the rules which the given architecture of a multilayer perceptron can handle. In using higherorder neural networks, however, one can start with a low-order neuron and increase its order gradually 12] instead of adding more \hidden" nodes. In this way one can always deal with a well-de ned class of rules, that is, polynomially separable rules of speci ed orders.
Even though this is by no means the only possible use of higher-order networks, we limit ourselves mainly to such uses of the networks consisting of single neurons, which we simply call higher-order perceptrons in this work. This is essentially a neural-network version of the familiar paradigm of curve tting with polynomial functions. The outline of the paper is as follows. We will rst present the de nitions of the higher-order perceptron and the polynomially separable rule in section 2. There are two possible choices in combining di erent order monomial terms in a single processing element: One giving equal importance to each weight and the other giving equal importance to each monomial class of weights. We investigate in this work the latter choice, which appears to be more natural. The storage property of higher-order perceptrons with the rst choice was studied by Kohring 6] and it was found that they exhibited no essential novelties over rst-order networks.
The storage capacity is computed in section 3 using the statistical mechanics formalism developed rst by Gardner 15] and later extended by many authors 16, 17, 18, 19, 20, 21, 22] . Since we are interested in the novel features by going beyond the rst order, we will restrict our calculation to second-order perceptrons. The results for general cases will be given as its straightforward extrapolation without repeating the calculations. It is shown that the complexity of higher-order networks is essentially tunable by adjusting the relative weight parameters. In section 4, the learning property of the higher-order perceptron will be investigated for both xed and tunable complexity networks. In particular, the generalization errors will be calculated, also in the framework of the replica method. Finally, some open questions and directions for future research will be given in section 5.
Higher-Order Perceptrons
The m-th order perceptron is de ned as the following function for an N-dimensional where x 0 is de ned as 1 and g( ) is a transfer function, which in this work is taken to be a threshold function, g(x) = sgn(x). We will only consider binary patterns in this paper. That is, the input variables x i 's are restricted to 1 for 1 i N. Note that the \weight matrix," w i 1 :::im , consists of submatrices of di erent symmetries, w , is what is usually called the bias and w (1) is the weight vector. The diagonal parts of the submatrices, those elements which have the same indices for more than one position, are all zero, since these parts are moved to the lower order monomial contributions due to the fact that ( Such class of rules are called the polynomially separable rules. The separating capacities of these rules have been derived using combinatorial geometry in a very general context by Cover 23] . The results show that the maximum storage capacity of a neural network with D m degrees of freedom is 2D m . We will see in the next section, however, that we can make this number tunable by imposing separate normalization for each monomial class of weights, which will be explained further on.
It might appear at rst glance that the highest-order monomial term dominates the summation inside the transfer function g( ) due to the combinatorics. But this is not always the case, especially for su ciently well-trained networks. For example, when the complexity of the target rule warrants only up to the m 0 -th order term with m 0 < m, the weights of the terms higher than m 0 -th order will vanish. We can also control the relative contributions of each monomial term to the nal output by using separate normalization for each weight submatrix, which we do in this work. This can be viewed as a straightforward extension of the conventional paradigm of using rst-order neurons, since the bias term and each weight are normally treated di erently. By introducing a set of new parameters, i , controlling the relative weight for each monomial term, we rewrite the perceptron function as follows:
for all 0 k m. Note that the normalization is done over the number of independent weights, so that the typical value of each weight is of order unity before learning takes place. The relative weight parameters are in turn normalized as follows:
We will call k 's tuning parameters in this paper.
Within this setup of the problem, one can easily see that all the monomial terms decouple from each other in the sense that the average of the product of two di erent monomial terms over all the possible example patterns is equal to the product of their averages, which vanishes due to the Z 2 symmetry of each input variable. Hence it is su cient to retain only two monomial classes of weights in the argument of the transfer function in order to illustrate general characteristics of the higher-order perceptron. We consider in this paper a second-order perceptron without a bias term, whose output y is given by
where we have introduced two new symbols W i and Y ij for w (1) i and w (2) ij , respectively. This equation is shown graphically in gure 1 for the case of N = 3. As is apparent from the gure, the higher-order perceptron can be viewed as a three-layer network with product units in the rst layer, linear units with non-overlapping receptive elds in the second layer, and threshold units in the third layer.
Storage Capacity
Let us suppose that a data set of p random patterns, which are pairs of N input and 1 output binary numbers, are given to a network. If p is small enough, the network can learn, or become able to classify, these patterns by adjusting the decision boundaries appropriately. However, as p increases, some stored patterns lie closer and closer to the boundaries, and beyond a certain critical value the patterns will no longer be completely separable by this polynomial hypersurface. We de ne the number of patterns, p c , at which this happens as the separating capacity or storage capacity of the network. If we think of these random patterns as input-output pairs from a certain Boolean function, the storage capacity can also be viewed as the upper bound of the complexity of the Boolean functions realizable by the given neural network, and hence it represents the model complexity.
We calculate in this section the storage capacity of the second-order perceptron a la Gardner 15] . The output of the network is given by (3), which is rewritten here as y(x) = sgn( 1 u(x) + 2 v(x)) where the argument of the transfer function has been divided into two terms, de ned as
The weight vectors, W i and Y ij , are separately normalized to satisfy the spherical constraints, (2) .
The relative weights of the two monomial terms are assumed to be constant, with the following constraint:
Hence the weight space is the direct product of two hyperspheres with xed radii. The relative volumes of these two \component" spaces are controlled by (5a), (5b), and (6). It should be noted that this choice of phase space re ects our prior knowledge, or hypothesis, concerning the class of rules to which the target rule belongs. Now we begin our calculation of the storage capacity by evaluating the version space, which is the volume of the weight space in which the following equations, y = y(x );
are satis ed for all input-output pairs of examples, fx ; y ; = 1; : : : ; pg. It is given by
where u = u(x ) v = v(x ) and the weight space measure is
2 ): The typical size of this volume is then obtained by averaging ln V over all realizations of the input-output pairs at constant p. This is done through the replica method, hhln V ii = lim n!0 1 n lnhhV n ii; in which one needs to calculate the total permissible volume of n replicated systems,
Here and throughout this paper, the quenched average hh ii is taken over the example pairs, that is, overx 's, whose distribution is assumed to be completely random, P(x i ) = 1
2 (x i ? 1) + 1
2 (x i + 1) i = 1; : : : ; N (10) and over y 's, whose distribution is determined by the presumed rule which is, in this section, assumed to be selected at random for the purpose of calculating storage capacity. Hence P(yjx) = 1 2 (y ? 1) + 1 2 (y + 1) where (x) x0 is the Kronecker delta.
The quenched average of (9) 
At the maximum storage, the volume of the version space becomes 0 by de nition, and the order parameter q becomes 1. Hence in order to obtain the storage capacity, we and is continuously tunable depending on 2 .
The reason why our result, (16) , predicts a capacity less than the optimal, 2 N(N+1) 2 , is that we have imposed the separate normalization condition for each monomial term in the argument of the transfer function. Hence the decision boundary is hyperquadric surfaces with strong hyperplanar shape depending on the magnitude of 2 . This tunability of model complexity can be very useful in many situations despite the fact that it is achieved in the expense of its storage capability. One such example in the context of learning will be the next theme of this paper.
This result can be easily extended to an arbitrary order higher-order perceptron with multiple monomial terms as long as its order is much smaller than the number of input nodes. In general, for an m-th order perceptron with m N, 
Gibbs Learning of Polynomially Separable Rules
Now we investigate the generalization ability of a second-order perceptron. We assume that the target rule is learnable in principle. That is, we train the network with example sets generated by a presumed teacher network which has the same architecture as that of the student. This idea has been used by many authors 16, 17, 18, 19, 20, 21] . Multilayer perceptrons are usually trained by so-called back-propagation 4], which is a gradient descent algorithm in the error landscape in the weight space. The error, or more precisely the training error, is de ned as the squared di erence between the student's and the teacher's outputs for a given set of inputs. The goal of learning in neural networks is, however, not to minimize the error for a given example set but to minimize the total error for all possible inputs. This is called the generalization error and is de ned as the expected error over the distribution of all possible inputs.
Unlike the training error, the generalization error is not \observable." This is one of the essential di culties in neural-network learning; while our goal is to minimize the generalization error, the only available information is the training error for a subset of all possible inputs. Although it is known that the training error is uniformly convergent to the generalization error in the limit of an in nite number of examples 2], this is usually a very important issue in practical situations, in which only a nite number of examples are normally available.
We investigate in this section the generalization ability of a second-order perceptron when it is trained through Gibbs learning, which is a stochastic version of the backpropagation with a nite level of noise. It is known that Gibbs learning relaxes the system into an equilibrium, in which the weights follow the Gibbs distribution according to the training error. Hence, by studying the equilibrium properties of the weight space, one can gain a great deal of information concerning various aspects of learning.
The student and the teacher networks are supposed to perform the following functions: y = sgn( 1 u + 2 v) y t = sgn( and again we impose the following constraints on the 's: where P(x) is the distribution of inputs, which is normally assumed to be known a priori and is set to be isotropic, (10) , in this work.
We will discuss in this paper two di erent learning schemes of higher-order perceptrons: First, we study the scheme where tuning parameters, 's, of the student network are predetermined or \quenched" and hence its model complexity is xed. In this scheme, we assume that the model complexity is the same as the rule complexity ( 2 = t 2 ) and hence the teacher's rule is exactly learnable. Second, we investigate a di erent learning scheme in which the model complexity is adjustable through adaptation of the tuning parameters.
The partition function takes slightly di erent forms for these two learning schemes. First, when the model complexity is xed, the partition function is given as usual:
where ?1 represents the training noise. Second, when the model complexity is tunable, we also need to integrate over the distributions of the tuning parameters:
where 2 is integrated from 0 to 1, that is,
The typical distributions are then obtained by averaging ln Z over all possible example sets, which is done through the replica method as in the calculation of the storage capacity. (22) where the mutual overlap order parameter between replicas, q, is de ned in the same way as in the previous section, (12) through (13b), and the overlap between a replica and the teacher is de ned as R = 1 t 1 R 1 + 2 t 2 R 2 where, again under the replica symmetric ansatz,
H( ) was de ned in (15) . Now we discuss the results of this calculation for the two learning schemes.
Fixed complexity The most probable state of the system is obtained by extremizing the free energy, (22) , with respect to the order parameters, q and R. Adaptable complexity We now consider the learning scheme in which one trains the tuning parameters as well as the weights. Since we would like to pick a single best student, we also extremize the free energy over 2 . Then, in addition to (24) constitute a solution. These equations impose strong constraints on the solutions of q's and R's. First of all, one can easily see that q 1 q 2 = R 1 R 2 Furthermore, since q 2 = R 2 = 0 in the regime p N (it follows from (24) { (27) as in the previous case), one concludes that 1 = 1 and 2 = 0. Therefore the network behaves like a rst-order perceptron when there are only su cient number of examples which can be used for the training of the rst-order monomial term. It should be noted that this minimizes the generalization error, e g = 1 cos ?1 ( 1
As the number of examples grows, the network complexity increases accordingly. This is an interesting result because one might have expected 1 = t 1 and 2 = t 2 for all p since it \matches" their complexities. As p increases to in nity, all order parameters become 1, and hence 1 = t 1 and 2 = t 2 as expected.
In order to show that these general features of the second-order perceptron do not depend on the particular algorithm, we implemented the (higher-order) perceptron algorithm. In this algorithm, the student vector changes in nitesimally, at each time step, according to the following rule. W i 0 = W i + (1) y t x i (?yy t ) Y ij 0 = Y ij + (2) x i x j (?yy t ) where (1) and (2) are called the learning rate parameters. For the sake of simplicity we do not normalize the weights and let . As predicted by theory, R 1 rises rst in the \ rst-order regime" and R 2 approaches 1 only after order of N 2 examples available. This crossover in behaviors is less prominent in e g due to the fact that N is only 20.
Before we close this section, we present the results for generic higher-order perceptrons. For an m-th order perceptron learning from a teacher, (17) 
Conclusion
We have calculated the storage capacity and the learning curve of the higher-order perceptron using Gardner's statistical mechanics approach 15]. One of the most interesting properties of the higher-order perceptron is that its e ective order can be made tunable, that is, the storage capacity and the complexity of the learnable rules can be varied with the control parameters, 's. This particular model of higher-order perceptrons is di erent from those considered by other authors, for instance, 6]. We have found that the storage capacity is a continuously varying function of the tuning parameters of di erent order monomial terms. What these parameters do is essentially to change the relative volume of the phase space component corresponding to each monomial class of weights.
We have also shown that, when the nite-temperature Gibbs algorithm is used for training, the higher-order perceptron exhibits stepwise or cascadelike learning as a function of the number of training examples. This is due to the fact that the number of examples required to constrain each monomial component of the phase space scales di erently with the system size. As we mentioned earlier, this mode of using higherorder perceptrons ts naturally with the conventional paradigm in statistics, namely, polynomial curve tting 12].
One of the major obstacles in using higher-order networks in practical applications, is their combinatorial explosion in terms of the number of free parameters. This problem can be overcome in various ways. One obvious possibility is diluting weights 5, 24, 25] either randomly or systematically until the optimal complexity is obtained. Diluted networks can still learn higher-order correlations in patterns, which is not possible for the lower-order networks. The so-called support vector machines are based on similar ideas, but do not su er from the curse of dimensionality 13]. The invariance constraint can also be directly programmed into higher-order networks, thereby reducing the number of independent weights and the computational burden in terms of the required number of training examples. Further research along this line may eventually make the higher-order unit a more attractive alternative to the conventional rst-order neuron by simultaneously improving performance and reducing computational cost. = 1. The overlap order parameters, R 1 (3) and R 2 (2), grow signi cantly in di erent scales of p, as explained in the text. The generalization error e g ( ) approaches zero in the limit of in nite training examples, p ! 1. The weights are not normalized in this simulation unlike in the rest of the paper. Each data point is an average over 1000 runs.
