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Abstract. The Personalized and collaborative Information Retrieval (PIR) track
at FIRE 2011 was organized with an aim to extend standard information retrieval
(IR) ad-hoc test collection design to facilitate research on personalized and col-
laborative IR by collecting additional meta-information during the topic (query)
development process. A controlled query generation process through task-based
activities with activity logging was used for each topic developer to construct the
final list of topics. The standard ad-hoc collection is thus accompanied by a new
set of thematically related topics and the associated log information. We believe
this can better simulate a real-world search scenario and encourage mining user
information from the logs to improve IR effectiveness. A set of 25 TREC for-
matted topics and the associated metadata of activity logs were released for the
participants to use. In this paper we illustrate the data construction phase in detail
and also outline two simple ways of using the additional information from the
logs to improve retrieval effectiveness.
1 Introduction
One major challenge in Information Retrieval (IR) is the potential to adapt retrieval
results for personalized IR. Different users may enter the same query string into a search
system, but their information needs can be vastly different. The notion of relevance
depends upon factors such as the domain knowledge of the searcher, information gained
from reading previous documents in the past, and general search behavior of a searcher,
e.g. how many documents he normally reads before reformulating his search [2].
In a typical laboratory evaluation scenario of ad-hoc IR, participants are given a doc-
ument collection and a set of queries (topics). The task of the participating systems is
then to retrieve documents which satisfy the information need expressed in each query.
Such a traditional evaluation framework does not provide enough information to facili-
tate personalized IR. This information includes: a) closely related topics formulated by
different people with different assessments reflecting a differing notion of relevance,
and b) meta-information such as the documents viewed by the users.
The process of TREC-style topic development is artificial and does not resemble it-
erative query reformulation in real search activities where typically a user of the search
system enters an initial query, reads a few top ranked retrieved documents and reformu-
lates the initial query until his information need is satisfied. The final query, based on
the content read thus far, retrieves one or more relevant items which satisfy his infor-
mation need up to this point. Our main hypothesis is that this iterative process of topic
development is more similar to the real-world search than a search based on a single
topic.
To our knowledge, little or no research has addressed gathering and providing meta-
data for the query development process under the framework of an ad-hoc retrieval
dataset.1 The existing work on user studies for personalized IR differ in the tasks given
to the users (e.g. typically search with different unrelated queries) and the document
collections used for the exploration (e.g. searching the web). Our work attempts to pro-
vide a common evaluation framework to test various personalized IR systems.
The rest of the paper is organized as follows: Section 2 surveys work on user mod-
elling and personalized IR, Section 3 presents our approach to generating user logs in a
controlled environment, Section 6 outlines the planned task to be undertaken within the
FIRE 2011, and Section 7 concludes the paper with a brief summary and outlook.
2 Related Work
The research question we want to explore is whether IR systems can present more rele-
vant documents to individual searchers (hence addressing personalization) by exploiting
his browsing information and that of users with similar search interests.
Recent works on the study of user search patterns include that of Kellar et. al. [6].
They report that users spend most of their time, view most pages, and extensively use
the browser functions for information gathering tasks, thus establishing the need for ex-
tensive user studies of information gathering tasks. Kelly and Belkin [7] report that there
is no direct relationship between the display time of a document and its usefulness, and
that display times differ significantly according to a specific task and according to indi-
vidual users. White and Kelly [11] show that tailoring document display time thresholds
for implicit relevance feedback based on task grouping is beneficial for personalization.
Liu and Belkin [8] design a method for decomposing tasks into sets of (in)dependant
subtasks and show that the task stage for an independent subtask is helpful in predict-
ing document usefulness. This is attributed to the fact that users gain knowledge across
stages regarding the usefulness of documents.
The related work on user studies motivated us to generate a log of the entire topic
creation process to make information about the search process available to the retrieval
systems, which can help tuning IR systems to user-specific needs. The lack of availabil-
ity of user logs greatly limits the research that can be undertaken in this area outside of
industrial research laboratories. Our proposed methodology is designed to make a set
of query logs freely available and distributable to promote personalized IR research.
The LogCLEF2 log analysis initiative provides log data from different providers [3],
but these datasets lack relevance assessments.
TREC 2010 introduced a new track called the Sessions Track3, where the motivation
is to form and evaluate a session of related queries [5]. This track involves modifying an
1 Metadata includes all information from the search history for all query formulations.
2 http://www.promise-noe.eu/mining-user-preference/logclef-2011/
3 http://ir.cis.udel.edu/sessions/
initial query into a more general query, a more specific query, or one addressing another
facet of the information need. Our proposed track is different because firstly, we do not
manually form query variants, but expect the participants to contribute in generating
search data and provide them with search logs from other participating and volunteering
topic developers. Secondly, our track is not primarily concerned with query sessions, but
with categorizing users based on their interests and with exploring whether individual
searchers can profit from information about similar searches or users.
NTCIR-94 organized the Intent task, where topics are formed automatically by ran-
dom sampling from Chinese web search query logs. A difference between our pro-
posed task and the NTCIR Intent task is that the latter deals with web search and uses a
bottom-up approach (starting from existing query logs), whereas we try to address ele-
ments of personalization with a top-down approach, aiming to create interaction logs.
In summary, there are two important differences compared to previous research:
1. The topic development and relevance assessment will be performed by the same
person.
2. The same (static) corpus is utilized for search and logging the topic development
process, because experiments which are based on web search logs are typically not
reproducible due to the dynamic nature of web documents.
3 Data Construction Methodology
To promote our approach to automatic “closed-box” personalized and collaborative IR
experiments and encourage researchers to use and contribute to this method, we orga-
nized a pilot track named Personalized IR (PIR)5 in the Forum of Information Retrieval
and Evaluation6 (FIRE) 2011.
The closed set of documents, on which browsing activities were logged, is the FIRE
2011 English ad-hoc document collection comprising of news from the Indian newspa-
per The Telegraph from 2001 to 2010 and news from Bangladesh, comprising of almost
400K documents in total.
A web service7 was developed and hosted, which was used during the topic de-
velopment phase to browse through the collection and construct topics. The sequential
steps towards creation of a topic are as follows. A topic developer logs into the system
with a registered user ID and is henceforth refered to as a user of the web interface. The
user then goes through a search phase (selecting the search category, submitting queries
and viewing result documents) and a topic formulation and evaluation phase (summa-
rizing the found information, formulating the final topic, and assessing relevance for
documents). The system logs all these user actions. The topic development procedure
is illustrated in Fig. 1. We explain each step as follows.
4 http://www.thuir.org/intent/ntcir9/
5 http://www.cngl.ie/Fire-PIR/
6 http://www.isical.ac.in/˜clia/
7 http://www.cngl.ie/Fire-logs/
Category selection. The system presents a list of broad search categories from which
the topic developer has to select one. The categories are listed below.
1. Social impact on land acquisition
2. Honour killing incidents
3. Indian cricketing events
4. Indian tourism
5. Relation of India with its neighboring countries
6. Indian political scams
7. Healthcare facilities
8. Indian paintings and painters
9. Indian traditions and customs
10. Indian armed forces
11. Indian education policy
12. Bollywood movies
13. Adventure sports
14. History of Indian vernaculars
15. Terrorist attacks
The categories were intended to represent broad search domains of news articles which
a user can freely browse, gain knowledge during the search phase and finally enter his
own specific query. Also deriving the topics from a pre-defined list of categories is
intended to ensure development of related topics with overlapping information needs
for different users.
The search categories have been selected in accordance to the TREC guidelines
of topic development, which involves performing trial retrievals against the document
set and choosing topics for which the result set is not too small or too large [4]. Also
to ensure that we have roughly a uniform distribution of queries across these broad
categories, our system dynamically adapts the list for different users e.g. if enough
queries have been formed from category 1 and none from category 2 then the system
removes category 1 from the list presented to a new user.
Query formulation and retrieval. After selecting a category, the user iterates through
query formulations, retrieving different documents at each iteration. The retrieval en-
gine which the system uses at the back end is Lucene.
View/browse result documents. The user can read documents retrieved in the previous
step by clicking on the result URLs and can also bookmark a document to refer to it
later. The user is expected to go through a series of query reformulations before he feels
that he has gained sufficient knowledge to enter a topic to the system.
Topic summarization. The system presents a form where the topic developer has to
enter a report/summary on the subject matter of the chosen category. The content of the
summary acts as a means to ensure that the topic developer has indeed gained knowl-
edge about the search category and that the final topic indeed is based on information
Fig. 1: Data flow diagram of the topic development phase.
from documents viewed by him. A randomly entered summary on the other hand can
indicate an illformed test topic unsuitable for the evaluation experimentation.
Final topic formulation. As a next step the system asks them to form a TREC-
formatted topic based on the knowledge gained thus far. This query aims at one user-
specific, “personalizable” aspect of the initial search category, i.e. one particular aspect
of the category that the topic developer is especially interested in. We refer to this topic
as the final topic (because it is the final topic entered by a user for a particular search
category) or a test topic (because this topic is released in the test topic file to be used for
the final evaluation). The topic developers have to fill in the title, description and nar-
rative fields for the query, describing the information need by a phrase, a full sentence,
and a description of which documents are relevant and which are not. These TREC-style
topics serve as input for the IR runs.
Relevance assessment. Relevance assessments are based on the pool of submissions.
The developer of a topic was assigned the responsibility to mark the relevant documents
according to the relevance criteria expressed in the narrative field of the topic provided
by him. We aimed to investigate if there exists a personal notion of relevance, i.e. how
often a document is relevant for two different topics belonging to the same category.
Another aspect of research was to see how many of the documents bookmarked or
viewed for a long time by topic developers for a category are actually relevant for the
test topic entered in that category.
4 An Example Scenario
Let us assume a topic developer selects the example topic “Terrorist attacks” from the
pre-defined list of search categories. He then enters a series of queries in the system
(e.g. “Terrorist attacks Kashmir”, “Terrorist organizations”, “Terrorism in Mumbai”),
views the documents, bookmarks some of them and starts gaining knowledge about the
category given to him. Figure 2 illustrates this topic development process. For the cho-
sen initial search category, the user issues a query Q1 and gets a ranked list of returned
documents {D11, . . . D1m}. A subset of relevant documents (viewing or bookmarking a
document might be an implicit indicator of relevance) is used to reformulate Q1 into
Q2. The released meta-information corpus would thus contain each intermediate query
Qi, the set of top documents returned for Qi namely {Di1, . . . Dim} and the actions of
the user.
After going through a few iterations, the user then fills up the topic summary and
submits his topic titled “26/11 Mumbai attack” with an appropriate description and
narrative. Later on he also has to assess documents for relevance for this topic.
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Fig. 2: Structure of the meta-information.
Consider another topic developer who selects the same topic. He also browses docu-
ments through the system and eventually ends up with a topic titled “Ajmal Kasav trial”.
Now we see that the topic “Ajmal Kasav trial” is related to the query “26/11 Mumbai
attack” since Ajmal Kasav was the person convicted of the murders on the 26th Nov
night in Mumbai.
The assumption is that the set of documents that the first user views or bookmarks
can also be the potential relevant candidates for the second query. Also the principle
of recommender systems can be applied here where we predict the relevance of a doc-
ument by its popularity (of viewing or bookmarking) among different users executing
similar queries. Building up on the hypothesis that information obtained from one user
might benefit satisfying the information need(s) of the other, the intended challenge for
the participants was to develop ideas of how to increase retrieval effectiveness for all
searchers with similar search intentions by exploiting the browsing history of all such
searchers.
<top>
<num>1</num>
<username>*******</username>
<categoryname>Adventure sports</categoryname>
<title>rock climbing india</title>
<desc>The intent is to find general information about the rock climbing sport in India.</desc>
<narr> Relevant documents are documents that give information or news about the rock climb-
ing sport in India. Relevant documents will also be ones that discuss achievements of rock
climbers who climbed mountains in India.
</narr>
<top>
5 Data Details
5.1 Test Topics
Twenty-five TREC formatted test topics having two additional tags of username and
categoryname were released. For each topic, the string enclosed within the username
tag denotes the registered user name of the developer for this topic and the category-
name tag contains the name of the category selected while developing it. An example
topic is shown in below.
5.2 Search Logs
A single line in the log file represents a search event by a user, where a search event can
be either a click on the URL or on the bookmark button corresponding to a document,
returned as part of a ranked list in response to a query execution. The logs are formatted
as comma separated values and have the following structure: user name, category, query
name, document name, rank of this document, action performed on this document, and
time stamp. The first field i.e. the name of the user serves as an identifier to trace the
originator of the event. The second field i.e. the name of the category is used to identify
the top level search category from which the event was generated. This is particularly
useful in restricting investigation of browsing history within a single search session for
a single user or for a group of users who chose the same search category. The next field
i.e. the query name is the seach string for which this particular event (click or bookmark)
occurred. The fourth and fifth fields are the name and the retrieval rank of the document
which was clicked or bookmarked. The sixth field distinguishes between the two types
of action possible which is one of resultclick, denoting that the user clicked on the
URL of this document, and bookmark, which indicates that the user bookmarked this
document for refering to it later. The last field records the time stamp of the event.
6 Retrieval Methodology
Twenty-six participants registered for the PIR track but unfortunately not a single one
of them submitted any run for the track. We therefore decided to generate three baseline
runs demonstrating the potential usefulness of the collected log data.
The retrieval model used for all the baseline runs is Language Modeling (LM) im-
plemented within SMART8. We used the standard SMART stopword list and the default
stemmer of SMART, which is a variant of the Lovin’s stemmer. The LM implementa-
tion of SMART employs a Jelinek Mercer smoothing [10]. The smoothing parameter
λ was set to 0.3, which is the optimal value for the ad-hoc task on FIRE 2010 English
collection.
The first baseline named BL1 is a simple ad-hoc IR run using the titles of queries.
The run involves a pseudo-relevance feedback (PRF) step of query expansion using
R = 10 i.e. assuming that top 10 documents are pseudo-relevant, and using T = 10
i.e. adding 10 selected terms from these documents to the query. The term selection is
based on LM term scores as defined by Ponte in [9]. The second baseline BL2 was
generated using the additional intermediate queries that a user entered in the search
system before formulating the final test query, whereas the third baseline BL3 uses the
clicked documents by a user.
In order to extract out the information about the intermediate query titles and the
viewed documents efficiently at the test query execution phase, we preprocessed and
organized the log data into a two level hash indexed data structure. This is because
given a test query string and the associated identity of the user and category of this
query, respectively refered to as current user and current category, we would quickly
want to narrow down on the subset of logging events which is useful for this test query.
The top level of the log data structure is thus indexed by the category name, which
quickly narrows down to the search to the current category. The next level of indexing
is on the user name which extracts out logs only for the current user. The log records
at the leaf level of this bi-level index is organized as a list, where each list element
stores an intermediate query name entered into the search system and a pointer to the
list of retrieved document names in response to that query. Figure 3 shows a schematic
organization of the data structure. We build up this in-memory data structure only once
in the preprocessing stage. We iterate through each log record from the CSV and insert
it in its proper place in the bi-level hash table. Refering to the Figure 3, if we want to
get log information for a test query whose category name is C5 and user name is U3 we
first query the left-most hash table with C5, follow the pointer and reach another hash
table where we query with U3. Following the pointer we reach the activity records for
that user who in this particular example has entered only one query Q3 and clicked on
documents D7 and D8.
With this description of the organization of the log data in memory we are now
ready to outline the methodology for generating the baseline runs BL2 and BL3. BL2
only uses the intermediate query strings i.e. the query strings marked as Qis in Figure 3.
For a test query we retrieve the intermediate query strings for the current user and the
current category. This precisely constitutes the list of queries entered into the search
system by the current user during the search session which led to the development of
the final test query. We add these query strings into the test query title and report the
retrieval run as BL2. The rationale behind this approach is that the intermediate query
strings serve to act as the actual intent of the user during the search session.
8 ftp://ftp.cs.cornell.edu/pub/smart/
Fig. 3: Data structure for efficient log processing.
For BL3 we use the clicked documents in addition to the top ranked documents of
an initial retrieval run as the potential set of pseudo relevant documents. The rationale
is that viewed documents are likely to be relevant for the intermediate query and in turn
for the final test query assuming that the final test query reformulation has been affected
by the contents of the viewed documents.
6.1 Results
In the absence of any submitted runs, at the time of writing this paper we have been
able to complete only a rapid evaluation by restricting manual assessments to the pool
of top 30 documents obtained from the three retrieval runs BL1, BL2 and BL3. We
thus report average precisions at fixed cut off values of 5 and 10. Table 1 shows the
fixed point cut off precision values averaged over 25 test topics. We see that using the
log information can increase the precision within top 10 documents. Expanding the
current query by words from previous queries has shown a positive effect and using
clicked documents for PRF has been able to demonstrate an increase in P@5.
Due to the lack of participation in the PIR task, we do not have sufficient log data to
obtain conclusive results. Our preliminary evaluation effort nonetheless is indicative of
Table 1: Retrieval Results.
Run Name P@5 P@10
BL1 0.60 0.59
BL2 0.68 0.60
BL3 0.64 0.52
a possible trend in retrieval effectiveness. We need more time to generate the complete
set of manual relevance assessments and compute the standard evaluation metric MAP.
We will investigate about the reasons for the lack of participation from the partici-
pants. One plausible reason can be that the domain of news articles is not very suitable
for navigational searches. A collection of informative articles such as the Wikipedia
might fit into the task based exploratory search. As a future work we intend to use
the INEX ad-hoc collection, which comprises of the full Wikipedia collection [1] for
building up log data to make the search task more interesting for the topic developers.
7 Conclusions and Outlook
The proposed methodology can act as the first stepping stone towards evaluation of
different retrieval systems under the same test bed of user generated logs. The log gen-
eration process has been designed to address aspects of personalization by capturing
individual information needs for a broad search category. The history of the documents
viewed prior to developing the final topic makes the topic development process trans-
parent to a retrieval system.
We have shown that navigational search sessions can be generated through task
based browsing activities in a constrained domain or category and have also demon-
strated that such activity logs can potentially be leveraged upon to improve retrieval
precision at top ranks.
In the absence of any submitted retrieval run, we generated two retrieval runs one
involving intermediate queries for expansion of the final test query, and the other using
viewed documents for PRF. The results should motivate participants to submit their own
runs at next year and thus contribute towards the development of the track. Participants
from related tracks such as the Sessions Track at TREC, LogCLEF at CLEF, and the
intent finding track at NTCIR may also be interested to participate in this track. The
task this year focused on English, but as the methodology is language-independent, it
can be applied for Indian languages also used at FIRE (e.g. Bengali or Hindi) if enough
interest can be raised from FIRE participants.
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