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ABSTRACT:  Spherical  colloidal  particles  generally  self‐assemble  into  hexagonal  lattices  in  two  dimensions. However, 
more complex, non‐hexagonal phases have been predicted theoretically for isotropic particles with a soft repulsive shoul‐
der but have not been experimentally realized. We study the phase behaviour of microspheres in the presence of poly(N‐
isopropylacrylamide)  (PNiPAm) microgels  at  the  air/water  interface. We  observe  a  complex phase diagram,  including 
phases with chain and square arrangements, which exclusively form in the presence of the microgels. Our experimental 
data suggests that the microgels form a corona around the microspheres and induce a soft repulsive shoulder that governs 
the self‐assembly in this system. The observed structures are fully reproduced by both minimum energy calculations and 
finite temperature Monte Carlo simulations of hard core‐soft shoulder particles with experimentally realistic interaction 
parameters. Our results demonstrate how complex, anisotropic assembly patterns can be realized from entirely isotropic 
building blocks by control of the interaction potential. 
Introduction 
The ability of colloidal particles to adsorb to liquid inter‐
faces  is of  fundamental  importance  for a  range of  scien‐
tific  disciplines  and  applications  1,2. The  presence  of  the 
particles modifies the properties of the interface1, impart‐
ing for example mechanical and kinetic stability to emul‐
sions 3,4 or foams 5,6. 
Similarly, liquid interfaces confine particles in two dimen‐
sions and serve as  ideal  templates  to observe their  inter‐
actions  and  dynamics  1,7,8.  In  contrast  to  atomic  crystals 
where  atoms  interact  via  complex  and  predetermined 
potentials, colloidal interaction can often be described by 
simpler interaction potentials, which can be more readily 
controlled  at  the particle  level or  via  external  forces  9–11. 
These  increased  degrees  of  freedom,  and  the  ability  to 
directly observe  the phase behaviour with an optical mi‐
croscope provide an ideal model system to fundamentally 
study self‐organization phenomena.  
If the size polydispersity  is sufficiently  low, colloidal par‐
ticles are able to form two‐dimensional crystals with long‐
range order  10. This property, coupled with  the ability  to 
control  the periodicity  via  the  size of  the particles, pro‐
vides  an  experimentally  simple,  bottom‐up  strategy  to 
create nanoscale  surface patterns with high  fidelity over 
macroscopic areas, exploited  in photonic  12,13, phononic  14 
or  lithographic  15,16  applications.  However,  control  over 
the available symmetries of such two‐dimensional colloi‐
dal crystals is currently limited.  
The  geometry  of  the  colloidal  building  blocks  generally 
determines the symmetry of the resulting assembly struc‐
ture. The simplest and most widely used building blocks 
are  charged‐stabilized  spherical  polymer  or  silica  parti‐
cles.  As  expected  intuitively  from  macroscopic  objects, 
such spherical building blocks form crystals with hexago‐
nal symmetry when placed at an air/water  interface. De‐
pending  on  the  balance  of  attractive  capillary  and  van‐
der‐Waals forces and electrostatic repulsion, the particles 
can  either  form  close‐packed,  dense  structures  or  non‐
close‐packed  lattices where  the  interparticle  distance  is 
maximized  17.  However,  the  symmetry  of  the  assembly 
remains  hexagonal  as  the  particles  maintain  an  equal 
distance to all their neighbours 18. 
As a consequence of  the  isotropic nature of particle and 
interaction  potential,  the  formation  of  two‐dimensional 
crystals with different symmetry or anisotropic structures 
appears to be prohibited with spherical particles. Experi‐
mental  efforts  have  therefore  focused  on more  complex 
approaches, employing different building blocks, external 
stimuli  or  manipulations  of  the  confinement.  Cubic  or 
octahedral  particles  tend  assemble  into  square  packing, 
which is their densest packing  19,20. Alternatively, external 
electric  21–23 or magnetic  fields  24–26,  inducing dipole mo‐
ments  in  the particles, can direct spherical particles  into 
anisotropic chain structures. Manipulating  the direction‐
 ality of capillary  forces, using anisotropic particles  27,28, a 
defined curvature of the liquid interface 29,30 or the intro‐
duction  of  defined  patches  on  isotropic  particles  31  pro‐
vides another tool to guide the assembly process towards 
chain  or  square  structures.  Common  to  all  these  ap‐
proaches is the introduction of an anisotropic component 
into the interaction potential, which provides energetical‐
ly favourable sites at defined positions at a particle’s vicin‐
ity, thus directing the assembly process. 
An elegant, albeit less intuitive route towards anisotropic 
assemblies was theoretically predicted by Jagla nearly two 
decades  ago  32,33.  Jagla  showed  that  spherical  particles 
confined  to  two dimensions  and  possessing  an  isotropic 
and  repulsive  interaction  potential  can  form  anisotropic 
assemblies  as  their minimum  energy  structure  if  the  in‐
teraction potential features two distinct length scales. The 
combination of a hard‐sphere potential acting at the par‐
ticle  core  with  a  longer  range  soft  repulsion  shoulder 
gives rise to a variety of different equilibrium structures at 
different  surface densities,  including – counterintuitively 
for purely  spherical building blocks –  chains and  square 
symmetries  as  the  system minimizes  its  energy  by  fully 
overlapping  the  shells of neighbouring particles  in  some 
directions in order to prevent the overlap of the shells in 
others  29,32,34.  Recently,  even  more  complex  structural 
motifs  such  as quasicrystalline order has been predicted 
via  similar potentials 35–37.  Importantly,  theoretical  inves‐
tigations suggest the possibility to induce complex, aniso‐
tropic assembly patterns  from entirely  isotropic colloidal 
particles38,39. However, even though the minimum energy 
structures  above  are  recovered  by Monte  Carlo  simula‐
tions 36,40, indicating a robust phase that can be potential‐
ly experimentally accessible, no experimental evidence of 
a  phase  diagram  reproducing  the  essential  features  pre‐
dicted by the soft‐repulsion models has been demonstrat‐
ed for core‐shell particles to date.  
Here, we explore  the phase diagram of polymer polysty‐
rene  (PS) microspheres  at  the  air/water  interface  in  the 
presence  of  soft  poly(N‐isopropylacrylamide)  (PNiPAm) 
microgels with nanoscale dimensions. PNiPAm microgels 
are  ideal  model  systems  to  introduce  a  soft  character 
since they are able	to	swell	by	taking	up	large	amounts	of	
water	 and	 to  significantly deform  at  the  air/water  inter‐
face41,42. We show that the attractive interactions between 
the two particle populations lead to the in‐situ formation 
of a soft, compressible microgel corona around the poly‐
styrene microspheres so that our binary system effectively 
acts as a one component core‐shell system. Upon increas‐
ing  the  density  of  the  particles,  we  observe  a  complex 
phase  diagram  of  assembly  structures  of  the  micro‐
spheres,  including  chain  and  square phases. The  experi‐
mental  data  is  in  excellent  agreement  with  minimum 
energy  calculations  and  finite  temperature Monte Carlo 
simulations of hard  core‐soft  shoulder particles with  ex‐
perimentally realistic  interaction parameters. Our results 
provide  the  first  experimental  realization  of  complex, 
anisotropic  assembly  patterns  produced  from  entirely 
isotropic  particles  and  interactions with  a  soft‐repulsive 
component in the interaction potential. 
Results 
Particle interactions 
To investigate the phase behaviour of the binary mixture 
of  polystyrene  (PS)  microspheres  (diameter  d=1.5  µm, 
Supplementary  Figure  1) with PNiPAm microgels  (d=145 
nm, Supplementary Figure 2), we premixed the two parti‐
cle populations prior  to spreading at  the air/water  inter‐
face of a Langmuir  trough (Figure  1a). Even  though both 
the PS microspheres as well as the PNiPAm microgels are 
negatively  charged,  we  observe  attractive  interactions 
between the two particle populations, both using fluores‐
cently labelled microgels in a confocal microscope (Figure 
1b,c)  and by  scanning  electron microscopy  (Figure  1d,e), 
in agreement with previous reports 43,44. 
To ensure a complete microgel shell and to avoid aggrega‐
tion caused by bridging of microspheres via the microgels 
at  low  concentrations  43 all  experiments were performed 
with an excess of microgels. Importantly, this implies free 
microgels in the dispersion and at the interface. 
The presence of microgels  seemingly affects  the  interac‐
tion potential between  the  large microspheres. For pure 
microspheres, we observed close‐packed clusters even at 
very low surface pressures (π<1 mN/m) (Figure 2b), which 
typically  form at air/water  interfaces because of capillary 
attraction 17 (Van der Waals attractive forces are too short 
ranged to be relevant on the length scales we are consid‐
ering  here).  In  the  presence  of  microgels,  a  non‐close 
packedarrangement  resulted  instead  (Figure 2c). We did 
not observe any  indications of phase separation between 
microgels  and microspheres, which  suggests  a  preferen‐
tial, attractive  interaction between microgels and micro‐
spheres,  consistent with  their  interactions  in  bulk  (Fig‐
ure 1). Furthermore, the PS microspheres  in the presence	
 
Figure  1. Behaviour of mixtures of polystyrene  (PS) micro‐
spheres  and  poly(N‐isopropylacrylamide;  PNIPAm)  micro‐
gels and experimental setup. a) Schematic illustration of the 
experiment:  PS  microspheres  (d=1.5  µm)  are  mixed  with 
PNIPAm microgels (d=150 nm), sonicated and then spread at 
the air/water  interface on a Langmuir trough to observe the 
phase behaviour upon compression. b,c) Confocal microsco‐
py  images  of  PS  microspheres  mixed  with  fluorescently‐
labelled  PNIPAm  microgels.  The  position  of  the  micro‐
spheres, seen in bright field (b) coincides with the position of 
the  labelled microgels,  seen  in  the  fluorescence  image  (c), 
indicating  adsorption  of  the  microgels  onto  the  micro‐
spheres. Scale bars are 5 µm. d,e) SEM image of a mixture of 
PS microspheres  and  larger  PNIPAm microgels  (d=550nm) 
deposited at 50°C (d) and 23°C (e), providing direct evidence 
of the microgel adsorption onto the PS particles. The differ‐
ence in morphology between collapsed state (d) and swollen 
state (e) is clearly visible. Scale bars are 500 nm. 
 of microgels did not show observable Brownian motion as 
soon  as  the  surface pressure  started  rising  (π>3 mN/m), 
even though the microspheres were not  in close contact, 
demonstrating that the microgels introduce an additional 
long‐range repulsive component to the interaction poten‐
tial between the microspheres (greater than kBT). The fact 
that we do not observe any close‐packed clusters  in Fig‐
ure 2c,d  also  suggests  that  this microgel‐induced  repul‐
sion  is much  stronger  than  the  capillary  attraction  be‐
tween  latex spheres. Note  that  the addition of microgels 
does not  lead  to  ‘depletion  attraction’ between  the  latex 
particles.  Instead,  the attractive microgel‐colloid  interac‐
tions in our system leads to the opposite case of ‘accumu‐
lation repulsion’ between the latex particles, as discussed 
in detail in the discussion below 45.  
To probe the nature of this repulsion in greater detail, we 
consider the surface pressure‐area isotherms in Figure 2a. 
In  the absence of microgels, no  increase  in  surface pres‐
sure  is  recorded  until  the  microspheres  form  a  dense 
monolayer,  upon  which  the  isotherm  rises  steeply  as  a 
result of the  increased stiffness 46. In the presence of mi‐
crogels,  the  surface  pressure  rises  at much  lower  com‐
pressions  and more  gradually  as  a  result  of  the  softness 
and  compressibility  of  the  microgels  that  interact  over 
longer distances 47. The composite microspheres/microgel 
system  showed  a  similar  behaviour  as  pure  microgels 
(Figure  2a;  Supplementary  Figure  3),  indicating  that  the 
mixed system is dominated by the elasticity of the micro‐
gels. At high compressions (π>28.5 mN/m), the steep rise 
in  surface  pressure  indicates  that  the  microspheres  in 
close  contact  dominate  the  interfacial  behaviour.  We 
further note that upon spreading of pure microspheres, a 
fraction  did  not  adsorb  to  the  air/water  interface  and 
submerged  to  the  subphase, while  in  the mixed  sample, 
no  microspheres  in  the  subphase  were  observed.  This 
behaviour is further evidence of the adsorption of micro‐
gels onto  the PS microspheres´ surface, which seemingly 
increases their surface activity.  
To  investigate  the  phase  behaviour  of  the  PS  micro‐
spheres  in the presence of the microgels, we compressed 
the  interface  until  the  microspheres  were  in  contact 
(π=34 mN/m). We note that the  isotherm of pure micro‐
gels  did  not  increase  above  π=28.5 mN/m  upon  further 
compression,  regardless  of  the  initial  concentration  of 
microgels  (Supplementary  Figure  3),  indicating  that mi‐
crogels  detached  from  the  interface  at  higher  compres‐
sions.  We  equilibrated  the  system  via  relaxa‐
tion/compression cycles (stopping at π=34 mN/m to avoid 
collapse of  the microsphere  layer)  to  remove  excess mi‐
crogels from the interface. After 3 cycles, the shape of the 
surface pressure‐area isotherm did not change any further 
(Supplementary  Figure  4),  indicating  that  the  particle 
concentration and composition at the interface remained 
constant. We used this equilibrated system to investigate 
the  phase  behaviour  as  a  function  of  particle  density. 
Importantly,  as  the  equilibration  step  removes  excess 
microgels  from  the  interface,  the system  is  insensitive  to 
the initial concentration of microgels. Indeed, we  
	
Figure 2. Effect of microgel addition on interfacial properties 
of  PS  microspheres.  a)  Compression  isotherm  of  pure  PS 
microspheres  (black),  the  mixed  suspension  (blue)  and  of 
pure microgels (red). The  interfacial behaviour of the mixed 
system  is  dominated  by  the microgels.  b)  Pure  PS  micro‐
spheres form close‐packed clusters at the air/water interface. 
c)  In the presence of microgels (fluorescently  labelled, mass 
ratio  of  microgels/microspheres  =  4  wt‐%),  a  non‐close 
packed arrangement of PS microspheres is observed. d) Fluo‐
rescence microscopy image showing the selective adsorption 
of microgels in a corona around the microspheres. Scale bar: 
10 µm.  
observed  identical  isotherms  and  phase  diagrams  for 
higher  initial  microgel  concentrations  (Supplementary 
Figure  5). However,  at  lower  initial microgel  to micro‐
sphere ratios  (1 wt‐%), we observed  the  formation of ag‐
gregated  microsphere  structures  at  the  interface  (Sup‐
plementary Figure 5)  similar  to pure microspheres,  indi‐
cating  insufficient  microgels  at  the  interface  to  induce 
changes  in  the  interaction  potential. We  conclude  that 
the attraction of the microgels to the microspheres intro‐
duces  an  effective  repulsion  between  the  microspheres 
and that a minimum concentration of microgels is neces‐
sary  to prevent  the  formation of  close‐packed  structures 
and to observe the complex phase diagram of the compo‐
site  system.  We  note  that  the  characteristic  distances 
between microspheres  in  Figure  2  and  reported  later  in 
Figure 3 exceed the diameter of a single microgel particle. 
This  large  length  scale  cannot  be  accounted  for  by  the 
single  layer  of  microgels  that  are  adsorbed  around  the 
microsphere  in  the  bulk dispersion  alone  (see  Figure  1), 
and  suggests  the presence of additional microgels  in  the 
vicinity of the microspheres, even after equilibration. 
As we discuss below, we  interpret  this behaviour  in  the 
context of  the  formation of a soft, two‐dimensional shell 
around  the microspheres  that  forms  in  situ at  the  inter‐
face and  induces a soft, repulsive component. Direct evi‐
dence  of  the  formation  of  this microgel  corona  can  be 
 seen in Figure 2d that shows a microscopy image taken at 
the air/water  interface with  fluorescently‐labelled micro‐
gels, mixed together with polystyrene microspheres (same 
experimental setup as in c). Clearly, the microgels arrange 
around  the  polystyrene microspheres.  Since  all  particles 
are  confined  to  the  air/water  interface, we  deduce  that 
the corona of microgels at the interface must be effective‐
ly two‐dimensional. 
 
Phase diagram as a function of the available area. 
We  compressed  the  system until we observed  a hexago‐
nally  close‐packed  phase  at  π=34 mN/m  and  slowly  re‐
duced the density of the particles at the interface by bar‐
rier  expansion  while  recording  the  interfacial  arrange‐
ment  of  the microspheres  (Supplementary Movie  1)  and 
use  image  analysis  to  extract  position  and  number  of 
particles. We can thus present the interfacial behaviour as 
the area per particle as a function of the surface pressure 
π  (Figure 3a) or as  the average distance of neighbouring 
particles as a function of the area per particle (Figure 3b).  
Our  experiments  revealed  the  presence  of  four  distinct 
phases occurring at different surface pressures, as indicat‐
ed  in  the  insets of Figure 3a,b. Figure 3c‐h  shows  repre‐
sentative microscopy  images  of  the  observed  phases. At 
highest  surface pressure  – or highest  surface density  for 
the  particles  –  we  observed  a  hexagonal  close‐packed 
phase  as  expected  from  spherical,  isotropic  particles  at 
the air/water interface 17 (Figure 3c). Upon relaxation and 
thus  increase of the area available per particle, the parti‐
cle monolayer first relaxed into a phase with square sym‐
metry  (Figure 3d),  followed  by  distinct  particle  chains, 
which  became  dominant  once  the  area  per  particle  ex‐
ceeded 5 µm2 (Figure 3f). Subsequently, the chains gradu‐
ally  dissolved  (Figure 3g)  and  gave  rise  to  a  non‐close 
packed  arrangement  with  increasing  particle  distances 
(Figure  3h).  The  different  phases  can  be  clearly  distin‐
guished from the interparticle distances in dependence of 
the  available  area  distance) while  the  distance  to  other 
particles  (e.g.  in  the  neighbouring  chain)  is  gradually, 
Figure 3. Phase diagram of a mixture of polystyrene microspheres (d = 1.5 µm) and PNiPAm microgels (dH = 150 nm) observed in 
situ at the air/water interface. a) Compression isotherm, represented as the surface pressure vs. area per particle extracted from 
image analysis. The  insets  indicate  the different observed phases. b) Phase diagram  represented as  the nearest neighbour  in‐
terparticle distance vs area per particle. The different phases are clearly distinguished by the bimodal character of the rhombic 
and chain phase. c‐h) Representative microscopy  images of  the observed phases: c) Hexagonal close packed phase; d) Square 
phase; e) Transition between square and chain phase;  f) Chain phase; g) Transition between chain phase and hexagonal non‐
close packed phase; h) Hexagonal non‐close packed phase. All scale bars are 10 µm.  
 	
increased  with  increasing  area  per  particle.  In  contrast 
both hexagonal phases are characterized by a monomodal 
nearest  neighbour  distribution,  enabling  to  clearly map 
out  the  phase  diagram.  To  facilitate  comparison  with 
theoretical  results, we  also  specify  the  area  fraction  φ= 
ρπr02/4, where ρ  is  the number of particles per unit area 
and  r0=1.95±0.2  µm  is  the  minimum  distance  between 
neighbouring  particles  in  the  densest  phase,  which  we 
interpret as the closest possible packing, or core diameter, 
of  the  system  (Figure  3b).  This  minimum  distance  r0, 
extracted  from  statistical  image  analysis,  remained  con‐
stant  throughout  the  phase  transitions  from  hexagonal 
close  packed  to  square  and  chains. By  comparison with 
our theoretical model (see below), we therefore attribute 
this  to  the core diameter of  the  system.  Importantly, we 
realize that this “core” consists of the microsphere with a 
highly  compressed  microgel  corona.  We  estimate  the 
extend of this corona by measuring the space required for 
individual microgels at a similar surface pressure and find 
a  value  of  approximately  160 nm  (Supplementary  Figure 
6). By substracting the actual microsphere diameter from 
the area covered by a particle with the experimental core 
diameter, we can estimate the number of microgels with‐
in  the  shell,  and  determine  value  of  approximately  58 
microgels  around  the microspheres  (Supplementary Fig‐
ure  6).  In  agreement  with  the  accumulation  repulsion 
model  (details  below),  this  indicates  multiple  microgel 
layers surrounding the central microsphere. 
For all the phases, we observed a transition with coexist‐
ence  of  two  different  phases  (Figure  3e,g). Additionally, 
the crystal domain structure  initially present  in  the hex‐
agonal close packed phase persisted throughout the phase 
transitions.  The  orientation  of  the  crystal  domains with 
respect  to  the  barrier  position  seemed  to  influence  the 
phase  transition behaviour.  In Figure  3e,  the  crystal do‐
main at the top left, oriented nearly parallel to the barri‐
ers  and  thus  the  direction  of  relaxation  (the  barriers 
opened  from  left and right of  the  image) already  formed 
the chain phase, while the domain at the bottom, orient‐
ed  diagonal  to  the  barriers  still  remained  in  the  square 
phase.  We  attribute  this  behaviour  to  the  anisotropic 
nature of the relaxation. The transition from squares into 
the  chain  phase  occurs  by  anisotropic  relaxation  of  the 
crystal  domains  perpendicular  to  the  chain  orientation, 
therefore requiring more space along the direction of the 
expansion. As  the barrier opening occurs  along one  axis 
(left  to  right  in  the  images),  the phase  transition occurs 
preferentially  along  this  direction  as  well,  leading  to  a 
preferential alignment of the chains parallel to the barri‐
ers, which  is clearly observed  in Figure 3f. The transition 
from  chains  into  hexagonal  non‐close  packed  phase 
though requires melting of the particle chains and nucle‐
ates at  the grain boundaries  (Figure 3g),  similar  to what 
has been observed for bulk colloidal crystals 48. 
Importantly,  all  experiments  were  started  at  maximum 
particle  density.  As  the  particles  gain more  area  at  the 
interface, they relax and the system evolves into different, 
distinct phases before  finally transitioning  in a non‐close 
packed  arrangement.  This  behaviour  indicates  a  fully 
reversible process (indeed, repeated cycles gave  identical 
phase  behaviour,  Supplementary  Figure  7)  resulting  in 
phases with  identical  length  scale.  The  reversibility  and 
constant  length  scale  in  the assembly  structures,  in  cor‐
roboration with identical surface pressure‐area isotherms 
indicates a constant ratio of microspheres and microgels, 
which  suggests  that  the  microgels  form  a  stable,  two‐
dimensional shell around each microsphere.  
When  recording  the  phase  diagram  from  low  to  high 
compression,  the  system  also  underwent  phase  transi‐
tions  (Supplementary  Figure  7).  The  individual  phases 
were, however, much less defined and regular,  indicating 
that kinetic trapping and jamming can obscure the obser‐
vation of the phases.  
	
Characterization of the different phases 
In Figure 4, we present a detailed characterization of the 
observed  phases.  From  the microscopy  images  taken  of 
the microspheres at the air/water interface (Figure 4a‐d), 
we extracted the position of each particle and used a Vo‐
ronoi  tessellation  to determine  their nearest neighbours. 
We  characterized  the  different  phases  by  Fourier  trans‐
form analysis (Figure 4a‐d,  insets), by  the nearest neigh‐
bour distance (Figure 4e‐h), by the angular distribution of 
the all neighbours (Figure 4 i‐l) and of neighbouring par‐
ticles in direct contact (Figure 4 m‐p). 
For  the  hexagonal  close‐packed  phase,  we  see  a  sharp 
peak at 1.95±0.2 µm in the nearest neighbour distribution, 
which  is  the  minimum  distance  between  the  micro‐
spheres  in our system and we accordingly correlate with 
the  hard  sphere  (or  core)  diameter  r0  (Figure  4e).  The 
difference between this measured diameter and the nom‐
inal diameter of the microspheres (d=1.5 µm) indicates the 
presence  of  compressed  microgels  around  the  micro‐
spheres,  even  at maximum  compression.  The  hexagonal 
symmetry of  the phase  is  reflected by  the Fourier  trans‐
formation pattern (Figure 4a) and the 60° angles between 
nearest neighbours (Figure 4i). The square phase shows a 
clear  four‐fold  symmetry  in  the  Fourier  transformation 
(Figure 4b) and is characterized by a bimodal distribution 
of nearest neighbours, related to neighbouring particles in 
direct  contact  and  neighbours  sitting  at  the  diagonal 
position (Figure 4f). The position of the first peak remains 
unchanged at 1.95 µm (red), indicating that microspheres 
remain  in  close  contact.  The  second  peak  appears  at 
2.6±0.2 µm  (blue), which  is approximately  2   times  the 
first  distance  (Figure  4f,  inset).  The  two  characteristic 
length scales are further reflected in the angular distribu‐
tion of all nearest neighbours that shows a similar bimo‐
dality with peaks  at 86°  and 47°  in  a  ratio of  1:2  (Figure 
4g),  corresponding  to a  rhombus with  internal angles of 
86°  and 94°,  indicating  that  the  squares  are  slightly dis‐
torted  into a rhombic structure. Particles  in core contact 
show a clear peak around 90°  (Figure 4n), with a minor 
peak at 60° corresponding to particles remaining in the  
 	
Figure 4: Statistical image analysis of the observed phases. a‐d) Microscopy images of each phase analysed by customized parti‐
cle tracking code. Particles in close contact are marked as green lines. Fourier transformation is shown as inset. All scale bars are 
10 µm. e‐h)  Interparticle distance distribution,  revealing  the prevalence of a peak at  1.95 µm  throughout  the hexagonal close‐
packed,  square and chain phase, attributed  to particles  in core contact. A bimodal distribution  is  found  for  the  rhombic and 
chain‐like phase, reflecting the anisotropy of the crystal structure. i‐l) Angular distribution between the nearest neighbours with 
assignment of the angles shown as insets. m‐p) Angular distribution between particles in core contact (defined as the contacts of 
the peak at 1.95 µm in the interparticle distance diagram). Scale bar: 10 µm. 
	
hexagonal  close‐packed  phase.  The  anisotropy  of  the 
chain  phase,  clearly  observable  in  the  Fourier  transfor‐
mation  pattern  (Figure  4c),  is  reflected  in  the  nearest 
neighbour distribution (Figure 4g). The first peak remains 
at 1.95 µm and demonstrate core‐core contact of particles 
within  the  chain. A  second,  broad  peak  centred  around 
2.95  µm  relates  to  particles  in  the neighbouring  chains. 
The  agngular  distribution  of  all  neighbours  (Figure  4k) 
shows  a  peak  at  34°  and  a  broadened  peak  around  70°, 
indicating  that  there  is  a  preferred,  although  not  pro‐
nounced orientation of neighbouring chains  in a hexago‐
nal packing (i.e. particle position shifted by half the diam‐
eter  in neighbouring  chains,  see  inset). Particles  in  core 
contact  form a  clear angle of  180°, underlining  the pres‐
ence of parallel, aligned chains (Figure 4o).  
The  hexagonal  non‐close  packed  shows  a  less  defined 
packing  (Figure  4d)  and,  consequently,  much  broader 
distributions  of  nearest  neighbour  distances  and  angle 
distributions (Figure 4h,l). Importantly, and in contrast to 
the same microspheres  in  the absence of microgels  (Fig‐
ure 2b), no direct contact between the particles exists.  
 
Theoretical investigations 
To rationalize the influence of the microgels on the phase 
behaviour  of  microspheres,  we  assume  a  disk‐like  soft 
shell of microgels around each microsphere and modelled 
the  interaction  between microspheres  using  the  generic 
hard core‐soft shoulder potential proposed by Jagla 32, 
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where r0, r1 are the range of the core and shoulder repul‐
sion  respectively, U0  is  the  shoulder  height  and  the  pa‐
rameter g controls  the profile of the soft shoulder, going 
from no shoulder (g=0), via a  linear ramp potential (g=1) 
to a square shoulder  (g=∞) as we  increase g  (Figure 5a). 
The Jagla potential is fully described by three parameters, 
r0, r1, U0 and g, and we will determine their effective val‐
ues  by  comparing  the  theory with  experiment. We  first 
study the zero temperature structures (i.e., the minimum 
energy configurations MECs) formed by particles interact‐
ing via the Jagla potential in two dimensions, resembling 
the particles confined to the air/water interface. The zero 
temperature  regime  is  relevant  to  our  system  since  we 
assume the interaction potential due to the microgel layer 
to  be  greater  than  the  thermal  energy,  i.e., U0>>kbT,  or 
equivalently  the  reduced  temperature  T*=T/(U0/kb). We 
perform  a  comprehensive  exploration  of  all  two‐
dimensional  structures  containing  one  particle  per  unit 
cell  (Figure 5b),  compared  to  the original  study by  Jagla 
which only considered a limited  
subset  of MEC  structures  32. We  use  an NPT where  the 
system can transform completely  into a single phase and 
determine its MEC as a function of the parameters r0, r1 , 
g, and P (the parameter U0  is  irrelevant at zero tempera‐
ture)  by  minimising  the  enthalpy  per  particle  H  with 
respect to the lattice parameters (Methods).  
We  estimate  the  potential  range  from  the  experimental 
data (Figure 4) and use r0=1.95±0.2 µm as the core repul‐
sion  length  and  the  length  scale  of  the  soft  repulsion 
shoulder r1=2.95±0.3 µm from the interparticle distance in 
the chain phase, yielding a r0/r1=1.5±0.15. 
Figure 5c,d shows the phase diagram in the plane of g and 
reduced pressure P*=r02P/U0 and the corresponding MECs 
structures,  respectively.  For  g>1  the  hexagonal  phase  at 
low pressures  corresponds  to  the  low density hexagonal 
phase  (HEX‐L)  (no overlap of  corona)  and  at high pres‐
sure  to  the high  density  hexagonal  phase  (HEX‐H)  (full 
overlap of corona). We note also  that  the phase diagram 
is  relatively  insensitive  to  g when  g  ≥  1, with  the  same 
sequence  of  phases  being  observed  as  we  increase  P*, 
going  from  HEX‐L  to  chains  (CH),  to  the  rectangular 
phase (REC) and finally to HEX‐H. Importantly, since the 
chain phase only  exists  for  g≥1, we  conclude  that  g≥1  in 
our experimental system. For g<1,  the repulsive shoulder 
is  concave  enough  so  that  partial  overlap  of  the  corona 
becomes  energetically  favourable,  allowing  other  phases 
such as rhomboidal (RH) and square (SQ) phases to exist. 
For even lower values of g (g < 0.6), the hexagonal phase  
	
Figure 5. Theoretical modelling of particle  interactions and 
resulting  phase  behaviour  (a)  Jagla  potential  for  different 
values of g. The dotted lines on the left and upper right cor‐
respond  to  g=0  (no  shoulder)  and  g=∞  (square  shoulder) 
respectively.  (b) Unit cell used  in our zero  temperature cal‐
culations of  two‐dimensional  structures, where a, b are  the 
lattice vectors, φ is the unit cell angle and the thick and thin 
circles  represent  the  particle  core  and  corona,  respectively. 
(c) Zero  temperature phase diagram  for  core‐shell particles 
with  r1/r0=1.5  in  the  g  and  reduced  pressure  P*  plane;  (d) 
Representative minimum  energy  configurations  (MECs)  for 
r1/r0=1.5.  (e) Zero  temperature phase diagram  for  core‐shell 
particles with g=1 in the r1/r0 – P* plane. The vertical dashed 
line  (r1/r0=1.41) are  the  state points  for which we performed 
finite  temperature Monte Carlo  simulations. The  rhomboid 
MEC for r1/r0=1.41 is close to a square, with φ=90.3°; (f) Snap‐
shots from NVT Monte Carlo simulations of core‐shell parti‐
cles with r1/r0=1.41, g=1 at a reduced temperature T*=0.01 and 
different area fraction φ= ρπr02/4. The solid circles represent 
the particle cores. Note the close correspondence of the area 
fraction in the MC simulations with the experimental data in 
Figure 3c‐h.  
goes  continuously  from  HEX‐L  to  HEX‐H  without  any 
additional phases. The overall shape of the phase diagram 
qualitatively  agrees with  that  calculated by  Jagla  33, with 
two noteworthy differences.  Firstly,  the  region  occupied 
by the rectangular phase (REC) in Figure 5c broadly coin‐
cides  with  the  region  occupied  by more  complex MEC 
structures containing more particles per unit cell consid‐
ered by  Jagla,  suggesting  that  the  rectangular phase acts 
as a  reasonable one‐particle approximant  for  these more 
complex MECs.  Secondly,  while  the  square  phase  (SQ) 
extends considerably  into  the g>1  region  in  Jagla’s phase 
diagram, in Figure 5c it is confined to the g<1 region. We 
believe that this discrepancy is due to the incomplete set 
of MECs used by  Jagla which can  lead  to  inaccuracies  in 
the phase diagram  33. The  implication  is that  for r1/r0=1.5, 
it  is  impossible  to  find  any value of g which  reproduces 
 
 
8
the  experimentally  observed  transition  from  chains  to 
square‐like rhombic structures with increasing pressure.  
However, we  note  that  the  experimental  uncertainty  in 
r1/r0  is  relatively  large  (r1/r0=1.5±0.15)  and  that  the phase 
diagram  is  very  sensitive  to  the  precise  value  of  r1/r0  as 
illustrated  in  Figure  5e  for  the  r1/r0  –  P*  plane  and  g=1, 
where we  focus  on  r1/r0  values within  the  experimental 
uncertainty  (the motivation  for choosing g=1 will be dis‐
cussed below). The phase behaviour clearly changes con‐
siderably  even within  this  small  range of  r1/r0  values.  In 
particular, we note  that when  r1/r0  2 ,  both  the  rec‐
tangular  phase  and  the  rhomboid  phase  approach  the 
square structure for simple geometric reasons. Therefore, 
assuming r1/r0 ≈ 2 , (dashed line in Figure 5e), our MECs 
reproduce  the experimentally observed phases and, with 
increasing  pressure,  evolves  from  low  density  hexagons, 
to  chains,  to  rhombic  structures  with  a  quasi‐square 
symmetry to high density hexagons. 
In  order  to  illustrate  the  close  correspondence  between 
theory and experiment more clearly, we performed  finite 
temperature Monte  Carlo  simulations  along  the  dashed 
line in Figure 5e (i.e., r1/r0=1.41, g=1). The simulations were 
performed  at  a  reduced  temperature  of  T*=0.01  as  this 
represents  a  good  compromise  between  satisfying  the 
experimental  requirement  that U0>>kBT while  still being 
computationally  accessible  through  a  slow  quench  from 
high  temperature.  We  used  the  NVT  ensemble  in  our 
simulations  to mimic  the  experimental  situation  where 
we  control monolayer  area  rather  than  surface pressure, 
allowing for two phase coexistence. Figure 5f shows repre‐
sentative  structures  formed  at  different  area  fraction  : 
with increasing density, the system undergoes a transition 
from low density hexagons, to chains, squares and finally 
to a coexistence of squares and high density hexagons at 
the highest density that we could access computationally. 
The phases coincide with  the determined MECs  (dashed 
line in Figure 5e) and the experiments, with a quantitative 
agreement  in  the  area  fraction  for  the  different  phases 
between  experiment  (Figure  3,  insets)  and  simulation 
(Figure  5f,  inset).  The  phases  shown  in  Figure  5f  could 
only be achieved  through a very  slow quench  from high 
temperature  (Methods),  consistent with  the  observation 
that kinetic  trapping  can occur  in  the  experimental  sys‐
tem  (Supplementary  Figure  7).  In  this  context,  we  also 
observe  that  the  chain phase obtained  from our  simula‐
tions  (ρr02=0.75  in  Figure  5f)  is  less  oriented  than  the 
chain  phase  obtained  experimentally  from  dilating  the 
system  (Figure  3f),  but  has  a  similar  degree  of  orienta‐
tional order compared to the chain phase obtained exper‐
imentally  from  compressing  the  system  (Supplementary 
Figure 7d), indicating that the pre‐orientation of the par‐
ticles (as in the experiment under dilution) is responsible 
for chain alignment (compare Figure 3e,f). 
	
	
	
Discussion 
The  close  agreement  between  theory,  simulation  and 
experiment  supports  the  hypothesis  that  the  observed 
assembly patterns result from a soft repulsive interaction 
potential, which we attribute  to  the presence of  the mi‐
crogels  in  the  vicinity  of  the  microspheres  since  pure 
microspheres did not show any complex assembly phases.  
We  rationalize  the  soft  repulsive  contribution  to  the  in‐
teraction potential by  the  following effects. First, we ob‐
serve that the PNiPAm microgels adsorb to the PS micro‐
spheres (Figure 1), similar to results reported in literature 
44,49. We  further note  that  recent  results  from our group 
and  others  indicate  attractive  interactions  between  the 
PNiPAm microgels  at  the  air/water  interface  50–52, which 
we  also  found  for  our microgels  (Supplementary  Figure 
8). These attractive interactions prevent phase separation 
and lead to accumulation of microgels around the micro‐
spheres at the  interface  45. As a result,  freely moving mi‐
crospheres  will  be  effectively  repelled  from  each  other, 
which we observe  in the presence of microgels (Figure 2, 
Supplementary  Figure 9).  Importantly,  the  interparticle 
distance  observed  in  the  assembly  phases  suggests  the 
presence of more  than one  layer of microgel around  the 
particles, even after equilibration. We  therefore rational‐
ize  that  the  combination  of  attractive  microgel‐
microsphere  and  attractive  microgel‐microgel  interac‐
tions  leads  to  the  formation of  a  two‐dimensional, disk‐
like  microgel  corona  around  each  microsphere  at  the 
interface.  This  picture  is  supported  by  both  MECs  and 
Monte  Carlo  simulations  that  accurately  reproduce  the 
observed phase diagram  assuming  such  core‐shell parti‐
cles.  
It is interesting to note that the complex phase behaviour 
at the air/water interface has not been observed for typi‐
cal  core‐shell particles  featuring  a hard  core  surrounded 
by a soft, microgel shell. The only known phases for these 
types  of  colloidal  particles  are  the hexagonal  non‐close‐
packed  and  close‐packed  phase  47,50,53. We  attribute  this 
clear  difference  in  phase  behaviour  to  the  difference  in 
the  geometry  of  the  “shell”  component  in  our  system 
(Figure 6). It is known that microgels deform at the inter‐
face into a three‐dimensional oblate geometry 54,55. As two 
deformed microgels are forced into closer proximity, their 
coronas start to overlap,  inducing a repulsive  interaction 
55,56.  The  repulsive  potential  for  a  given  separation  be‐
tween  two core‐shell particles  is  to a  first approximation 
proportional  to  the overlap volume between  the coronas 
(Supplementary Discussion).  The  three‐dimensional  ob‐
late  shape  of  the microgels means  that  the  overlap  vol‐
ume rapidly increases upon the approach of the two par‐
ticles, which translates into a strongly concave interaction 
potential (g < 1) (Figure 6a). For such concave potentials, 
our  model  predicts  only  hexagonal  structures  as  mini‐
mum energy configurations  (Figure 5c) with a  transition 
between low density‐ and high density hexagonal phases, 
which is indeed found in experiment 47,50,53. In contrast, in  
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Figure 6. Graphical  illustration of the hypothesized  interac‐
tion potential between two microgel particles (a) and a mix‐
ture  of  small microgels  and  large microspheres  (b)  at  the 
air/water  interface.  a)  Interaction  potential  of  two  soft mi‐
crogels.  The microgels  deform  into  an  oblate  shape  at  the 
interface (i). Upon approach, overlap of the microgels neces‐
sitates  compression, which  induces  a  repulsive  interaction. 
The  overlap  volume  of  the  coronas  increases  rapidly  upon 
approach  because  of  the  three‐dimensional  nature  of  the 
microgels  (ii‐iii). Assuming  the  interaction potential  is pro‐
portional to the overlap volume of the coronas, this yields an 
interaction potential that is strongly concave (g < 1) as  illus‐
trated on  the  right. b)  Interaction potential of a mixture of 
microspheres  and  compressible  microgels.  After  equilibra‐
tion, the microspheres are surrounded by a two‐dimensional 
disk‐like  corona  of microgels  at  the  interface  (i). Upon  ap‐
proach, this 2D shell compresses,  inducing a repulsive com‐
ponent  similar  to  the  case  of  a). However, with decreasing 
distance  between  the  particles,  the  overlap  volume  of  the 
coronas  increases  more  slowly  because  of  the  two‐
dimensional nature of the microgel corona (ii‐iii). If to a first 
approximation  we  neglect  the  curvature  of  the  disc  going 
into  the page,  this  results  in an  interaction potential  that  is 
approximately linear (g ≈ 1), as illustrated on the right.  
our binary  system, multiple  individual microgels  are  ac‐
cumulated  around  the microspheres  at  the  air/water  in‐
terface,  forming  a  two‐dimensional  shell  as  discussed 
above. If to a first approximation we neglect the in‐plane 
curvature of  the corona, when  two such core‐shell parti‐
cles approach each other under compression, the overlap 
volume between coronas increases approximately linearly 
(g  ≈  1)  (Figure  6b).  From  the  theoretical  considerations 
(Figure 5), we  find  that g  ≥  1  is a necessary condition  to 
form  the  experimentally  observed  phases.  The  heuristic 
picture  provided  in  Figure  6 may  thus  explain why  the 
complex phase behaviour is only observed  
for  our  two‐dimensional  core‐shell  particles  but  not  for 
previously  studied  core‐shell  particles  at  liquid  interfac‐
es.If the repulsive component  is caused by overlap of the 
microgel corona formed in situ at the air/water interface, 
the  magnitude  of  the  repulsive  interaction,  U0  should 
relate  to  the  elastic  energy needed  to  compress  the mi‐
crogels. We  first compute U0  from  the coexistence pres‐
sure Pcoex  between  the  low density hexagonal phase  and 
the chain phase as  
U0=Pcoex(AHEXL – ACH)       (2) 
where AHEXL and ACH are  the area per particle  in  the  low 
density  hexagonal  phase  and  chain  phase  respectively 
(Supplementary  discussion,  Supplementary  Figure  10). 
We  estimate  the  coexistence  pressure  from  the  experi‐
mental results as the pressure where there is a 50:50 mix 
of chains and low density hexagonal phase  in the experi‐
ment as Pcoex ≈ 26 mN/m (Figure 3) which yields U0 ≈ 4x10‐
14  J  (Supplementary Discussion). We  can  independently 
estimate U0  from  the work done  in elastically compress‐
ing the microgel coronas to fully overlap them. This yields  
U0 ~ Pmicrogel Aoverlap       (3) 
where  Pmicrogel  is  the  surface  pressure  (i.e.,  pressure  per 
unit  length)  of microgels  for  typical  surface  concentra‐
tions found in the corona and Aoverlap is the overlap area of 
two disk‐like coronas when their corresponding cores are 
touching  (Supplementary  discussion,  Suppl.  Figure  11). 
From the plateau in the surface pressure‐area isotherm of 
pure  microgels  (Figure  2c),  we  estimate  Pmicrogel 
~28 mN/m, yielding U0 ~ 3x10‐14 J (Supplementary Discus‐
sion) which is in excellent agreement with the calculation 
from  the  coexistence  pressure.  The  agreement  between 
the  two results  indicates  that  the soft  repulsive shoulder 
in our system can arise from the elastic compression of an 
assembled,  two‐dimensional  microgel  layer  around  the 
microspheres.  
 
Conclusions 
In  summary,  we  have  demonstrated  the  possibility  to 
manipulate  the  interaction potential of  isotropic, spheri‐
cal particles  at  an  air/water  interface by  the  addition of 
soft, compressible polymer microgels.  
We observe a complex phase diagram as a function of the 
available area per particle at the interface, including well‐
aligned  chains  and  square  phases.  Importantly,  these 
unexpected phases arise from isotropic colloidal particles 
interacting  via  an  isotropic  interaction  potential.  The 
agreement of the experimental phase diagram with mini‐
mum energy calculations and Monte Carlo simulations at 
finite temperatures of spherical particles interacting leads 
to  the  conclusion  that  the  microgels  present  at  the 
air/water  interphase  induce  a  soft,  repulsive  component 
to  the  interaction potential of  the microspheres. We  at‐
tribute  this  additional,  repulsive  component  to  the  for‐
mation of a two‐dimensional microgel corona around the 
microspheres. From simple arguments of the shape of the 
particles at the interface, we further rationalize the shape 
of  the  soft  repulsion  shoulder  and  provide  a  tentative 
model  why  such  complex  assemble  phases  are  not  ob‐
served for typical core‐shell particles. Finally, we find that 
the  estimated magnitude  of  the  repulsive  shoulder  is  in 
excellent  agreement  with  the  energy  required  to  fully 
overlap two microgel corona, indicating that elastic com‐
pression of a  thin microgel  layer at  the  interface can  in‐
deed give rise to the required soft shoulder repulsion. We 
anticipate  this  fundamental understanding  to  serve  as  a 
platform  to engineer the shape and range of the  interac‐
tion  potential  via  the  physicochemical  properties  of  the 
microgels such as size and modulus, thus opening a rich 
phase space for the realisation of complex assembly struc‐
tures. 
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Our  results  provide  general  insights  into  the  impact  of 
interaction  potentials  on  self‐organization  processes, 
demonstrating  that  surprising  structural  complexity  can 
arise  from  the  simplest possible building blocks  and  in‐
teractions.  The  approach  greatly  extends  the  available 
structural  motifs  available  for  surface  patterning  from 
simple building blocks, creating a powerful new platform 
for  nanostructuration  that  is  both  fundamentally  im‐
portant and technologically useful.  
 
Experimental 
Experimental  observation  of  the  colloidal  phases:    Clean 
dispersions  of  polystyrene  microspheres  and  poly(N‐
isopropylacrylamide) microgels (details in Suppl. Inform.) 
were diluted to  1 wt‐% with a  1:1 ratio of ultrapure water 
and  ethanol,  mixed  in  an  ultrasound  bath,  and  spread 
onto a high compression Langmuir trough (KSV Nima) at 
room  temperature  until  the  surface  pressure  reached 
π=26 mN/m. The system was equilibrated by compression 
until  all  PS  microspheres  were  in  a  hexagonal  close 
packed phase (π=34 mN/m) and subsequently relaxed by 
barrier  opening.  After  three  closing‐opening  cycles,  the 
phase  diagram was  recorded  upon  slow  opening  of  the 
barriers (3 mm/min, 225 mm2/min). Image processing was 
done  using  ImageJ  and  analysed  by  a  custom‐written 
particle tracking software based on the publicly available 
IDL code by Crocker and Grier  57. A detailed description 
of  all  experimental  steps  is  provided  in  Suppl.  Infor‐
mation. 
Theoretical  expression  for  enthalpy:  The  enthalpy  per 
particle for the one particle unit cell shown in Figure5(b) 
is given by Law et al. 58 
   sin21 2, PamnUH mn g   ba     (4) 
where the first term on the right hand side is the interac‐
tion  energy  between  different  core‐shell  particles  while 
the  second  term  is  the pressure  times  the unit cell area. 
The lattice vectors are given by a=a(1,0), b=αγ(cosφ, sinφ) 
and α,  γ and φ are  the  lattice constant, angle and aspect 
ratio of the unit cell respectively (compare Figure 5b).  
The  summation  in  the  first  term  runs  over  all  integer 
values  of  n,  m  satisfying  |na+mb|≤rc  (except  n,m=0), 
where  rc  is  the  cut‐off  radius  for  interactions,  and  the 
factor of 1/2 corrects for double counting. Since the range 
of the shoulder repulsion  is relatively small in our exper‐
imental system r1/r0<2, we choose rc/r0=2.  
Monte  Carlo  Simulations:  NVT Metropolis Monte  Carlo 
simulations consisting of 1024 particles were performed in 
a rectangular box with aspect ratio 2: 3 starting with the 
particles  in a hexagonal  lattice. For each density consid‐
ered  in Figure5  (f),  the particles were  first disordered  at 
T*=∞ (i.e., hard core repulsion only) and then brought to 
the  final  temperature  through  a  very  gradual  quench  of 
successive steps of T*=0.3, 0.2, 0.1, 0.06, 0.03, 0.01. At each 
step, the system was equilibrated for 105 attempted moves 
per  particle  with  an  acceptance  probability  of  around 
30%. 
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