In this paper, we analytically investigate three efficient estimators for cointegrating regression models: Phillips and Hansen's (1990) fully modified OLS estimator, Park's (1992) canonical cointegrating regression estimator, and Saikkonen's (1991) dynamic OLS estimator. First, by the Monte Carlo simulations, we demonstrate that these efficient methods do not work well when the regression errors are strongly serially correlated. In order to explain this result, we assume that the regression errors are generated from a nearly integrated autoregressive (AR) process with the AR coefficient approaching 1 at a rate of 1/T , where T is the sample size. We derive the limiting distributions of the three efficient estimators as well as the OLS estimator and show that they have the same limiting distribution under this assumption. This implies that the three efficient methods no longer work well when the regression errors are strongly serially correlated. Further, we consider the case where the AR coefficient in the regression errors approaches 1 at a rate slower than 1/T . In this case, the limiting distributions of the efficient estimators depend on the approaching rate. If the rate is slow enough, the efficiency is established for the three estimators; however, if the approaching rate is relatively fast, they have the same limiting distribution as the OLS estimator. This result explains why the effect of the efficient methods diminishes as the serial correlation in the regression errors gets stronger.
Introduction
Since the seminal work of Engle and Granger (1987) , cointegrating regressions have become one of the standard tools in analyzing integrated variables. With regard to the estimation of cointegrating regression models, it is well known that the ordinary least squares (OLS) estimator contains the second-order bias, comprising the endogeneity bias and the noncentrality bias, when the I(1) regressors are endogenous and/or the regression errors are serially correlated. Thus, several efficient methods for the estimation of the cointegrating regressions have been proposed in the literature. Phillips and Hansen (1990) proposed a nonparametric correction for the OLS estimator; their method is known as the fully modified regression (FMR) method, which has been further developed by Phillips (1995) and Kitamura and Phillips (1997) . Park (1992) proposed the canonical cointegrating regression (CCR) method, which is also based on a nonparametric correction similar to the FMR method. However, the CCR method eliminates the non-centrality bias in a different manner.
On the other hand, Phillips and Loretan (1991) , Saikkonen (1991) and Stock and Watson (1993) considered a parametric correction by adding leads and lags of the first difference of the I(1) variables as regressors; this method is known as the dynamic ordinary least squares (DOLS) method. These three efficient estimators-the FMR, CCR, and DOLS estimatorsare asymptotically equivalent, and as proved by Saikkonen (1991) , they are efficient.
However, the finite sample behavior of these estimators is fairly different as reported by, for example, Inder (1993) , Montalvo (1995) , Cappuccio and Lubian (2001) , and Christou and Pittis (2002) through Monte Carlo simulations. The first two papers recommend using the DOLS type approach to eliminate the second-order bias of the OLS estimator, while the last paper demonstrated that the FMR estimator outperforms the DOLS estimator in view of the bias; the answer to the question of which estimator performs best in finite samples is inconclusive. It seems that the performance of the three efficient estimators is fairly dependent on the data generating process used in Monte Carlo simulations, as pointed out by Cappuccio and Lubian (2001) . However, these Monte Carlo simulations commonly suggest that the efficient estimation methods break down and perform very poorly when the cointegrating regression errors are strongly serially correlated. Although the finite sample performance of the FMR and CCR estimators may improve if the prewhitening method by Andrews and Monahan (1992) , which has been further modified by Sul, Phillips, and Choi (2005) , is used to estimate the long-run variance, a large bias still remains in the estimator as shown in the later section.
In this paper, we analytically explain the poor performance of the three efficient estimators with a strong serial correlation. We first consider the first-order autoregressive (AR) process for the regression errors and assume the local-to-unity system in which the AR coefficient approaches one at the rate of 1/T , where T is the sample size. This system has been considered in the literature in order to investigate the local asymptotic behavior of unit root and cointegration tests. We will show that the FMR, CCR, and DOLS estimators have the same limiting distribution as the OLS estimator under this system. This implies that the three efficient methods break down and the three estimators perform as poorly as the OLS estimator. Next, we introduce the local-to-unity system in which the AR coefficient approaches 1 at a rate slower than 1/T . This type of local-to-unity system is also considered by Magdalinos (2005, 2007) and Giraitis and Phillips (2006) . We will show that the limiting distributions of the efficient estimators change depending on the approaching speed of the AR coefficient. Intuitively, the three efficient methods can eliminate the second-order bias of the OLS estimator if the AR coefficient approaches 1 slowly enough, while these methods no longer work when the approaching speed is very fast. For the intermediate case, the second order bias of the OLS estimator is partially eliminated by the efficient methods; however, a part of the bias still remains. This result explains why the effect of the efficient methods diminishes as the serial correlation in the regression errors becomes stronger. We will show that the result depends on a relation between the approaching speed of the AR coefficient and the diverging rate of the bandwidth parameter used for the estimation of the long-run variance in the FMR and CCR methods or the diverging rate of the lead-lag truncation parameter used in the DOLS method.
The remainder of this paper is organized as follows. In Section 2, we briefly review the FMR, CCR, and DOLS methods, and in Section 3 we provide the motivating simulation results. In Section 4, we investigate the asymptotic property of the three efficient estimators as well as the OLS estimator under different types of local-to-unity systems. Concluding remarks are provided in Section 5.
Review of the Efficient Estimation Methods
This section reviews the three efficient estimators for cointegration regression models. Let us consider the following model:
for T = 1, · · · , T , where θ = (µ, β ) , z t = (1, x t ) , and y t and x t are observed time series with 1 and n dimensions, respectively. For u t = [u 1t , u 2t ] , we assume that the functional central limit theorem (FCLT) can be applied as follows:
for 0 ≤ r ≤ 1, where W (·) is a Brownian motion on [0, 1] with a variance-covariance matrix Ω (W (·) ∼ BM (Ω)) and ⇒ signifies weak convergence of the associated probability measures.
Note that the long-run variance of u t and its one-sided version can be expressed as Ω = Σ u + Π + Π and Λ = Σ u + Π, where Σ u = lim
E(u t u t ) and Π = lim
We partition Ω and Λ conformably with u t as
It is known that the OLS estimator of θ, denoted byθ, is consistent but inefficient in general. The centered OLS estimator with a normalizing matrix D T = diag{ √ T , T I n } weakly converges to
and we can observe that this limiting distribution contains the second-order bias from the correlation between W 1 (·) and W 2 (·) and the non-centrality parameter λ 21 . As explained in Phillips and Hansen (1990) and Phillips (1995) , the former bias arises from the endogeneity of the I(1) regressor x t while the non-centrality bias comes from the fact that the regression errors are serially correlated.
In order to eliminate the second-order bias, Phillips and Hansen (1990) proposes the FMR estimator, which is defined aŝ
where y It can be shown that the correction term for y t is concerned with the correction for the endogeneity bias whileĴ + eliminates the non-centrality bias.
In order to define the CCR estimator, we first modify y t and x t such that
whereβ is the OLS estimator of β andû t = [û 1t , ∆x t ] consists of the OLS residuals and the first difference of the I(1) regressors. Then, the CCR estimator proposed by Park (1992) is defined asθ
The CCR method uses the same principle as the FMR method in order to eliminate the endogeneity bias, while it deals with the non-centrality parameter in a different manner.
Contrary to the non-parametric approaches taken by the FMR and CCR methods, the DOLS method is based on parametric regressions. Phillips and Loretan (1991), Saikkonen (1991), and Stock and Watson (1993) propose to augment the leads and lags of the first difference of x t as regressors and to estimate
The DOLS estimator is defined as the OLS estimator of θ for (6):
wherez t andỹ t are regression residuals of z t and y t on w t = (u 2,t+K , ..., u 2,t−K ) , respectively.
The regression form (6) is based on the fact that under some regularity conditions, the regression errors u 1t in (1) can be expressed as
where ∞ j=−∞ ||π j || < ∞, with || · || being the standard Euclidian norm; further, v t is uncorrelated with u 2t−j for all j. For details, see Brillinger (1981) . From (8), we observe
The uncorrelatedness of v t with all the leads and lags of u 2t is an important property to prove that the DOLS method successfully eliminates the second-order bias of the OLS Estimator.
As explained in Phillips and Hansen (1990) , Saikkonen (1991) , and Park (1992), these three efficient estimators have an identical limiting distribution that is given by
22 ω 21 . Then, we observe that the three efficient methods can eliminate both the endogenous bias and the non-centrality parameter. Moreover, Saikkonen (1991) showed that this limiting distribution is efficient in a certain class of estimators.
Finite Sample Evidence
This section investigates the finite sample performance of the three efficient estimators as well as the OLS estimator through Monte Carlo simulations. In the simulations, we focus on the effect of the serial correlation in the cointegrating regression errors, and thereby, we consider the following simple data generating process:
where x t is a scalar unit root process. The error term u t = [u 1t , u 2t ] is generated from u 1t = ρu 1t−1 + ε 1t and u 2t = ε 2t ,
We set ρ = 0.1, 0.3, 0.5, 0.7, 0.8, 0.85, 0.9, 0.95, 0.98 and T = 100 and 300, while µ and β are set to be 1 throughout the simulations. The variances σ 11 and σ 22 are set to be 1 or 3, and the covariance σ 21 is chosen such that the correlation between ε 1t and ε 2t becomes 0.4 or 0.8. The number of replications is 10,000 and all computations are carried out by using the GAUSS matrix language.
We estimate the long-run variances by employing either the kernel method or Andrews (i) Both the bias and the MSE become larger for all the estimates as ρ approaches 1.
(ii) All the three efficient methods eliminate the bias of the OLS estimate more or less for
all the values of ρ considered in the simulations. However, the effect of the efficient methods when ρ is close to 1 is not pronounced to the extent that it is when ρ is relatively small.
(iii) When ρ is close to 1, the MSE of the efficient estimates is not necessarily smaller than that of the OLS estimate.
(iv) The large variance of ε 1t relative to that of ε 2t results in the poor performance of all the methods.
(v) The performance of the FMR estimate is similar to that of the CCR estimate, although the bias of the former tends to be slightly smaller than the latter, while the MSE of the former seems to be larger than that of the latter.
(vi) As to the FMR and CCR estimates, the prewhitening method works better than the kernel method unless ρ is very close to 1.
(vii) The performance of the FMR and CCR estimates does not much depend on the selection of the kernel and/or the bandwidth parameter.
(viii) The performance of the DOLS estimates depends considerably on the selection of the lead-lag truncation method. 4 The other results are available upon request.
(i)-(iii) are all related to the case when ρ is close to 1. We observe that all the three efficient methods have some problems when the regression errors are strongly serially correlated.
(iv) implies that the large noise in the regression model affects the estimates in a negative manner. (v) may be expected because both the FMR and CCR methods eliminate the endogeneity bias in the same manner. As we expect, the prewhitening method performs better than the kernel method as stated in (vi). (vii) has occasionally been pointed out in the literature. (viii) is a natural result because the lead-lag truncation parameter K must diverge to infinity as T goes to infinity.
As we observed, the performance of the estimates depends on ρ and becomes worse when ρ is close to 1. In the next section, we investigate the three efficient estimators as well as the OLS estimator when ρ is close to 1; further, we theoretically explain the finite sample performance observed in this section.
Asymptotic Property of the Estimators with Strongly Serially Correlated Errors
This section investigates the asymptotic property of the three efficient estimators as well as the OLS estimator when the cointegrating regression errors are strongly serially correlated.
In order to focus on the strength of serial correlation in the regression errors, we consider the model (1) with the following simple structure in the error term:
with u 10 = 0, where
with finite δ-th moment for some δ > 4.
This assumption implies that
for 0 ≤ r ≤ 1 where
Before proceeding with the asymptotic analysis, we need to state two assumptions concerned with the kernel method and the lead-lag truncation parameter. For the FMR and CCR estimators, we focus on the case where the long-run variances are estimated by the kernel method as follows:
Using the result in (12) with Assumptions 1 and 2, it is shown that when ρ is fixed, the centered estimators have the same limiting distributions as given by (3) and (10), with W (·) being replaced by B(·). However, when the error term is strongly serially correlated, the assumption of the fixed ρ does not seem appropriate. In this case, we should consider a local-to-unity system such that ρ approaches 1 as T goes to infinity. In the following subsection, we consider two different types of local-to-unity systems.
Asymptotic property with the T local-to-unity system
First we consider the T local-to-unity system, which is defined as
where c is a positive constant. This local-to-unity system has often been assumed in the literature in order to investigate the asymptotic local power of unit root/cointegration tests.
See, for example, Phillips (1987) , Tanaka (1996) , and Saikkonen and Lütkepohl (1999) among others. Note that we usually test for cointegration before estimating cointegrating regression models and that tests for cointegration do not necessarily detect the existence of cointegration with probability 1 even asymptotically if (13) is true. This is because (13) corresponds to the local alternative for tests of cointegration. In other words, we
do not always encounter the T local-to-unity system even if (13) is correct. However, it nevertheless appears insightful to investigate the asymptotic property of the estimators with the specification of (13).
Since u 1t is a nearly integrated process when ρ is given by (13) , it can be shown that
where J c (r) is the Ornstein-Uhlenbeck process defined as J c (r) = r 0 e −c(r−s) dB 1 (s). In this case, the OLS estimator is shown to be inconsistent, which is intuitively explained as follows.
Because of (14) and the continuous mapping theorem (CMT), T t=1 x t u 1t is no longer of order T but of order T 2 , while
. As a result, it can be seen with no constant term model thatβ = β + (
and thus the OLS estimatorβ is inconsistent. We can further show that the three efficient methods do not work well under the T local-to-unity system. The formal statement is given in the following theorem.
Theorem 1 Under the T local-to-unity system,
we can see that all the estimators are inconsistent and the estimator of the coefficient associated with a constant term diverges at the rate of T 1/2 .
Theorem 1 shows that the three efficient methods do not work at all and these estimators have the same limiting distribution as the OLS estimator. In other words, the correction terms for the second-order bias are asymptotically negligible for the three efficient estimators.
For example, the FMR estimator (4) can be expressed aŝ
and then, we have
Since it is proved in the appendix thatω 21 andλ 21 are O p (M ), we can see that the righthand side of (16) converges in probability to zero and thus the FMR estimator behaves asymptotically in the same manner as the OLS estimator. The equivalence between the CCR and OLS estimators can be explained in the same way. For the DOLS estimator (7),
we can see thatθ
Note thatũ 1t does not appear in the above expression, but we haveũ 1t since the relation (8) no longer holds as u 1t is a nearly integrated process. Since u 1t and x t dominate w t , we can show that (17) is asymptotically equivalent tô
and the DOLS and OLS estimators thus have the same limiting distribution.
Theorem 1 partially explains why the three methods do not work well and why they cannot effectively eliminate the second-order bias when ρ is very close to 1. However, as the simulation result in the previous section indicates, both the bias and the MSE are still slightly reduced when ρ is moderately close to 1; this result cannot be explained by Theorem 1. Therefore, we need to consider the case where ρ is close to 1 but not as close as under the T local-to-unity system. In the next subsection, we consider the case where ρ approaches 1 at a slower rate than 1/T .
Asymptotic property with the N local-to-unity system
This section considers the N local-to-unity system, which is defined as
Under this system, ρ = ρ N approaches 1 as T goes to infinity; however, the approaching speed is slower than the T local-to-unity system. Note that since ρ N approaches 1 at a slower rate than ρ T , tests for cointegration detect the cointegrating relation with an asymptotic probability 1, which implies that we always encounter the N local-to-unity system at least asymptotically if (18) is true. The aim in considering this system is to investigate the behavior of the estimators when the AR coefficient is close to 1 but not too close. As we observed in the previous subsection, the AR coefficient of the T local-to-unity system is very close to 1 and the asymptotic behavior of the estimators is rather different from that when ρ is fixed. The N local-to-unity system may be seen as the bridge between the fixed ρ and the T local-to-unity system. This type of local-to-unity system is also considered by Magdalinos (2005, 2007) and Giraitis and Phillips (2006) .
The following theorem provides the asymptotic distributions of the estimators.
Theorem 2 Under the N local-to-unity system,
where H is defined in Theorem 1 and Note that all the estimators are consistent under the N local-to-unity system; however, they are not T -consistent as in the case where ρ is fixed but the convergence rate is slower than T . In this case, the second-order bias is partially eliminated by the efficient methods. For example, the endogeneity bias is partially eliminated from the FMR and CCR estimators by observing the term
while the noncentrality is adjusted by the term
Similar effects can be observed for the limiting distribution of the DOLS estimator when
Thus, Theorem 2 implies that when ρ is relatively away from 1, the three efficient estimators work well as compared with the OLS estimator; however, as ρ approaches 1, the difference between the efficient estimators and the OLS estimator reduces, and eventually, when ρ is sufficiently close to 1, the difference becomes negligible. This is consistent with the finite sample behavior of the estimators observed in Section 3. In other words, the N local-to-unity system can adequately explain the finite sample behavior of the estimators when ρ is moderately close to 1.
Finally, we demonstrate the probability density functions (pdf) of the distributions provided in Theorem 2. Figure 1 illustrates the pdfs 5 for σ 21 = 0.4 and 0.8, c = 1/2 and 1, and
They are obtained from 100,000 replications from the distribution of the discrete approximation based on 2,000 steps to the limiting distribution provided in Theorem 2. We can observe that the limiting distribution for a slow N is centered at and symmetric around the origin, while the limiting distribution of the OLS estimator is shifted and skewed toward the right-hand side. In addition, we observe that the second-order bias is partially eliminated by the efficient methods by observing the limiting distributions corresponding to the cases where M/N = 1 and K/N = 1. Overall, the second-order bias of the OLS estimator increases for a larger σ 21 and a smaller c.
Conclusion
In this paper, we theoretically investigate the three efficient estimators for cointegrating regression models: the FMR, CCR, and DOLS estimators. We first demonstrate that these efficient methods do not necessarily work well in finite samples when ρ is close to 1. Next, we
show that the three efficient methods work as poorly as the OLS method when the regression errors are generated from the T local-to-unity system. Furthermore, by using the N localto-unity system, the three efficient methods are shown to estimate the regression coefficient more efficiently than the OLS method when the regression errors are moderately serially correlated; however, as the correlation becomes stronger, the effect of the efficient methods is weakened, and eventually, all the estimators considered in this paper become asymptotically equivalent when the correlation is sufficiently strong. This analytical investigation can adequately explain the poor finite sample behavior of the three efficient estimators when the regression errors are serially correlated.
In the appendix, we denote some constants that are independent of T and the subscript j
Proof of Theorem 1: Noting that
, we obtain (15) for the OLS estimatorθ using (12), (14), and the CMT.
For the FMR estimator, it is sufficient to prove thatω 21 andλ 21 are O p (M ) as explained after Theorem 1, because the centered FMR estimator is expressed as (16) while
Note that the one sided version of the long-run variance estimator is defined aŝ
Since T −1 T −j t=1 u 2tû1t+j is shown to be O p (1) uniformly over j and
Sinceω 21 is similarly shown to be O p (M ) and M/T → 0 by Assumption 1(b), we obtain the theorem for the FMR estimator.
For the CCR estimator, we have
22 u 2t ,β being the OLS estimator of β.
In order to derive the limiting distribution, we need to obtain the order ofΛ 2Σ
, the latter of which can be shown as Theorem 4.1 of Hansen (1992) . Thus, sinceλ 21 
where the last equality holds because Λ 22 = Ω 22 = Σ u22 in our model. Then, noting that T t=1û 1t = 0 becauseû 1t is the regression residual and that T −1/2 T t=1 u 2t ⇒ B 2 (1), we can see that
Similarly, we have
On the other hand, sinceβ = O p (1) andω 12 = O p (M ), using (24), we can see that
From (25) - (28), we obtain the result for the CCR estimator.
For the DOLS estimator, we note that the relation in (8) no longer holds. From (17) and the inverse formula of the partitioned matrix, the DOLS estimator can be expressed as
where
w t w t , and
From this expression, we can see that the result for the DOLS estimator is obtained if we show that
where · is a matrix norm defined by A = (tr(A A)) 1/2 for a given matrix A. Saikkonen (1991) and Kejriwal and Perron (2006) , it is sufficient to show that ||G 1 || = o p (1) and ||G 3 || = o p (1). Here, note that
Hence,
Proof of Theorem 2: First, we prove the following lemma.
Proof of Lemma A.1: (a) Since u 1t = t l=1 ρ t−l ε 1l , we have
The first term on the right-hand side of (30) can be expressed as
where the second equality is obtained by collecting the coefficients associated with each t.
Since 1 − ρ 2 = 2c/N − c 2 /N 2 , the first term of (32) divided by N T converges in probability to σ 11 /(2c) by the weak law of large numbers (WLLN). The second term of (32) has mean zero and its variance is given by
Hence, the second term of (32) is O p (N 3/2 ). Since the third term of (32) is easily shown to be O(N 2 ), we can see that the first term on the right-hand side of (32) dominates the other terms and thus converges in probability as follows:
Thus, (a) is established if we prove that the second term on the right-hand side of (30) divided by N T converges in probability to zero. After some algebra, it is shown that
Since (33) has mean zero and its variance is given by
which is shown to be O(N 3 T ). Thus, (33) is O p (N 3/2 T 1/2 ) and hence the second term on the right-hand side of (30) 
where (35) holds because the second term of (34) has mean zero and its variance is shown
The first term on the right-hand side weakly converges to c −1 1 0 B 2 (r)dB 1 (r), while the second term is expressed as
The first term of (36) converges in probability to σ 21 /c by the WLLN because it has mean σ 21 /c and its variance is shown to converge to zero. On the other hand, the second term of (36) converges in probability to zero because T −1/2 sup t |x t | = O p (1) while T −1/2 u 1t can be shown to converge in probability to zero uniformly over t. We then obtain (c).2
Using Lemma A.1, the limiting distribution of the OLS estimator is obtained as
Next, we present the following lemma, which is used to derive the limiting distributions of the FMR and CCR estimators.
where the last convergence is obtained from Lemma A.1(a).
(b), (c) First, we note that
uniformly over j. Since u 1t+j = t+j l=1 ρ t+j−l ε 1l , the first term of (37) can be expressed as
After some algebra, it can be shown that E(L 1 ) = 0 and E(L 2 ) = 0 while
This implies that both L 1 and L 2 are O p (N 1/2 /T 1/2 ) uniformly over j ≥ 0. Then, (b) is obtained from (38) for j = 0 by the WLLN.
For (c), we obtain, from (37) and (38),
where N * satisfies N * /N → ∞ and N * /T → 0. Since T −1 T −j t=1 u 2t ε 1t is shown to be O p (1) uniformly over j > N * and k(·) < C 3 for some constant C 3 , the second summation in the first term of (39) becomes
which converges in probability to zero because N (1 − ρ) = c. Further,
since c > 0, N * /N → ∞, and T /N → ∞. In the following, we derive the limit of the first summation in the first term of (39) depending on the rate of N .
When M/N → ∞, we can choose N * such that N * /M → 0 while N * /N → ∞. Then,
is continuous at zero, j/M → 0 over 0 ≤ j ≤ N * , and T −1 T −j t=1 u 2t ε 1t converges in probability to σ 21 uniformly over 0 ≤ j ≤ N * , we observe that
Thus, we obtain (c) when M/N → ∞.
When M/N → 0, we can see that
it is sufficient to show that the first term on the right hand side of (40) converges in probability to zero. Here note that
using (37). Since E(u 2t+j u 1t ) = 0 for j > 0 and
we note that the first term on the right-hand side of (41) is O p (K/(N T ) 1/2 ). Therefore, the first term on the right hand side of (40) converges in probability to zero.2
In order to derive the limiting distribution of the FMR estimator, we note that
As we noted in the previous proofs, H T ⇒ H while noting the relation of Ω 22 = Λ 22 = Σ 22 in our model, the limiting distribution of h F M R,T is derived using Lemmas A.1 and A.2 as follows:
As in the proof of Theorem 1, the CCR estimator can be expressed as
From Lemma A.2, we obtain
Using (42), we can see that
Further, using Lemmas A.1 and A.2, it is shown that
and
The limiting distribution is obtained using (43)-(46).
For the DOLS estimator, we first transform the error term ε 1t as
22 ε 2t . Notice that ε 1·2t is uncorrelated with all the leads and lags of ε 2t andε 2t . Since u 1t = t l=1 ρ t−l ε 1l , we have
ρ t−lε 2l , andu 1·2t = u 1·2t + r 2t . Inserting (47) in the model, we obtain
Then, the DOLS estimator can be expressed as
where G 1 and G 2 are defined in the proof of Theorem 1 while
The term in the first parentheses of (48) weakly converges to H −1 as proved in Theorem 1.
In order to derive the limiting distribution of the term in the second parentheses of (48), we first investigate the order of G 4 . Note that where the first equality holds because E(ε s ε 1·2t ) = 0 for all s and t and ε 1·2t is an uncorrelated sequence. Then, the first term in the parentheses of (49) is O p (1/N ). Since we can similarly
show that the second term in the parentheses of (49) 
Then, the theorem is proved if we show that
First, we derive the limiting distribution of the first term in the middle of (50). Note 
From some algebra, we can show that the expectation of the first term of (51) is zero and its variance is O(N 3 ) while those of the third term of (51) are zero and O(N 3 ). Thus, we
Similarly, we can show that
For the second term in the middle of (50), we note that 
By combining (52), (53), (55), and (56), we obtain (50). 
