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Introduction and statement of the main result
Classes of Duffing differential equations have been investigated by many authors. They are interested in the existence of periodic solutions, in their multiplicity, stability, etc. See for example the works [1, 2, 3, 5] and specially the survey of J. Mawhin [4] .
In this paper we study the class of Duffing differential equations of the form (1) x + cx + a(t)x + b(t)x 3 = λh(t),
where c > 0 is a constant, λ is a real parameter, a(t), b(t) and h(t) are continuous T -periodic functions. This equation was also studied by Chen and Li in [2] . In their work they consider the following additional conditions: b(t) > 0, h(t) > 0 and a(t) satisfies They analyse the stability and the exact multiplicity of the T -periodic solutions of differential equation (1) .
In this paper we also study the existence and the stability of periodic solutions of Duffing differential equation (1) under minimal conditions on the functions a(t), b(t) and h(t). In fact we only need that a(t), b(t) and h(t) are continuous T -periodic functions and that a 0 b 0 > 0 where
So our results on the periodic solutions of equation (1) This is a preprint of: "On the periodic solutions of a class of Duffing differential equations", Jaume Llibre, Lucy Any Roberto, Discrete Contin. Dyn. Syst., vol. 33(1), 277-282, 2013. DOI: [10.3934/dcds.2013.33.277] the results obtained in [2] , and contain as a particular case those results. Moreover our proof is shorter and simpler.
Chen and Li in [1] also studied the Duffing differential equation (1) in a very particular case, i. e. a(t) = a > 0, b(t) = 1 and c > 0, a, c constants. They obtain sharp bounds for h(t) in such away that (1) has exactly three T-periodic solutions.
Equation (1) is equivalent to the non-autonomous planar differential system
To state our main result we consider this system defined for (x, y) ∈ D = {(x, y) : −r ≤ x, y ≤ r} ⊂ R 2 where r is an arbitrary real number as large as we want. Let h 0 be the averaged value of the function h(t) over interval [0, T ], see (2) . We define the constant λ 0 = 1 ε 3
, where ε > 0.
Now we state our main result. If |λ| < λ 0 then x 1 < x 2 < x 3 , α 2 is stable and α 3 is unstable. (c) Assume that a 0 and b 0 are negative. Then α 1 is stable for all λ. If |λ| < λ 0 then x 1 > x 2 > x 3 , α 2 is unstable and α 3 is stable.
In section 2 we present the proof of Theorem 1. In section 3 we compare our results with the results of Chen and Li [2] .
Proof of Theorem 1
We assume the Duffing system (3) with (x, y) ∈ D. As a(t), b(t) and h(t) are continuous T -periodic functions and (x, y) ∈ D, then the functions of the right-hand side of system (3) are bounded. Doing the next rescaling of variables and functions
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Note that system (5) is in the normal form for applying the averaging theory of first order, see the appendix. Moreover, the functions of the right-hand side of system (5) remain bounded. So the assumptions of Theorem 3 are satisfied. Let A 0 be the averaged value of the function A(t). Then the averaged system of system (5) is
The equilibrium points of system (6) have the coordinate Y equal to zero, and the coordinate X is a root of the cubic polynomial equation
The number of real zeroes of this cubic equation are determined by its discriminant
That is, if ∆ > 0 then (7) has three real simple roots; if ∆ = 0 then (7) has multiple roots and all roots are real; and if ∆ < 0 then (7) has one simple real root and two conjugate complex non-real roots. We shall see that the sign of ∆, when it is different from zero, provides the minimal number of periodic solutions of the differential system (5), and consequently this number also provides the minimal number of T -periodic solutions of the original system (3) going back through the rescalings. We write the averaged function associated system (5) as
To guarantee the existence of periodic solution for system (5) we need, by Theorem 3 (see the appendix), that the Jacobian of f in each equilibrium point (X * , Y * ) of system (6) be non-zero. Note that the Jacobian of f is given by (8) 0) is an equilibrium point of system (6) satisfying det(Jf (X 1 , 0)) = 0. Theorem 3(a) guarantees that there exists one T -periodic solution of system (5) associated to this equilibrium point. We note that Theorem 3(a) does not provide information if the equilibrium (X 2 , 0) of system (6) produces a periodic solution of system (5). But later on will see that this is the case. Let A 0 b 0 > 0 be. When |Λ| < Λ 0 , the discriminant ∆ is positive and equation (7) has three real simple roots. When |Λ| > Λ 0 the discriminant ∆ is negative and equation (7) has only one real root. In this case each root X * of equation (7) provides an equilibrium point (X * , 0) of the averaged system such that the Jacobian det(Jf | (X * ,0) ) is non-zero. Then, for each of these equilibrium points (X * , 0) Theorem 3(a) guarantees that there exists one T -periodic solution of system (5). In short, for |Λ| < Λ 0 the three roots of equation (7) provide three T -periodic solutions of system (5) and for |Λ| > Λ 0 the unique real root of (7) provides one T -periodic solution of system (5) . By the rescalings (4) with λ 0 = ε 3 Λ 0 the original system (3) has three T -periodic solutions for |λ| < λ 0 and one T -periodic solution for |λ| > λ 0 .
To study the stability of the previous T -periodic solutions we shall apply Theorem 3(b). Indeed it is sufficient to know the stability of the equilibrium points (X * , 0) of system (6). Then we need to study the sign of the real part of the eigenvalues associated to each equilibrium point (X * , 0). The eigenvalues of (X * , 0) are given by the zeroes of the characteristic polynomial
where tr(Jf (X * , 0)) = −C < 0 is the trace of Jacobian matrix (8) at the equilibrium point (X * , 0). The eigenvalues associated with equilibrium point (X * , 0) are
and
For A 0 b 0 > 0 we distinguish two cases either b 0 > 0 and A 0 > 0, or b 0 < 0 and A 0 < 0. Case A: Assume b 0 > 0 and A 0 > 0. When |Λ| < Λ 0 the polynomial p(X) has three real simple roots X 1 , X 2 and X 3 satisfying X 1 < X 2 < X 3 . As b 0 > 0 we have p (X 1 ) > 0, p (X 2 ) < 0 and p (X 3 ) > 0. The sign of Jacobian (8) in each equilibrium point (X i , 0) i = 1, 2, 3 is negative at (X 1 , 0) and (X 3 , 0) and positive at (X 2 , 0). Since the eigenvalues associated with (X 1 , 0) satisfy λ − < 0 < λ + , then (X 1 , 0) is unstable. The eigenvalues associated with (X 2 , 0) satisfy either λ − < λ + < 0 when C 2 − 4 det(Jf (X 2 , 0)) > 0, or the eigenvalues are complex conjugate with real part negative when C 2 − 4 det(Jf (X 2 , 0)) < 0. Then in both cases (X 2 , 0) is stable. Finally, the eigenvalues associated with (X 3 , 0) satisfy λ − < 0 < λ + , then (X 3 , 0) is unstable.
When |Λ| > Λ 0 the polynomial p(X) has one real root X 1 . Since b 0 > 0 we have p (X 1 ) > 0 and det(Jf (X 1 , 0) ) < 0. Then, the eigenvalues associated to equilibrium point (X 1 , 0) satisfy λ − < 0 < λ + and (X 1 , 0) is unstable.
When Λ = Λ 0 (Λ = −Λ 0 ) then X 1 is the real simple root of p(X) and X 2 the double real root. We have that X 1 < X 2 (X 1 > X 2 ) and p (X 1 ) > 0 in both cases. The equilibrium point (X 1 , 0) of system (6) is unstable in both cases. In short, when |Λ| = Λ 0 the equilibrium point (X 1 , 0) is unstable. Case B: Assume b 0 < 0 and A 0 < 0. When |Λ| < Λ 0 the polynomial p(X) has three real simple roots X 1 , X 2 and X 3 satisfying X 1 > X 2 > X 3 . In a similar way as above we obtain that (X 1 , 0) and (X 3 , 0) are stable and (X 2 , 0) is unstable. When |Λ| > Λ 0 the polynomial p(X) has one simple real root X 1 and the equilibrium point (X 1 , 0) is stable. And when |Λ| = Λ 0 then X 1 is the real simple root of p(X). We have that p (X 1 ) < 0 and the equilibrium point (X 1 , 0) is stable.
By Theorem 3(b) the (in)stability of equilibrium points of system (6) provide the (in)stability of corresponding periodic solutions of system (5), and through the rescalings (4) the (in)stability of the periodic solution of original system (3).
The points x i which appear in the statement of Theorem 1 are x i = εX i for i = 1, 2, 3. So Theorem 1 is proved when |λ| < λ 0 and |λ| > λ 0 . For |λ| = λ 0 it is proved only with respect to the T -periodic solution α 1 . But once there exist the two T -periodic solutions α 2 and α 3 when |λ| < λ 0 and such two T -periodic solutions do not exist for |λ| > λ 0 , by continuity of the solutions with respect to the initial conditions and parameters it follows that α 2 = α 3 when |λ| = λ 0 . This completes the proof of Theorem 1.
Comparison with the results of Chen and Li
In this section we first state the main result of [2] on the number of periodic solutions and their (in)stability. After we compare their results with our results. Theorem 2. Assume that (2) holds, b(t) > 0 and h(t) > 0 for all t. There is a λ 0 > 0 such that (a) system (3) has a unique T -periodic solution which is unstable for |λ| > λ 0 ; (b) system (3) has exactly three T -periodic solutions for |λ| < λ 0 , one is stable and the remaining two are unstable; (c) system (3) has exactly two T -periodic solutions; both of them are unstable for λ = ±λ 0 .
We would highlight the hypotheses of Theorem 1, we just consider the periodicity and continuity of functions a(t), b(t) and h(t) together with a 0 b 0 > 0, and we analyse system (3) in a rectangle around the origin as large as we want. In Theorem 2 beside periodicity and continuity of functions a(t), b(t) and h(t), are necessary b(t) > 0, h(t) > 0 and that the condition (2) holds. So in [2] only a particular subclass of equation (1) with a 0 and b 0 positive has been studied.
We remark that in our case λ 0 is given by the expression λ 0 = 1 ε 3
with ε > 0. In [2] any expression for λ 0 is given.
4. Appendix 4.1. Averaging Theory of First Order. Now we shall present the basic results from averaging theory that we need for proving the results of this paper.
The next theorem provides a first order approximation for the periodic solutions of a periodic differential system, for the proof see Theorems 11.5 and 11.6 of Verhulst [6] .
Consider the differential equation
with x ∈ D, where D is an open subset of R n , t ≥ 0. Moreover we assume that both F 1 (t, x) and F 2 (t, x, ε) are T −periodic in t. We also consider in D the averaged differential equation
where
Under certain conditions, equilibrium solutions of the averaged equation turn out to correspond with T −periodic solutions of equation (10).
Theorem 3. Consider the two initial value problems (10) and (11). Suppose:
(i) F 1 , its Jacobian ∂F 1 /∂x, its Hessian ∂ 2 F 1 /∂x 2 , F 2 and its Jacobian ∂F 2 /∂x are defined, continuous and bounded by a constant independent of ε in [0, ∞) × D and ε ∈ (0, ε 0 ]. (ii) F 1 and F 2 are T −periodic in t (T independent of ε).
Then the following statements hold. 
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(b) The stability or instability of the limit cycle ϕ(t, ε) is given by the stability or instability of the equilibrium point p of the averaged system (11). In fact the singular point p has the stability behavior of the Poincaré map associated to the limit cycle ϕ(t, ε).
acknowledgements
The 
