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COUNTEREXAMPLES FOR BI-PARAMETER CARLESON
EMBEDDING
PAVEL MOZOLYAKO, GEORGIOS PSAROMILIGKOS, AND ALEXANDER VOLBERG
Abstract. We build here several counterexamples for two weight bi-parameter
Carleson embedding theorem.
1. Main definitions
Let T 2 be a finite (but very deep) bi-tree. Bi-tree is the directed graph of all
dyadic rectangles in the square Q0 = [0, 1]
2. We assume that it terminates at small
squares of size 2−N × 2−N , we call them generically by symbol ω. The boundary
∂(T 2) is this collection of ω’s. Often we identify T 2 with dyadic rectangles, whose
family is called D. When we write E ⊂ (∂T )2 we mean any subset of ω′s. It is
convenient to think of E as the union of “N -coarse” dyadic rectangles.
Box condition
(1)
∑
Q∈T 2, Q⊂R
µ2(Q)αQ ≤ Cµµ(E), for any R ∈ T 2.
Carleson condition
(2)
∑
Q∈T 2, Q⊂E
µ2(Q)αQ ≤ Cµµ(E), for any E ⊂ (∂T )2.
Restricted Energy Condition
(3)
∑
Q∈D
µ2(Q ∩ E)αQ ≤ Cµ(E), for any E ⊂ (∂T )2
Embedding
(4)
∑
Q∈D
(∫
Q
ϕdµ
)2
αQ ≤ C
∫
Q0
ϕ2 dµ for any ϕ ∈ L2(Q0, dµ).
Each of the next statement implies the previous one. We are interested when the
opposite direction implications hold, and whether they hold in general.
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Embedding is the boundedness of embedding operator L2(Q0, µ) → L2(T 2, α)
acting as follows:
f ∈ L2(Q0, µ)→
{∫
R
f dµ
}
R∈T 2
∈ L2(T 2, α).
Restricted energy condition (REC) is the boundedness of embedding operator
L2(Q0, µ)→ L2(T 2, α) on characteristic functions 1E for all E ⊂ ∂(T 2) uniformly.
2. Examples having box condition but not Carleson condition
In [Car] Carleson constructed the families R of dyadic sub-rectangles of Q =
[0, 1]2 having the following two properties:
(5) ∀R0 ∈ D,
∑
R⊂R0,R∈R
m2(R) ≤ C0m2(R0) ,
but for UR := ∪R∈RR
(6)
∑
R∈R
m2(R) ≥ C1m2(UR) ,
where C1/C0 is as big as one wishes.
With some (rather wild) {αR}R∈D Carleson’s counterexample is readily provide
the example of (µ, α) such that box condition is satisfied but Carleson condition
fails. Indeed, let us put
αR =
{
1
m2(R)
, R ∈ R,
0, otherwise
Measure µ is just planar Lebesgue measure m2. Fix any dyadic rectangle R0, then
box condition is satisfied:∑
R⊂R0
µ(R)2αR =
∑
R⊂R0,R∈R
m2(R) ≤ m2(R0) = µ(R0) .
But if Ω := ∪R∈RR, then∑
R⊂Ω
µ(R)2αR =
∑
R⊂Ω,R∈R
m2(R) = 1 ≥ Cm2(Ω) ,
where C can be chosen as large as one wants. Hence, (6) holds too with large
constant.
The weight α = {αR}. is rather wild here. But there is also an counterexample
with α = 1, 0, see [HPV].
3. Examples of having Carleson condition but not restricted energy
condition REC.
Our aim here is to show that if we do not restrict ourselves to the constant
weights as in [AMPS18], [AHMV18b], [AMVZ19], then the Carleson condition (2)
is no longer sufficient for the embedding (4). In fact even the Restricted Energy
Condition (3) is not necessarily implied by (2). Namely we prove the following
statement.
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Proposition 3.1 For any δ > 0 there exists number N , a weight α : T 2N 7→ R+
and a measure µ on (∂T )2 such that µ satisfies Carleson condition (2) with the
constant Cµ = δ,
(7)
∑
Q⊂E
µ2(Q)αQ ≤ δµ(E), for any E ⊂ (∂T )2,
but one can also find a set F such that
(8)
∑
Q∈D
µ2(Q ∩ F )αQ ≥ µ(F ),
hence the constant in (3) is at least 1.
We intend to give two examples of this kind. Both of them rely on the fact that
one can basically consider this problem on a cut bi-tree by letting α to be either
1 or 0. This approach clearly does not work on the tree (see [AHMV18a][Theorem
1.1]), but the bi-tree has richer geometric structure.
While globally (i.e. for α ≡ 1) it looks at least somewhat similar to the tree (this
similarity is implicit in the proof of [AHMV18b][Theorem 1.5]), one can remove
some vertices (which is what essentially happens when we put αQ := 0) in such a
way that the remaining part looks nothing like the full bi-tree (or a tree for that
matter). In particular this allows us to create a significant between the amount of
“available” rectangles that lie inside E or just intersect E for a certain choice of
the weight α and the set E (this corresponds to the difference between Carleson
and REC conditions).
The first example is quite simple and is inspired by the counterexample for L2-
boundedness of the biparameter maximal function. The weight α in this case cuts
most of the bi-tree, and the resulting set differs greatly from the original graph.
The second example is somewhat more involved, on the other hand the weight there
leaves a much bigger portion of the bi-tree, actually it has a certain monotonicity
property: αR ≥ αQ for R ⊃ Q. The structure of the “available” set is more rich
in this case (it looks more like Z2 in a sense), nevertheless there is not enough
rectangles to have the Carleson-REC equivalence.
3.1. A simple example of having Carleson condition but not restricted
energy condition. Let N ∈ N be some large number (to be specified later), and
let T 2 = T 2N be a bi-tree of depth N . We use the dyadic rectangle representation
of T 2.
Let ω be our [0, 2−N ]2 left lower corner. Given R = [a, b] × [c, d] ∈ D let
R++ :=
[
a+b
2 , b
] × [ c+d2 , d] be the upper right quadrant of R. Consider Q1 =
[0, 1]× [0, 2−N+1] and its Q++1 , and Q2 = [0, 2−1]× [0, 2−N+2] and its Q++2 , Q3 =
[0, 2−2]× [0, 2−N+3] and its Q++3 , et cetera. . . . In total, N of them.
Put measure µ to have mass τ0 := 1/
√
N on ω, and uniformly distribute mass
τi on Q
++
i .
Now αR is always zero except when R = ω,Q1, Q2, . . . . For those α = 1, so we
have N + 1 alphas equal to 1.
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Now choose set E = ω. When we calculate E [µ|E] we sum up
τ20 +
N∑
i=1
µ(ω ∩Qi)2 = (N + 1)τ20 =
N + 1
N
≥
√
N
1√
N
=
√
Nµ(E) .
So REC condition has a big constant.
Since
EΩ[µ] =
∑
R⊂Ω, αR 6=0
µ(R)2 ,
then, denoting Q0 := ω, we have
EΩ[µ] =
∑
j:Qj⊂Ω
µ(Qj)
2 =:
∑
j∈J(Ω)
µ(Qj)
2 .
Let τ0 = 1/
√
N ≤ 14 = τ1 = τ2 = ... = τN . Then
EΩ[µ] =
∑
j∈J(Ω)
(τ0 + τj)
2 ≤ 4
∑
j∈J(Ω)
τ2j .
And this is ≤∑j∈J(Ω) τj ≤ µ(Ω). So Carleson condition holds with constant 1.
3.2. The lack of maximal principle matters. All measures and dyadic rectan-
gles below will be N -coarse.
In this section we build another example when Carleson condition holds, but
restricted energy condition fails. But the example is more complicated (and more
deep) than the previous one. In it the weight α again has values either 1 or 0, but
the support S of α is an up-set, that is, it contains every ancestor of every rectangle
in S.
The example is based on the fact that potentials on bi-tree may not satisfy
maximal principle. So we start with constructing N -coarse µ such that given a
small δ > 0
(9) Vµ . δ on suppµ,
but with an absolute strictly positive c
(10) maxVµ ≥ Vµ(ω0) ≥ c δ logN ,
where ω0 := [0, 2
−N ]× [0, 2−N ].
We define a collection of rectangles
(11) Qj := [0, 2
−2j ]× [0, 2−2−jN ], j = 1 . . .M ≈ logN,
and we let
Q++j := [2
−2j−1, 2−2
j
]× [2−2−jN−1, 2−2−jN ]
Q−j := [0, 2
−2j−1]× [0, 2−2−jN ], j = 1 . . .M
Qtj := Qj \Q−j
Qrj := [2
−2j−1, 2−2
j
]× [0, 2−2−jN ]
Q−−j := Q
−
j \Qrj
(12)
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to be their upper right quadrants, lower halves, top halves, right halves, and lower
quadrant respectively. Now we put
R := {R : Qj ⊂ R for some j = 1 . . .M}
αQ := χR(Q)
µ(ω) :=
δ
N
M∑
j=1
1
|Q++j |
χQ++
j
(ω),
Pj = (2
−2j , 2−2
−jN ) .
(13)
here |Q| denotes the total amount of points ω ∈ (∂T )2 ∩Q, i.e. the amount of the
smallest possible rectangles (of the size 2−2N ) in Q.
Observe that on Qj the measure is basically a uniform distribution of the mass
δ
N over the upper right quarter Q
++
j of the rectangle Qj (and these quadrants are
disjoint).
To prove (9) we fix ω ∈ Q++j and split Vµ(ω) = VµQ++
j
(ω) + µ(Qtj) + µ(Q
r
j) +
V
µ(Q++j ), where the first term sums up µ(Q) for Q between ω and Q
++
j . This term
obviously satisfies Vµ
Q++
j
(ω) . δN . Trivially µ(Q
t
j) + µ(Q
r
j) ≤ 2δN . The non-trivial
part is the estimate
(14) Vµ(Q++j ) . δ .
To prove (14), consider the sub-interval of interval [1, n] of integers. We assume
that j ∈ [m,m+k]. We call by C [m,m+k]j the family of dyadic rectangles containing
Q++j along with all Q
++
i , i ∈ [m,m + k] (and none of the others). Notice that
C
[m,m+k]
j are not disjoint families, but this will be no problem for us as we wish to
estimate Vµ(Q++j ) from above.
Notice that, for example, C
[m,m+1]
j are exactly the dyadic rectangles containing
point Pj . It is easy to calculate that the number of such rectangles is
(2j + 1) · (2−jN + 1) . N .
Analogously, dyadic rectangles in family C
[m,m+k]
j have to contain points Pm, Pm+k.
Therefore, each of such rectangles contains point (2−2
m
, 2−2
−m−kN ). The number
of such rectangles is obviously at most . 2−kN . The number of classes C
[m,m+k]
j
is at most k + 1.
Therefore, Vµ((Q++j ) involves at most (k + 1)2
−kN times the measure in the
amount k · δN . Hence
V
µ((Q++j ) ≤
n∑
k=1
k(k + 1)2−kN · δ
N
,
and (14) is proved. Inequality (9) is also proved.
We already denoted
ω0 := [0, 2
−N ]× [0, 2−N ] ,
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calculate now Vµ(ω0). In fact, we will estimate it from below. The fact that
C
[m,m+k]
j are not disjoint may represent the problem now because we wish estimate
V
µ(ω0) from below.
To be more careful for every j we denote now by cj the family of dyadic rectangles
containing the point Pj but not containing any other point Pi, i 6= j. Rectangles in
cj contain Q
++
j but do not contain any of Q
++
i , i 6= j. There are (2j−1 − 2j − 1) ·
(2−j+1N − 2−jN − 1), j = 2, . . . ,M − 2. This is at least 18N .
But now families cj are disjoint, and rectangles of class cj contribute at least
1
8N · δN into the sum that defines Vµ(ω0). W have m4 such classes cj , as j =
2, . . . ,M − 2. Hence,
(15) Vµ(ω0) ≥ 1
8
N · δ
N
· (M − 4) ≥ 1
9
δM .
Choose δ to be a small absolute number δ0. Then we will have (see (9))
V
µ ≤ 1, on suppµ .
But (15) proves also (10) as M ≍ logN .
Remark 3.1. Notice that in this example Vµ ≤ 1 on suppµ, and
(16) cap{ω : Vµ ≥ λ} ≤ ce−2λ .
Here capacity is the bi-tree capacity defined e. g. in [AMPS18]. So there is no
maximal principle for the bi-tree potential, but the set, where the maximal principle
breaks down, has small capacity.
Now we construct the example of ν and α with α = 1 on an up-set (and zero
otherwise), and such that Carleson condition is satisfied but REC (restricted energy
condition) is not satisfied. We use the same measure µ we have just constructed,
and we put
ν := µ+ ν|ω0,
where ν|ω0 is the uniformly distributed over ω0 measure of total mass 1MN . Weight
α is chosen as in (13).
Warning. The meaning of V changes from now on. Before V· = II∗(·). Everywhere
below,
V
ν := I[αI∗(ν)] .
Let us first check that REC constant is bad. We choose F = ∪jQ−j . Then
νF := ν|F = ν|ω0. On the hand, and this is the main feature,
(17) ω0 lies in M rectangles Qj .
Hence,
(18) there are ≥ cNM dyadic rectangles R such that αR = 1 and ω0 ⊂ R .
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In fact, consider dyadic rectangles in ∪jcj , where families cj were built above. For
each R ∈ ∪cj we have αR = 1, see (13). And there are at least 18NM of them. We
conclude
(19) VνF (ω0) ≥ 1
8
MN · ν(ω0) .
Therefore, ∫
V
ν|F dν|F ≥ ν(ω0)2 · 1
8
NM =
1
8
1
MN
≥ c0 ν(ω0) .
This means that constant of REC is at least absolute constant c0. Let us show that
the Carleson constant is . c ·δ. But c0 has nothing to do with δ that can be chosen
as small as we wish.
Remark 3.2. We do not need the following claim now, we will need it only later,
but notice that in a fashion completely similar to the one that just proved (19), one
can also prove
(20) Vµ(ω0) ≥ 1
8
MN · δ
N
≥ c δM .
Moreover, we already proved it in (15). This holds because ω0 is contained in
exactly M rectangles Q++j .
Definition 3.3. Dyadic rectangles whose left lower corner is (0, 0) will be called
hooked rectangles.
To check the Carleson condition with small constant we fix any finite family A
of dyadic rectangles, and let
A = ∪R∈AR .
We are interested in subfamily A′ of R such that αR = 1. Other elements of
A do not give any contribution to EA[ν] as µ(Q)2αQ = µ(Q)2 · 0 = 0 for any
Q ⊂ Q′, Q′ ∈ A \ A′, as the support of α is an up-set.
All rectangles from A′ are hooked rectangles. As we noticed, we can think that
A′ = A. In other words, without the loss of generality, we can think that A consists
only of hooked rectangles. Any hooked rectangle generates a closed interval J in
the segment [1, n] of integers: interval J consists of j, 1 ≤ j ≤ n, such that point
Pj lies in this hooked rectangle. This is the same as to say that Qj, j ∈ J , is a
subset of this hooked rectangle.
So family A generates the family of closed intervals in the segment [1, n] of in-
tegers. Let us call JA this family of intervals in the segment [1, n] of integers.
Intervals of family JA can be not disjoint. But we can do the following, if intervals
intersect, or even if these closed intervals are adjacent, we unite them to a new
interval. The new system (of disjoint and not even adjacent) closed intervals cor-
responds to another initial system A˜, and we can think that A˜ consists of hooked
rectangles. We call a system of hooked rectangles a clean system if it gives rise to
not adjacent disjoint family of closed intervals inside the set [1, n] of integers The
relationship between rectangles in A and A˜ is the following: each rectangle of A˜ is
a common ancestor of a group of rectangles in A.
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A very important geometric property of A˜ is the following. Let Q ∈ A˜ and let
R1, . . . , Rs be all rectangles from A such that Ri ⊂ Q, i = 1, . . . , s. Then
(21) ν(Q \ ∪mi=1Ri) = 0 .
In particular, (21) implies
(22) ν(A) = ν(A˜) .
When checking the Carleson condition
(23) EA[ν] . δν(A),
we can always think about A being replaced by A˜ and A being replaced by A˜
because in (23) the RHS stays the same, but the LHS can jump up with passage
from A to A˜. Therefore, checking (23) for clean systems of rectangles is the same
as to check it for all systems of rectangles. From now on A is supposed to be clean.
To prove (23) is the same as to prove (since νA(Q) = (µA(Q) + νω0(Q))
(24)
∑
Q⊂A
νA(Q)
2αQ +
∑
Q⊂A
νω0(Q)
2αQ . δν(A),
The first sum is bounded by
∫
V
µ|A dµ|A. But by (9) (which follows from (14))
we have
∑
Q⊂A
νA(Q)
2αQ =
∫
V
µ|A dµ|A . δ‖µA‖ = δµ(A) ≤ δν(A) ,
and this means that the part of (24) is proved.
To estimate
∑
Q⊂A νω0(Q)
2αQ =
1
(MN)2 ♯{R : αR = 1, R ⊂ A} we take one
interval Jk from the family generated by the clean A in [1, n], we denote
(25) mk := ♯Jk ,
and we estimate how many dyadic rectangles R contain one of Qj , j ∈ Jk. We even
do not care now whether R is a subset of A or not. The number of such rectangles
in at most mk ·N . On the other hand,
ν(A) ≥
∑
k
mk · δ
N
+
1
MN
∑
k
mk ≥
∑
k
mk · δ
N
.
So to prove the estimate for the second sum in (24), we need to see that
1
(MN)2
∑
k
mk ·N . 1
M
∑
k
mk · δ
N
,
which is obviously true if we choose δ ≥ 1M = 1logN . So (24) is proved.
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4. Restricted energy condition holds but no embedding
In this section we emulate the previous construction, we start with {Qj} and
measure µ but instead of adding ω0 we will add a more sophisticated piece of
measure.
Let us start with recalling the system {Qj}, j = 1, . . . ,M and measure µ from
the previous section. We continue with denoting
Q0,j := Qj , µ0 := µ from the previous section .
Next we continue with defining a a sequence of collections Qk, k = 0 . . .K, of
dyadic rectangles as follows
Qk :=

Qk,j =
j+2k⋂
i=j
Q0,i, j = 1 . . .M − 2k

 , k = 1 . . .K.(26)
In other words, Q0 is the basic collection of rectangles, and
(27) Qk consists of the intersections of 2k consecutive elements ofQ0.
The total amount of rectangles in Qk is denoted by Mk =M − 2k + 1.
We also denoted by R the collection of rectangles lying above Q0
(28) R := {R : Q0,j ⊂ R for some 1 ≤ j ≤M},
and we let
Sk :=
⋃
Q∈Qk
Q.
The weight α was defined as follows:
αQ := 1, if Q ∈ R
αQ := 0 otherwise.
(29)
Now we construct the measure µ, whose main part will be already constructed
µ0. Let
Q++k,j :=
[
2−2
j+2k−1, 2−2
j+2k
]
×
[
2−2
jN−1, 2−2
jN
]
be the upper right quadrant of Qk,j . For every k = 0 . . .K we distribute the mass
2−2kMkδN over the rectangles Q
++
k,j . Namely, for every j = 1 . . .Mk we attach a mass
2−2k δN to the rectangle Qk,j that is uniformly distributed over the quadrant Q
++
k,j .
We note that all these quadrants Q++k,j are disjoint.
Measure µ0 is the “main” part of µ, in the sense that µ0 is generated by the
masses on Q0,
µ0(ω) :=
δ
N
M∑
j=1
1
|Q++0,j |
χQ++
0,j
(ω), ω ∈ (∂T )2,
and let µk be the corresponding mass on Qk
µk(ω) :=
2−2kδ
N
Mk∑
j=1
1
|Q++k,j |
χQ++
0,j
(ω), ω ∈ (∂T )2,
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so that
µ = µ0 +
K∑
k=1
µk.
Finally we define the function f , and we do it in such a way that it is ’congruent’
with the distribution of µ0 over Ω, namely we let
f(R) := µ0(R) · αR.
4.1. Main idea. Notice that
V
µ0 = If = I[αI∗µ0],
∫
V
µ0 dµ0 =
∑
I
∗µ0 · I∗µ0 · α =
∑
T 2
f2 · α .
To prove that embedding has a bad constant, it is sufficient to show that the dual
inequality has a bad constant:∫
(If)2 dµ >>
∑
f2 · α,
which becomes
(30)
∫
(Vµ0 )2 dµ >>
∫
V
µ0 dµ0 .
Let us look at Remark 3.2, at (17), (18), (20) and compare (17) with (27). The
conclusion is: since every Qk,j lies in 2
k of Q0,j (number 2
k replaces M in (17),
(18), (20)), then
(31) Vµ0 ≥ c 2kN · δ
N
= cδ2k on each Qk,j .
We already saw that Vµ0 . δ on µ0, so
(32)
∫
V
µ0 dµ0 . δ
2M
N
.
Now, using (31) we get
(33)
∫
(Vµ0)2 dµ =
K∑
k=1
∫
(Vµ0)2 dµk ≥ c2δ2
K∑
k=1
22k‖µk‖ = c2δ3M logM
N
For example, let
(34) δ =
1
logM
.
Then the constant of embedding is ≈ 1.
4.2. REC condition holds with a small constant. Let A be a collection of
(hooked) rectangles, A = ∩R∈AR. Let νk := µk|A, k = 1, . . . ,K, ν := µ|A =
∑
νk.
We need to prove
(35) EA[ν] . δ‖ν‖ .
Let n > k, we wish to estimate Vµn(Qk,j). This is a certain sum over a system S
of rectangles of the form ∑
R∈S
µn(R),
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where dyadic rectangles are a) contain Qk,j , b) αR = 1. Notice that this system
depends on Qk,j but totally independent of n. So if we manage to estimate µn(R)
via µ0(R), then we compare V
µn(Qk,j) to V
µ0(Qk,j).
But let the number of Qs,j in R be denoted by m
s
R. Then it is very easy to see
that
mnR ≤ m0R + 2n + 1 .
Then
2−2nmnR ≤ 2−n(m0R + 1 + 2−n) ≤ 3 · 2−nm0R .
Then
V
µn(Qk,j) =
∑
R∈S
µn(R) ≤ 3 · 2−n
∑
R∈S
µ0(R) = 3 · 2−nVµ0(Qk,j) . δ2k−n .
Therefore, ∑
n≥k
V
νn dνk . δ
∑
n≥k
2k−n‖νk‖ = 2δ‖νk‖ .
And so ∑
k
∑
n≥k
V
νn dνk . δ
∑
k
‖νk‖ = δ‖ν‖ .
Inequality (35) is proved.
5. Strong dyadic maximal function and counterexamples
Definition. Let S be a family of dyadic sub-rectangles of Q0 (may be S = D, the
family of all dyadic sub-rectangles). We call the sequence of {βQ}Q∈S Carleson if
(36) ∀S ′ ⊂ S,
∑
Q∈S′
βQµ(Q) ≤ Cµ(∪Q∈S′Q) .
The best C is called the Carleson norm of the sequence.
Definition. Abusing the language we say that the weight α := {αQ}Q∈S satisfies
Carleson condition if the sequence βQ := αQ · µ(Q) is a Carleson sequence:
(37) ∀S ′ ⊂ S,
∑
Q∈S′
αQµ(Q)
2 ≤ Cµ(∪Q∈S′Q) .
We already know, see [AHMV18b] e.g., that bi-parameter Carleson embedding
∑
R∈D
( ∫
R
ψ dµ
)2
αR =
∑
R∈D
[I∗(ψµ)]2αR ≤ C′
∫
Q0
ψ2 dµ
is equivalent to the Carleson condition above if we have αR = 1, ∀R ∈ D .
Understanding the general two-weight bi-parameter situation (that is α 6≡ 1)
seems to be super hard, as the examples above show. Notice that in two-weight
one-parameter situation the answer is known, see, e.g. [NTV99]. And the answer
is given in terms of Carleson condition. However, in bi-parameter situation this is
far from being so as the following theorem shows. First we give
12 P. MOZOLYAKO, G. PSAROMILIGKOS, AND A. VOLBERG
Definition. A finite positive measure µ on Q0 is called a “bad” measure if there
exists weight α = {αQ}Q∈D that satisfies the Carleson condition but such that the
embedding
(38)
∑
R∈D
( ∫
R
ψ dµ
)2
αR ≤ C′
∫
Q0
ψ2 dµ
does not hold.
The strong maximal function with respect to µ is
Mµψ(x) = sup
R∈D
R∋x
1
µ(R)
∫
R
|ψ| dµ ,
where 0/0 = 0. The supremum is taken over all dyadic sub-rectangles of Q0.
Theorem 5.1 Let µ be atom free. Then the measure µ is bad if and only if Mµ is
not a bounded operator in L2(µ).
We need some preparation, which is written down in [Verb] and [TH], but we
repeat it for the convenience of the reader.
If weight α satisfies Carleson condition with constant 1, then βQ = αQµ(Q) is
a Carleson sequence with Carleson constant 1 and this means that for any family
D′ ⊂ D
(39)
∑
Q∈D′
αQµ(Q)
2 ≤ µ(
⋃
Q∈D′
Q) .
Using the idea of Igor Verbitsky [Verb] this can be stated in terms of discrete
Triebel-Lizorkin space f1,∞(µ):
{αQµ(Q)}Q∈D ∈ f1,∞(µ),
and has norm at most 1. But (f1,∞(µ))∗ = f∞,1(µ), and this is the space of
coefficients {λQ}Q∈D given by the norm
‖{λQ}Q∈D‖f∞,1(µ) :=
∫
sup
Q∈D
(
λQχQ(x)
)
dµ .
Thus, by duality (39) is equivalent to
(40) ∀{λQ}Q∈D,
∑
Q∈D
αQµ(Q)
2 · λQ ≤
∫
sup
Q∈D
(
λQχQ(x)
)
dµ .
Without loss of generality we think that all αQµ(Q) > 0 (otherwise they are not in
the LHS and we forget them). Then we can rewrite (40) as
(41) ∀{bQ}Q∈D,
∑
Q∈D
bQ ≤
∫
sup
Q∈D
(
bQ
χQ(x)
αQµ(Q)2
)
dµ .
In [Verb] and in [TH] now the theorem of L. Dor [Dor] is used. Here it is
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Theorem 5.2 Let µ be atom free. Let gi be a fixed sequence of measurable functions
and suppose for all positive numbers bi that∑
bi ≤
∫
sup
j
[bjgj(x)] dµ .
Then there are disjoint sets Ej such that
1 ≤
∫
Ej
gj dµ .
Using this theorem, we see that (41) implies the existence of measurable subsets
EQ ⊂ Q with Q ∈ D, such that
(42) αQ · µ(Q)2 ≤ µ(EQ), EQ ∩EQ′ = ∅ .
We deduced (42) from (39). By now this has been done in various situations
many times, see again [Verb] (for cubes), [TH] (for arbitrary Borel sets), and [AB]
for geometric proof of this geometric fact.
The deduction of (42) from (39) is called “sparsity property from Carleson prop-
erty deduction”.
Now we are ready to give the proof of Theorem 5.1.
Proof. (⇒) Suppose measure µ has no atoms and it is a bad measure. Then we can
find a sequence α = {αQ}Q∈D such that condition (37) is satisfied with constant
C = 1 (we can always normalize) but embedding (38) is false. Then for every
positive K there exists a positive function ψ such that∑
Q∈D
( ∫
Q
ψ dµ
)2
αQ ≥ K
∫
ψ2 dµ,
or ∑
Q∈D
〈ψ〉2Q,µαQ · µ(Q)2 ≥ K
∫
ψ2 dµ
Let F be the sub-collection of D such that αQ 6= 0 for Q ∈ F . We can use the
sparsity condition (42) to get
K
∫
ψ2 dµ ≤
∑
Q∈D
〈ψ〉2Q,µαQ · µ(Q)2 ≤
∑
Q∈F
〈ψ〉2Q,µ · µ(EQ) =
∑
Q∈F
( 1
µ(Q)
∫
Q
ψ dµ
)2
· µ(EQ) ≤
∑
Q∈F
(
inf
x∈Q
Mµψ(x)
)2
· µ(EQ) ≤
∑
Q∈F
inf
x∈Q
(
Mµψ(x)
)2
· µ(EQ) ≤
∑
Q∈F
inf
x∈EQ
(
Mµψ(x)
)2
· µ(EQ) ≤
∑
Q∈F
∫
EQ
(
Mµψ(x)
)2
dµ ≤
∫
[0,1]2
(
Mµψ(x)
)2
dµ
since the sets EQ are disjoint.
Hence
(43)
∫ (Mµψ)2 dµ ≥ K
∫
ψ2 dµ .
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Since K can be arbitrary large the operator Mµ is not bounded in L2(µ).
(⇐) Now assume that operator Mµ is not bounded in L2(µ). Then, for an
arbitrary K > 0 there exists a positive function ψ such that (43) holds.
By approximating ψ with an increasing sequence of positive, simple functions ψn
we can find n0 ∈ N such that (43) holds with ψ replaced by ψn0 . Also, we can find
N = N(n0) ∈ N so that the function ψn0 is constant on each dyadic sub-square of
Q0 of size 2
−N × 2−N . Given these, in the definition of Mµψn0 we replace sup by
max. For simplicity we omit writing the sub-script n0.
Now we group the elements of Q0 = [0, 1]
2 into the sets AQ, Q ∈ D as follows:
x ∈ AQ if
max
R∈D
R∋x
1
µ(R)
∫
R
ψdµ =
1
µ(Q)
∫
Q
ψdµ
Of course there may be more than one set AQ for each x. We would like to make
these sets disjoint. Let Q1, Q2,.. be an enumeration of the dyadic rectangles Q,
Q ∈ D. Then consider the sets A′Qi := AQi \
i⋃
j=1
AQj . Obviously the sets A
′
Qi
are
disjoint and their union is Q0 = [0, 1]
2.
Hence, we have
∫
Q0
(
Mµψ(x)
)2
dµ =
∫
Q0
(
max
R∈D
R∋x
1
µ(R)
∫
R
ψdµ
)2
dµ =
∑
i
∫
A′
Qi
( 1
µ(Qi)
∫
Qi
ψdµ
)2
dµ =
∑
i
µ(A′Qi)
µ(Qi)2
( ∫
Qi
ψ dµ
)2
:=
∑
i
αQi
( ∫
Qi
ψ dµ
)2
In other words, we constructed a sequence α = {αQi}, Qi ∈ D for which the
embedding (38) does hold with a very large constant, but the Carleson condition
holds with constant 1. But, this sequence, as well as the function ψ depend on K.
To get a general sequence and function we do start with an i ∈ N and take K = 4i.
Lets omit enumerating the dyadic rectangles in [0, 1]2 for now. Given the above,
∃ψi and {αiQ}Q∈D such that
4i
∫
[0,1]2
ψ2i dµ ≤
∑
Q∈D
αiQ
( ∫
Q
ψi dµ
)2
and re-normalizing we get
(44) 2i ≤
∑
Q∈D
αiQ
( ∫
Q
φi dµ
)2
for φi =
ψi
2i/2‖ψi‖L2([0,1]2)
.
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Now let αQ :=
∞∑
i=1
2−iαiQ and φ =
∞∑
i=1
φi. Notice that φ ∈ L2([0, 1]2) and the
sequence α = {αQ}Q∈D satisfies the Carleson condition: Let any sub-collection
S of D. There is an indexing set JS = {j1, j2, ...} which enumerates the dyadic
rectangles in S. By the disjointness of A′iQj ’s (for each fixed i) we have
∑
Q∈S
αQµ(Q)
2 =
∑
j∈JS
αQjµ(Qj)
2 =
∑
j∈JS
∞∑
i=1
2−iαiQjµ(Qj)
2 =
∞∑
i=1
2−i
∑
j∈JS
µ(A′iQj ) =
∞∑
i=1
2−iµ(
⋃
j∈JS
A′iQj ) ≤
∞∑
i=1
2−iµ(
⋃
Q∈S
Q) = µ(
⋃
Q∈S
Q)
Finally, using (44) we get
∑
Q∈D
αQ
( ∫
Q
φ dµ
)2
=
∑
Q∈D
∞∑
i=1
2−iαiQ
(∫
Q
φ dµ
)2
≥
∞∑
i=1
2−i
∑
Q∈D
αiQ
(∫
Q
φi dµ
)2
=∞

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