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Abstract
A Littelmann path model is constructed for crystals pertaining to a not necessarily symmetrizable
Borcherds–Cartan matrix. Here one must overcome several combinatorial problems coming from the imagi-
nary simple roots. The main results are an isomorphism theorem and a character formula of Borcherds–Kac–
Weyl type for the crystals. In the symmetrizable case, the isomorphism theorem implies that the crystals
constructed by this path model coincide with those of Jeong, Kang, Kashiwara and Shin obtained by taking
q → 0 limit in the quantized enveloping algebra.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. The original proof of the Weyl character formula given in 1925 by Weyl following the work
of Schur for gl(n) underwent a number of simplifications with a particularly notable one due to
Bernstein, Gelfand and Gelfand [1]. This proof was shown by Kac [8] to extend to integrable
modules for Kac–Moody algebras obtained from a symmetrizable Cartan matrix. For affine Lie
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sum-product identities from number theory due to Fermat, Gauss and Jacobi.
More recently Borcherds [2] showed that the Kac–Moody theory extends with equally beau-
tiful results when imaginary simple roots are permitted. In particular the Bernstein–Gelfand–
Gelfand method gives a character formula, somewhat more complicated than the Weyl–Kac
formula for unitarizable highest weight modules.
1.2. In 1986, Drinfeld and Jimbo independently introduced quantized enveloping algebras in-
volving a parameter q . A little later, Lusztig [13] and Kashiwara [9] considered a q → 0 limit
of these algebras and the integrable modules over them. In the Kashiwara theory q was inter-
preted as the temperature and the modules were deemed to “crystallize” into a simpler form.
Kashiwara, drawing in part an observation of Date, Jimbo and Miwa [9, Introduction], required
that the tensor product be without sums or coefficients different from 0 or 1, leading to a tight
combinatorial structure. Naturally an integrable highest weight module gives rise to a normal
highest weight crystal (which can be viewed as a rather special graph). Since much structure is
lost in the process the latter are not uniquely defined by their highest weights. However using
the tensor structure, one obtains a unique closed (under tensor product) family of normal high-
est weight crystals. More recently Jeong, Kang and Kashiwara [4] have extended this theory to
include simple imaginary roots (as in Borcherds) but still with the assumption that the Cartan
matrix is symmetrizable (which is needed for quantization).
1.3. Shortly after Kashiwara introduced crystals, Littelmann [11,12] found a purely combina-
torial path model for them based on the Cartan matrix which was no longer required to be
symmetrizable. He constructed a closed family of normal highest weight crystals and computed
their characters. This was based on Lakshmibai–Seshadri paths, themselves described by Bruhat
sequences in the Weyl group together with an integrality condition.
1.4. In this paper we extend Littelmann’s path model to include imaginary simple roots. Specif-
ically this means proving Proposition 6.3.5 and Theorems 7.4.2, 8.2.1 and 9.1.3, which we
describe qualitatively below. This involves a number of combinatorial complications. Instead
of the Weyl group we use a monoid with generators defined by both the real and the imagi-
nary simple roots. Here the presence of non-invertible elements ultimately means that the normal
highest weight crystals are not strict subcrystals of the full crystal defined by all possible paths.
Besides they are normal only with respect to the real simple roots. This makes it more difficult to
show that “generalized” Lakshmibai–Seshadri paths describe the required normal highest weight
crystals, which is the content of Proposition 6.3.5. It becomes correspondingly more difficult
to show that this set of crystals is closed with respect to tensor product. However this being
achieved (Theorem 7.4.2) we recover in the symmetrizable case, the Kashiwara crystals by the
crystal embedding Theorem 8.2.1 and the resulting uniqueness (Theorem 3.3.2). Here we remark
that the embedding theorem is valid also in the non-symmetrizable case extending thereby the
work of Jeong, Kang and Kashiwara [4]. Finally we prove (Theorem 9.1.3) a version of Littel-
mann’s combinatorial character formula for the crystals in this family. Unlike [4], this does not
need the Cartan matrix to be symmetrizable, though in any case a very similar formula to that of
Borcherds is obtained.
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tor formula (known to hold in the non-symmetrizable totally real case by independent work of
Kumar [10] and Mathieu [14]). The question this entails and many others remain open.
2. Preliminaries
2.1. Generalized Kac–Moody algebras. Unless otherwise specified all numerical values are
assumed rational. In particular, all vector spaces are over Q. We denote by N the set of natural
numbers and we set N+ := N \ {0}.
2.1.1. Let I be a countable index set. We call A = (aij )i,j∈I a Borcherds–Cartan matrix if the
following are satisfied:
(1) aii = 2 or aii ∈ −N+ for all i,
(2) aij ∈ −N+, for all i = j ,
(3) aij = 0 if and only if aji = 0.
We call an index i real if aii = 2 and we denote by I re the set of real indices. Otherwise, we call
an index i imaginary and we denote by I im = I \ I re, the set of imaginary indices.
If I = I re and is finite, then A is a generalized Cartan matrix in the language of [7, Sec-
tion 1.1]. The matrix A is called symmetrizable if there exists a diagonal matrix S = diag{si ∈
N+ | i ∈ I } such that SA is symmetric.
2.1.2. Let g be the generalized Kac–Moody algebra associated to a Borcherds–Cartan matrix A,
h a fixed Cartan subalgebra of g, Π = {αi | i ∈ I } ⊂ h∗ the set of simple roots, Π∨ = {α∨i |
i ∈ I } ⊂ h the set of simple coroots such that α∨i (αj ) = aij and Δ the root system of g (for more
details see [2,3]).
2.1.3. Let P = {λ ∈ h∗ | α∨i (λ) ∈ Z, for all i ∈ I } be the weight lattice of g, Q =
⊕
i∈I Zαi be
the root lattice and Q+ =⊕i∈I Nαi . Of course Δ ⊂ Q ⊂ P . Set P+ = {λ ∈ P | α∨i (λ) 0, for
all i ∈ I }.
2.1.4. Define a partial order in Q by setting β  γ if and only if β − γ ∈ Q+. Let Δ+ = {β ∈
Δ | β  0} be the set of positive roots and Δ− = −Δ+ the set of negative roots. One has that
Δ = Δ+ unionsqΔ−.
2.1.5. For all i ∈ I let ri be the linear map ri :h∗ → h∗ defined by
ri(x) = x − α∨i (x)αi .
Note that ri is a reflection (and thus r2i = id) if and only if i ∈ I re. Otherwise, if i ∈ I im, ri has
infinite order. Set T = 〈ri | i ∈ I 〉 to be the monoid generated by all the ri , i ∈ I and denote by
id its neutral element. Let W be the group generated by the reflections ri , i ∈ I re and call it the
Weyl group of g. Then of course W lies in T . For any τ ∈ T we may write τ = ri1ri2 · · · ri	 where
ij ∈ I , for all j with 1  j  	. We call this a reduced expression if 	 takes its minimal value
which we define to be the reduced length 	(τ) of τ .
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ri(h) = h− h(αi)α∨i .
One checks that if i ∈ I re then (rih)(riλ) = h(λ) for all h ∈ h and all λ ∈ h∗.
2.1.7. Set C = {μ ∈ h∗ | α∨i (μ) 0, for all i ∈ I re}, the set of dominant elements of h∗. (Notice
that we consider only real indices.) We call a weight in C a dominant weight. One has that
P+ ⊂ C. Notice that −αi ∈ P+ ⊂ C for all i ∈ I im. By [7, Proposition 3.12], for all λ ∈ C one
has Wλ∩ C = {λ}. Choose ρ ∈ h∗ such that α∨i (ρ) = 12aii . Then ρ ∈ C, but in general ρ /∈ P+.
2.1.8. Let λ ∈ C and denote by Wλ the stabilizer of λ in W . Then Wλ is generated by the simple
reflections which stabilize λ, that is Wλ = 〈ri ∈ W | riλ = λ〉. Even when |I re| = ∞, the proof is
as in [7, Proposition 3.12].
2.1.9. Denote by Πre = {αi | i ∈ I re} and by Πim = {αi | i ∈ I im} the sets of real and imaginary
simple roots respectively.
Lemma. Take αi,αj ∈ Π and w, w˜ ∈ W . If wαi = w˜αj , then wα∨i = w˜α∨j .
Proof. If αi,αj ∈ Πre, the assertion obtains from [7, Section 5.1]. Suppose αi ∈ Πim. Since
wαi ∈ αi + NΠre, the hypothesis forces αi = αj . It then suffices to prove the assertion for
w˜ = id and w ∈ StabW(αi). Since −αi ∈ C, by Section 2.1.8, we can write w = ri1 · · · rik ,
with α∨it (αi) = 0, for all t , with 1  t  k. Then α∨i (αit ) = 0, for all t , with 1  t  k, so
w ∈ StabW(α∨i ), as required.
Definition. By the above lemma, we may define β∨ ∈ h, for all β ∈ WΠ , through β∨ = wα∨i ,
given β = wαi .
2.1.10. Take i ∈ I re. Through [7, Lemma 3.8] we obtain ri(Δ+ \{αi}) ⊂ Δ+ \{αi}. In particular,
Δ is W -stable. Call a root β ∈ WΠ real if β∨(β) = 2 and imaginary if β∨(β)  0. Set Δre =
WΠre and Δim = WΠim. Define also Δ+re = Δre ∩Δ+, Δ−re = −Δ+re and notice that Δim ⊂ Δ+.
In general Δre unionsq (Δim unionsq −Δim) ⊂ Δ is a strict inclusion. However, its complement in Δ does
not play any role in our analysis.
2.1.11. One could roughly say that everything we know about the Weyl group and the real roots
in the Kac–Moody case, also holds for the generalized Kac–Moody algebras. The imaginary
roots need some attention. The following result will be repeatedly used in the sequel.
Lemma. Take i ∈ I im, then
(1) β∨(αi) 0, for all β ∈ Δ+re unionsqΔim,
(2) α∨i (β) 0, for all β ∈ Q+.
Proof. Indeed, for (1) take β = wαj ; then β∨(αi) = α∨j (w−1αi) and w−1αi ∈ αi + NΠre,
because −αi ∈ C. Hence the assertion for αj ∈ Πim. For αj ∈ Πre, one must show that
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∨ ∈ NΠ∨re. This is stated in [7, Section 5.1]. Finally, (2) is an immediate consequence
of the properties of the matrix A. 
2.2. Dominant elements in T λ. In this section we give a characterization of the dominant
weights in the T -orbit T λ of a weight λ ∈ P+.
2.2.1. Lemma. For all λ ∈ P+ one has that T λ ⊂ λ − Q+. In particular, α∨i (μ)  0 for all
μ ∈ T λ and all i ∈ I im.
Proof. We will prove by induction on 	(τ) that
τλ ∈ Wλ−NΔim.
Then since Wλ ⊂ λ − NΔ+re, as noted in Section 2.1.8, and Δim ⊂ Δ+ by Section 2.1.10, we
will have that T λ ⊂ λ−NΔ+ = λ−Q+.
For τ = id the statement is obvious. Let τλ = wλ−β = λ−γ , with β ∈ NΔim and γ ∈ NΔ+.
Take i ∈ I im, then since by Lemma 2.1.11(2), α∨i (λ− γ ) 0 one has
riτλ ∈ τλ−Nαi ⊂ Wλ−NΔim.
Take i ∈ I re. By Section 2.1.10 we have that riΔim ⊂ Δim and so
riτλ ∈ riwλ−NΔim ⊂ Wλ−NΔim.
Hence the assertion. 
2.2.2. Lemma. The stabilizer of λ ∈ P+ in T is generated by the ri , i ∈ I which stabilize λ, that
is StabT (λ) = 〈ri | α∨i (λ) = 0〉.
Proof. Set S := 〈ri | αi(λ) = 0〉. Clearly, S ⊂ StabT (λ). Let τ ∈ StabT (λ); we will show that
τ ∈ S. We argue by induction on 	(τ). If τ = ri , for i ∈ I , the assertion is clear. Let τ ∈ StabT (λ)
be such that 	(τ) > 1 and write τ = riτ ′, with 	(τ ′) < 	(τ). Then, by the previous lemma riτ ′λ =
ri(wλ− β) = ri(λ− γ ), with β ∈ NΔim and γ ∈ NΔ+.
If i ∈ I im, α∨i (τ ′λ) 0, which forces τ ′λ = λ and α∨i (τ ′λ) = 0. In particular, α∨i (λ) = 0 and
τ ′ ∈ StabT (λ). Then τ ′ ∈ S, by the induction hypothesis and ri ∈ S, hence τ ∈ S.
If i ∈ I re, λ = riτ ′λ = riwλ − riβ , hence β = 0 and riw ∈ Wλ ⊂ S. Then τ ′λ = wλ = λ, so
by the induction hypothesis τ ′ ∈ S and since ri ∈ S, we get τ ∈ S. Hence the assertion. 
2.2.3. Let λ ∈ P+ and recall Section 2.1.5. One would like to know which elements in T λ
are dominant. Here we remark that by Lemma 2.2.1 one has that T λ ∩ P+ = T λ ∩ C. By Sec-
tion 2.1.7, for all w ∈ W , with w /∈ Wλ, wλ is not dominant. On the other hand, notice that for
all dominant μ ∈ T λ and all i ∈ I im, riμ is also dominant. Indeed, for all j ∈ I we have that
α∨j (riμ) = α∨j (μ) − α∨i (μ)aji  0, since μ is dominant and aji  0. In particular, ri1ri2 · · · rikλ
is dominant for all i1, i2, . . . , ik ∈ I im.
Lemma. Let μ ∈ T λ∩P+ and i ∈ I im and assume that riwμ /∈ P+ for some w = id in W . Then
riwμ = rj riw′μ, for some j ∈ I re with w′ := rjw and 	(w′) = 	(w) − 1. Consequently there
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μ′ := riw2μ is dominant and riwμ = w1μ′.
Proof. Since μ ∈ T λ, one has that riwμ ∈ T λ and so, by Lemma 2.2.1, α∨j (riwμ)  0 for
all j ∈ I im. Now by assumption riwμ is not dominant, hence there exists a j ∈ I re such that
α∨j (riwμ) < 0. This gives
α∨j (wμ)− α∨i (wμ)aji < 0,
hence
α∨j (wμ) < α∨i (wμ)aji . (1)
Now rjwμ ∈ T λ and so by Lemma 2.2.1 α∨i (rjwμ) 0 which in turn gives:
α∨i (wμ)− α∨j (wμ)aij  0. (2)
Suppose that aji (and so aij ) is not equal to zero and hence aij , aji < 0. Then Eqs. (1) and (2)
give
α∨i (wμ)(1 − aij aji) > 0.
But this is impossible since 1−aij aji  0 and again by Lemma 2.2.1, α∨i (wμ) 0. We conclude
that aij = aji = 0, which implies that ri and rj commute and α∨j (riwμ) = α∨j (wμ) < 0. Since
μ ∈ P+, the last inequality forces w = rjw′, for some w′ ∈ W with 	(w′) = 	(w) − 1. Finally,
riw = rirjw′ = rj riw′. By repeating the procedure for riw′μ, the last assertion follows. 
2.2.4. Lemma. Let μ ∈ P+ and τ ∈ T . If α∨j (τμ) < 0, for some j ∈ I re, then 	(rj τ ) < 	(τ).
Proof. Let
τ = w0ri1w1 · · ·wk−1rikwk, (3)
with wt ∈ W , 0  t  k and is ∈ I im, 1  s  k be a reduced expression of τ . By the previous
lemma, we can write rikwkμ as w′kμ′, with μ′ = rikw′′kμ ∈ P+, rikw′k = w′krik and
	(wk) = 	
(
w′k
)+ 	(w′′k ). (4)
Thus we get a new expression for τ :
τ = w0ri1w1 · · · rik−1w′k−1rikw′′k ,
where w′k−1 = wk−1w′k . By (4) and since the expression (3) of τ is reduced we get 	(w′k−1) =
	(wk−1)+	(w′k). Repeating this procedure, we obtain τμ = w′0ν and ν = τ ′μ ∈ P+, with 	(τ) =
	(w′0)+ 	(τ ′). Let j ∈ I re. Then α∨j (τμ) < 0 implies that α∨j (w′0ν) < 0 and so 	(rjw′0) < 	(w′0)
which in turn gives that 	(rj τ ) = 	(rjw′0τ ′) < 	(w′0τ ′) = 	(τ). 
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τ ′ such that μ = τ ′λ one has that 	(τ) 	(τ ′). We have the following result:
Corollary. An element μ = λ in T λ is dominant if and only if every minimal representative of μ
is of the form riτλ, for τ ∈ T , i ∈ I im.
Proof. Suppose that μ = τλ is a minimal representative of μ. As in the proof of Lemma 2.2.4
one can write μ = w0ν, with ν = riτ ′λ ∈ P+, i ∈ I im, τ ′ ∈ T and τ = w0riτ ′, where lengths
add. If μ is dominant, then w0 ∈ Wν . But then μ = w0riτ ′λ = riτ ′λ which implies that w0 = id,
hence every minimal representative of μ starts with some ri with i ∈ I im. If μ is not dominant,
then by Lemma 2.2.3, there exists a minimal representative of μ starting with rj , where j ∈ I re.
Hence the assertion. 
2.2.6. We may express this consequence of Lemma 2.2.4 in the following fashion. Choose
μ ∈ P+ and τ ∈ T written as in Eq. (3). Call τ a dominant reduced expression if τ is reduced and
successively the 	(wk), 	(wk−1), . . . , 	(w0) take their minimal values. Set τ ′ = ri1w1 · · · rikwk .
Then τμ is dominant if and only if w0 ∈ StabW(τ ′μ).
3. Generalized crystals
3.1. The notion of a crystal
3.1.1. Definition. A generalized crystal B is a set endowed with the maps wt :B → P ,
εi, ϕi :B → Z∪ {−∞}, ei, fi :B → B ∪ {0} satisfying the rules:
(1) For all i ∈ I and all b ∈ B , ϕi(b) = εi(b)+ α∨i (wtb).
(2) For all i ∈ I if b, eib ∈ B , then wt(eib) = wtb + αi .
(3) For all i ∈ I if b, eib ∈ B , then εi(eib) = εi(b)− 1 for i ∈ I re and εi(eib) = εi(b) if i ∈ I im.
(4) For all i ∈ I and all b, b′ ∈ B one has b′ = eib if and only if fib′ = b.
(5) If for b ∈ B , i ∈ I , ϕi(b) = −∞, then eib = fib = 0.
(6) For all i ∈ I im and all b ∈ B , εi(b) ∈ (−N) unionsq {−∞} and ϕi(b) ∈ N unionsq {−∞}.
3.1.2. Remarks.
(1) The axioms imply the following further properties. First ϕi(eib) = ϕi(b) + 1, if i ∈ I re and
ϕi(eib) = ϕi(b) + aii , if i ∈ I im. Second (a) wtfib = wtb − αi , (b) εi(fib) = εi(b) + 1,
if i ∈ I re and εi(fib) = εi(b), if i ∈ I im, (c) ϕi(fib) = ϕi(b) − 1 if i ∈ I re and ϕi(fib) =
ϕi(b)− aii if i ∈ I im.
(2) The crystal graph of a crystal B is the graph having vertices the elements of B and arrows
b
i→ b′ if fib = b′.
(3) This definition is due to Jeong, Kang, Kashiwara and Shin [4,5]. We omit the term “general-
ized” in the sequel.
3.1.3. For any μ ∈ P set Bμ = {b ∈ B | wtb = μ}. If all Bμ are finite, define the formal character
of B to be
charB :=
∑
ewtb =
∑
|Bμ|eμ.
b∈B μ∈P
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Denote by F the monoid generated by the fi ; i ∈ I . A crystal B is called a highest weight crys-
tal of highest weight λ if there exists an element bλ ∈ B , such that wtbλ = λ and B = Fb. Notice
that this implies that eib = 0 for all i ∈ I , but the converse can fail. Despite the obvious analogy
to highest weight modules, this condition is rather weak (see also remark in Section 3.2.1). In-
deed, given a crystal B and an element b ∈ Bλ, we obtain a highest weight subcrystal Fb of B ,
simply by declaring eib′ = 0, whenever eib′ /∈ Fb.
3.1.4. Let B be the set of crystals B which for all b ∈ B and all i ∈ I im satisfy:
(1) α∨i (wtb) 0,
(2) εi(b) = 0 and consequently ϕi(b) = α∨i (wtb),
(3) fib = 0 if and only if ϕi(b) > 0.
3.1.5. Lemma. Let B ∈ B and take i ∈ I im, b ∈ B . If α∨i (wtb)−aii , then eib = 0. In particular,
eib = 0 if α∨i (wtb) = 0.
Proof. Suppose that eib = 0, then fi(eib) = 0 by 3.1.1(4), and so 0 < ϕi(eib) = α∨i (wt eib).
By 3.1.1(2), wt eib = wtb + αi and so α∨i (wt eib) > 0 implies that α∨i (wtb) > −aii . 
Remark. The converse of the above lemma is false.
3.1.6. Definition. A morphism ψ of crystals B1, B2 is a map
ψ :B1 → B2 ∪ {0}
such that:
(1) wt(ψ(b)) = wtb, εi(ψ(b)) = εi(b), ϕi(ψ(b)) = ϕi(b) for all i ∈ I .
(2) ψ(eib) = eiψ(b), if eib = 0.
(3) ψ(fib) = fi(ψ(b)), if fib = 0.
One says that B1 is a subcrystal of B2 if ψ is an embedding. An embedding is said to be strict,
if ei commutes with ψ for all i ∈ I . If ψ is a strict embedding, then B1 is said to be a strict
subcrystal of B2. The crystal graph of a subcrystal B1 of B2 is obtained by removing the arrows
between vertices of B1 and vertices of B2 \B1 in the crystal graph of B2.
3.2. Crystal tensor product
3.2.1. Definition. Let B1,B2 be two crystals. Their tensor product B1 ⊗ B2 is B1 × B2 as a set,
with crystal operations defined as follows. Set b = b1 ⊗ b2 with b1 ∈ B1, b2 ∈ B2. Then:
(1) wtb = wtb1 + wtb2.
(2) εi(b) = max{εi(b1), εi(b2)− α∨i (wtb1)}.
(3) ϕi(b) = max{ϕi(b1)+ α∨i (wtb2), ϕi(b2)}.
(4) For all i ∈ I ,
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{
fib1 ⊗ b2, if ϕi(b1) > εi(b2),
b1 ⊗ fib2, if ϕi(b1) εi(b2).
(5) For all i ∈ I re,
(b) eib =
{
eib1 ⊗ b2, if ϕi(b1) εi(b2),
b1 ⊗ eib2, if ϕi(b1) < εi(b2),
and for all i ∈ I im we set
(c) eib =
⎧⎨
⎩
eib1 ⊗ b2, if ϕi(b1) > εi(b2)− aii,
0, if εi(b2) < ϕi(b1) εi(b2)− aii ,
b1 ⊗ eib2, if ϕi(b1) εi(b2).
It is straightforward to verify that B1 ⊗ B2 endowed with the above operations is indeed a
crystal [5, Lemma 2.10]. Moreover, as in the Kac–Moody case, the tensor product of two normal
crystals is a normal crystal.
Remark. If Fbλ and Fbμ are highest weight crystals, it is not obvious that F(bλ ⊗bμ) is a strict
subcrystal of Fbλ ⊗ Fbμ.
3.2.2. Let B1, B2 be crystals in B, form their tensor product B := B1 ⊗ B2 and let b := b1 ⊗
b2 ∈ B . Take i ∈ I im. The formulae 3.2.1(a) and (c) simplify as follows:
(a′) fib =
{
fib1 ⊗ b2, if ϕi(b1) > 0,
b1 ⊗ fib2, if ϕi(b1) = 0,
and
(c′) eib =
{
eib1 ⊗ b2, if ϕi(b1) > 0,
b1 ⊗ eib2, if ϕi(b1) = 0.
Indeed, Eq. (a′) above immediately obtains from 3.2.1(a) since ϕi(b1)  0 = εi(b2). For eib
notice that the only case where Eqs. 3.2.1(c) and (c′) above can differ is when 0 < ϕi(b1)−aii .
But then by Lemma 3.1.5 one has that eib1 = 0 and so ei(b1 ⊗ b2) = 0 by either (c) or (c′).
We show that B ∈ B and thus the set B is closed under tensor products. Indeed notice that
α∨i (wtb) = α∨i (wtb1) + α∨i (wtb2) 0 and εi(b) = max{εi(b1), εi(b2) − α∨i (wtb1)} = 0. Now
if ϕi(b) > 0, then either ϕi(b1) > 0 and fib = (fib1) ⊗ b2 = 0 or ϕi(b1) = 0, ϕi(b2) > 0 and
fib = b1 ⊗ fib2 = 0. On the other hand, if ϕi(b) = 0, then ϕi(b1) = ϕi(b2) = 0 which implies
that fib1 = fib2 = 0 and so fib = 0. We conclude that fib = 0 if and only if ϕi(b) > 0 as
required.
3.3. The crystal B(∞)
3.3.1. For any index i ∈ I we define the elementary crystal Bi [5, Example 2.14] to be the set
Bi = {bi(−n) | n ∈ N} with crystal operations:
wtbi(−n) = −nαi,
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ej bi(−n) = fjbi(−n) = 0, if i = j,
εi
(
bi(−n)
)= n, ϕi(bi(−n))= −n, if i ∈ I re,
εi
(
bi(−n)
)= 0, ϕi(bi(−n))= −naii, if i ∈ I im,
εj
(
bi(−n)
)= ϕj (bi(−n))= −∞, if i = j,
where we have set bi(−n) = 0 for all n < 0.
3.3.2. Theorem. There exists a unique (up to isomorphism) crystal, denoted by B(∞), with the
properties:
(1) There exists an element b0 ∈ B(∞) of weight zero.
(2) The set of weights of B(∞) lies in −Q+.
(3) For any element b ∈ B(∞) with b = b0, there exists some i ∈ I such that eib = 0.
(4) For all i ∈ I there exists a unique strict embedding Ψi :B(∞) → B(∞)⊗Bi , sending b0 to
b0 ⊗ bi(0).
The description of B(∞) which results is given in Section 3.3.4 below.
3.3.3. Let J = {i1, i2, . . .} where ij ∈ I is a countable sequence with the property that for all
i ∈ I and all j ∈ N+, there exists k > j such that ik = i. It is convenient to assume that ij = ij+1
for all j ∈ N+. Set B(k) = Bik ⊗ · · · ⊗ Bi1 and for k  l, let ψk,l :B(k) → B(l) be the map
b → bil (0) ⊗ · · · ⊗ bik+1(0) ⊗ b. Let BJ (∞) be the inductive limit of the family {B(k)}k1.
Then BJ (∞) is the crystal in which an element b takes the form
b = · · · ⊗ bi2(−m2)⊗ bi1(−m1),
with mk ∈ N and mk = 0 for k  0.
3.3.4. Let B be a crystal satisfying properties (1)–(4) of Theorem 3.3.2. Then b0 is the unique
element of weight zero in B . Indeed, if b = b0 and wtb = 0 then eib = 0 for some i ∈ I . But
then wt eib = αi /∈ −Q+ contradicting property (2). It follows that B = Fb0.
Iterating (4) we have a strict embedding:
B ↪→ B ⊗Bi1 ↪→ B ⊗Bi2 ⊗Bi1 ↪→ ·· · ↪→ B ⊗Bir ⊗ · · · ⊗Bi2 ⊗Bi1,
for all r > 0. There exists N > 0 such that any element b ∈ B takes the form
b0 ⊗ biN (−mN)⊗ · · · ⊗ bi1(−m1).
Associating · · · ⊗ biN+1(0) ⊗ biN (−mN) ⊗ · · · ⊗ bi1(−m1) to b we obtain a strict embedding
B ↪→ BJ (∞). Now BJ (∞) admits a unique element b∞ of weight zero given by taking all the
mk = 0 for all k ∈ N+. Then B is the strict subcrystal of BJ (∞) generated by b∞. We conclude
that a crystal satisfying (1)–(4) of Theorem 3.3.2 is unique.
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Kang and Kashiwara [5, Theorem 4.1]. Their proof is not combinatorial. We shall prove it combi-
natorially and in general by constructing a path model. Moreover, the crystal structure of BJ (∞)
is given explicitly in [5, Example 2.17]. We describe it in Section 9.3, where some further prop-
erties of BJ (∞) are discussed.
4. A path model for crystals defined by a Borcherds–Cartan matrix
According to our general conventions, all intervals are considered in Q, that is we write [a, b]
for {c ∈ Q | a  c  b}. Let X be a topological space. A function π : [0,1] → X is said to be
continuous (or just a path) if it is the restriction of a continuous function on the real interval.
Actually, we shall mainly use piecewise linear functions.
Let P be the set of paths π : [0,1] → QP such that π(0) = 0 and π(1) ∈ P . We consider two
paths π,π ′ ∈ P equivalent if π = π ′ up to parametrization, i.e. if there exists a non-decreasing
continuous function φ : [0,1] → [0,1] such that π(φ(t)) = π ′(t) for all t ∈ [0,1]. We call π(1)
the weight of the path π(t) and sometimes we write wtπ = π(1).
4.1. The operators f i , ei
4.1.1. For all π ∈ P and all i ∈ I , set hπi (t) := α∨i (π(t)), t ∈ [0,1] and let mπi be the minimal
integral value of the function hπi , that is
mπi = min
{
hπi (t)∩Z
∣∣ t ∈ [0,1]}.
(Notice that since π(0) = 0, one has that hπi (0) = 0, hence the function hπi attains integral val-
ues.) The action of fi , ei for i ∈ I is defined in the following sections.
4.1.2. Let f i+(π) ∈ [0,1] be maximal such that hπi (f i+(π)) = mπi . Suppose f i+(π) < 1. Since
π(1) ∈ P and so hπi (1) ∈ Z, it follows that there exists f i−(π) ∈ [f i+(π),1] minimal such that
hπi (f
i−(π)) = mπi + 1. Then (fiπ)(t) is defined to be the path:
(fiπ)(t) =
⎧⎪⎨
⎪⎩
π(t), t ∈ [0, f i+(π)],
π(f i+(π))+ ri(π(t)− π(f i+(π))), t ∈ [f i+(π), f i−(π)],
π(t)− αi, t ∈ [f i−(π),1].
Otherwise (if f i+(π) = 1), we set fiπ = 0.
4.1.3. Take i ∈ I re, and let ei+(π) ∈ [0,1] be minimal such that hπi (ei+(π)) = mπi . If ei+(π) > 0
let ei−(π) ∈ [0, ei+(π)] be maximal such that hπi (ei−(π)) = mπi + 1. The path eiπ is then defined
by:
(eiπ)(t) =
⎧⎪⎨
⎪⎩
π(t), t ∈ [0, ei−(π)],
π(ei−(π))+ ri(π(t)− π(ei−(π))), t ∈ [ei−(π), ei+(π)],
π(t)+ αi, t ∈ [ei+(π),1].
Otherwise (if ei+(π) = 0), we set eiπ = 0.
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r−1i (x) = x +
1
1 − aii α
∨
i (x)αi .
One checks that rir−1i = r−1i ri = id. Recall the number f i+(π) defined in Section 4.1.2 and set
ei−(π) := f i+(π). If ei−(π) = 1 or hπi (t) < mπi +1−aii for all t ∈ [ei−(π),1] or hπi (t)mπi −aii
for some t ∈ [ei+(π),1], set eiπ = 0. Otherwise, let ei+(π) ∈ [ei−(π),1] be minimal such that
hπi (e
i+) = mπi + 1 − aii and set:
(eiπ)(t) =
⎧⎪⎨
⎪⎩
π(t), t ∈ [0, ei−(π)],
π(ei−(π))+ r−1i (π(t)− π(ei−(π))), t ∈ [ei−(π), ei+(π)],
π(t)+ αi, t ∈ [ei+(π),1].
4.1.5. Remarks.
(1) The definition of fi , ei for i ∈ I re is as in [11, Section 2]. Notice that in [11] the condition
under which Littelmann sets fiπ = 0 is that hπi (1) − hπi (f i+(π)) < 1. This is equivalent to
equality in hπi (1)mπi and so to f i+(π) = 1 if we consider only paths with endpoint in P .
(2) Littelmann gave a different and more involved definition for the root operators in [12]. These
operators were compatible with the “stretching of paths,” an essential tool in the proof of his
isomorphism theorem. However, for the paths appearing in this paper (namely, integral and
monotone paths, see Sections 5.3.7 and 5.3.9) the two definitions coincide. In order to prove
an analogue of Littelmann’s isomorphism theorem for generalized Kac–Moody algebras,
one would have to consider more general paths and hence use the definitions of [12]. We
note here that the isomorphism theorem is equivalent to the tensor product decomposition,
proven in [4] for crystal bases, if paths admit “stretching.”
(3) It is easy to verify that for ei , fi , i ∈ I defined above, fiπ = π ′ if and only if eiπ ′ = π . For
i ∈ I re, this is done in [12].
(4) If fiπ = 0, one has that wtfiπ = wtπ − αi . Similarly, if eiπ = 0 then wt eiπ = wtπ + αi .
4.1.6. Lemma. Take i ∈ I and let π ∈ P be such that fiπ = 0.
(1) If i ∈ I im, then mfiπi = mπi and f i+(fiπ) = f i+(π), whereas f i−(fiπ) f i−(π), with equality
if and only if aii = 0. In particular, f ki π = 0, for all k  0.
(2) If i ∈ I re, then mfiπi = mπi −1 and f i+(fiπ) = f i−(π). In particular, since hfiπi (1) = hπi (1)−
2, there exists k ∈ N such that f ki π = 0.
Proof. Consider (1) and let i ∈ I im. By definition, hπi (t) ∩ Z  hπi (f i+(π)) = mπi and this in-
equality is strict for t > f i+(π). We will compute the function h
fiπ
i (t). Recall Definition 4.1.2.
One has that for t ∈ [0, f i+(π)]
h
fiπ (t) = hπ(t). (5)i i
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h
fiπ
i (t) = hπi (t)− aii
(
hπi (t)− hπi
(
f i+(π)
))
 hπi (t). (6)
Finally, for t ∈ [f i−(π),1],
h
fiπ
i (t) = hπi (t)− aii  hπi (t). (7)
By Eqs. (5), (6), (7), we conclude that hfiπi (t) hπi (t) for all t ∈ [0,1] and so hfiπi (t)∩Zmπi .
Since also hfiπi (f
i+(π)) = hπi (f i+(π)) = mπi , we conclude that mfiπi = mπi . Also hfiπi (t) ∩ Z >
mπi for t > f
i+(π) and thus f i+(fiπ) = f i+(π). By (6) we obtain that f i−(fiπ)  f i−(π) with
equality if and only if aii = 0. Finally, since fiπ = 0 if and only if f i+(π) = 1 and f i+(fiπ) =
f i+(π), one has that fiπ = 0 implies that f 2i π = 0 and inductively, f ki π = 0 for all k  0.
Hence (1).
Statement (2) which we have included for comparison is implicit in [11, Proposition 1.5]. It
may be similarly verified by substituting aii = 2 in the first parts of Eqs. (6) and (7). 
4.2. The crystal structure of P
4.2.1. Assume that for all π ∈ P and all i ∈ I im one has that α∨i (π(1)) 0. We will endow P with
a normal crystal structure. We define the operators fi, ei, i ∈ I as in Sections 4.1.2, 4.1.3, 4.1.4.
We set wtπ = π(1). For i ∈ I re we set εi(π) = −mπi . For i ∈ I im, we set εi(π) = 0. Then ϕi can
be recovered by the formula ϕi(π) = εi(π) + α∨i (wtπ). From Section 4.1.5 and Lemma 4.1.6
one checks the following:
Lemma. The set of paths P together with the maps ei , fi , εi , ϕi , wt for all i ∈ I defined above,
is a normal crystal.
4.2.2. Concatenation of paths. We define the tensor product of π1,π2 ∈ P to be the concatenation
of the two paths:
(π1 ⊗ π2)(t) =
{
π1(t/s), t ∈ [0, s],
π1(1)+ π2( t−s1−s ), t ∈ [s,1],
for any rational number s ∈ [0,1].
Lemma. The crystal operations on P ⊗ P ⊂ P satisfy the crystal tensor product rules defined in
Section 3.2.1.
Proof. This is straightforward; a point to remark is that (π1 ⊗π2)(s) ∈ P , otherwise the insertion
of ei or fi will simultaneously change both π1 and π2. 
5. Generalized Lakshmibai–Seshadri paths
5.1. Distance of two weights in T λ. Notation is as in Sections 2.1.1–2.1.10.
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there exists a sequence of weights μ := λ0, λ1, . . . , λs−1, λs := ν and positive roots β1, . . . , βs ∈
WΠ ∩ Δ+ = Δ+re unionsq Δim such that λi−1 = rβi λi and β∨i (λi) > 0, for all i, with 1 i  s. Note
that μ = rβν, with β ∈ WΠ ∩Δ+, one has μ> ν if and only if β∨(ν) > 0.
We call the distance of μ and ν and write dist(μ, ν) the maximal length of such sequences.
If μ = rβν > ν and dist(μ, ν) = 1 we write ν β← μ. Since β is uniquely determined by the pair
(μ, ν), we can omit it and write ν ← μ.
5.1.2. Remarks.
(1) If βi ∈ Δ+re for all i, 1 i  s then id ← rβs ← ·· · ← rβ1rβ2 · · · rβs is a Bruhat sequence in
W/Wλ, where recall that Wλ stands for the stabilizer of λ in W .
(2) Let μ = riν and α∨i (ν) > 0. Then dist(μ, ν) = 1. Indeed, note that
ν := λs βs← λs−1 βs−1← ·· · β2← λ1 β1← λ0 =: μ
with βi ∈ Δ+ means that ν = μ +∑st=1 ntβt , with nt ∈ N+. Note that μ > ν implies that
μ ≺ ν. The converse fails.
5.1.3. The following is exactly as in [12, Lemma 4.1].
Lemma. Let αi ∈ Πre be a simple real root and let μ  ν be two weights in T λ with λ ∈ P+.
Then:
(1) If α∨i (μ) < 0 and α∨i (ν) 0, then riμ ν and dist(riμ, ν) < dist(μ, ν).
(2) If α∨i (μ) 0 and α∨i (ν) > 0, then μ riν and dist(μ, riν) < dist(μ, ν).
(3) If α∨i (μ)α∨i (ν) > 0, then riμ riν and dist(riμ, riν) = dist(μ, ν).
5.1.4. Lemma. Let μ  ν ∈ T λ be such that ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ where
βj ∈ WΠ ∩Δ+ with 1 j  s and let i ∈ I im. Then α∨i (μ) α∨i (ν) and α∨i (μ) = α∨i (ν) if and
only if ri commutes with rβj for all j with 1 j  s.
Proof. Since μ = ν −∑sj=1 β∨j (νj )βj ∈ ν −∑sj=1 N+βj and α∨i (βj )  0 for all j , with 1 
j  s, we conclude that α∨i (μ) α∨i (ν) and equality holds if and only if α∨i (βj ) = 0 for all j ,
with 1 j  s. The latter is equivalent to rirβj = rβj ri for all j , with 1 j  s. 
5.1.5. Lemma. Let αi ∈ Πim be a simple imaginary root and let μ  ν be two weights in T λ
with λ ∈ P+. If α∨i (μ) = α∨i (ν) 0, then riμ riν and dist(riμ, riν) = dist(μ, ν).
Proof. Set dist(μ, ν) = s  1, then
ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ,
for some βj ∈ WΠ ∩Δ+, where 1 j  s. Since by assumption α∨i (μ) = α∨i (ν), Lemma 5.1.4
gives that ri commutes with rβ for all j , with 1  j  s. Notice that this means thatj
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dist(riμ,r iν)  s. Suppose that dist(riμ, riν) > s. This means that there exist positive roots
γj , with 1 j  t and t > s, such that
riν := ν′t
γt← ν′t−1
γt−1← ·· · γ2← ν′1
γ1← ν′0 =: riμ.
But our hypothesis α∨i (μ) = α∨i (ν) also implies that α∨i (riμ) = α∨i (riν). By Lemma 5.1.4,
ri commutes with rγj for all j , with 1  j  t . This gives us riμ = rirγ1 · · · rγt ν and so
μ = rγ1 · · · rγt ν, therefore dist(μ, ν) t > s, which is a contradiction. 
5.2. Generalized Lakshmibai–Seshadri paths
5.2.1. Let a with 0 < a  1 be a rational number and let μ> ν be two weights in T λ. An a-chain
for the pair (μ, ν) is a sequence of weights in T λ:
ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ,
such that for all i with 1 i  s:
(a) aβ∨i (νi) ∈ N+, if βi ∈ Δ+re.
(b) aβ∨i (νi) = 1, if βi ∈ Δim.
Observe that if a = 1, then condition (a) is automatically satisfied.
For the above a-chain one has
a(μ− ν) =
s−1∑
i=0
a(νi − νi+1) = −
s−1∑
i=0
aβ∨i (νi)βi ∈ −Q+. (8)
5.2.2. Suppose we have:
(1) λ = (λ1 > λ2 > · · · > λs), a sequence of elements in T λ,
(2) a = (a0 = 0 < a1 < · · · < as = 1), a sequence of rational numbers,
and set π := (λ,a) to be the path:
π(t) =
j−1∑
i=1
(ai − ai−1)λi + (t − aj−1)λj , aj−1  t  aj . (9)
A Generalized Lakshmibai–Seshadri path π = (λ,a) of shape λ is the path given in (9) such that:
(a) there exists an ai -chain for (λi, λi+1) for all i with 1 i  s,
(b) if λs = λ there exists a 1-chain for (λs, λ).
We sometimes write
π = (λ,a) = (λ1, λ2, . . . , λs; a0 = 0, a1, . . . , as−1, as = 1).
For short, we write GLS path for Generalized Lakshmibai–Seshadri path.
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(1) Eq. (9) of π can be also written as follows. Let t ∈ [aj−1, aj ], then:
π(t) =
j−1∑
i=1
(ai − ai−1)λi + (t − aj−1)λj =
j−1∑
i=1
ai(λi − λi+1)+ tλj . (10)
(2) By Eq. (10) we have that
wtπ = π(1) =
s∑
i=1
(ai − ai−1)λi =
s−1∑
i=1
ai(λi − λi+1)+ λs.
Now by Eq. (8), we have ai(λi − λi+1) ∈ −Q+ for all i with 1 i  s − 1 and λs ∈ λ−Q+. In
particular, wtπ is an integral weight in the intersection of λ−Q+ and the convex hull of T λ.
5.2.4. Example. Let A = (−k) with k  0 be a 1 × 1 matrix, g the associated generalized Kac–
Moody algebra, α the unique simple (imaginary) root, r := rα . Let λ be a dominant weight in the
weight lattice of g such that α∨(λ) = m> 0. One checks that the only GLS paths of shape λ are:
π0 = (λ;0,1),
π1 =
(
rλ,λ;0, 1
m
,1
)
,
π2 =
(
r2λ, rλ,λ;0, 1
m(1 + k) ,
1
m
,1
)
,
π3 =
(
r3λ, r2λ, rλ,λ;0, 1
m(1 + k)2 ,
1
m(1 + k) ,
1
m
,1
)
,
. . .
πs =
(
rsλ, rs−1λ, . . . , rλ,λ;0, 1
m(k + 1)s−1 ,
1
m(k + 1)s−2 , . . . ,
1
m(k + 1) ,
1
m
,1
)
,
. . .
Recall Section 4.1.2 and set f := fα . One further checks that πi = f iπλ. Notice that the linear
path (rλ)t = (rλ;0,1) is not always a GLS path unlike the Kac–Moody case. One sees that (rλ)t
is a GLS path if and only if m = 1. Again one sees that (rsλ)t is a GLS path for all s ∈ N, if and
only if m = 1 and k = 0.
5.2.5. For all λ ∈ P+ we denote by Pλ the set of all GLS paths of shape λ. It is proven in [11]
that when I im = ∅ the set Pλ is stable under the action of the root operators fi, ei , i ∈ I defined
in Sections 4.1.2, 4.1.3 and Pλ = Fπλ, where πλ is the linear path πλ(t) = λt = (λ;0,1).
Recall Sections 3.1.3, 3.1.6 and 4.2.1; the above imply that Pλ is a highest weight crystal
and a strict subcrystal of P. Furthermore, it is proven in [6] that Pλ is isomorphic (as a crystal)
to the crystal associated with the crystal basis of the (unique) highest weight module V (λ) of
highest weight λ over the quantized enveloping algebra of a Kac–Moody algebra g. Finally, by
[12, Section 9] charV (λ) = charPλ.
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not straightforward. Already Pλ will not be a strict subcrystal of P. This results in a number of
complications, in particular to show that it is a highest weight crystal and with respect to the
joining of paths (Section 7.3). The latter is needed to prove that the Pλ, λ ∈ P+ form a closed
family of highest weight crystals and as a consequence that this family is unique (Section 8). The
proof of the character formula (Section 9) poses some particular challenges and is significantly
more complicated.
5.3. Some integrality properties of the Generalized Lakshmibai–Seshadri paths. In order
to study the action of the operators ei , fi , i ∈ I on the set of GLS paths Pλ we need certain
preliminary results which we give in this section.
5.3.1. Recall Sections 4.1.1–4.1.4.
Lemma. Suppose that π = (λ1, λ2, . . . , λs; 0, a1, . . . , as−1,1) is a Generalized Lakshmibai–
Seshadri path of shape λ ∈ P+ and let i ∈ I im. Then the function hπi is increasing, mπi = 0 and
one of the following is true:
(1) f i+(π) = 0, fiπ = 0 and hπi is strictly increasing in a neighborhood of 0,
(2) f i+(π) = 1, fiπ = 0 and hπi = 0.
Moreover, eiπ = 0 if and only if α∨i (wtπ) < 1 − aii .
Proof. Take i ∈ I im; by Lemma 2.2.1 and since the λj are in T λ, one has that α∨i (λj ) 0, for
all j with 1  j  s. Since λj > λj+1, by Lemma 5.1.4 we obtain α∨i (λ1)  α∨i (λ2)  · · · 
α∨i (λs) 0. Substitution in (10) shows that hπi is increasing in [0,1]. Since hπi (0) = 0, we have
that mπi = 0.
Moreover, either α∨i (λ1) > 0, in which case h
π
i increases strictly in [0, a1], or α∨i (λ1) = 0
and so hπi (t) = 0 for all t ∈ [0,1]. In the first case f i+(π) = 0 and fiπ = 0. In the second case
f i+(π) = 1 and so, by definition, fiπ = 0.
Since hπi is increasing and m
π
i = 0, one obtains eiπ = 0 if and only if hπi (1) = α∨i (wtπ) <
1 − aii . 
5.3.2. Lemma. Let ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ and take αi ∈ Πre. If riμ < μ and
riν  ν or riμ μ and riν > ν, then αi = β	 for some 	, with 1 	 s and riνt  νt , for all
t  	.
Proof. Assume that riμ < μ and riν  ν and recall that νt = rβt+1νt+1 for all t , with 0  t 
s − 1. By the hypothesis, there exists 	 with 1  	  s such that riνt  νt for all t  	 and
riν	−1 < ν	−1, so then α∨i (ν	−1) < 0. By Lemma 5.1.3(1) with ν = ν	 and μ = ν	−1, one has
that dist(riν	−1, ν	) < dist(ν	−1, ν	) = 1. This implies that ν	−1 = riν	 and αi = β	. The second
case follows similarly using Lemma 5.1.3(2). 
5.3.3. The following lemma is similar to [12, Lemma 4.3]. We will give the proof in order to
outline the fact that the real operators behave exactly as in the purely real case.
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(1) If riμ < μ and riν  ν, then μ riν and if there exists an a-chain for (μ, ν), there exist one
for the pair (μ, riν).
(2) If riμ μ and riν > ν, then riμ ν and if there exists an a-chain for (μ, ν), there exist one
for the pair (riμ, ν).
Proof. Let
ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ
be an a-chain for (μ, ν) and suppose that riμ < μ and riν  ν. By Lemma 5.3.2 there exists 	,
with 1 	 s such that αi = β	. We will prove that:
riν := riνs β
′
s← riνs−1
β ′s−1← ·· · β
′
	+1← riν	 = ν	−1 β	−1← ν	−2 β	−2← ·· · β2← ν1 β1← ν0 =: μ,
where β ′t = riβt for all t , with 	+ 1 t  s, is an a-chain.
First of all, since rβ ′t = rirβt ri we have that rβ ′t riνt = rirβt νt = riνt−1. Again by Lemma 5.3.2,
riνt > νt for all t with 	 t  s, so Lemma 5.1.3(3) gives dist(riνt−1, riνt ) = dist(νt−1, νt ) = 1
for all t , with 	 < t  s. Finally aβ ′∨t (riνt ) = a(riβt )∨(riνt ) = aβ∨t (νt ) and βt ∈ Δim if and
only if β ′t ∈ Δim which imply that the number aβ ′∨t (riνt ) is an integer and is equal to 1 if β ′t is
imaginary. The proof of the second statement is similar. 
5.3.4. Corollary. Let i ∈ I re and let (μ, ν) be a pair of weights in T λ such that μ> ν.
(1) If riμ > μ and riν  ν, then riμ riν and if there exists an a-chain for (μ, ν), there exist
one for the pair (riμ, riν).
(2) If riμ μ and riν < ν, then riμ riν and if there exists an a-chain for (μ, ν), there exist
one for the pair (riμ, riν).
Proof. This follows by the proof of Lemma 5.3.3. For example, to prove (1) take μ = ν	 in the
previous lemma. 
5.3.5. Lemma. Suppose μ,ν ∈ T λ with μ > ν and i ∈ I im. If α∨i (μ) = α∨i (ν), then riμ > riν
and if there exists an a-chain for the pair (μ, ν), then there exists one for (riμ, riν).
Proof. Let
ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ
be an a-chain for (μ, ν) and i ∈ I im. Suppose that α∨i (μ) = α∨i (ν)  0. If equality holds, then
riμ = μ, riν = ν and so there is nothing to prove. Thus we can assume α∨i (μ) = α∨i (ν) > 0. By
Lemma 5.1.4, ri commutes with rβj for all j with 1 j  s. Hence
riν = riνs βs← riνs−1 βs−1← ·· · β2← riν1 β1← riν0 = riμ
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1 j  s. Finally, dist(riνj , riνj+1) = dist (νj , νj+1) = 1 by Lemma 5.1.5. 
5.3.6. Call a path π integral if for all i ∈ I , the minimal value of the function hπi is an integer, i.e.
min{hπi (t) | t ∈ [0,1]} ∈ Z for all i ∈ I . In other words, π is integral, if mπi := min{hπi (t) ∩ Z |
t ∈ [0,1]} = min{hπi (t) | t ∈ [0,1]}. We will prove that a GLS path is integral. For this we need
the following preliminary result:
Lemma. Suppose that ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← μ := ν0 is an a-chain. For all t , 1 t 
s one has that aβ∨t (μ) ∈ Z.
Proof. We will prove the assertion by induction on dist(μ, ν). First, if dist(μ, ν) = 1 and hence
μ = rβν, the assertion follows by the definition of an a-chain. In the general case we have
that μ = rβ1rβ2 · · · rβs ν. That aβ∨1 (μ) ∈ Z follows again by definition. It remains to prove that
aβ∨i (μ) ∈ Z for i = 1. Indeed, one has:
aβ∨i (rβ1rβ2 · · · rβs ν) = aβ∨i (rβ2 · · · rβs ν)− aβ∨1 (rβ2 · · · rβs ν)β∨i (β1).
Notice that aβ∨i (rβ2 · · · rβs ν) ∈ Z by the induction hypothesis to a strictly shorter a-chain in
which ν1 replaces ν0 and since aβ∨1 (rβ2 · · · rβs ν) ∈ Z by the definition of an a-chain. Finally, of
course β∨i (β1) ∈ Z and hence the result. 
5.3.7. Let π be a GLS path. A key fact is that if hπi attains a local minimum at t0 ∈ [0,1],
then hπi (t0) ∈ Z. Since π(0) = 0 and π(1) ∈ P , it is enough to consider t0 ∈ ]0,1[ and then
by Lemma 5.3.1 to take i ∈ I re. We say that hπi attains a left local minimum at t0 ∈ ]0,1[, if
there exists ε > 0 such that hπi is strictly decreasing in [t0 − ε, t0] and increasing in [t0, t0 + ε].
Presenting π as in Eq. (9) it is obvious that t0 = aj for some j , with 0 < j < s. Moreover,
α∨i (λj ) < 0 and α∨i (λj+1) 0 (equivalently, riλj < λj and riλj+1  λj+1).
Lemma. Let π be a Generalized Lakshmibai–Seshadri path of shape λ and t0 a left local mini-
mum of hπi , for i ∈ I re. Then hπi (t0) ∈ Z.
Proof. By the first part of Lemma 5.3.2 and the hypothesis one obtains αi = βt for some βt in the
aj -chain for the pair (λj , λj+1). Then ajα∨i (λj ) = ajβ∨t (λj ) ∈ Z, by Lemma 5.3.6. Conclude
by substituting into Eqs. (8) and (10). 
Remark. Define a right local minimum by shifting “strict” to the right in the definition of a left
local minimum. Using the second part of Lemma 5.3.2 we obtain as in Lemma 5.3.7 above that
if hπi , with i ∈ I re, attains a right local minimum at t0 ∈ ]0,1[, then hπi (t0) ∈ Z. In the sequel,
a local minimum means a right or left local minimum.
5.3.8. The lemma below immediately follows by definition of a GLS path and Eq. (10):
Lemma. Let π = (λ,a) be a Generalized Lakshmibai–Seshadri path and let t0 ∈ [0,1] with ak <
t0  ak+1 and i ∈ I . Then hπi (t0) ∈ Z if and only if t0α∨i (λk+1) ∈ Z. In particular, if f i+(π) = aj
and ap < f i−(π) ap+1 then ajα∨i (λj+1), f i−α∨i (λp+1) ∈ Z.
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increasing in [f i+(π), f i−(π)] and for all t > f i−(π) one has that hπi (t)mπi + 1.
Lemma. A Generalized Lakshmibai–Seshadri path is monotone.
Proof. By definition of f i+(π), f i−(π) and by continuity, the function hπi does not attain in-
tegral values in the interval ]f i+(π), f i−(π)[. If hπi is not increasing in [f i+(π), f i−(π)] and
since hπi (f
i+(π)) < hπi (f
i−(π)) it follows that hπi attains a local minimum at some t0 ∈
]f i+(π), f i−(π)[. But then by Lemma 5.3.7, hπi (t0) ∈ Z which contradicts our first observation.
The second part is similar. We can assume f i−(π) < 1 and then hπi (1)mπi +1 = hπi (f i−(π)),
by definition of f i+(π). If hπi (t) < m
π
i +1 for some t ∈ ]f i−(π),1[, we obtain a local minimum t0
in this interval, with hπi (t0)mπi + 1, forcing hπi (t0)mπi by integrality, and so contradicting
the definition of f i+(π). 
6. The crystal structure of the set of Generalized Lakshmibai–Seshadri paths
6.1. The action of the f i , i ∈ I . In this section we will show that Pλ is stable under the action
of the root operators fi , i ∈ I .
6.1.1. Let π = (λ,a) = (λ1, λ2, . . . , λs; 0, a1, . . . , as−1, as = 1) be a GLS path of shape λ, and
recall Sections 4.1.1, 4.1.2. In this section it is convenient for brevity to just suppose λ1  λ2 
· · ·  λs and 0 = a0  a1  · · ·  as−1  as = 1. We recover strictness by just dropping some
terms in the expression for π .
Since π is integral by Lemma 5.3.7, f i+(π) = at for some t , with 0 t  s. Let fiπ = 0; we
can assume that ap−1 < f i−(π) ap for t + 1 p  s. For simplicity in the rest of this section
we set f i− := f i−(π) and f i+ = f i+(π).
6.1.2. Proposition. Let i ∈ I re and π as above. The path fiπ is equal to
fiπ =
(
λ1, . . . , λt , riλt+1, . . . , riλp,λp, . . . , λs;a0, a1, . . . , ap−1, f i−, ap, . . . , as
)
,
and is a Generalized Lakshmibai–Seshadri path of shape λ. In particular, the set of Generalized
Lakshmibai–Seshadri paths of shape λ is stable under the action of fi , i ∈ I re.
Proof. The proof of this proposition is exactly as in [12, Proposition 4.7], but we still give the
proof for completeness. The fact that the resulting path is of the above form is clear. The only
thing one has to check is that conditions (a), (b) of Section 5.2.2 still hold for this new path. By
monotonicity of π (see Lemma 5.3.9) one has that riλk > λk for all k, with t < k  p and so by
Corollary 5.3.4 there exists an ak-chain for (riλk, riλk+1) for all k, with t < k < p. On the other
hand, riλt  λt and Lemma 5.3.3 implies that there exists an at -chain for (λt , riλt+1). Finally,
since hπi (f
i−) ∈ N, there exists an f i−-chain for (riλp,λp). 
6.1.3. Let π be as in Section 6.1.1 and take i ∈ I im.
Proposition. Let i ∈ I im. For some p ∈ {1,2, . . . , s} the path fiπ is equal to:
fiπ =
(
riλ1, . . . , riλp,λp, . . . , λs;a0, a1, . . . , ap−1, f i−, ap, . . . , as
)
,
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path. In particular, the set of Generalized Lakshmibai–Seshadri paths of shape λ is stable under
the action of fi , i ∈ I im.
Proof. Assume that fiπ = 0 and so f i+ = a0 = 0. Choose p, with 1 p  s such that ap−1 <
f i−  ap . By Lemma 5.3.1 and the definition of f i−, the function hπi is strictly increasing in the
interval [0, f i−]. Thus riλp > λp  λp+1 and so the resulting path will be of the above form. We
need to prove that fiπ is a GLS path. For this purpose it is sufficient to show the following:
(1) For all j with 1 j  p − 1 there exists an aj -chain for the pair (riλj , riλj+1).
(2) There exists an f i−-chain for the pair (riλp,λp).
Recall Eq. (10); one has that
π
(
f i−
)= p−1∑
k=1
ak(λk − λk+1)+ f i−λp,
so that
1 = hπi
(
f i−
)= p−1∑
k=1
akα
∨
i (λk − λk+1)+ f i−α∨i (λp).
Since λk > λk+1 for all k with 1 k  p − 1, by Lemma 5.1.4 we have that α∨i (λk − λk+1) 0.
On the other hand, f i−α∨i (λp) ∈ Z by Lemma 5.3.8 and is strictly positive by monotonicity. This
forces α∨i (λk) = α∨i (λk+1) for all k with 1 k  p − 1. Hence by Lemma 5.3.5 and since there
exists an ak-chain for (λk, λk+1), there exists one for (riλk, riλk+1) for all k with 1 k  p − 1
and (1) follows.
Finally, by Lemma 5.3.8 gives that f i−α∨i (λp) ∈ Z and so there exists an f i−-chain for
(riλp,λp) and (2) follows. 
6.2. The action of the ei , i ∈ I . In this section we study the action of the root operators ei , i ∈ I
on the set Pλ of GLS paths of shape λ.
6.2.1. Let π be as in Section 6.1.1, i ∈ I re and recall Section 4.1.3. By Lemma 5.3.7, we have
that ei+ := ei+(π) = ak for some k with 1  k  s. Then eiπ = 0 if and only if ei+ > 0. Let
eiπ = 0, then we can assume that ei− := ei−(π) is such that aq−1  ei− < aq , for some q with
0 q  k. The proof of the proposition below is similar to the proof of Proposition 6.1.2 and so
we omit it.
Proposition. Assume that i ∈ I re and that eiπ = 0. Then ei+ > 0 and hence the number ei− ∈
[0, ei+] is defined. Let ei+ = ak and aq−1  ei− < aq for 1 q < k. Then the path eiπ is equal to:
eiπ =
(
λ1, . . . , λq, riλq, . . . , riλk, λk+1, . . . , λs;a0, . . . , aq−1, ei−, aq, . . . , as
)
,
and is a Generalized Lakshmibai–Seshadri path of shape λ. In particular, the set of Generalized
Lakshmibai–Seshadri paths of shape λ is stable under the action of ei , i ∈ I re.
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α∨i (λ)  1 − aii . Recall that for all π ∈ Pλ one has that wtπ ∈ λ − Q+ and so α∨i (wtπ) 
α∨i (λ)  1 − aii . Then by Lemma 5.3.1 we obtain that eiπ = 0 for all π ∈ Pλ. In particular,
eiπλ = 0. But wt eiπλ = λ+ αi and so eiπ /∈ Pλ.
6.3. Crystal structure of Pλ
6.3.1. For all i ∈ I we set eiπ = 0 if and only if eiπ /∈ Pλ. For real indices, eiπ /∈ Pλ is equivalent
to eiπ = 0 in P. Notice that this means that the “only if” of the last statement of Lemma 5.3.1 will
henceforth be violated. Recall the notation of Section 5.2.5. Our aim is to show that Pλ = Fπλ.
6.3.2. Recall that P has a crystal structure with crystal operations wt, ei , fi , εi , ϕi for all i ∈ I
defined in Section 4.2.1. Consider the embedding ψ :Pλ ↪→ P. Then Pλ is a subcrystal of P.
However, it is not a strict subcrystal of P. Indeed, by Propositions 6.1.2, 6.1.3 and 6.2.1, the
map ψ commutes with all the crystal operations except the ei , i ∈ I im, though we still have
eiψ(π) = ψ(eiπ) if eiπ = 0, by Definition 3.1.1(4) and because fi commutes with ψ .
6.3.3. Take i ∈ I im. Recall that we have set εi(π) = 0 (Section 4.2.1). By Remark 10(3) one has
that wtπ ∈ λ−Q+ and so α∨i (wtπ) 0. Finally,
fiπ = 0 ⇔ f i+(π) = 1 ⇔ α∨i (wtπ) = 0 ⇔ ϕi(π) = 0.
We conclude that Pλ ∈ B (see Section 3.1.4).
6.3.4. We will show that Pλ is a highest weight crystal (Proposition 6.3.5). For this we need the
following preliminary lemma.
Given a reduced decomposition w = ri1ri2 · · · rit of w ∈ W , set Supp(w) = {αik | 1 k  t}.
As is well-known it is independent of the choice of reduced decomposition.
Lemma. Let μ,ν ∈ T λ with λ,μ ∈ P+ and suppose that ν β← μ. Then β is a simple imaginary
root.
Proof. By hypothesis μ = rβν for some β ∈ WΠ ∩Δ+ with β∨(ν) > 0. Then μ being dominant
implies that β ∈ WΠim.
Let β = wαi and i ∈ I im and suppose that w /∈ StabW(αi). Then μ = rβν = wriw−1ν. By
Corollary 2.2.5, and since μ is dominant, every reduced expression of μ starts with rj , j ∈ I im. In
particular, w ∈ StabW(riw−1ν). Recalling that riw−1ν is dominant, this by [7, Proposition 3.12]
implies that for every root αj in Supp(w) one has that α∨j (riw−1ν) = 0. Then
α∨j
(
riw
−1ν
)= α∨j (w−1ν)− α∨i (w−1ν)aji = 0,
and since α∨i (w−1ν) = β∨(ν) > 0 we must have that α∨j (w−1ν) 0 for all αj ∈ Supp(w).
Let w = rkw1, with 	(w) = 	(w1) + 1. If α∨k (ν) = 0 then w−1ν = w−11 ν and since rkμ = μ
we can choose β = w1αi .
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and that we can write (w−11 αk)∨ =
∑
αj∈Supp(w) njα
∨
j with nj  0 for all j . Then:
α∨k (ν) =
(
w−1αk
)∨(
w−1ν
)= −(w−11 αk)∨(w−1ν)= − ∑
αj∈Supp(w)
njα
∨
j
(
w−1ν
)
 0,
which by assumption on rk forces α∨k (ν) > 0 and so rkν > ν. Set β1 = w1αi , then
β∨1 (rkν) = α∨i (w−1ν) > 0 and consequently rβ1rkν = w1riw−1ν = μ > rkν. We conclude that
μ> rkν > ν, which implies that dist(μ, ν) 2 which contradicts our hypothesis. Hence w = id,
mod StabW(αi) and β = αi ∈ Πim. 
6.3.5. Let E be the monoid generated by the ei , i ∈ I and set PEλ = {π ∈ Pλ | eiπ = 0, for all
i ∈ I }.
Proposition. Let π ∈ Pλ. Then eiπ = 0 for all i ∈ I if and only if π = πλ, that is PEλ = {πλ}.
Moreover, Pλ = Fπλ.
Proof. It is clear that eiπλ = 0 for all i ∈ I , since for all π ∈ Pλ, one has that wtπ ≺ λ. Let
π = (λ1, λ2, . . . , λs;0, a1, . . . , as−1, as = 1)
be a path in Pλ and notice that π = πλ if and only if λ1 = λ. Suppose that eiπ /∈ Pλ, for all i ∈ I .
Since for i ∈ I re, the ei preserve the set Pλ our assumption implies that eiπ = 0 for all i ∈ I re.
This means that α∨i (λ1) 0, for all i ∈ I re, that is λ1 is dominant (and different from λ). On the
other hand, by definition of a GLS path there exists an a1-chain
λ2 := νs βs← ·· · β2← ν1 β1← ν0 =: λ1.
(If a1 = 1 we set λ2 = λ.) Then by Lemma 6.3.4 we must have that β1 = αi for some i ∈ I im.
Hence a1α∨i (ν1) = 1 and applying Proposition 6.1.3 we have that
π ′ = (ν1, λ2, . . . , λs;0, a1, . . . , as = 1)
is such that fiπ ′ = π and so eiπ ∈ Pλ. We conclude that the only path in Pλ killed by all the ei ,
i ∈ I is πλ.
We will prove now that Pλ = Fπλ. Since πλ = (λ;0,1) ∈ Pλ and Pλ is stable under the action
of the fi , i ∈ I by Propositions 6.1.2 and 6.1.3, one obtains Fπλ ⊂ Pλ. For the reverse inclusion
it is enough by Definition 3.1.1(4) to show that πλ ∈ Eπ , for all π ∈ Pλ. Since wtπ ∈ λ − Q+
and wt(eiπ) = wtπ + αi , we obtain Eπ ∩ PEλ = ∅ and so the assertion follows from the first
part. 
7. Closed families of highest weight crystals
Call a family {B(λ) | λ ∈ P+} of highest weight crystals closed under tensor products or
simply closed if for all λ,μ ∈ P+ the element bλ ⊗ bμ of B(λ) ⊗ B(μ) generates a crystal
isomorphic to B(λ+μ). Our aim now is to prove that the family {Pλ | λ ∈ P+} is closed.
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πλ ⊗πμ and πν are isomorphic. As in [12], the proof involves deforming the path πλ ⊗πμ to πν
without changing the crystal graph it generates. To do this we need to introduce some operations
on P. The fact that the crystals Pλ and the crystal generated by πλ ⊗πμ are not strict subcrystals
of P causes some significant extra difficulty.
7.1. Deformations of paths
7.1.1. Let s  s′ be two rational numbers in [0,1], θ the trivial path defined by θ(t) = 0 for all
t ∈ [0,1] and let π,π ′ ∈ P. Define π ∗ θs′s ∗ π ′ to be the path:
(
π ∗ θs′s ∗ π ′
)
(t) =
⎧⎨
⎩
π(t), t ∈ [0, s],
π(s), t ∈ [s, s′],
π(s)+ π ′(t − s′), t ∈ [s′,1].
It is the concatenation of the truncated paths πs(t) : [0, s] → QP , π ′
s′(t) : [s′,1] → QP and the
trivial path θ . Clearly, if s = s′ and π = π ′, then π ∗ θs′s ∗ π ′ = π . The reason for introducing
this operation is explained in the section below.
7.1.2. Take λ,μ ∈ P+. We recall that by our conventions [0,1] ⊂ Q. Let x ∈ [0,1] and set
πx = (1 − x)πλ ⊗ πμ + xπν . Then πx ∈ P with wtπx = ν for all x ∈ [0,1] and π0 = πλ ⊗ πμ,
π1 = πν . One can write πx = πδ ⊗πδ′ , where δ = (1 − x)λ+ 12xν and δ′ = (1 − x)μ+ 12xν. Of
course δ + δ′ = ν but δ, δ′ are not in general in the weight lattice and thus πδ,πδ′ are not in P.
However, one can find a positive integer r , such that rδ, rδ′ ∈ P . Then πx = πrδ ∗ θ1−1/r1/r ∗ πrδ′
up to parametrization.
In Section 7.2 we give sufficient conditions for any two paths π , π ′ to generate isomorphic
crystals. Then, in Sections 7.3 and 7.4, we show that the set of paths {πx, x ∈ Q} satisfies these
conditions, and in particular that F(πλ⊗πμ) is a highest weight crystal isomorphic to Fπν = Pν .
7.2. Distance of paths
7.2.1. Let A denote the monoid generated by the ei, fi ∈ I and let J ⊂ I be a finite subset of I .
Denote by AJ , FJ the monoids generated by the ei , fi , i ∈ J and fi , i ∈ J respectively. Clearly,
AJ ⊂ A and FJ ⊂ F . Set cJ = max{|aij |, i, j ∈ J }. For all π,π ′ ∈ P, define their J -distance
dJ (π,π
′) to be:
dJ (π,π
′) = max{∣∣α∨i (π(t)− π ′(t))∣∣, t ∈ [0,1], i ∈ J}.
7.2.2. The following lemma is the initial step in establishing the isomorphism theorem.
Lemma. Let π , π ′ be integral and monotone paths such that dJ (π,π ′) <  < 1. Then for all
i ∈ J one has:
(1) mπi = mπ
′
i and wtπ = wtπ ′.
(2) If fiπ = 0, then fiπ ′ = 0 and dJ (fiπ,fiπ ′) < 2cJ .
(3) For i ∈ I re ∩ J , if eiπ = 0, then eiπ ′ = 0. If eiπ, eiπ ′ = 0 then dJ (eiπ, eiπ ′) < 2cJ .
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tion 4.2.1 and (1) we obtain εi(π) = εi(π ′) and ϕi(π) = ϕi(π ′) and thus the first part of (2)
and (3) follow by normality for i ∈ I re. For i ∈ I im the first part of (2) follows by (1) and Sec-
tion 6.3.3. The second part of (2) follows exactly as in [6, Lemma 6.4.25]. A key point is to show
that the intervals [f i+(π), f i−(π)] and [f i+(π ′), f i−(π ′)] have non-empty intersection. A similar
comment applies to the second part of (3). 
Remark. Notice that we do not obtain that eiπ = 0 implies eiπ ′ = 0 as it does for real indices
since the “only if” of Lemma 5.3.1 is violated (see Section 6.3.1). This leads to an extra difficulty
ultimately resolved by Lemma 7.3.7.
7.3. Joining Generalized Lakshmibai–Seshadri paths. Throughout this section fix λ,μ ∈ P+.
Let Pλ, Pμ be the sets of Generalized Lakshmibai–Seshadri of shape λ, μ respectively and recall
Section 7.1.1. We will join under certain conditions paths in Pλ with paths in Pμ. First we need
the following preliminary result.
7.3.1. Lemma. Let λ,μ ∈ P+. Then, for all τ ∈ T one has that β∨(τμ) > 0 implies β∨(τλ) 0,
for all β ∈ WΠ ∩Δ+.
Proof. Since β = wαi ∈ WΠ one has β∨(τμ) = α∨i (w−1τμ) which reduces us to the case
αi ∈ Π . For αi ∈ Πim one always has that α∨i (τλ) 0, by Lemma 2.2.1. Suppose that αi ∈ Πre.
Take τ ∈ T ; one can write τ = w0τ ′, where τ ′ = ri1w1ri2 · · · rikwk is a dominant reduced expres-
sion of τ ′. Then by Lemma 2.2.3, one has that τ ′λ, τ ′μ ∈ P+.
Suppose that α∨i (w0τ ′μ) > 0, then (w
−1
0 αi)
∨(τ ′μ) > 0, which implies that w−10 αi ∈ Δ+,
since τ ′μ ∈ P+. Then (w−10 αi)∨(τ ′λ) 0, since τ ′λ ∈ P+ and so α∨i (τλ) 0. 
7.3.2. Let τ ∈ T and suppose that τμ > μ. By definition we may write τμ = rβ1 · · · rβsμ
with β∨t (rβt+1 · · · rβsμ) > 0, for all t , with 1  t  s. By the previous lemma one has that
β∨t (rβt+1 · · · rβs λ)  0 for all t and so rβt · · · rβs λ  rβt+1 · · · rβs λ. In the expression τλ =
rβ1 · · · rβs λ, omit the rβt if β∨t (rβt+1 · · · rβs λ) = 0, that is if rβt ∈ StabT (rβt+1 · · · rβs λ), and de-
note by τ the new element in T . One has τλ = τλ and τλ λ. Notice that if τ1τ2μ > τ2μ > μ
then τ 1τ 2λ = τ1τ2λ τ 2λ λ.
7.3.3. Definition. Fix two rational numbers 0 < s  s′ < 1 and let
π = (λ1, . . . , λk;0, a1, . . . , ak−1,1) ∈ Pλ, π ′ = (μ1, . . . ,μ	;0, b1, . . . , b	−1,1) ∈ Pμ,
be such that ak−1 < s  s′ < b1. Observe that by Eq. (10), π(t) is a translate of (t − ak−1)λk in
[ak−1, s] and π ′(t) = tτμ in [s′, b1].
We will assume that μt = rβt μt+1 with dist(μt ,μt+1) = 1 for all t , with 1  t  	 − 1 and
μ	 = μ, by allowing bt = bt+1 if necessary. Set τ = rβ1rβ2 · · · rβ	−1 . Then μ1 = τμ μ. We say
that the paths π , π ′ can be properly joined across [s, s′] if the following two conditions hold:
(1) λk  τλ and if λk > τλ there exists an s-chain for the pair (λk, τλ).
(2) For all t , with 1 t  	− 1, if βt ∈ Δim one has that sβ∨(rβ · · · rβ λ) < 1.t t+1 	−1
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for the roots βt appearing in τ , that is rβt /∈ StabT (rβt+1 · · · rβ	−1λ). We may write
π ∗ θs′s ∗ π ′ = (λ1, λ2, . . . , λk, θ,μ1,μ2, . . . ,μ	;0, a1, . . . , ak−1, s, s′, b1, . . . , b	−1,1), (11)
where we interpret the right-hand side as a path using (9). We denote by Pλ ∗ θs′s ∗ Pμ the set of
paths π ∗ θs′s ∗ π ′ were π ∈ Pλ, π ′ ∈ Pμ can be properly joined across [s, s′]. Of course if λ = μ
and s = s′, the set Pλ ∗ θs′s ∗ Pμ is equal to Pλ.
Remark. Let μ	
β	−1← μ	−1 · · ·μ2 β1← μ1 and suppose that the second joining condition holds with
τ = rβ1rβ2 · · · rβ	−1 as specified above. Assume i ∈ I re.
(1) If riμt > μt for all t , with 1 n t m 	 and riμn−1  μn−1, then
μ	
β	−1← μ	−1 · · ·μm αi← riμm riβm−1← ·· · riβn+1← riμn+1 riβn← riμn = μn−1 · · ·μ2 β1← μ1.
As above, this specifies the element τ˜ = rβ1 · · · rβn−2rβ ′n · · · rβ ′m−1rirβm · · · rβ	−1 , where β ′t = riβt ,
for all t , with n  t  m − 1, relative to which the second joining condition holds because no
new scalar products appear.
(2) If riμt < μt for all t , with 1 n t m 	 and riμm+1  μm+1, then
μ	
β	−1← μ	−1 · · ·μm+1 = riμm riβm−1← ·· · riβn+1← riμn+1 riβn← riμn αi← μn · · ·μ2 β1← μ1.
Similarly, relative to τ˜ = rβ1 · · · rβn−1rirβ ′n · · · rβ ′m−1rβm+1 · · · rβ	−1 , where β ′t = riβt , for all t , with
n t m− 1, the second joining condition holds.
7.3.4. The subsets Pλ ∗ θs′s ∗Pμ of P are more general than the sets of Generalized Lakshmibai–
Seshadri paths and they still have their nice properties as we show in the following lemmata.
Recall (see Section 5.3.6) what is meant by an integral path. We alter the definition of a monotone
path (Section 5.3.9) by requiring hπi to be increasing and not necessarily strictly increasing in
[f+i (π), f−i (π)].
Lemma. A path π ∈ Pλ ∗ θs′s ∗ Pμ is integral and monotone.
Proof. Let π ∈ Pλ, π ′ ∈ Pμ, s, s′ ∈ [0,1] be as in Section 7.3.3 and assume that π ∗ θs′s ∗ π ′ ∈
Pλ ∗ θs′s ∗ Pμ.
Set hi := hπ∗θ
s′
s ∗π ′
i and mi := mπ∗θ
s′
s ∗π ′
i . Since the path π ∗ θs
′
s ∗π ′ is piecewise linear, a local
minimum of the function hi is attained at some ax , 0  x  k − 1 or by , 1  y  	 or at s, s′.
If a local minimum of hi is attained at t  ak−1 or at t  b1 then this number is an integer by
Lemma 5.3.7, since π , π ′ are Generalized Lakshmibai–Seshadri paths.
It remains to examine the case where min{hi(t) | t ∈ [0,1]} = hi(s) = hi(s′). This will mean
that α∨i (λk) 0 and α∨i (μ1) 0. If one of these numbers is zero, then hi(s) = hi(ar) for some
r , 1 r  k − 1 or hi(s) = br ′ for some r ′, 1 r ′  	 and is an integer.
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that α∨i (τλ) = α∨i (τλ) 0. Since there exists an s-chain for the pair (λk, τλ), Lemma 5.3.3(1)
gives an s-chain for (λk, riτλ). If
τλ := νt βt← νt−1 · · ·ν1 β1← ν0 =: λk,
by Lemma 5.3.2 one has that αi = βm, for some m with 1m t and then Lemma 5.3.6 gives
sα∨i (λk) = sβ∨m(λk) ∈ Z. Yet π ∗ θs
′
s ∗π ′(s) =
∑k
j=1 aj (λj −λj+1)+ sλk and since π1 is a GLS
path, Remark 5.2.3 gives aj (λj − λj+1) ∈ Q for all j with 1  j  k. Hence hi(s) ∈ Z. We
conclude that the path π ∗ θs′s ∗ π ′ is integral.
Now if f−i (π) < s or f
+
i (π) > s
′ monotonicity follows by Lemma 5.3.9. In the case where
f+i (π) s  s′  f
−
i (π) the path is monotone in the weaker sense (since hi(s) = hi(s′)). 
7.3.5. Lemma. Let λ ∈ P+. The set Pλ ∗ θs′s ∗ Pμ is stable under the action of fi , i ∈ I .
Proof. Let π ∗ θs′s ∗ π ′ ∈ Pλ ∗ θs′s ∗ Pμ and write it as in (11). We will show that if
fi(π ∗ θs′s ∗ π ′) = 0 then fi(π ∗ θs′s ∗ π ′) ∈ Pλ ∗ θs′s ∗ Pμ.
In this proof we set f i+ := f i+(π ∗ θs′s ∗ π ′), f i− := f i−(π ∗ θs′s ∗ π ′) and hi := hπ∗θ
s′
s ∗π ′
i . If
i ∈ I re and f i− < s or f i+ > s′, then the first joining condition follows by Proposition 6.1.2 and
the second one trivially in the first case and by the remark in Section 7.3.3 in the second case.
On the other hand, if i ∈ I im, then f i+ = 0 or s′. It follows that the only cases which need to be
checked are the following:
(1) Suppose that f i− = s; then
fi
(
π ∗ θs′s ∗ π ′
)
= (λ1, . . . , λt−1, riλt , . . . , riλk, θ,μ1, . . . ,μ	;0, a1, . . . , ak−1, s, s′, b1, . . . , b	−1,1),
with t = 1, if i ∈ I im. Again, the existence of an at−1-chain for (λt−1, riλt ) and of an-chains
for the pairs (riλn, riλn+1) for all n with 1 n k − 1 follows as in Propositions 6.1.2, 6.1.3.
Now since hi(s) = mi + 1 ∈ Z, by Lemma 5.3.8 one has that sα∨i (λk) ∈ N+ and so there exists
an s-chain for (riλk, λk). Combined with the given chain for (λk, τλ), we obtain an s-chain for
(riλk, τλ). We conclude that fi(π ∗ θs′s ∗ π ′) = π1 ∗ θs′s ∗ π ′, where π1 is the path given by
π1 = (λ1, . . . , λt−1, riλt , . . . , riλk, λk;0, a1, . . . , ak−1, s,1), (12)
with t = 1 if i ∈ I im and π1, π ′ can be joined across [s, s′]. Since here τ is unchanged, the second
joining condition immediately follows from the second condition on the starting path.
(2) Suppose now that f i+ < s and f i− > s′ and say bm−1 < f i−  bm, with 1m 	. Then
fi
(
π ∗ θs′s ∗ π ′
)= (λ1, . . . , λt−1, riλt , . . . , riλk, θ, riμ1, . . . , riμm,μm, . . . ,μ	;
0, a1, . . . , ak−1, s, s′, b1, . . . , bm−1, f i−, bm, . . . , b	−1,1),
with t = 1, if i ∈ I im. One has that α∨i (λk) > 0 and α∨i (μ1) > 0. We will show that there exists
an s-chain for (riλk, riτλ).
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tain s(λk − τλ) ∈ −Q+ and so sα∨i (λk − τλ) ∈ N, by Lemma 2.1.11(2). Yet sα∨i (τλ)  0, by
Lemma 2.2.1, whilst sα∨i (λk) < 1, since f
i− > s, that is:
0 sα∨i (τλ) sα∨i (λk) < 1. (13)
This forces α∨i (λk) = α∨i (τλ). By Lemma 5.3.5 there exists an s-chain for (riλk, riτλ) and
hence for (riλk, riτλ).
Recall that μ	
β	−1← μ	−1 · · ·μ2 β1← μ1. Observe from Proposition 6.1.3 that fi(π ∗ θs′s ∗π ′) be-
ing specified as above means that α∨i (βt ) = 0 for all t , with 1 t m and μ	
β	−1← μ	−1 · · ·μm αi←
riμm
βm−1← riμm−1 · · · riμ2 β1← riμ1. Then riτ = rβ1 · · · rβmrirβm+1 · · · rβ	−1 and the second joining
condition reduces to sα∨i (τλ) < 1, verified in (13).
Suppose that i ∈ I re. Since α∨i (τμ) > 0, we obtain by Lemma 7.3.1 that α∨i (τλ) 0. Again
α∨i (λk) > 0 and so there exists an s-chain for (riλk, riτλ) by Corollary 5.3.4(1). The secondjoining condition in this case follows by the remark of Section 7.3.3.
We conclude that fi(π ∗ θs′s ∗ π ′) = π1 ∗ θs′s ∗ π ′2 with
π1 = (λ1, . . . , λt−1, riλt , . . . , riλk, λk;0, a1, ak−1, a,1)
(where if i ∈ I im, t = 1 and a ∈ ]s,1] is such that aα∨i (λk) = 1, and if i ∈ I re, a = 1),
π ′2 =
(
riμ1, . . . , riμm,μm, . . . ,μ	;0, b1, . . . , bm−1, f i−, bm, . . . , b	−1,1
)
, (14)
and π1, π ′2 can be joined across [s, s′].
(3) Finally suppose that f i+ = s′ < f i−. Then
fi
(
π ∗ θs′s ∗ π ′
)= (λ1, . . . , λk, θ, riμ, . . . , riμm,μm, . . . ,μ	;
0, a1, . . . , ak−1, s, s′, b1, . . . , bm−1, f i−, bm, . . . , b	−1,1).
Suppose that i ∈ I im. Then, we will have that α∨i (λk) = 0 and so α∨i (τλ) = 0 and α∨i (μ1) > 0.
But then riτλ = τλ so there exists an s-chain for (λk, riτλ). The second joining condition follows
by the vanishing of α∨i (τλ).
Suppose now that i ∈ I re. We have that α∨i (λk) 0 and α∨i (μ1) = α∨i (τμ) > 0. Lemma 7.3.1
gives α∨i (τλ) 0 and so by Lemma 5.3.3 there exists an s-chain for (λk, riτλ), hence the firstjoining condition holds. The second one follows by the remark of Section 7.3.3. Then fi(π ∗
θs
′
s ∗ π ′) = π ∗ θs′s ∗ π ′2, where π ′2 is as in (14). The assertion follows. 
7.3.6. Our aim now is to prove that A(πλ ⊗πμ) is a highest weight crystal generated by πλ ⊗πμ
over F (see Lemma 7.3.7). The following lemma is a preliminary result for this purpose.
Lemma. Let ν := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: μ be an a-chain for (μ, ν), such that βl =
wαi , where i ∈ I im for some l, with 1  l  s. Suppose further that aα∨i (μ) = 1 − aii . Then
βl = αi , μ = riμ′ and there exists an a-chain for (μ′, ν).
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and α∨i (β)−1. By the hypothesis,
aα∨i (μ) = 1 − aii . (15)
On the other hand,
aα∨i (μ) = aα∨i (νl)− aβ∨l (νl)α∨i (βl)−
l−1∑
q=1
aβ∨q (νq)α∨i (βq). (16)
Now aβ∨l (νl) = 1 by 5.2.2(b), whereas α∨i (βl) = α∨i (αi + β) aii − 1. Then (15) and (16) give
that:
0 aα∨i (νl)︸ ︷︷ ︸
0
−
l−1∑
q=1
aβ∨q (νq)α∨i (βq)︸ ︷︷ ︸
0
, (17)
which means that all the summands in (17) are equal to zero so α∨i (νl) = 0 and α∨i (βl) = aii −1.
This, on the one hand, means that α∨i (βq) = 0 for all q , with 1 q  l − 1 and so ri commutes
with all rβq with 1  q  l − 1. On the other hand, we can write βl = wαi = w1rkαi =
w1(αi − α∨k (αi)αk), with w1αk = αk + β1 and moreover wiαi = αi + β2, with β1, β2 ∈ NΠre.
Yet α∨i (βl) = aii − 1, which forces α∨i (β1) = 0, α∨i (β2) = 0 and α∨i (αk)α∨k (αi) = 1. The
second condition forces w1αi = αi and α∨i (αk) = α∨k (αi) = −1. Then γ := w1αk is such
that βl = wαi = rγ αi . Note that γ ∨(αi) = α∨k (αi) = −1 and α∨i (γ ) = α∨i (αk) = −1. Also
βl = w1rkαi = αi + γ . Then
1 = aβ∨l (νl) = aα∨i (rγ νl) = −aγ ∨(νl)α∨i (γ ) = aγ ∨(νl), (18)
since α∨i (νl) = 0 and α∨i (γ ) = aik = −1. Again,
a(rirγ νl − νl) = −aγ ∨(νl)riγ = −(γ + αi) = −βl, (19)
whilst
a(rβl νl − νl) = −βl.
Then νl−1 = rβl νl = rirγ νl > rγ νl > νl and so dist(νl−1, νl)  2, which contradicts our hy-
pothesis. Then necessarily βl = αi and ri commutes with rβq for all q , with 1  q < l. It then
follows that ν := νs βs← νs−1 βs−1← ·· ·νl+1 βl+1← ν′l
βl−1← ν′l−1 · · ·
β1← ν′1
α1← ν0 =: μ is an a-chain,
where riν′q = νq for all q , with 1 q  l and so there exists an a-chain for (ν′1, ν). 
7.3.7. Lemma. Let λ,μ ∈ P+. A path in A(πλ ⊗πμ) is integral and monotone and the only path
killed by the ei , i ∈ I is πλ ⊗ πμ. In particular, A(πλ ⊗ πμ) = F(πλ ⊗ πμ).
Proof. We can write πλ ⊗πμ = π2λ ∗ θ1/21/2 ∗π2μ ∈ P2λ ∗ θ1/21/2 ∗P2μ, since the joining conditions
become trivial. One has P2λ ∗ θ1/21/2 ∗ P2μ ⊂ Pλ ⊗ Pμ, but this inclusion in general is strict, since
terms in the left-hand side must satisfy the joining conditions.
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that as a subset of Pλ ⊗ Pμ it is stable under the action of ei , i ∈ I and that the only path in
P2λ ∗ θ1/21/2 ∗ P2μ killed by all the ei , i ∈ I is the path πλ ⊗ πμ. This will give P2λ ∗ θ1/21/2 ∗ P2μ =
A(πλ ⊗πμ) = F(πλ ⊗πμ). Finally the integrality and monotonicity of the paths in F(πλ ⊗πμ)
will follow by Lemma 7.3.4.
We first show that P2λ ∗ θ1/21/2 ∗ P2μ is ei stable in the above sense for all i ∈ I . Let π˜ =
π ∗ θ1/21/2 ∗ π ′ be as in Section 7.3.3. We will show that if eiπ˜ = 0, then eiπ˜ ∈ P2λ ∗ θ1/21/2 ∗ P2μ.
Identify P2λ ∗ θ1/21/2 ∗ P2μ with its image in Pλ ⊗ Pμ and let π˜ = π1 ⊗ π2 with this identification.
Since π˜(1/2) ∈ P , we can only have either ei(π1 ⊗ π2) = (eiπ1) ⊗ π2 or ei(π1 ⊗ π2) =
π1 ⊗ (eiπ2) the choice depending on the crystal tensor product rules (Section 3.2.1). It remains
to check the joining condition for the new paths.
(1) Suppose first that ei(π1 ⊗ π2) = (eiπ1)⊗ π2 = 0.
If ei+(π1) < 1 (and so ei+(π˜) < 1/2), λk,μ1 are unchanged, so there is nothing to check.
Suppose then that ei+(π1) = 1, equivalently ei+(π˜) = 1/2.
Since μ1 is unchanged we only need to show that there exists a 1/2-chain for (2riλk, τ2λ).
This is equivalent to the existence of a 1-chain for (riλk, τλ).
Let i ∈ I re.
By the definition of ei+(π˜), one has that α∨i (λk) < 0 and α∨i (τμ) 0. If α∨i (τμ) > 0, then by
Lemma 7.3.1, we have that α∨i (τλ) = α∨i (τλ) 0 and so by Lemma 5.3.3 there exists a 1-chain
for (λk, riτλ), since there exists one for (λk, τλ). If finally α∨i (τμ) = 0, then riτμ = τμ and the
assertion is trivial.
Let now i ∈ I im.
This means that there exists a path π ′1 ∈ Pλ with π ′1 = (λ′1, . . . , λ′k;0, a1, . . . , ak−1,1) such
that fiπ ′1 = π1, which in turn gives λt = riλ′t for all t , with 1 t  k. Let
τλ := νs βs← νs−1 βs−1← ·· · β2← ν1 β1← ν0 =: λk,
with βj ∈ WΠ ∩ Δ+ for all j , with 1 j  s, be a 1-chain for (λk, τλ). We need to show that
there also exists a 1-chain for (λ′k, τλ). By the second joining condition, if τ = rβ1 · · · rβn , then
β∨t (rβt+1 · · · rβnλ) < 1 for all t such that βt ∈ Δim. This forces τ ∈ W which in turn implies that
βl = wαi for some l, with 1 l  s and some w ∈ W . By assumption that ei+(π1) = 1, we obtain
α∨i (λk) = 1 − aii . Then the assertion follows by Lemma 7.3.6.
(2) Suppose that ei(π1 ⊗ π2) = π1 ⊗ (eiπ2) = 0.
If ei−(π1) > 0 (and so ei−(π˜) > 1/2), then since the λk,μ1 are unchanged, the first joining
condition is trivial. The second one follows by the remark of Section 7.3.3.
Suppose then that ei−(π2) = 0 and so ei−(π˜) = 1/2.
Suppose that i ∈ I re.
We have that α∨i (λk)  0 and α∨i (τμ) < 0, which implies that α∨i (τλ)  0. If the latter is
zero, the first joining condition trivially follows. If not, then riτλ αi← τλ and so there exists a
1-chain for (λk, riτλ). The second joining condition follows by the remark of Section 7.3.3.
Suppose now that i ∈ I im.
Then α∨i (λk) = 0, and so since λk  τλ, by Lemma 5.1.4 we obtain that α∨i (λk) =
α∨i (τλ) = 0. It follows that the second joining condition holds and riτλ = τλ, hence there exists
a 1-chain for (λk, riτλ). We conclude that π1, eiπ2 can be properly joined.
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we first show that every π ∈ Pλ ⊗ Pμ, killed by the ei , i ∈ I , takes the form π = πλ ⊗ π ′, with
π ′ ∈ Pμ and λ+ π ′(1) ∈ P+.
Recall the tensor product crystal operations of Section 3.2.1. Take π = π1 ⊗ π2 ∈ Pλ ⊗ Pμ
and assume that eiπ = 0 for all i ∈ I . Let i ∈ I re. If εi(π2) > ϕi(π1) one has that ei(π1 ⊗ π2) =
π1 ⊗ eiπ2 = 0 by normality. So we must have
ϕi(π1) εi(π2), for all i ∈ I re. (20)
But then eiπ = eiπ1 ⊗ π2 and consequently, we must have eiπ1 = 0, for all i ∈ I re. Now take
i ∈ I im and recall Lemma 5.3.1. One has that ϕi(π1) > −aii ⇔ α∨i (wtπ1)  1 − aii ⇔ eiπ =
eiπ1 ⊗π2. On the other hand, if α∨i (π1) < 1 − aii , then eiπ1 = 0 again by Lemma 5.3.1. In both
cases eiπ1 = 0. We conclude that eiπ = 0 for all i ∈ I , only if eiπ1 = 0 for all i ∈ I which forces
π1 = πλ. Notice also by (20) one has that
α∨i (λ+ wtπ2) 0, for all i ∈ I, (21)
that is λ+π2(1) ∈ P+. Set J = {i ∈ I | α∨i (λ) = 0} and assume that ei(πλ ⊗π) = 0 for all i ∈ I .
Then eiπ = 0 for all i ∈ J . A path in P2λ ∗ θ1/21/2 ∗ P2μ killed by all the ei , i ∈ I will then be of
the form π˜ = π2λ ∗ θ1/21/2 ∗ π , where
π = (μ1, . . . ,μ	;0, b1, . . . , b	−1,1)
is a GLS path of shape μ with 1/2 < b1 and μ1 = τμ. Now the first joining condition forces
τ ∈ StabT (λ). If we set μr = τrμ with 1  r  	, then since μr > μr+1 we will have that
τr ∈ StabT (λ) for all r with 1  r  	. Take i ∈ I \ J . Then since StabT (λ) = 〈ri | i ∈ J 〉 by
Lemma 2.2.2, we have that wtπ ∈ μ −∑j∈J Nαj and so eiπ = 0, for i ∈ I \ J since the set
of weights of Pμ lies in μ − Q+. Combined with our previous result, namely that eiπ = 0 for
all i ∈ J , this forces μ1 = μ and the only path in P2λ ∗ θ1/21/2 ∗ P2μ annihilated by all the ei is
π2λ ∗ θ1/21/2 ∗ π2μ = πλ ⊗ πμ. 
7.4. The isomorphism theorem. Recall the family {πx, x ∈ [0,1]} of Section 7.1.2, which
deforms the path πλ ⊗ πμ to πν . We will show that Fπ0  Fπ1 and then that πλ ⊗ πμ and πν
generate isomorphic crystals.
7.4.1. We first prove the following preliminary lemma. By the construction of 7.1.2 and Propo-
sition 7.3.4 it follows that fπx is integral and monotone for all x ∈ [0,1] and all f ∈ F .
Lemma. Let x, y ∈ [0,1] and let πx , πy be the paths defined in Section 7.1.2. Then Fπx  Fπy .
Proof. Let J be a finite subset of I . By a direct computation, for all i ∈ J we obtain:
dJ
(
πx,πy
)= max
i∈J,t∈[0,1]
∣∣α∨i (πx(t))− α∨i (πy(t))∣∣
= |x − y| max
i∈J,t∈[0,1]
∣∣α∨i ((πλ ⊗ πμ)(t))− α∨i (πλ+μ(t))∣∣
= |x − y|dJ (πλ,πμ,πν). (22)
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that FnJ πx  FnJ πy . Since n and J are arbitrary the assertion follows. 
7.4.2. Recall that λ,μ ∈ P+ and consider πλ ⊗ πμ ∈ Pλ ⊗ Pμ, πλ+μ ∈ Pλ+μ. The following
obtains by combining Lemmata 6.3.5, 7.3.7 and 7.4.1.
Theorem. The crystals generated by πλ ⊗ πμ and πλ+μ are isomorphic.
Remark. The crystals generated by πλ ⊗πμ and πλ+μ viewed as paths in P need not be isomor-
phic. For example, take i ∈ I im, with aii = −1 and λ ∈ P+, with α∨i (λ) = 1. Then by definition,
eiπλ = 0 in P and so ei(πλ ⊗πλ) = 0, by the tensor product rules. On the other hand, eiπ2λ = 0,
again by Lemma 5.3.1. Of course eiπ2λ = 0 in P2λ.
7.4.3. The question of proving a full tensor product decomposition seemed at first to be of sig-
nificant extra hardness. However we now believe that the main technical difficulties are already
overcome by the methods of the present section. The reasons we did not attempt it here was
threefold. First our paper is already long and particularly complicated, so any extra refinements
would risk total obfuscation. Secondly the present weaker statement (Theorem 7.4.2) suffices to
show that the Littelmann crystal is isomorphic to the Jeong, Kang, Kashiwara crystal [4] (a fact
we believe to be very far from a priori obvious) in the symmetrizable case. Since the latter
authors have already proved a crystal decomposition theorem, the only gain would be an exten-
sion to the non-symmetrizable case. Thirdly to deduce from a decomposition theorem, a crystal
isomorphism theorem in the sense of Littelmann (independence of the crystal on the choice of
dominant path) requires modifying Littelmann’s crystal operators so that our generalized crys-
tals admit “stretching.” It therefore seemed prudent to postpone these considerations to a later
communication.
8. Crystal embedding theorem
We proved that the family of path crystals {Pλ | λ ∈ P+} is closed. We will now define the limit
P∞ of the family {Pλ | λ ∈ P+} and show that it is isomorphic to B(∞) (see Theorem 3.3.2).
8.1. The limit P∞
8.1.1. Let λ,μ ∈ P+ be two dominant weights and let π ∈ Pλ. Denote by ψλ,λ+μ the application
ψλ,λ+μ : Pλ → Pλ ⊗ Pμ which sends π to π ⊗ πμ.
Lemma. The application ψλ,λ+μ commutes with the ei, i ∈ I , wt(πλ ⊗ π) = wtπ + μ and if
fiπ = 0, then fiψλ,λ+μ(π) = ψλ,λ+μ(fiπ). Thus ψλ,λ+μ is a crystal embedding up to transla-
tion of weight by μ.
Proof. One has that εi(πμ) = 0 ϕi(π), for all i ∈ I . If ϕi(π) = 0, then fiπ = 0, for all i ∈ I ,
by Section 3.1.4(3). If i ∈ I im and ϕi(π) = 0, then eiπ = 0 by Lemma 3.1.5. Then apply the
tensor product rules of Sections 3.2.1 and 3.2.2. 
8.1.2. As a set P∞ is the inductive limit of the Pλ with respect to the above embeddings. We will
endow P∞ with a crystal structure. Let π ∈ P∞, then π ∈ Pλ for some λ ∈ P+. Define eiπ in
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μ ∈ P+. Finally, we define the weight of π to be −μ if π ∈ (Pλ)λ−μ. This is clearly well defined.
There is a unique element of weight zero, since πλ is also unique in (Pλ)λ. We will denote this
element by π∞. It satisfies eiπ∞ = 0 for all i ∈ I . Notice that we may now forget about the path
crystal and consider any closed family of highest weight crystals {B(λ) | λ ∈ P+}.
8.2. The embedding theorem
8.2.1. Recall the elementary crystals Bi , i ∈ I defined in Section 3.3.1.
Theorem. For all i ∈ I there exists a unique strict embedding Ψi :P∞ → P∞ ⊗Bi , sending π∞
to π∞ ⊗ bi(0).
Proof. Fix i ∈ I and f ∈ F . Call f ′ a submonomial of f , if f ′ obtains from f by erasing some
of its factors. We say f ′ is an i-submonomial of f if it obtains by erasing some of the factors
fi in f . Let λ ∈ P+ be such that α∨i (λ) = 0 and α∨j (wtf ′πλ) > 0 for all j ∈ I \ {i} and for
all submonomials f ′ of f . Let μ ∈ P+ be such that α∨j (μ) = 0, for all j ∈ I \ {i}. We will
show that there exists an integer m 0 and an i-submonomial f ′′ of f such that f (πλ ⊗ πμ) =
f ′′πλ ⊗ fmi πμ. We argue by induction on the length of f .
For f = id the assertion is obvious. Let it be true for f and set f (πλ ⊗πμ) = f ′′πλ ⊗ fmi πμ.
First notice that
fi
(
f ′′πλ ⊗ f mi πμ
)=
{
fif
′′πλ ⊗ f mi πμ, ϕi(f ′′πλ) > εi(f mi πμ),
f ′′πλ ⊗ fm+1i πμ, ϕi(f ′′πλ) > εi(f mi πμ),
which is of the required form.
Now for j ∈ I \ {i} by assumption we have that ϕj (f ′′πλ) α∨j (wtf ′′πλ) > 0. On the other
hand, εj (f mi πμ) = 0. Indeed, for j ∈ I im this follows by definition. For j ∈ I re, since μ−mαi +
αj /∈ ν − Q+, one has that ejf mi πμ = 0, hence by normality εj (f mi πμ) = 0. Then fj (f ′′πλ ⊗
f mi πμ) = fjf ′′πλ ⊗ f mi πμ which is also of the required form.
By Section 8.1.2:
ϕi(f
′′πλ) = εi(f ′′πλ)+ α∨i (wtf ′′πλ) = εi(f ′′π∞)+ α∨i (wtf ′′π∞)+ α∨i (λ) = ϕi(f ′′π∞),
which means that ϕi(f ′′πλ) is independent of λ.
Finally one has εi(bi(−m)) = εi(f mi πμ) (and equal to m for real indices and 0 for imaginary
ones) and εj (bi(−m)) = −∞ < ϕj (f ′′πλ), so that if f (πλ ⊗ πμ) = f ′′πλ ⊗ fmi πμ then also
f (π∞ ⊗ bi(0)) = f ′′π∞ ⊗ bi(−m). 
8.2.2. Corollary. The crystal P∞ is isomorphic as a crystal to B(∞).
Proof. Notice that P∞ has properties (1)–(4) of Definition 3.3.2. Indeed the first three follow by
construction and (4) follows by Theorem 8.2.1. Then the assertion follows by the uniqueness of
B(∞). 
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9.1. Weyl–Kac–Borcherds character formula
9.1.1. Assume the Borcherds–Cartan matrix A to be symmetrizable. Recall ρ ∈ h∗ of Sec-
tion 2.1.7. Let P(Πim) denote the set of all finite subsets F of Πim such that α∨i (αj ) = 0 for
all αi,αj ∈ F . For all λ ∈ P+ set
P(Πim)λ =
{
F ∈ P(Πim)
∣∣ α∨i (λ) = 0, for all αi ∈ F}.
Given F ∈ P(Πim), let |F | denote its cardinality and s(F ) the sum of its elements. Then the char-
acter of the unique irreducible integrable highest weight module of g of highest weight λ ∈ P+
is given by the following formula known as the Weyl–Kac–Borcherds character formula:
charV (λ) =
∑
w∈W
∑
F∈P(Πim)λ(−1)	(w)+|F |ew(λ+ρ−s(F ))∑
w∈W
∑
F∈P(Πim)(−1)	(w)+|F |ew(ρ−s(F ))
. (23)
9.1.2. Remark. It is not known if the above holds when A fails to be symmetrizable. For
Π = Πre of finite cardinality, Kumar [10] and Mathieu [14] independently showed that the right-
hand side is the correct character formula for the largest integrable quotient of the Verma module
of highest weight λ.
9.1.3. Drop the assumption that the Borcherds–Cartan matrix A is symmetrizable. Notice that
the right-hand side of (23) is still defined in this case. Define the character of Pλ by
charPλ =
∑
π∈Pλ
eπ(1).
Our main result is the following:
Theorem. The character of Pλ is given by the Weyl–Kac–Borcherds formula, that is to say the
right-hand side of (23).
The rest of the section is devoted to the proof of this theorem.
9.2. The action of the Weyl group. For all i ∈ I re define r˜i on π ∈ Pλ as follows:
r˜iπ =
⎧⎨
⎩f
α∨i (π(1))
i π, if α
∨
i (π(1)) 0,
e
−α∨i (π(1))
i π, if α
∨
i (π(1)) 0.
Then by [12, Section 8] one has that ri → r˜i extends to a representation W → EndZ Pλ and
w(π(1)) = (wπ)(1). Here we note that P = Πint in the sense of [12] and the root operators ei ,
fi , i ∈ I re are defined as in [12].
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in BJ (∞) takes the form
b = · · · ⊗ bi2(−m2)⊗ bi1(−m1), (24)
with mk ∈ N and mk = 0 for k  0.
9.3.1. Define the Kashiwara functions on BJ (∞) through
rki (b) = εi
(
bik (−mk)
)−∑
j>k
α∨i
(
wtbij (−mj)
)= εi(bik (−mk))+∑
j>k
mjai,ij , (25)
noting that this sum is finite since mj = 0 for j  0. Observe that rki (b) ∈ {0,−∞} for k  0.
Set Ri(b) = maxk{rki (b)}. From the definition of J it follows that Ri(b) 0 for all i ∈ I and all
b ∈ BJ (∞), and Ri(b) = 0 for all i ∈ I im and all b ∈ BJ (∞). Note that if Ri(b) = rk0i (b) for
some k0, then ik0 = i.
9.3.2. The Kashiwara function determines at which place ei (resp. fi ) enters when computing
eib (resp. fib). Let 	i(b) (resp. si(b)) be the largest (resp. smallest) value of k such that rki (b) =
Ri(b). Exactly as in the Kac–Moody case one has the following lemma:
Lemma. For all b ∈ BJ (∞) one has:
(1) εi(b) = 0 if and only if Ri(b) = 0 for all i ∈ I re and εi(b) = 0 for i ∈ I im.
(2) For all i ∈ I , fi enters at the si(b)th place.
(3) For all i ∈ I re, ei enters at the 	i(b)th place.
(4) For all i ∈ I im, ei enters at the si(b)th place.
Remark. It can happen that 	i(b) = −∞ for i ∈ I re, but then simply eib = 0.
9.3.3. Lemma. Let b, b′ ∈ BJ (∞) be such that fib = fjb′ for i, j ∈ I im and i = j . Then fi , fj
commute and there exists b′′ ∈ BJ (∞) such that b = fjb′′.
Proof. Write b, b′ as in (24) with mk replaced by m′k for the latter. Suppose that fi enters b at
the 	th place and fj enters b′ at the 	′th place. Since i = j we have that 	 = 	′. We can assume
that 	′ < 	 interchanging i, j if necessary. Note that fib = fjb′ forces m′	 = m	 + 1 > 0.
We have r	′j (b
′) = εj (bi	(−m′	)) +
∑
s>	′ m
′
sα
∨
i (αis ) = Rj (b′)  0. Since j = i	′ one has
that εj (bi	(−m′	)) = 0. On the other hand, m′s  0 and α∨i (αis )  0 for all s > 	′, forcing
m′sα∨i (αis ) = 0 for all s > 	′. In particular, since i	 = i, 	 > 	′, m′	 > 0 we obtain that α∨j (αi) = 0,
that is aji = 0 and so aij = 0.
Take c ∈ BJ (∞). Since α∨j (αi) = 0, one has rkj (c) = rkj (fic), for all c ∈ BJ (∞), and all
k ∈ N+. Then si(fj c) = si(c). Similarly sj (fic) = sj (c) and so fifj c = fjfic, as required.
On the other hand, since fib = fjb′ we have that m	′ = m′	′ + 1 > 0. By Lemma 9.3.2, ej
enters b at the 	′th place and ejb = 0. Set ej b = b′′, then b = fjb′′. Yet fjb′ = fib = fifjb′′ =
fjfib
′′ and so b′ = fib′′. 
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and i = j . Then fi , fj commute and there exists π ′′ ∈ Pλ such that π = fjπ ′′.
Proof. Embed Pλ in BJ (∞):
Pλ
ψ1
↪→ B(∞) ψ2↪→ BJ (∞).
Then if we assume fiπ = fjπ ′ = 0 in Pλ fi , fj commute with ψ1 and ψ2 so that fiψ2ψ1(π) =
fjψ2ψ1(π ′). The assertions follow by Lemma 9.3.3. We note here that ψ1 does not in general
commute with fi , fj that is why we have to assume fiπ = fjπ ′ = 0 (see Lemma 8.1.1). 
9.4. Proof of Theorem 9.1.3
9.4.1. Recall Section 9.1; we will show that the character of Pλ is given by the Weyl–Kac–
Borcherds formula. We need to show that:
∑
π∈Pλ
∑
w∈W
∑
F∈P(Πim)
(−1)	(w)+|F |ew(ρ−s(F ))+π(1)
=
∑
w∈W
∑
F∈P(Πim)λ
(−1)	(w)+|F |ew(λ+ρ−s(F )). (26)
9.4.2. For all μ ∈ P set O(μ) = {(w,F,π) ∈ W ×P(Πim)×Pλ | w(ρ− s(F ))+π(1) = μ}. By
Section 9.2 we have an action of W on O(μ) by w(w′,F,π) = (ww′,F,wπ), where wO(μ) =
O(wμ). Moreover, since 	(ww′) = 	(w)+ 	(w′) mod 2, the sum
S(μ) :=
∑
(w,F,π)∈O(μ)
(−1)	(w)+|F |
satisfies S(wμ) = (−1)	(w)S(μ). Now the left-hand side of (26) becomes∑
μ∈P
S(μ)eμ =
∑
w∈W
∑
μ∈P+
(−1)	(w)S(μ)ewμ. (27)
Then we can assume μ := w(ρ − s(F )) + π(1) to be dominant and in this case it remains to
show that S(μ) = 0, unless O(μ) = {id} × P(Πim)× {πλ}.
9.4.3. Since μ is dominant and t → π(t) is continuous, either
(1) there exists some t ∈ [0,1] such that w(ρ − s(F ))+ π(t) is dominant but not regular or
(2) w(ρ − s(F ))+ π(t) is regular and dominant for all t ∈ [0,1].
Thus define
O1(μ)
:= {(w,F,π) ∈ O(μ) ∣∣w(ρ − s(F ))+ π(t) is dominant but not regular for some t ∈ [0,1]},
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O2(μ) :=
{
(w,F,π) ∈ O(μ) ∣∣w(ρ − s(F ))+ π(t) is dominant and regular for all t ∈ [0,1]}.
9.4.4. In case (1) exactly as in [12, Theorem 9.1] we obtain that∑
(w,F,π)∈O1(μ)
(−1)	(w)+|F |eμ = 0.
In case (2), w(ρ − s(F ))+ π(t) being dominant at t = 0, implies w = id. Thus we define
O˜2(μ) :=
{
(F,π) ∈ P(Πim)× Pλ
∣∣ (id,F,π) ∈ O2(μ)}.
The formula we have to prove becomes:∑
μ∈P+
∑
(F,π)∈O˜2(μ)
(−1)|F |eρ−s(F )+π(1) =
∑
F⊂P(Πim)λ
(−1)|F |eρ−s(F )+λ. (28)
9.4.5. For all (F,π) ∈ P(Πim)× Pλ set
S(F,π) := {αi ∈ Πim \ F ∣∣ α∨i (s(F ))= 0 and eiπ = 0}. (29)
Take i, j ∈ I im distinct. Notice that if αi,αj ∈ S(F,π), then aij = aji = 0. In particular, F ∪
S(F,π) ∈ P(Πim). Indeed, since eiπ, ejπ = 0, one has π = fiπ1 = fjπ2, for π1,π2 ∈ Pλ,
and the assertion follows by Lemma 9.3.4. We call a pair (F,π) ∈ P(Πim) × Pλ minimal, if
S(F,π) = ∅.
For any subset S = {αi1, αi2, . . . , αik } ⊂ P(Πim), set fS := fi1fi2 · · ·fik and similarly eS :=
ei1ei2 · · · eik . Notice that since the fij (resp. eij ) mutually commute, the monomial fS (resp. eS )
does not depend on the order of the indices. Suppose that π ∈ Pλ satisfies eiπ = 0, for all αi ∈ S.
Then eSπ = 0. Indeed this follows from Lemmata 9.3.2 and 8.1.1. Again if fiπ = 0 for all
αi ∈ S, then fSπ = 0. This follows from Lemma 2.1.11(2) and Section 6.3.3.
9.4.6. For all (F,π) ∈ P(Πim) × Pλ, set (F0,π0) = (F ∪ S(F,π), eS(F,π)π). Clearly (F0,π0)
is minimal. For a minimal element (F0,π0) define Fπ00 := {S ⊂ F0 | ∀αi ∈ S, fiπ = 0}. Then
set
Ω(F0,π0) =
{
(F0 \ S,fSπ0)
∣∣ S ∈ Fπ00 }.
The following is straightforward.
Lemma. The only minimal element in Ω(F0,π0) is (F0,π0). Moreover, if (F,π) =
(F0 \ S,fSπ0) ∈ Ω(F0,π0), for S ∈ Fπ00 , then S(F,π) = S.
An immediate consequence of the above is that for any two minimal elements (F0,π0) =
(F ′0,π ′0), one has Ω(F0,π0)∩Ω(F ′0,π ′0) = ∅.
Remark. Note that for all (F,π) ∈ Ω(F0,π0), the weight −s(F )+π(1) is fixed (but it does not
uniquely define Ω(F0,π0)!).
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if we set Ω(μ) = {(F0,π0) | Ω(F0,π0) ⊂ O˜2(μ)} we have
O˜2(μ) =
∐
(F0,π0)∈Ω(μ)
Ω(F0,π0). (30)
Admit 9.4.10, so then (30) holds. We have:
∑
(F,π)∈O˜2(μ)
(−1)|F | =
∑
(F0,π0)∈Ω(μ)
( ∑
(F,π)∈Ω(F0,π0)
(−1)|F |
)
. (31)
We will compute the following sum:
Σ :=
∑
(F,π)∈Ω(F0,π0)
(−1)|F |eρ−s(F )+π(1). (32)
9.4.8. Lemma. If |Ω(F0,π0)| > 1, then the sum Σ above is zero.
Proof. Write F0 as F0 = F ′0 unionsqF ′′0 , where F ′0 := {αi ∈ F0 | α∨i (π(1)) = 0} (equivalently, by 5.3.1,
F ′0 := {αi ∈ F0 | fiπ = 0}). Our hypothesis that |Ω(F0,π0)| > 1 implies that F ′0 = ∅. Set |F ′0| =
n 1. Then the cardinality of Ω(F0,π0) is equal to the number of subsets of F ′0. Moreover, the
coefficient of eρ−s(F )+π(1) in Σ is
(−1)|F ′′0 |
(
(−1)n + (−1)n−1
(
n
1
)
+ (−1)n−2
(
n
2
)
+ · · · + (−1)
(
n
n− 1
)
+ 1
)
= 0. 
9.4.9. Lemma. If |Ω(F0,π0)| = 1, then π0 = πλ and F0 ∈ P(Πim)λ.
Proof. Let Ω(F0,π0) = {(F0,π0)} be a singleton and recall Section 6.3.3. Then for all αj ∈ F0,
one has that α∨j (π0(1)) = 0. In particular, if π0 = fiπ for some π ∈ Pλ and i ∈ I , then
α∨i (s(F0)) = 0 and α∨j (π(1)) = 0, for all αj ∈ F0.
Assume that π0 = πλ. Then we may write π0 = fiπ as above. Suppose that i ∈ I im, then
eiπ0 = 0 and by the above remark α∨i (s(F0)) = 0. By the minimality of (F0,π0), this implies that
αi ∈ F0. Yet π0 = fiπ implies fiπ0 = 0 by Lemma 4.1.6 and so (F0 \ {i}, fiπ0) ∈ Ω(F0,π0),
which contradicts the hypothesis.
Let now i ∈ I re. Then α∨i (ρ − s(F0) + π0(t)) = 1 + α∨i (π0(t)) = 1 + hπ0i (t). But eiπ0 = 0
which means (by definition) that hπ0i (t) takes integral values −1. Hence ρ − s(F0)+ π0(t) is
not regular for all t ∈ [0,1], again a contradiction.
We obtain that π0 = πλ and F0 ∈ P(Πim)λ. 
By Lemmata 9.4.8, 9.4.9 the only remaining terms in the left-hand side of (28) is the right-
hand side. Thus to complete the proof of Theorem 9.1.3 it remains to prove (30). As we noted in
Section 9.4.7, this follows by the lemma below.
9.4.10. Lemma. Let Ω(F0,π0)∩ O˜2(μ) = ∅. Then Ω(F0,π0) ⊂ O˜2(μ).
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Assume that (F ∪ {αi}, eiπ) ∈ Ω(F0,π0). This means that αi /∈ F , α∨i (s(F )) = 0 and
eiπ = 0. We show that (F ∪ {αi}, eiπ) ∈ O˜2(μ).
By definition of eiπ , there exists a piecewise linear function c(t) with 0  c(t)  1 for all
t ∈ [0,1] such that eiπ(t) = π(t)+ c(t)αi . Then since ρ − s(F )+ π(t) is regular and dominant
for all t ∈ [0,1] and αi is anti-dominant, we obtain that ρ − s(F ∪ {αi})+ eiπ(1) = ρ − s(F )−
αi +π(t)+c(t)αi = ρ−s(F )+π(t)+(c(t)−1)αi is also regular and dominant for all t ∈ [0,1],
as required.
Now suppose that (F \ {αi}, fiπ) ∈ Ω(F0,π0). It follows that αi ∈ F and fiπ = 0. We show
that (F \ {αi}, fiπ) ∈ O˜2(μ).
Set F ′ = F \ {αi}, then F = F ′ ∪ {αi}. By assumption, M(t) := ρ − s(F ) + π(t) = ρ −
s(F ′) − αi + π(t) is regular and dominant for all t ∈ [0,1]. We need to show that M ′(t) :=
ρ − s(F )+αi + (fiπ)(t) = ρ − s(F ′)+ (fiπ)(t) is regular and dominant for all t ∈ [0,1]. Now
for t ∈ [f i−(π),1] one has fiπ(t) = π(t) − αi and so M ′(t) = M(t), hence M ′(t) is regular and
dominant for all t ∈ [f i−(π),1].
Suppose that for some t ∈ [0, f i−(π)], M ′(t) = ρ − s(F ′) + (fiπ)(t) is not regular. This
means that there exists j ∈ I re such that α∨j (M ′(t)) = 0, for some t ∈ [0, f i−(π)[. In this region,
(fiπ)(t) = riπ(t), hence
hj (t) := α∨j
(
M ′(t)
)= hfiπj (t)+ α∨j (ρ − s(F ′))
= α∨j
(
π(t)
)− α∨i (π(t))aji + α∨j (ρ − s(F ′))= 0, (33)
for some t ∈ [0, f i−(π)]. On the other hand, hj (0) = α∨j (ρ − s(F ′)) > 0 and hj (f i−(π)) =
α∨j (M ′(f
i−(π))) = α∨j (M(f i−(π))) > 0, hence the function hj attains a local minimum at some
t0 ∈ ]0, f i−(π)[ and consequently hfiπj attains a local minimum at t0.
Let π = (λ1, λ2, . . . , λs;0, a1, a2, . . . , as = 1) and recall Proposition 6.1.3, choosing p as
defined there. One has ap−1 < f i−(π) ap and
fiπ =
(
riλ1, riλ2, . . . , riλp,λp, . . . , λs;0, a1, . . . , ap−1, f i−(π), ap, . . . , as = 1
)
.
By Lemma 5.3.7, we must have t0 = ak for some k  p − 1 and so either α∨j (λk)  0 and
α∨j (λk+1) > 0, or α∨j (λk) < 0 and α∨j (λk+1)  0, depending on whether the minimum at t0 is
right or left. Then by Lemma 5.3.2, if λk+1
βt← ·· · β1← λk , we obtain β	 = αj for some 	, with
1 	 t . On the other hand, by Proposition 6.1.3, α∨i (λk) = α∨i (λk+1), for all k, with 1 k 
p− 1 and so α∨i (βs) = 0 for all s, with 1 s  t . In particular aij = 0 and so hj (t) = α∨j (M(t))
which is strictly positive by assumption. This contradiction proves that M ′(t) is regular for all
t ∈ [0,1]. 
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