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Abstract
For pendulum-like equations, perturbation-type arguments and topological tools provide the exis-
tence of external forces with many associated periodic solutions.
 2003 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
In this work we deal with boundary value problems of the type{
u′′ + cu′ + g(u)= e(t)= e¯ + e˜(t),
u(T )− u(0)= k, u′(T )− u′(0)= k′. (1)
Here, k, k′, T , c are given real constants with T > 0, g ∈ C(R/2πZ) is a continuous,
2π -periodic function with zero mean (
∫ 2π
0 g(u) du = 0), and e ∈ L1[0, T ] is decomposed
as e = e¯+ e˜, where
e¯ ∈ R, e˜ ∈ L˜1[0, T ] :=
{
e ∈L1[0, T ]: 1
T
T∫
0
e(s) ds = k
′ + ck
T
}
.
Simply integrate both sides of the differential equation in (1) to check that, in case g ≡ 0,
a necessary condition for the linear problem (1) to have a solution, is e = e˜ ∈ L˜1[0, T ],
which is easily shown to be also sufficient. Further, the whole set of solutions can be
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A.J. Ureña / J. Math. Anal. Appl. 302 (2005) 318–341 319obtained by adding all constant functions to any particular solution. This case being com-
pletely understood, we will always assume that g is nontrivial in what follows. On the
other hand, the simple change of variables uˆ(t) := u(T − t), 0 t  T , shows that it is not
restrictive to assume c 0.
Observe also that, in case u is a solution of (1), u + 2π is again a solution. These
solutions are called geometrically equal (they coincide when seen in the circumference
R/2πZ), and our objective in this work is, for given T , k, k′, c, g, to find external forcing
terms e such that (1) has at least, or exactly, a prefixed even number 2n of geometrically
different solutions.
This problem, which contains in particular the periodic problem (k = k′ = 0) for the
dissipative pendulum equation (g(u) =Λ sin(u)), has therefore a long history that may be
found, for instance, in [6]. As a consequence, many aspects of this problem are known even
though also many important and profound questions remain still open.
Most results known for this problem deal with the periodic setting{
u′′ + cu′ + g(u)= e(t)= e¯ + e˜(t),
u(T )− u(0)= 0, u′(T )− u′(0)= 0. (2)
In this framework, it was proved in the pioneering work of Mawhin and Willem [7]
that, if the problem is conservative (c = 0), for any given e = e˜ ∈ L˜1[0, T ] = {h ∈
L1[0, T ]:
∫ T
0 h(s) ds = 0}, problem (2) has, at least, two different solutions. This result,
which turns out to be false for the nonconservative case (just remember the first counterex-
ample, given by Ortega [8], showing that, if c = 0, (2) may not have solutions at all even
for e = e˜ ∈ L˜1[0, T ]), was attained through the use of variational arguments.
More recently, it was proved by Donati [4] that, in the periodic problem for the conser-
vative, forced pendulum equation (g(u) = Λ sin(u)), it is always possible to find forcing
terms e = e˜ ∈ L˜1[0, T ] such that (2) has, at least, four geometrically different solutions.
This result was extended by Ortega [9], who established that, in the same framework, it is
possible to change 4 by any number.
In this work we first show how Ortega’s theorem keeps valid under the presence of a
friction and for a bigger class of oscillating functions g, namely, those which are restriction
to the real line of an entire function.
Theorem 1.1. Assume there exists an entire function gˆ :C → C whose restriction to the
real line is g. Then, for any n ∈ N, the set
Sn :=
{
e ∈ L1[0, T ] such that problem (1)
has at least n geometrically different solutions}
has nonempty interior in L1[0, T ]. Indeed,
(1) ˚Sn ∩ L˜1([0, T ]) = ∅ if c = 0,
(2) ˚Sn ∩ {e = e˜ + e¯ ∈ L1([0, T ]): − < e¯ < 0} = ∅ = Sn ∩ {e = e¯ + e˜ ∈ L1([0, T ]): 0 <
e¯ < } for every  > 0 if c = 0.
As a consequence, in the framework of Theorem 1.1, there are analytic functions e ∈
Cω([0, T ]) such that problem (1) has at least n solutions. On the other hand, in view of
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of g, c? We do not answer to this question, which seems likely to be true.
Subsequently, we turn ourselves to the study of conservative, pendulum-type systems{
u′′ + g(u) = e(t)= e¯ + e˜(t),
u(T )− u(0)= k, u′(T )− u′(0)= k′. (3)
This time we may use our better knowledge of the problem to explore exact multiplicity
results. To get a feeling of what we should expect, observe that, in case g is 2π
p
-periodic
for some p ∈ N, the number of geometrically different solutions of (3) (or (1)), if finite,
is always a multiple of p. Consequently, we impose a new assumption on g implying, in
particular, that its minimal period is 2π .
(H) g ∈ C2(R/2πZ) has a primitive G which attains its maximum only once in [0,2π[.
Then, if the time period T is big enough, we may prove the existence of forcing terms
e = e˜ ∈ L˜1[0,1] such that problem (3) has exactly a prefixed even number 2n of solutions.
Theorem 1.2. Assume (H). Then, for each given n ∈ N there exists T0 = T0(n) > 0 such
that, for any T > T0(n), there exists an open set On,T ⊂ L1([0, T ]) with On,T ∩ L˜1[0, T ]
= ∅, and with the property that for any e ∈On,T , problem (3) has exactly 2n geometrically
different solutions.
In particular cases, say, in the case of the pendulum equation, we are able to estimate
the quantity T0(n). We obtain
Theorem 1.3. Assume g(x) =Λ sin(x), Λ = 0, and let n ∈ N be given. If
T  12 log
(√
3 + 1√
2
)
n√|Λ|
then, there exists an open set On,T ⊂ L1([0, T ]) with On,T ∩ L˜1[0, T ] = ∅, such that for
any e ∈On,T , problem (3) has exactly 2n geometrically different solutions.
Next result will follow from Theorem 1.2 above.
Corollary 1.4. Assume (H). Then, for each given n ∈ N, there exists a discrete and closed
set Fn ⊂ R+, such that, for any T ∈ R+ \ Fn, there exists an open set On,T ⊂ L1([0, T ])
with On,T ∩ L˜1[0, T ] = ∅, and with the property that, for any e ∈On,T , problem (3) has
exactly 2n geometrically different solutions. In particular, there exists a countable subset
F of R+ such that, for any T ∈ R+ \F and for any n ∈ N, there exists an open set On,T ⊂
L1([0, T ]) with On,T ∩ L˜1[0, T ] = ∅, with the property that, for any e ∈On,T , problem (3)
has exactly 2n geometrically different solutions.
Some remarks on the notation. Through this paper, a function of several variables, S =
S(x1, x2, . . . , xp), defined on an open subset of the Cartesian product of the Banach spaces
X1,X2, . . . ,Xp, will be called C1 (or continuously differentiable) with respect to xi if it
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of S. We write T := R/TZ (so that L1(T)≡ L1([0, T ]), C(T) ≡ {f ∈ C([0, T ]): f (T )−
f (0) = 0}, C1(T) ≡ {f ∈ C1([0, T ]): f (T ) − f (0) = 0 = f ′(T ) − f ′(0)}, W1,1(T) ≡
{f ∈ W1,1([0, T ]): f (0) = f (T )}, etc.). Given s ∈ R we call τs the associated translation
operator (defined by τsf (x) := f (s + x)). A (real) trigonometric polynomial of degree
r ∈ N on T is a function P :T → R of the form
P(t) = p0 +
r∑
j=1
[
pj cos
(
j
2π
T
t
)
+ qj sin
(
j
2π
T
t
)]
for some real coefficients pj , qj with p2r + q2r = 0, or, in complex notation,
P(t) =
r∑
j=−r
ωj e
ij 2π
T
t
for some complex coefficients ωj with ω−j = ω¯j and ωr = 0.
2. The abstract framework: a bifurcation result
The implicit function theorem may be used to obtain the existence of nontrivial branches
of solutions bifurcating from a trivial one. There are many results of this type in the lit-
erature, see, for instance, [2,3]. This section is devoted to recall some general bifurcation
arguments, which we will need later.
Let X, Y be real Banach spaces, let U ⊂X, V ⊂ Y be open and y0 ∈ V ; let I ⊂ R be an
open interval with 0 ∈ I ; finally, let H : I × U × V → X, (λ, x, y) 
→H(λ, x, y) be a C1
mapping. We think of λ,x, y as being the bifurcation parameter, the variable, and an extra
perturbation parameter, respectively.
We are interested in the solutions of the equation
H(λ, x, y)= 0, λ ∈ I, x ∈ U, y ∈ V, (4)
for λ = 0.
We assume that for (λ, y) = (0, y0) there exists a trivial branch of solutions given by
the C1 curve γ :R →U ⊂X,
H(0, γ (s), y0)= 0 ∀s ∈ R.
The curve γ is further assumed to have the following property. There exists some closed,
linear hyperplane X˜ ⊂X such that
γ ′(s) /∈ X˜ ∀s ∈ R (5)
(in particular, γ should be injective and γ ′(s) = 0 ∀s ∈ R). Deriving the equality above
with respect to s, we obtain
∂xH
(
0, γ (s), y0
)
γ ′(s)= 0 ∀s ∈ R, (6)
and consequently,
0 = γ ′(s) ∈ ker∂xH
(
0, γ (s), y0
) ∀s ∈ R.
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(a) ∂xH(0, γ (s), y0) :X → X is a Fredholm operator of zero index for every s ∈ R,
(b) dim ker∂xH(0, γ (s), y0)= 1 (that is, ker∂xH(0, γ (s), y0)= 〈γ ′(s)〉) ∀s ∈ R.
Hypothesis (a), (b) together with the equality[
im ∂xH
(
0, γ (s), y0
)]⊥ = ker∂xH(0, γ (s), y0)∗ ∀s ∈ R (7)
(the star denoting adjoint operator), imply that dim ker∂xH(0, γ (s), y0)∗ = 1, which al-
lows us to use the implicit function theorem to obtain the existence of a continuous curve1
σ : R →X∗ such that∥∥σ(s)∥∥∗ = 1, 〈σ(s)〉= [im ∂xH(0, γ (s), y0)]⊥ ∀s ∈ R. (8)
Using a partition of the unity argument, it is not difficult to show now the existence of a
C∞ curve m :R → X such that 〈m(s), σ (s)〉 = 0, or, what is the same,
m(s) /∈ im ∂xH
(
0, γ (s), y0
) ∀s ∈ R.
Let us fix instants −∞< a < b <+∞ and denote J := ]a, b[. For any s ∈ R, the space X
splits as X = 〈m(s)〉⊕ im ∂xH(0, γ (s), y0) and also as X = 〈γ ′(s)〉⊕X. We use this latter
splitting together with the inverse function theorem to uniquely write each element x ∈ X
in a small (‘tubular’) open neighborhood of γ (J ) as x = γ (s)+ x˜ , where s ∈J and x˜ ∈ X˜
is near 0, and we call Πs :X → 〈m(s)〉 ≡ R the linear projection associated with the first
one. Observe that
Πs(x)= 〈x,σ (s)〉〈m(s), σ (s)〉m(s) ∀s ∈ R, ∀x ∈X.
With this notation, Eq. (4) can be rewritten as the system
(IX −Πs)H
(
λ,γ (s)+ x˜, y)= 0, (9)
ΠsH
(
λ,γ (s)+ x˜, y)= 0. (10)
This is the so-called Lyapunov–Schmidt system for (4). Usually, (9) is referred to as the
auxiliary equation and (10) as the bifurcation equation of the system.
Our task will be to study the bifurcation branches, alongside with λ, of solutions of
Eq. (4) emanating from the curve γ |J :J → X. Using the implicit function theorem we
may solve Eq. (9) near {0} × γ (J )× {y0}, obtaining
Lemma 2.1. There exist open sets U ⊂X with γ (J )⊂ U ⊂U ∩ (γ (J )+ X˜), I ⊂ R with
0 ∈ I ⊂ I , V ⊂ Y with y0 ∈ V ⊂ V , and a continuous mapping Ψ :I × J × V → X˜ such
that {
x˜ ∈ X˜: γ (s)+ x˜ ∈ U, (IX −Πs)H
(
λ,γ (s)+ x˜, y)= 0}= {Ψ (λ, s, y)},
1 Observe that, due to hypothesis (b)—after, possibly, a reparametrization—γ will be of class Cp+1(R),
p  1, provided U → X, x 
→H(0, x, y0) has class Cp+1. In this case, σ will be of class Cp(R).
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We start by exploring the structure of the solution set of this equation for y = y0. We
define
ξ :I × J ⊂ R2 → R, (λ, s) 
→ 〈H(λ,γ (s)+Ψ (λ, s, y0), y0), σ (s)〉.
Of course, ξ is a C1 mapping with respect to λ and verifies ξ(0, s)= 0 ∀s ∈J . Further,
∂λξ(0, s)=
〈
∂λH
(
0, γ (s), y0
)+ ∂xH(0, γ (s), y0)∂λΨ (0, s, y0), σ (s)〉
= 〈∂λH(0, γ (s), y0), σ (s)〉 ∀s ∈ J .
Therefore, the mapping ϑ :I ×J → R defined by the rule
(λ, s) 
→
{
1
λ
ξ(λ, s) = 1
λ
〈H(λ, γ (s)+Ψ (λ, s, y0), y0), σ (s)〉 if λ = 0,
〈∂λH(0, γ (s), y0), σ (s)〉 if λ = 0,
is continuous. We recall that Eq. (4) with y = y0, λ ∈ I \{0}, x ∈ U , reduces to ϑ(λ, s) = 0,
s ∈ J .
Thus, we are lead to consider the real-valued, continuous curve
Γ :R → R, s 
→ 〈∂λH(0, γ (s), y0), σ (s)〉. (11)
A remarkable fact this formula is that no explicit mention to Ψ appears in the right-hand
side, even though it was built using this function. In particular, the curve Γ :J → R does
not depend on the particular choices of X˜,m.
It does not seem strange now that, under suitable nondegeneracy hypothesis, zeroes of
Γ could be bifurcated to zeroes of ξ(λ, ·) and, consequently, to zeroes of H(λ, ·, y0) for
|λ| small. This is shown below.
Lemma 2.2. Let U∗ be any open subset of U with U∗ ⊃ γ (J ), and let a < c0 < c1 < · · ·<
cp < b verify
(−1)iΓ (ci) > 0, i = 0, . . . , p. (12)
Then, there exists some ∗ > 0 with I∗ := ]0, ∗[ ⊂ I such that H(λ, γ (ci)+Ψ (λ, ci, y0),
y0) ∈ (−1)iR+m(ci) ∀λ ∈ I∗, i = 0, . . . , p. In particular, for any λ ∈ I∗, Eq. (4) with
y = y0 has, at least, p different solutions x ∈ U for all λ ∈ I∗. Furthermore, for any λ˜ ∈
I∗, there exist an open interval I˜ ⊂ I∗ with λ˜ ∈ I˜ and an open set V˜ ⊂ V with y0 ∈ V˜
such that H(λ, γ (ci)+Ψ (λ, ci , y), y) ∈ (−1)iR+m(ci) ∀λ ∈ I∗, ∀y ∈ V˜ , i = 0, . . . , p. In
particular, Eq. (4) has at least p different solutions x ∈ U∗ for all λ ∈ I˜ , y ∈ V˜ .
Of course, all this is a simple consequence of the continuity of ϑ ; if it is positive some-
where, it remains positive in a neighborhood, and, whenever ϑ(λ, ·) has different sign at
two instants ci, ci+1, it vanishes somewhere between them.
To proceed, we will need some extra regularity on H. Namely, let us assume that both
mappings
I ×U → X, (λ, x) 
→ ∂λH(λ, x, y0)
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I ×U → L(X), (λ, x) 
→ ∂xH(λ, x, y0)
are C1 with respect to x . If this is the case, σ is a C1 curve and ϑ is itself continuously
differentiable with respect to t . In particular, Γ :R → R is C1.
Let us call Ua,b the open subset of U delimited by the (affine) hyperplanes γ (a) + X˜
and γ (b)+ X˜. We further assume
(c) ∂yH : I ×Ua,b × V →L(Y,X) and ∂λH : I ×Ua,b × V →X are bounded,
(d) for any sequence {xn}n ⊂Ua,b such that {H(0, xn, y0)} → 0, {dist(xn, γ (R))} → 0.
The purpose of these two hypothesis is to guarantee that given any open subset O of X
containing γ ([a, b]) there exist open sets I∗ ⊂ I and V∗ containing 0 and y0, respectively,
such that Eq. (4) has no solutions x ∈ Ua,b \O for any (λ, y) ∈ I∗ ×V∗. In this way, under
hypothesis ensuring the nondegeneracy of the zeroes of Γ , the implicit function theorem
may be used to obtain precise results on the number of solutions of (4) for x ∈ Ua,b.
Lemma 2.3. Assume a < c0 < c1 < · · ·< cp < b verify
Γ (ci)= 0, Γ ′(ci) = 0, i = 0, . . . , p,
Γ (t) = 0 ∀t ∈ [a, b] \ {c0, c1, . . . , cp}.
Then, there exist ∗ > 0 with ]−∗, ∗[ := I∗ ⊂ I , and continuous curves γ1, . . . , γp :I∗ →
Ua,b ⊂X which are, further, C1 on I∗ \ {0}, such that γi(0)= γ (ci), 1 i  p, and
{
(λ, x) ∈ I∗ ×Ua,b: λ = 0, H(λ, x, y0)= 0
}= p⋃
i=1
{(
λ,γi(λ)
)
: λ ∈ I∗, λ = 0
}
.
Moreover, given any λ˜ ∈ I∗, λ˜ = 0, there exist an open interval I˜ ⊂ I containing λ˜, an
open subset V˜ ⊂ Y with y0 ∈ V˜ ⊂ V , and C1 mappings s˜1, . . . , s˜p : I˜ × V˜ → U ⊂ X such
that
s˜i (λ, y0) = γi(λ) ∀λ ∈ I˜,{(
λ,x, y
) ∈ I˜ ×Ua,b × V˜ : H(λ, x, y)= 0}= p⋃
i=1
{(
λ, s˜i (λ, y), y
)
: (λ, y) ∈ I˜ × V˜}.
3. A functional framework for the periodic pendulum
The goal of this section is to establish the needed functional setting in order to reformu-
late problem (1) as a fixed point one for a regular mapping on a Banach space and apply
the results in the last section.
Denoting by ϕ the only solution to the linear problem{
ϕ′′ + cϕ′ = e˜(t),
′ ′ ′ϕ(0)= 0, ϕ(T )= k, ϕ (T )− ϕ (0)= k ,
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lem {
v′′ + cv′ + g(v + ϕ(t))= e¯,
v(T )− v(0) = 0, v′(T )− v′(0)= 0. (13)
It will be more convenient to work directly on this problem rather than with the original
one. Namely, for any and given ϕ ∈L1(T) and e¯ ∈ R we may consider the problem
v′′ + cv′ + g(v + ϕ(t))= e¯, v ∈ W2,1(T). (14)
We define the linear differential operator
L0 :W2,1(T)→ L1(T), L0(v) := v′′ ∀v ∈ W2,1(T),
and the Nemytskii operator associated with g,
Ng :L1(T) →L1(T),[Ng(v)](x) := g(v(x)) ∀x ∈ T, ∀v ∈L1(T),
so that (14) is equivalent to the functional equation
L0(v)+ cv′ +Ng(v + ϕ)= e¯, v ∈ W2,1(T). (15)
The operatorL0 is not injective, but (15) is not changed if the same quantity v is subtracted
and added, to get the equality[L0(v)− v]+ [Ng(v + ϕ)+ v + cv′]= e¯, v ∈W2,1(T), (16)
whose first term is invertible. We denote by K the inverse operator of v 
→ L0(v) − v,
which is a compact operator when seen from L1(T) to W1,1(T). We also observe that K is
‘self-adjoint’ in the sense that
T∫
0
[K(f )](x)g(x) dx =
T∫
0
f (x)
[K(g)](x) dx ∀f,g ∈ L1(T). (17)
In this way, Eq. (16) can be rewritten as a fixed point problem
v = −K[Ng(v + ϕ)+ v + cv′ − e¯]= −K[Ng(v + ϕ)+ v + cv′]− e¯,
v ∈ W1,1(T). (18)
We fix ψ0 in W1,1(T) (which will be determined later) and define
H : R ×W1,1(T)×
[
R ×L1(T)
]→ W1,1(T),
(λ, v, e¯, ϕ) 
→ v +K[Ng(v + λψ0 + ϕ)+ v + cv′]+ e¯. (19)
It is easily checked that H is C1 and the continuous, linear operator ∂vH(λ, v, e¯, ϕ) :
W1,1(T) → W1,1(T) has the form identity minus compact for any (λ, v, e¯, ϕ), so that (a)
is automatically satisfied. Furthermore, the partial derivatives ∂λH, ∂e¯H :R × W1,1(T) ×
[R × L1(T)] → W1,1(T), and ∂ϕH :R × W1,1(T) × [R × L1(T)] → L(L1(T),W1,1(T))
are clearly bounded, as required in (c). Finally, it is easily checked that, in case g ∈C2(R),
both mappings
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→ ∂λH(λ, v, e¯, ϕ),
R ×W1,1(T) →L
(
W1,1(T)
)
, (λ, v) 
→ ∂vH(λ, v, e¯, ϕ),
are continuously differentiable with respect to v for any (e¯, ϕ) ∈ R ×L1(T).
In order to position ourselves in the abstract framework studied in previous section we
still have to find e¯ ∈ R and ϕ ∈ L1(T) such that (18) has a whole nontrivial curve of solu-
tions. Alternatively, we may try to find e = e¯ + e˜ ∈ L1(T), k, k′ ∈ R such that problem (1)
has a curve of solutions.
The following proposition has interest by its own.
Proposition 3.1. There exists a unique constant external force e¯ = e¯c,T ∈ R such that{
u′′ + cu′ + g(u)= e¯,
u(0)= 0, u(t + T ) = 2π + u(t) ∀t ∈ R, (20)
has solution. This solution is unique (we will call it uc,T ) and verifies
u′c,T (t) > 0 ∀t ∈ R,
uc,T
(
T
2π
t
)
−→
T→0 t uniformly w.r.t. t ∈ R for c > 0 fixed. (21)
Finally,
e¯0,T = 0 ∀T > 0, e¯c,T > 2π
T
c ∀c,T > 0,
e¯c,T − 2π
T
c−→
T→0 0 for c > 0 fixed. (22)
Proof. Observe that condition u(0)= 0, which appears in (20), is nothing but a normaliza-
tion condition. By this, we mean that, since our equation is autonomous and every solution
to {
u′′ + cu′ + g(u)= e¯,
u(t + T )= 2π + u(t) ∀t ∈ R, (23)
verifies limt→+∞ u(t) = +∞; limt→−∞ u(t) = −∞, solutions to (23) are, up to transla-
tions in the time variable t , solutions to (20). Therefore, in order to find e¯ ∈ R such that
(20) has at least one solution, it suffices to show the existence of e¯ ∈ R such that (23) has
some solution. At this point we introduce the change of variables v(t) := u(t)− 2π
T
t , which
transforms (23) into{
v′′ + cv′ + g( 2π
T
t + v)= e¯ − 2πc
T
,
v(t + T )= v(t) ∀t ∈ R, (24)
and the existence of the constant e¯ we were looking for, follows now from Schauder’s fixed
point theorem. Thus, we may fix such an e¯c,T ∈ R and a corresponding solution uc,T to
(20) for e¯ = e¯c,T , vc,T (t) := uc,T (t)− 2πT t . Now, for e¯ = e¯c,T , t 
→ uc,T (t + s) is a solution
of (23) for every s ∈ R and, consequently, t 
→ uc,T (t + s)− 2πT t = vc,T (t + s)+ 2πT s is a
solution to (24) for every s ∈ R.
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γ :R →W1,1(T), s 
→ τsvc,T + 2π
T
s, (25)
of solutions for some value e¯c,T of e¯ are usually called degenerate, and have been ex-
tensively studied in the literature. In particular, it is known (see [10] and references
therein), that system (24) cannot have solutions for e¯ = e¯c,T and not other solutions than
{γ (s): s ∈ R} for e¯ = e¯c,T . We shortly recall the argument for completeness. Let us take
e¯ ∈ R such that (24) has a solution u. We consider the quantities
α := min{s ∈ R: ∃t ∈ R with u(t)= [γ (s)](t)}, (26)
β := max{s ∈ R: ∃t ∈ R with u(t) = [γ (s)](t)}. (27)
Then, there exist tα, tβ ∈ R such that[
γ (α)
]
(tα)= u(tα),
[
γ (α)
]′
(tα)= u′(tα),
[
γ (α)
]
(t) u(t) ∀t ∈ R,[
γ (β)
]
(tβ) = u(tβ),
[
γ (β)
]′
(tβ)= u′(tβ),
[
γ (β)
]
(t) u(t) ∀t ∈ R,
and we obtain
e¯c,T − 2π
T
c = [γ (α)]′′(tα)+ c[γ (α)]′(tα)+ g
([
γ (α)
]
(tα)+ 2π
T
tα
)
 u′′(tα)+ cu′(tα)+ g
(
u(tα)+ 2π
T
tα
)
= e¯ − 2π
T
c
so that
e¯c,T  e¯
and similarly, comparing u and γ (β) in a neighborhood of tβ , we get
e¯c,T  e¯
obtaining the equality e¯ = e¯c,T . Now,[
γ (α)
]
(tα)= u(tα),
[
γ (α)
]′
(tα)= u′(tα)
so that γ (α) = u. Similarly, γ (β)= u.
A similar reasoning shows indeed that the curves γ (a) and γ (b) do not intersect as
soon as a = b. Otherwise, there would exist a, b ∈ R with a < b and tˆ ∈ R such that
[γ (a)](tˆ ) = [γ (b)](tˆ ). We may define u := γ (b), and α as in (27), and the argument above
shows that γ (b) = u = γ (α), which is a contradiction since α  a < b and consequently,
γ (α) and γ (b) have different mean. And we conclude that
a < b → [γ (a)](t) < [γ (b)](t) ∀t ∈ T.
It means also that no different solutions to system (20) (e¯ = e¯c,T ) intersect. On the other
hand, as uc,T (t +T )= uc,T (t)+2π , there exists some point t0 ∈ R such that u′c,T (t0) > 0.
Let us assume that the same inequality did not hold always and let t1 be the minimum of
those t > t1 such that u′c,T (t) = 0. Being uc,T a solution of the autonomous equation (20)
(e¯ = e¯c,T ), which is not an equilibrium, u′′ (t1) = 0, and we deduce u′′ (t1) < 0.c,T c,T
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→ uc,T (t + s) are different solutions to (20)—
they are different at t0—but intersecting near t1, which is a contradiction.
Being g bounded, it follows from (24) that, for fixed c > 0,∥∥∥∥∥vc,T (·)− 1T
T∫
0
vc,T (s) ds
∥∥∥∥∥
L∞[0,T ]
→ 0 as T → 0,
so that, as stated, uc
(
T
2π t
)→ t uniformly with respect to t ∈ R as T → 0. Finally, to prove
(22), just multiply Eq. (24) by 2π
T
+ v′ and integrate on [0, T ], to get
c
2π
T∫
0
v′c,T (s)2 ds = e¯c,T −
2πc
T
so that e¯0,T = 0, e¯c,T > 2πT c ∀c, T > 0. Furthermore,
e¯c,T − 2π
T
c = 1
T
T∫
0
g
(
2π
T
s + vc,T (s)
)
ds
= 1
2π
2π∫
0
g
(
s + vc,T
(
T
2π
s
))
ds −→
T→0
1
2π
2π∫
0
g(s) ds = 0. 
Remark 3.2. Assume now c ∈ R is fixed. The mapping
Ψ :
{
g ∈ C1(R/2πZ) \ {0}:
T∫
0
g(s) ds = 0
}
→
{
v ∈ C3(T): v(0) = 0, 2π
T
+ v′(t) > 0 ∀t ∈ R
}
mapping g into the only solution v to (24) with e¯ = e¯c,T − 2πT c verifying v(0) = 0 is
continuous. Furthermore, it is clearly bijective, its inverse being given by the rule
v 
→ −(v′′ + cv′) ◦ [2π
T
ι+ v
]−1
+ 1
T
T∫
0
(
v′′ + cv′) ◦ [2π
T
ι+ v
]−1
(x) dx
(ι(t) := t ∀t ∈ R), which is also continuous. Then, both laws are homeomorphisms and it
is easily checked that they conserve regularity
Ψ (g) ∈Cn+2(T) ⇔ g ∈ Cn(R/2πZ) ∀n 1.
In particular, for any trigonometric polynomial
P(t) = p0 +
r∑
j=1
[
pj cos
(
j
2π
T
t
)
+ qj sin
(
j
2π
T
t
)]
with P ′(t) >−2π
T
∀t ∈ T,
there exists g ∈C∞(R/2πZ) whose associated curve Ψ (g) is exactly P .
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external force
Thus, we have found that the equation
H(λ, v, e¯, ϕ)= 0, v ∈ W1,1(T),
with H given in (19), has a nontrivial curve γ (given in (25)), of solutions for λ = 0,
e¯ = e¯c,T − 2π
T
c, ϕ = ϕ0(t) := 2π
T
t − Ent
(
2π
T
t
)
.
To set ourselves under the framework of Section 2, we still have to check
(b) dim[ker∂xH(0, γ (s), e¯c,T − 2πT c,ϕ0)] = 1 (that is, 〈γ ′(s)〉 = ker(∂xH(0, γ (s), e¯c,T ,
ϕ0)) for every s ∈ R.
This is to say that the only solutions of the linear problem{
w′′ + cw′ + g′(uc,T (t + s))w = 0,
w(t + T )=w(t) ∀t ∈ R, (28)
should be the scalar multiples of τsu′c,T , for every s ∈ R. Equivalently, the only T -periodic
solutions of Hill’s equation
w′′ + cw′ + g′(uc,T (t))w = 0 (29)
should be the scalar multiples of u′c,T . To see this we apply the reduction of order method;
we already know that u′c,T is a solution to (29) and we conclude that
wc,T (t) := u′c,T (t)
t∫
0
e−cr dr
u′c,T (r)2
is another. Of course, this latter is not T -periodic,
wc,T (0)= 0, wc,T (T ) > 0.
We next establish (d) for any a < b ∈ R. With this aim, take any sequence {vn} ⊂
W1,1(T) such that
{
H
(
0, vn, e¯c,T − 2π
T
c,ϕ0
)}
n
→ 0,
{
1
T
T∫
0
vn(t) dt
}
n
bounded.
For any n ∈ N, write vn := v¯n + v˜n, v¯n := 1T
∫ T
0 vn(t) dt , v˜n ∈ X˜. By hypothesis, {v¯n}
is bounded, so that it has some convergent subsequence. Let us check that the same thing
happens also for {v˜n}. We call, for each n ∈ N, θn :=H
(
0, vn, e¯− 2πT c,ϕ0
)
, so that
v˜n +K[v˜n + cv˜′n] = −K
[Ng(v¯n + v˜n + cv˜′n + ϕ0)]− e¯c,T + 2πT c+ θn
∀n ∈ N. (30)
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sequence {vσ(n)} of {vn} such that {K[Ng(v¯σ (n) + v˜σ (n) + cv˜′σ(n) + ϕ0)]}n is convergent in
W1,1(T). As the operator v 
→ v +K[v + cv′] is a linear homeomorphism when seen from
X˜ to its image (endowed with the W1,1(T) topology), we deduce from (30) that {v˜σ (n)} it-
self converges in X˜. Thus, there exists a convergent subsequence of {vn} and the limit must
be a zero of H(0, ·, e¯ − 2π
T
c,ϕ0
)
. However, the set of zeroes of this mapping, as shown in
Proposition 3.1, reduces to γ (R), implying (d). We finally note that hypothesis (c) holds
as soon as g ∈C2(R).
To proceed further with the scheme of Section 2, let us pick a nonzero T -periodic solu-
tion νc,T of the adjoint equation of (29),
ω′′ − cω′ + g′(uc,T (t))ω = 0. (31)
In the conservative case, problem (28) is selfadjoint and ν0,T can be taken as u′0,T .
Consequently, ν0,T does not change sign on T. Let us see that the same thing happens for
νc,T when c ∈ R is arbitrary.
Lemma 4.1. For any c ∈ R, consider the Hill’s equation
y ′′ + cy ′ + α(t)y = 0, (Ec)
where α :R → R is a given locally integrable, T -periodic function. Then, (Ec) has a T -
periodic, positive solution if and only if (E−c) has a T -periodic, positive solution.
Proof. The solutions of (Ec) are related with those of (E−c) by the rule
y(t) is a solution of (Ec) ⇔ z(t) = ecty(t) is a solution of (E−c). (32)
Using a Sturm–Liouville argument we know that, in case (Ec) has a never vanishing
solution, the equation is disconjugate, meaning that any other nonzero solution of (Ec)
vanishes, at most, at one single point in R. Thanks to (32) we know that also (E−c) is
disconjugate, and therefore, its periodic solution cannot vanish. 
Observe that, for any s ∈ R, τsνc,T is a solution to the adjoint problem of (28),{
ω′′ − cω′ + g′(uc,T (t + s))ω = 0,
ω(t + T )= ω(t) ∀t ∈ R. (33)
Thus, given h ∈ L1(T), the nonhomogeneous, linear problem{
w′′ + cw′ + g′(uc,T (t + s))w = h(t),
w(t + T )=w(t) ∀t ∈ R,
has solution if and only if
∫ T
0 h(t)νc,T (s + t) dt = 0. Using (17) we deduce
im ∂xH
(
0, γ (s), e¯c,T − 2π
T
c,ϕ0
)
=
{
v ∈W1,1(T):
T∫
v(t)
[L0(τsνc,T )− τsνc,T ](t) ds = 0
}0
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im ∂xH
(
0, γ (s), e¯c,T − 2π
T
c,ϕ0
)]⊥
= 〈L0(τsνc,T )− τsνc,T 〉
= 〈τs(L0(νc,T )− νc,T )〉 ∀s ∈ R,
equality where the identifications L2(T) ≡ L2(T)∗ ⊂W1,1(T)∗ have been utilized. In this
way, we obtain a explicit form for the curve σ in (8),
σ :R →L2(T) ⊂W1,1(T)∗, s 
→ τs
[L0(νc,T )− νc,T ].
Finally, we are lead to consider the real valued, continuous curve Γ :R → R given by
s 
→
〈
∂λH
(
0, γ (s), e¯c,T − 2π
T
c,ϕ0
)
, σ (s)
〉
= −
T∫
0
(K[Ng′(γ (s)+ ϕ0)ψ0])(L0(τsνc,T )− τsνc,T )dt
= −
T∫
0
g′
(
uc,T (t + s)
)
νc,T (t + s)ψ0(t) dt
=
T∫
0
(
ν′′c,T (t + s)− cν′c,T (t + s)
)
ψ0(t) dt, (34)
that is, the convolution of ν′′c,T − cν′c,T and ψ0. In the conservative case, ν0,T = u′0,T and
Γ is the convolution of u′′′0,T and ψ0.
The following result is now an straightforward consequence of Lemma 2.2.
Proposition 4.2. Let
An := 2
T
T∫
0
νc,T (t) cos
(
n
2π
T
t
)
dt, Bn := 2
T
T∫
0
νc,T (t) sin
(
n
2π
T
t
)
dt
be the sequences of Fourier coefficients of νc,T . We assume that, for some n0 ∈ N,
A2n0 +B2n0 = 0.
Then, given any  > 0, it is possible to find ϕ ∈ C∞(T) and v0, . . . , v2n0 ∈ C2(T),
0, . . . , 2n0 ∈ R+ such that
v2n0(t) = v0(t)+ 2π ∀t ∈ T, 0 = 2n0 , (35)
v′′q (t)+ cv′q(t)+ g
(
vq(t)+ ϕ(t)
)= e¯c,T − 2π
T
c + (−1)qq
∀t ∈ T, ∀q = 0, . . . ,2n0, (36)
vq−1(t) < vq(t) ∀t ∈ T, ∀q = 1, . . . ,2n0. (37)
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νc,T (t) =
∞∑
n=1
[
An cos
(
2π
T
nt
)
+Bn sin
(
2π
T
nt
)]
+A0.
Being νc,T ∈ C2(T), we are allowed to derivate twice in the infinite sum above to get
ν′′c,T (t)+ cν′c,T (t) =
∞∑
n=1
[[
−n2
(
2π
T
)2
An + cn2π
T
Bn
]
cos
(
2π
T
nt
)
+
[
−cn2π
T
An − n2
(
2π
T
)2
Bn
]
sin
(
2π
T
nt
)]
.
Observe now that, if for some n ∈ N,
−n2
(
2π
T
)2
An + cn2π
T
Bn = 0,
−cn2π
T
An − n2
(
2π
T
)2
Bn = 0,
then, An = 0 = Bn, since the determinant of the linear system is strictly positive. We con-
clude that
Cn0 :=
[
cn0
2π
T
Bn0 − n20
(
2π
T
)2
An0
]2
+
[
−cn0 2π
T
An0 − n20
(
2π
T
)2
Bn0
]2
> 0.
At this point, we choose ψ0(t) = 2T cos
( 2π
T
n0t
)
in (34). We obtain
Γ (s) = A˜n0 cos
(
n0
2π
T
s
)
+ B˜n0 sin
(
n0
2π
T
s
)
for some A˜n0, B˜n0 ∈ R with
√
A˜2n0 + B˜2n0 =
√
Cn0 > 0. This function has exactly 2n0 ze-
roes in [0, T [ and, on each one, its derivative does not vanish. The theorem follows from
Lemma 2.2 
From such a scheme of ordered lower-upper-lower-upper. . . solutions, it follows im-
mediately the existence of at least n0 (geometrically) different solutions for the equation{
v′′ + cv′ + g(v + ϕ(t)) = e¯c,T − 2πT c
}
—one between each pair of consecutive ordered
lower and upper solutions. The three solutions theorem (see [1]) in fact implies the exis-
tence of at least 2n0 different solutions for this same equation. These solutions turn to
come from mappings with nonzero degree so that all this keeps its validity under small
perturbations. We state the precise result below
Proposition 4.3. Let f0 : [0, T ] × R, (t, x) 
→ f0(t, x) be continuous. Assume v0, v1, v2,
v3 ∈ C2(T) verify
(1) v0(t) < v1(t) < v2(t) < v3(t) ∀t ∈ R,
(2) (−1)i[v′′(t)+ cv′(t)+ f0(t, vi(t))] > 0 ∀t ∈ T, i = 0, . . . ,3.i i
A.J. Ureña / J. Math. Anal. Appl. 302 (2005) 318–341 333Then, there exists  > 0 such that, for any Carathéodory function f : [0, T ] ×R → R with
T∫
0
sup
x∈R
({∣∣f0(t, x)− f (t, x)∣∣})dt < , (38)
the perturbed problem{
w′′ + cw′ + f (t,w)= 0,
w ∈W2,1(T), (39)
has at least three solutions w1,w2,w3 verifying
(1) v0(t) < w1(t) < v1(t), v2(t) < w3(t) < v3(t) ∀t ∈ T,
(2) v1(tˆ ) < w2(tˆ ) < v2(tˆ ) for some tˆ ∈ T.
Along next results, it will be necessary to take into account, not only the time period T ,
which was, so far, fixed, but also all its divisors. Let us call, for any m ∈ N, An,m and Bn,m
the respective quantities An and Bn corresponding to the time period Tm .
Corollary 4.4. Assume that, for some n,m ∈ N, A2n,m + B2n,m = 0. Then, there exists an
open set O ⊂ L1(T) with O∩
{
e = e˜+ e¯ ∈ L1(T): e¯ = e¯c,T /m − 2πT mc
} = ∅ such that, for
any e ∈O, problem (1) has at least n geometrically different solutions.
Proof. From Proposition 4.2 we know the existence of ϕ ∈ C∞(R/ T
m
Z
)
and a scheme
of lower and upper solutions as given there on the interval
[
0, T
m
]
. These give rise to a
corresponding scheme of ordered lower and upper solutions associated to ϕ ∈ C∞(T) on
the interval [0, T ]. The result follows now from Proposition 4.3. 
Corollary 4.5. Let n ∈ N be given, and assume that, for infinitely many m ∈ N, νc,T/m is
not a trigonometric polynomial of degree strictly lower than n. Then, for any  > 0, there
exists an open set O =On, ⊂ L1(T) such that
O ∩ L˜1(T) = ∅ if c = 0,
O ∩ {e = e¯ + e˜ ∈ L1(T): − < e¯ < 0} = ∅ =O
∩ {e = e¯ + e˜ ∈ L1(T): 0 < e¯ < } if c = 0,
and for any e ∈O, problem (1) has at least 2n geometrically different solutions.
Proof. The case c = 0 follows directly from Corollary 4.4. Concerning the case c > 0,
observe that it suffices to prove O ∩ {e = e¯ + e˜ ∈ L1(T): 0 < e¯ < } = ∅ ∀ > 0, since
the remaining statements follow from the change of variables uˆ = −u, gˆ(x) := −g(−x).
In this way, this becomes a consequence of Corollary 4.4 and the fact that, as seen in
Proposition 3.1,
{
e¯c,T /m − 2πT mc
}
m
is a sequence of positive numbers converging to 0 as
m→ +∞. 
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such that νc,T/m is a trigonometric polynomial of degree not bigger that n0 for all mm0.
We choose νc,T/m so that ‖νc,T/m‖L∞[0,T /m] = 1 and write
νc,T/m(t)=
n0∑
j=−n0
ωm,j e
2πm
T
ij t , t ∈
[
0,
2π
m
]
∀mm0,
where the complex coefficients {ωm,j }−n0jn0 verify ωm,−j = ω¯m,j , j = −n0, . . . , n0.
The sequences {ωm,j }mm0 are bounded for any j = −n0, . . . , n0, and, after possibly pass-
ing to a subsequence, we may assume {ωm,j } → ωj , j = −n0, . . . , n0. Passing to the limit
in the inequality
∑n0
j=−n0 |ωm,j | 1 ∀mm0 we deduce that
∑n0
j=−n0 |ωj | 1, and the
trigonometric polynomial νc(t) := ∑n0j=−n0 ωj ejit is not the zero polynomial. We recall
the differential equation verified by νc,T/m,
ν′′c,T /m(t)− cν′c,T /m(t)+ g′
(
uc,T/m(t)
)
νc,T/m(t) = 0, 0 t  T
m
,
or, what is the same,
ν′′c,T /m
(
T
2πm
t
)
− cν′c,T /m
(
T
2πm
t
)
+ g′
(
uc,T/m
(
T
2πm
t
))
νc,T/m
(
T
2πm
t
)
= 0,
0 t  2π.
Using the explicit form of νc,T/m as a trigonometric polynomial and passing to the limit
as m→ +∞, we deduce
ν′′c (t)− cν′c(t)+ g′(t)νc(t)= 0, 0 t  2π,
since, as shown in Proposition 3.1, uc,T/m
(
T
2πm(t)
) → t uniformly with respect to t ∈ R
as m → +∞. Here, we have an entire function which vanishes on a whole segment. It is,
consequently, zero everywhere:
ν′′c (z)− cν′c(z)+ g′(z)νc(z)= 0 ∀z ∈ C. (40)
Observe now that both nonzero trigonometric polynomials νc and ν′′c − cν′c have the
same degree (recall the proof of Proposition 4.2 above). Therefore, by similar argument to
those carried out in the proof of Theorem 5.2, they have the same number of roots, counting
multiplicity. However, as given in (40), any root of νc is a root of ν′′c − cν′c, so that they
are in fact equal. It means g′(z) = 1 ∀z ∈ C, which is a contradiction. The theorem is now
proved. 
We finally have the following consequence of Lemma 2.3.
Theorem 4.6. Assume g ∈ C2(R/2πZ), let An,Bn, n  1, be the sequences of Fourier
coefficients of νc,T as defined in Proposition 4.2, and fix k, k′ ∈ R. If, for some n0 ∈ N,
A2n0 + B2n0 = 0, then there exists an open set O ⊂ L1([0, T ]) with O ∩
{
e = e¯ + e˜ ∈
L1[0, T ]: e¯ = e¯c,T − 2πT c
} = ∅, such that, for any e ∈ O, problem (1) has exactly 2n0
geometrically different solutions.
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Theorem 4.6 above can be criticized on the fact that it may not be easy to explicitly
compute the Fourier series of the function νc,T . In the conservative case, problem (28) is
selfadjoint and things are simplified.
Corollary 5.1. Let g ∈C2(R/2πZ), and let
An := 2
T
T∫
0
u′0,T (t) cos
(
n
2π
T
t
)
dt,
Bn := 2
T
T∫
0
u′0,T (t) sin
(
n
2π
T
t
)
dt, n 1, (41)
be the sequences of Fourier coefficients of u′0,T . As before, fix k, k′ ∈ R. If, for some n ∈ N,
A2n + B2n = 0, then there exists an open set O ⊂ L1([0, T ]) with O ∩ L˜1[0, T ] = ∅, such
that for any e ∈O, problem (1) has exactly 2n geometrically different solutions.
In [9], it was seen that, in the special case of the conservative, pendulum equation (prob-
lem (3), g(u) = Λ sin(u)), u′0,T cannot be a trigonometric polynomial, and this was used
to see that the number of periodic solutions for the forced pendulum equation was not
bounded as the forcing term varies in C∞(T). In this work we have seen (Remark 3.2)
that the analogous statement is not true for an arbitrary C∞(R/2πZ) function g. However,
an improved argument can be used to prove that u′0,T is not a trigonometric polynomial
when g belongs to an intermediate class of periodic nonlinearities, namely, those which
are restriction to the real line of an entire function.
Theorem 5.2. Assume that there exists an entire function whose restriction to the real line
is g. Then, the number of n ∈ N such that
∣∣∣∣∣
T∫
0
u′0,T (t)ein
2π
T t dt
∣∣∣∣∣
2
= 0
is infinite. Consequently, there exists a sequence {nm}m∈N → +∞ of natural numbers and,
for each m ∈ N, an open set Onm ⊂ L1[0, T ] with Onm ∩ L˜1[0, T ] = ∅, such that for any
e¯ ∈Onm , problem (1) has exactly 2nm geometrically different solutions.
Proof. To deny the statement of the theorem above is to say that u′0,T is a trigonometric
polynomial. In complex notation, this can be written as
u′0,T (t) =
p∑
ωj e
2π
T
ij tj=−p
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ship ω−j = ω¯j . Of course, u′0,T ≡ cte is only possible if g ≡ 0, and thus, we should have
p  1, ωp = 0. On the other hand, the inequality u′0,T (t) > 0 ∀t ∈ R implies ω0 > 0. Now,
u0,T (t) = ω0t +
p∑
j=1
T
2πj
i
(
ω−j e
−2π
T ij t −ωje 2πT ij t
)
,
u′′′0,T (t) = −
p∑
j=−p
(
2πj
T
)2
ωj e
2π
T ij t ,
and the equality u′′′0,T (t) = g′(u0,T (t))u′0,T (t) becomes
−
p∑
j=−p
(
2πj
T
)2
ωje
2π
T ij t
= g′
(
ω0t +
p∑
j=1
T
2πj
i
(
ω−j e
−2π
T
ij t −ωje 2πT ij t
)) p∑
j=−p
ωj e
2π
T
ij t ∀t ∈ R.
Here, we have two entire functions which coincide on the real line. They are, conse-
quently, equal on the whole complex plane
−
p∑
j=−p
(
2πj
T
)2
ωje
2π
T
ijz
= g′
(
ω0z+
p∑
j=1
T
2πj
i
(
ω−j e
−2π
T ijz −ωj e 2πT ijz
)) p∑
j=−p
ωj e
2π
T ijz ∀z ∈ C.
We multiply both sides of the equality above by ei
2π
T pz to get
−
2p∑
j=0
(
2π(j − p)
T
)2
ωj−pe
2π
T ijz
= g′
(
ω0z+
p∑
j=1
T
2πj
i
(
ω−j e
−2π
T ijz −ωj e 2πT ijz
)) 2p∑
j=0
ωj−pe
2π
T ij t
∀z ∈ C. (42)
What is of interest for us in the equality above is the following: there exists an entire
function ϑ :C → C such that
−
2p∑
j=0
(
2π(j − p)
T
)2
ωj−pe
2π
T ijz = ϑ(z)
2p∑
j=0
ωj−pe
2π
T ij t ∀z ∈ C.
We consider the complex polynomials
q1(z) := −
2p∑(2π(j − p)
T
)2
ωj−pzj , q2(z) :=
2p∑
ωj−pzj .j=0 j=0
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Furthermore, 0 is not a root of either. However, the equality
q1
(
e
2πi
T
z
)= ϑ(z)q2(e 2πiT z) ∀z ∈ C
says that every root of q2 is a root of q1 with at least, the same multiplicity. We deduce that
there exists ς ∈ C such that q1 = ςq2, that is
ϑ(z) = ς ∀z ∈ C.
In particular, ϑ(t) = g′(u0(t)) = ς ∀t ∈ R. Thus, ς = 0 and g ≡ 0, a contradiction. 
For pendulum-type equations without friction, a conservation of energy argument pro-
vides a explicit expression for u0,T . Indeed, deriving the sum of kinetic plus potential
energy along the trajectory u0,T ,
E(t) = 1
2
u′0,T (t)2 +G
(
u0,T (t)
)
(here, G is any primitive of g), we find that the total energy does not change with time;
there exists E0 ∈ R (total energy), such that
E0 = 12u
′
0,T (t)
2 +G(u0,T (t)) ∀t ∈ R.
As u′0,T (t) > 0 ∀t ∈ R, we find that E0 > maxRG, and, further,
u′0,T (t) =
√
2
(E0 −G(u0,T (t))) ∀t ∈ R.
Equivalently,
u′0,T (t)√
2(E0 −G(u0,T (t)))
= 1 ∀t ∈ R.
We consider the mapping
FE0 :R → R, x 
→
1√
2
x∫
0
1√E0 −G(y) dy,
which is a increasing diffeomorphism in R. Now,
FE0
(
u0,T (t)
)= t ∀t ∈ R
as it follows by simply deriving both sides of the equality. Therefore,
u0,T (t) =F−1E0 (t) ∀t ∈ R. (43)
In particular,
T =FE0(2π)=
1√
2
2π∫ 1√E0 −G(y) dy. (44)
0
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numbers n such that, with the notation of (41), A2n + B2n = 0? That is, may both terms
of the same degree n in the Fourier series of u′0,T vanish simultaneously? If the answer
were ‘no,’ at least for some ‘nice’ class of functions g, it would imply, as a consequence of
Theorem 5.1, the existence, for each even number 2n, of forcing terms e ∈ L1[0,2π] such
that (3) has exactly 2n solutions.
However, as seen in the introduction, this cannot be true in general, since, in case g is
2π
p
-periodic for some entire number p  2, the number of geometrically different solutions
to (1), if finite, is always an entire multiple of p. Indeed, what happens here is that the
associated curve u′0,T is
2π
p
-periodic and consequently, all Fourier coefficients of degree
not an integer multiple of p are zero.
On the other hand, numerical experiments carried out by the author seem to indicate
that cosine Fourier coefficients of all orders
An :=
T∫
0
u′0,T (t) cos
(
n
2π
T
t
)
dt, n 0,
are positive in the case of the pendulum equation (g(u) = Λ sin(u)). However, we do not
know a proof of this fact, and the question remains open.
We observe here that all sine Fourier coefficients of u′0,T vanish as soon as g is an odd
function. Indeed, if this happens, the uniqueness of u0,T as a solution to (20) implies that
u0,T (−t)= −u0,T (t) ∀t ∈ R,
and, consequently,
u′0,T (−t)= u′0,T (t) ∀t ∈ R,
so that
Bn =
T∫
0
u′0,T (t) sin
(
n
2π
T
t
)
dt = 0 ∀n ∈ N.
However, cosine Fourier coefficients can be shown to be positive when the time is big
enough under our hypothesis (H). Indeed, it follows from (43) that
u′0,T (t) =
1
F ′E0(F
−1
E0 (t))
∀t ∈ R,
which implies
An =
T∫
0
u′0,T (t) cos
(
n
2π
T
t
)
dt =
T∫
0
1
F ′E0(F
−1
E0 (t))
cos
(
n
2π
T
t
)
dt
=
2π∫
cos
(
n
2π
T
FE0(x)
)
dx =
2π∫
cos
(
n
2π
T
√
2
x∫ 1√E0 −G(y) dy
)
dx. (45)0 0 0
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assume the only point where this maximum is achieved is, precisely, π . Fix n ∈ N and
let us make the time T diverge in expression (45). Simultaneously, E0, the energy of the
trajectory, whose relation with T is given by (44), decreases to maxRG. Thus,
n
2π
T
√
2
x∫
0
1√E0 −G(y) dy → 2πnχ]π,2π](x), 0 x  2π,
uniformly on compact subsets of [0,π[ ∪ ]π,2π]. Consequently,
An =
2π∫
0
cos
(
n
2π
T
√
2
x∫
0
1√E0 −G(y) dy
)
dx → 1 as T → +∞.
We can use now Corollary 5.1 to prove Theorem 1.2.
Proof of Theorem 1.2. Of course, the maximum of G may not be attained precisely at π ,
but the number of solutions to problem (1) is not changed if g is translated on the real
line, that is, replaced by g(w + (·)), w ∈ R. The theorem follows now from the discussion
above. 
Proof of Theorem 1.3. We may well concentrate in the case Λ> 0, since the number of
solutions of problem (3), is not changed as the periodic term g(u) is replaced by g(u+π).
In this way, G(u) = −Λ cos(u) attains its maximum at π . Now, for any 0  x < 2π3 we
have
0
x∫
0
1√E0 +Λ cos(y) dy <
2π/3∫
0
1√E0 +Λ cos(y) dy
<
1√
Λ
2π/3∫
0
1√
1 + cos(y) dy =
2
√
2√
Λ
log
(√
3 + 1√
2
)
 T
3n
√
2
and, consequently,
cos
(
n
2π
T
√
2
x∫
0
1√E0 +Λ cos(y) dy
)
dx > cos(π/3)= 1
2
∀x ∈
[
0,
2π
3
[
.
Therefore,
An =
2π∫
0
cos
(
n
2π
T
√
2
x∫
0
1√E0 +Λ cos(y) dy
)
dx
= 2
π∫
cos
(
n
2π
T
√
2
x∫ 1√E0 +Λ cos(y) dy
)
dx0 0
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2π/3∫
0
cos
(
n
2π
T
√
2
x∫
0
1√E0 +Λ cos(y) dy
)
dx
+ 2
π∫
2π/3
cos
(
n
2π
T
√
2
x∫
0
1√E0 +Λ cos(y) dy
)
dx
>
2π
3
− 2π
3
= 0. 
Proof of Corollary 1.4. We simply observe that for any g ∈C1(R/2πZ), expression (45),
which relates An, E0 and T , is analytic in these variables. Also, we know since (44) that
E0 is an analytic function of T . An analytic function cannot be zero in an open set unless
it is constantly zero, and, thus, Theorem 1.2 implies in fact Corollary 1.4. 
Final Remarks. (1) Theorem 1.1 requires g to be the restriction to the real line of an entire
function. A natural question is: What can be said when this hypothesis does not hold? This
question was first partially answered by Katriel for oscillating functions g ∈ C2(R/2πZ)
with g(π + x) = −g(x) ∀x ∈ R. In [5], he showed for problem (2) that, if, further, g is
not a trigonometric polynomial, Sn ∩ L˜1(T) = ∅ with the notation from Theorem 1.1. The
author has recently extended Katriel’s results in [11], showing the first two hypothesis to
be unnecessary for g ∈C(R/2πZ) and completing, in this way, Theorem 1.1.
(2) We chose an infinite-dimensional approach to problem (1). In order to prove Propo-
sition 4.2 and Theorem 4.6—which are our key results giving rise to almost all others—it is
also possible be to work instead with the Poincaré map, in just a two-dimensional setting,
following the method and ideas in [9].
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