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Abstract: The divergence structure of non-commutative gauge field theories (NCGFT)
with a Slavnov extension [1, 2] is examined at one-loop level with main focus on the gauge
boson self-energy. Using an interpolating gauge we show that even with this extension the
quadratic IR divergence of the gauge boson self-energy is independent from a covariant
gauge fixing as well as from an axial gauge.
The proposal of Slavnov is based on the fact that the photon propagator shows a new
transversality condition with respect to the IR dangerous terms. This novel transversality
is implemented with the help of a new dynamical multiplier field. However, one expects
that in physical observables such contributions disappear. A further new feature is the
existence of new UV divergences compatible with the gauge invariance (BRST symmetry).
We then examine two explicit models with couplings to fermions and scalar fields.
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1. Introduction
The idea that some minimum length should exist, naturally arises as soon as one tries to
combine both gravity and the quantum field theory of matter [3]: If the uncertainties ∆xµ
in the measurement of coordinates of a point particle become sufficiently small, which is
the case near the Planck length (λp ≃ 10
−33cm), the gravitational field generated by the
measurement will become so strong as to prevent light or other signals from leaving the
region in question. To avoid black holes from being produced in the course of measurement
one is tempted to introduce quantum, or non-commutative, space-time. Apart from this
motivation, there is also the fact that ultraviolet divergent terms appear in quantum field
theories due to point particles interacting locally. This also suggests that at very small
distances physical laws must be modified in such a way that interactions become non-local.
This can be achieved by introducing quantized non-commutative space-time [4, 5] in
order to describe quantum field models with a quantum structure of space-time pertuba-
tively. In the last decade this new concept has received enormous interest since it has
recently been discovered that non-commutativity between coordinates appears in open
string theories with a B-field background as well as in toroidal compactification of Matrix
Theory [6, 7, 8].
Among the various possibilities for a quantized space-time the simplest way to for-
mulate non-commutative quantum field theories (NCQFT) is to introduce a θ deformed
space-time in the sense of Filk [9], meaning that this NCQFT may be expressed in terms
of ordinary commuting space-time coordinates instead of operator valued objects. This
concept demands the field products of the action describing any NCQFT to be replaced by
the so-called Weyl-Moyal star products (see Section 2 for a review). Unfortunately, field
theories formulated in this way suffer from UV/IR mixing [10].
A first idea to get rid of these new divergences was to expand the star products in
the action up to a given order (for simplicity usually first order) in θ. In doing this one
arrives at the so-called Seiberg Witten map [8], a formulation in which gauge field theories
are manifestly IR-finite in the sense of UV/IR mixing. Only the usual UV divergences
are present. In this sense, a θ-expanded deformed non-commutative Maxwell theory was
discussed in [11]. The discovery of Wulkenhaar et al. [12, 11] that such theories are non-
renormalizable if one also adds fermions to the pure gauge sector was surely a drawback.
However, Slavnov [1, 2] suggested a different way of dealing with the arising IR sin-
gularities: Instead of expanding the theory in θ he simply added a further term in the
action in order to modify the Feynman rules in an appropriate way. Our aim in this study
is to discuss the effect of this ’Slavnov extension’ through explicit one-loop calculations in
non-commutative quantum electrodynamics coupled to fermions as well as to scalar fields.
The paper is organized as follows: After a brief review of the basic properties of
θ deformed space-time we discuss the basic idea of Slavnov extended non-commutative
U(1) gauge theories in d dimensions. In order to discuss gauge (in)dependence of the
appearing highest order IR divergences we use an interpolating gauge [13, 14, 15, 16]. In
Section 4 we continue with coupling the model to fermions. In doing so we will go to 2+ 1
dimensional Minkowski space since this number of dimensions is particularly interesting in
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comparison to the commutative model: Commutative QED in three dimensions is finite
(in dimensional regularization) but as will be discussed, UV/IR mixing nevertheless leads
to an IR divergence in the non-commutative model. Our aim, therefore, is to find out what
happens when extending the model with Slavnov’s additional term in the action.
Finally, Section 5 is going to deal with 4-dimensional scalar QED (NCSQED). In order
to be able to be more flexible in choosing the explicit form of θ deformed space-time without
getting into trouble with causality1, Euclidean space will this time be discussed.
2. θ deformed Space-Time
Following the work of Filk [9], where the (commuting) coordinates of flat Minkowski space
M
d are replaced by Hermitian operators xˆµ (with µ = 0, 1, . . . , (d − 1)), we consider a
canonical structure defined by the following algebra:
[xˆµ, xˆν ] = iθµν ,
[θµν , xˆρ] = 0. (2.1)
The matrix θµν is real, constant and antisymmetric. In natural units, where ~ = c = 1,
its mass dimension [θ] = −2. At this point one also has to mention that the commutation
relations (2.1) between the coordinates explicitly break Lorentz invariance [20, 21, 22].
Furthermore, we call a space with the above commutation relations a non-commutative
space MdNC .
In order to construct the perturbative field theory formulation, it is more convenient to
use fields Φ(x) (which are functions of ordinary commuting coordinates) instead of operator
valued objects like Φˆ(xˆ). To be able to pass to such fields, in respecting the properties (2.1),
one must redefine the multiplication law of functional (field) space. This new multiplication
is induced by the algebra (2.1) through the so-called Weyl-Moyal correspondence [23, 24].
For a scalar field one has the following definitions:
Φˆ(xˆ)←→ Φ(x),
Φˆ(xˆ) =
∫
ddk
(2π)d
eikxˆΦ˜(k),
Φ˜(k) =
∫
ddxe−ikxΦ(x), (2.2)
where k and x are real variables. For two arbitrary scalar fields Φˆ1, Φˆ2 one therefore has
2
Φˆ1(xˆ)Φˆ2(xˆ) =
∫
ddk1
(2π)d
∫
ddk2
(2π)d
Φ˜1(k1)Φ˜2(k2)e
ik1xˆeik2xˆ
=
∫
ddk1
(2π)d
∫
ddk2
(2π)d
Φ˜1(k1)Φ˜2(k2)e
i(k1+k2)xˆ−
1
2
[xˆµ,xˆν ]k1,µk2,ν . (2.3)
1Causality is violated if time does not commute with space (i.e. θ0i 6= 0). In that case, the scattering
matrix is no longer unitary [18, 19].
2One has to use the Baker-Campbell-Hausdorff formula, as well as relation (2.1).
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Hence one has the following correspondence:
Φˆ1(xˆ)Φˆ2(xˆ)←→ Φ1(x) ⋆ Φ2(x), (2.4)
with
Φ1(x) ⋆ Φ2(x) = e
i
2
θµν∂xµ∂
y
νΦ1(x)Φ2(y)
∣∣
x=y
, (2.5)
where relation (2.1) was used to replace the commutator in the exponent of (2.3). This
means that we can work on a usual commutative space for which the multiplication opera-
tion is modified by the so-called star product (2.5). For the ordinary commuting coordinates
this implies3
[xµ ⋆, xν ] = iθµν ,
[θµν ⋆, xρ] = 0. (2.6)
A natural generalization of (2.5) is given by
Φ1(x) ⋆Φ2(x) ⋆ · · · ⋆ Φm(x) =
∫
ddk1
(2π)d
∫
ddk2
(2π)d
· · ·
∫
ddkm
(2π)d
e
i
m∑
i=1
kµi xµ
× Φ˜1(k1)Φ˜2(k2) · · · Φ˜m(km)e
− i
2
m∑
i<j
ki×kj
, (2.7)
where k × k′ is an abbreviation for k × k′ ≡ kµθ
µνk′ν ≡ kµk˜
′µ. Furthermore, one can easily
verify the following properties of the star product∫
ddx (Φ1 ⋆Φ2) (x) =
∫
ddx Φ1(x)Φ2(x), (2.8a)∫
ddx (Φ1 ⋆Φ2 ⋆ · · · ⋆Φm) (x) =
∫
ddx (Φ2 ⋆ · · · ⋆ Φm ⋆ Φ1) (x), (2.8b)
δ
δΦ1(y)
∫
ddx (Φ1 ⋆Φ2 ⋆ · · · ⋆Φm) (x) = (Φ2 ⋆ · · · ⋆ Φm) (y). (2.8c)
Equations (2.7) and (2.8a) demonstrate that in a θ deformed quantum field theory the free
field part is not modified and therefore the corresponding propagators remain unchanged.
Only the interaction terms in the action are equipped with additional phases leading to com-
plete new features in the perturbative realization of the corresponding non-commutative
quantum field theories (NCQFT) now containing planar and non-planar graphs.
3. Non-Commutative Gauge Theories in d Dimensions
3.1 Basics
Before we consider interactions with matter, we first want to clarify some details in the
pure gauge field sector: Starting from an ordinary gauge theory based on a Lie-group with
3The Weyl bracket is defined as [A ⋆, B] = A ⋆ B −B ⋆ A.
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a matrix-valued gauge field Aµ(x) = A
a
µT
a, where T a are generators of some gauge group,
the na¨ive correspondence principle yields at the classical level
Γ(0)gauge = −
1
4
∫
ddxFµν ⋆ F
µν , (3.1)
with
Fµν = ∂µAν − ∂νAµ − ig[Aµ ⋆, Aν ] , (3.2)
for the pure gauge sector. The infinitesimal gauge transformation is given by
δΛAµ = DµΛ = ∂µΛ− ig[Aµ ⋆, Λ], (3.3)
with Λ = ΛaT a some x-dependent gauge parameter. One has to stress that taking the
gauge fields valued on an arbitrary Lie-algebra is not in general consistent with the non-
commutative deformation. In order to see this we expand equation (3.3):
δΛAµ = T
a∂µΛ
a −
ig
2
[T a, T b]{Aaµ
⋆, Λb} −
ig
2
{T a, T b}[Aaµ
⋆, Λb]. (3.4)
Obviously, the gauge transformation not only depends on the commutator of the generators
but also the anticommutator {T a, T b} due to the non-commutative character of the star
product. This means that {T a, T b} must be a linear combination of T c so that the gauge
transformation is closed. Unfortunately, in a non-commutative theory this is not the case
for SU(N), but {T a, T b} is an element of the Lie-algebra in the case of the U(N) group.
Furthermore, equation (3.4) shows that even the U(1) gauge theory has non-Abelian char-
acter on θ deformed space-time entailing a BRST quantization procedure with ghost field
c replacing the infinitesimal gauge parameter Λ and by introducing the anti-ghost field c¯.
3.1.1 The Classical Action
Thus, in considering a non-commutative U(1) Maxwell theory at the classical level, we
have the following action in an d-dimensional space-time including the term proposed by
A.A. Slavnov [1, 2]
Γ
(0)
MT =
∫
ddx
(
−
1
4
Fµν ⋆ F
µν +
α
2
B ⋆ B +B ⋆ NµAµ − c¯ ⋆ N
µDµc+
λ
2
⋆ θµνFµν
)
(x),
(3.5)
with4
Dµc = ∂µc− ig[Aµ ⋆, c],
Nµ = ∂µ − ξ
(n∂)
n2
nµ. (3.6)
Nµ describes a gauge fixing which interpolates between a covariant gauge and an axial
gauge. ξ is a real gauge parameter taking values between (−∞,+1) and nµ is a constant
4We do not consider light like gauges n2 = 0 in this study.
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gauge vector. Such an interpolating gauge was originally proposed in [13] and used in [14,
15] as well as in a recent paper [16]. The last term in (3.5) describes the ’Slavnov extension’
as stated in the Introduction of this paper and which will therefore be called the Slavnov
term. It contains the new multiplier field λ(x). The model therefore contains two multiplier
fields B and λ entailing the following constraint equations:
δΓ
(0)
MT
δB
= αB +NµAµ = 0, (3.7)
δΓ
(0)
MT
δλ
=
1
2
θµνFµν = 0. (3.8)
Equation (3.7) is devoted to fix the gauge with the two gauge parameters α and ξ and a
gauge vector nµ. Some choices are quite prominent in the literature:
• ξ = 0 and α=0, normally called Landau gauge
• ξ = 0 and α=1, usually known as Feynman gauge
• ξ → −∞ (or Nµ = nµ) and α = 0, leading to the homogeneous axial gauge.
In this paper, however, we will use generic gauge parameters in order to investigate the
dependence of the highest IR poles of ξ and α.
Relation (3.8), on the other hand, induces a first class constraint (i.e. [25]) and changes
the gauge field propagator in a drastic manner: The propagator becomes transverse with
respect to k˜µ. In momentum space this means:
i∆Aµν(k) = −
i
k2
[
gµν − akµkν + b(nµkν + kµnν)− b
′
(
k˜µkν + kµk˜ν
)
−
k˜µk˜ν
k˜2
]
(3.9)
with
a =
(1− α)k2 − ζ2(nk)2
[
n2 − (nk˜)
2
k˜2
]
[k2 − ζ(nk)2]2
,
b =
ζ(nk)
k2 − ζ(nk)2
, b′ =
(nk˜)
k˜2
b,
ζ =
ξ
n2
, n2 6= 0 (3.10)
In the limit ζ → 0 (ξ → 0) one recovers the gauge field propagator for a covariant gauge
fixing characterized by the gauge parameter α:
i∆covµν = −
i
k2
[
gµν − (1− α)
kµkν
k2
−
k˜µk˜ν
k˜2
]
. (3.11)
In the limit ζ → −∞ (ξ → −∞) and n2 6= 0 one has the corresponding gauge field
propagator in the axial gauge:
i∆axµν =
−i
k2
gµν +
(
n2 −
(nk˜)2
k˜2
)
kµkν
(nk)2
−
nµkν + nνkµ
(nk)
+
(nk˜)
k˜2
(
k˜µkν + kµk˜ν
)
(nk)
−
k˜µk˜ν
k˜2
 .
(3.12)
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From (3.9) follows
k˜µ∆Aµν(k) = −
1
k2
[
k˜ν + b(k˜n)kν − b
′k˜2kν − k˜ν
]
= 0, (3.13)
where the definition of b′ in (3.10) was used. This new kind of transversality is actually
encoded in equation (3.8) if one considers only the bi-linear parts of the action responsible
for calculating the gauge field propagator and will be very useful in avoiding the UV/IR
mixing at higher loop order: It is already known from earlier studies (e.g. [26]) that the
dangerous IR singularities of self-energy insertions of the gauge boson are of the form5
ΠIRµν(k) ∝
k˜µk˜ν
(k˜2)
d
2
, (3.14)
where d denotes the number of space-time dimensions. If one inserts these structures into
higher order diagrams the loop integrations lead to problems around k = 0 if n > 2. With
the new transversality property of the propagator this problem is circumvented as is shown
with the help of Figure 1. As one clearly sees, the inserted self-energy is multiplied by two
kρ kσ
Π
ρσ
(k)
Figure 1: A possible example for an insertion for (amputated) higher order graphs
internal propagators in the way ∆Aµρ(k)Π
ρσ(k)∆Aσν(k) before integrating. Especially, for
the IR divergent parts we have
∆Aµρ(k)
k˜ρk˜σ
(k˜2)
d
2
∆Aσν(k) = 0. (3.15)
This means the insertions of the IR dangerous parts vanish even without integration.
This procedure, of course, requires that no further IR divergences with a different tensor
structure appear in the model. There are some convincing arguments in [1] that only terms
like (3.14) are obtained, though an explicit one-loop calculation is missing. It is one of the
tasks of this paper to show the outcome of such calculations.
There is another new feature in connection with the multiplier field λ: It becomes a
dynamical field with a non-vanishing propagator and also induces new polynomial interac-
tions with the gauge fields which might cause further problems which will also be discussed
in this paper.
3.1.2 The BRST Transformations
In order to quantize the model consistently one has to replace the infinitesimal gauge trans-
formation with an appropriate BRST transformation. Seeking adequate transformations
5It has in fact been shown in the literature that these IR divergences are gauge independent [27, 16].
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rendering (3.5) invariant we can in principle use similar rules as in ordinary commutative,
non-Abelian field theories except for replacing ordinary products by star products, namely
sAµ = Dµc = ∂µc− ig[Aµ ⋆, c], sc = igc ⋆ c,
sc¯ = B, sB = 0,
s2φ = 0, for φ = {Aµ, B, c, c¯}. (3.16a)
Also for the new field λ(x) we have to find a corresponding BRST transformation. But
since the field tensor Fµν transforms covariantly (sFµν = −ig[Fµν ⋆, c]), as can easily be
checked, it is not difficult to see that the relation
sλ = −ig[λ ⋆, c], (3.16b)
renders the Slavnov term invariant. It is also rather easy to check that with these relations
the BRST operator is nilpotent.
3.1.3 The Slavnov-Taylor Identities
In order to describe the symmetry content of the non-linear and supersymmetric BRST-
symmetry by a corresponding Ward-identity — the so-called Slavnov-identity [31, 32] —
one has to introduce BRST-invariant unquantized external sources for the non-linear parts
of the equations (3.16). This leads to the introduction of
Γex =
∫
ddx (ρµ ⋆ sAµ + σ ⋆ sc+ γ ⋆ sλ) (x), (3.17)
with sρµ = sσ = sγ = 0. The total new action therefore becomes
Γ(0) = Γ
(0)
MT + Γex =
=
∫
ddx
(
−
1
4
Fµν ⋆ F
µν +
α
2
B ⋆ B +B ⋆ NµAµ − c¯ ⋆ N
µDµc+
λ
2
⋆ θµνFµν+
+ ρµ ⋆ sAµ + σ ⋆ sc+ γ ⋆ sλ
)
(x). (3.18)
Hence, at the classical level, one has the following non-linear identity for the classical vertex
functional
S
(
Γ(0)
)
=
∫
ddx
(
δΓ(0)
δρµ
⋆
δΓ(0)
δAµ
+
δΓ(0)
δσ
⋆
δΓ(0)
δc
+
δΓ(0)
δγ
⋆
δΓ(0)
δλ
+B ⋆
δΓ(0)
δc¯
)
= 0.
(3.19)
This equation describes the symmetry content with respect to (3.16). Together with the
linearized BRST operator [31, 32]
SΓ(0) =
∫
ddx
(
δΓ(0)
δρµ
⋆
δ
δAµ
+
δΓ(0)
δAµ
⋆
δ
δρµ
+
δΓ(0)
δσ
⋆
δ
δc
+
δΓ(0)
δc
⋆
δ
δσ
+
+
δΓ(0)
δγ
⋆
δ
δλ
+
δΓ(0)
δλ
⋆
δ
δγ
+B ⋆
δ
δc¯
)
, (3.20)
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one gets from (3.19)
δ
δAρ(y)
S(Γ(0)) = SΓ(0)
δΓ(0)
δAρ(y)
= 0. (3.21)
When taking the functional derivative of (3.21) with respect to c and then setting all
fields to zero one obtains the transversality condition for the one-particle irreducible (1PI)
two-point graph
∂yµ
δ2Γ(0)
δAµ(y)δAν(y)
= 0. (3.22)
The central task of the perturbative analysis is to study the behaviour of the symmetry
content in the presence of radiative corrections. One important question is the validity of
(3.22) at the perturbative level.
3.1.4 The free theory
A further task to be done is to consider the free theory, especially the behaviour of the
newly introduced field λ. The free field equations derived from the action (3.5) are given
by
∂µ(∂µAν − ∂νAµ)−NνB + ∂˜νλ = 0, (3.23a)
∂˜µAµ = 0, (3.23b)
NµAµ + αB = 0. (3.23c)
However, the solution of this system of differential equations is not so trivial and will be
thoroughly discussed in our work in progress [33].
3.2 Gauge boson self-energy at the one-loop level
Compared to the non-commutative model without the Slavnov term, we have many addi-
tional contributions to the gauge boson self-energy (see Figure 2) at one-loop level. (For
the definition of the Feynman rules see Appendix A.) In order to isolate the expected IR
singularities of the non-planar sector we consider the following expansion of the momentum
representation of the two point self-energy corrections in d-dimensions
iΠµν(p) =
∫
ddkIµν(k, 0) sin
2
(
kp˜
2
)
+ pρ
∫
ddk
(
∂
∂pρ
Iµν(k, p)
∣∣∣
p=0
)
sin2
(
kp˜
2
)
+
+
1
2
pσpρ
∫
ddk
(
∂2
∂pσ∂pρ
Iµν(k, p)
∣∣∣
p=0
)
sin2
(
kp˜
2
)
+ . . . , (3.24)
where the worst expected IR divergence will appear in the non-planar part of the first term
of this expansion. For the first term of equation (3.24) one gets the following expression
(see Appendix B for details):
iΠµνIR(p) ≡
∫
ddkIµν(k, 0) sin2
(
kp˜
2
)
=
= 4g2
∫
ddk
(2π)d
{
(d− 3)
(
2
kµkν
k4
−
gµν
k2
)
+ θµτ
(
gτσ
k˜2
− 2
k˜τ k˜σ
k˜4
)
θσν
}
sin2
(
kp˜
2
)
,
(3.25)
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a) c)
f)e)d)
b)
Figure 2: gauge boson self-energy — amputated graphs
where d = gµµ denotes the dimension of space-time. This result shows some very interesting
features: First of all, we notice that all gauge-dependent terms have obviously cancelled
leaving (3.25) completely gauge independent.
Furthermore, we notice that the first term vanishes in a three dimensional space-time.
Let us compare (3.25) with the corresponding expression of a model without the Slavnov
term: In this case one only has three graphs at the one-loop level, namely Figures 2a), 2b)
and 2c). The result is (where p describes the external momentum)
iΠµνIR(p) = 4g
2
∫
ddk
(2π)d
(d− 2)
[
2
kµkν
k4
−
gµν
k2
]
sin2
(
kp˜
2
)
, (3.26)
showing that a 2-dimensional model (without the Slavnov Term) is IR finite. (3.26) is, of
course, also gauge independent as has already been derived in the literature [27, 16, 26].
Comparing (3.25) with (3.26) we see, that adding the Slavnov term changes the overall
factor of the terms appearing in both models and, coming from the graphs depicted in
Figures 2d) and 2f), additional terms including θµν occur. (All other θ-dependent terms,
including those coming from the other graphs, cancel.)
An important question now is, whether these additional terms in the integrand also
lead to IR divergent terms of the form (3.14), since Slavnov’s trick is based on the fact
that the gauge propagator is transverse with respect to k˜µ (see equation (3.13)). Actually,
one sees immediately, that in case θµν does not have full rank, part of the integrand will be
independent of certain directions and hence produce additional UV divergences. However,
one may still hope, that these divergences are proportional to p˜µp˜ν in which case Slavnov’s
trick would still work. We will further discuss this problem in connection with two explicit
models in Sections 4 and 5.
4. Non-Commutative QED3 Including Fermions
4.1 The Model
In this section we discuss non-commutative quantum electrodynamics in 2 + 1 space-time
dimensions coupled to fermions and compare the results with the commutative (and finite)
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counterpart [34]. In the previous section we have already shown that the worst divergences
are gauge independent and hence we may choose a more convenient gauge for our explicit
calculations. Choosing a covariant gauge the complete action of this model (including the
Slavnov term) at the classical level reads
Γ
(0)
QED =
∫
d3x
(
ψ¯ ⋆
(
i /D −m
)
⋆ ψ −
1
4
Fµν ⋆ Fµν +B ⋆ ∂
µAµ +
α
2
B ⋆ B−
− c¯ ⋆ ∂µDµc+
λ
2
⋆ θµνFµν
)
(x), (4.1)
where again B and λ are Lagrange multiplier fields, c is the ghost and c¯ is the anti-ghost
field. Because of (2.8a) the star product may be dropped in the bilinear terms. The
covariant derivative acting on a spinor is defined by
/D = γµDµ , Dµ = ∂µ − ig
′Aµ. (4.2)
The set of γ matrices has been chosen as
γµ = (σ1, iσ2,−iσ3) , (4.3)
respecting the usual Clifford algebra
{γµ, γν} = 2gµν , (4.4)
where gµν = diag (1,−1− 1) is the 3-dimensional Minkowski metric. The σi denote the
well-known Pauli matrices6 and for the matrix describing non-commutativity θµν in this
case we use
θµν = θ
 0 0 00 0 1
0 −1 0
 , (4.5)
where θ is a real constant. In order to preserve causality, time still commutes with space
(see (4.5)). Furthermore, the action (4.1) is invariant under the BRST-transformations
given in (3.16) as well as
sψ = ig′c ⋆ ψ,
sψ¯ = ig′ψ¯ ⋆ c, (4.6)
for the fermions, provided that g′ = g, as can be easily checked using the Jacobi identity
and the invariance of the (integrated) star product under cyclic permutations (2.8b). Note,
that in contrast to electroweak theory where one has no restriction for the value of g′, BRS
invariance in non-commutative QED leads to the new limition g′ = g (see [26]).
6σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
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From the Feynman rules displayed in Tables 1 and 3 in the Appendix one can derive
the UV power counting formula in the usual way
d(γ) = 3− Eψ −
1
2
EA −
1
2
Ec −
3
2
Eλ −
1
2
Eg, (4.7)
where Eψ, EA, Ec and Eλ denote the number of external fermion-, photon-, ghost- and
λ-legs, respectively. Finally, Eg denotes the number of coupling constants
7 g and g′ which
are hence treated as external fields. Counting the coupling constants in a Feynman graph
is equivalent to counting vertices. (Notice that in 2 + 1 dimensions the coupling constant
has mass dimension [g] = 1/2.)
Obviously, Eg gets larger with growing loop order (which is equivalent to an increasing
number of vertices). Therefore, there is only a limited number of superficially divergent
graphs in this model: Since every Feynman graph has Eg ≥ 2 (Eg = 2 at one-loop order),
the fermion self-energy (Eψ = 2) appears to be, at most, logarithmically divergent, whereas
superficially, the gauge field (EA = 2) and ghost (Ec = 2) self-energies appear to be linearly
divergent. Further superficially (logarithmically) divergent graphs are those including three
external photon lines (EA = 3, Eg = 3) and the (lowest order) correction to the ghost-
photon vertex (Ec = 2, EA = 1, Eg = 3). We will, however, concentrate on the self-energy
graphs in this paper.
4.2 One-Loop Calculations
4.2.1 The Fermion Self-Energy
Now that we have all the building blocks necessary for doing loop calculations, we will first
take a look at the fermion self-energy at one-loop level:
The only one-loop expression is represented in Figure 3
Figure 3: fermion self-energy
— amputated graph
and turns out to be completely independent of phases since
phase factors at the two fermion vertices (see Table 3) cancel
each other [26]. Hence, there is graphically no modification
due to non-commutativity except that an additional piece in
the gauge field propagator occurs due to the Slavnov term.
In dimensional regularization the fermion self-energy is even finite and without the Slavnov
extension one would get precisely the same expression as in the commutative model [34].
4.2.2 The Photon Self-Energy
The photon self-energy on the other hand gets many
Figure 4: amputated fermion
loop graph
additional contributions compared to the commutative
model: As shown in Figure 2 and Figure 4 there are seven
different Feynman graphs contributing to the vacuum po-
larization. The fermion loop displayed in Figure 4 is the
only one that also appears in commutative QED and in
fact this graph remains unmodified: As in the fermion
self-energy the phases at the two vertices cancel each other [26] and the result, as known
from the commutative model, is finite.
7remember g′ = g
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Since the Slavnov term leads to a change in the divergence structure of the remaining
contributions we will first take a look at what happens without the Slavnov extension: In
this case one only gets three additional graphs (Figures 2a)-2c)) which all contain phases
of the form (see (3.26))
sin2
(
k × p
2
)
=
1
2
(1− cos (k × p)) =
1
4
2− ∑
η=±1
eiηkp˜
 , (4.8)
where k denotes an internal momentum while p stands for an external one. Hence, these
graphs can be decomposed into finite planar parts which are independent of phases and
non-planar parts which turn out to be linearly infrared divergent. So in contrast to the
commutative model non-commutative 2+ 1 dimensional QED is not finite but suffers from
UV/IR mixing. The sum of these IR divergent terms takes the (transversal) form at the
one-loop level
ΠµνIR-divergent(p) =
g2
2π
√
p˜2
p˜µp˜ν
p˜2
. (4.9)
As discussed in the previous section, it would be necessary to insert such a term in higher
loop orders, which will cause problems. It might also be mentioned at this point that it
is not possible to get rid of this divergence by making the photon massive via a gauge
invariant Chern-Simons term of the form
−
∫
d3x
(
µsǫ
µνρAµ∂νAρ
)
(x), (4.10)
in the action (4.1): Expression (4.9) stays independent of the mass parameter µs introduced
in such a way. (A similar result is quoted in [10] for Φ4-theory.)
However, these problems might be solved by extending the model and introducing the
Slavnov term λ2 ⋆θ
µνFµν in the action (4.1), as mentioned previously. The Slavnov extension
modifies the graphs shown in Figures 2b) and 2c) via the modified photon propagator and
adds those including the λ-photon vertex shown in Figures 2d)-2f). These new additional
terms modify the prefactor of the infrared divergence (4.9). The interesting thing is, though,
that in 2 + 1 dimensions this overall factor is zero: The infrared divergence disappears!
The reason for this is that since θµν does not have full rank (see (4.5)), only the terms
proportional to (d− 3) in (3.25) contribute to the IR divergence.
As mentioned in Section 3 the major effect of the Slavnov term is to make the pho-
ton propagator transversal with respect to terms like (4.9) and hence making insertions
of the dangerous IR divergences (see equation (4.9)) in higher orders irrelevant. In three
dimensions, however, this type of divergence vanishes. Unfortunately, though, a new diver-
gence arises due to θµν not having full rank: At every λ-photon-photon vertex momenta
are contracted with θµν and because of this, the integrands of some terms in the sum of
the graphs shown in Figures 2d)-2f) become independent of k0, the zero component of the
internal momentum (c.f. second term of the integrand of equation (3.25)). This problem
has already been mentioned at the end of Section 3.
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In order to compute these terms mentioned above we introduce a momentum cutoff Λ
+∞∫
−∞
dk0 →
+Λ∫
−Λ
dk0 = 2Λ. (4.11)
At least the spatial part of integral (3.25) remains finite and there is no IR pole. We finally
arrive at
Πµν,npUV-divergent(p) = Λ
g2
π2
p˜µp˜ν
p˜2
, (4.12)
which is a new ultraviolet divergent term of the non-planar sector: This behaviour is some-
thing completely new, since models without the Slavnov term only produce UV divergences
in the planar sector. However, the good news is that (4.12) has a structure similar to (4.9)
and is therefore integrable since it is transversal with respect to our Slavnov-modified pho-
ton propagator (see Table 1)8. Unfortunately, when examining the planar sector of graphs
2d)-2f), similar problems arise in performing the k0 integration: A cutoff Λ is needed once
more and the resulting ultraviolet divergence takes the (transversal) form
Πµν,plUV-divergent(p) = limΛ→∞
Λ lim
ǫ→0
Γ (ǫ)
g2
2π2θ2
θµρ
(
gρσ −
p˜ρp˜σ
p˜2
)
θσν , (4.13)
where ǫ ≡ (3−d) needed to be introduced due to dimensional regularization needed for the
momentum integrations. Also note that the dimension of the coupling constant in (4.13)
is [g] = (1 + ǫ)/2.
The new ultraviolet divergence (4.13) is not proportional to p˜µp˜ν , but fortunately turns
out to vanish when acting on our Slavnov-modified photon propagator9:(
gµν + (α− 1)
pµpν
p2
−
p˜µp˜ν
p˜2
)
θνρ
(
gρσ −
p˜ρp˜σ
p˜2
)
θσǫ = 0. (4.14)
This result is rather nice because it means that the Slavnov trick still works even though
(linear) ultraviolet divergences appear. Also, notice that all linear divergences are indepen-
dent of the gauge parameter α. However, future studies need to check whether logarithmic
divergences appear as well, but these would be integrable anyway. Furthermore, we need to
stress, that all linear divergences of the photon self-energy are gauge invariant. However,
(4.13) acting on (3.9) does not vanish leading to further problems when considering an
axial gauge instead of a covariant one.
5. Non-commutative SQED4
5.1 The Model
We now consider a coupling of the gauge field Aµ to a complex massive scalar field φ with
a fourth order potential (i.e. [35]). The arising theory will be called non-commutative
8The renormalization procedure including these new UV divergences will be presented elsewhere [33].
9This relation can be easily worked out using (4.5).
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scalar quantum electrodynamics (NCSQED). For reasons which will become evident in
this section, we Wick-rotate into flat four dimensional Euclidean space with the metric
gµν = δµν = diag(+1,+1,+1,+1). In order to make this also visible in our notation,
we write all formulas with lower indices. The classical action defining the model using a
covariant gauge is thus given by
Γ
(0)
SQED =
∫
d4x
(
Dµφ
∗ ⋆ Dµφ+m
2φ ⋆ φ∗ +
1
4
Fµν ⋆ Fµν +
1
2
λ ⋆ θµνFµν−
−B ⋆ ∂µAµ −
α
2
B ⋆ B + c¯ ⋆ ∂µDµc+ a φ
∗ ⋆ φ ⋆ φ∗ ⋆ φ+ b φ∗ ⋆ φ∗ ⋆ φ ⋆ φ
)
(x), (5.1)
with all fields transforming in the U(1) gauge group and the covariant derivative defined
as
Dµ · · · := ∂µ − ig[Aµ ⋆, . . . ]. (5.2)
It has been shown in [35] that for renormalizeability the coupling constants of the φ4
potential are constrained to fulfill a = b.
The model is characterized by the following BRST transformation rules for the scalar
fields
sφ = ig[c ⋆, φ], s(Dµφ) = −ig[Dµφ ⋆, c],
sφ∗ = ig[c ⋆, φ∗], s(Dµφ
∗) = −ig[Dµφ
∗ ⋆, c],
s2φ = s2φ∗ = 0, (5.3)
and additionally one has also the set of transformations given in (3.16).
Before we start with the calculation of loop graphs, we try to find a power counting
formula in order to estimate the superficial degree of divergence of a given Feynman graph.
The result for the UV region is:
d(γ) = 4−EA − 2Eλ − Eφ − Ec. (5.4)
In contrast to (4.7) there is no dependence on the coupling, meaning that the superficial
degree of divergence is uniquely defined by the number of external legs and is independent
of the actual internal structure.
Applying (5.4) to the two point function, we notice that the highest possible value for
d(γ) is 2. Especially, the photon self-energy (EA = 2) and the scalar self-energy (Eφ = 2)
are predicted to show quadratic UV divergences in the worst case, which may induce
quadratic IR singularities as well. This result is indeed verified by explicit calculations at
the one-loop level, as we will see later on.
5.2 One-loop Calculations
5.2.1 The Scalar Self-Energy
For the self-energy, we have to consider the graphs depicted in Figure 5. In contrast
to NCQED with a coupling to fermionic matter the phase factors of the vertices do not
cancel each other leaving us with a non-vanishing non-planar part. The planar part shows
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a) b)
c)
Figure 5: all possible one-loop corrections for the scalar field φ (amputated graphs)
the well known UV divergences which are already present in the commutative theory and
which have to be treated by the usual renormalization procedure. The aim of the present
investigation is again the non-planar structure.
The explicit result reads
ΣnpIR-divergent(p) =
2g2 − b
2π2p˜2
−
(g2 + b)m2
8π2
ln(m2p˜2). (5.5)
In perfect agreement with the power counting formula (5.4) we encounter a quadratic IR
divergence in the first term. As already noted in [35] it is possible to eliminate this IR
divergence by simply setting b = 2g2 leaving just a logarithmic IR pole, which is integrable.
It is furthermore a very interesting result that this outcome is independent of the gauge
parameter α.
5.2.2 The Photon Self-Energy
Due to the new λ field, we have to deal with the graphs involving the λ vertex as depicted
in Figure 2. Additionally, we have two graphs including interactions with the scalar field
(see Figure 6).
For the technical evaluation of
h)g)
Figure 6: additional one-loop corrections to the photon
propagator — amputated graphs
these loop integrals it is essential
to specify a certain θµν . As a first
choice we stick to [1], where the fol-
lowing θµν was used
θµν = θ

0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0
 . (5.6)
This, however, leads to the same
problems we have had in Section 4, namely that certain Feynman integrals (the ones for
the graphs 2d) and 2f)) become independent of the k1 and k4 directions. We can therefore
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split off the following integral
Π(d,f)µν (p) ∝
∫ ∞
−∞
dk1
∫ ∞
−∞
dk4, (5.7)
which we solve by introducing polar coordinates and an appropriate cutoff parameter∫ ∞
−∞
dk1
∫ ∞
−∞
dk4 = lim
Λ→∞
∫ Λ
0
dρρ
∫ 2π
0
dϕ = lim
Λ→∞
Λ2π, (5.8)
The result for the photon self-energy is
Πnpµν(p) =
g2
π2
[
3
p˜µp˜ν
(p˜2)2
+
Λ2p˜µp˜ν
4p˜2
]
+ . . . . (5.9)
In order to avoid the quadratic UV divergence in (5.9) we now choose a θµν with full rank
θµν =

0 θ1 0 0
−θ1 0 0 0
0 0 0 θ2
0 0 −θ2 0
 , θ1, θ2 ∈ R. (5.10)
Going through the same calculations again using this θµν , one finds for the self-energy of
the gauge boson this time
Πˆnpµν(p) =
g2
π2
[
3
p˜µp˜ν
(p˜2)2
+
p˜µp˜ν
θ21θ
2
2(p
2)2
]
+ . . . , (5.11)
showing no more UV divergences.
6. Higher Loop Orders
We have now shown that the IR divergent terms at one-loop order are
• proportional to ΠIR =
p˜µp˜ν
(p˜2)2
and
• that this structure is independent of couplings to fermions or scalar fields — only the
overall factor is changed when coupling to scalar fields,
• and these IR singularities are gauge independent [16, 27].
Therefore, the graph depicted in Figure 7a) is free of non-integrable IR singularities. How-
ever, we have also found out that, in case θµν does not have full rank, new UV divergences
in both planar as well as non-planar graphs appear. Those coming from non-planar graphs
also have the structure p˜µp˜ν and hence drop out before integrating out Figure 7a). UV
singularities coming from the planar graphs may still cause problems.
Unfortunately, due to the existence of the λ-vertex, the number of graphs is greatly
increased and at 2-loop level one can also construct graphs for which Slavnov’s trick does
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b)a)
Π
ρσ Πρσ
Figure 7: some (amputated) 2-loop graphs
not work. An example is depicted in Figure 7b). We have computed this graph in 4-
dimensional euclidian space (for simplicity in Feynman gauge α = 1, ξ = 0) and using
(5.11) with θ1 = θ2 we have found
Π2L,IR,bµν (p) =
8g4
π2
∫
d4k
(2π)4
sin2
(
kp˜
2
)
θµρ
(
δρσ −
(k˜ − p˜)ρ(k˜ − p˜)σ
(k˜ − p˜)2
)
θσν
(k − p)2k˜4
=
= lim
ǫ→0
− ln ǫ
16π2θ2p˜2
θρµ
(
δµν −
p˜µp˜ν
p˜2
)
θνσ. (6.1)
This expression seems problematic in two ways: The last parameter integral diverged
producing lim
ǫ→0
ln ǫ. This was expected since the integral over k-space (6.1) superficially
showed a logarithmic divergence at k = 0. Second, we observe that p˜µp˜ν is obviously not
the only IR divergent structure in the model: (6.1) is also transversal with respect to pρ
and shows a quadratic IR divergence as well. Furthermore, letting (6.1) act on the photon
propagator in Feynman gauge is zero, but this need not be true in a more general gauge.
However, there are still many other graphs at 2-loop level which could produce similar
results. There are in fact some convincing arguments, why all these problematic terms
should cancel: Slavnov, for instance, considered a special axial gauge nµ = (0, 1, 0, 0)
in [2] fixing A1 = 0. One can then easily work out that, assuming asymptotic boundary
conditions, A2 = 0 follows from Slavnov’s constraint ∂˜
µAµ = 0 when choosing θ12 = −θ21 =
θ as the only non-vanishing components. In this special gauge the relevant term in the
action λθµν [Aµ ⋆, Aν ] vanishes. Hence, none of the graphs including the λ-field exists and
none of the problems discussed earlier is present.
7. Conclusion
We have proved that the highest order IR divergences in non-commutative U(1) gauge
theories including the Slavnov term remain gauge invariant, a result which was expected
since it is known from the literature [16, 27] that these IR divergences are gauge invariant
in theories without Slavnov’s extension. But we have discovered that new UV divergences
appear in the model if θµν does not have full rank. These new divergences might present
new problems even if the Slavnov term turns out to cure the UV/IR mixing problem.
In Section 4 we have found that by extending massless 2+1 dimensional QED to non-
commutative Minkowski space M3NC the resulting model is no longer finite but exhibits a
– 18 –
linear infrared singularity
ΠµνIR−divergent(p) =
e2
2π
√
p˜2
p˜µp˜ν
p˜2
, (7.1)
in the vacuum polarization. Making the photon massive via a gauge invariant Chern-Simons
term does not cure this problem.
A rather surprising result is that adding the Slavnov term in the action (4.1) not
only makes the photon propagator transversal with respect to (7.1) but that the infrared
divergence completely vanishes. Instead, linear ultraviolet divergences
ΠµνUV−divergent(p) = limΛ→∞
Λ
g2
π2
[
p˜µp˜ν
p˜2
+ lim
ǫ→0
Γ (ǫ)
1
2θ2
θµρ
(
gρσ −
p˜ρp˜σ
p˜2
)
θσν
]
, (7.2)
appear (the first term even in the non-planar sector) due to θµν not having full rank
as discussed above. However, contraction of (7.2) with the Slavnov-modified propagator
of Table 1 is zero as well, and hence the Slavnov trick also works with these ultraviolet
divergences as long as a covariant gauge is used.
In contrast to NCQED3, in 4-dimensional scalar quantum electrodynamics, as dis-
cussed in Section 5, cancellation of the infrared divergence does not take place. But on the
other hand it is possible to get rid of the (quadratic) ultraviolet divergences by choosing full
rank θµν . The worst divergent term is then a quadratic infrared divergence of the form
10
ΠµνIR−divergent(p) = 4
g2
π2
p˜µp˜ν
(p˜2)2
. (7.3)
Finally, in Section 6 we discussed graphs at 2-loop level for which Slavnov’s trick does
not work. However, we argued, that problematic terms coming from these graphs should
actually cancel in the sum of all 2-loop graphs since one can find a special axial gauge in
which these problematic graphs are no longer present [2].
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A. Feynman Rules in covariant gauge
fermion propagator k i∆
ψψ¯(k) = −i /k−m
k2−m2
photon propagator
k
µ ν
i∆Aµν(k) =
−i
k2
(
gµν − (1− α)
kµkν
k2 −
k˜µk˜ν
k˜2
)
ghost propagator k i∆
cc¯(k) = i
k2
λ propagator k i∆
λλ(k) = ik
2
k˜2
mixed propagator
k
µ i∆
λA
µ (k) =
k˜µ
k˜2
Table 1: The propagators in Md
NC
scalar propagator
k
∆φφ
∗
(k) = 1k2+m2
photon propagator
k
µ ν
∆Aµν(k) =
1
k2
(
δµν − (1− α)
kµkν
k2
−
k˜µk˜ν
k˜2
)
ghost propagator k ∆
cc¯(k) = − 1
k2
λ propagator k ∆
λλ(k) = −k
2
k˜2
mixed propagator
k
µ ∆
λA
µ (k) = i
k˜µ
k˜2
Table 2: The propagators in Rd
NC
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k3
k1
k2,µ V˜ ψ¯Aψµ (k1, k2, k3) = igγµe
− i
2
(k1×k3)
V˜ cc¯Aµ = 2gp1,µ sin
(p1×p2
2
)
V˜ AAAµνρ = 2g sin
(
k1 × k2
2
)(
gνρ(k2 − k3)µ+
+ gµρ(k3 − k1)ν + gµν(k1 − k2)ρ
)
V˜ AAAAµνρσ = −4ig
2
[
(gµρgνσ − gµσgνρ) sin
(
k1 × k2
2
)
sin
(
k3 × k4
2
)
+
+ (gµνgρσ − gµσgνρ) sin
(
k1 × k3
2
)
sin
(
k2 × k4
2
)
+
+ (gµνgρσ − gµρgνσ) sin
(
k1 × k4
2
)
sin
(
k2 × k3
2
)]
V˜ λAAµν = 2igθµν sin
(
k1×k2
2
)
Table 3: The vertices in Md
NC
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V˜ Aφφ
∗
µ (k, p1, p2) = 2ig(p1 − p2)µ sin
(p1×p2
2
)
V˜ cc¯Aµ = −2igp1,µ sin
(p1×p2
2
)
V˜ AAAµνρ = −2ig sin
(
k1 × k2
2
)(
δνρ(k2 − k3)µ+
+ δµρ(k3 − k1)ν + δµν(k1 − k2)ρ
)
V˜ AAφφ
∗
µν = 4g
2δµν
[
cos
(
k1 × p1
2
+
k2 × p2
2
)
−
− cos
(
p1 × p2
2
)
cos
(
k1 × k2
2
)]
V˜ φφ
∗φφ∗ = −4
[
a cos
(
p1 × p2
2
+
p3 × p4
2
)
+
+ b cos
(
p1 × p3
2
)
cos
(
p2 × p4
2
)]
V˜ AAAAµνρσ = −4g
2
[
(δµρδνσ − δµσδνρ) sin
(
k1 × k2
2
)
sin
(
k3 × k4
2
)
+
+ (δµνδρσ − δµσδνρ) sin
(
k1 × k3
2
)
sin
(
k2 × k4
2
)
+
+ (δµνδρσ − δµρδνσ) sin
(
k1 × k4
2
)
sin
(
k2 × k3
2
)]
V˜ λAAµν = 2gθµν sin
(
k1×k2
2
)
Table 4: The vertices in Rd
NC
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B. One-loop graphs of the gauge boson self-energy
The gauge boson self-energy at one-loop level consists of six graphs depicted in Figure 2:
The ghost loop Πµνa (p) (Fig. 2a), the tadpole graph Π
µν
b (p) (Fig. 2b), the boson loop
Πµνc (p) (Fig. 2c), the graph with one inner λ-propagator Π
µν
d (p) (Fig. 2d), the graph with
one inner λA-propagator Πµνe (p) (Fig. 2e) and the graph with two inner λA-propagators
Πµνf (p) (Fig. 2f). The first term in the expansion (3.24) is then given by∫
ddkIµν(k, 0) sin2
(
kp˜
2
)
=
∫
ddk
∑
i=a−f
Iµνi (k, 0) sin
2
(
kp˜
2
)
≡
≡ iΠµνa,IR(p) + iΠ
µν
b,IR(p) + iΠ
µν
c,IR(p) + iΠ
µν
d,IR(p) + iΠ
µν
e,IR(p) + iΠ
µν
f,IR(p).
(B.1)
Ghost-loop:
The ghost propagator and vertex in interpolating gauge are given by
∆cc¯(k) =
i
k2 − ζ(nk)2
,
V cc¯Aµ (q1, q2, k) = 2g (q2µ − ζ(nq2)nµ) sin
(
q1q˜2
2
)
, (B.2)
where ζ = ξ/n2. Therefore one gets for the ghost loop graph depicted in Figure 2a)
iΠµνa,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
− [kµ − ζ(nk)nµ] [kν − ζ(nk)nν ]
[k2 − ζ(nk)2]2
=
= 4g2
∫
ddk
(2π)d
sin2
(
kp˜
2
){ −kµkν
[k2 − ζ(nk)2]2
+ b
(nµkν + kµnν)
k2 − ζ(nk)2
− b2nµnν
}
(B.3)
Tadpole:
With the boson propagator given in (3.9) and the 4A-vertex given in Table 3 one gets for
the graph depicted in Figure 2b)
iΠµνb,IR(p) = 2g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k2
(gµτgσν + gµσgτν − 2gµνgστ )×
×
[
gτσ − akτkσ + b(nτkσ + kτnσ)− b
′
(
k˜τkσ + kτ k˜σ
)
−
k˜τ k˜σ
k˜2
]
= 4g2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k2
{
gµν
[
k2a− d+ 2− 2(nk)b
]
+ b (nµkν + kµnν)−
− akµkν − b′
(
k˜µkν + kµk˜ν
)
−
k˜µk˜ν
k˜2
}
, (B.4)
where d = gµµ denotes the dimension of space-time and a, b, and b′ were defined in (3.10).
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Photon-loop:
Consulting the Feynman rules given in Table 3 and equation (3.9) one has for the graph
depicted in Figure 2c)
iΠµνc,IR(p) = 2g
2
∫
ddk
(2π)d
1
k4
[−kǫgµσ + 2kµgǫσ − kσgǫµ] [−kρgντ + 2kνgρτ − kτgρν ]×
× sin2
(
kp˜
2
)[
gτǫ − akτkǫ + b(nτkǫ + kτnǫ)− b
′
(
k˜τkǫ + kτ k˜ǫ
)
−
k˜τ k˜ǫ
k˜2
]
×
×
[
gσρ − akσkρ + b(nσkρ + kσnρ)− b
′
(
k˜σkρ + kσ k˜ρ
)
−
k˜σk˜ρ
k˜2
]
. (B.5)
Noticing that
[−kǫgµσ + 2kµgǫσ − kσgǫµ]
[
g ǫτ − akτkǫ + b(nτkǫ + kτnǫ)− b
′
(
k˜τkǫ + kτ k˜ǫ
)
−
k˜τ k˜ǫ
k˜2
]
=
=
[
− kτg
µσ + 2kµg στ − k
σg µτ + akτ (k
2gµσ − kµkσ) + bnτ (k
µkσ − k2gµσ) + bkτ (−nkg
µσ+
+ 2kµnσ − nµkσ) + b′k2k˜τg
µσ − b′k˜τk
µkσ − 2b′k˜σkτk
µ + b′k˜µkτk
σ − 2kµ
k˜τ k˜
σ
k˜2
+ kσ
k˜τ k˜
µ
k˜2
]
=
[
fkτg
µσ − kτk
σ(akµ + bnµ − b′k˜µ) + 2kµg στ − k
σg µτ + (k
µkσ − k2gµσ)(bnτ − b
′k˜τ )+
+ 2bkµkτn
σ − 2b′k˜σkτk
µ − 2kµ
k˜τ k˜
σ
k˜2
+ kσ
k˜τ k˜
µ
k˜2
]
, (B.6)
with the abbreviation
f = k2a− 1− (nk)b, (B.7)
we get
iΠµνc,IR(p) = 2g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)[
fkτg
µσ − kτk
σ(akµ + bnµ − b′k˜µ) + 2kµg στ − k
σg µτ +
+ 2bkµkτn
σ + (kµkσ − k2gµσ)(bnτ − b
′k˜τ )− 2b
′k˜σkτk
µ − 2kµ
k˜τ k˜
σ
k˜2
+ kσ
k˜τ k˜
µ
k˜2
]
×
×
[
fkσg
ντ − kσk
τ (akν + bnν − b′k˜ν) + 2kνg τσ − k
τg νσ + 2bk
νkσn
τ+
+ (kνkτ − k2gντ )(bnσ − b
′k˜σ)− 2b
′k˜τkσk
ν − 2kν
k˜σk˜
τ
k˜2
+ kτ
k˜σk˜
ν
k˜2
]
1
k4
, (B.8)
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leading to
iΠµνc,IR(p) = 2g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k2
{
2k2b2nµnν + 2gµν [(nk)b− f ]+
+
kµkν
k2
[
f2 − 2k2af + 4f + 4(nk)bf + k4a2 − 2k2a− 4k2(nk)ab+ 4d−
− 7 + 10(nk)b+ 5(nk)2b2
]
+ 2
k˜µk˜ν
k˜2
[
f − (nk)b+ k2k˜2b′2
]
+
+ b (nµkν + kµnν)
[
k2a− f − 5− 3(nk)b
]
− 2k2b′b
(
k˜µnν + nµk˜ν
)
+
+ b′
(
k˜µkν + kµk˜ν
) [
f − k2a+ 5 + 3(nk)b
] }
, (B.9)
where d = gµµ once more. Using (3.10) and (B.7) this expression becomes
iΠµνc,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k2
{
k2b2nµnν − gµν
[
k2a− 1− 2(nk)b
]
−
+
kµkν
k2
[
k2a+ 2d− 5 + 2(nk)b+ (nk)2b2
]
− b (nµkν + kµnν) [2 + (nk)b] +
+
k˜µk˜ν
k˜2
(
k2a− 1− 2(nk)b+ k2k˜2b′2
)
− k2b′b(k˜µnν + nµk˜ν)+
+ b′(k˜µkν + kµk˜ν) [2 + (nk)b]
}
. (B.10)
Graph with inner λ-propagator:
With the boson propagator (3.9) and the λ-propagator and vertex given in Table 1 one
gets for the graph depicted in Figure 2d)
iΠµνd,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k˜2
θµτ
[
gτσ − akτkσ + b(nτkσ + kτnσ)−
− b′
(
k˜τkσ + kτ k˜σ
)
−
k˜τ k˜σ
k˜2
]
θσν . (B.11)
Graph with one inner λ-A propagator:
The mixed λ-A propagator in interpolating gauge is given by
∆λAµ (k) =
k˜µ
k˜2
+ b′kµ. (B.12)
The other Feynman rules needed for the graph depicted in Figure 2e) are given in Table 3
and (3.9). Additionally there is also a graph with an inner A-λ propagator instead of a
λ-A propagator, but this graph only corresponds to exchanging the external indices. In
the following these additional terms will be abbreviated with ’+µ↔ ν’. One gets
iΠµνe,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
θµτ
k2k˜2
(
k˜ρ + k˜
2b′kρ
)
[kρgνσ − 2kνgρσ + kσgρν ]×
×
[
gτσ − akτkσ + b(nτkσ + kτnσ)− b
′
(
k˜τkσ + kτ k˜σ
)
−
k˜τ k˜σ
k˜2
]
+ µ↔ ν
(B.13)
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Using (B.6) this expression becomes
iΠµνe,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
θµτ
k2k˜2
{
k2
(
bk˜νnτ − 2b
′k˜ν k˜τ + k˜
2bb′kτn
ν + k˜2b′gντ
)
−
−
[
f + k2k˜2b′2
]
kτ k˜
ν −
[
2(nk˜)b+ k˜2b′
(
f − k2a+ 2(nk)b
)]
kνkτ
}
+ µ↔ ν =
= 4g2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
−1
k2k˜2
{
2
[
f + k2k˜2b′2
]
k˜µk˜ν − k2k˜2bb′(k˜µnν + nµk˜ν)+
+
[
2(nk˜)b+ k˜2b′
(
f − k2a+ 2(nk)b
)]
(k˜µkν + kµk˜ν)− k2b(k˜µn˜ν + n˜µk˜ν)+
+ 2k2b′(θµτ k˜τ k˜
ν + k˜µθντ k˜τ )
}
, (B.14)
and inserting (3.10) and (B.7) finally leads to
iΠµνe,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k2k˜2
{
2
[
1 + (nk)b− k2a− k2k˜2b′2
]
k˜µk˜ν+
+ k2k˜2bb′(k˜µnν + nµk˜ν)− k˜2b′ [1 + (nk)b] (k˜µkν + kµk˜ν)+
+ k2b(k˜µn˜ν + n˜µk˜ν)− 2k2b′(θµτ k˜τ k˜
ν + k˜µθντ k˜τ )
}
. (B.15)
Graph with two inner λ-A propagators:
For the graph depicted in Figure 2f) we get
iΠµνf,IR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k˜4
θµτθνσ
(
k˜τ + k˜
2b′kτ
)(
k˜σ + k˜
2b′kσ
)
=
= 4g2
∫
ddk
(2π)d
sin2
(
kp˜
2
)
1
k˜4
θµτ
(
−k˜τ k˜σ − k˜
2b′(k˜τkσ + kτ k˜σ)− k˜
4b′2kτkσ
)
θσν .
(B.16)
The sum of all six graphs is given by:
(considering kσθ
σν = −k˜ν)
iΠµνIR(p) = 4g
2
∫
ddk
(2π)d
sin2
(
kp˜
2
){
−
b
k2
(nµkν + kµnν)
[
1 + (nk)b−
k2
k2 − ζ(nk)2
]
−
−
(d− 3)
k2
gµν +
kµkν
k4
[
2d− 5 + 2(nk)b+ (nk)2b2 −
k4
[k2 − ζ(nk)2]2
]
+
+ θµτ
(
gτσ
k˜2
− 2
k˜τ k˜σ
k˜4
)
θσν
}
= (B.17)
iΠµνIR(p) = 4g
2
∫
ddk
(2π)d
{
(d− 3)
(
2
kµkν
k4
−
gµν
k2
)
+ θµτ
(
gτσ
k˜2
− 2
k˜τ k˜σ
k˜4
)
θσν
}
sin2
(
kp˜
2
)
.
(B.18)
– 26 –
References
[1] A.A. Slavnov, Consistent noncommutative quantum gauge theories?, Phys. Lett. B 565
(2003) 246-252, hep-th/0304141
[2] A.A. Slavnov, Gauge-invariant U(1) Model in the Axial Gauge on the Noncommutative
Plane, Teor. Mat. Fiz. 140(3) (2004) 388-395
[3] S. Doplicher, K. Fredenhagen, J.E. Roberts, The Quantum Structure at the Planck Scale and
Quantum Fields, Commun. Math. Phys. 172 (1995) 187, hep-th/0303037
S. Doplicher, K. Fredenhagen, J.E. Roberts, Spacetime Quantization Induced by Classical
Gravity, Phys. Lett. B 331 (1994) 39
[4] H.S. Snyder, Quantized Space-Time, Phys. Rev. 71 (1947) 38
H.S. Snyder, The Electromagnetic Field in Quantized Space-Time, Phys. Rev. 72 (1947) 68
[5] A. Connes, Noncommutative Geometry, Academic Press (1994)
[6] A. Connes, M.R. Douglas, A. Schwarz, Noncommutative Geometry and Matrix Theory:
Compactification on Tori, J. High Energy Phys. 9802 (1998) 003, hep-th/9711162
[7] L.O. Pimentel, C. Mora, Noncommutative Quantum Cosmology, gr-qc/0408100
[8] N. Seiberg, E. Witten, String theory and noncommutative geometry, J. High Energy Phys.
9909 (1999) 032, hep-th/9908142
[9] T. Filk, Divergencies in a Field Theory on Quantum Space, Phys. Lett. B 376 (1996) 53
[10] A. Matusis, L. Susskind, N. Toumbas, The IR/UV-Connection in Noncommutative Gauge
Theories, J. High Energy Phys. 0012 (2000) 002, hep-th/0002075
[11] A.A. Bichl, J.M. Grimstrup, L. Popp, M. Schweda, R. Wulkenhaar, Perturbative Analysis of
the Seiberg-Witten Map, Int. J. Mod. Phys. A 17 (2002) 2219, hep-th/0102044
A.A. Bichl, J.M. Grimstrup, L. Popp, M. Schweda, R. Wulkenhaar, Deformed QED via
Seiberg-Witten Map, hep-th/0102103
[12] R. Wulkenhaar, Non-renormalizability of θ-expanded noncommutative QED, J. High Energy
Phys. 0203 (2002) 024, hep-th/0112248
[13] Su-Long Nyeo, Yang-Mills self-energy in a class of linear gauges, Phys. Rev. D 36 (1987)
2512
[14] O. Piguet, G. Pollak and M. Schweda, The cancellation of nonlocal divergences in lightcone
theories, Nucl. Phys. B 328 (1989) 527
[15] H. Balasin, M. Schweda, M. Stierle, Extended BRS symmetry in a class of linear gauges,
Phys. Rev. D 42 (1990) 1218
[16] M. Attems, D.N. Blaschke, M. Ortner, M. Schweda, S. Stricker, M. Weiretmayr, Gauge
Independence of IR singularities in Non-Commutative QFT — and Interpolating Gauges, J.
High Energy Phys. 0507 (2005) 071, hep-th/0506117
[17] W. Kummer, Acta Phys. Austriaca 14 (1961) 149
[18] N. Seiberg, L. Susskind, N. Toumbas, Space/Time Non-Commutativity and Causality, J.
High Energy Phys. 0006 (2000) 044, hep-th/0005015
[19] A. Connes, M.R. Douglas, A. Schwarz, Noncommutative Geometry and Matrix Theory:
Compactification on Tori, J. High Energy Phys. 9802 (1998) 003, hep-th/9711162
– 27 –
[20] S.M. Carroll, J.A. Harvey, V.A. Kostelecky´, C.D. Lane, T. Okamoto, Noncommutative Field
Theory and Lorentz Violation, Phys. Rev. Lett. 87 (2001) 141601, hep-th/0105082
[21] A. Iorio, T. Sy´kora, On the Space-Time Symmetries of Non-Commutative Gauge Theories,
Int. J. Mod. Phys. A 17 (2002) 2369, hep-th/0111049
[22] A.A. Bichl, J.M. Grimstrup, H. Grosse, E. Kraus, L. Popp, M. Schweda, R. Wulkenhaar,
Noncommutative Lorentz Symmetry and the Origin of the Seiberg-Witten Map, Eur. Phys. J.
C 24 (2002) 165, hep-th/0108045
[23] A. Bichl, J.M. Grimstrup, V. Putz, M. Schweda, Perturbative Chern-Simons Theory on
Noncommutative R3, J. High Energy Phys. 0007 (2000) 046, hep-th/0004071
[24] S. Minwalla, M. Van Raamsdonk, N. Seiberg, Noncommutative Perturbative Dynamics, J.
High Energy Phys. 0002 (2000) 020, hep-th/9912072
[25] P.A.M. Dirac, Lectures on quantum mechanics, New York, NY: Belfer Graduate School of
Science, 1964
[26] M. Hayakawa, Perturbative analysis on infrared and ultraviolet aspects of noncommutative
QED on R4, hep-th/9912167
[27] F. Ruiz Ruiz, Gauge-fixing independence of IR divergences in non-commutative U(1),
perturbative tachyonic instabilities and supersymmetry, Phys. Lett. B 502 (2001) 274,
hep-th/0012171
[28] A. Armoni, E. Lopez, UV/IR Mixing via Closed Strings and Tachyonic Instabilities, Nucl.
Phys. B 632 (2002) 240, hep-th/0110113
[29] C. Becchi, A. Rouet and R. Stora, Ann. Phys. (NY) 98 (1976) 287
[30] C.P. Mart´in, D. Sa´nchez-Ruiz, The BRS invariance of noncommutative U(N) Yang-Mills
theory at the one-loop level, Nucl. Phys. B 598 (2001) 348, hep-th/0012024
[31] O. Piguet, S.P. Sorella; Algebraic Renormalization; Springer-Verlag Berlin, Heidelberg
(1995), ISBN 3-540-59115
[32] A. Boresch, S. Emery, O. Moritsch, M. Schweda, T. Sommer, H. Zerrouki, Applications of
Noncovariant Gauges in the Algebraic Renormalization Procedure, World Scientific (1998),
ISBN 9810234562
[33] D.N. Blaschke, S. Hohenegger, M. Schweda, work in progress
[34] O.M. Del Cima, D.H.T. Franco, O. Piguet, M. Schweda, No parity anomaly in massless
QED3, private communication (1999)
[35] I.Ya. Aref’eva, D.M. Belov, A.S. Koshelev, O.A. Rytchkov, UV/IR Mixing for
Noncommutative Complex Scalar Field Theory, II (Interaction with Gauge Fields), Nucl.
Phys. 102 (Proc. Suppl.) (2001) 11, hep-th/0003176.
[36] A. Micu, M.M. Sheikh-Jabbari, Noncommutative φ4 Theory at Two Loops, J. High Energy
Phys. 0101 (2001) 025, hep-th/0008057
– 28 –
