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Abstrakt 
Cílem bakalářské práce je prostudovat tématiku v oblasti perfúzního zobrazování 
založené na dynamickém zobrazování s T1 kontrastem. Zaměření bylo především na úlohu 
arteriální vstupní funkce. Jsou popsány principy jevu dynamického měření magnetickou 
rezonancí, úloha kontrastních látek a jejich vliv na relaxační čas T1. Dále je popsána 
problematika perfusní analýzy, měření a matematické modelování arteriální vstupní funkce a 
získávání perfúzních parametrů. V experimentální části je provedeno naprogramování 
jedenácti modelů arteriální vstupní funkce a jejich zhodnocení. Dále vytvoření programu pro 
aproximaci reálných měřených arteriálních vstupních funkcí vytvořenými modely a začlenění 
tohoto programu do vytvořeného grafického rozhraní pro práci s modely. Dále byla ověřena 
funkčnost programu a zhodnocena úspěšnost aproximace pro jednotlivé modely. 
Klíčová slova 
Magnetická rezonance, DCE MRI, kontrastní látka, perfusní analýza, arteriální vstupní 
funkce, optimalizace parametrů, grafické rozhraní 
Abstract 
The task of this bachelor’s tesis is to study the subject in the area of perfusion imaging 
based on dynamic imaging with T1 contrast. Aims is primarily on the role of the arterial input 
function. Principles  phenomenon of dynamic magnetic resonance measurements are 
discribed. The role of contrast media and their influence on the relaxation time T1 are 
described. It is also described problems perfusion analysis, measurement and mathematical 
modeling of arterial input function and perfusion acquisition parameters. In the experimental 
part, there is modeled several models of arterial input function and their evaluation. Further 
the creation program for the approximation real measurement of arterial input function 
created models and the integration of this program into a graphical interface created for work 
with models. Was also verified the functionality of the program and evaluate the success of 
approximations for individual models. 
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Úvod 
DCE MRI (Dynamic Contrast-Enhanced) je relativně mladá metoda, pomocí které 
můžeme provádět perfusní analýzu. Tato metoda nachází široké využití v onkologii. Využívá 
se především pro rozpoznání benigních a maligních tumorů. Pro správné stanovení perfusních 
parametrů je nutná znalost arteriální vstupní funkce (AIF). AIF není vhodné z mnoha důvodů 
měřit, proto se zavádí její matematické modelování, což je obsahem experimentální části této 
práce. 
První část práce se věnuje úvodu do problematiky magnetické rezonance. Je popsán 
její fyzikální jev, relaxační mechanismy T1 a T2, rekonstrukce obrazu a využívané pulzní 
sekvence se zaměřením na akviziční část metody DCE MRI. 
Další (stále teoretická) část se věnuje dynamickému měření pomocí MR. Je rozebrána 
perfusní analýza, převod dat na koncentraci kontrastní látky, registrace dat a naměřené křivky 
průběhů koncentrací kontrastních látek v tkáni v čase. Jelikož AIF má důležitou roli ve 
výpočtech perfusních parametrů je tato kapitola zaměřena hlavně na AIF. 
Experimentální část se zabývá modelováním parametrických AIF v programovém 
prostředí Matlab. Podle literatury je postupně programováno jedenáct funkcí.  
Dále je vytvořena funkce pro automatickou optimalizaci parametrů vytvořených 
modelů, tak, aby byly schopny aproximovat reálné měřené arteriální vstupní funkce, což je 
hlavním těžištěm této práce. 
 Reálná data byly získány pomocí vedoucím práce dodaného softwaru. Reálná data již 
byly naimportovány do jazyku Matlabu, dále jsem musel provést konverzi dat na koncentraci 
kontrastní látky. V dalším kroku jsem již provedl z těchto konvertovaných dat samotný výběr 
a uložení křivek arteriálních vstupních funkcí, které slouží jako předloha naprogramovaným 
modelům k optimalizaci. 
Tato aproximační funkce byla následně začleněna do mnou vytvořeného grafického 
rozhraní. Rozhraní jsem vytvořil pomocí grafického editoru GUI v programovém prostředí 
Matlab. Tento program umožňuje práci s vytvořenými modely, načítání reálných dat a 
automatickou optimalizaci parametrů modelů.  
V další části práce jsem provedl prezentaci výsledků pomocí obrázků grafů a tabulek 
hodnot. Dále zhodnocení a diskuze výsledků. Práce diskutuje charakter jednotlivých modelů, 
robustnost optimalizační analýzy vůči šumu, použití různých metod optimalizace, srovnání 
účinnosti modelů a kvantitativní vyhodnocení úspěšnosti aproximace vytvořených modelů na 
reálná data.  
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1 Základní principy MR  
Základní kámen MR je elektromagnetická aktivita atomového jádra. K zobrazování 
pomocí MRI (Magnetic Resonance Imaging) jsou využívána jádra atomů s lichými 
atomovými čísly např. atom vodíku. Tato jádra mají pro zobrazení důležitou vlastnost, a to 
nenulový moment hybnosti J (spin). Spin nabývá hodnot ±1/2 a celkový spin jádra tvoří 
součet spinů jednotlivých nukleonů (protonů a neutronů). Pro MR jsou využívána jádra s 
neceločíselným celkovým spinem, které označujeme jako MR aktivní. Nejčastěji se využívají 
jádra atomů vodíku. [1] 
1.1 Idea sběru dat a vytváření obrazu  
Abychom byli schopni získat měřená data v magnetické rezonanci, musí zobrazovaná 
scéna ležet uvnitř homogenního magnetického pole B0. Vysílací cívkou je generován vhodně 
zvolený radiofrekvenční signál. Tento signál vybudí rezonující jádra některých atomů 
vykazujících spin k excitaci do vyšších energetických stavů. Projevem tohoto stavu společně s 
B0 je tzv. precesní pohyb jednotlivých rezonujících protonů. Precesní pohyb je 
charakterizován jako rotační pohyb v jednom bodě neměnné osy částice odkloněné od osy 
rotace o nenulový úhel. Jakmile je radiofrekvenční signál ukončen, jádra se vlivem 
relaxačních mechanismů definovanými časy T1 a T2 (vysvětleno dále) vracejí do základního 
stavu termodynamické rovnováhy. Zároveň s tímto návratem probíhá emise 
elektromagnetického vlnění na frekvenci, která je charakteristická pro daná jádra atomů, tzv. 
FID/echo signál (Free Induction Decay /echo) neboli volně indukovaný signál, který jsme 
schopni měřit. Velikost FID/echo signálu je úměrná počtu rezonujících jader, které byly 
vybuzeny a je měřena na přijímací cívce. FID signál je ještě váhován relaxačními časy T1,T2 
nebo průtokem vybuzených atomů. Protože popsaný děj vybudil do rezonance celý objem 
snímané scény v magnetickém poli a v poli vysílací i přijímací RF cívky, využívá se 
gradientní magnetické pole, které vybuzuje do rezonance jádra pouze ve zvolené 
tomografické rovině (poziční kódování na ose z). Tak tedy budou do vyšších energetických 
stavů vybuzeny pouze protony, které jsou na vhodné pozici ve směru – z gradientního pole 
Gz. Pro získání celistvého FID/echo signálu, potřebujeme další gradientní pole ve směru os x a 
y. [1] 
1.2 Fyzikální základy jevu magnetické rezonance  
Frekvence signálu závisí na použitém hlavním magnetickém poli B0 a na 
zobrazovaném prvku. Dále se vyskytuje pojem gyromagnetický poměr γ, ten udává pro jádra 
použitelná k MR v MHz rezonanční kmitočet při magnetické indukci 1T. [1] 
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Tabulka 1: Rezonanční frekvence [1] 
 
Pro vysvětlení jevu magnetické rezonance se používají dva modely: Kvantově 
mechanický a makroskopický fyzikální, neboli Blochův model. 
1.2.1 Kvantově mechanický a Blochův model  
1.2.1.1 Kvantový model 
Pro MR má největší význam atom vodíku, jehož zastoupení v molekulách vody činní 
cca 70%. Právě na atomu vodíku lze nejsnáze vysvětlit princip mechanismus MR.  
Osamocený proton bez přítomnosti B0 
Osamocený proton je charakteristický svou rotací – spinem, kvantitativně popisuje 
míru rotace mechanický moment hybnosti. Touto rotací je generováno magnetické pole, jež je 
popsáno magnetickým momentem μ.  
ߤ = ߛ ∙ ݌, (1) 
kde γ je gyromagnetický poměr a p spin. 
Vztah Mechanický a magnetický moment je vyjádřen pomocí gyromagnetického 
poměru, který je pro každou částici charakteristický. [1] 
Osamoceny proton v přítomnosti B0 
Dojde-li k vložení tohoto protonu do magnetického pole, vznikne díky působení 
tohoto pole na magnetický moment jádra síla, která se jej snaží nasměrovat do směru pole. 
Proti ní působí mechanická síla vzniklá rotační setrvačností a vzniká precesní pohyb, jehož 
frekvence (Larmorova frekvence) je lineárně závislá na velikosti B0. [1] 
߱଴ =  ߛ ∙  ܤ଴ (2) 
݂଴ ୀ ം
మഏ  
∙ ஻బ 
, (3) 
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kde ω0 je Larmorova frekvence,  
γ je gyromagnetický poměr a  
ܤ଴ je velikost magnetického pole. 
Skupina protonů v magnetické poli B0 
U skupiny protonů v přítomnosti magnetického pole B0 vznikne vektor magnetizace 
Mz tzn. výsledný směr orientace jednotlivých magnetických momentů. Vektor Mz poskytuje 
informaci o celkovém množství protonů ve vybuzeném objemu. Magnetizace je úměrná 
hustotě protonových jader. Velikost vektoru magnetizace Mz je přímo úměrná aplikovanému 
B0 a nepřímo úměrná absolutní teplotě. [1] 
1.2.1.2  Makroskopický fyzikální model – Blochova interpretace 
Blochův model je založen na vektorové reprezentaci. Objasňuje vznik vektoru 
magnetizace, ale také existenci jeho libovolné orientace a vytvoření FID/echo signálu v 
přijímací cívce. Poskytuje také představu o relaxačních časech. [1] 
Osamocený proton v magnetickém poli 
Pomocí precesního pohybu, kolem osy z, s úhlovou rychlostí w0, úměrné k B0, kterou 
vykonává proton s magnetickým momentem v homogenním stacionárním magnetickém poli 
B0, lze nastínit způsob přenosu energie mezi protonem a okolím. Je-li Larmorova frekvence 
shodná s frekvencí RF dojde k předání energie a překlopení orientace vektoru. [1] 
Skupina protonů v magnetickém poli B0 
Soubor precesujících protonů v magnetickém poli B0 na obou energetických hladinách 
lze vyjádřit jako soubor precesujících elementárních vektorů rovnoměrně rozmístěných na 
površích dvou kuželů v jedné ose, dotýkajících se svými vrcholy. 
Excitace radiofrekvenčním signálem vytváří magnetický vektor B1 konstantní 
velikosti, který rotuje v rovině x, y ve stejném směru a na stejné frekvenci jako elementární 
magnetické dipóly. [1] 
Srovnání modelů 
Nevýhodou kvantově mechanického modelu je, že neumožňuje objasnit vychylování 
vektoru magnetizace Mz o jiné úhly než 0° a 180°. Tím pádem nemůže objasnit ani vznik 
indukovaného proudu v cívkách přijímače. Toto umožňuje makroskopický Blochův model, 
který tedy poskytuje objasnění detekce FID/echo signálu v rovině x,y. [1] 
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1.2.2 Relaxační mechanizmy jevu MR  
Stav termodynamické rovnováhy je dán dvěma základními vlastnostmi. Absence 
komponentu vektoru magnetizace v transverzální rovině a velikost vektoru magnetizace v 
podélném směru. Termodynamickou rovnováhu dále charakterizují dva základní typy 
interakcí: spin-mřížková (podélná relaxace) a spin-spinová (příčná relaxace). Tyto interakce 
(ztráty energie) se dají kvantitativně hodnotit pomocí relaxačních časů T1 a T2 nebo 
relaxačních rychlostí 1/T1 a 1/T2. Dobu potřebnou k dosažení 63% původní velikosti Mz 
reprezentuje T1 (časová konstanta). Doba potřebná k dosažení 37% je dána T2. [1] 
Spin-mřížková interakce 
Každý proton vykazující spin vytváří vlastní elementární magnetické pole a zároveň 
leží v polích ostatních spinujících protonů. V důsledku termálního pohybu vzniká tzv. 
magnetický šum. Pokud tyto fluktuace (magnetický šum) lokálních magnetických polí mají 
Larmorovu frekvenci a vhodnou orientaci, může nastat překlopení protonů vykazujících spin 
z antiparalelní do paralelní orientace a způsobí tak relaxaci tzv. podélnou relaxaci. Rychlost 
takto vyvolané relaxace T1, která nastane po aplikaci 90° RF impulzu závisí na teplotě, 
viskozitě prostředí a koncentraci protonů.  Velikost relaxačního času  T1 je tak dána rychlostí 
relaxačního mechanismu. Čím je větší magnetický šum, tím i rychlost relaxace. T1 relaxace je 
závislá na velikosti Larmorovy frekvence resp. B0. [1] 
Spin-spinová interakce 
U této interakce dochází k postupné ztrátě fázové koherence elementárních dipólů, 
kterou způsobil RF pulz. Tato ztráta je způsobena především nehomogenitou statického 
vnějšího magnetického pole B0 a nehomogenitou vnitřního pole, která vzniká působením 
okolních jader buď jejich polí, nebo výměnou spinů mezi jádry v molekule. Tato relaxace se 
nazývá příčná a její rychlost je dána relaxačním časem T2. [1] 
 
Obrázek 1: Závislost relaxačních časů [1] 
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Tabulka 2: Relaxační doby T1 a T2 pro různé tkáně [1] 
 
1.2.3 FID signál  
Volně indukovaný signál (Free Induction Decay) je signál na cívce přijímače a podává 
nám informaci o snímané scéně. Po aplikaci 90° RF impulzu (nebo jiný, jenž vychýlí vektor 
magnetizace Mz z rovnovážné polohy) se vektor magnetizace překlopí do roviny x, y. Velikost 
proudu na Larmorově frekvenci, který se indukuje v cívce přijímače v důsledku vektoru 
magnetizace je úměrná vektoru magnetizace. FID signál je aktivní přesně tak dlouho, než 
nedojde k úplné ztrátě fázové koherence spinujících jader v důsledku příčné relaxace T2. Jeho 
okamžitou velikost jsme schopni vyjádřit jako závislost Mxy na čase. [1] 
 
Obrázek 2: FID signál [1] 
1.3 Vybrané měřící techniky  
Pulzní sekvence  
Typické moderní klinické MR skenery mohou nabídnout celou řadu voleb pulzních 
sekvencí, které jsou vhodné k aplikaci DCE MRI. Téměř vždy se volí kompromis mezi 
kvalitou obrazu v čase, prostorovým rozlišením, anatomickým pokrytím, citlivostí na 
artefakty a poměrem signál-šum. T1-vážené DCE-MRI je nejčastěji měřeno pomocí echo 
sekvencí, nejčastěji se tak volí pulsní sekvence Inversion Recovery (IR) a Saturation 
Recovery (SR). [2]  
Pro sběr obrazových dat se většinou nepoužívají excitace měřeného objemu jedním RF 
pulsem, ale periodicky se opakující pulsy tvořené jednotlivými RF pulzy. V závislosti na 
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typech pulsů a jejich časování lze získat signály váhované požadovaným způsobem (N(H) 
počtem protonových jader, T1 nebo T2). Popíšu ty nejzákladnější a ty, co se používají u DCE 
MRI. [1]  
Inversion Recovery (IR) 
Inverzní metoda buzení je charakteristická opakovaným sledem RF pulzů tvořených 
kombinací (180° + 90°)…(180° + 90°). 180° pulz provede inverzi vektoru magnetizace do 
opačného směru osy z. T1 podélná relaxace umožňuje návrat jader do termodynamické 
rovnováhy a ve vhodně zvolném okamžiku je aplikován 90° RF pulz, který překlopí vektor 
magnetizace do roviny x,y. Tam se již měří přijímací cívkou. Velikost měřeného FID signálu 
závisí na vzájemné velikosti TI (time inversion) a T1. V okamžiku kdy vektor magnetizace 
prochází tzv. nulovým bodem (null point) není možné jej měřit. Tohoto se využívá při 
potlačení určitých typů tkání. Metoda je váhována T1. [1] 
 
Obrázek 3: IR sekvence 
Saturation Recovery (SR) 
Tvoří ji repetiční aplikace 90° pulzů. V poli B0 je vektor magnetizace ve směru osy z a 
jeho velikost je určena počtem rezonujících jader. Ihned po ukončení prvního RF budícího 
pulzu je možno snímat FID signál. Doba mezi jednotlivými RF pulzy je označována jako 
repetiční TR (time repetition) a odezva na následné pulzy se označuje jako Hahnovo echo. 
Velikost Hahnova echa závisí na volbě TR, která uplatňuje vliv na T1 snímané tkáně. JE tedy 
opět váhována T1. [1] 
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Obrázek 4: Pulzní budící sekvence SR [1] 
Spin Echo (SE) 
Tato metoda využívá k buzení kombinaci (90° + 180°)…(90° + 180°) RF pulzů. Po 
ukončení 90°  RF impulzu se podélná magnetizace překlopí do transverzální roviny (x,y), jak 
je na obrázku 5 a je generován FID signál. T2 relaxační mechanismus narušuje fázovou 
koherenci elementárních dipólů. Překlopením elementárních dipólů po aplikaci 180° RF 
impulzu, dochází k jejich opětovnému sfázování a opět je generován echo signál. [1] 
 
Obrázek 5: SE sekvence [1] 
Gradientní echo (GE) 
Gradientní techniky nepoužívají refokusační 180° RF impulzy, nýbrž magnetická 
gradientní pole. Toto pole moduluje lokální magnetické pole na vyšší a nižší hodnotu, tím se 
zvýší a sníží Larmorova frekvence ve směru působení gradientu. FID signál tuto změnu 
zaznamená jako rychlé rozfázování transverzální magnetizace. Následně se aplikuje ten samý 
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gradient, ale v opačné polaritě a dojde ke zpětnému sfázování elementárních magnetických 
dipólů a generaci gradientního echa. [1] 
Echo planar imaging (EPI) 
Metoda využívaná při dynamickém perfusním zobrazování. U této metody je třeba mít 
stabilní vnější homogenní magnetické pole, protože sekvence je citlivá na nehomogenity 
magnetického pole. Metoda je velmi rychlá a probíhá na základě změn čtecího gradientu, 
které jsou prováděny v rychlém sledu za sebou. [3], [4] 
Fast low angle shot (FLASH) 
Tato metoda používá malé sklápěcí úhly a krátké časy TR. Na konci každého TR je 
aplikován tzv. spoiling gradient, který potlačuje transverzální složku magnetizace. Sekvence 
Flash není tak citlivá na nehomogenity pole, jako klasické gradientní echo, takže ve 
výsledných snímcích je zahrnuto méně artefaktů. Sekvence je díky rychlosti vhodná pro 3D 
zobrazování a je schopna poskytovat mnoho možností kontrastu, za pomocí různých nastavení 
parametrů. [3], [4] 
 
1.4 Výběr tomografické roviny  
Prostorové kódování informace ze zvolené roviny se provádí pomocí magnetických 
gradientních polí G. Nejčastěji se dnes využívají planárně selektivní 2D metody nebo 
objemové 3D techniky. Tyto dvě techniky se liší v objemu zobrazované scény. Přesné 
vymezení tomografické vrstvy je umožněno díky využití superpozice gradientního 
magnetického pole na základní homogenní magnetické pole B0 během buzení jader RF 
impulzem. [1] 
1.4.1 Prostorové kódování v ose z  
Hlavní magnetické pole B0 je orientováno ve směru osy z. Díky aditivní superpozici 
magnetických polí B0 a Gz dochází k poziční závislosti Larmorovy frekvence ve směru osy z. 
Aplikuje-li se selektivní vysílací RF pulz ve vhodném frekvenčním pásmu, vybudí do 
rezonance ta jádra, která jsou ve frekvenčním rozsahu aplikovaného RF pulzu. Tloušťka 
excitované tomovrstvy tak jde ovlivnit šířkou spektra vysílacího RF pulzu resp. velikostí 
gradientu Gz. Čím je doba trvání RF impulzu delší, tím je požadovaná šířka sledovaného 
pásma menší a naopak. Použití gradientního pole (obrázek 6)pro výběr tomografické roviny 
Gz, se děje současně se změnou frekvencí precesujících jader v rozsahu změn magnetického 
pole. K získání zpětné fázové koherence je nutné ukončit gradientní magnetické pole Gz a 
aplikovat inverzní gradient stejné velikosti (-Gz) s poloviční dobou trvání. Měřený signál je 
získán až po ukončení inverzního gradientu. [1] 
10 
 
 
 
Obrázek 6: Geometrie z-cívky a vznik lineárního gradientního pole Gz [1] 
1.4.2 Prostorové kódování v ose x,y  
Prostorové kódování je prováděno pomocí dalších gradientních magnetických polí Gx 
a Gy, které jsou v základním magnetickém poli orientovány kolmo na směr Gz. Buzení 
jednotlivých cívek pro generaci gradientních polí umožňuje vytvořit lineární změnu 
magnetického pole v libovolném směru podle následující rovnice 
ܩ =  ටܩ௫
ଶ + ܩ௬
ଶ +  ܩ௭
ଶ,    (4) 
kde Gz, Gx a Gy jsou jednotlivá gradientní pole. 
V ose x prostorové kódování zajišťuje změny v Larmorově frekvenci jader, ke kterým 
dojde po aplikaci gradientu v rovině řezu. Tím dojde k rozdělení do sloupců o shodné 
frekvenci. Tento gradient (Gx) je zapnut po dobu příjmu signálu v cívce z pozorovaného řezu 
a zajišťuje frekvenční kódování. Dále se využívá fázově kódující gradient Gy. Zapíná se 
pouze na krátkou dobu před aplikací frekvenčně-kódujícího gradientu (např. mezi 90° a 180° 
RF pulsem). Díky Gy gradientu se pozmění fáze precese jader, což způsobí, že jsou fázově 
kódována, tedy mají různou fázi na různém místě v ose y. [1] 
1.5 Rekonstrukce obrazu  
Při rekonstrukci obrazu u MR se v planární rovině osvědčily hlavně dvě metody, a to 
projekčně rekonstrukční a dvojrozměrná Fourierova rekonstrukční metoda 2DFT. V dnešní 
době už se však v moderních systémech pro časovou náročnost a další aspekty první metoda 
nepoužívá. [1] 
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1.5.1 Vlastní princip metody rekonstrukce obrazu  
Zde se popisuje princip 2DFT rekonstrukční metody. Po aplikaci gradientu z a excitaci 
90° RF pulzem mají všechna jádra v precesním pohybu konstantní frekvenci a stejnou fázi. 
Během trvání FID aplikujeme gradient Gy a ten způsobí změnu ve frekvenci ve směru osy y 
(fázové kódování). Jakmile se ukončí gradient Gy, všechna precesující jádra opět srovnají 
frekvence, ale zůstane zachován lineární fázový posuv na souřadnici y. Dále se aplikuje 
gradient Gx, vznikne tzv. frekvenční zakódování tj. lineární závislost frekvence na poziční 
souřadnici x. Je získán jeden pohled datového prostoru. Součty všech fázově kódujících jader 
ve sloupci dávají amplitudu spektra, která reprezentuje všechny voxely. Jeden pohled v 
datovém prostoru reprezentuje spojitá funkce demodulovaného FID/echo signálu, který má 
charakter spektra. Následně je potřeba sejmuté spektrum navzorkovat. Vznikne diskretizovaná 
reprezentace jednoho pohledu v k-prostoru. Pro další pohled je nutné opět aplikovat gradient 
Gy, jehož velikost změníme, takže fáze spinujících protonů bude jiná, gradient Gx zůstává 
stejný, tedy frekvenční prostorové kódování zůstane konstantní, jak je vidět na obrázku 7. 
Získá se druhý pohled. Ačkoli počet jader ve sloupci zůstal stejný, změnil se výsledný 
vektorový součet. Tuto změnu gradientu Gy opakujeme několikrát (kolik repetic, tolik 
pohledů). Každý pohled poté znova navzorkujeme. Celkový výsledek je ten, že obrazová data 
jsou reprezentována k-prostorem a celá scéna je uložena v pravoúhlé souřadné soustavě. 
Následně se provede inverzní diskrétní Fourierova transformace vytvořené matice a vznikne 
jasová modulace. [1] 
 
Obrázek 7: Princip frekvenčního a fázového kódování [1] 
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1.5.2 K-prostor 
K-prostor je datový prostor, který je tvořen prostorovými frekvencemi v 
odpovídajícím směru. Ve směru fázového kódování je již při akvizici provedena diskretizace 
k-y souřadnice. Další diskretizace se provádí pomocí A/D převodníku s vzorkovací periodou 
Ts. Z těchto obrazových dat je vytvořena matice diskretizovaného k-prostoru. Každý prvek v 
matici odpovídá číslům získaným z MR měření signálu. K-prostor vytváří symetrické pole 
ohraničené použitým frekvenčním rozsahem. Centrální řádky matrice obsahují nejnižší stupeň 
fázového kódování a naopak okraje matrice nejvyšší stupně fázového kódování. Amplitudy 
echo signálu jsou největší, při co nejnižším stupni fázového kódování tzn., že naměřené 
hodnoty k-prostoru jsou v centru největší, zároveň jsou v centru informace o nejnižších 
prostorových frekvencích. Rekonstrukce obrazu se provádí 2DFT-1 k-prostoru. První 
proběhne výběr řádku k-prostoru, který je následně naplněn hodnotou měřeného 
demodulovaného signálu. Existuje mnoho způsobů (trajektorií) jak naplnit k-prostor. Volí se 
podle požadavků na zkrácení akviziční doby, která je potřeba pro nasnímání obrazových dat. 
[1] 
 
 
Obrázek 8: Po demodulaci měřeného signálu v přijímací cívce obdržíme spojitý signál, který reprezentuje 
jednotlivé řádky datového prostoru [1] 
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Obrázek 9: Horizontální linie k-prostoru [1] 
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2 Dynamic contrast-enhanced MRI  
Dynamic cotrast-enhanced MRI (DCE MRI) je dynamická MR technika, využívající 
kontrastních látek pro zesílení signálu v obrazu. Metoda DCE MRI je schopna poskytovat 
nezávislé informace ke zlepšení diagnóz četných onemocnění, především se využívá 
v onkologii. Využívají se akviziční sekvence s T1 váhováním a měří se oblast zájmu (řez 
tkání) v čase. Pomocí DCE MRI se provádí perfusní analýzy, tato metoda poskytuje tedy i 
funkční charakteristiku tkáně, nejen anatomickou. Samotná metoda je založena na podání 
kontrastní látky, která ovlivňuje homogenity magnetického pole a relaxivitu, což znamená 
vlastnost kontrastní látky ovlivňovat relaxační časy. Chování kontrastní látky v cévním řečišti 
nám pak dává perfusní parametry. První je provedeno nasnímání oblasti zájmu před podáním 
kontrastní látky a poté po podání. Pozorují se změny intenzity signálu v jednotlivých voxelech 
v čase, které jsou závislé na změně koncentrace kontrastní látky. Díky matematickému 
modelování jsme potom schopni odvodit parametry popisující perfusi, kapilární permeabilitu 
apod. Pro diagnostiku v onkologii jsou pak stěžejní lokální perfusní parametry tkání (průtok 
krve, objem krve atd.), které jsou důležitým fyziologickým ukazatelem abnormální tkáně. 
Reprodukovatelnost metody, je při jednoduchém měření velmi malá, proto jsou zavedeny 
matematické modely, jejichž dekonvolucí se provádí odhad křivky koncentrace kontrastní 
látky v tkáni. Dekonvoluce je provedena jako aproximace odhadnuté a měřené křivky 
koncentrace v čase. Jelikož tato metoda je dynamická, tzn., probíhá v reálném čase, je nutné 
nastavit vhodné parametry pro měřící sekvence. Například rychlost akvizice. Je zapotřebí, 
vysoké časové a prostorové rozlišení, protože metoda je citlivá především k pohybovým 
artefaktům. [2],[3],[4] 
2.1 Kontrastní látky  
Kontrastní látky se začaly zkoumat od roku 1981. Výzkum přinesl úspěšný výsledek 
v podobě nízkomolekulárního gadoliniového chalátu 0,5 kD. Vysokomolekulární látky se 
začaly zkoumat později.  
Kontrastní látky se využívají v magnetické rezonanci kvůli zkrácení relaxačních časů 
T1 a T2. Tento princip zkrácení relaxačních časů je v tom, že kontrastní látka ovlivňuje jádra 
vodíku ve svém okolí. Pokud kontrastní látka sníží relaxační čas T1 v místě působení, pak tím 
zesílí signál T1 a v T1 váhovaném snímku se zobrazí sledovaná oblast světle. V opačném 
případě zkrácení T2 času dojde k redukci signálu a v T2 váhových snímcích budou dané 
oblasti tmavé až černé. Tohoto zkrácení T2 využívá metoda DSC MRI, jež není předmětem 
práce. Látka nesmí být pro pacienta toxická, ovšem musí být schopna zvýšit relaxační 
rychlost o 10-20%, abychom detekovali změnu ve výsledném obraze. Kontrastní látku 
vybíráme podle vhodné kombinace, a to jakou má schopnost upravit relaxivitu vyšetřované 
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oblasti, jakou rychlostí se vyloučí z organismu a podle stupně toxicity. Nádorové buňky jsou 
velmi slabě propojeny a jejich růst je neuspořádaný. Proto se zde mohou vytvářet velké 
otvory, které umožní průchod velkých molekul do tkání. Zvýšená difůze je dominantnější na 
okrajích nádoru a to díky nižšímu tlaku. Existují orgány, které mají tzv. bariéry. Rakovina 
může bariéru poškodit, poté difúzí projde do tkáně kontrastní látka snadněji a na snímku pak 
vidíme změnu signálu. Rychlost difůze látek je ovlivněna jejich tvarem, velikostí a náboji. 
Existují kontrastní látky, které běžně difundují z kapilár, používají se při DCE-MRI a také 
kontrastní látky, které mají molekuly větší, které nedifundují. Obecně můžeme kontrastní 
látky dělit podle toho, jak reagují s organismem na neselektivní, částečně selektivní, cílené a 
aktivované. Nejčastěji používaná kontrastní látka je Gadolinium, paramagnetická, netoxická 
látka, která poskytuje vynikající zsílení v T1 váhovaných snímcích. Označení těchto látek je 
DTPA, Gd-DTPA-BMA, Gd-DTPA-BMEA apod. Dále se používá mangan, který má využití 
především při analýze pankreatických lézí, jinak je stále v experimentální fázi aplikace. 
Označení bývá Mn-DPDP. [2],[4] 
2.2 Převod dat na koncentraci kontrastní látky  
Abychom byli schopni provést v dynamickém zobrazení pomocí MRI  perfusní 
analýzu, musíme získat obrazy, kde změna koncentrace kontrastní látky v tkáni odpovídá 
změně kontrastu. K tomu se využívá lineární závislost relaxačních rychlostí na koncentraci. 
Relaxační rychlost je charakterizována jako převrácená hodnota relaxačních časů T1,T2. 
Právě tyto časy jsou ovlivněny kontrastní látkou, která je podstatně zkracuje. Existují dvě 
hlavní metody pro perfusní analýzu. Metoda založená na příčném váhování se označuje jako 
DSC (Dynamic Susceptibility Contrast), váhuje ji T2. Metoda ovlivněna podélným 
váhováním, tedy T1, je DCE (Dynamic Contrast Enhanced). U DCE kontrastní látka zvyšuje 
rychlost podélné relaxace. Volí se difusibilní kontrastní látky, kde doba kontrastní látky 
v tkáni působí pomaleji než u DCS, takže lze snížit časovou rozlišovací schopnost a zlepšit 
prostorovou rozlišovací schopnost. V získaném obraze jsou místa s vyšší koncentrací 
kontrastní látky místa s vyšší hodnotou signálu. Jeví se jako světlá (bílá). Je-li předpokladem 
převodu na koncentraci lineární závislost koncentrace a relaxivity(relaxační rychlosti), tak se 
klade požadavek rychlé absolutní kvantifikace relaxačních časů. Pro každou metodu se volí 
jiné budící sekvence, tak aby odpovídali druhu váhování. Následně je také důležitá volba 
velikosti koncentrace kontrastní látky pro každou z metod. [2] 
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Obrázek 10: Zobrazována scéna v čase, kdy změna intenzity odpovídá změně koncentrace 
2.3 Zregistrování dat  
Dále je nutno v perfusní analýze metodou DCE-MRI provést registraci dat časových 
sekvencí obrazů. Z důvodu pohybových artefaktů při měření nejsou výsledné obrazy, 
představující koncentraci kontrastní látky ve sledované scéně dokonale slícované. Proto 
existují techniky registrace obrazů. Zvolí se základní (referenční) matrice, zpravidla podle 
kvality obrazu, či podobnostního průměru. Vůči této zvolené oblasti se ostatní snímky 
registrují a optimalizují. Tak se děje na základě transformace obrazů. Provádí se především 
posun a natáčení snímků. [7] 
 
Obrázek 11: Jednoduché schéma lícování dat 
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2.4 Naměřené křivky průběhu koncentrace kontrastní látky  
Závislost intenzity signálu na čase vytvoří křivku, kde se označují tři důležité fáze T1-
váhovaného DCE MRI: Nárůst, maximální zesílení a vymývání. Maximální zesílení odpovídá 
celkové absorbované koncentraci kontrastní látky. [2],[3] 
Křivka časové závislosti průběhu koncentrace, z již zregistrovaných obrazových dat, 
ve sledované oblasti se zpravidla získává jako průměrná hodnota koncentrace z homogenních 
malých oblastí. Skrze celý čas – celou sekvenci se tak děje z důvodu nemožnosti dokonale 
zregistrovat data tak, aby konkrétní voxel morfologicky odpovídal voxelům v ostatních 
obrazech. Cílem je získat křivku pro každý voxel v čase. Na níže uvedeném obrázku 12 je pak 
příklad takových křivek průběhu koncentrace v čase pro prostatu.  
 
Obrázek 12: Schematické snímky MR s označenou oblastí zájmu a vykreslenými čtyřmi křivkami závislosti 
koncentrace v čase pro čtyři různé oblasti zájmu [2] 
2.5 Vlastní perfusní analýza  
Výsledkem perfusní analýzy jsou mapy (obrázek 15) perfusních parametrů, které jsou 
dány parametry modelu TRF. Výsledná křivka závislosti koncentrace kontrastní látky na čase 
je dána konvolucí AIF(t) (váhována tokem krve F) a TRF(t). TRF je residuální funkce tkáně 
(odezva tkáně na jednotkový impulz) a bývá popsána modelem (např. Toftsův) [3]. Z výše 
uvedené informace vyplývá, že perfusní parametry získáme parametrickou dekonvolucí. 
Získání výsledných hodnot parametrů perfusní analýzy určuje odhadnutý model TRF. 
ܿ(ݐ) =  ܨ ∙ ܣܫܨ(ݐ) ∗ ܴܶܨ(ݐ), (5) 
kde TRF je residuální funkce tkáně,  
AIF je arteriální vstupní funkce, 
F je tok krve a  
∗ je operátor diskrétní konvoluce. 
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Zavádí se pojem kompartmentové modelování. Kompartmenty jsou myšlena prostředí, 
kde perfuse probíhá, viz obrázek 14, který ukazuje zjednodušenou představu o dějích ve 
tkáních, tedy kapilára (jeden kompartment) a tkáň (druhý kompartment). Předpoklad 
kompartmentu jsou homogenně rozprostřené veličiny v čase. Dále existují modely, kde se 
předpokládá kromě časové závislosti taky prostorová závislost. Tyto modely jsou označovány 
jako modely s distribuovanými parametry. Ke konvoluci se dojde právě analýzou 
kompartmentů, či distribuovaných modelů. Vede to na diferenciální rovnice a analýzou těchto 
rovnic dostáváme konvoluční závislost. 
 
Obrázek 13: Křivka naměřené arteriální vstupní funkce 
 
Obrázek 14: Dvoukompartmentový model difuze [2] 
Perfusní parametry jsou získány dekonvolucí, a to buď slepou, nebo neslepou.[9] To je 
dáno tím, zda a kolik je odhadovaných prvků konvoluce známých a kolik odhadovaných 
(parametricky, či každý bod zvlášť). Neslepá dekonvoluce nastane tehdy, jsou-li známé jak 
křivky c(t) tak i AIF. Pokud je ovšem známá pouze křivka c(t) a k dispozici je pouze model 
AIF a TRF s neznámými parametry, jde o dekonvoluci slepou. Parametrický odhad znamená, 
že jde o modely a hledají se parametry neznámých. Z hlediska reprodukovatelnosti, časové 
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náročnosti a odolnosti vůči šumu je výhodnější použít parametrické modely. Je několik 
způsobů, jeden z nich je použít modelovanou TRF a měřenou AIF, což z hlediska 
problematiky měření AIF není příliš vhodné (viz další kapitola). Další metodou je použít opět 
namodelovanou TRF a populačním průměrem modelovanou AIF. Křivka populačního 
průměru je získána na základě střední hodnoty získané z měřené AIF na mnoha individuálních 
vyšetřovaných a ta se popíše parametricky. Pokud se provede perfusní analýza pro každý 
voxel v obraze dostáváme mapy pesfusních parametrů viz Obr. 15. Počet map perfusních 
parametrů je dán počtem parametrů modelu TRF. 
 
Obrázek 15: Mapy perfusních parametrů 
2.6 Problematika stanovení AIF  
AIF je průběh koncentrace kontrastní látky v arterii v čase a tímto poskytnutý signál je 
možné, za precizně zregistrované sekvence, jak popisuje příslušná kapitola této práce, měřit 
na úrovni voxelu. K posouzení parametrů perfusní analýzy je nezbytné tuto funkci správně 
identifikovat. Správné měření AIF není z technických nebo anatomických důvodů snadné. Při 
měření vzniká mnoho artefaktů, nebo dokonce vhodná arterie v datové sekvenci úplně chybí. 
Celkově se také snižuje reprodukovatelnost metody. Reprodukovatelnost metody znamená, že 
pokud se udělá více vyšetření, za stejných podmínek, výsledky by měly být stejné.  
Dále AIF může být narušena náhodným šumem, pohybem pacienta nebo nízkou 
časovou rozlišovací schopností pro velký objem analýzy. Na úroveň zašumění AIF má velký 
podíl kvalita přístroje a akviziční sekvence. AIF má důležitou roli při výpočtech a tyto 
narušení můžou vyvolat zásadní odchylky v odhadu mikrocirkulačních parametrů, jako je 
například tkáňová perfuse, kapilární propustnost a další. Někdy může být odhad úplně 
nemožný (absence tepny v obraze). Pro omezení těchto problémů se zavádí matematické 
modelování funkce, které zcela nahrazuje měřenou AIF. Protože každý pacient či objekt má 
víceméně individuální průběh této funkce, bývá nepřesný i odhad AIF založený na 
20 
 
populačním průměru. Nejvhodnější je pak stanovit konkrétní AIF pro konkrétní měření, a to i 
v případě, kdy nelze získat měřený signál z tepny. To lze provést pomocí aproximace 
odhadnutých (využití konvolučního modelu, viz vzorec (5) s parametrickou AIF) a měřených 
křivek koncentrace c(t). Dostáváme se tak k multikanálové slepé dekononvoluci. Nicméně, 
nerelevantní namodelování AIF může vést k nekontrolovatelným artefaktům, které poskytují 
špatné, nebo zkreslené výsledky. Navíc odhadnutá individiální AIF pro konkrétní data by 
neměla být použita pro jiná data. Tato práce je zaměřena právě na analýzu různých modelů 
AIF. [2],[9] 
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3 Tvorba Modelů 
K posouzení perfusních parametrů tkáně získaných metodou DCE MRI je nutná 
znalost arteriální vstupní funkce (AIF). Stanovení správné AIF popsaným výše zmíněnými 
dekonvolučními postupy vyžaduje mít na vstupu parametricky popsaný model této křivky. 
Lze provádět dekonvoluci i s neparametrickou AIF, to ale není těžištěm této práce, ta má za 
cíl analýzu různých parametrických modelů AIF. Je známo několik matematických 
analytických modelů. V této části práce bylo zkoušeno namodelování některých z nich 
v programovém prostředí Matlab. Pro snazší popis konkrétního modelu byl každý model 
vyobrazen graficky. Problém ale v této fázi práce nastává ve chvíli, kdy je potřeba zvolit 
parametry modelu tak, aby se vizuálně podobal teoretické křivce AIF. Proto byly v této fázi, 
zejména pro ilustraci, parametry stanoveny ručním zadáním tak, aby se co nejvíce podobaly 
funkci, která je popsána článkem, jejímž autorem je Parker et altera [5] (dále již jen 
„Parkerova funkce“). Výhodou pak je, že ručně nastavené parametry pak mohou posloužit 
jako počáteční odhady do optimalizačního algoritmu, viz dále. Ke srovnání jsme vybrali tuto 
funkci jakožto analytický popis měřených AIF (populační průměr) a bude sloužit jako jakýsi 
zlatý standard pro lidské analýzy v této práci, tedy bude s ní srovnáváno. Jde ovšem o pouze 
lidský signál a ne každá funkce bude vhodná pro použití na lidskou formu křivky AIF. Tím se 
ale zabývají další kapitoly této práce a zde poslouží Parkerova funkce coby předloha (zlatý 
standard) k základní ilustrační představě o možnostech zvolených analyzovaných modelů 
AIF.  V dalším zpracování práce, v souladu se zadáním a cíly, jsou pak samozřejmě 
parametry stanoveny automaticky na základě měřených křivek. Parkerova AIF je vytvořena 
na základě populačního průměru a jak je vidět na obrázku 16, skládá se ze dvou 
Gaussovských funkcí, jedné exponenciální a jedné sigmoidní funkce. [5] Její vzorec je:  
 ܥ௕(ݐ) = ∑
஺೙
ఙ೙√ଶగ
ଶ
௡ୀଵ  ݁ݔ݌ ቀ−
(௧ି ೙்)
మ
ଶఙ೙
మ ቁ +
ఈ ௘௫௣(ିఉ௧)
ଵା௘௫௣(ି௦(௧ିఛ))
, (6) 
kde An, Tn a n jsou optimalizační konstanty,  
ߙ a ߚ jsou parametry exponenciální funkce,  
s a ߬ jsou parametry sigmoidální funkce. 
Bylo modelováno jedenáct funkcí. Zahrnuty jsou jednoduché modely s jednou funkcí, 
modely kombinující více jednoduchých funkcí a modely kombinující složité funkce. [9] 
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Obrázek 16: Graf funkce AIF popsané literaturou [5]. Křivka v této fázi práce poslouží jako ilustrační předloha 
pro tvořené funkce 
Exponenciální klesající funkce 
Tato funkce je dána vzorcem: 
ݏ = ܽ ∙  ݁ି௖∙ (௧ି௧బ), (7) 
kde a ,c  a ݐ଴ jsou parametry funkce a t je časová osa x daná počtem vzorků. 
 
Obrázek 17:Ilustrace jednouché exponenciální funkce s ručně nastavenými paremtry (modrá), Parkerova funkce 
(červená) 
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Jelikož je tento model tvořen pouze jednou funkcí, není možné se přiblížit Parkerově 
mustru, se kterým je porovnáváno. Tato funkce není vhodná pro testování na měřené AIF u 
lidí. Vhodná je například pro použití u AIF myší, či potkanů viz následující kaptoly práce.  
Lienárně vzrůstající a exponenciálně klesající funkce 
Tato funkce je dána vztahy: 
ݏ = ܽ ∙  ݁ି௖∙ (௧ି௧భ) (8) 
ݏ = ܽ ∙  
(௧ି௧బ)
(௧భି௧బ )
 , (9) 
kde a ,c  a ݐ଴ jsou parametry funkce, spolu s dalšími parametry udávajícími zpoždění  
t1 je zpoždění a  
t je časová osa x daná počtem vzorků. 
 
Obrázek 18: Ilustrace lineárně exponenciální funkce (modrá), Parkerova funkce (červná), parametry modré 
křivky nastaveny ručně 
První vztah je pro exponenciální část, viz předešlý vztah a druhý patří lineární fázi. 
Tato funkce společně s klesající exponenciální funkcí se používají při nižším rozlišení dat, či 
velkém zašumění signálu. Ovšem jinak nejsou u lidí příliš použitelné v praxi, protože nejsou 
složeny z hlediska modelování z dostatečného počtu adekvátních funkcí. Tyto funkce nachází 
využití u modelování AIF pro myši a potkany, jak ukazují optimalizace na reálných datech. 
[9] 
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Gamma funkce 
Posledním z jednoduchých modelů je gamma funkce, která je již pro další zpracování 
u lidských vyšetření použitelná. Je definována vzorcem: 
ݏ = ܽ ∙  (ݐ − ݐ଴)௕ ∙ ݁ି௖∙(௧ି௧బ), (10) 
kde a ,c b a ݐ଴ jsou parametry funkce, jsou parametry funkce, spolu s dalšími 
parametry udávajícími zpoždění  
t je časová osa x daná počtem vzorků. 
 
Obrázek 19: Ilustrace gamma funkce (modrá), Parkerova funkce (červená), parametry modré křivky nastaveny 
ručně 
U této funkce však stále nastává problém v rozpoznání ukončení  prvního průchodu 
kontrastní látky (tzv. bolusu) tkání. Lépe se u této funkce ruční nastavení nepodařilo. 
Optimalizace v navazující kapitole ukazuje mírné zlepšení v aproximaci na měřenou křivku 
myší. [9] 
Další skupina modelů jsou složeny ze dvou nebo tří jednoduchých funkcí. Abychom 
docílili úspěšného lícování na Parkerovu funkci, musí mít modelované funkce jiné parametry 
a vzájemné zpoždění. Ve skriptu jsou hodnoty obou funkcí uloženy do vektoru a 
jednoduchým for cyklem se mění parametry pro výpočet rovnice. Následně je provedena 
sumace tohoto vektoru daných funkcí. [6] 
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Součet dvou a tří klesajících exponenciálních funkcí 
Jedna z funkcí je strmá exponenciála a druhá pomaleji klesající. U trojité exponenciály 
je ještě vnořena jedna, jako přechod mezi strmou a plýtkou. Trojitá exponenciální funkce je 
dokonalejší a vhodnější než dvojitá. 
Vzorec trojité exponenciály: 
 ݏ = ܽଵ ∙  ݁ି௖భ∙ (௧ି௧బ) +  ܽଶ ∙  ݁ି௖మ∙ (௧ି௧భ) + ܽଷ ∙  ݁ି௖య∙ (௧ି௧మ), (11) 
kde a, c jsou parametry funkce, spolu s dalšími parametry udávajícími zpoždění 
a ݐ଴, ݐଵ, ݐଶ jsou zpoždění jednotlivých křivek,  
t je časová osa daná počtem vzorků. 
 
Obrázek 20: Ilustrace sumy tří exponenciálních funkcí (modrá). Parkerova funkce (červená,) parametry modré 
křivky nastaveny ručně 
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Obrázek 21: Ilustrace sumy dvou exponenciálních funkcí (modrá). Parkerova funkce (červená), parametry 
modré křivky nastaveny ručně 
Tento model je již schopen dostatečně „kopírovat“ Parkerovu křivku, není však 
schopen z podstaty exponenciální funkce zachytit druhý vrchol, který nastává po maximální 
zaznamenané intenzitě signálu. Trojitá exponenciální funkce, jak je vidět z obrázků 20 a 21 je 
dokonalejší a vhodnější než dvojitá. Je otázkou, zda tento model volit pro lidskou, či myší 
AIF. Je zřejmé, že nepostihne celý tvar lidské AIF, na druhou stranu má málo optimalizačních 
parametrů, přesto dokáže postihnout trend AIF dobře. 
Hybridní funkce 
Tento model je složen z gamma funkce u které je exponenciální faktor nahrazen 
součtem dvou exponenciálních funkcí. Viz vzorec: 
 ݏ = ܽ ∙  (ݐ − ݐ଴)௕ ∙ (݁ି௖భ∙
(௧ି௧బ) +  ݀ ∙ ݁ି௖మ∙(௧ି௧బ)), (12) 
kde a,b,c,d jsou parametry modelu, spolu s dalšími parametry udávajícími zpoždění 
ݐ଴ je zpoždění jednotlivých funkcí a  
t je časová osa daná počtem vzorků. 
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Obrázek 22: Ilustrace hybridní funkce (modrá), Parkerova křivka (červená), parametry modré křivky nastaveny 
ručně 
Tato modelace poskytuje jiný průběh než u předešlých. Objevuje se již náznak 
druhého peaku, který je ale velmi „roztažený“. To je způsobeno buď neschopností funkce 
jako takové tento peak akceptovat, či spíše nedokonalým ručním nastavováním parametrů. 
Dle kapitoly zabývající se optimalizací (viz níže) je vidět, že funkce druhý peak lidské AIF 
modeluje o něco přesněji. 
 Tato funkce, stejně jako trojitá exponenciální funkce, již je schopná poskytovat 
hodnotný model pro měřená data. Nicméně záleží na tvaru a typu AIF (lidská, myší). 
Mezi nejsložitější parametrické funkce (z hlediska matematického popisu a s tím 
souviseícího počtu parametrů funkce) zvolené k analýze patří: patří suma dvou gamma funkcí, 
suma dvou hybridních funkcí, součet hybridní a gamma funkce a suma tří hybridních funkcí. 
Součet hybridní a gama funkce 
Tento model je tvořen dvěma zpožděnými funkcemi, které v následné optimalizaci 
jsou schopny postihnout oba vrcholy Parkerovy křivky a celkově funkci zakřivit do jejího 
odpovídajícího tvaru. Tato složená funkce je dána tvarem: 
 ݏ = ܽଵ ∙  (ݐ − ݐ଴)௕ ∙ ൫݁ି௖భ∙
(௧ି௧బ) +  ݀ ∙ ݁ି௖మ∙(௧ି௧బ)൯ + ܽଶ ∙  (ݐ − ݐଵ)௕ ∙ ݁ି௖య∙(௧ି௧భ), (13) 
kde a,b,c,d jsou parametry modelu, spolu s dalšími parametry udávajícími zpoždění 
ݐ௫ jsou zpoždění jednotlivých funkcí a  
t je časová osa daná počtem vzorků. 
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Obrázek 23: Ilustrace Součtu hybridní a gamma funkce (modrá), Parkerova funkce (červená), parametry modré 
křivky nastaveny ručně 
Druhý peak je stále velmi „roztažený“. Opět (viz výše) je to způsobeno buď 
neschopností funkce tento peak akceptovat, či spíše nedokonalým ručním nastavováním 
parametrů. Dle kapitoly zabývající se optimalizací (viz níže) je vidět, že funkce druhý peak 
lidské AIF modeluje značně přesněji, ruční nastavení bez znalosti parametrů je ale obtížné 
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Součet dvou a tří gamma funkcí 
Součtem dvou gamma funkcí není stále možno docílit ručním nastavováním správného 
lícování na Parkerovu křivku. To se podařilo až sumací tří gamma funkcí, u kterých vhodně 
zvolené parametry každého z modelů spojené s vhodně nastaveným zpožděním, vytvořily 
víceméně totožnou křivku, jako je Parkerova. 
 
Obrázek 24: Ilustrace modelu součtu třech gamma funkcí (modrá) téměř překrývají Parkerův model (červená), 
parametry modré křivky nastaveny ručně 
Parametry výše uvedených vybraných funkcí byly nastavovány ručně tak, aby se 
alespoň vzdáleně přiblížily zvolenému zlatému standardu pro tuto práci (Parkerově křivce 
AIF). Z porovnání grafů a lícování křivek z této kapitoly s ručním nastavováním a následující 
kapitoly s optimalizačním přístupem je zřetelně vidět, že mnohé funkce zalícují daleko 
přesněji s využitím optimalizace, než ručním nastavováním parametrů. To je logické. Tato 
kapitola má ale zejména ukázat ilustraci vybraných funkcí pro další analýzu a má také ukázat, 
jak je složité a nevyhovující nastavovat parametry ručně. 
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4 Získání dat měřených arteriálních 
vstupních funkcí 
V první řadě je potřeba získat reálná data. To je umožněno díky vedoucím práce 
dodanému softwarovému balíku perfusní analýzy na zpracování naměřených MRI dat. 
Softwarový balík byl vyvinut ve spolupráci se studenty v doktorském studijním programu a 
akademickými pracovníky na Ústavu biomedicínského inženýrství a pracovníky ÚPT AV 
ČR. Slouží pro perfusní analýzu reálných (klinických) či modelových (fantomových) dat. Je 
určen jak pro výzkumná, tak i biologická a klinická pracoviště. 
Jednotlivé bloky hlavního menu programu se shodují s kroky perfusního zpracování (viz 
v teoretickém úvodu). 
 Vlastní program poskytuje možnost importu dat z magnetické rezonance, registraci 
dat, konverzi dat na koncentraci kontrastní látky, výběr AIF křivky, výběr ROI křivky, vlastní 
perfúsní analýzu a konečně vizualizaci v podobě map těchto parametrů. Dále byla vedoucím 
práce dodána data myší - akvizice provedena na výzkumném přístroji ÚPT AV ČR, jde o 
DCE-MRI (T1 váhované sekvence) a data lidská, naměřená data zdravých dobrovolníků na 
klinickém přístroji na Masarykově onkologickém ústavu v Brně, opět DCE-MRI (T1 
váhované sekvence). Více o akvizici v následující kapitole. Celkově jde o dva lidské pacienty, 
přičemž u každého byly udělány tři řezy snímání. 
4.1 Konverze dat na koncentraci kontrastní látky 
Po spuštění programu v bloku konverze je nejprve potřeba načíst data. Jsou to 
buňková pole zpravidla o čtyřstech až šestistech buňkách, což souvisí s délkou akvizice. Jedna 
buňka představuje jeden obraz sekvence, který je tvořen maticí 128 x 128 voxelů. Data se 
zobrazí a je potřeba vhodně upravit jas pro snadnější vizuální odlišení jednotlivých orgánů a 
celkovou orientaci ve snímku. Dále je potřeba vybrat akviziční techniku, ta byla nastavena u 
všech lidských dat na T1-weighted multiple SR FLASH a u myších dat na T1-weighted 
multiple-FA FLASH. Metoda FLASH (Fast low angle shot) je sekvence vhodná pro 3D 
zobrazování díky své rychlosti. Konkrétně tato data byla ovšem 2D Flash, respektive Turbo 
Flash. Metoda používá malé sklápěcí úhly a krátké časy TR. Na konci každého TR je 
aplikován tzv. spoiling gradient, který potlačuje transverzální složku magnetizace. SR v názvu 
znamená Saturation Recovery a FA znamená Flip Angle – sklápěcí úhel[3], [4]. Dále bylo 
potřeba nastavit parametry konverze dat. Počet předkontrastních snímků (Number of 
precontrast frames) se vizuálně odečítal ze sekvence. Při prvním zaznamenání průtoku 
kontrastní látky v určité arterii se v sekvenci hledala křivka odpovídající průběhu AIF. Právě 
v bodě, kdy tato křivka získala svůj charakteristický tvar, byla zaznamenána hodnota na x-ové 
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souřadnici, což udává parametr počtu předkontrastních snímků. Parametr Phase encoding 
steps before k=0 byl nastaven na u 20, pouze ale u lidských dat. Tento parametr je vázán na 
konkrétní akviziční sekvenci a konkrétní přístroj a má souvislost s tím, jak se zaplňuje k-
rovina. Dalším parametrem je TR of acquisition sequence, který se opět nastavoval jen pro 
lidská data. Ten je nastaven na 2,1 milisekund a udává repetiční čas zvolené akvizice. 
V dalším kroku jsou výběrem možnosti Test on ROI načtena původní nedynamická 
nekontrastní data a je potřeba udělat na zvolené homogenní oblasti předběžný odhad 
relaxačního času T10. Tento čas se pak používá ve vzorci pro výpočet signálové intenzity již 
úměrné koncentraci kontrastní látky v dynamické sekvenci.  
 
Obrázek 25: Blok pro konverzi dat z vedoucím dodaného softwaru 
 
Poté již se provedla konverze dat, nejprve vypočítání a zobrazení T1 perfusních map a 
poté konverze dat na koncentraci celé dynamické sekvence. U lidských naměřených MRI dat 
šlo o abdominální oblast, u myších MRI dat šlo o hlavu se žvýkacími svaly. Lidská data byla 
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měřena se vzorkovací periodou 1,2 sekundy, což například při pětistech vzorcích určuje dobu 
MR snímání na deset minut.  
 
Obrázek 26: Srovnání sekvencí před a po konverzi dat na koncentraci kontrastní látky (vlevo před, vpravo po 
konverzi) 
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4.2 Výběr arteriální vstupní funkce 
V bloku AIF selection se vizuálně se pozorovala dynamická sekvence a při jasném 
kontrastu nějaké z arterií se vybral jediný voxel, který reprezentuje křivku arteriální vstupní 
funkce. 
 
Obrázek 27: Demonstrace výběru aif u lidských dat 
 
Obrázek 28: Demonstrace výběru AIF u myších dat 
Celkově bylo vybíráno u dvou lidských pacientů, u každého po třech řezech z pěti 
sekvencí. Dále tři myší sekvence. Z čehož byla vybrána u každého jedna křivka pro další 
práci. 
Nejvhodnější křivky byly vybírány podle vizuální teoretické znalosti jejich tvaru. 
Jedná se o rychlý nárůst a okamžitý rychlý pokles kontrastu. 
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Obrázek 29: Jednotlivé získáné lidské AIF. Pro další zpracování byla vybrána poslední z vyobrazených (největší 
obrázek) 
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Obrázek 30: Jednotlivé získané myší AIF. Pro další zpracování byla vybrána poslední z vyobrazených (největší 
obrázek) 
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5 Optimalizace parametrů modelů na 
předlohu měřené AIF 
Optimalizací pro účely této konkrétní práce se rozumí optimalizace parametrů funkce, 
tedy nalezení takových hodnot proměnných, které zajistí, že analyticky popsaná funkce bude 
dosahovat parametrů, které se budou co možná nejvíce blížit parametrům požadovaným dle 
nějakého zvoleného kriteria. Cílem optimalizace v této práci je automatický výpočet 
parametrů jednotlivých modelů, k co nejpřesnější aproximaci měřených dat. K dispozici jsou 
již vytvořené modely z kapitoly Tvorba modelů. U těchto modelů byly parametry modelů 
stanoveny ručně, aby se podobaly funkci, která je popsána článkem, jejímž autorem je Parker 
et altera. [5] Tato funkce je vytvořena na základě populačního průměru. Pro optimalizační 
algoritmus tedy byly zadány jako počáteční parametry, které jsou nezbytné, parametry  již 
vytvořených modelů ručně zadávaných z minulé kapitoly. Dále jsou k dispozici získaná 
měřená data myších a lidských AIF, se kterými jsou porovnávány požadované optimalizované 
hodnoty parametrů. 
Optimalizační řešení dané problematiky spadá do nelineárního programování. V 
nelineárním programování jde o případ, kdy jsou omezení nebo účelová funkce (nebo obojí) 
nelineární. U dané problematiky jsou metody pro minimalizaci funkcí založeny na srovnávání 
funkčních hodnot s minimalizovanou kriteriální funkcí. Hlubší teoretická analýza 
optimalizačních algoritmů přesahuje rámec této práce. [10], [11], [12], [14] 
5.1 Odhad parametrů 
Na rozdíl od přímého zadávání parametrů modelů, které byly náplní semestrálního 
projektu předcházejícímu této bakalářské práci, optimalizační algoritmus se snaží nalézt 
parametry modelu automaticky na základě nějakého kritéria – například nejmenší chyby 
(popsaného kriteriální funkcí). V případě této práce šlo o nalezení parametrů modelů tak, aby 
křivka modelu co nejpřesněji lícovala na reálnou křivku (měřenou). Takové hledání parametru 
modelu může být dost výpočetně náročné a úzce souvisí s typem optimalizační metody, 
počátečním odhadem parametrů a také s použitou kriteriální funkcí. [10] 
Byly použity dvě optimalizační funkce dostupné z Matlab Optimalisation Toolbox. 
Fmincon a fminunc. Z nichž fmincon se jeví jako vhodnější, protože z její podstaty je možno 
omezit rozsah parametrů. Což je výhodné z hlediska snahy o fyziologické či matematické 
omezení (dělení nulou, atd.). Omezuje se tím uvíznutí algoritmu v lokálních optimech a 
celkově se zužuje oblast hledání. Úskalím ale může být špatná volba počátečních odhadů a 
rozsahů omezení, kdy je opět nalezeno lokální optimum, viz kapitola 5.4.5. [10], [11] 
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5.2 Použité optimalizační metody z Matlabu 
Fmincon metoda obecně slouží k nalezení vázaných minim mnoha proměnných 
nelineárních skalárních funkcí. Tato metoda je iterační. Je to funkce s omezením, to znamená, 
že jsou kromě počátečních odhadů parametrů zadány spodní a horní hranice hledaných 
parametrů. Parametry optimalizační metody a parametry optimalizace se nastaví pomocí 
funkce optimset. 
Syntaxe pro fmincon: 
[par hodnota exitflag] = fmincon(fun,Param,[],[],[],[],lb,ub,[],options) 
 
Výstup par jsou hodnoty nových parametrů po provedení optimalizace, které se 
zpřesňují každým jedním proběhnutým cyklem. Ostatní výstupy nebyly pro tuto práci 
potřeba. Optimalizace byla provedena desetkrát, vždy s novým zpřesněným odhadem. Vstup 
fun je kriteriální funkce volaná výše. Param jsou počáteční odhady parametrů, které vstupují 
do prvního cyklu optimalizace a následně se mění. Dále vstupy lb a ub jsou vektory spodních 
a horních hodnot požadovaných parametrů a options je souhrn nastavení pro fmincon pomocí 
příkazu optimset. 
Metoda fminunc je obecně označována jako nelineární neomezená metoda 
optimalizace. Fminunc slouží k nalezení minima skalární funkce více proměnných a pracuje 
na stejném principu jako fmincon s tím rozdílem, že u fminunc nejsou zadány spodní a horní 
hranice hledaných parametrů. Odtud označení neomezená optimalizace. [10], [11] 
5.3 Zjednodušený metodický popis naprogramované funkce pro 
aproximaci modelu na měřenou křivku 
Vlastní skript začíná načtením měřené křivky AIF. Ta nám zároveň poskytuje i data o 
časovém záznamu křivky a vzorkovací periodě. Díky těmto hodnotám lze vypočítat časovou 
osu, se kterou dále počítají modely. 
Dále je pomocí podmíněného spouštění kódu switch provedena jedna z jedenácti 
vybraných možností, každá možnost odpovídá uživatelem vybranému jinému modelu. 
V každé z nich jsou počáteční odhadnuté parametry a pro použitou funkci fmincon z Matlabu  
horní a dolní omezení odhadovaných parametrů. Což jsou metodicky volené omezení popsány 
v teoretickém úvodu. Lze říci, že jde o kombinaci matematického a fyziologického omezení.  
Následuje nastavení parametrů pro funkci fmincon (fminunc) pomocí příkazu 
optimset, jako je například nastavení maximálního počtu iterací na pětset. Poté již hlavní 
cyklus optimalizace pro deset volání optimalizace, kde se kromě vlastní funkce fmincon 
(fminunc) volá také kriteriální funkce. Kriteriální funkci lze vyjádřit jako rozdíl kvadrátů 
aktuální odhadnuté modelové křivky s měřenou křivkou. Výstupem funkce fmincon nebo  
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fminunc jsou hodnoty nově vypočtených parametrů modelu. Z  nových parametrů je pomocí 
vzorečku pro daný model vytvořen aktualizovaný (zpřesněný) model, který by měl odpovídat 
tvaru měřené křivky.[11] 
 
 
Obrázek 31:Blokové schéma naprogramované funkce pro aproximaci modelu na měřenou křivku 
 
Vzhledem k tomu, že namodelované funkce, které byly vytvořeny na předlohu 
Parkerovy AIF, začínají plnit svůj charakteristický tvar od nultého vzorku, tedy bez zpoždění 
neboli bez fáze, kdy se sice měří, ale bolus ještě nedorazil, kdežto data naměřená na MR 
přibližně od šedesátého vzorku, kdy dorazil do oblasti zájmu bolus kontrastní látky a 
vzhledem k tomu, že rozsah modelů je na y-ové ose zpravidla o tři řády vyšší než měřené 
AIF, je potřeba provést posun modelu (zpoždění) po časové ose a normalizaci rozsahu. Tato 
opatření jsou nezbytná pro správný průběh kriteriální funkce a celé zobrazení. Posun je řešen 
pomocí konvoluce s Gaussovou křivkou a změna rozsahu jako normalizace na plochu pod 
měřenou křivkou. Tyto úpravy proběhnou před každým krokem iterace ve volané kriteriální 
funkci a poté ještě po dokončení optimalizace pro správné vyobrazení. Do konvoluce 
s Gaussovou křivkou se definuje proměnná „delay“, která definuje posun (udána v minutách) 
a taktéž patří k optimalizovaným parametrům. Do funkce je ještě v cyklu zakomponován 
příkaz waitbar, který slouží k vyobrazení průběhu cyklu optimalizace. Následuje vykreslení 
nového modelu, který aproximuje měřenou křivku. 
 
5.4 Hodnocení úspěšnosti aproximace modelů na měřenou křivku 
Celkem je tady k dispozici jedenáct různých modelů, dvě reálné křivky (pro myš a 
člověka), dvě optimalizační funkce a konečně zvolený zlatý standard – Parker. Hodnocení se 
nejprve věnuje ověření naprogramované metody optimalizace, a to tak, že se fituje Parkerova 
křivka na Parkerovu křivku. Zde se očekává prakticky identický výsledek. Dále byly 
provedeny analýzy robustnosti algoritmu vůči šumu pomocí metody fmincon i fminunc, pro 
Optimalizace
Kriteriální 
funkce
Nové 
hodnoty 
parametrů
Počáteční 
hodnoty 
parametrů
Reálná 
měřená 
křivka
Vytvoření 
modelů s 
novými 
parametry
posun
normalizace
Vyobrazení 
optimalizovaného 
modelu
posun
normalizace
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modely trojité gamma funkce a Parkerovy křivky. Použitý šum je popsán níže. A konečně 
byly modely rozděleny podle vhodnosti, buď byly přiřazeny k optimalizaci pro myší reálnou 
křivku, či lidskou nebo do obou zároveň a byly provedeny analýzy aproximace modelů na 
reálná data.  
Metodika hodnocení je pak následující. Čistě vizuální, kdy je ukázán fit (aproximace) 
obou křivek, poté kvantitativní, jako graf absolutní chyby obou křivek a pro lepší orientaci ve 
výsledcích bylo spočteno jedno číslo jako celková chyba aproximace dle vzorečku níže. Tato 
jedna hodnota pak spíše slouží z hlediska trendu (zvýšení, snížení), než z hlediska absolutní 
míry. Protože je závislá na předloze, lze tak srovnávat úspěšnost aproximace stejného modelu 
na lidskou a myší AIF nebo jak je uvedeno ve vyhodnocení srovnávat tuto hodnotu mezi 
různými modely a stejnou měřenou AIF. 
 
ܿℎݕܾܽ =  ∑(
|݉݋݈݀݁ ܣܫܨ − ݉ěř݁݊á ܣܫܨ|
݌݋č݁ݐ ݒݖ݋ݎ݇ů ܣܫܨ
) (14) 
5.4.1 Parkerova křivka jako předloha 
Aby bylo možno určit, zda optimalizace skutečně pracuje správně a je funkční, je 
potřeba udělat nějakou referenční optimalizaci. Jako taková je zvolena Parkerova křivka jako 
předloha i jako optimalizovaný model, dále pak vybrané dva modely na předlohu Parkerovy 
křivky. Předpokladem u Parkerovy křivky, kdy je zároveň optimalizovaným modelem i 
předlohou je, že optimalizace bude dokonalá, křivky se budou absolutně překrývat a absolutní 
chyba bude nula. 
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Model Parkerovy funkce na předlohu Parkerovy funkce  
 
Obrázek 32: Optimalizace metodou fmincon Parkerovy křivky na Parkerův model 
Jedna Parkerova křivka dokonale překrývá druhou. Největší chyba je v místě peaku a 
po zbytek časové osy je chyba převážně konstantní. Jako hodnota pro ukázání trendu zvýšení 
či snížení chyby různých modelů slouží hodnota absolutní chyby a ta byla vypočtena na 
1.5127 × 10ିଵ଻[a.u], Což se dá považovat za téměř rovno nule. Je tedy ověřena funkčnost 
optimalizační metody. 
0 100 200 300 400 500 600
0
2
4
6
8
time [s]
ai
f 
[a
.u
.]
optimalizovany model aif
 
 
Parker AIF
Parker AIF
0 100 200 300 400 500 600
0
0.5
1
1.5
x 10
-15
time [s]
ai
f 
[a
.u
.]
absolutní chyba
41 
 
Součet tří gamma funkcí na předlohu Parkerovy funkce 
 
Obrázek 33: Optimalizace pomocí fmincon trojité gamma funkce na křivku Parkerovu 
Tento model byl stanoven z mnohého počtu provedených analýz jako nejlépe 
postihující měřené lidské AIF. Proto byl i zvolen pro tuto zkoušku optimalizace. Z grafu 
vyplývá, že optimalizace již není tak přesná, jako u Parkerovy funkce, což je dané tím, že 
funkce mají různý parametrický zápis. Avšak stále splnila očekávání a poskytla kvalitní 
výsledek. Celková absolutní chyba dle vzorce popsaného v kapitole Hodnocení aproximace 
modelů byla vypočtena na 0,0352 [a.u.]. Což se blíží nule. 
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Součet hybridní a gamma funkce na předlohu Parkerovy funkce 
 
Obrázek 34: Optimalizace modelu pomocí fmincon součtu hybridní a gamma funkce na Parkerovu předlohu 
Jako další model pro test funkčnosti aproximace byl zvolen model složen s gamma 
funkce a hybridní funkce. Výsledek je poměrně přesný a chyba je  podobná jako u předešlého 
modelu na 0,0358 [a.u.]. 
5.4.2 Aproximace vybraných modelů pro lidská měřená data 
Z kapitoly Tvorba modelů vyplývá, že některé modely jsou pro aproximaci vhodnější 
než jiné. Známému charakteru křivky pro lidskou arteriální vstupní funkci odpovídají 
především kombinace více funkcí a složitější modely. Prezentovány jsou pouze modely, které 
jsou pro lidskou AIF z tohoto důvodu přijatelné. Vybrané použité jsou součet tří gamma 
funkcí, součet tří exponenciálních funkcí, hybridní funkce, dvojitá hybridní funkce, součet 
hybridní a gamma funkce a součet dvou gamma funkcí. 
Součet tří gamma funkcí 
Pro hodnocení úspěšnosti aproximace u myších arteriálních vstupních funkcí byla 
využita také absolutní chyba. Z důvodu hodnot blízkých nule a zašumění není vhodné uvádět 
chybu v relativní míře, která může nastat až v řádech několika stovek procent.  
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Obrázek 35: Vizuální a kvantitativní porovnání úspěšnosti aproximace pro model součtu tří gamma funkcí 
Optimalizace provedena pomocí fmincon. Dle vizuálního hodnocení tento model je 
schopen postihnout oba vrcholy měřené křivky a přitom zachovat její celkový tvar. Dále 
v grafech u reálných dat tedy  vychází odchylka, v jednotkách koncentrace. Tím také vzniká 
možnost vyjádření celkové chyby modelu jedním číslem, které se s lepším modelem více blíží 
k nule. Kvantitativně je tedy úspěšnost aproximace zhodnocena číslem 1.1873 × 10ିସ[a.u.]. 
Zde je v porovnání s Parkerem jako předlohou chyba mnohem menší. To je způsobeno tím, že 
měřená data jsou v jiné škále, než analýzy s Parkerovým modelem jako předlohou. Proto je 
potřeba vztáhnout výsledky na předlohu (reálná lidská data, reálná myší data, Parkerova 
křivka), pak lze vidět správně trend chyby. 
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Součet tří exponenciálních funkcí 
 
Obrázek 36: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu tří 
exponenciálních funkcí 
Tato funkce již ze své podstaty není schopna nalícovat druhý vrchol měřené křivky. 
Přesto je uvedena, jako zástupce modelů kombinujících jednoduché funkce. U tohoto modelu 
je patrné, že celková chyba je sice menší, než v předešlém případě, ale funkce ze své podstaty 
nefituj druhý peak.  
Model nezachycuje dostatečně tvar křivky avšak hodnota absolutní odchylky je pouze 
1.2864 × 10ିସ[a.u.], vztaženo na myší reálnou křivku. Celkové chyby myší a lidí nelze 
srovnávat (jiné škálování, šum, atd.). 
Hybridní funkce 
Tento model je složena z gamma funkce u které je exponenciální faktor nahrazen 
součtem dvou exponenciálních funkcí. 
0 50 100 150 200 250 300 350 400 450 500
-2
0
2
4
6
x 10
-3
time [s]
ai
f 
[a
.u
.]
optimalizovany model aif
 
 
model AIF
měřená AIF
0 50 100 150 200 250 300 350 400 450 500
0
0.5
1
1.5
x 10
-3
time [s]
ai
f 
[a
.u
.]
absolutní chyba
45 
 
 
Obrázek 37: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model hybridní 
funkce 
Tento model stejně jako součet tří gamma funkcí, je schopen měřenou AIF 
aproximovat ve všech tvarech, i když s větší chybovostí. Absolutní chyba je vypočítána na 
1.2715 × 10ିସ[a.u.]. 
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Součet dvou hybridních funkcí 
 
Obrázek 38: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu dvou 
hybridních funkcí 
Model součtu dvou hybridních funkcí patří k modelům, které kombinují složité 
funkce. Z obrázku vyplývá, že model má tendenci zachycovat druhý vrchol měřené křivky, 
ovšem na jiném místě. To může být způsobeno neschopností této funkci aproximovat křivku 
této složitosti nebo nevhodným zadáním počátečních parametrů pro optimalizaci. Hodnota 
absolutní odchylky je 1.2692 × 10ିସ[a.u.]. 
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Součet hybridní a gamma funkce 
 
Obrázek 39: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu 
hybridní a gamma funkce 
Model součtu hybridní a gamma funkce stejně jako model součtu dvou hybridních 
funkcí realizuje druhý vrchol měřené křivky na nesprávném místě. Tentokrát později. Opět to 
může být způsobeno nevhodným počátečním odhadem parametrů nebo například přílišným 
šumem měřené křivky. Výsledek absolutní chyby je 1.2555 × 10ିସ [a.u.] to znamená 
poněkud lepší než u součtu dvou hybridních funkcí, ale opět je zde potřeba přihlédnout 
k významu, který tato hodnota vyjadřuje a jistým omezením v jejíinterpretaci, viz výše. 
Srovnáme-li optimalizaci tohoto modelu na lidskou AIF a na model Parkerovy křivky, 
poukazuje to na silnou závislost výsledku optimalizace na šumu. Závislost na šumu bude 
diskutována v další části práce. 
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Součet dvou gamma funkcí 
 
Obrázek 40: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu dvou 
gamma funkcí 
Tento model sice neaproximuje tak dobře jako například trojitá gamma funkce, avšak 
výsledek se jeví jako použitelný pro případné následné posouzení perfusních parametrů tkáně.   
Odchylka vypočtena na 1.2502 × 10ିସ [a.u.]. 
5.4.2.1 Shrnutí a závěry hodnocení aproximace na lidskou AIF 
Tabulka 3: Závislost chyby na použitém modelu pro lidskou AIF s počtem parametrů modelu 
Použitý model Počet parametrů Absolutní chyba [a.u.] 
Trojitá exponenciální funkce 10 1.2864 × 10ିସ 
Hybridní funkce 7 1.2715 × 10ିସ 
Dvojitá hybridní funkce 11 1.2692 × 10ିସ 
Součet hybridní a gamma funkce 10 1.2555 × 10ିସ 
Dvojitá gamma funkce 9 1.2502 × 10ିସ 
Trojitá gamma funkce 13 1.1873 × 10ିସ 
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V Tabulce 3 jsou celkové hodnoty chyby použitých modelů, společně s celkovým 
počtem optimalizovaných parametrů modelů. Tuto hodnotu je také potřeba zohlednit pro 
snahu jednoduchosti zpracování. Co se chyby týče, jako nejlepší se jeví použití modelu součtu 
tří gamma funkcí, který ovšem pracuje se třinácti parametry. Naproti tomu model součtu dvou 
gamma funkcí má parametrů pouze devět a chybu ne až tak velikou, oproti například trojité 
exponenciální funkci. V konečném výběru modelu AIF je potřeba uplatnit kompromis mezi 
počtem parametrů a chybovostí modelu. Tento výběr modelů AIF je však hodně individuální 
a závisí také na celkovém charakteru a složitosti měřené AIF. 
5.4.3 Aproximace vybraných modelů na reálná myší data 
Křivka pro myší arteriální vstupní funkci odpovídá exponenciálnímu tvaru. Z kapitoly 
Tvorba modelů vyplývá, že některé modely jsou pro aproximaci vhodnější než jiné. Jsou to 
především modely s exponenciálním charakterem. Použité modely jsou: součet hybridní a 
gamma funkce, gamma funkce, lineárně exponenciální funkce, dvojitá a trojitá exponenciální 
funkce a hybridné funkce. 
Pro hodnocení úspěšnosti aproximace modely u myších arteriálních vstupních funkcí 
byla stejně jako u lidských využita absolutní chyba. Opět je potřeba si uvědomit, že absolutní 
chyba je v tomto případě diskrétní a jako spojitá funkce je pouze vykreslena. 
Součet hybridní a gamma funkce 
Po provedení optimalizačních algoritmů a zhodnocení výsledků se jako nejvhodnější 
model k použití pro vybranou myší arteriální vstupní funkci jeví součet hybridní a gamma 
funkce.  
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Obrázek 41: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu 
hybridní a gamma funkce 
V grafu absolutní chyby jsou velikosti hodnot rozloženy rovnoměrně, ne vysoké na 
začátku a poté poměrně konstantní, jako u lidské AIF. Chyba úspěšnosti aproximace byla 
vypočtena na 3,5152 × 10ିସ[a.u.]. Vztaženo na myší reálnou křivku. Celkové chyby myší a 
lidí nelze srovnávat (jiné škálování, šum, atd.). 
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Gamma funkce 
 
Obrázek 42: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model gamma 
funkce 
Gamma funkce patří společně s klasající exponenciální funkcí do skupiny 
jednoduchých modelů. Vzhledem k značné exponenciální povaze v první třetině měřené 
křivky, není schopna tato jednoduchá funkce namodelovat svůj tvar pro požadovanou 
aproximaci.  Z toho vyplývá také mnohem vyšší chybová hodnota 5.0161 × 10ିସ [a.u.], než 
u předchozího modelu. Téměř stejného výsledku jaký poskytuje gamma funkce bylo dosaženo 
i s jednoduchou klesající exponenciální funkcí.  
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Součet dvou a tří exponenciálních funkcí 
 
Obrázek 43: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu tří 
exponenciálních funkcí 
 
Obrázek 44: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model součtu dvou 
exponenciálních funkcí 
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Tyto modely jsou tvořeny dvěma nebo třeba klesajícími exponenciálními funkcemi 
s vhodně stanoveným zpožděním. Vizuálně je výsledek pro tuto myší AIF je pro součet dvou 
a součet tří těchto funkcí téměř identický. To je dáno ne příliš komplikovaným tvarem měřené 
křivky, který jsou oba modely schopny dostatečně aproximovat. Pro další zpracování by 
v tomto případě však bylo vhodnější použít model jednodušší, tedy dvojitou exponenciálu, 
protože je tvořena méně parametry. Chyba zde byla vypočítána pro trojitou exponenciálu na 
3.5740 × 10ିସ[a.u.], což je nepatrně nižší hodnota než u součtu dvou exponenciálních 
funkcí. Tam je hodnota absolutní chyby 3.5901 × 10ିସ [a.u.] 
Lineárně vzrůstající a exponenciálně klesající funkce 
 
Obrázek 45: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model lineárně-
exponenciální funkce 
Tento model je stejně jako model součtu dvou exponenciál vhodný k použití pro 
vybraná myší data. Kvantitativní chyba aproximace je vypočítána na hodnotu 3.8462 ×
10ିସ[a.u.]. 
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Hybridní funkce 
 
Obrázek 46: Vizuální a kvantitativní porovnání úspěšnosti aproximace metodou fmincon pro model hybridní 
funkce 
Další vhodnou funkcí, která dokázala dobře nalícovat měřená myší data je hybridní 
funkce. Chyba tohoto modelu byla stanovena na hodnotu 3.5336 × 10ିସ[a.u.], což je 
v porovnání s ostatními velmi dobré.  
5.4.3.1 Shrnutí a závěry hodnocení aproximace na myší AIF 
Tabulka 4: Závislost chyby na použitém modelu pro myší AIF s počtem parametrů modelu 
Použitý model Počet parametrů Absolutní chyba [a.u.] 
Trojitá exponenciální funkce 10 3.5740 × 10ିସ 
Hybridní funkce 7 3.5336 × 10ିସ 
Gamma funkce 5 5.0161 × 10ିସ 
Součet hybridní a gamma funkce 10 3, 5152 × 10ିସ 
Lineárně-exponenciální funkce 6 3.8462 × 10ିସ. 
Dvojitá exponenciální funkce 6 3.5901 × 10ିସ. 
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Opět je potřeba pro správný výběr nejvhodnějšího modelu pro myší data vzít v úvahu 
kompromis mezi počtem parametrů modelu a vypočítanou chybou aproximace. Z tohoto 
pohledu se jako nejvhodnější jeví buď model dvojité exponenciály s velmi nízkým počtem 
parametrů vzhledem k přesnosti, model hybridní, s taktéž nízkým počtem parametrů nebo 
model kombinace hybridní a gamma funkce, který má vyšší počet parametrů, ale nižší 
absolutní chybu.  
Další, složitější, modely se již nehodily k použití. Složitější modely měli tendenci 
realizovat lokální maxima v místech, kde žádné nejsou a aproximovaly tak pouze změny 
šumu. 
 
5.4.4 Analýzy robustnosti algoritmu vůči šumu 
Pro další analýzu optimalizace byl na Parkerovu křivku aplikován Gaussovský aditivní 
šum (přičítá se k signálu) při různých stupních zašumění (SNR voleno: 30 dB, 15 dB, 10dB a 
5dB).  Je provedena optimalizace opět na předlohu křivky Parkerovy funkce, a to Parkerovým 
modelem pro metody fmincon a fminunc a metodou fminunc modelem součtu tří gamma 
funkcí. 
Model Parkerovy křivky na zašuměnou Parkerovu křivku metodou fminunc 
 
Obrázek 47: Parkerova funkce optilamizovaná metodou fminunc na předlohu zašuměné Parkerovy křivky (shora 
SNR 30 dB, 15 dB, 5 dB) 
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Je vidět, že i přes zašumění, stále použitý model hezky aproximuje křivku, a to i při 
silném stupni zašumění 5 dB. Tento stupeň určuje poměr signál-šum v decibelech. Tím, že je 
šum aditivní, tak model působí, jako by měl nějakou tvarovou paměť. Protože z předchozích 
výsledků optimalizace plyne, že je-li jakýkoli model aplikován, na takto zašuměnou křivku, 
model se chová jinak a pravděpodobně by druhý vrchol AIF již vůbec nezachytil. Veškeré 
dosavadní výsledky byly prováděny metodou fmincon, zde je použita metoda fminunc. 
Výsledky optimalizace jsou stejně přesvědčivé, jako u fmincon. Absolutní chyby jednotlivých 
aproximací, jsou prezentovány v Tabulce 5. 
Model Parkerovy křivky na zašuměnou Parkerovu křivku metodou fmincon 
 
Obrázek 48: Parkerova funkce optilamizovaná metodou fmincon na předlohu zašuměné Parkerovy křivky (shora 
SNR 30 dB, 15 dB, 5 dB) 
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Obrázek 49: Vykreslení absolutní chyby pro Parkerovu funkci optilamizovanou metodou fmincon na předlohu tří 
různě zašuměných Parkerových  křivkek (shora, chyba při SNR 30 dB, 15 dB, 5 dB) 
 
Zde je provedena stejná optimalizace jako v předcházejícím kroku, jen je použita 
metoda fmincon. Dále jsou znázorněny chybové křivky. U použitých optimalizačních metod 
může vzniknout při určitém kroku iterace tzv. NaN chyba (Not a Number). Tato chyba bývá 
způsobena nesmyslným nebo špatným matematickým výpočtem, jako je například dělení 
nulou. Tato chyba se stávala především u metody fmincon. Z převážné většiny byla 
způsobena špatně nastavenými omezujícími hodnotami optimalizovaných parametrů nebo 
počátečními parametry. V některých případech se ovšem chybu nepodařilo odstranit, a tak 
některé optimalizace nemohly vůbec proběhnout. Je to například zašumění 5 dB u metody 
fminunc při optimalizaci na Parkerovu křivku modelem součtu tří gamma funkcí. Srovnání 
celkové chyby v tabulce níže. 
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Model trojité gamma funkce na zašuměnou Parkerovu křivku metodou fminunc
 
Obrázek 50: Suma tří gamma funkcí optilamizovaná metodou fminunc na předlohu zašuměné Parkerovy křivky 
(shora SNR 30 dB, 15 dB, 10 dB) 
Metodou fmincon se pro model součtu tří gamma funkcí nepodařilo udělat 
optimalizaci na zašuměnou Parkerovu křivku. Právě z důvodu výše zmíněné chyby NaN. 
Avšak pomocí fminunc tato analýza šumu provést jde. Kvantitativní hodnocení úspěšnosti 
aproximace použitým modelem a modelem Parkerovy funkce je znázorněno v Tabulce 3. 
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Tabulka 5: Tabulka hodnot absolutních chyb aproximace vybraných modelů na předlohu Parkerovy křivky 
SNR [dB] Fmincon / 
Parkerova 
Fminunc / Parkerova Fminunc / trojitá gamma funkce 
30  0.0223 [a.u.] 0.0211 [a.u.] 0.0669 [a.u.] 
15  0.1188 [a.u.] 0.1179 [a.u.] 0.1416 [a.u.] 
10  0.1972 [a.u.] 0.1938 [a.u.] 0.2209 [a.u.] 
5  0.3075 [a.u.] 0.2967 [a.u.] - 
V tabulce je vždy popsána metoda, která byla zvolena pro optimalizaci, dále jaká 
modelová křivka byla zvolena pro optimalizaci na předlohu Parkerovy funkce a nakonec 
stupeň zašumění v dB.  
Z tabulky vyplývá, že pro stupně zašumění 30 dB je chyba u všech optimalizací menší, 
než 0,1 jednotek. Dále chyba u každé z funkcí s postupným snižováním poměru signál-šum 
roste, cože je logické. Při srovnání metod fmincon a fminunc je z tabulky zřejmé, že právě pro 
optimalizace těchto modelů na použitou předlohu je fminunc o něco přesnější. Dále je vidět 
rozdíl v hodnotách pro přesný Parkerův model a vytvořený model součtu tří gamma funkcí. 
Hodnoty chyby vytvořeného modelu, jsou taktéž velmi nízké, což naznačuje, že optimalizace 
parametrů modelu je velmi úspěšná. 
5.4.5 Srovnání optimalizačních metod fmincon a fminunc pro vybrané 
modely aproximující reálné křivky 
Pro tuto analýzu byly vybrány dva modely. Model sumy hybridní a gamma funkce pro 
lidskou AIF a Model hybridní funkce pro myší AIF. V Tabulce 6 jsou dále srovnány chyby 
jednotlivých metod optimalizace. 
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Porovnání optimalizačních metod fmincon a fminunc pro lidskou křivku AIF 
 
Obrázek 51: Porovnání metod optimalizace fmincon a fminunc pro lidskou AIF vybraným modelem 
 
 Použitý model je suma hybridné a gamma funkce. Je zde vidět rozdíl v obou 
metodách. Zatímco fmincon (horní) se snaží postihnout druhý peak, vypadá to, že fminunc 
(spodní) tuto tendenci vůbec nemá a chová se podobně jako například model sumy tří 
exponenciálních funkcí. Hodnoty absolutních chyb v Tabulce 6 (níže), kde je také diskuse. 
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Porovnání optimalizačních metod fmincon a fminunc pro myší křivku AIF 
 
Obrázek 52: Porovnání optimalizačních metod fmincon a fminunc pro myší křivku AIF 
Zde z vizuálního hodnocení není poznat rozdíl. Obě metody optimalizují dostatečně 
dobře. V tabulce 6 jsou pak uvedeny absolutní chyby.  
Tabulka 6: Porovnání absolutních chyb aproximací vybranými modely pro jednotlivé metody optimalizace 
 
 Lidská AIF Myší AIF 
Fmincon 1.2556 × 10ିସ[a.u.] 3.5503 × 10ିସ[a.u.] 
Fminunc 1.1730 × 10ିସ[a.u.] 3.5402 × 10ିସ[a.u.] 
 
Z tabulky vyplývá, že metoda fminunc je přesnější. To je ale zavádějící, protože 
v konkrétně tomto případě u hodnocení výsledků pomocí absolutní chyby se může stát, že u 
jedné funkce je menší celková chyba, ale přitom ta s menší chybou vůbec nepostihne určitý 
tvar křivky. To je právě případ rozdílu optimalizačních použitých metod u lidské AIF, viz 
Obrázek 51. Souvisí to s možností algoritmu v uvíznutí v lokálních optimech, kdy fmincon 
přesněji aproximovala, lze si vysvětlit tak, že vhodným omezením a nastavením počátečních 
podmínek byl algoritmus „nasměrován“ do globálního optima, kdežto v fminunc uvízl 
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v lokálním optimu. Pro Myší AIF jsou vypočtené chyby téměř identické s tím, že fminunc, ji 
má nepatrně menší. 
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6 Grafické rozhraní 
Grafické rozhraní bylo vytvořeno pomocí editoru Gui (Graphical User Interface) ve 
verzi Matlabu 2009b. Cílem bylo vytvoření programu s jednoduchým ovládáním, kde jsou 
eliminovány chyby vzniklé nesprávnou manipulací uživatele a zároveň umožňuje práci 
s naprogramovanými funkcemi.  
Rozhraní umožňuje výběr jednotlivých modelů z kapitoly Tvorba modelů, jejich 
vykreslení a editaci parametrů. Dále možnost načtení křivek reálných měřených arteriálních 
vstupních funkcí a jejich vykreslení a dále umožňuje odhad parametrů pomocí automatického 
optimalizačního algoritmu pro vybraný model. 
 
Obrázek 53: Panel vytvořeného grafického rozhraní se všemi prvky 
Grafické rozhraní zahrnuje nabídku modelů, při jejichž výběru se objeví panel 
s možností přímé editace všech parametrů modelu. Je-li provedena změna některého 
z parametrů, po stisku tlačítka vykreslit je hned změna demonstrována v grafu. K uvedení 
parametrů do původní, počáteční hodnoty slouží tlačítko reset hodnot. Po stisku tohoto 
tlačítka je pro vykreslení opět potřeba stisknout tlačítko vykreslit Dále rozhraní zahrnuje 
tlačítko pro načtení měřené AIF, která je pro optimalizační algoritmus nezbytná. Zahrnuto je 
nadále jednoduché řešení libovolného přepínání mezi modelem AIF, měřenou AIF a po 
provedení optimalizace i mezi novým modelem, který současně aproximuje měřenou AIF. 
Současně toto přepínání modelů, společně s aktivací tlačítka optimalizuj aktuální model, 
indikuje i to, zda jsou načtena všechna potřebná data k optimalizaci. Výsledek optimalizace 
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modelu na měřenou křivku je následně vykreslen do grafu a jeho nové parametry 
zaznamenány v editovaných okénkách. 
Je-li již provedena optimalizace parametrů, lze libovolně dál vybírat jiné modely či 
nová reálná data s tím, že se objeví okno, zda chce uživatel opravdu přepsat již 
optimalizovaná data. 
Průběh optimalizace parametrů modelu je vyobrazen v načítacím okně po frakcích. 
Toto okno se objeví v popředí hned po stisku tlačítka „Optimalizuj s aktuálním modelem“. 
Pokud není výsledek optimalizace uspokojující, je to dáno buď omezenou variabilitou 
modelu, tzn. vybrat jiný model nebo špatně nastavenými parametry, jež je potřeba změnit. 
Doba celé optimalizace závisí na výkonnosti PC a může být dosti zdlouhavá, především u 
komplikovanějších modelů. [13] 
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Závěr  
DCE MRI metoda je na rozdíl od klasické biopsie, která odebírá kousek tkáně, nejen 
neinvazivní, ale především schopna zobrazit heterogenitu nádoru v celém objemu. Dynamické 
zobrazování pomocí kontrastních látek je relativně nová technika s velkým potenciálem. Tato 
metoda je schopna poskytovat cenné informace, jak morfologické, tak i fyziologické. 
V onkologii se, často například v abdominální oblasti, doposud hodnotí nádory na základě 
morfologie. S využitím perfusní analýzy by se celková rychlost hodnocení tumoru, nasazení 
léčby či změna léčby zrychlila. Tato metoda jistě vyžaduje multioborovou spolupráci. 
Z výsledků kapitoly Tvorba modelů vyplývá charakter a chování jednotlivých 
namodelovaných funkcí kde byly ručně zadávány parametry do funkcí. Po „vložení“ těchto 
funkcí do automatického optimalizačního algoritmu se ukázalo, že procesem automatické 
optimalizace jsme schopni dosáhnout podstatně lepšího formování modelů, než za pomoci 
ručního zadávání parametrů Dále bylo zjištěno, potvrzeno nebo vyvráceno, ke kterým datům 
se spíše hodí jednotlivé modely.  
Pro myší AIF, je prakticky použitelná většina modelů nebo, při vhodné úpravě 
počátečních podmínek optimalizace, dokonce všechny modely. To je ale značně nevýhodné. 
Stejně jako v kterémkoli jiném odvětví, je zapotřebí hledat co nejjednodušší provedení, 
v našem případě to znamená co nejjednodušší model, to znamená model s nejmenším počtem 
parametrů. 
U myší byl za pomocí vizuálního porovnání výsledků aproximace a kvantitativního 
zhodnocení pomocí absolutní chyby, jako nejvhodnější model vybrána dvojitá exponenciála. 
Vezmeme-li v potaz hodnotu její odchylky a velmi nízký počet parametrů, jeví se tato funkce 
opravdu jako nejvhodnější. 
U lidských dat je to poněkud obtížnější. Tvar lidské křivky AIF je podstatně složitější 
a již z principu nejde namodelovat jednoduchými funkcemi. Proto bylo vybíráno z modelů 
popsaných komplikovanějším zápisem. I zde je potřeba udělat kompromis mezi počtem 
parametrů a přesností fitování křivek. Toto rozhodování je velmi individuální a silně závislé 
na dané situaci, charakteru měřené křivky a i jiných výsledcích. Z mých výsledků se na 
jedinou vybranou lidskou reálnou AIF nejlépe hodil model trojité gamma funkce s třinácti 
parametry, což je hodně a model dvojité gamma funkce s větší vypočtenou chybou ovšem 
popsaný pouze devíti parametry. Nejsložitější model tedy není vždy tou nejvhodnější volbou. 
Dále byly provedeny analýzy optimalizací. Bylo vyzkoušeno aproximování dvou 
stejně popsaných křivek (s jinými parametry), přičemž jedna z nich je model a druhá předloha 
pro optimalizaci, ta která tvoří předlohu byla postupně zašuměna. Při aproximaci bez šumu se 
ukázalo dokonalé nalícování modelu a celková chyba vyhodnocena hodnotou velmi blízkou 
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nule. Toto slouží jako jakási kontrolní optimalizace, zda vůbec je algoritmus správný a dokáže 
pracovat jak má.  
Postupně byl tedy přidáván aditivní šum určen poměrem SNR v různých stupních dB. 
Při snižování tohoto poměru, se křivka sloužící jako předloha čím dál více zašumovala. 
Křivka sloužící jako model optimalizovala však stále dobře a svůj původní tvar (tvar po 
optimalizaci bez šumu) téměř neměnil. Logicky se však zvyšovala s rostoucím šumem chyba. 
Tato optimalizace byla provedena také pro jeden vybraný vytvořený model. S obdobným, 
stejně dobrým výsledkem. 
V dalším kroku byl vyhodnocen rozdíl v optimalizačních metodách fmincon a 
fminunc. Metoda fminunc se ukázala pro myší, jednodušší křivku AIF jako vhodnější, podle 
vizuálního porovnání aproximace obou metod rozdíl sice vidět nebyl, ale při výpočtu 
absolutní odchylky se ukázala fminunc nepatrně přesnější. Druhá metoda, fmincon, se naopak 
ukázala jako vhodnější při použití na lidskou AIF. Fmincon byl schopen vybranými modely 
nalícovat reálnou křivku, ovšem metoda fminunc ne. Měla sice vypočtenou chybu opět menší, 
ale při vizuálním porovnání aproximace byly vidět jasné rozdíly. Fminunc nerespektovala 
druhý peak lidské AIF a vybraný model, který při fmincon fitoval správně se pak choval jako 
jednoduchý model neschopný postihnout složitější tvary. 
V posledním kroku jsem vytvořil funkční grafické rozhraní pro práci s vytvořenými 
modely a začlenil do něj optimalizační algoritmus tak, aby bylo možné libovolně vybírat 
reálné křivky AIF, modely AIF, měnit parametry těchto modelů a kdykoli je optimalizovat. 
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