I. INTRODUCTION
Imitating the successful adaptation or strategies of the human brain in the design of engineering devices is a longstanding and attractive concept. If one understood how the human brain performs its many successful functions, the same approaches could be implemented in mechanical devices needed for similar tasks and improve their performance [1] - [7] . A number of such applications were presented in a book on visual models for target detection [8] .
The most recent incarnation of this approach is in the field of neural networks. The neural-networks concept pushes this idea further, suggesting that if we build our machines from building blocks similar to those composing the human neural system, we do not even have to understand how Manuscript received December 18, 2000; revised August 3, 2001 . This work was supported in part by National Instutes of Health under Grant EY05957 and Grant EY12890 and in part by the National Aeronautics and Space Administration under Grant NCC-2-1039.
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Publisher Item Identifier S 0018-9219(02)00728-4. the brain solves a particular problem. The neural-network system will solve the problem in a similar way when presented with it [9] . More often, however, the transfer of concepts was actually reversed. The technology of the day was implemented in new models of the brain and of the visual system. There are various possible reasons for this direction of the process. We understand our technology (including neural-networks technology) better than we understand our brain, and our view of the brain and the visual system as complex structures leads us to form simplifications using the more familiar and simpler technological units. It is also possible that technology has advanced faster in the last two decades than has our understanding of the visual system or the brain.
The idea of transfer from human vision performance to technological solution is so attractive that in many cases a human-vision-based motivation was suggested for processes and algorithms that did not necessarily need it. For example, Oppenheim et al. [10] applied it to homomorphic filtering and Frei [11] applied it to histogram hyperbolization. While the proposed algorithms, or some steps in them, were similar to properties of the visual system, the development of these algorithms was essentially independent from the visual system models of the day and probably was not derived from them.
This paper describes the development of a feature (edge and narrow bar) detection algorithm that is motivated by contemporary vision models as an example of the utility of the transfer of our understanding of visual function to algorithmic design. An edge is a luminance transition from a light to dark area (or vice versa) in the image. A bar is frequently defined as a strip of light (or dark) luminance on a dark (or light) background [12] , [13] . Such a bar, if it is wide enough, may be viewed as composed of two edges and will be detected as such by our algorithms and many others. Here, a bar, line, or a cusp is defined as a very narrow (in terms of the algorithm) local increment or decrement in luminance from the background (such as a dark thin line drawn on a light background). As shown by Burr et al. [12] , some features may be considered to be a combination of an edge and a bar at the same location.
Unlike previous approaches that derived only from the general structure of the visual system, the current algorithm 0018-9219/02$17.00 © 2002 IEEE implements parameters derived directly from visual system measurements. Like many previous visual system motivated approaches to edge detection, the algorithm developed here employs multiscale processing and a nonlinear thresholding step. However, unlike all other approaches, this algorithm uses the nonlinear thresholding both within and across the scales to compute the features. In addition, the visual threshold as a way of controlling noise is applied here in distinction from other algorithms. All of this is done within visual-model-based approaches and parameters. As such, this algorithm may represent a new family of algorithms that are directly derived from the multiscale and threshold nature of visual processing neural response.
Approaches to the development of edge or feature detection algorithms presented in the literature are too numerous to permit proper review here. Heath et al. [14] , [15] reviewed and compared a few of these algorithms and found that for each algorithm, performance differed with the image used, was significantly affected by choice of parameters, and the image and parameter selection interacted significantly as well. Some algorithms in the literature were based on vision models or developed at least in part as a model of visual feature detection. Only a few such algorithms are addressed here. The few algorithms reviewed below were selected only as illustrations of the properties and approaches that are either similar to or different from the properties of the algorithm described here. This review is far from being exhaustive or complete even with regards to this smaller class.
Perhaps the best known visual edge detection algorithm is the one proposed by Marr and Hildreth [16] . In the Marr and Hildreth algorithm, the image is first bandpass filtered at various scales. The bandpass-filtered image at the th scale is (1) where is a two-dimensional (2-D) Gaussian, is the image, and is the Laplacian. The operator is similar to the isotropic bandpass filter used in our algorithm. Gaussians of different widths were used to obtain filtering at different scales. The zero-crossing locations were then found at each scale by thresholding the bandpass-filtered image at zero. If at least two zero-crossing locations from independent but adjacent scales coincided, they were said to represent a feature in the image. The features found through the coincidence test needed to be further analyzed to determine if they represented edges or bars and of what polarity. The algorithm for computing these coincidences was deemed to be too complex to be described in the original paper [16] or Marr's book [17] . The complexity in determining the coincidence is a result of the shift or drift of the zero-crossing location across scales, as pointed out in [18] .
A computational algorithm detecting zero crossings is applicable without direct relation to a visual model. However, no structure in the visual system is known to detect zero crossings. In fact retinal processing, which does apply multiscale bandpass filtering, separates the positive and negative aspects of the bandpass-filtered image using unipolar responding cells. The ON-center cells carry the information about the positive output of the filtering operation and the OFF-center cells carry only the information about the negative output of the bandpass filtering.
Marr and Hildreth [16] did provide a possible biological basis for the detection of zero crossings in the retinal image. The presence of zero crossings can be detected between contiguous ON-and OFF-center cells if the response is combined with an AND operation. Cell pairs at different scales must be associated with every zero-crossing location to permit local edge detection. They indicated that they were aware of the complexity of such a network of pairs of cells or lines of cells needed to account for all the possible edge lengths and orientations at every retinal location.
The new algorithm described here is most similar to the Marr and Hildreth algorithm in the sense that both apply hard threshold functions both within and across scales. While the Marr and Hildreth [16] algorithm works, as demonstrated in their publications, the detection of zero crossings is highly sensitive to noise. At low signal-to-noise ratio (SNR) the algorithm produces spurious zero-crossings. At higher SNR, the position of the zero crossings may be affected by the noise. This sensitivity to noise might be one of the reasons the visual system evolved to use nonzero-crossing cells such as the ON-and OFF-center cells. A good engineering design would suggest that it is best to operate as far from the zero crossing as possible. The algorithm presented here does so.
Morrone and Burr [13] have shown that edges and bars (cusps) in the signal are located where the energy function has peaks or local maxima. The energy function is (2) where is the Hilbert transform of , which is derived from the original image . They also showed that the peaks in the energy function occur where one finds a maximal phase congruence of the Fourier components of the signal. Therefore, they suggested that feature detection in the visual system might be accomplished by computation of the energy function and detection of its local peaks. While the mathematical foundation of this approach is sound and the energy function concept was adapted by others including the author [19] , the evidence for the sum of squares energy computation in the visual system is less directly motivated by known physiology [20] . Furthermore, Georgeson and Freeman [21] directly tested the hypothesis that the peaks in the energy function determine the position of image features indicated by observers in one-dimensional (1-D) compound gratings patterns and were able to reject it. The algorithm described here was developed to explore the possibility of determining the phase congruency at visual features using a different approach that is not based on the computation of the energy function.
Watt and Morgan [22] developed the MIRAGE theory for encoding 1-D luminance primitives. In this vision model, the 1-D image is also processed into multiple scales by filtering (convolving) with a second derivative of a Gaussian of various scales. At each scale, the response of the filtered image is separated into the ON and OFF responses by rectification. The processing up to this stage is identical to that of the basic algorithm proposed here except that the MIRAGE uses the rectification to separate the image into the two categories, but maintains the gray levels at each of the two components. The ON and OFF responses in the MIRAGE are then averaged separately across all scales. Watt and Morgan [22] concluded that the centroid of the averaged response was the best measure of edge position in a noisy system. They indicated that the exact center frequency used for the various filters was not crucial for the proper detection of edge position. There are a number of limitations to this approach that relate to the comparison with the algorithm described below. Following rectification to separate the ON response from the whole signal, the noise is also rectified. Even if one initially assumes a zero mean noise, the rectified noise has a nonzero average and that must be subtracted from the averaged signal. It is not clear how one can determine the level of rectified noise except by guessing (for example, Hess and Dakin [23] reported using 1 standard deviation of the gray levels in the image as that threshold). The algorithm also required a threshold mass parameter and it is not clear where one finds that threshold and what its basis is in current vision models. The process described so far was used only to determine the location of primitives or features. However, the determination of their nature (bar versus edge) and their polarity required further application of complex rules. The physiological or psychophysical basis for these rules was not clear. Finally, the MIRAGE was offered only for processing of 1-D signals and the extension to two dimensions may not be trivial (although Hess and Dakin [23] have reported using a 2-D adaptation of the algorithm, but gave no details).
The algorithm described below uses many of the visual properties of the algorithms described above. Unlike these previous approaches, it stays explicitly within a vision model and applies it directly using a different and novel scheme of combining the multiscale bandpassed signals that were uniformly used by the previous algorithms reviewed above. Additionally, the approach is completely image independent and no parameters are fitted in the process.
Evaluations and assessments of the edge detection performance presented here are based on the author's observations that hopefully are in agreements with the reader's. While this method is not very satisfying, it is the method most commonly used for evaluation of edge detection in real scene images [15] . Other methods of evaluation of edge detection algorithm performance are essentially a derivative of the same approach-using either observer specified edges as ground truth or averaged judgment of multiple observers about the quality of the algorithms performance [14] .
II. VISUAL FEATURE DETECTION ALGORITHM

A. Basic Algorithm
Image processing in the visual system is carried out in multiple scales. The image is broken into various representations at multiple scales starting with the neural processing Fig. 1 . Set of log-cosine filters (one-octave wide at half maximum and one-octave apart in center frequency) used to decompose the image into bandpass-filtered versions. Identical filters are added at higher frequencies for larger images. The actual filters were rotational bodies of the 1-D filters shown here. Note that the filters are symmetric on a logarithmic scale, as visual channels are, and they sum to unity, indicating that the decomposition is complete.
at the retina. At the output of the retinal ganglion cells, the image is represented by isotropic bandpass-filtered versions at different scales [24] . At higher cortical levels, the representation is multiscale bandpass filtered, but is also orientation selective [25] , [26] . The basic feature detection algorithm presented here applies that structure directly. The image is filtered through a multiscale set of visual channels such as bandpass filters. The filters are one-octave wide in the frequency domain and separated by one octave at their center frequencies. In the most basic algorithm, the filters are isotropic without orientation sensitivity, although the orientation selective option is presented later as well. The specific filters used are not crucial, as will be shown below. The filters used here were log-cosine filters [27] applied in the spatial frequency domain ( ). The center frequency of the th-order filter used to generate the th-scale bandpass-filtered image was 2 cycles/picture, 1. The th-order filter was elsewhere (3) where is the radial spatial frequency . These filters have a number of convenient properties that make them appropriate for digital implementation as well as for representation of the visual system decomposition. They have equal bandwidth and symmetrical shape on a log frequency axis and they form a complete representation of the decomposed image that can be reconstructed from them by simple addition (Fig. 1) .
The isotropic bandpass filters were applied in the Fourier domain and the bandpass-filtered images were converted back to the space domain (without rescaling). Note that since the filters only affect the amplitude of the signal their phase can be considered to be zero or in cosine phase. The output images of the set of filters were then binarized, creating bipolar representations in which the white pixels might represent the locations where the ON-center Four to five such filters were used in agreement with models of the visual system [28] . Note that the bandpassfiltered images ( Fig. 2) are similar, but not identical to the bandpass-filtered images of (1). The small differences between the filters are not material to the functionality of the algorithm, as will be seen later. The application of a threshold hard-decision rule early in the system is not common in edge detection algorithms (except for Marr and Hildreth's [16] algorithm); usually the hard decision rule is kept until as late as possible in the process. However, in the visual system, the analog signal is thresholded and converted to impulses quite early and then repeated in the chain of events. Note also that application of contrast gain control or normalization, as have been applied to visual models [27] , has no effect here, as it will not change the binarization result. The use of binarization here does not imply that contrast is completely lost for other nonedge representations.
As mentioned above, Morrone and Burr [13] have shown that the phase of the image decomposition components in various scales is congruent at locations where relevant visual features (edges and bars) occur in an image. In order to find such features, one could look for phase congruency across scales in the bandpass-filtered series of images. Marr and Hildreth's [16] coincidence of zero crossing across adjacent scales is an extreme example of such phase congruency requiring a congruency at a single phase angle and further requiring it to be at the 2 phase exactly. Binary phase matching or the congruency of signal polarity (or sign) might be considered the lowest level of phase congruency. At this other extreme, the congruency is accepted if just the sign is equal across scales. To find locations with this minimal level of phase congruency, the binary images from all scales were compared using a XOR-like operation (called congruence) across all scales. Each pixel that had the same polarity in all the scales maintained that polarity, while pixels with mixed polarity across scales were deselected (presented as gray pixels in Fig. 3 ). This congruence operation results in a trilevel map , representing all image pixels that had the same polarity across all scales tested, and only these pixels as features of that polarity. In biological terms, this operation might be similar to higher level cells responding only if all the cells (in all scales) of a given polarity (ON or OFF) at a specific retinal/field location are active. The congruence function is defined as if otherwise if (5) Fig. 4 . Features map derived from the images in Fig. 2 using the same congruence rule as in Fig. 3 , but dropping the lowest scale image (order three). When compared to the features map in Fig. 3 , this demonstrates a higher rate of feature detection, but also a significant increase of false alarms or noise pixels.
The simple and minimally restrictive nature of the phase congruence rule used in the algorithm described here makes computational implementation simple and the visual system implementation plausible without limitation on the number of scales to be tested. On the other hand, the restricted congruency of the zero crossings used in the Marr and Hildreth algorithm resulted in such a complex application (even when applied across two scales only) that the full algorithm was never described. The plausibility of the physiological implementation of these rules was not discussed either.
The features image presented in Fig. 3 represents a successful detection of relevant visual edges and narrow bars. The algorithm results are unique in that it represents edge features with pairs of black and white pixels placed at the edge with the black pixel on the dark side of the edge and the white on the bright side. Similarly, the narrow bar features (cusps) are detected and represented with the corresponding polarity without any additional processing.
While the results of the basic algorithm illustrated in Fig. 3 using the five isotropic filters are quite satisfactory, it is clear that the algorithm did not detect many features easily detected by human observers. Improvement of the detection rate in this algorithm can be achieved by removing one of the scales, reducing the probability of a polarity change across scales. As shown in Fig. 4 , the removal of the lowest scale indeed resulted in the expected improvement of features detection, however, with a simultaneous increase in noise as expected.
B. Using Contrast Detection Threshold to Control Noise
To address the noise, the algorithm applies contrast detection thresholds. This is a direct replication of the function of the visual system as described in most current models. Visual cells or psychophysical channels, ON and OFF center, are known to respond vigorously when the signal exceeds a certain level. This characteristic of the visual system is frequently measured as a contrast detection threshold and is used to represent the visual system's response by using the contrast sensitivity function , which is the inverse of Fig. 5(a) . This map maintains the feature detection of Fig. 4 , but has reduced noise due to the effect of the visual threshold application.
the detection threshold, as a function of spatial frequency [29] . The aforementioned basic algorithm (4) was modified to include the contrast threshold or the . Following bandpass filtering, the images at each scale were transferred first into a trilevel thresholded image instead of the binarization applied in the basic algorithm [see Fig. 5(a) ]. At each scale , the corresponding threshold absolute value was determined and applies as follows:
The threshold value is derived directly from CSF measurements in the literature [29] . These measurement results are typically given as a function of retinal spatial frequencies in cycles/degree. The image processing in the algorithm is performed in terms of object spatial frequencies in cycles/image. In order to determine the correspondence between these two domains, the size of the image in degrees must be set, depending on the specific application and situations being depicted. In the examples provided here, the images were presumed to span 8 of visual angle at the observers eyes. Thus, filters centered on 8 cycles/image correspond to 1 cycle/degree and the corresponding threshold was applied. Unless specified otherwise, the images presented here have a resolution of 256 256 pixels.
The ideal hard-threshold description applied here ignores the noisy nature of the visual system, where some cells actually discharge some spikes spontaneously at all times even in total darkness and the observers' psychophysical response is characterized by a psychometric function and not by a hard threshold. The hard threshold was used in the algorithm to simplify computations. This approach was justified by experimentation with the basic underlying vision model that showed that the use of statistical threshold provided minor improvements in controlling the occasional false contour artifacts caused by the hard threshold when computing simulations [30] . The false contours were completely eliminated also when other variabilities such as CSF changes with retinal eccentricity were included in such simulations [31] , [32] .
The application of contrast normalization [26] in this CSFbased thresholded version of the algorithm does have an effect on the result, particularly in very dark and very bright areas in the image. The effect, however, was found to be small with all the images shown here as well as with a group of 125 other images and, therefore, for the sake of computation simplicity, that aspect of the visual model was not included in further testing. The trilevel threshold images were then evaluated across scales using the same congruence operation used in the basic algorithm to derive the trilevel feature image otherwise
The result of this processing shown in Fig. 5 (b) demonstrates a successful removal of much of the noise seen in Fig. 4 while maintaining an excellent level of feature detection. The CSF-based thresholding applied here has its maximal effect at the high frequency scale(s). The visual system's high threshold at high frequencies resulted in preservation of only strong signal locations at these scales. It is assumed that a strong signal is more likely at a real edge or bar locations than at locations of mere noise. There are various sources for noise to be considered in the feature images. Some real luminance features or texture may be deemed by the observers as irrelevant for image or object recognition task. Our algorithm and any other similar luminance-based algorithm will detect such features in the same way that it detects relevant features. With such a "low level" algorithm there is no way to address such feature "noise." There is also noise in the images resulting from the imaging process and computational noise (ringing) due to the processing. These noise sources are expected to be of low magnitude in most images and thus will be effectively controlled by the CSF-based thresholding.
In particular, such noise is excessive at the higher frequency channels as seen in Fig. 2 and is effectively reduced by the CSF-based thresholding, as seen in Fig. 5(a) .
Note that the algorithm as implemented here has no free parameters that were fitted to the images or adjusted in any way. The image size is set arbitrarily, but as illustrated by the effective performance of the algorithm on the 1/16th size inset in the upper left corner of the images, the algorithm is effective across a wide range of sizes without adjustment. The threshold parameters used were derived from human visual measurement and were directly applied in the algorithm; no fitting or scaling was necessary.
To gain an appreciation of the performance of the visual algorithm, the result was compared with the performance of another feature detection algorithm [33] . This algorithm used polynomial transforms to detect edges by finding the local maxima in the gradient magnitude at multiple scales. An edge found in the smallest scale was maintained if it was also found in larger scales. This computationally intensive algorithm claimed no physiological basis. A best performance result for a 512 512 Lena image was provided by Martens and is shown in Fig. 6(a) . It is clear that the algorithm has high sensitivity, but also high false alarm rate. The falsely detected edges are not only single noise pixels, but they also created false connections between real edges not seen in the original. When compared with the parameter free application of our algorithm, [see Fig. 6 (b) and (c)], it is apparent that our algorithm is essentially free from this type of false connection artifacts. Note that the performance comparison is not made with respect to detection of signal (edge) and its differentiation from noise, as this performance may be equal or similar. The difference seen between the algorithms refers to the type of systematic errors represented by the false alarms produced by the other algorithm. In addition, note that our algorithm provided not just the edge position, but also the polarity of the features and a distinction between edge and bar features [see Fig. 6(b) ].
C. Orientation-Selective Filters
The algorithm described so far applied isotropic filters with no orientation selectivity. While such isotropic processing takes place in the retina, it is established that in the visual cortex the processing cells or channels are orientation selective. It was, therefore, important to determine how the addition of the orientation selectivity to the algorithm would affect its performance.
To obtain orientation selectivity, the spatial frequency filters in (3) were multiplied by oriented filters. An Fig. 7 . Oriented filters used in the case of four orientations. These filters multiply the filters of Fig. 1 to generate the set of filters used in the orientation selective version of the algorithm. Note that the DC is in the center of these filters.
even number of raised cosine filterswas generated [1] . The filter for the th orientation was centered at and elsewhere (8) where . For example, two orientations would consist of a horizontal and vertical direction, while four orientations are depicted in Fig. 7 . As is the case with the isotropic filters, independent of the number of orientations, the total oriented filter response sums to unity over the 2-D spatial frequency domain. Thus, the bandpass-oriented filter that was applied at a scale and orientation was (9)
The algorithm described above was applied to each of the oriented bandpass-filtered images. Features detected in any of the orientations were represented in the final image. The results of processing two images with two, four, eight, and 16 orientations are compared with the nonoriented processing in Figs. 8 and 9. As seen in these figures, the addition of orientation selectivity increases feature sensitivity and improves performance, at least up to four orientations. At the level of eight orientations, some artifacts are apparent and many more are apparent at 16. From these results, it appears that the optimal performance is obtained between four to eight orientations. This finding is rewarding in view of the fact that psychophysical studies place the number of oriented channels in the visual system at about six to 12 [34] ; [35] . Using a partial overlap as implemented here, the eight-orientation case corresponds to orientation bandwidth of 45 . De Valois et al. [36] found that the median orientation bandwidth for all cortical cells they measured was 41.9 .
D. Robustness to Variations in Filter Parameters
The algorithm described so far is strongly motivated by current vision models. However, it is clear that the filters (16), distortion artifacts reduce the algorithm performance. Note in particular the improvement and then decline for the small inset image.
implemented in the visual system are unlikely to represent such a uniform and accurate set as the one implemented here. The selection of the one-octave bandwidth and the one-octave separation between filter center frequencies was inspired by the biological data and was very convenient for computations. However, it is known that the bandwidth varies between channels [35] . It is also the case that the contrast sensitivity function, which represents the envelope of all the channels, varies between observers [37] and, thus, both center frequencies and channel bandwidth probably vary across observers. It was, therefore, of interest to examine, for the sake of the vision model and for the sake of the implemented algorithm, the effect of variation in these parameters on the performance of the algorithm. The impact of varying both the center frequency and the bandwidth was evaluated separately. To test the effect of center frequencies, the filters were modified by shifting each filter's center frequency independently from the others. A uniform random distribution was used to shift each filter's center frequency and the processing was otherwise unchanged. The two sets of filters used are shown in Fig. 10 . In this figure, the filters shown were shifted from their nominal frequency by as much as 25 of the frequency range to the adjacent filters. The results of applying such randomly shifted filters to both the isotropic filters and the oriented (two orientations) versions were compared ( Fig. 11) with the results obtained with the original deterministic set of filters. As can be seen, the features images derived with the randomly varied center frequencies filters are not identical, but are very similar to those derived using the deterministic filters. Most of the visually relevant feature pixels were detected in both cases and the main differences are in the noise pixels. Although there are minor differences between a few feature pixels detected with both sets of filters, the algorithm is clearly robust to such a large variation in the filters. shifted filter banks used to create the images in Fig. 11 . Filters used were 2-D rotational bodies versions of the 1-D filters shown here. Only four of the filters-orders four to seven-were used. Deterministic filters are one-octave wide and one-octave apart, centered on spatial frequencies that are powers of two in terms of cycles/picture. Randomly shifted filters are the same filters shifted randomly in center frequencies either to the right or the left. As a result of that shift, they also vary slightly in bandwidth.
To determine the level of correspondence between the feature maps derived with the randomly shifted center frequencies, ten such images were computed. There were almost 56 000 feature points in all ten images, but the correspondence was such that only 16 000 locations (27%) were occupied all together (73% of correspondence). Of these feature points, 16% were in identical locations in all ten images (38% if a correspondence across at least five images were determined). The feature images created only by these corresponding points clearly represented the visually relevant details while the complementary-noncorresponding points created a noisy representation of the image. A visual assessment of the robustness to changes in the center frequency parameters can be derived also from the consistency of the images shown in Figs. 12 and 13 with the relevant visual features in the images.
To evaluate the impact of bandwidth variation on the algorithm, a wide set of filters was generated implementing a bandwidth variations in steps of 0.1 octaves between 0.2 and 2.0 octaves for each one of the center frequencies. The program enabled us to select the bandwidth for each of the four filters independently and observe the changes in the feature map generated. Experimenting with this program clearly illustrated that a significant variation in bandwidth resulted in fairly minimal changes in the feature detection, similar in magnitude to those illustrated in Fig. 11 . Even with extreme variations in the available range, the algorithm continued to perform reasonably well in detecting and marking the various important visual features and their polarities.
To assess the level of correspondence across changes in filter bandwidth, ten feature images were created. In computing these images, each filter bandwidth was randomly varied between 0.5 and 1.5 octaves. The ten images yielded about 65 000 feature points in total, but only 16 000 locations were occupied (75% correspondence). Of these feature points, 19% were at the same locations in all ten images (45% of the points for correspondence across at least 5 images). In all cases, the corresponding points-generated feature map gave an easily recognizable image and the complementary noncorresponding points were presenting a noisy hardly recognizable image.
E. Effects of Variable Filter Sets
It is interesting to consider the consequence of having variable filters in the visual system. The filters applied by the visual system vary not only across observers, but also within one observer from place to place in the visual field. As both the voluntary larger scanning saccades and the involuntary micro eye movements scan a scene or an image, the same image feature is presented to different sets of filters. As the visual system integrates the perception derived from these separate glimpses, it is reasonable to assume that if it performs feature detection, and these feature maps are integrated as well, possibly by averaging them (though other combination rules are possible). To appreciate the effect of such processing, Figs. 12 and 13 illustrate the outcome. In these figures, ten trilevel feature images generated from randomly shifted filters, as shown in Fig. 11 , were averaged. In this case, the filters were shifted by as much as 50 of the range, so that two adjacent filters could be shifted to the same frequency. The result is a high-quality feature map in which the averaging filtered much of the noise in the separate maps out while the visually relevant features are maintained. These images may be considered a measure of the correlation between the feature images obtained with the various filters and the consistency of the features is an indication of the high level of consistency of the output despite the large changes in filters' center frequencies. In addition, the resulting averaged feature maps appear to have a higher resolution than the single feature maps (compare Fig. 12 with Fig. 11 , for example). The averaging process of randomly generated feature maps permits, in effect, the development of feature maps with subpixel accuracy. This approach may be applied in image-processing applications and can provide feature detection with position accuracy at subpixel levels.
III. DISCUSSION
A. Applications of Feature Detection in Vision
The families of image-processing algorithms that were most closely associated with a vision model justification or support were image enhancement and edge detection. The selection of these two categories for such support is intriguing as there is no direct proof or demonstration that the visual system is particularly good at either image enhancement or in generating edge maps or that it actually performs either of these tasks (although the phenomenon of Mach bands may be considered an indication of both functions). It is, therefore, interesting to consider the possible utility of edge detection in the visual system. Fig. 11 . Comparison of the algorithm feature detection output with the deterministic filters and the randomly shifted filters as shown in Fig. 10 . Both isotropic and orientation selective (two orientations) are presented. As can be seen, the impact of the large variations in the filters on the algorithm performance is minimal in both cases. The application of contour and edge detection in computerized image processing is a long-standing practice with clear incentives related to the needs of segmentation of images [38] . Many other applications of edge detection in image processing have been reported [39] - [42] . The role or even existence of such capability in the visual system is less clear. Some visual system models use edge detection in a similar fashion as a precursor to image segmentation, in particular with relation to modeling of "filling in" [43] , [44] that requires an edge detection segmentation step. Many vision researchers seem to feel intuitively that the visual system performs an edge detection task and many studies evaluated object recognition from edges [45] . However, we are not aware of any direct indication that edge or bar detection is actually carried out in the visual system (although see [46] and [12] ). It would, nevertheless, be interesting to consider what would be the possible utility for such function in the visual system and, in particular, what would the features detected by the algorithm presented here be especially useful for.
A frequently used image-processing function is the registration of images [47] , [48] . Images are frequently taken in a sequence and need to be registered and aligned either to provide tiling of a larger image or to register images taken in different spectral bands [49] . The visual system might be considered to perform this task all the time and as frequently as five times per second. The nonuniform structure of the visual system provides for a wide field of view at low resolution and a very narrow central zone of high resolution. The high-resolution fovea is directed at objects of interest, detected by the periphery, using saccadic eye movements. Once the eyes move, the new retinal image has to be brought into registration with the previous retinal image to provide for a stable perception [50] , though there are opposing views of this function that imply no requirement for such registration [51] . Image registration in the visual system is required also in the alignment of the binocular images into single vision and to provide stereo depth [52] . It is not known how the visual system performs this registration.
We would propose that the bipolar features derived from the current algorithm may be particularly useful for image registration and thus may serve such a purpose in the visual system. Typically, image registration algorithms use some similarity measure computed between two image segments that are shifted in relation to each other and the registration is defined as the shift position providing the maximum similarity [53] , [54] . The performance of the algorithm is directly related to the sharpness of the maximum peak in the similarity function. Peli et al. [55] have shown that for a given algorithm, the performance improves if the similarity measure is computed from the original images, but only at the locations of image features (in one of the two images). This may be particularly useful if one image is at a lower resolution. In any case, if the similarity measure is to be computed for the edge images themselves it could provide an even sharper peak. The registration of the bipolar edge features detected by our algorithm will result in a particularly sharp similarity function, since a small deviation from correct registration will bring opposite polarity edge components together and will strongly reduce the similarity measure with small registration error. It is, therefore, plausible that if the visual system detects features such as edges and bars and if it applies an algorithm as described here, the result would lend itself well to the registration of images when needed in the visual system. Of course, the same advantage is available for use in computer image registration algorithms for various applications.
B. No Need for Quadrature Filters
The oriented filters applied in the algorithm were similar to cosine-phase Gabor filters (inphase filters). A number of vision models suggested that proper representation requires quadrature pair filters [20] , [56] , [57] . The quadrature sine-phase filter can be computed from the inphase filter using a Hilbert transform [58] . Existence of quadrature pairs of cells in the visual system was reported as well [59] , [60] . It has been generally assumed that while the inphase filter or channel is needed for the detection of bar features, the quadrature (sine-phase) filters are needed for the detection of the edges, since the response of an inphase filter is zero just at the edge or luminance transition [12] , [13] , [19] , [56] , [61] , [62] . In view of all this, it might be expected that the feature detection algorithm using the inphase filters would perform well for bar features but that sine-phase filters (asymmetric mechanisms) would be needed for the detection of edge features. As seen above, the inphase filters detected both the bar and edge features. To determine if the use of sine-phase filters would improve edge detection, the algorithm was also applied with the use of sine-phase filters. The Hilbert transform commonly used to derive the quadrature filters is defined formally only for the 1-D domain, as it requires causality. An approximate expansion of the Hilbert transform into the 2-D domain is possible for oriented filters [57] , [63] , [64] . The Hilbert transform for our oriented filters design (two-orientation case) was computed by setting to zero the fast Fourier transform values of the filtered image in half of the frequency domain orthogonal to the direction of the filter. Following inverse transform to the space domain, the real part of the complex result is identical to the inphase filter and the imaginary part is the sine-phase filter output.
An example of the results obtained with the Hilbert transformed vertical filters is shown in Fig. 14 . The Hilbert transformed results do not add significant detection of edges as compared with the inphase results. The main difference is that the polarity of the edge pairs obtained using the Hilbert transform is arbitrary and uniform across the image, independent of the direction of luminance change in the image. This arbitrary direction is set by the arbitrary decision regarding which of the two halves of the frequency domain is being zeroed. There is some additional noise in these images that results from the ringing caused by the sharp filtration associated with zeroing half the frequency plane.
It is clear from this example that the application of Hilbert transforms or quadrature pairs of filters is not necessary in the context of the algorithm described here. Quadrature filters are necessary within a single scale bandpass-filtered image to detect the location of edges in the original image [13] , [16] . As noted by Jones and Palmer, "pairs of cells with cospatial receptive fields and quadrature relative phase angles could be used to represent stimulus position accurately regardless of the absolute phase angle of their response profiles" [65] . However, the integrated multiscale nature of our algorithm is able to derive the edges and their position from the multiscale inphase processing by identifying the phase congruence that occurs at both bar and edge locations.
C. Appearance of Images and the Features Maps
The output of the algorithm described here is a map of bipolar features consisting of pairs of bright and dark features at luminance edges and single features at bar or cusp locations. This output was derived from processing of the outputs of multiscale band pass (laterally inhibiting) filters. Davidson and Whiteside [66] have shown that the perception of image brightness near sharp contours does not conform satisfactorily to predictions of basic spatial interaction (lateral inhibition) models. They have demonstrated that the appearance was that of a bright and a dark features pair superimposed on the contours. Thus, they argued that perceived contours in images are shaped, to a large extent, just like images in which the detected bipolar features were superimposed over the original image. We are studying the effectiveness of superimposing the features maps on the original image as a method of enhancing images for visually impaired observers [62] .
Davidson and Whiteside [66] were interested mostly in the apparent brightness farther away from the contour and did not address directly the appearance of these cusps, although they pointed out that most lateral interaction type models of Mach bands failed to predict them in the limit when the contour was very sharp. They concluded that, to account for the appearance of these contours, other mechanisms are needed. The edge detection mechanisms proposed here could be a model for such mechanisms responsible for the cusp perceptions they documented.
In conclusion, a visually based feature detection algorithm was developed and evaluated. It is based strictly on current vision models and makes use of visually determined parameters only. The algorithm is robust to filter parameter variations and in fact may benefit from such variations. The algorithm lends itself to computer vision applications that require such feature maps ACKNOWLEDGMENT The author would like to thank J. Nye and M. Butnaru, who provided programming help.
