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We present an inverse scattering construction in STU supergravity of the two-
charge single-rotation JMaRT fuzzball. The key element in our construction is
the fact that with appropriate changes in the parameters, the JMaRT fuzzball
can be smoothly connected to the Myers–Perry instanton.
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1 Introduction
Finding exact solutions of gravity or supergravity is of central importance for a proper under-
standing of the Einstein field equations. In view of Mathur’s fuzzball proposal [1], the need for
exact smooth solutions becomes even more pronounced as large families of smooth solutions are
conjectured to account for the entropy of black holes. Only a handful of non-extremal examples
of such families are known [2, 3, 4, 5, 6]; the most notable of these are the so-called JMaRT [2]
and running-Bolt solutions [3, 4], see for example [7] for a recent review. It would be desirable
to have more examples to scrutinise the fuzzball proposal more thoroughly.
Solution generating techniques in (super-)gravity have a long history, see for example the
textbook [8]. Supposing D − 2 commuting Killing vectors in D-dimensional gravity one can
rewrite the Einstein field equations in terms of an integrable linear system that is amenable
to inverse scattering techniques. The most widely used such linear system is that of Belinski–
Zakharov [9, 10, 11] where a seed solution is dressed by so-called soliton transformations. This
method is very effective but presently only applicable to pure D = 4 and D = 5 Einstein
gravity [11, 12]. An alternative linear system was given by Breitenlohner–Maison [13] that
brings the underlying affine group symmetry to the fore. In [14] Breitenlohner and Maison
(BM) showed how to use their linear system to generate black hole solutions in gravity. This
method and the relation between the two linear systems was reviewed in [15] and applied in [16]
to STU supergravity [17].
In the present paper we will show how to fit the JMaRT solution into the BM linear system.
More precisely, we will recover the two-charge JMaRT solution from an appropriate inverse
scattering construction. Our construction also allows us to study the rod structure [18, 19] of
the JMaRT solution in detail.
Generating solutions using the BM linear system requires an appropriate meromorphic mon-
odromy matrix M(w) depending on a spectral parameter w. The physical parameters of the
solutions are encoded in the positions of the poles ofM(w) and in the residues at these poles. Re-
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covering the physical solution requires factorising the monodromy matrix in a specific way [13, 15]
that is reviewed below. For STU supergravity, the monodromy matrix is an element of SO(4, 4)
and the factorisation of M(w) can be reduced to a purely algebraic problem [16].
For the JMaRT solution we first construct the monodromy matrix of the five-dimensional
Myers–Perry instanton1. This is the Euclidean analogue of the Lorentzian over-rotating Myers–
Perry black hole that served as a basis for the original JMaRT construction. The construction
of the Myers–Perry instanton is the genuine new element in the analysis. It is then charged up
using standard methods to arrive at the two-charge JMaRT.
The plan of the article is as follows. In section 2, we first provide some background on the
linear system and inverse scattering method used in order to provide a self-contained presentation
of the construction. The detailed procedure of obtaining the JMaRT fuzzball through inverse
scattering and the Myers–Perry instanton is then discussed in section 3. Section 4 contains
the discussion of the rod structure and section 5 some concluding remarks. In appendix A we
provide the necessary details and conventions on the theory studied in various dimensions and
the relation of the Euclidean and Lorentzian theories in D = 5 embedded in the STU model as
uplifts. In appendix B certain detailed intermediate expressions are given.
2 Brief review of the inverse scattering formalism
It is well-known that STU supergravity reduced to three dimensions exhibits a global SO(4, 4)
symmetry [17] and this symmetry was used in the construction of many interesting charged
solutions of the theory, see for instance [20, 21, 22]. Together with the global SO(4, 4) symmetry
there is a local symmetry given by a maximal subgroup K of G = SO(4, 4) fixed by an involution.
The precise signature and embedding of K depends on the way the dimensional reduction to three
dimensions is performed. In the case of stationary solutions that we are considering and that
can be uplifted to D = 6 as described in detail in appendix A, one has K = SO(2, 2)× SO(2, 2).
The groups G and K here are defined as those real (8× 8)-matrices that satisfy
G = SO(4, 4) =
{
g | gT ηg = η} (2.1a)
K = SO(2, 2) × SO(2, 2) = {g ∈ SO(4, 4) | gT η′g = η′} (2.1b)
with the invariant metrics
η =
(
04 1 4
1 4 04
)
, η′ = diag(+,−,−,+,+,−,−,+). (2.2)
On the Lie algebra Lie(G) we have the anti-involution (called generalized transpose)
X♯ = η′XT η′ (2.3)
under which elements of Lie(K) are anti-symmetric. We define the same operation on arbitrary
(8 × 8)-matrices. With this definition, elements k ∈ K satisfy k♯k = 1 . Note that the η′
1To the best of our knowledge this instanton has not appeared in the literature before but is straightforward
to construct using standard techniques.
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matrix given in (2.2) is different from the η′ matrices previously used in [16, 23]. Equivalently,
the embedding of K = SO(2, 2) × SO(2, 2) inside G = SO(4, 4) is different compared to those
references. This is because in our work dimensional reduction is performed differently: we first
do a timelike reduction from 6d to 5d, and then do two spacelike reductions from 5d to 3d. The
details can be found in appendix A.
All propagating degrees of freedom of the STU model reduced to three dimensions can
be written as scalar fields and are summarised by an element V ∈ G/K. The dynamics are
constructed from the so(4, 4) Lie algebra element ∂µV · V −1 that is decomposed into
Pµ =
1
2
(
∂µV · V −1 + (∂µV · V −1)♯
)
, Qµ =
1
2
(
∂µV · V −1 − (∂µV · V −1)♯
)
. (2.4)
The bosonic dynamics of STU supergravity reduced to three dimensions then is given by
L(3) =
√
g
(
R− 1
2
gµνTr(PµPν)
)
, (2.5)
where gµν is the (non-propagating) three-dimensional metric. This is an instance of a general
G/K σ-model that was discussed for example in [24] and in the context of inverse scattering
in [15].
The action of G on V is by a local k(x) ∈ K and a global g ∈ G via
V (x)→ k(x)V (x)g. (2.6)
It is also useful to define the function M
M(x) = V ♯(x)V (x) with M(x)→ g♯M(x)g, (2.7)
which is often easier to work with since it avoids the local k-transformation. It obeys M ♯ =M .
When system (2.5) is further reduced to two dimensions, the equations of motion become
completely integrable and the group of symmetry transformations in the space of solutions is
infinite-dimensional. The latter is called the Geroch group and it is defined as the affine extension
of the group G [13]. We now review this construction briefly and refer the reader to [15, 16] for
a more detailed account.
In a suitable coordinate system, the metric can be written in a canonical form with all
functions depending on two variables. The two-dimensional base metric has the form
ds22 = f
2(dρ2 + dz2), (2.8)
where (ρ, z) are the so-called Weyl canonical coordinates and the function f(ρ, z) is referred to
as the conformal factor. Using the coordinates x± = 12 (z ∓ iρ), the equations of motion read
±if−1∂±f = ρ
4
Tr (P±P±) , (2.9a)
Dm (ρP
m) = 0, (2.9b)
where DmPn = ∂mPn − [Qm, Pn]. The first equation for the conformal factor can be solved
by simple integration when P± is known, so the main task is to solve equation (2.9b). This
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is a non-linear equation which poses a problem that can be equivalently presented as a linear
system of equations (Lax pair). In the latter formulation, (2.9b) is viewed as the compatibility
condition for the set of linear equations, which take the form
∂±V(t, x)V(t, x)−1 = 1∓ it
1± itP±(x) +Q±(x), (2.10)
where t is the spectral parameter known to appear in Lax pairs. The equivalence of (2.10)
with (2.9b) requires that the spectral parameter t is a function of x according to
t± =
1
ρ
[
(z − w)±
√
(z − w)2 + ρ2
]
. (2.11)
In the above expression, w is an integration constant that is later used as an x-independent
spectral parameter. In the following, we will mean t to correspond to the t+ solution.
The generating function V(t, x) is the generalised coset element that satisfies:
lim
t→0
V(t) = V. (2.12)
Similarly to the finite group elements, a more useful object to work with is the “monodromy
matrix” M defined as
M(w) = (V(t, x))♯ V(t, x) =⇒ (M(w))♯ =M(w), (2.13)
where the generalisation of the ♯ operation to t-dependent matrices is given by
(V(t))♯ = V♯
(
−1
t
)
. (2.14)
Under w-dependent global transformations, the monodromy matrix transforms as M(w) →
Mg(w) := g♯(w)M(w)g(w). The linear system (2.10) implies that M(w) is constant.
In order to find solutions of the STU model, we use an inverse scattering technique based on
the linear system (2.10) and restrict to the soliton sector [14, 11, 15, 16]. In the soliton sector,
one assumes a simple meromorphic form ofM(w) and the method amounts to a series of purely
algebraic steps that allows to find the space-time solution.
For STU supergravity and solutions that are asymptotically flat in D = 5, we start with the
following ansatz for the monodromy matrix
M(w) = Y +
N∑
k=1
Ak
w − wk , (2.15a)
M−1(w) = ηMT η = η
(
Y +
N∑
k=1
ATk
w − wk
)
η, (2.15b)
where wk are the pole locations and η is the SO(4, 4)-invariant metric from (2.2). The matrix
Y is a constant matrix2 such that M(∞) = Y . The residues satisfy A♯k = Ak.
2In [16] Y is specified to the unit matrix, since we were working on four dimensional asymptotically flat
solutions. The case of five-dimensional asymptotically flat solutions requires changes in the form of Y that we
will derive below.
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Our aim is to factorise M(w) as
M(w) = A♯−(t, x)M(x)A+(t, x), (2.16)
where the matrices A+(t, x) and A−(t, x) = A+(−1/t, x) are in SO(4, 4) and satisfy
A+(0, x) = 1 = A−(∞, x). (2.17)
The matrix M(x) is the sought-after solution, defined in (2.7), from which the physical fields in
V can be read off.
To start the factorisation procedure, we writeM(w) as a function of (t, x) using the relations
1
w − wk = νk
(
tk
t− tk +
1
1 + ttk
)
(2.18)
and
νk = − 2
ρ
(
tk +
1
tk
) , (2.19)
with tk =
1
ρ
(
(z − wk) +
√
(z − wk)2 + ρ2
)
. We arrive at
M(t, x) = Y +
N∑
k=1
νktkAk
t− tk +
N∑
k=1
νkAk
1 + ttk
, (2.20)
where the rank-2 residue matrices Ak are factorized in terms of 8-dimensional constant vectors
ak , bk as follows
Ak = αkaka
T
k η
′ − βk(ηbk)(ηbk)T η′, (2.21)
with αk , βk constant parameters and η
′ the metric preserved by SO(2, 2)× SO(2, 2). This form
and the rank condition follow from an analysis of the condition A♯k = Ak and from the embedding
of pure gravity solutions into STU [16].
The vectors ak , bk are required to satisfy the conditions
aTk ηak = 0, (2.22a)
bTk ηbk = 0, (2.22b)
aTk bk = 0, (2.22c)
for all k, which stem from the requirement that the product M(w)M(w)−1 have no double
poles. Next, we need to determine the matrix A+ that is of the form
A+(t) = 1 −
N∑
k=1
tCk
1 + ttk
, (2.23)
where Ck are matrices parametrized as
Ck = cka
T
k η
′ − (ηdk)(ηbk)T η′ . (2.24)
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The vectors ck , dk are obtained from the matrix equations
c = η′bΓ−1, (2.25a)
d = η′a
(
ΓT
)−1
, (2.25b)
where a, b, c, and d are 8×N matrices with columns the vectors ak, bk, ck, dk respectively. The
N ×N matrix Γ with elements
Γkl =
{
γk
tk
for k = l
aTk bl
tk−tl for k 6= l
(2.26)
is acquired by solving the following equations3 for the numbers γk
(M(t, x)− νkAk
1 + ttk
)∣∣∣∣
t→− 1
tk

 ηη′ak = νkβkγk(ηbk), (2.27a)
(ηbk)
T η′η

(M(t, x)− νkAk
1 + ttk
)∣∣∣∣
t→− 1
tk


T
= νkαkγka
T
k . (2.27b)
The final step in the process is to take the limit t→∞ of (2.16) and thus find the new solution
M(x) :
M(x) = Y A−1+ (∞). (2.28)
The full solution to the equations of the theory is constructed once the conformal factor is
determined:
f2 = kBM ·
N∏
k=1
(tkνk) · det Γ, (2.29)
where kBM is an integration constant. The detailed calculations leading to the final formula
outlined above can be found in [15], [16].
Asymptotic behavior of M(x), M(w)
Let us start with five-dimensional Minkowski space that is trivially uplifted to six dimensions
along the y-direction
ds2 = −dt2 + dy2 + dr2 + r2 [dθ2 + sin2 θdφ2 + cos2 θdψ2] , (2.30)
where θ ∈ [0, π2 ] , φ,ψ are standard angular coordinates with range [0, 2π) and y is a periodic
coordinate around a circle. Following [25], we change to the coordinates4
φ+ =
1
2
(ψ + φ), φ− = (φ− ψ) (2.31)
3We arrive at these relations starting from the conditions for no single poles in the product M(t, x)M(t, x)−1.
4The specific normalization for these coordinates is chosen to simplify later expressions.
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and obtain the metric
ds2 = −dt2 + dy2 + dr2 + r2
[
dθ2 +
1
4
dφ2− + dφ
2
+ − cos 2θdφ−dφ+
]
. (2.32)
As will become clear shortly, the advantage of changing coordinates in this way is that the coset
matrices asymptotically tend to constant values (see discussion in [25],[26]). Had we left the
standard angular coordinates, we would encounter infinities in the asymptotic behavior of our
solution, which would in turn require us to include poles at infinity in the ansatz (2.15a). As it
is not yet clear how to incorporate this kind of poles in the formalism presented here, we choose
to work with the “nicer” coordinates (2.31).
Upon dimensional reduction along the directions t, φ+ and y, the above metric corresponds
to the following expressions for the fields in three dimensions (details on the structure of the
three-dimensional theory are found in section A.3):
e2U = r, y1 = y2 = y3 = r, ζ˜0 = r
2, (2.33)
A0 = −1
2
cos 2θdφ− , (2.34)
ds23 = r
2
[
dr2 + r2dθ2 + r2 cos2 θ sin2 θdφ2−
]
, (2.35)
while the rest of the fields vanish. At this point it is important to note that, as opposed to
flat space in four dimensions, the 3d scalar fields and one-forms have a non-trivial profile. The
matrix M(x) reads
M(x) =


1
r2
0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 1
r2
0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1


, (2.36)
which in the limit r →∞ takes on the constant value
Y =


0 0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1


. (2.37)
For solutions that are asymptotically flat in five dimensions, we therefore require that the mon-
odromy matrixM(w) asymptotes to Y as w →∞ as shown in the ansatz (2.15a). We note that
Y ♯ = Y .
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Charging transformations
In order to apply a charging transformation to a seed solution M(w), we need to find the
subgroup of elements that preserve the asymptotic behavior determined by Y above. Thus we
are looking for elements gD ∈ SO(4, 4) such that
g♯DY gD = Y. (2.38)
From the observation that there is an SO(4, 4), “♯”-invariant matrix that satisfies
D♯D = Y (2.39)
with
D =
1√
2


1 0 0 0 0 0 −1 0
0 −√2 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0
√
2 0 0 0 0
0 0 −1 0 1 0 0 0
0 0 0 0 0 −√2 0 0
1 0 0 0 0 0 1 0
0 0 0 0 0 0 0
√
2


, (2.40)
we deduce that the appropriate charging element must be of the form
gD = D
−1kD, k ∈ K = SO(2, 2) × SO(2, 2), (2.41)
where K is the subgroup defined in (2.1). Therefore the solutions to (2.38) form an SO(2, 2) ×
SO(2, 2) subgroup conjugate to K. Their action on the monodromy matrix
MgD(w) := g♯D(w)M(w)gD(w) (2.42)
preserves the form (2.15a) and therefore the five-dimensional asymptotics. See also [25, 26] for
a similar discussion in the SL(3,R)/SO(2, 1) case.
3 Supergravity configuration
Having reviewed the inverse scattering formalism for STU supergravity we now present the
construction of the relevant supergravity configuration. In the following section we analyse the
resulting configuration and relate it to the JMaRT fuzzball. The steps we follow are:
1. We first construct an appropriate Euclidean five-dimensional gravity configuration trivially
lifted to six-dimensions along the time direction, i.e., a metric of the form
ds26 = −dt2 + ds25. (3.1)
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2. On this configuration we apply an appropriate SO(4,4) charging transformation
Mnew(w) = g♯DMold(w)gD , (3.2)
with an appropriate gD to add electric charges. gD is of the form (2.41) in order to preserve
the five-dimensional asymptotics.
3. Then we analyse degeneration properties of various Killing vectors and relate the final
configuration to the JMaRT fuzzball.
In the above three-step process the second and third steps are fairly standard. The first step
however requires some explanation. As is well known in the inverse scattering literature [27, 11],
to obtain a single center non-extremal black hole, e.g., Kerr, a two soliton transformation is
required on an appropriate seed solution. The seed solution in the case of Kerr is simply the
four-dimensional Minkowski space. The pole locations for such a transformation can be taken
to be real or complex. In the case of transformation with complex conjugate poles one obtains
the Kerr solution that is “over-rotating”, i.e., a solution without horizons and with a naked
singularity. On the other hand, if both poles are taken to be real, the solution obtained is
“under-rotating”, i.e., with curvature singularity behind an event horizon [11].
The JMaRT fuzzball [2] was obtained by studying certain limits of the over-rotating five-
dimensional Cveticˇ–Youm metrics. Therefore, it seems that in order to construct the JMaRT
fuzzball by an inverse scattering method one must first construct the over-rotating Myers-Perry
metric and then by adding appropriate charges construct the over-rotating Cveticˇ–Youm metric.
In analogy with the Kerr example discussed in the previous paragraph this procedure would seem
to require working with complex conjugate poles. This is undesirable: the inverse scattering
formalism reviewed in the previous section is adapted to real poles and the conditions on the
residue matrices and vectors would need to be adapted in order to ensure that the resulting
monodromy matrix lies in SO(4, 4). We therefore choose a different approach.
Our main observation that bypasses this difficulty is the following: the statement that in the
inverse scattering construction the obtained solution is under-rotating —when both poles are
taken to be real— is a statement in the context of Lorentzian four-dimensional vacuum gravity.
In the context of Euclidean four-dimensional vacuum gravity —when both poles are taken to
be real— the obtained solution turns out to be the Kerr instanton. We find that the same
picture applies in our construction. Via a two-soliton ansatz in the STU set-up we construct
a Euclidean five-dimensional vacuum gravity configuration. This object turns out to be the
Myers–Perry instanton. We trivially lift this object to six-dimensions along the time direction.
We apply an appropriate SO(4, 4) charging transformation to add electric charges. The resulting
configuration is shown to be related to the JMaRT fuzzball.
We start with an SO(4, 4) monodromy matrix of the form (cf. (2.15a))
M(w) = Y + A1
w − c +
A2
w + c
, (3.3)
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where the residue matrices A1 and A2 are parameterized as
A1 = α1a1a
T
1 η
′ − β1(ηb1)(ηb1)T η′, (3.4a)
A2 = α2a2a
T
2 η
′ − β2(ηb2)(ηb2)T η′, (3.4b)
and the Y matrix was introduced in the previous section. The monodromy matrix has two real
poles at locations w = ±c. For the Euclidean five-dimensional vacuum gravity configuration we
are interested in, we choose the vectors to be of the form
a1 = {1, 0, 0, ζ12, 0, 0, ζ11, 0}, (3.5a)
a2 = {ζ21, 0, 0, 1, 0, 0, ζ22 , 0}. (3.5b)
This form of the vectors can be easily guessed, for example, by examining the general form of
the matrix M(x) in the truncation of interest.
Next we introduce the notation a = (a1 a2) where the vectors a1 and a2 are put as column
vectors in a 8× 2 matrix a [14]. Then we construct a 2× 2 matrix ξ
ξ = aT η′Y −1a =
(
aT1 η
′Y −1a1 aT1 η
′Y −1a2
aT2 η
′Y −1a1 aT2 η
′Y −1a2
)
, (3.6)
where the matrices Y and η′ are defined in equations (2.37) and (2.2) respectively. We also note
that
(η′Y −1)T = η′Y −1, (3.7)
as a result the ξ matrix is symmetric. Using the ξ matrix we assign
α1 =
2c
det ξ
ξ22, α2 = − 2c
det ξ
ξ11, (3.8a)
β1 = − 1
det ξ
α1, β2 = − 1
det ξ
α2, (3.8b)
and choose b-vectors as
b = (det ξ)η′Y −1aξ−1ǫ, ǫ =
(
0 −1
1 0
)
. (3.9)
The a and b vectors and the α and β parameters obtained in this way satisfy all coset constraints
from section 2. Moreover,
aT b = (det ξ)ǫ. (3.10)
Now following the factorization algorithm of the previous section, we obtain a spacetime con-
figuration. For details on the SO(4,4) sigma model we refer the reader to appendix A. For this
configuration it turns out that the dilatonic scalars yI are all equal (I = 1, 2, 3), and xI , ζI , ζ˜I
are all zero,
yI = y, ζ˜I = 0, (3.11a)
ζI = 0, xI = 0. (3.11b)
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This precisely corresponds to the truncation to the Euclidean five-dimensional vacuum sector,
with the six-dimensional metric of the form
ds26 = −dt2 + ds25. (3.12)
In terms of the entries of the matrix M(x) ≡ mab, among the remaining fields (U, y, ζ0, ζ˜0) take
values
y =
√
m44
m33
, e2U =
1√
m44m33
, (3.13a)
ζ0 = −m41
m44
, ζ˜0 =
m35
m33
, (3.13b)
and σ takes value
σ = −m35m41 + 2m33m47
m33m44
. (3.14)
In this truncation various matrices take simple forms, for example, the imaginary part of the
matrix N occurring in the reconstruction of the higher-dimensional solution (cf. appendix A.2)
is simply
ImN =


−1 0 0 0
0 m44
m33
0 0
0 0 m44
m33
0
0 0 0 m44
m33

 . (3.15)
At this stage we set
ζ12 = 0, ζ21 = 0. (3.16)
This is a simplification we do in order to make the computations simpler and the presentation
more transparent. In this work we are interested in the singly rotating fuzzball. The parameters
ζ11 and ζ22 are sufficient to parameterize the singly rotating configuration. With ζ12 6= ζ21 6= 0
one should be able to construct the doubly rotating JMaRT fuzzball, but we do not attempt
this here.
With these simplifications, we get the one-form ω3 to be
ω3 = −
2cζ22
(
u2
(
ζ222 − 2ζ11
)
+ 2ζ11u
(
v2 − 1)+ v2 (2ζ11 − ζ222))(
2ζ11 − ζ222
) (
2ζ11 (u2 − 1) + ζ222 (v2 − u2)
) dz3, (3.17)
and the rest of the three-dimensional one-forms all vanish. In writing this equation we have
introduced prolate spherical coordinates (u, v) defined via the relations
ρ = 4c
t1t2
(t2 − t1)(t1t2 + 1) , z =
c(t1 + t2)(t1t2 − 1)
(t2 − t1)(t1t2 + 1) , (3.18)
and
t1 =
(u− 1)(1 + v)√
(u2 − 1)(1 − v2) , t2 =
(u+ 1)(1 + v)√
(u2 − 1)(1− v2) , (3.19)
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with u ∈ [1,∞) and v ∈ [−1, 1]. The above relations are most useful in doing the computations.
After the factorization of M(w), the matrix M(x) is naturally written in terms of variables t1
and t2 which are exactly the values of the t-spectral parameter at the pole positions as discussed
in section 2. It is computationally most efficient to convert these variables in terms of the prolate
spherical coordinates via (3.19). Another set of expressions for going from canonical coordinates
to prolate coordinates is,
ρ = c
√
(u2 − 1)(1 − v2), z = cuv. (3.20)
The three-dimensional base metric in the same set of coordinates is
ds23 =
(
ζ222 − 2ζ11
)
16
(
(u2 − v2)ζ222 − 2
(
u2 − 1) ζ11)
[
du2
(u2 − 1) +
dv2
(1− v2)
]
+c2
(
u2 − 1) (1− v2) dz23 , (3.21)
where the integration constant kBM for the conformal factor has been fixed by the requirement
of asymptotic flatness. The values of the matrix M(x) needed to construct the scalar fields
according to (3.13) are slightly unwieldy and are given in appendix B.1.
This completes the first step. On this configuration we act with the following SO(4,4) group
element
gD = D
−1gD, (3.22)
as
Mnew = g
♯
DMoldgD, (3.23)
where g is
g = exp
[(
i
π
2
− δ2
)
Kq2
]
· exp
[(
i
π
2
− δ3
)
Kq3
]
(3.24)
and KqI = EqI + FqI are combinations of the K generators that are described in appendix A.3.
The matrix D is defined in equation (2.40). This group element adds two charges parameterized
by δ2 and δ3. To avoid notational clutter we use the shorthand c2,3 = cosh δ2,3 and s2,3 =
sinh δ2,3. This group element preserves the asymptotic matrix Y by construction. The i
π
2 shifts
with the generators Kq2 and Kq3 are not necessary. However, they are very convenient, as
these shifts result in a parameterization of the final solution that directly matches with the
presentation of the JMaRT paper [2]. A discussion of what these shifts correspond to from the
coset model perspective can be found in section A.4 of the appendix. We note that g lies in K
despite the iπ2 .
Since the group action (3.23) is a global SO(4,4) rotation it does not change the base metric
(3.21). It changes the rest of the fields. The final expressions for the resulting scalars are
somewhat cumbersome. All sixteen scalars that specify the configuration can be read from the
matrixMnew. Five of these scalars namely σ and ζ˜Λ need to be dualized in order to find the dual
one-forms. The intermediate expressions are not particularly illuminating5, we only present a
final set of expressions for the Killing part of the six-dimensional metric:
GKilling =
(√
ζ11
(
4c22 − 2(u+ 1)
)
+ ζ222(u+ v)
√
ζ11
(
4c23 − 2(u+ 1)
)
+ ζ222(u+ v)
)−1
g (3.25)
5Mathematica files with details are available upon request to the authors.
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with the 4× 4 matrix g having entries
g33 =
1
2ζ11 − ζ222
[
2c2
(
ζ222(u+ v)
(
2s22 + 2s
2
3 − u+ v + 2
)
+2ζ11
(
2s22 − u+ 1
) (
2s23 − u+ 1
)) ]
, (3.26a)
g34 = 2cζ22s2s3(u+ v), (3.26b)
g35 = 2cζ11v
(
2s22 − u+ 1
) (−2s23 + u− 1)+ cζ222(u+ v)(uv − 1), (3.26c)
g36 = 2cζ22c2c3(u+ v), (3.26d)
g44 = ζ
2
22(u+ v)− 2ζ11(u− 1), (3.26e)
g45 = −2ζ11ζ22s2s3(v + 1), (3.26f)
g46 = 0, (3.26g)
g55 = ζ11ζ
2
22
(
2u
(
s22 + s
2
3 + 1
)− 2v (s22 + s23 + 1)− 2u2 + v2 + 1)
−2ζ211
(
2s22 − u+ 1
) (−2s23 + u− 1)+ 12ζ422(u− v)(u+ v), (3.26h)
g56 = 2ζ11ζ22c2c3(v − 1), (3.26i)
g66 = 2ζ11(u+ 1)− ζ222(u+ v). (3.26j)
The three-dimensional one-forms obtained by dualisation of the scalar fields σ and ζ˜Λ can be
found for completeness in appendix B.2.
4 Rod-structure analysis and the JMaRT fuzzball
To verify that the above fields describe the JMaRT fuzzball we look for degeneration properties
of the various Killing vectors. For this analysis we make use of the rod diagram representations
from [18]. Generically, as in the Belinski–Zakharov method, the configuration obtained after
the above inverse scattering procedure does not have any standard orientation for its rods, i.e.,
for the five-dimensional asymptotically flat configuration the semi-infinite rods generically do
not coincide with the φ and ψ directions. This situation can however be remedied by making a
linear coordinate transformation,
Gfinal = Λ
TGΛ, (4.1)
where G denotes the 4× 4 Killing part of the metric given above and Λ ∈ SL(4,R). The role of
matrix Λ is to make manifest the desired asymptotic behaviour. The following choice
Λ =


(ζ222−2ζ11)
4c 0 −
(ζ222−2ζ11)
4c 0
−12s2s3ζ22 1 12s2s3ζ22 0
1
2 0
1
2 0
1
2c2c3ζ22 0 −12c2c3ζ22 1

 , with action


z3
z4
z5
z6

 = Λ


φ
y
ψ
t

 , (4.2)
does the required job for us. The requirement that the z5 and z3 coordinates used above are
asymptotically φ+ =
1
2(φ+ψ) and φ− = φ−ψ imposes the relation c = 14
(
ζ222 − 2ζ11
)
. The rod
structure of the resulting configuration is:
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• The semi-infinite rod z ∈ (−∞,−c] has orientation ∂φ.
• The middle rod z ∈ [−c, c] has orientation ∂y + ζ222ζ11s2s3 ∂φ.
• The semi-infinite rod z ∈ [+c,∞) has orientation ∂ψ.
This is the structure of the JMaRT solution. To see that the configuration is precisely the
JMaRT fuzzball, we write the metric in the standard radial and polar coordinate and compare
it with the presentation of [2]. First we change the parameterization
ζ22 = −a1, ζ11 = 1
2
M. (4.3)
The standard radial coordinate r and polar coordinate θ are related to prolate coordinates as
u =
2r2
a21 −M
+ 1, v = − cos 2θ, (4.4)
equivalently
r2 =
1
2
(a21 −M)(u− 1), cos2 θ =
1
2
(1− v). (4.5)
We obtain
ds26 =
1√
H˜2H˜3
[−(f −M)(dt− (f −M)−1Mc2c3a1 cos2 θdψ)2
+f(dy + f−1Ms2s3a1 sin2 θdφ)2
]
+
√
H˜2H˜3
(
dr2
r2 + a21 −M
+ dθ2 +
r2 sin2 θ
f
dφ2 +
(r2 + a21 −M) cos2 θ
f −M dψ
2
)
, (4.6)
with
f = r2 + a21 sin
2 θ, (4.7a)
H˜2 = f +M sinh
2 δ2, (4.7b)
H˜3 = f +M sinh
2 δ3. (4.7c)
These are precisely the coordinates and parameters used in [2]. The six-dimensional dilaton and
the 2-form field also match exactly. The smoothness analysis applies exactly as in [2].
In order to better understand the relation with the Myers–Perry instanton we end this section
with some comments about the zero-charge limit. When the charge parameters δ2 and δ3 go
to zero in the parameterization (4.6) we obtain the over-rotating Myers–Perry metric lifted to
six-dimensions
ds26 = dy
2 −
(
1− M
f
)(
dt− (f −M)−1Ma1 cos2 θdψ
)2
+f
(
dr2
r2 + a21 −M
+ dθ2
)
+ r2 sin2 θdφ2 +
f(r2 + a21 −M) cos2 θ
f −M dψ
2. (4.8)
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If we do not perform the iπ/2 shifts in the parameters δ2 and δ3 cf. (3.24), then we get
the same physical solution but in a different parameterization. That parameterization can be
obtained by doing the replacement
δ2 = i
π
2
− δ˜2, δ3 = iπ
2
− δ˜3, (4.9)
in (4.6). We obtain
ds26 =
1√
H˜2H˜3
[−(f −M)(dt+ (f −M)−1Ms˜2s˜3a1 cos2 θdψ)2
+f(dy − f−1Mc˜2c˜3a1 sin2 θdφ)2
]
+
√
H˜2H˜3
(
dr2
r2 + a21 −M
+ dθ2 +
r2 sin2 θ
f
dφ2 +
(r2 + a21 −M) cos2 θ
f −M dψ
2
)
, (4.10)
where
H˜2 = f −M cosh2 δ˜2, (4.11a)
H˜3 = f −M cosh2 δ˜3. (4.11b)
When the charge parameters δ˜2 and δ˜3 go to zero, we obtain
ds26 = −dt2 + f(f −M)−1(dy − f−1Ma1 sin2 θdφ)2 +
(f −M)r2 sin2 θ
f
dφ2
+(r2 + a21 −M) cos2 θdψ2 + (f −M)
(
dr2
r2 + a21 −M
+ dθ2
)
, (4.12)
To recognize this metric let us shift the radial coordinate as r2 → r˜2 = r2+ a21 −M . We obtain
ds26 = −dt2 + (f˜ +M)f˜−1(dy − (f˜ +M)−1Ma1 sin2 θdφ)2 +
f˜(r˜2 − a21 +M) sin2 θ
f˜ +M
dφ2
+r˜2 cos2 θdψ2 + f˜
(
dr˜2
r˜2 − a21 +M
+ dθ2
)
, (4.13)
with
f˜ = r˜2 − a21 cos2 θ. (4.14)
This is nothing but the Euclidean Myers–Perry instanton lifted to six-dimensions along the time
direction. It is obtained by the following analytic continuation of the Myers–Perry metric (4.8)
t→ iy, y → it, a1 → −ia1, M → −M, φ↔ ψ, θ → π
2
− θ, r2 → r˜2. (4.15)
5 Discussion
To summarize, in this paper we have presented an inverse scattering construction of the JMaRT
fuzzball. The key element in our construction is the fact that in the shifted parameteriza-
tion (4.9) the JMaRT fuzzball is smoothly connected to the Euclidean Myers–Perry instanton
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when the charge parameters go to zero. The Euclidean Myers–Perry instanton can be rather
straightforwardly constructed using the inverse scattering method with real poles in the context
of Euclidean five-dimensional gravity. Since five-dimensional STU supergravity admits a lift to
six-dimensions, the three-dimensional hidden symmetry group SO(4,4) of the STU theory con-
tains the Ehlers SL(4, R) group of the vacuum six-dimensional gravity as a subgroup. Identifying
the appropriate SL(3, R) corresponding to the Ehlers group of the Euclidean five-dimensional
gravity truncation of interest we have presented our construction.
Our construction opens up the possibilities of obtaining multi-center non-supersymmetric
fuzzballs systematically. There are many ways in which our study can be extended. For rea-
sons of computational complexity we have not attempted a construction of the doubly rotating
fuzzball in this paper. In principle, this should be possible to do within the framework of this
paper; however, details are likely to be tedious. If the STU inverse scattering formalism can be
slightly modified to allow for non-trivial seeds, or for a pole at infinity in the monodromy matrix,
then we believe that computations will become much simpler. In that case we need not work
with the twisted dimensional reduction introduced in [25], but rather proceed with dimensional
reduction along the more natural angular coordinates. More broadly, given our construction, it
seems that putting appropriate charges on the multi-center five-dimensional instanton metrics is
the most promising direction to explore in regard to obtaining multi-center non-supersymmetric
fuzzballs. A similar set of ideas have been explored in a recent paper [28], where instead of Eu-
clidean five-dimensional gravity instantons the authors work with Euclidean Einstein-Maxwell
instantons.
A further exploration of this circle of ideas can lead to a general understanding of non-
supersymmetric fuzzballs, which in view of Mathur’s fuzzball proposal [1] will help us understand
better the nature of black hole entropy.
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A Dimensional reduction
In this appendix, we give some more details on the construction of the scalar SO(4, 4) σ-model
that underlies the STU-fuzzball. For this we start with the well-known truncation of type IIB
supergravity on T 4 to a consistent subsector with Lagrangian
L(6) = R−
1
2
(∂Φ)2 − 1
12
e−
√
2ΦHMNPH
MNP , (A.1)
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where HMNP = 3∂[MBNP ] is the field strength of the RR-two-form. We will perform the
reduction of this theory from D = 6 down to D = 3 in the following order
D = 6
t−→ D = 5 φ+−→ D = 4 y−→ D = 3, (A.2)
i.e., first a time-like reduction to a Euclidean D = 5 theory and then two space-like6 reductions.
The individual steps of the reduction process are fairly standard and we refer to [29] for
general reference and to [30, 23] for calculations very similar to the ones performed here.7
A.1 Time-like reduction to D = 5
We make the metric ansatz
ds26 = −e
√
3
2
Ψ
(dt+A1mdx
m)2 + e
− 1√
6
Ψ
ds25 (A.3)
and use standard reduction for the two-form field [29]. The Euclidean five-dimensional theory
then contains a Kaluza–Klein vector A1m from the metric, one vector field A
2
m from the reduction
of the two-form and a five-dimensional two-form. The five-dimensional two-form can be dualised
into a vector field according to the relation
Hmnp =
1
2
e
√
2Φ− 2√
6
Ψ
ǫmnpqrF 3qr, (A.4)
where F 3mn = 2∂[mA
3
n] is the field strength of the dual vector field. This brings the total number
of vector fields up to three that we will label AIm. The resulting Euclidean D = 5 theory can be
written as
L(5) = R−
1
2
GIJ∂mh
I∂mhJ +
1
4
GIJF
I
mnF
mnJ +
1
24
CIJKǫ
mnpqrAImF
J
npF
K
qr , (A.5)
where we have defined
h1 = e
− 2√
6
Ψ
, h2 = e
1√
2
Φ+ 1√
6
Ψ
, h3 = e
− 1√
2
Φ+ 1√
6
Ψ
, (A.6)
satisfying h1h2h3 = 1 and GIJ = δIJ(h
I)−2 for I = 1, 2, 3. The Chern–Simons terms are defined
using CIJK which is totally symmetric, satisfies C123 = 1 and vanishes when two indices are
identical. The difference of (A.5) to the Lorentzian theory that one would have obtained by a
space-like reduction (cf. [23]) lies solely in the sign of the kinetic term for the vector fields.
A.2 Space-like reduction to D = 4
The next step is to reduce this theory over a spatial direction to four dimensions. The metric
ansatz is8
ds25 = f
2(dz5 +A
0
mdx
m)2 + f−1ds24. (A.7)
6For simplicity we use notation t, φ+, and y, to denote directions over which we perform dimensional reduction.
It should be kept in mind that only asymptotically this notation is fully justified.
7Different orders of reduction of five-dimensional supergravity were recently investigated in [31].
8We use m to label the ‘non-compact’ directions in any reduction step in order not to introduce numerous new
index sets. Moreover for simplicity of writing we use z5 instead of φ+.
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The reduction of (A.5) then is
L(4) = R−
3
2
f−2(∂f)2 − 1
2
GIJ∂mh
I∂mhJ +
1
2
GIJf
−2∂mχI∂mχJ
+
1
4
GIJfF
I
mnF
mnJ − 1
4
f−3F 0mnF
mn 0 +
1
8
CIJKǫ
mnpqχIF JmnF
K
pq
+
1
8
CIJKǫ
mnpqχIχJF 0mnF
K
pq +
1
24
CIJKǫ
mnpqχIχJχKF 0mnF
0
pq, (A.8)
where we have used
F I(4d)mn = F
I(5d)
mn + 2A
0
[mF
I(5d)
n]z5
(A.9)
and F
I(5d)
nz5 = ∂nχ
I for some four-dimensional scalar field χI = AIz5 .
This is a Euclidean D = 4 theory which falls into the realm of N = 2 Euclidean supergravity
in D = 4 [32, 33, 34]. The Euclidean N = 2 formalism is very similar to the standard Lorentzian
formalism but uses special para-Ka¨hler geometry instead of special Ka¨hler geometry. It is based
on split complex number z = x + ey where x, y ∈ R and the para-imaginary unit e satisfies
e2 = +1 and e¯ = −e. Real and imaginary parts are then defined in the obvious way with respect
to e.
The general N = 2 Euclidean supergravity with vector superfields then has the action
L(4) = R− 2gIJ¯∂mXI∂mX¯ J¯ +
1
8
ǫmnpqFΛmnGpqΛ, (A.10)
where Λ can be either I or 0. The para-complex scalar fields XI are contracted using the metric
gIJ¯ = ∂I∂J¯K derived from the Ka¨hler potential
K = − log [−e(X¯ΛFΛ − F¯ΛXΛ)] , (A.11)
which is in turn determined by the holomorphic prepotential F(X) through its derivatives
FΛ = ∂ΛF . The prepotential equally determines the matrix
NΛΣ = F¯ΛΣ + 2e(ImF ·X)Λ(ImF ·X)Σ
X · ImF ·X , (A.12)
where the Hessian is FΛΣ = ∂Λ∂ΣF . The vector field terms in (A.10) are then determined by
GmnΛ = (ReN )ΛΣFΣmn +
1
2
(ImN )ΛΣǫmnpqF pqΣ. (A.13)
This formalism matches onto our theory (A.8) by using the prepotential
F(X) = −X
1X2X3
X0
, (A.14)
the gauge X0 = 1 and the identification
XI = xI − eyI = −χI − efhI . (A.15)
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For this choice of prepotential F , the real and imaginary parts of N are
ReN =


−2x1x2x3 x2x3 x1x3 x1x2
x2x3 0 −x3 −x2
x1x3 −x3 0 −x1
x1x2 −x2 −x1 0

 ,
ImN =


−y1y2y3 + y2y3x
2
1
y1
+
y1y3x
2
2
y2
+
y1y2x
2
3
y3
−x1y2y3
y1
−x2y1y3
y2
−x3y1y2
y3
−x1y2y3
y1
y2y3
y1
0 0
−x2y1y3
y2
0 y1y3
y2
0
−x3y1y2
y3
0 0 y1y2
y3

 . (A.16)
A.3 Reduction to D = 3 and SO(4, 4) coset model
The metric reduction ansatz is
ds24 = e
2U (dy + ωmdx
m)2 + e−2Uds23, (A.17)
introducing a Kaluza–Klein vector ωm. The four-dimensional vector fields, written as forms,
reduce according to
AΛ (4d) = ζΛ(dy + ωmdx
m) +AΛ (3d). (A.18)
Thus, we obtain a total of five vector fields in D = 3 that can be dualised to scalar fields
according to
−∂mζ˜Λ = 1
2
e2U (ImN )ΛΣǫmnp(FnpΣ + ζΣFnp) + (ReN )ΛΣ∂mζΣ, (A.19)
for the four vectors AΛm, with F
np = 2∂[nωp] the field Kaluza–Klein field strength, and
−∂mσ = −e4U ǫmnpFnp + ζ˜Λ∂mζΛ − ζΛ∂mζ˜Λ. (A.20)
for the Kaluza–Klein vector ωm.
The total Euclidean theory in D = 3 is then given by
L(3) = R−
1
2
Gab∂mϕ
a∂mϕb. (A.21)
This is a non-linear σ-model for sixteen scalar fields of signature (8, 8). The metric is given
explicitly by
Gabdϕ
adϕb = 4dU2 + 4gIJ¯dz
Idz¯J¯ − 1
4
e−4U
(
dσ + ζ˜Λdζ
Λ − ζΛdζ˜Λ
)2
(A.22)
+ e−2U
[
−(ImN )ΛΣdζΛdζΣ + ((ImN )−1)ΛΣ
(
dζ˜Λ + (ReN )ΛΞdζΞ
)(
dζ˜Σ + (ReN )ΣΓdζΓ
)]
,
where zI = xI − eyI , cf. (A.15).
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As mentioned in the main body of the paper, the σ-model can be recognised as corresponding
to the coset space
SO(4, 4)/(SO(2, 2) × SO(2, 2)). (A.23)
The non-compact form of the denominator group is due to the time-like reduction involved in
the compactification process. The groups SO(4, 4) and SO(2, 2) × SO(2, 2) are defined in (2.1)
in terms of preserved metrics η and η′ given in (2.2). Using the parametrisation of [35, 16] for
the SO(4, 4) generators, the involution fixing the subgroup is defined explicitly by
τ˜(H0) = −H0, τ˜(HI) = −HI , (A.24a)
τ˜(E0) = +F0, τ˜(EI) = +FI , (A.24b)
τ˜(Eq0) = −Fq0 , τ˜(EqI ) = +FqI , (A.24c)
τ˜(Ep0) = +Fp0 , τ˜(EpI ) = −FpI (A.24d)
and we define the generalised transpose of an so(4, 4) Lie algebra element x by
x♯ = −τ˜(x) = η′xT η′, (A.25)
so that so(2, 2) ⊕ so(2, 2) elements are ♯-anti-symmetric.
The coset element can be written in Borel gauge as
V = e−UH0 ·

 ∏
I=1,2,3
(
e−
1
2
log yIHIe−x
IEI
) · e−ζΛEqΛ−ζ˜ΛEpΛ · e−σE0 , (A.26)
and the coset metric then takes the form
Gabdϕ
adϕb = Tr(PP ) with P =
1
2
(
dV V −1 + (dV V −1)♯
)
. (A.27)
A.4 Different SL(3,R) vacuum truncations
Euclidean D = 5 gravity. We can perform a truncation to pure D = 5 Euclidean gravity by
imposing
xI = 0, yI = y, ζI = 0, ζ˜I = 0. (A.28)
The resulting formally D = 6 metric looks like
ds26 = −dt2 + ds25 (A.29)
and ds25 is the Euclidean D = 5 metric. After reduction to D = 3 over two commuting spatial
isometries as above, the metric can be parametrised by the five scalar fields
U, y, σ, ζ0, ζ˜0. (A.30)
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These form an SL(3,R)/SO(1, 2) subspace of SO(4, 4)/(SO(2, 2) × SO(2, 2)). The sl(3,R) Lie
algebra is generated by
H0, H1 +H2 +H3, Eq0 , Ep0 , E0 (A.31)
and their transposes.
Lorentzian D = 5 gravity. Alternatively, we can embed a Lorentzian five-dimensional metric
in the six-dimensional theory according to
ds26 = dy
2 + ds˜25, (A.32)
where ds˜25 is now a Lorentzian D = 5 metric. Note that here we have singled out the y-coordinate
that—in the general parametrisation above—was associated with the reduction from D = 4 to
D = 3. Analysing metrics of this form we find that they can be parametrised by the following
five independent scalar fields:
ζ˜0, ζ˜1, χ
1, y1 = f3e−4U , y2 = y3 = e2U . (A.33)
In terms of SO(4, 4) generators the corresponding SL(3,R) subgroup is now generated by
H1, H0 +H2 +H3, Fp1 , Ep0 , E1 (A.34)
and their transposes. Note that the intersection of this SL(3,R) with SO(2, 2) × SO(2, 2) also
yields an SO(1, 2) subgroup.
Relation between the two truncations. The two SL(3,R) subgroups discussed for the Eu-
clidean and Lorentzian truncation are related by a conjugation in SO(4, 4). This conjugation is
by the element
w = e
iπ
2
(Eq2+E
♯
q2
)+ iπ
2
(Eq3+E
♯
q3
) (A.35)
and explains the shift by iπ2 in the charging parameter when we work with the MP instanton
rather than an overrotating black hole.
B Detailed intermediate expressions
In this appendix we present the details of some of the intermediate expressions that enter the
derivation of the JMaRT fuzzball.
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B.1 Values of M(x) from inverse scattering
Factorising the monodromy M(w) of (3.3) according to the inverse scattering procedure leads
to the following non-trivial components of the spacetime matrix M(x) = mab,
m33 = −
2
(
2ζ11(u+ 1)− ζ222(u+ v)
)(
ζ222 − 2ζ11
) (
2ζ11 (1− u2) + ζ222 (u2 − v2)
) , (B.1a)
m44 =
ζ211
(
4u2 + 8u+ 4
)
+ 2ζ11ζ
2
22
(−2u2 − 2u+ v2 + 2v + 1)+ ζ422 (u2 − v2)(
ζ222 − 2ζ11
) (
2ζ11 (1− u2) + ζ222 (u2 − v2)
) , (B.1b)
m35 =
−2ζ11ζ222 + u2
(
ζ222 − 2ζ11
)2 − 2u (ζ11ζ222 − 2ζ211)− ζ222v2 (ζ222 − 2ζ11)+ 2ζ11ζ222v(
ζ222 − 2ζ11
) (
2ζ11 (1− u2) + ζ222 (u2 − v2)
) , (B.1c)
m47 = −
2
(
2ζ211ζ22 + u
(
4ζ211ζ22 − 2ζ11ζ322
)
+ v
(
2ζ11ζ
3
22 − 2ζ211ζ22
))(
ζ222 − 2ζ11
) (
2ζ11 (1− u2) + ζ222 (u2 − v2)
) , (B.1d)
m41 =
2(−2ζ11ζ22 − 2ζ11ζ22v)(
ζ222 − 2ζ11
) (
2ζ11 (1− u2) + ζ222 (u2 − v2)
) . (B.1e)
From this one can reconstruct the scalar fields of the Myers–Perry instanton using the formu-
las (3.13) and (3.14).
B.2 Three-dimensional one-forms after dualisation
Dualising the relevant scalar fields of the SO(4, 4) coset element after the charging transforma-
tions leads to the following one-forms in D = 3,
ω3 =
2cζ22s2s3
(
u2
(
ζ222 − 2ζ11
)
+ 2ζ11u
(
v2 − 1) + v2 (2ζ11 − ζ222))(
2ζ11 − ζ222
) (
2ζ11 (u2 − 1) + ζ222 (v2 − u2)
) dz3, (B.2)
A03 =
2c
(− (u2 − 1) v (2ζ11 − ζ222)− ζ222u+ ζ222uv2)(
2ζ11 − ζ222
) (
2ζ11 (u2 − 1) + ζ222 (v2 − u2)
) dz3, (B.3)
A13 = −
2cζ22c2c3
(
u2
(
ζ222 − 2ζ11
)− 2ζ11u (v2 − 1)+ v2 (2ζ11 − ζ222))(
ζ222 − 2ζ11
) (
ζ222 (u
2 − v2)− 2ζ11 (u2 − 1)
) dz3, (B.4)
A23 =
2cζ22c2s3
(−2ζ11u2 + ζ222u2 − 2ζ11u+ 2ζ11uv2 + 2ζ11v2 − ζ222v2)(
ζ222 − 2ζ11
) (
2ζ11 − 2ζ11u2 + ζ222u2 − ζ222v2
) dz3, (B.5)
A33 =
2cζ22s2c3
(−2ζ11u2 + ζ222u2 − 2ζ11u+ 2ζ11uv2 + 2ζ11v2 − ζ222v2)(
ζ222 − 2ζ11
) (
2ζ11 − 2ζ11u2 + ζ222u2 − ζ222v2
) dz3. (B.6)
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