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Let (W,S) be a Coxeter system, [u, v] be a Bruhat interval and B(u, v) be its cor-
responding Bruhat graph. The combinatorial and topological structures of the
longest u-v paths of B(u, v) have been studied extensively and is well-known.
Nevertheless, not much is known of the remaining paths. Here we define the
shortest path poset of [u, v], denoted by SP (u, v), which arises from the shortest
u-v paths of B(u, v). IfW is finite, then SP (e, w0) is the union of Boolean posets,
wherew0 is the longest-length word ofW . Furthermore, if SP (u, v) has a unique
rising chain under a reflection order, then SP (u, v) is EL-shellable.
The complete cd-index of a Bruhat interval is a non-homogeneous polyno-
mial that encodes the descent-set distribution, under a reflection order, of paths
of B(u, v). The highest-degree terms of the complete cd-index correspond to the
cd-index of [u, v] (as an Eulerian poset). We study properties of the complete
cd-index and compute it for some intervals utilizing an extension of the CL-
labeling of Bjo¨rner and Wachs that can be defined for dihedral intervals (which
we characterize by their complete cd-index) and intervals in a universal Coxeter
system. We also describe the lowest-degree terms of the complete cd-index for
some intervals.
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CHAPTER 1
INTRODUCTION
This thesis studies the combinatorial structure of certain paths in graphs aris-
ing from Coxeter groups. Understanding such structure could provide a better
understanding of widely-studied objects in Coxeter groups, such as Kazhdan-
Lusztig polynomials in representation theory, as well as more recently-created
objects, such as the complete cd-index.
1.1 Thesis outline
The thesis is organized as follows. In the rest of this chapter we provide the
background material that is needed. In Chapter 2 we describe cases where a
certain labeling procedure, called BW-labeling, can be used to assign labels to all
maximal paths in the Bruhat graph of a Bruhat interval. In Chapter 3 we recall
the definition of the complete cd-index and use the BW-labeling to compute it
for some intervals. In Chapter 4 we study the shortest path poset, SP (u, v),
whose elements are those contained in a shortest path in the Bruhat graph of
[u, v]. This poset satisfies similar properties to [u, v] in the case where there is
a unique rising chain. In the case where there is more than one rising chain,
we give an algorithm to split SP (u, v) into subposets, each one of which satisfy
properties resembling those of [u, v]. In Chapter 5 we concentrate on the poset
SP (e, wW0 ) for finite Coxeter groupW . It turns out that the poset SP (e, wW0 ) has
a very simple structure: it is the union of Boolean posets.
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1.2 Basic combinatorial objects
Definition 1.2.1. (I) A partially ordered set, or poset for short, is a pairing (P,≤)
where P is a set and ≤, called a partial order, satisfies the following properties.
• a ≤ a for all a ∈ P ,
• a ≤ b and b ≤ c implies a ≤ c for all a, b, c ∈ P , and
• a ≤ b and b ≤ a implies a = b.
It will be convenient to ignore≤whenever the partial order is clear from the
context.
(II) Given x, y ∈ P , we denote the set {z ∈ P : x ≤ z ≤ y} by [x, y]. Further-
more, [x, y] is called an interval of P .
(III) An element y covers an element x if x ≤ y and there is no element z ∈
P \ {x, y} with x ≤ z ≤ y. In this situation we say that x ≤ y is a cover relation,
which we denote by x￿ y.
(IV) The sequence x1 ≤ x2 ≤ · · · ≤ xk, for xi ∈ P and 1 ≤ i ≤ k, is called a
chain of P . Moreover, a chain of the form x1 ￿ x2 ￿ · · · ￿ xk is called a saturated
chain. Finally, a chain of the form u￿ x1 ￿ x2 ￿ · · ·￿ v is called a maximal chain
of [u, v].
(V) An element m ∈ P is said to be minimal if there are no elements x ∈
P \ {m} with x ≤ m. An element M ∈ P is said to be maximal if there are no
elements y ∈ P \ {M}withM ≤ y.
(VI) A rank function of P is a function r : P → Z≥0 so that r(x) = 0 for every
minimal element of P and r(y) = r(x) + 1 if x￿ y. P is said to be ranked if there
exists a rank function of P . The rank of P is rk(P ) def= max{r(x) : x ∈ P}.
(VII) A poset P that is ranked and has a unique minimal and maximal ele-
ment is said to be graded. We denote the unique minimal and maximal element
2
by 0ˆ and 1ˆ, respectively.
(VIII) A graded poset P is said to be Eulerian if every subinterval of P has
as many elements of even rank as those of odd rank
(IX) The Hasse diagram of P is the undirected graph with vertex set P and
edge set E = {(x, y) : x, y ∈ P and x￿ y}.
Example 1.2.2. Consider the poset P = ({1, . . . , 6},≤) where a ≤ b if a | b. Then
the Hasse diagram corresponding to this poset is depicted below.
4 6
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Furthermore, notice that P is ranked, where the rank function r is given by
r(1) = 0, r(2) = r(3) = r(5) = 1, and r(4) = r(5) = 2. On the other hand, since
there is not a unique maximal element, P is not graded.
1.3 Poset topology
By “poset topology”, one means the topology of a certain simplicial complex
∆(P ), called the order complex, associated with the poset P . Wachs [27] pro-
vides a nice survey to the subject.
1.3.1 Order complex of a poset
We begin with the definition of a simplicial complex. This object will allow us
to derive topological properties of a poset.
Definition 1.3.1. (I) An (abstract) simplicial complex ∆ on a finite set V is a
nonempty collection of subsets of V so that
3
(i) {v} ∈ ∆ for all v ∈ V , and
(ii) if F ∈ ∆ and G ⊂ F then G ∈ ∆.
(II) The elements of V are called vertices of ∆.
(III) The elements of ∆ are called simplices or faces of ∆. If F is a maximal ele-
ment of ∆, then F is called a facet of ∆.
(IV) Given F ∈ ∆, the dimension of F is defined as dim(F ) def= |F | + 1. The di-
mension of ∆ is defined as dim(∆) def= max{dim(F ) : F ∈ ∆}.
(V) If all the facets of ∆ have the same dimension, then ∆ is said to be pure.
We now construct a simplicial complex associated to a poset.
Definition 1.3.2. ∆(P ) is the simplicial complex whose vertices are the elements
of P and whose simplices are all chains in P .
Example 1.3.3. For the poset in Example 1.2.2, ∆(P ) is depicted in Figure 1.1.
The simplices formed by the vertices {1, 3, 6}, {1, 5} and {1, 2, 4} are correspond
to the maximal chains of P .
2
6 3
1 5
4
Figure 1.1: ∆(P ) for the poset in Example 1.2.2.
Definition 1.3.4. The face poset P (∆) of a simplicial complex ∆ is the poset of
the set of all simplices of ∆ ordered by inclusion.
Example 1.3.5. The face poset of the simplicial complex of Figure 1.1 is depicted
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below.
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￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Given a simplicial complex K, the complex ∆(P (K) \ ∅), that is, the order
complex of the poset of nonempty faces ofK, is called the first barycentric subdi-
vision of K.
We now describe the concept of shellability, fromwhich one can derive topo-
logical properties.
1.3.2 Shellability
Shellability is a tool used to derive topological complexes of posets (via its order
complex).
Before defining shellability, we need the following notation: For a face F in
a simplicial complex ∆, denote by ￿F ￿ the set of subsets of F . That is,
￿F ￿ def= {G : G ⊂ F}.
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Definition 1.3.6. (i) Let ∆ be a pure simplicial complex. A shelling order of ∆ is
an ordering F1, F2, . . . , Fk of the facets of ∆ so that for all j ≥ 2, ￿Fj￿ ∩
￿j−1
i=1 ￿Fi￿
is a pure simplicial complex of dimension dim(Fj)− 1 for 1 ≤ j ≤ k.
(ii) If the facets of ∆ admit a shelling order, then ∆ is said to be shellable.
(iii) A poset P is said to be shellable if its order complex ∆(P ) is shellable.
Posets that are shellable are endowed with topological and algebraic proper-
ties. Unfortunately, sometimes it is not easy to construct a shelling directly. For
the order complex∆(P ) of P , however, there is a method to construct a shelling
by assigning labels to the Hasse diagram of P .
Definition 1.3.7. (i) Let E(P ) denote the edges of the Hasse diagram of P , i.e.,
the cover relations of P . An edge labeling is a map λ : E(P )→ Z.
(ii) Let c = (x0 ￿ x1 ￿ · · ·￿ xs) be a maximal chain of P . Then c is rising in λ if
λ(x0 ￿ x1) < λ(x1 ￿ x2) < · · · < λ(xs−1 ￿ xs)
Definition 1.3.8. (i) The poset P is said to be EL-labelable (Edge-wise
Lexicographically labelable) if there exists an edge labeling λ of P so that every
subinterval [x, y] ∈ P has a uniquemaximal chain that is rising and lexicograph-
ically earlier than any other maximal chains of [x, y].
(ii) The λ above is called an EL-labeling of P .
The connection between EL-labelable posets and shellable posets is given by
the following theorem.
Theorem 1.3.9 (cf. [27], Theorem 3.2.2). If P is EL-labelable, then∆(P ) is shellable.
Furthermore, the shelling order of∆(P ) is given by the lexicographic order on the chains
of P .
If P is EL-labelable, we say that ∆(P ) is EL-shellable.
6
We want to point out that the converse of the abouve theorem is not true. A
counterexample was provided by Vince and Wachs [26].
1.3.3 Gorenstein* posets
We first need some definitions.
Definition 1.3.10. Let F be a face in a simplicial complex ∆. Then the link of F ,
denoted by link∆(F ), is the set {G ∈ ∆ : F ∩G = ∅ and F ∪G ∈ ∆}.
Now we are ready to define Cohen-Macaulay simplicial complexes.
Definition 1.3.11. A simplicial complex ∆ is said to be Cohen-Macaulay over a
field K if ￿Hi(link∆(F );K) = 0
for all F ∈ ∆ and i < dim(link∆(F )). Here ￿Hi( · ;K) denotes the reduced homol-
ogywith coefficients in K (see [21]).
Cohen-Macaulay simplicial complexes are endowed with a rich topologi-
cal structure. For instance, there are recursive techniques that can be used to
compute their Betti numbers (see [27, Theorem 4.1.12]), homology, andWhitney
homology (see [27, 4.4.1]).
We say that a poset P is Cohen-Macaulay if its order complex ∆(P ) is Cohen-
Macaulay. Checking Cohen-Macaulayness for posets can be carried out by find-
ing a shelling of their order complex. That is,
Theorem 1.3.12 (cf. [27], Theorem 3.1.5 and Corollary 3.1.4). If ∆(P ) is shellable,
then P is Cohen-Macaulay.
We are now ready to define Gorenstein* posets.
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Definition 1.3.13. A poset P is Gorenstein* if it is Eulerian and Cohen-Macaulay.
Examples of Gorenstein* posets include face posets of regular CW-
decompositions of a sphere (cf. [21]), and so Bruhat intervals, which are defined
later in this chapter.
1.4 cd-index of Eulerian posets
The definitions of this section follow [4]. We start with the flag-f vector.
Definition 1.4.1. Let P be a graded poset of rank d+1with rank function r and
smallest and largest elements ￿0 and ￿1, respectively. For any S = {s1, . . . , sk} ⊂
[d], with s1 < · · · < sk, define
fS(P )
def
= |{￿0 = x0 < x1 < · · ·xk+1 = ￿1 : xi ∈ Pi with r(xi) = si}|.
The set {fS(P ) : S ⊂ [d]} is called the flag f-vector of P .
A closely related object, and sometimes more useful, is the flag h-vector.
This is defined below by an inclusion-exclusion type of relation with the flag
f -vector. That is,
hS(P ) =
￿
T⊂S
(−1)|S\T |fT (P ) and fS(P ) =
￿
T⊂S
hT (P ).
The set {hS(P ) : S ⊂ [d]} is called the flag h-vector of P .
Notice that both the flag f -vector and flag h-vector carry the same informa-
tion. The flag h-vector is used to compute the cd-index of an Eulerian poset, as
described below.
Let a and b be noncommutative variables. For S ⊂ [d], let w(S) = u1u2 · · ·ud,
where
ui =

a if i ￿∈ S
b if i ∈ S.
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The polynomial
Ψ(a,b) =
￿
S⊂[d]
hS(P )w(S)
is called the ab-index of P .
Bayer and Klapper [2] proved that, when P is Eulerian, the ab-index can be
rewritten as a homogeneous polynomial in noncommutative variables c and d,
where c = a+b and d = ab+ba. This polynomial, that we will denote by ψ(P ),
is called the cd-index of P . We illustrate the definition with the example below.
Example 1.4.2. Consider the Eulerian poset P below.
f
d
￿￿￿￿￿￿￿￿
e
￿￿￿￿￿￿￿￿
b
￿￿￿￿￿￿￿￿￿￿￿￿￿￿ c
￿￿
￿￿
￿￿
￿￿
￿￿￿￿￿￿￿ ￿￿￿￿￿￿
a
￿￿￿￿￿￿￿￿
Direct computation gives that
f∅ = 1
f{1} = 2
f{2} = 2
f{1,2} = 4
h∅ = 1
h{1} = f{1} − f∅ = 1
h{2} = f{2} − f∅ = 1
h{1,2} = f{1,2} − f{1} − f{2} + f∅ = 1.
Hence, ψ(a,b) = aa+ ba+ ab+ bb = (a+ b)2 = c2. Thus ψ(P ) = c2.
Notice that Ψ(P ), and thus ψ(P ), is an encoding of the flag h-vector, and
hence the flag f -vector. In the example below, all the enumerative properties of
P are given by the monomial c2.
9
A similar computation gives the following lemma.
Lemma 1.4.3. If P is the face poset of an n-gon, then ψ(P ) = c2 + (n− 2)d.
Proof. Note that f∅(P ) = 1, f{1}(P ) = n, f{2}(P ) = n, and f{1,2}(P ) = 2n, and so
h∅(P ) = 1, h{1}(P ) = n − 1, h{2}(P ) = n − 1, and h{1,2}(P ) = 1. Thus Ψ(a,b) =
a2 + b2 + ab+ ba+ (n− 2)(ab+ ba), and so ψ(P ) = c2 + (n− 2)d.
From the definition it follows that the coefficients of the ab-index are non-
negative; however, the coefficients of the cd-index need not be. Karu [24]
showed that if P is Gorenstein*, then the coefficients ψ(P ) are nonnegative.
In addition to enumerating flag vectors, the cd-index has been shown to have
connections to quasisymetric functions and the peak algebra (see [5]) and to Cox-
eter groups, (see [3]). This thesis contributes to the study of the latter.
1.5 Preamble to Coxeter groups
Consider two lines L1 and L2 through the origin in R2 so that the angle between
them is πn . Let r1, r2 : R
2 → R2 be the orthogonal reflections through L1 and L2,
respectively. Let I2(n) be the group generated by r1, r2 (the operation is com-
position of maps). Notice that the composition of r1 and r2, which we denote
by r1r2, rotates the plane through an angle of 2πn . Furthermore, one can see that
the elements of I2(n) are the n rotations through angles 2πkn , 0 ≤ k < n given by
composing r1r2 repeatedly, and by composing these rotations with r1. In other
words, I2(n) = ￿r1, r2 | r21 = r22 = (r1r2)n = e￿. The group I2(n) is called the
dihedral group of order 2n. In fact, I2(n) is the group of symmetries of an n-gon
(See Figure 1.2).
It is certainly possible that the angle between L1 and L2 is not a rational
multiple of π. In this case the composition r1r2 would have infinite order, and
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thus the group generated by r1 and r2 is also infinite. This group is called the
infinite dihedral group, and it is denoted by I2(∞).
Scale in cm: 1:1
L2
L1
Figure 1.2: I2(6), the group of symmetries of the hexagon.
1.6 Coxeter groups
Coxeter groups are generalizations of I2(n). They have the following presenta-
tion
W = ￿S : (sisj)mi,j = e, for all si, sj ∈ S ￿,
where the numbersmi,j satisfy the following properties.
• mi,j ∈ Z>0 ∪{∞}.
• mi,i = 1. So the elements of S are involutions, which resemble the reflec-
tions in the dihedral group.
• mi,j = mj,i ≥ 2 if i ￿= j.
The pair (W,S) is called a Coxeter system and the groupW is called a Coxeter
group. From now on (W,S)will denote an arbitrary, but fixed, Coxeter system.
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The set S is called the set of generators, or simple reflections. By definition, the
elements of S are involutions (have order two), just like the r1, r2 described in
the previous section.
Of special importance is the set T (W ), or simply T of reflections of (W,S),
which is given by
T (W )
def
= {wsw−1 : w ∈ W, s ∈ S}.
Symmetry groups of regular polytopes are Coxeter groups. These groups
include the symmetric group on n + 1 elements, denoted by An, which is the
group of symmetries of the (n + 1)-simplex. Finite, irreducible Coxeter groups
have been classified, and we present this classification at the end of Section 1.7.
In Chapter 5 we utilize this classification in a case-by-case proof of the main
result of that chapter.
Definition 1.6.1. Let w ∈ W . Then there exists s1, s2, . . . sk ∈ S so that si ∈ S for
1 ≤ i ≤ k, and w = s1s2 · · · sk. Then,
• We call s1s2 · · · sk an expression for w.
• If k happens to be minimal, then s1s2 · · · sk is a reduced expression for w.
• If k is minimal, then we define the length of w, ￿(w), to be k.
1.7 Finite Coxeter groups
The finite Coxeter groups were classified by Coxeter [13], and we depict such
a classification in Figure 1.3. It is given using Coxeter-Dynkin diagrams. These
diagrams provide a convenient way to denote Coxeter groups.
Definition 1.7.1. The Coxeter-Dynkin diagram of the Coxeter system (W,S) is the
graph with vertex set S so that there is an edge between si and sj if and only if
mi,j ≥ 3. Furthermore, ifmi,j > 3, then the edge (si, sj) is assigned the labelmi,j .
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We illustrate the use of Coxeter-Dynkin diagrams in the following example.
Example 1.7.2. Consider the Coxeter system generated by {s1, s2, s3, s4} and
subject to the following relations
s21 = s
2
2 = s
2
3 = s
2
4 = e,
(s1s2)3 = (s2s1)3 = e,
(s1s3)3 = (s3s1)3 = e,
(s1s4)2 = (s4s1)2 = e,
(s2s4)2 = (s4s2)2 = e,
(s2s3)4 = (s3s2)4 = e, and
(s3s4)∞ = (s4s3)∞ = e.
Then the corresponding Coxeter-Dynkin diagram is


Notice that the edges (s2, s3) and (s3, s4) are labeled with m2,3 and m3,4, re-
spectively. Furthermore, there is no edge between s1 and s4, and thus these
two elements commute. One notices relatively quickly the convenience of us-
ing Coxeter-Dynkin diagrams to denote Coxeter groups.
The finite, irreducible Coxeter groups are presented in Figure 1.3.
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4
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5
Figure 1.3: Dynkin-Coxeter diagrams for the finite, irreducible Coxeter groups.
The subscripts indicate the number of generators
1.8 Bruhat graph and Bruhat order
The Bruhat graph B(u, v) of a Bruhat interval [u, v] is the directed graph with
vertex set [u, v] and edge set
{(w1, w2) : w1, w2 ∈ [u, v], ￿(w1) < ￿(w2) and there
exists a reflection twith w1t = w2}.
To illustrate the definition, consider Figure 1.4 depicting the Bruhat graph of
I2(4), the dihedral group of order 8. The length of an x-y path is the number of
edges between x and y. We denote the set of u-v paths of length k by Bk(u, v).
For instance, considering Figure 1.4 one has that |B2(e, abab)| = 4.
Notice that when the direction of the maximal-length paths in Figure 1.4 are
ignored, one obtains the Hasse diagram of the Bruhat order.
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ea
ba
aba
b
bab
ab
abab = baba
Figure 1.4: Bruhat graph of I2(4).
One can define a partial order, called the Bruhat order onW as follows: w1 ≤
w2 if B(x, y) is not the empty graph. Furthermore, we say that u ≤w v in weak
Bruhat order if there is a u-v paths in B(u, v) formed by edges corresponding to
simple reflections.
There is an equivalent way of defining the Bruhat order using reduced ex-
pressions. Let s1s2 · · · sk be a reduced expression for w1. Then w1 ≤ w2 if and
only if there exists a reduced expression for w2 of the form si1si2 · · · sip with
1 ≤ i1 < i2 < · · · < ip ≤ k.
The Bruhat order satisfies the following condition, called the Strong Exchange
Condition, hereinafter SEC.
Theorem 1.8.1 (Strong Exchange Condition, [22], Theorem 5.8.1). Let s1s2 · · · sr
(si ∈ S) be an expression for w ∈ W , not necessarily reduced. Suppose a reflection
t ∈ T satisfies ￿(wt) < ￿(w). Then there is an index i for which wt = s1 · · · ￿si · · · sr
(omitting si). If the expression for w is reduced, then i is unique.
In fact, the SEC serves as a characterization for Coxeter groups. Indeed, we
have the following theorem.
Theorem 1.8.2 ([10], Theorem 1.6.1). (W,S) is a Coxeter system if and only if
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• S is a set of involutions.
• (W,S) has the SEC.
The Bruhat interval [u, v] satisfies the following properties.
Theorem 1.8.3. Let [u, v] be a Bruhat interval ofW , then
(i) [u, v], is an Eulerian, graded poset ([8, Theorem 5.3] and [7, Theorem
2.2.6]). In particular, if ￿(v) − ￿(u) = 2 then [u, v] has two atoms (coatoms).
That is, Bruhat intervals are thin.
(ii) [u, v] is EL-shellable ([17, Proposition 4.3]).
In Chapter 4 and Chapter 5 we study posets arising from the Bruhat graph
that satisfy the previous theorem.
1.9 Reflection Order
For w ∈ W , we define the negative set of w, denoted by N(w), to be the set of
reflections that shorten the length of w, i.e., N(w) = {t ∈ T | ￿(wt) < ￿(w)}.
Notice that if s1 · · · sk is a reduced expression for w, then N(w) = {t1, . . . , tk},
where ti = sk · · · sk−i+2sk−i+1sk−i+2 · · · sk for i = 1, . . . , k. Furthermore, the total
order defined by
sk = tk <w sksk−1sk = tk−1 <w . . . <w sksk−1 · · · s2s1s2 · · · sk−1sk = t1
is said to be induced by the reduced expression s1 · · · sk for w.
A reflection subgroup W ￿ is a subgroup of W generated by elements of T . In
fact, they are Coxeter groups with simple reflections
S ￿ = {t ∈ T : N(t) ∩W ￿ = {t}},
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i.e., (W ￿, S ￿) is a Coxeter system (see [14]). If |S ￿| = 2, thenW ￿ is called a dihedral
reflection sugroup ofW .
Dyer [17] showed the existence of linear orders <T on T that satisfy the fol-
lowing property. For any Coxeter system of the form (W ￿, {t1, t2}) either
t1 <T t1t2t1 <T t1t2t1t2t1 <T · · · <T t2t1t2t1t2 <T t2t1t2 <T t2, or
t2 <T t2t1t2 <T t2t1t2t1t2 <T · · · <T t1t2t1t2t1 <T t1t2t1 <T t1.
These linear orders are called reflection orders. Given a reflection order<T , an
initial section AT of <T is a subset of T with r <T t for all r ∈ AT and t ∈ T \ AT .
Dyer showed the following theorem.
Lemma 1.9.1 ([17], Lemma 2.11). AT is a finite initial section of a reflection order if
and only if AT = N(w) for some w ∈ W . In other words AT is a finite initial section of
a reflection order if and only if it is induced by a reduced expression for some w ∈ W .
Notice that [7, Proposition 2.3.1(i)] gives the existence of a unique longest-
length element wW0 for finite W , that is, wW0 ≥ w for all w ∈ W . Moreover,
|N(wW0 )| = ￿(wW0 ) = |T | by [7, Proposition 2.3.2(iv)], and so we have the follow-
ing corollary.
Corollary 1.9.2. If W is finite, then all reflection orders on T are induced by a choice
of reduced expression for wW0 .
In [18] and [17], Dyer proved two important consequences that follow from
the existence of reflection orders. The statement of one such consequence is as
follows.
Theorem 1.9.3 ([17], Proposition 4.3). Let [u, v] be a Bruhat interval. Then [u, v] is
EL-labelable.
The second consequence is an alternative, nonrecursive definition of the ￿R-
polynomials. These polynomials are defined in Chapter 4.
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CHAPTER 2
BW -LABELABLE INTERVALS
The generators of a Coxeter system (W,S) are subject to two types of rela-
tions, (cf. Section 3.3, [7]):
(i) nil relations, which are of the form s2 = e for s ∈ S, and
(ii) braid relations, which are of the form sisjsisj · · ·￿ ￿￿ ￿
mi,j
= sjsisjsi · · ·￿ ￿￿ ￿
mi,j
for si, sj ∈ S.
Definition 2.0.4. We say that an expression s1s2 · · · sk for w ∈ W is nil-reduced if
si ￿= si+1 for 1 ≤ i < k.
By abuse of notation, we write ∆ ∈ B(u, v) to indicate that ∆ is a u-v path in
the Bruhat graph of [u, v]. As a convention, ∆ can be written in two ways:
(i) (a0 = u < a1 < · · · < ak = v), with ai ∈ W , when we want to refer to the
vertices of ∆. If ∆ is a maximal-length u-v path, then we write (u = a0 ￿ a1 ￿
· · ·￿ ark([u,v]) = v) to emphasize that the edges of∆ represent cover relations. In
particular, an edge in B(u, v) can be thought of as a path of length one, and so
the edge between w and w1 with ￿(w) < ￿(w1) is denoted by (w < w1), and
(ii) (t1, . . . , tk), with ti ∈ T and ai−1ti = ai, i = 1, . . . , k, when we wish to refer to
the edges that ∆ traverses.
Given a path ∆ = (t1, . . . , tk) ∈ B(u, v) and a reflection order <T on T (W,S),
the descent set of ∆ with respect to <T , denoted by D<T (∆), is the set
D<T (∆)
def
= {i : ti+1 <T ti} ⊂ [k − 1].
If <T is clear from the context, we omit it from the notation. The following
theorem is a consequence of [7, Theorem 5.3.4].
Theorem 2.0.5. Let u, v ∈ W with u ≤ v and let <T , <￿T be two reflection orders.
Then
|{Γ ∈ B(u, v) : D<T (Γ) = ∅}| = |{Γ ∈ B(u, v) : D<￿T (Γ) = ∅}|.
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In view of the previous theorem, we do not need to indicate the reflection or-
der used. Thus we simply write |{Γ ∈ B(u, v) : D(Γ) = ∅}|when referring to the
number of paths in B(u, v) with empty descent set, i.e., rising paths. Further-
more, we are allowed to choose a specific reflection order when dealing with
the number of rising paths; we do just that when it serves our purposes.
A composition of a positive integer n into t parts is a finite sequence of positive
integers α = α1,α2, · · · ,αt such that
￿t
i=1 αi = n. We write α |= n to mean that α
is a composition of n. Given two compositions α = α1, · · · ,αr and β = β1, · · · , βs
of n, we say that α refines β if and only if there exist 1 ≤ i1 < i2 < · · · < is−1 < r
such that
￿ik
j=ik−1+1 αj = βk for k = 1, . . . , s. Here we define i0 = 0 and is = r. If
α refines β, we write α ￿ β.
For∆ ∈ Bk(u, v), we define the descent composition of∆ to be the composition
α1, · · · ,αt |= k such that {α1,α1+α2, . . . ,α1+α2+· · ·+αt−1} = D(∆). We denote
the descent composition of ∆ by D(∆). For u, v ∈ W and α |= k, let
cα(u, v) = |{∆ ∈ Bk(u, v) | α ￿ D(∆)}|. (2.1)
Notice that D(∆) = ∅ is equivalent to D(∆) having exactly one part.
We remark, in passing, that the numbers cα(u, v) can be used to compute the
Kazhdan-Lusztig polynomial of [u, v]. Details can be found in [7].
Of particular interest are the coefficients of the form ck(u, v), where k is a
positive integer, which correspond to the number of paths in Bk(u, v) that are
rising. The quantities of the form ck(x, y) can be used to obtain all cα(u, v), where
[x, y] ⊂ [u, v], due to the convolution-like formula
cα(u, v) =
￿
u≤x1≤···xn−1≤v
cα1(u, x1)cα2(x1, x2) · · · cαn(xn−1, v), (2.2)
where α = α1, · · · ,αn (see [7, Proposition 5.54]). It is shown in [11] that these
coefficients do not depend on the choice of reflection order.
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2.1 Bjo¨rner and Wachs’s CL-labeling
For this subsection, we set n = rk([u, v]).
Bjo¨rner and Wachs [8] defined a chain label on the edges of Bn(u, v). The
existence of such a labeling procedure depends on the SEC (Theorem 1.8.1).
Notice that once a reduced expression for v has been chosen, say v =
s1s2 · · · sk, one can obtain a reduced expression for any element (vertex) in a
path∆ ∈ Bn(u, v) by simply removing generators from s1s2 · · · sk. Thus one can
label each edge of ∆with the index of the generator removed.
  ba  baab
  b
  a
  e
  aba
  e
  aba
ab
3 1
  b
1
2
3
2 1
  e
2
3 1
2
3
ab
  aba
  a
  ba
Figure 2.1: Bjo¨rner and Wachs’ labeling for maximum-lengh paths of B(e, aba).
Notice that the edge (e < a) has two possible labels depending on which “a” is
removed first from aba.
We now describe the labeling in more detail. Let∆ = (x0 = u￿x1￿· · ·￿xn =
v) ∈ Bn(u, v) and s1s2 · · · sk be a reduced expression for v. Theorem 1.8.1 guar-
antees the existence of a reduced expression for xn−1 of the form s1 · · · ￿sjn · · · sk,
where jn is unique. Given this reduced expression for xn−1, the same the-
orem yields the existence of an index jn−1 so that the removal of sjn−1 from
s1 · · · ￿sjn · · · sk gives a reduced expression for xn−2. Proceeding in this manner,
there is a unique index ji ∈ [k] so that removing sji from the reduced expres-
sion for xi yields a reduced expression for xi−1. Bjo¨rner and Wachs’ labeling
associates ∆with (λ1(∆),λ2(∆), . . . ,λn(∆)), where λi(∆) = ji.
The reason why the labeling procedure is called a chain labeling is because
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every chain (in our case a maximal-length path) is assigned a label, but not an
individual edge. For instance, consider Figure 2.1. Notice that (e < a < ab <
aba) and (e < a < ba < aba) are labeled (1, 2, 3) and (3, 2, 1), respectively. In
particular, the edge (e < a) is labeled either 1 or 3, depending on the index of
the “a” that is first removed. In general, if (u = x0￿x1￿ · · ·￿xn = v) ∈ Bn(u, v)
then the label of ∆1 = (u = x0 ￿ x1 ￿ · · ·￿ xj) is uniquely determined once the
label of∆2 = (xj ￿ xi+1￿ · · ·￿ xn = v) has been chosen. In this situation we say
that ∆1 is a rooted path (of Bn(u, v)); and more precisely, that ∆1 is rooted at ∆2.
Bjo¨rner and Wachs [8] showed that their labeling procedure yields a CL-
labeling, that is, it satisfies (L1) and (L2) below.
(L1) Let∆ = (x0 = u￿x1￿ · · ·￿xn = v) and∆￿ = (y0 = u￿ y1￿ · · ·￿ yn = v) be
two paths in Bn(u, v). If xi = yi for i ≥ j, with 1 ≤ j ≤ n−1, then λi(∆) = λi(∆￿)
for i ≥ j.
(L2) Let Γ = (y = z0 ￿ · · ·￿ zq = v) be a y-v path. Then there exists a unique ris-
ing (in λ), rooted path ∆ in Brk([u,y])(u, y) that comes earlier in the lexicographic
order than any other path ∆￿ in Brk([u,y])(u, y) rooted at Γ.
Bjo¨rner andWachs [8] utilized their CL-labeling to prove algebraic and topo-
logical properties of Bruhat intervals. Later, Dyer [17] would show the same
properties using an EL-label, the reflection order. We will discuss this labeling
in Chapter 3.
In general, one cannot use Bjo¨rner and Wachs’s procedure to label paths
Γ = (x0 = u < x1 < · · · < xk = v) ∈ Bk(u, v) if k ￿= n. The reason is that by
removing generators from a reduced expression for v one could obtain a nonre-
duced expression for some xi, and hence the index in Theorem 1.8.1 need not be
unique. For example, consider the the nonreduced expression s1s2s1s2s3s2s3s2
for s2s1s2s3 inA3. If one removes the first or fourth generator one obtains nonre-
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duced expressions for s2s1s3.
Nevertheless, there are cases where the Bjo¨rner and Wachs’s labeling proce-
dure can be used to label all the edges of paths in B(u, v). Some of these cases
are discussed in the following section.
2.2 BW-labelable Bruhat intervals
We recall that the generators of a Coxeter system (W,S) are subject to two types
of relations, (cf. Section 3.3, [7]):
(i) nil relations, which are of the form s2 = e for all s ∈ S, and
(ii) braid relations, which are of the form sisjsisj · · ·￿ ￿￿ ￿
mi,j
= sjsisjsi · · ·￿ ￿￿ ￿
mi,j
for all si, sj ∈ S,
i ￿= j.
Definition 2.2.1. We say that an expression s1s2 · · · sk for w ∈ W is nil-reduced if
si ￿= si+1 for 1 ≤ i < k.
As it is customary, we use the notation [n] def= {1, 2, . . . , n}.
Let s1s2 · · · sn be a nil-reduced expression for v. Given A = {i1, . . . , ij} we
denote the expression s1 · · · ￿si1 · · · ￿sij · · · sn by s[n]\A. For any path∆ = (x0 = u <
x1 < · · · < xk = v) ∈ Bk(u, v), the Strong Exchange Condition gives the exis-
tence of sets Ak(∆), Ak−1(∆), . . . , A0(∆) ⊂ [n] that are constructed recursively:
Ak(∆) = ∅ and for 0 ≤ i < k, b ∈ [n] is an element of Ai(∆) if and only if
there exists a nil-reduced expression for xi of the form s[n]\(Sj>i{aj}∪{b}), where
aj ∈ Aj(∆). We call the setsAi(∆) the removal sets of∆. We remark that since the
Bjo¨rner and Wachs’ procedure labels the edges from top to bottom, it is natural
for our construction to start with Ak and end with A0.
Definition 2.2.2. We say that [u, v] is BW-labelable if |Ai(∆)| = 1 for all k and∆ ∈
Bk(u, v), 1 ≤ i < k. The BW-label of ∆ is (λ1(∆), . . . ,λk(∆)), where {λi(∆)} =
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Ai(∆). If every finite interval of a Coxeter group W is BW-labelable, then we
say that W is BW-labelable. In other words, [u, v] is BW-labelable if for all ∆ ∈
B(u, v), the removal sets of ∆ are singletons.
As an example, Figure 2.2 depicts the BW-labeling of [e, aba], where the in-
terval is the full dihedral group of order 6 with generators a, b. Furthermore,
Figure 3.2 shows the labels (4, 3, 2, 1) and (1, 3) that correspond to the paths
(e < a < ba < aba < baba) and (e < b < baba), respectively, where the intervals
are in the dihedral group of order 8 with generators a, b.
Let u ≤ x ≤ y ≤ v be elements of W and consider a path ∆ = (x0 = x <
x1 < · · · < xk = y < · · · < xk+m = v) ∈ Bk+m(x, v). By the same reason as for
maximum-length paths, the BW-label of ∆1 = (x0 = x < x1 < · · · < xk = y) ∈
Bk(x, y) depends on the BW-label of∆2 = (xk = y < · · · < xk+m = v) ∈ Bm(y, v).
In this situation, we say that ∆1 is rooted at ∆2, or that ∆1’s root is ∆2.
There are two consequences that follow directly from the definition.
Remark 2.2.3. (i) Notice that the BW-labeling on paths of Brk([u,v])(u, v) is exactly
Bjo¨rner and Wachs’s CL-labeling. In other words, the BW-labeling can always
be given to paths in Brk([u,v)](u, v).
(ii) Let [u, v] be BW-labelable, P = (u < · · · < x < · · · < y < · · · < v) ∈ B(u, v)
and P ￿ = (y < · · · < v) ∈ B(y, v), i.e., P and P ￿ share all vertices from y to v.
Then the interval [x, y] is BW-labelable with labels given by setting P ￿ as the root
for all paths in B(x, y). In this case, we say that s1 · · · sm (an expression for y) is
given by following P ￿.
(iii) Let u1, v1 ∈ W1 and u2, v2 ∈ W2, where W,W1 are Coxeter groups. Sup-
pose that [u1, v1] and [u2, v2] are BW-labelable, then [u1, v1] × [u2, v2] is a BW-
labelable interval in W ×W1. This follows by noticing that the removal set for
any path in B((u1, u2), (v1, v2)) is contained in C × D, where C is a removal set
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of a path in B(u1, v1) and D is a removal set of a path in B(u2, v2).
We remark that not all Bruhat intervals are BW-labelable, as can be seen in
the example below.
Example 2.2.4. Consider the reduced expression v = s1s2s1s4s2s3s2s4s3s2 ∈
￿s1, . . . , s4 : s2i = (s1s2)3 = (s2s3)3 = (s1s3)2 = (sjs4)∞ = e, i ∈ [4], j ∈ [3]￿. Now
consider ∆ = (u < s2s1s2s3 < s2s1s3s2s4s3s2 < v) ∈ B3(u, v), where u = s2s1s3.
Then A3(∆) = ∅, A2(∆) = {4} (which yields the expression s1s2s1s2s3s2s4s3s2),
A1(∆) = {8} (which yields the expression s1s2s1s2s3s2s3s2) and A0(∆) = {1, 5}
(which yields the expressions s2s1s2s3s2s3s2 = s1s2s1s3s2s3s2 = u).
Thus [u, v] is not BW-labelable. However, the groups of interest here, namely
dihedral and universal Coxeter groups, are BW-labelable. We utilize this fact in
Section 3.2.
2
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Figure 2.2: [e, aba] is BW-labelable. The path (e < aba) has label λ1((e < aba)) =
2.
We now present examples of BW-labelable intervals and groups.
Example 2.2.5. (a) If B(u, v) has paths of only two lengths then [u, v] is BW-
labelable. Indeed, the maximal-length u-v paths can be labeled with the Bjo¨rner
and Wachs’ CL-labeling. Moreover, if ∆ ∈ Brk([u,v])−2(u, v), then any expres-
sion for the vertices of ∆ obtained by following ∆ is either reduced or of the
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form xs1s2s1y with ￿(xs1￿s2s1y) = ￿(xy) = ￿(xs1s2s1y) − 3. Thus the edge
(xy < xs1s2s1y) has a unique label.
(b) Similarly, it can be argued that intervals [u, v] of rank up to 5 are BW-
labelable, since paths of length 1 correspond to the reflection u−1v and thus there
is a unique label assigned to it (see the edge (e < aba) in Figure 2.2).
Example 2.2.6. Let I2(∞) denotes the infinite dihedral group (which is the affine
Weyl group ￿A1). Let [u, v] be an interval in I2(n) or I2(∞) and s1 · · · sn be a
reduced expression for v. Since any nil-reduced expression for xi in ∆ = (x0 =
u < x1 < · · · < xk = v) ∈ Bk(u, v) obtained by removing generators of a
reduced expression for v is reduced, [u, v] is BW-labelable. Indeed, the Strong
Exchange Condition guarantees that |Ai(∆)| = 1. So both I2(n) and I2(∞) are
BW-labelable.
Example 2.2.7. One says that (W,S) is universal if there are no braid relations.
Let [u, v] be an interval in a universal Coxeter system and s1 · · · sn be a reduced
expression for v. Similar to the dihedral group case, any nil-reduced expres-
sion for an element in [u, v] obtained by removing generators from s1 · · · sn is
reduced, and so W is BW-labelable. This fact will allow us to compute the cd-
index, as described in Section 3.2.
Definition 2.2.8. Let [u, v] be a BW-labelable interval of a Coxeter system (W,S),
u ≤ x ≤ y ≤ v be elements of W , Γ1 = (x0 = u < x1 < · · · < xm = x) ∈
B(u, x),∆ = (xm = x < xm+1 < · · · < xk = y) ∈ B(x, y) and Γ = (xk = y < · · · <
xn = v) ∈ B(y, v). Notice that Γ is a root of ∆.
(i) We denote the concatenation (x0 = u < · · · < xm = x < · · · < xk = y <
· · · < xn = v) of Γ1,∆ and Γ by Γ1∆Γ.
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(ii) We define the BW-descent set of ∆ as
DBWΓ1,Γ(∆)
def
= {i ∈ {m,m+ 1, . . . , k − 1} | λi+1(Γ1∆Γ) < λi(Γ1∆Γ)}.
Notice that the label given to ∆ only depends on the choice of root Γ. So we
drop Γ1 from the notation and write simply DBWΓ (∆).
(iii) We further denote the BW-descent composition corresponding to DBWΓ (∆)
by DBWΓ (∆).
(iv) We say that ∆ ∈ B(x, y) is BW-rising with respect to Γ if DBWΓ (∆) = ∅,
or equivalently, DBWΓ (∆) = ￿(∆). When Γ is clear by context, we simply write
BW-rising.
(v) Define cBWα,Γ (x, y)
def
= |{∆ ∈ Bk(x, y) | α ￿ DBWΓ (∆)}|, where α |= k.
If y = v, then Γ is the path with no edges. In this case, we ignore the reference
to Γ in the notation and write DBW (∆), DBW (∆) and cBWα (x, y), respectively.
We now prove that cBWk,Γ (x, y) = ck(x, y), for any Γ ∈ B(y, v). This is the first
step to show that cBWα,Γ (u, y) = cα(u, y).
Lemma 2.2.9. Let [u, v] be a BW-labelable interval with u ≤ x ≤ y ≤ v. Then for
k > 0, cBWk,Γ (x, y) = ck(x, y), regardless of the choice of Γ ∈ B(y, v).
Proof. Let s1s2 · · · sn be the expression for y given by following Γ. First let us as-
sume that s1s2 · · · sn is reduced. and letC = (x0 = x < x1 < · · · < xk = y) be BW-
rising. By the Strong Exchange Condition we have that x = s1 · · ·￿si1 · · ·￿sik · · · sn.
Since C is BW-rising, the BW-label of C is (i1, i2, . . . , ik), regardless of the
choice of Γ. Let tj = sn · · · sj+1sjsj+1 · · · sn. Then N(y) = {t1, . . . , tn}, and so
tn <T tn−1 <T · · · <T t1 is the initial section for some reflection order <T , by [17,
Lemma 2.11, Proposition 2.13 and Remark 2.4(i)]. Since y = xtik · · · ti1 , the label
of C with under <T is (tik , . . . , ti1), and so C is rising under <T .
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Conversely, let C = (x = y0 < y1 < · · · < yk = y) be a rising path under
the reflection order <T . Then there exists a reflection t with yk−1t = y. Thus
tj1
def
= t = sn · · · sj1 · · · sn, where yt = s1 · · ·￿sj1 · · · sn, belongs to the initial section
induced by y = s1 · · · sn. Since C is rising, tj1 is the highest-labeled reflection
in the path, and the remaining reflections lie in that initial section. Thus C has
(reflection order) label (tjk , . . . , tj1), with tjm <T tjm￿ if and only if m >Z m
￿.
Hence C’s BW-label is (j1, . . . , jk), and so C is BW-rising.
The casewhere y = s1s2 · · · sn is not reduced is handled similarly. If s1s2 · · · sn
is not reduced, then it is of the form w1uw2, where w1, w2 are reduced and
u = sisjsi · · · (h characters) is not reduced (so ￿(u) < h < 2mi,j). This is be-
cause the procedure to obtain the BW-labeling removes characters from a re-
duced expression for v. Notice that ￿(y) = ￿(w1) + ￿(u) + ￿(w2). Thus, the
subexpression of u = sisjsi · · · formed by the “middle word” w of length ￿(u)
is reduced. That is, there exists u1 and u2 so that the concatenation of u1, w and
u2 yields u = sisjsi · · · (h characters), and the number of characters in u1 and
u2 is the same. Notice that if one removes a generator from w to produce w￿,
then u1w￿u2 is reduced (after applying nil-moves). So by considering w instead
of u = sisjsi · · · (h characters) one can construct the desired bijection in a similar
manner as in the last paragraph.
Theorem 2.2.10. Let [u, v] be a BW-labelable interval with u ≤ x ≤ y ≤ v, let
α = α1,α2 . . . ,αm |= k and ∆ ∈ B(x, y). Then cBWα,∆ (u, x) = cα(u, x).
Proof. We proceed by induction on m. If m = 1, the statement follows from
Lemma 2.2.9. If m > 1, let ￿α = α1,α2, . . . ,αm−1. Furthermore, for Γ ∈ B(u, x),
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let An(Γ, z) = {∆Γ,z ∈ Bn(z, x) : u ≤ z ≤ x,D(∆Γ,z) = ∅}. Then
cBWα,∆ (u, x) =
￿
Γ∈B(u,x)
∆Γ,z∈Aαm (Γ,z)
￿
cBWbα,∆Γ,z∆(u, z)
=
￿
Γ∈B(u,x)
∆Γ,z∈Aαm (Γ,z)
￿
cbα(u, z)
=
￿
u≤z≤x
cbα(u, z) ￿
∆Γ,z∈Aαm (Γ,z)
1
=
￿
u≤z≤x
cbα(u, z)cαm(z, x)
= cα(u, x),
where the second equality follows by induction and the last one from (2.2).
In particular, if [u, v] is BW-labelable, cBWα (u, v) = cα(u, v). Thus the BW-
labeling and the reflection order yield the same descent-set distribution on paths
in B(u, v).
Example 2.2.11. Consider the interval [e, s2s1s3s2s1] inA3 (which corresponds to
[1234, 4312] in one-line notation for permutations). This interval is BW-labelable,
as its rank is 5. Using the “canonical” reflection order onA3 (see Corollary 5.2.3),
the elements of B3(e, s2s1s3s2s1) are listed in the table below.
Notice that under either label, the descent sets are: ∅ (two of them), {1} (three
of them), {2} (three of them), and {1, 2} (two of them). Notice that the labels
used in the BW-labeling are taken from the set {1, 2, . . . , ￿(s2s1s3s2s1) = 5}.
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Table 2.1: Elements of B3(e, s2s1s3s2s1). The columns lists the paths in reflection
order and BW-labeling, respectively.
Reflection Order BW-labeling
134 134
143 143
235 245
251 341
423 413
462 425
514 431
521 452
625 524
652 542
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CHAPTER 3
COMPLETE cd-INDEX OF BRUHAT INTERVALS
3.1 Complete cd-index of Bruhat intervals
Billera and Brenti [3] provided a way to encode the descents sets of paths in
B(u, v)with a nonhomogeneous polynomial on the noncommutative variables c
and d. The encoding is done as follows: For a path∆ = (t1, t2, · · · , tk) ∈ Bk(u, v),
let w(∆) = u1u2 · · ·uk−1, where
ui =

a if ti < ti+1
b if ti+1 < ti.
A mnemotechnic resource is to remember the encoding is to set ui to a if
there is an ascent at position i.
We call the (nonhomogeneous) polynomial
￿
∆∈B(u,v)w(∆) the complete ab-
index of [u, v], and we denote it by ￿Ψu,v(a,b).
Billera and Brenti showed that
￿
∆∈B(u,v)w(∆) becomes a polynomial in the
variables c and d, where c = a+ b and d = ab+ ba. This polynomial is called
the complete cd-index of [u, v], and it is denoted by ￿ψu,v(c,d).
Notice that the complete cd-index of [u, v] is an encoding of the distribution
of the descent sets of each path ∆ in the Bruhat graph of [u, v], and thus seems
to depend on <T . However, since the cα (see equations (2.1) and (2.2)) do not
depend on <T , ￿ψu,v(c,d) does not either.
The degree of a term in ￿ψu,v(c,d) is given by noticing that deg(c) = 1 and
deg(d) = 2. For instance, deg(d2c) = 5.
Example 3.1.1. ConsiderA2, the symmetric group on 3 elements with generators
s1 = (1 2) and s2 = (2 3). Then t1 = s1 <T t2 = s1s2s1 <T t3 = s2 is a reflection
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order. The paths of length 3 are: (t1, t2, t3), (t1, t3, t1), (t3, t1, t3), and (t3, t2, t1),
that encode to a2 + ab+ ba+ b2 = c2. There is one path of length 1, namely t2,
which encodes simply to 1. So ￿ψu,v(c,d) = c2 + 1.
We remark that [15, Proposition 3.3] shows that if Bk(u, v) ￿= ∅ and k ￿=
rk([u, v]), then Bk+2(u, v) ￿= ∅. As a consequence, if ￿ψu,v(c,d) has terms of degree
k− 1 (corresponding to paths of length k), then it also has terms of degree k + 1
(corresponding to paths of length k + 2).
There are some specializations of the complete cd-index that count paths
with certain properties in B(u, v). For instance, we have the proposition below.
Proposition 3.1.2. Let [u, v] be a Bruhat interval. Then,
(i) ￿ψu,v(2, 2) = |{∆ : ∆ ∈ B(u, v)}|, the number of paths of B(u, v), and
(ii) ￿ψu,v(1, 0) = |{∆ ∈ B(u, v) : D(∆) = ∅}|, the number of rising paths of B(u, v).
Proof. (i) To each path ∆ ∈ B(u, v) there is a corresponding w(∆) as defined
at the beginning of this section. Hence, the number of ab-monomials in the
complete ab-index, ￿Ψu,v(1, 1) equals the number of paths in B(u, v). Since￿Ψu,v(1, 1) = ￿ψu,v(2, 2), we obtain the desired result.
(ii) By definition, ￿Ψu,v(1, 0) gives the number of rising paths of B(u, v). The re-
sult follows from noticing that ￿Ψu,v(1, 1) = ￿ψu,v(1, 0).
Other enumerative consequences of ￿ψu,v(c,d) can be found in [3]. In partic-
ular, Proposition 5.4.
Notice that [3, Theorem 2.2 and Corollary 2.3] yields that ￿ψu,v(c,d) can be
computed from the numbers cα(u, v). Thus in view of Theorem 2.2.10, if [u, v] is
BW-labelable we can compute ￿ψu,v(c,d) using the identity cBWα (u, v) = cα(u, v).
In the next two chapter, we use the BW-labeling to compute ￿ψu,v(c,d) for dihe-
dral intervals and intervals in universal Coxeter groups.
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3.1.1 Reason for the term “complete”
Recall that the Bruhat interval [u, v] is Eulerian (see Theorem 1.8.3(i)). Thus the
the cd-index of [u, v], ψ([u, v]), is defined. It turns out that the highest-degree
terms of ￿ψu,v(c,d) coincide with the terms of ψ([u, v]). This is due to the follow-
ing theorem, which we state in less generality but that suffices for our purposes.
Theorem 3.1.3 (cf. [6], Theorem 2.7). Suppose that P is an Eulerian poset of rank n
that is EL-labelable. Then hS(P ) is the number of maximal chains of P with descent set
S ⊂ [n− 1].
Hence, the highest-degree terms of the complete ab-index of [u, v] do not
depend on the labeling, as they are given by the flag-h vector of [u, v]. Further-
more, these terms coincide with the ab-index, which are also given by the flag-h
vector of [u, v]. Hence, the the highest degree terms of ￿ψu,v(c,d) coincide with
ψ([u, v]). So the term “complete” is used as the monomials of ￿ψu,v(c,d) include
the monomials of ψ([u, v]).
Karu [24] showed the nonnegativity of the the coefficients ψ(P ), where P is
a Gorenstein* poset. In particular, we have the following theorem.
Theorem 3.1.4. If [u, v] is a Bruhat interval, then the highest-degree coefficients of￿ψu,v(c,d) are nonnegative.
We utilize Karu’s result to deduce nonnegativity of other coefficients of￿ψu,v(c,d). We also mention, in passing, that Karu [23] recently showed that the
coefficients of the cd-terms of ￿ψu,v(c,d) that contain a single d factor (such as
c2dc and dc4, but not dcd) are non-negative.
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3.2 Dihedral intervals
Let u, v ∈ I2(m)with u ≤ v, then the isomorphism type ofB(u, v) is well known.
For example, Figure 1.4 depicts I2(4).
Dyer [15] observed that ifW1 andW2 are dihedral reflection subgroups and
W1 ∩W2 contains a dihedral reflection subgroupW3, then ￿W1,W2￿ is a dihedral
reflection subgroup. This observation is used in the proof of Lemma 3.2.1.
We say that a Bruhat interval [u, v] is dihedral if it is isomorphic to an interval
in a dihedral reflection subgroup. In this section, we compute the complete cd-
index of dihedral intervals. The computation is simplified if the BW-labeling is
utilized, and so we take this approach. It turns out that it is enough to consider
the case where u, v ∈ I2(m) for some m. We make this explicit in the following
lemma.
Lemma 3.2.1. Let [u, v] be a dihedral interval of (W,S), where the edges of B(u, v)
have been labeled by reflections. Then ￿ψu,v(c,d) = ￿ψw,z(c,d), where [w, z] ⊂ I2(m) for
somem.
Proof. Let [u, v] be a dihedral interval in B(W ) and let t1, t2, . . . , tm be all the re-
flections that correspond to the labels of the edges ofB(u, v). Let w1, w2, w￿1, w￿2 ∈
[u, v] with u ￿ w1, u ￿ w2, w1, w2 ￿ w￿1, and w1, w2 ￿ w￿2. Suppose that the la-
bels of B(u, w￿1) and B(u, w￿2) are t1, t2, t3, t4 and t1, t2, t5, t6, respectively (see fig-
ure below). From Dyer [15, Lemma 3.1], we have that W1
def
= ￿t1, t2, t3, t4￿ and
W2
def
= ￿t1, t2, t5, t6￿ are dihedral reflection subgroups of (W,S). Moreover, since
￿t1, t2￿ ⊂ W1 ∩W2, then ￿t1, t2, . . . , t6￿ is a dihedral reflection subgroup of (W,S).
Proceeding in a similar manner, we conclude thatW ￿ def= ￿t1, t2, . . . , tm￿ is a dihe-
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dral reflection subgroup of (W,S).
w￿2 w
￿
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Now by [15, Theorem 1.4] and [16, Proposition 1.4] there exists a label-
preserving isomorphism (the labels are given by reflections) between BW (W ￿)
and BW (W ￿u), where BW (A) denotes the induced subgraph of B(W ) with ver-
tex set A ⊂ W . Notice that B(u, v) is an induced subgraph of BW (W ￿u). More-
over, by [15, Theorem 1.4(i)], BW (W ￿) ∼= B(W ￿) as directed graphs, labeled
graphs. Furthermore B(W ￿) ∼= B(I2(m)) for some m ∈ Z>0 ∪{∞}, as directed
graphs, and the reflection order on edges of BW (W ￿) and B(I2(m)) have the
same descent-set distribution. The result now follows.
The previous result gives that ￿ψu,v(c,d) = ￿ψw,z(c,d) and rk([w, z]) =
rk([u, v]), where [w, z] ⊂ I2(m) for somem. On the other hand, since [w, z] is BW-
labelable, Theorem 2.2.10 gives that we can also compute ￿ψw,z(c,d) utilizing the
BW-labeling. As it turns out, using the BW-labeling facilitates the computation.
1 2
2 1
2 1
1 2
1 2
2 1
2 1
1 2
1
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We now describe the complete cd-index for dihedral intervals in terms of
the q-Fibonacci polynomial of degree n, where Fn(q) is defined by F1(q) = 1,
F2(q) = q, and Fn(q) = qFn−1(q) + Fn−2(q) for n > 2.
Proposition 3.2.2. If [u, v] is a dihedral interval of rank n, then ￿ψu,v(c,d) = Fn(c).
Proof. Lemma 3.2.1 gives that it is enough to consider the case u, v ∈ I2(m) for
some m. Moreover, we can assume that paths in B(u, v) are labeled with the
BW-labeling.
We proceed by induction on n def= rk([u, v]). If n = 1 or n = 2, it is easy to
verify that the result holds.
Let v1, v2 be the two elements of rank n− 1 in [u, v]. Notice that one of these,
say v1, is obtained from the chosen reduced expression of v by removing the last
generator. Thus for any path ∆ = (u < · · · < v1 < v) ∈ Bk(u, v), we have that
λk−1(∆) < λk(∆). Hence the contribution of the u-v paths through v1 is a ￿ψu,v1 .
Similarly, v2 is obtained from v by removing the first generator of the reduced
expression chosen for v. In this case the contribution of all paths Γ = (u < · · · <
v2 < v) is b ￿ψu,v2 , for λk(Γ) < λk−1(Γ). Therefore, the contribution of all u-v
passing through v1 or v2 is a ￿ψu,v1(c,d) + b ￿ψu,v2(c,d) = aFn−1(c) + bFn−1(c) =
cFn−1(c).
We are left with computing the contribution of paths that do not go through
the vertices of rank n − 1. Notice that an expression for each of the vertices in
these paths is obtained from the reduced expression of v by removing generators
other than the first or last one. Thus the descent-set distribution of the paths in
B(u, v) that do not go through v1 or v2 is the same as that of an interval of the
form [u, x]with rk([u, x]) = n−2. Hence, these paths’ contribution is ￿ψu,x(c,d) =
Fn−2(c).
Proposition 3.2.2 shows that the coefficients of ￿ψu,v(c,d), when [u, v] is dihe-
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dral, are both nonnegative and combinatorially invariant (i.e., only depend on
the isomorphism type of [u, v]). Non-negativity and combinatorial invariance
are conjectured for ￿ψu,v(c,d) in general (cf. [3, Conjecture 6.1 and Remark 4.13]).
An enumerative consequence follows immediately by setting c = 1 in Fn(c) and
by Proposition 3.1.2.
Corollary 3.2.3. If [u, v] is a dihedral interval of rank n, then the number of u-v paths
with increasing (decreasing) labels in B(u, v) is the n-th Fibonacci number.
The following theorem yields that dihedral intervals are the only ones that
do not contain a d in their complete cd-index.
Theorem 3.2.4. Let [u, v] be a Bruhat interval. Then ￿ψu,v(c,d) = ￿ψu,v(c, 0) if and only
if [u, v] is a dihedral interval.
Proof. The theorem is vacously true if the rank of [u, v] is 1, so we can assume
that rk[u, v] > 1. If [u, v] is dihedral, Proposition 3.2.2 gives that ￿ψu,v(c,d) =
Frk([u,v])(c) = ￿ψu,v(c, 0).
Suppose that [u, v] is not dihedral. We show by contradiction that among
the highest-degree terms of ￿ψu,v(c,d) there must be a term containing a d. Let
pk(u, v) be the number of paths of length k from u to v, and define n
def
= rk([u, v])−
1. Since [u, v] is Eulerian, any element w ∈ [u, v], w ￿= v, has at least two covers,
and so there are at least two elements in each rank, except for the top and bottom
elements. Moreover, since [u, v] is not dihedral there are at least three elements
of rank 1, and so pn+1(u, v) ≥ 3 · 2n−1. Nevertheless, [3, Proposition 5.3] states
that
pn+1(u, v) =
￿
w:deg(w)=n
2n−|w|d [w]u,v ,
where |w|d is the number of d’s in a cd-word w and [w]u,v is the coefficient of w
in ￿ψu,v(c,d). Furthermore, if there are no cd-terms containing a d then there is a
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unique cd-word of degree nwhich corresponds to the unique rising maximum-
length path of length n+ 1. Hence pn+1(u, v) = 2n. This contradicts pn+1(u, v) >
2n, and the result follows.
3.3 Universal Coxeter groups
Reflection orders are easy to understand for any finite Coxeter groupW . Indeed,
they are all induced by a choice of reduced expression for wW0 , the longest ele-
ment ofW (see [17]). Furthermore, ifW is of typeA orB there are combinatorial
descriptions of reflection orders for these groups in terms of permutations and
signed permutations, respectively. For example, for type A, a reflection order is
given by ordering the transpositions in lexicographic order (see [7]). In Chap-
ter 5, we provide descriptions of the reflections and longest-length elements for
groups of type A,B and D, as well as a description of a reflection order for the
first two. Thus the complete cd-index for intervals in finite Coxeter groups can
be easily computed. On the other hand, there is no known method to gener-
ate reflection orders for infinite Coxeter groups, not even in the “simple” case
of universal Coxeter groups, where there are no braid relations. This difficulty
makes the computation of the complete cd-index extremely difficult to carry
out. In general, the BW-labeling allows us to compute ￿ψu,v(c,d) for intervals
[u, v] in universal Coxeter groups.
In general, the reflections used to label paths in B(u, v) need not bear any
connection with v. As an example, consider the interval [e, s1s2s1s3s2] of A3,
where s1s2s1s3s2 is a reduced expression for the permutation 4312. There are
five reflections induced by s1s2s1s3s2, but the reflection order utilizes six reflec-
tions when labeling the edges of B(e, s1s2s1s3s2). Hence, knowing a reduced
expression for w ∈ W does not determine the reflections used to label the edges
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of paths in B(e, s1s2s1s3s2). This is not the case for the BW-labeling. Indeed, if
[u, v] is BW-labelable, all one needs to compute D(∆) for ∆ ∈ B(u, v) is a re-
duced expression for v. In particular, even if |T (W,S)| is infinite (as is the case
for universal Coxeter groups), the labels needed to compute the descent sets of
paths in B(u, v) are contained in the set {1, 2, . . . , ￿(v)}.
Let us illustrate a computation of the complete cd-index for an interval in a
universal Coxeter group.
Example 3.3.1. Consider the universal Coxeter groupW = ￿s1, s2, s3 : s21 = s22 =
s23 = e￿ and let v = s2s1s2s3s1. Using the BW-labeling we obtain that the degree-
two terms of ￿ψe,v(c,d) are 2c2 + d. Notice that v induces a reflection order <T
with initial section
s1 <T s1s3s1 <T s1s3s2s3s2 <T s1s3s2s1s2s3s1 <T s1s3s2s1s2s1s2s3s1.
However, such initial section would not suffice to compute ￿ψe,v(c,d), as some of
the edges of paths in B3(e, v) are labeled with reflections that do not appear in
that initial section. For example, the edge (e < s2) is labeledwith s2 and the edge
(s1s3 < s1s2s3) is labeled with s3s2s3. Thus one cannot compute ￿ψe,v(c,d) with
a reflection order using information contained in [u, v] (at least using reduced
expressions of elements in [u, v]).
3.4 Existence of rising paths
Let [u, v] have rank n, then it follows from [15, Proposition 3.3] that ifm < n and
Bm(u, v) ￿= ∅, then Bm+2(u, v) ￿= ∅. So the lengths of paths in B(u, v) increase
by 2 and include all numbers congruent to n modulo 2 between the smallest
numberm such that Bm(u, v) ￿= ∅ and n.
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As we pointed out before, it is shown in [17] that there is a unique rising
path in Brk([u,v])(u, v) that is lexicographically first in the reflection order. In this
subsection we show that the lexicographically first path in Bk(u, v) ￿= ∅, where
k ≡ rank([u, v]) (mod 2), is rising. In general, there might be more than one
rising path in Bk(u, v).
The following is [12, Theorem 1] and will be utilized in our proof of Propo-
sition 3.4.2.
Theorem 3.4.1. Let (W,S) be a finite or affine Coxeter group and let <T be a reflection
order forW . If {t1, t2, . . . , tk} ⊂ T (W,S) and t1 <T t2 <T · · · <T tk then t1t2 · · · tk ￿=
e.
We now follow [3] to define the flip of Γ ∈ B2(u, v). Let (t1, t2) and (r1, r2) be
in B2(u, v). We say that (t1, t2) ≤lex (r1, r2) if t1 <T r1 or if t1 = r1 and t2 <T r2, or
t2 = r2. The existence of the complete cd-index implies that there are as many
paths with empty descent set in B2(u, v) as those with descent set {1}. Order all
the paths in B2(u, v) lexicographically and let
r(Γ) = |{∆ ∈ B2(u, v) | D(∆) = D(Γ),∆ ≤lex Γ}|.
The flip of Γ is the r(Γ)-th Bruhat path in {∆ ∈ B2(u, v) | D(∆) ￿= D(Γ)} ordered
by ≤lex. We denote this path by flip(Γ).
The following was proved in the case of finite Coxeter and affine Weyl
groups [3, Proposition 6.2]. We prove that the results holds for an arbitrary
Coxeter group.
Proposition 3.4.2. LetW be a Coxeter group, and let u, v ∈ W , u < v, (u < y < v) ∈
B2(u, v) be such that D((u < y < v)) = ∅ and (u < x < v) def= flip((u < y < v)).
Then u−1y <T u−1x and x−1v <T y−1v for any reflection order <T .
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Proof. Let t1 = u−1y, t2 = y−1v, t3 = u−1x, and t4 = x−1v. Notice that the re-
flection subgroup W ￿ = ￿t1, t2, t3, t4￿ is dihedral, by [15, Lemma 3.1]. Thus
{t1, t2, t3, t4} ⊂ T (W ￿, {a, b}), where ￿a, b￿ = ￿t1, t2, t3, t4￿ and (W ￿, {a, b}) is a
Coxeter system.
Suppose for the sake of contradiction that t3 <T t1, then t4 <T t3 <T t1 <T t2,
since D((u < y < v)) = ∅ and D((u < x < v)) = {1}. Moreover since t1t2 = t3t4
one has that t4t3t1t2 = e. On the other hand (W ￿, {a, b}) is either a finite or affine
Coxeter system, and thus t4t3t1t2 ￿= e by Theorem 3.4.1. We have obtained our
desired contradiction, and the result follows. The statement t4 <T t2 is proved
in a similar manner.
We can now prove the following proposition.
Proposition 3.4.3. Let∆ be the lexicographically-first path inBk(u, v). ThenD(∆) =
∅, i.e, ∆ is rising.
Proof. Let <T be a reflection order and let C = (x0 = u < x1 < · · · < xk = v) be
the lexicographically-first path in Bk(u, v). Let us suppose that D(C) ￿= ∅, and
consider the smallest i such that x−1i xi+1 <T x
−1
i−1xi. Let (xi−1 < x￿i < xi+1)
def
=
flip((xi−1 < xi < xi+1)), and defineC ￿ = (x0 < · · · < xi−1 < x￿i < xi+1 < · · · < xk).
Proposition 3.4.2 yields that x−1i−1x￿i <T x
−1
i−1xi, and so C ￿ occurs earlier in the
lexicographic order, contradicting the choice of C.
Dyer [17, Proposition 4.3] showed that the lexicographically-first path in
Brk([u,v])(u, v) is the unique rising path in that set. On the other hand, the
above proposition shows that the lexicographically-first path in nonempty sets
Bk(u, v)with k ≡ rk([u, v]) (mod 2) is rising. We remark that this is the best that
can be done to extend Dyer’s result for k ￿= rk([u, v]), since there can be more
than one rising path in Bk(u, v); for instance, consider I2(m)withm > 3.
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As an immediate consequence of Proposition 3.4.3, we have
Corollary 3.4.4. If ￿ψu,v(c,d) has a term of degree k, then [ck]u,v > 0.
We discuss further properties of the lowest-degree coefficients of ￿ψu,v(c,d)
in the next two chapters. In particular, the coefficients of degree k where k is the
minimum integer with [ck]e,w0 > 0, where w0 is the longest-length element of a
finite Coxeter group (this first appeared in [9]).
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CHAPTER 4
SHORTEST PATH POSET OF BRUHAT INTERVALS
In this chapter we study the poset whose elements are those contained in a
shortest u-v paths of B(u, v).
4.1 Definition of the poset
We first need to have a notion of “distance” in B(u, v).
Definition 4.1.1. (i) Let ∆ = (x0 = u ≤ x1 ≤ · · · ≤ xk = v) ∈ B(u, v). For each
xi ∈ ∆, 0 ≤ i ≤ k, the index i is the distance of x on ∆, which we denote by
d∆(u, xi). That is, if w ∈ ∆, then d∆(w) is the number of vertices of ∆ that come
before w in ∆.
(ii)The shortest distance of [u, v], denoted by ￿s(u, v), is the length of the short-
est path of B(u, v). That is, ￿s(u, v)
def
= min{￿ : B￿(u, v) ￿= ∅}. When the interval
is clear from the context, we simply write ￿s.
Lemma 4.1.2. Consider two paths Γ,Γ￿ ∈ B￿s(u, v) and let x ∈ [u, v] be a vertex in
both paths. Then dΓ(u, x) = dΓ￿(u, x).
Proof. Let Γ = (x0 = u < x1 < x2 < · · · < x￿s = v) and Γ￿ = (x￿0 = u < x￿1 < x￿2 <
· · · < x￿￿s = v). Since x is a vertex of both Γ and Γ￿, then xi = x and x￿j = x for
some 0 ≤ i, j ≤ ￿s.
Notice that dΓ(u, x) = i and dΓ￿(u, x) = j. If the two distances are not equal,
then one of them is bigger. Suppose without loss of generality that i < j. Then
(xi < x￿j+1) is an edge in the Bruhat graph, and the path (x0 = u < · · · < xi =
x < x￿j+1 < x
￿
j+2 < x
￿
￿s = v) has length i + (￿s − j) < ￿s. This contradicts the
definition of ￿s. Thus i = j.
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Proposition 4.1.3. When ignoring directions, B￿s(u, v) is the Hasse diagram of a
graded poset.
Proof. The edges in B￿s(u, v) give a partial order ≤s on the elements of [u, v] that
are in a u-v path of length ￿s. This partial order is defined by x ≤s y if and only
if x = y or if there is a path (x = y0 < y1 < · · · < yp = y) ∈ B(x, y) such that
each edge (yi−1 < yi) is in a shortest u-v path, for 0 < i < p. Since B(u, v) is a
directed, acyclic graph, ≤s is indeed a partial order.
Let (x ≤s y) be an edge in B￿s(u, v). Now, to prove the proposition we need
to show that x ￿s y. It suffices to show that there is no path (x0 = x < x1 <
x2 < · · · < xk = y) with k > 1 such that each edge (xi−1 < xi) is in some path
Γi ∈ B￿s(u, v) for 1 ≤ i ≤ k < ￿s. We point to the diagram below to make the
situation more clear.
y
xk−1
Γk
￿￿￿￿￿￿￿￿￿￿￿￿￿
x2
￿
￿
￿
￿
￿
￿
x1
Γ2
x
Γ
Γ1
￿￿￿￿￿￿￿￿￿￿￿￿￿￿
u
Γ1
￿
￿
￿
￿
￿
Γ
￿
￿
￿
￿
￿
Γ2
￿
￿
￿
￿
￿
￿
￿
Γ3
￿ ￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Γk
￿ ￿
￿ ￿
￿ ￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Notice that if such a path existed, then B￿s(u, v) (when ignoring directions)
would not be a Hasse diagram, as there would be edges that would not repre-
sent cover relations. So let us assume for the sake of contradiction that such a
43
path exists. Then
dΓ(u, x) = dΓk(u, xk−1) (4.1)
for otherwise one of them, say dΓ(u, x), is bigger than the other one. Thus there
exits a u-v path Γ￿ formed by the edges of Γk up to y and then continue on the
edges of Γ. Notice that the length of Γ￿ is dΓk(u, y) + (￿s − dΓ(u, y)) < ￿s. This
contradicts the definition of ￿s, and thus dΓ(u, x) = dΓk(u, xk−1). Similarly, we
obtain
dΓk−1(u, xk−2) = dΓk(u, xk−1)− 1
dΓk−2(u, xk−3) = dΓk−1(u, xk−2)− 1
...
...
...
dΓ1(u, x) = dΓ2(u, x1)− 1.
Hence dΓ(u, x) = dΓ1(u, x) = dΓk(u, xk−1)− (k − 1). However since k > 1 this
contradicts (4.1). Thus the edges of B￿s(u, v) are the cover relations of a poset.
Moreover, notice that this poset is graded by r(x) def= dΓ(u, x)where Γ ∈ B￿s(u, v)
contains the vertex x. This is a well-defined rank function by Lemma 4.1.2.
Finally, notice that if (x < y) is an edge inB￿s(u, v) then there does not exist a
x-y path containing an element other than x and y. Thus x￿ y by definition.
We call the poset in Proposition 4.1.3 the shortest path poset of u, v, which we
denote by SP (u, v). We consider the edges of SP (u, v) to be labeled by the label
of the corresponding edges in B￿s(u, v).
In the rest of the chapter we study further properties of SP (u, v)
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4.2 Unique rising shortest path
In this section we will show that if there is a unique rising path in B￿s(u, v) then
SP (u, v) is a Gorenstein* poset. As a consequence, we derive nonnegativity of
certain coefficients of ￿ψu,v(c,d).
4.2.1 ￿R-polynomials
In the study of Coxeter groups, it is common to encounter the following poly-
nomials, which are defined in the proposition below.
Proposition 4.2.1 ([7], Proposition 5.3.2). Let u, v ∈ W with u ≤ v and ￿(vs) <
￿(v). Then there exists a monic polynomial ￿R(α) of degree ￿(v)− ￿(u) given by
￿Ru,v(α) =

￿Rus,vs(α) if ￿(us) < ￿(u), and
￿Rus,vs(α) + α ￿Ru,vs(α) otherwise
The ￿R-polynomials are used, among other things, to define the R-
polynomials, and these are used to define the Kazhdan-Lusztig polynomials
from representation theory (see [7]). That is one of the reasons why the ￿R-
polynomials are of interest.
Dyer used reflection orders to provide a nonrecursive definition of the ￿R-
polynomials.
Theorem 4.2.2 ([18], Theorem 2.3). The ￿R-polynomials satisfy the following relation
￿Ru,v(α) = ￿
∆∈B(u,v)
D(∆)=∅
α￿(∆).
Dyer’s theorem states that the ￿R-polynomial of [u, v] is simply the generating
function of the rising paths in B(u, v). Using this interpretation, we are able to
derive the following inequality.
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Theorem 4.2.3. If u ≤ x ≤ v, then ￿Ru,x(α) ￿Rx,v(α) ≤ ￿Ru,v(α) (coefficientwise).
Proof. The inequality is equivalent to saying that there are more rising paths in
B(u, v) than rising paths in B(u, x) times the number of rising paths of B(x, v).
So it is enough to find an injection
ϕx : R(u, x)×R(x, v) −→ R(u, v),
whereR(y, z) = {Γ ∈ B(y, z) : D(Γ) = ∅}.
Consider a reflection order <x with initial section N(x). Let (t1, · · · , tp) be a
<x-rising path of B(u, x) and let (r1, · · · , rq) be a <x-rising path of B(x, v). By
choice of <x, we have that tp <x r1, as tp ∈ N(x) and r1 ￿∈ N(x), as N(x) is
an initial section of <x (see Lemma 1.9.1). Hence the path (t1, · · · tp, r1, · · · rq)
is a <x-rising path of B(u, v). By Theorem 2.0.5, the number of rising chains
is independent of the reflection order that has been chosen. Hence the desired
bijection is given by concatenating a <x-rising path in B(u, x) and a <x-rising
path in B(x, v).
The proposition above generalizes the following results of Brenti. All the
inequalities are coefficientwise.
Corollary 4.2.4. (1) [11, Corollary 5.5], α￿(v)−￿(y) ￿Ru,y(α) ≤ ￿Ru,v(α), for u ≤ y ≤ v,
(2) [11, Theorem 5.4], IfW is finite and u ≤ x ≤ y ≤ v.
α￿(v)−￿(y)+￿(x)−￿(u) ￿Rx,y(α) ≤ ￿Ru,v(α).
(3) [11, Theorem 5.6]Let x, y, z ∈ W be such that y ≤ z in Bruhat order and x ≤w y in
weak Bruhat order. Then
α￿(y)−￿(x) ￿Ry,z(α) ≤ ￿Rx,z(α).
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All these inequalities follow by appropriate substitution in Theorem 4.2.3.
For instance, in the first inequality, Brenti’s result only deals with terms of some
degrees of ￿Ru,v(α), ￿Ru,y(α) and ￿Ry,v(α)while our result deals with all such terms.
Of special interest for our purposes is the following inequality.
Proposition 4.2.5. Let u ≤ x ≤ y ≤ v. Then
|R(x, y)| ≤ |R(u, v)|.
Proof. Since the interval [u, v] is graded, it is enough to show that the result holds
when u ￿ x ≤ y or u ≤ y ￿ v. Either of these cases follow from Theorem 4.2.3
since then ￿Ru,x(α) = 1 or ￿Ry,v(α) = 1, respectively.
Theorem 4.2.6. Supose that SP (u, v) has a unique maximal, rising chain, i.e.,
[c￿s−1] ￿ψu,v(c,d) = 1. Then SP (u, v) is a Gorenstein* poset.
Proof. We verify that SP (u, v) is EL-labelable (cf. Definition 1.3.8(i)). Proposi-
tion 3.4.3 gives that any subinterval of SP (u, v) has at least one rising chain: the
lexicographically-first one. Moreover, Proposition 4.2.5 states that the number
of rising chains in any subinterval of SP (u, v) can be at most one. Thus any
subinterval of SP (u, v) has a unique rising path that is lexicographically-first,
and so SP (u, v) is EL-shellable.
We just showed that SP (u, v) is Cohen-Macaulay and only need to show
that SP (u, v) is Eulerian. Notice that any interval of rank 2 of SP (u, v) has two
atoms, for otherwise there must be more than one rising chain in some interval
(of rank 2). Thus SP (u, v) is thin (cf. Theorem 1.8.3(i)). Therefore the poset
P
def
= SP (u, v) \ {u, v} is is a pure and thin poset. Hence by [27, Theorem 3.1.12],
SP (u, v) is the face poset of a regular CW- decomposition of an (￿s − 2)-sphere
homeomorphic to ∆(P ), the order complex of P . So SP (u, v) must be Eulerian,
and so it is a Gorenstein* poset.
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Corollary 4.2.7. If [c￿s−1] ￿ψu,v(c,d) = 1, the terms of ￿ψu,v(c,d) of degree ￿s − 1 are
nonnegative.
Proof. Since in this case SP (u, v) is Eulerian and EL-shellable, the terms of small-
est degree in ￿ψu,v(c,d) coincide with the cd-index of SP (u, v) as an Eulerian
poset. Since the cd-index of Gorenstein* posets is nonnegative (see [24]), the
terms of ￿ψu,v(c,d) of degree ￿s − 1 are also nonnegative.
We point out that the above corollary is in agreement with [9, Theorem 4]
applied to [e, wA0 ], where wA0 is the longest-length element of a Coxeter group
of type A. Indeed, since there is a unique rising chain in SP (e, wA0 ), the terms
of degree ￿s(e, wA0 ) in ￿ψe,wA0 (c,d) are nonnegative. The same theorem gives that
lowest-degree terms of ￿ψe,wA0 (c,d) form the cd-index of the Boolean poset of rank
￿T (wA0 ). This is discussed in more detail in Chapter 5.
We finish this section with the following two conjectures
Conjecture 4.2.8. If SP (u, v) has a unique rising chain, then SP (u, v) is a lattice.
This conjecture is inspired by an unpublished result of Dyer [19] stating that
if all paths of the Bruhat graph of [u, v] have length ￿(v) − ￿(u), then [u, v] is a
lattice. In fact, [u, v] is isomorphic to the face poset of a polytope.
A stronger conjecture is the following.
Conjecture 4.2.9. If SP (u, v) has a unique rising chain, then SP (u, v) is isomorphic
to a Bruhat interval.
The above conjecture would imply Conjecture 4.2.8.
4.3 FLIP algorithm
In this section we aim to partition the paths of SP (u, v) into posets Pi in such a
way that the corresponding order complexes∆(Pi \ {u, v}) satisfy similar prop-
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erties as ∆([u, v]), where [u, v] is a Bruhat interval. We have already seen that if
[c￿s−1]u,v = 1, SP (u, v) is a Gorenstein* poset, just like [u, v]. Thus it is a reason-
able idea to separate the chains of SP (u, v) into [c￿s−1]u,v subposets, each one of
them containing exactly one rising chain.
In Section 3.4 we followed [3] and defined the flip of a path of length 2 in the
Bruhat graph. This operation is key to the algorithm we are trying to construct.
First we define the operation FLIPi. In a few words, given a path ∆ = (u =
x0 < x1 < · · · < xk = v) ∈ Bk(u, v), we take the path (xi−1 < xi < xi+1) ∈
B2(xi−1, xi+1) and replace it by its flip to obtain a new path ∆￿. The pseudocode
is given in Algorithm 4.1
Algorithm 4.1 FLIPi(∆): Flips a path ∆ ∈ Bk(u, v) at position i.
1: Given ∆ = (u = x0 < x1 < · · · < xk = v) in Bk(u, v) and i ∈ [k − 1]
2: (xi−1 < x￿i < xi+1) := flip((xi−1 < xi < xi+1))
3: ∆￿ := (x0 < x1 < · · · < xi−1 < x￿i < xi+1 < · · · < xk),
4: return ∆￿.
To separate the paths in Bk(u, v) into [ck−1]u,v components, we define FLIP,
whose pseudocode is given in Algorithm 4.2. Essentially for ∆ ∈ Bk(u, v),
FLIP(∆) flips ∆ at its first descent, from bottom to top, if it exists. Thus each
path ∆ ∈ Bk(u, v) with nonempty descent set is assigned the unique path
∆￿ ∈ Bk(u, v) obtained by flipping at its smallest descent. We write FLIPj(∆)
to denote the path FLIP ◦ · · · ◦ FLIP￿ ￿￿ ￿
j
(∆).
Algorithm 4.2 FLIP(∆), where ∆ ∈ Bk(u, v)
1: FLIP(∆) := ∆
2: if D(∆) ￿= ∅ then
3: i := minD(∆)
4: FLIP(∆) := FLIPi(∆)
5: end if
6: return FLIP(∆)
We now define FLIP(Bk(u, v)). Basically it computes FLIP(∆) for all paths
49
in Bk(u, v). The pseudocode is given in Algorithm 4.3. The output of FLIP is a
directed graph.
Algorithm 4.3 FLIP(Bk(u, v)): Determine the FLIP-graph of Bk(u, v)
1: G := (Bk(u, v), E), and E := ∅
2: for ∆ = (x0 < x1 < · · · < xk) ∈ Bk(u, v) do
3: if D(∆) ￿= ∅ then
4: Add (the directed) edge (∆, FLIP(∆)) to E.
5: end if
6: end for
7: return G.
Definition 4.3.1. The output of FLIP(Bk(u, v)) is called the flip-graph of Bk(u, v),
and will be denoted by FG(u, v; k).
Notice that the vertices of the flip-graph are labels corresponding tomaximal
chains of Bk(u, v). FLIP is “reasonable” in the following sense.
Lemma 4.3.2. (a) FLIP terminates.
(b) FG(u, v; k) has [ck−1]u,v connected components, each one of which is an arbores-
cence.
Proof. (a) Notice that if i ∈ D(∆), FLIPi(∆) is earlier in the lexicographic order
than ∆ by Proposition 3.4.2. Thus FLIP must terminate.
(b) If D(∆) = ∅, then FLIP(∆) does not add a new edge to G. Furthermore,
every path (vertex in the flip-graph) is associated to a unique rising path ob-
tained by a iterating FLIP, and so there must be a component for each rising
path (and there are [ck−1]u,v of them). Moreover, a vertex representing a rising
path has out-degree zero, and thus each component is an arborescence.
In particular, we have the following corollary.
Corollary 4.3.3. (i) There is a minimum nonnegative integer j0 so that FLIPj0(∆) =
FLIPj0+1(∆).
(ii) FLIPj0(∆) is rising.
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We now focus our attention to the case B￿s(u, v).
4.3.1 FLIP(SP (u, v))
Let G1, . . . , Gr(u,v) be the connected components of FG(u, v)
def
= FG(u, v; ￿s),
where r(u, v) def= [c￿s−1]u,v. For each Gi one can form a poset Pi, which we call a
flip-poset of SP (u, v), whose cover relations are given by the edges of any of the
maximal chains that are vertices of Gi.
Example 4.3.4. Consider the 10 elements of B3(1234, 4312) (in this interval,
￿s(u, v) = 3). The output of FLIP is shown in Figure 4.1 . In the first column
we have the two components of G, and in the right column the posets Pi corre-
sponding to each component.
Notice that the each component in Figure 4.1 has an even number of vertices.
This is indeed the case in general.
Lemma 4.3.5. Let Gi be a connected component of FG(u, v; k), then Gi has an even
number of vertices.
Proof. Let C = (t1, t2, t3, . . . , t￿s) be a vertex of Gi (so (t1, t2, t3, . . . , t￿s) is a max-
imal chain of SP (u, v)). Notice that (t1, t2, t3, . . . , t￿s) is connected to C ￿ =
(t￿1, t
￿
2, t3, . . . , t￿s), where flip(t1, t2) = (t￿1, t￿2). Furthermore, since either (t1, t2)
or (t￿1, t2) has a descent, C ￿ is also a vertex of Gi. Hence, one can establish a
bijection
ϕ : {C ∈ Gi : D(C) ∩ {1} = {1}}←→ {C ∈ Gi : D(C) ∩ {1} = ∅}
given by (r1, r2, r3 . . . , r￿s)
ϕ↔ (r￿1, r￿2, r3, . . . , r￿s), with flip(r1, r2) = (r￿1, r￿2).
Each Pi has properties that resemble those of Bruhat intervals; for instance,
consider the following lemma.
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Output
134← 143← 423← 462← 652
↑
514
235← 251← 521
↑
625
2
6
2
5
2
3
5
1
4
3
1
4
3
2
4
6
2
6
5
5
1
5
Saúl A. Blanco (Here) The shortest path poset Bruhat intervals DGC Seminar 34 / 41Figure 4.1: On the left, we find the output of FLIP: two connected components
of FG(1234, 4312). On the right the corresponding posets are depicted.
Lemma 4.3.6. Let Gi, 1 ≤ i ≤ r(u, v), be a connected component of FG(u, v) and Pi,
1 ≤ i ≤ r(u, v) the corresponding flip-poset. Then Pi is graded.
Proof. We have already shown that SP (u, v) is graded (see Proposition 4.1.3).
We now prove that FLIP does not change the rank given in Proposition 4.1.3.
Let C be a maximal chain of SP (u, v) and w ∈ W be an element in C. More-
over, let rC(x) be the length of the u-x path in C. If rC(w) ￿= rC￿(w) then either
rC(w) < rC￿(w) or rC￿(w) < rC(w), but in either case there is a contradiction to C
and C ￿ being maximal chains of SP (u, v). Indeed, there would exist a maximal
chain D formed by concatenating either Cw and (C ￿)w or C ￿w and Cw, where Cw
(or C ￿w) and Cw (or (C ￿)w) denotes the chain C (or C ￿) up to x and the chain C (or
C ￿) after x, respectively. So rC(w) = rC￿(w). Thus the function r defined in the
proof of 4.1.3 is a rank function for Pi
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Notation:
(i) We define [x, y]s = {z ∈ SP (u, v) : x ≤s z ≤s y} for x, y ∈ SP (u, v).
(ii) Pi is called the flip-poset corresponding to the connected componentGi of
FG(u, v). We also say that Pi is a flip-poset of SP (u, v).
(iii) Let [x, y]Pi = {z ∈ Pi : x ≤s z ≤s y}, for x, y ∈ Pi.
Definition 4.3.7. Let u ≤s w1, w2 ≤s v, and let c = (u = z0 <s z1 <s · · · <s zq =
w1) and d = (w2 = y0 <s y1 <s · · · <s yp = v) be maximal chains of SP (u, w1)
and SP (w2, v), respectively. Then
(i) Define FGc(u, v) to be the induced subgraph of FG(u, v)whose vertex set
Vc is the subset of vertices of FG(u, v) that start with c. That is,
Vc
def
= {(u = x0 <s x1 <s · · · <s xk = v) : (x0 <s x1 <s · · · <s xq) = c}.
(ii) Similarly, define FGd(u, v) to be the induced subgraph of FG(u, v)whose
vertex set V d is the subset of vertices of FG(u, v) that end with d. That is,
V d = {(u = x0 <s x1 <s · · · <s xk = v) : (xk−p <s xk−p+1 <s · · · <s xk) = d}.
Notice that one has the existence of a map ϕ : V (FGc(u, v)) → V (FG(x, v))
that assigns any vertex V ∈ V (FGc(u, v)) to the vertex v ∈ V (FG(x, v)) by
ignoring the segment in the label of V that starts with c. In other words if V ∈
Vc(FG(u, v)) then there exists v ∈ FG(x, v) so that cv = V , and so we define ϕ
by V ϕ￿→ v.
Proposition 4.3.8. Let x ∈ [u, v]s and let c = (u = w0 <s · · · <s wq = x), d = (x =
y0 <s · · · <s yp = v) be maximal chains of SP (u, x) and SP (x, v), respectively. Then
(i) FGd(u, v) ∼= FG(u, x) as graphs.
(ii) The map ξ : E(FGc(u, v)) −→ E(FG(x, v))) defined by (C1, C2) ξ￿→
(ϕ(C1),ϕ(C2)) is injective.
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Proof. (i) Let (D1, D2) be an edge of FGd(u, v). We show that there exists an edge
(d1, d2) of FG(u, x), where d1, d2 ∈ SP (u, x) are so that d1d = D1 and d2d = D2.
By definition, we can assume that D2 = FLIP(D1). If the first descent from
bottom to top of D1 occurred in (xp￿−1 <s xp￿ = x = y0 <s · · · <s yp = v), where
xp￿−1 ∈ D1. Then D2 ￿∈ V d. This contradicts the choice of D2. So the first descent
occurred in (u = x0 <s · · · <s xp￿−1), and therefore (d1, d2) is an edge of FG(u, x).
Furthermore, if (d1, d2) is an edge of FG(u, x) then (D1, D2)must be an edge
of FGd(u, v), as the first descent from bottom to top of D1 occurs in d1.
(ii) Without loss of generality, we may assume that C2 = FLIP(C1). Then
the first descent from bottom to top of C1 occurs after c, as C1, C2 ∈ Vc. Thus,
ϕ(C2) = FLIP(ϕ(C1)), and the result follows.
Remark 4.3.9. (i) There are cases whereE(Fc(u, v)) ￿= ∅; for instance, consider the
case where c can be extended to a rising chain. So part (ii) of the proposition is
not vacuously true.
(ii) The map ξ need not be an isomorphism of graphs. For instance consider
the output presented in Figure 4.1. We take u = 1234, v = 4312, x = 1432, and
c = (1234 <s 1432), which corresponds to the edge labeled “5” in the figure.
Then FGc(u, v) consists of two disconnected vertices, whereas FG(x, v) has one
connected component formed by an edge.
As a consequence, we have the following corollary.
Corollary 4.3.10. Let Pi be a flip-poset of SP (u, v) and let x ∈ Pi with u ≤s x ≤s v.
Then [u, x]Pi has a unique rising chain.
Proof. Let d = (x = x0 <s · · · <s xk = v). Proposition 4.3.8(i) yields that
FGd(u, v) ∼= FG(u, x). Since each connected component of FG(u, x) gives rise
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to a flip-poset, which has a unique rising chain, [u, x]Pi must have a unique
rising chain.
Notice that lower intervals of flip-posets (those that start with he identity)
are themselves flip-posets.
4.4 FLIP applied to B3(u, v)
For the rest of the chapter, we assume that B3(u, v) ￿= ∅. For this case, we have
been able to derive connections to the complete cd-index.
Lemma 4.4.1. Let Pi be a flip-poset of B3(u, v). Then ∆(Pi \ {u, v}) is a path or a
polygon.
Proof. The result follows if we show that each vertex (a maximal chain of
SP (u, v)) in Gi at most two neighbors. Let C = (u = x0 <s x1 <s x2 <s x3 =
v) ∈ Gi. Notice that, by definition, only C1 = (u = x0 <s y1 <s x2 <s x3 = v)
or C2 = (u = x0 <s x1 <s z2 <s x3 = v), where flip(x0 <s x1 <s x2) = (x0 <s
y1 <s x2) and (x1 <s x2 <s x3) = (x1 <s z2 <s x3), could be neighbors (in Gi) of
C. Thus C can have at most two neighbors, as desired.
In Figure 4.2 we depict the order complexes of the flip-posets of Figure 4.1.
In this case, both complexes are paths.
Let ∆ be the order complex ∆(Pi \ {u, v}) for some flip-poset Pi. Let us
assume that ∆ is a path. One can construct another complex ∆￿ by identifying
the two vertices in ∆ of degree 1. Notice that ∆￿ is a polygon; for example, in
the figure below one obtains, after identification, a hexagon and a square.
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Figure 4.2: The edge-labels are the same as in the Hasse diagram of P1, P2 in
Figure 4.1, respectively.
4.4.1 Degree-two terms of the complete cd-index
In this section we show how FLIP separates B3(u, v) into pieces whose cd-index
add up to the degree two-terms of ￿ψu,v(c,d).
Let ∆1, . . . ,∆k be the order complexes of P1 \ {u, v}, . . . , Pk \ {u, v}, where
P1, . . . , Pk are the flip-posets of B3(u, v). Furthermore, let ∆￿1, . . . ,∆￿k be the cor-
responding ∆i with identification (if ∆i is already a polygon, then set ∆￿i to be
∆i). Proposition 4.3.5 and Lemma 4.4.1 give that∆￿i is an even polygon, say with
2mi sides, for 1 ≤ i ≤ k. Therefore each ∆￿i is the first barycentric subdivision of
anmi-gon Ci. Then we have the following proposition.
Proposition 4.4.2. Let [ ￿ψu,v(c,d)]2 denote the degree-two polynomial of ￿ψu,v(c,d).
Then
[ ￿ψu,v(c,d)]2 = k￿
i=1
ψ(P (Ci)),
where P (Ci) is the face poset of Ci.
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Proof. The the sum of the cd-index of all these k polygons is
k￿
i=1
ψ(P (Ci)) = kc2 +
￿
k￿
i=1
mi − 2k
￿
d
= k(a2 + b2) +
￿
k￿
i=1
mi − k
￿
(ab+ ba),
where the first equality follows from Lemma 1.4.3.
Let us now compute the terms of degree 2 of ￿ψu,v(c,d). There are exactly k
raising chains and k falling chains. Thus,
[ ￿ψu,v(c,d)]2 = k(a2 + b2) + nabab+ nbaba, (4.2)
[ ￿ψu,v(c,d)]2 denotes the terms of degree 2 of ￿ψu,v(c,d), nab and nba is the number
of ab and bamonomials, respectively.
Notice that nab + nba is the number of paths in B3(u, v) that are neither rising
or falling. Thus
nab + nba = 2
k￿
i=1
mi − 2k,
as the paths of B3 are in one-to-one correspondence to the edges in the barycen-
tric subdivisions ∆￿1, . . . ,∆￿k. The existence of ￿ψu,v(c,d) gives that nab = nba, and
so (4.2) becomes
[ ￿ψu,v(c,d)]2 = k(a2 + b2) +￿ k￿
i=1
mi − k
￿
(ab+ ba),
and the result follows.
We illustrate Proposition 4.4.2 with the following example.
Example 4.4.3. Let us consider the interval [1234, 4312] in A3. One can compute￿ψu,v(c,d) to get
￿ψ1234,4312(c,d) = c4 + c2d+ dc2 + d2 + 2c2 + d.
Example 4.3.4 gives that ∆￿1 and ∆￿2 contribute c2 + d and c2, respectively.
The sum gives the degree-two terms of ￿ψ1234,4312(c,d).
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CHAPTER 5
SHORTEST PATH POSET OF FINITE COXETER GROUPS
It is useful to have a combinatorial descriptions of the reflections for types
A,B andD. We also include a description of a reflection order for those groups.
The combinatorial descriptions of the reflections can be found in [7], and we
include it in the next section. The key result used in our description is Theo-
rem 1.9.1 that states that there exists a reflection order induced by a reduced
expression of the longest word.
5.1 The poset SP (e, wW0 ).
The rest of this chapter is essentially [9].
Here we are interested in SP (W ), where W is a finite Coxeter group. To
illustrate the definition consider B2 and SP (B2) as depicted below. The rank of
SP (B2) is two since that is the length of the shortest paths in B(B2).
250 8. Combinatorial Descriptions
1
1
2
2
3
3
4
4
5
5
1
1
2
2
3
3
4
4
5
5
Figure 8.2. Diagram of the reflection (−4, 1)(−1, 4) ∈ SB5 and i s action on SB5 .
If j ￿= −i then the complete notation of v is obtained from that of u
by exchanging u(i) and u(j) as well as u(−i) and u(−j). Suppose u(i) <
u(j). The result is clear if ij > 0. If ij < 0, then, since u(i, j)(−i,−j) =
u(i,−i)(−j, i)(−i, j)(i,−i), the result follows from the two previous cases.
Similarly, invB(v) < invB(u) if u(i) > u(j). ✷
The preceding result implies, in particular, that if u, v ∈ Sn =
Stab([n]) ⊆ SBn , then u → v in Sn if and only if u → v in SBn . Thus,
the Bruhat graph of Sn is the directed subgraph induced by that of SBn on
Sn. Figure 8.3 shows the Bruhat order and the Bruhat graph of SB2 . The
reader should compare this picture to the diagram of Bruhat order of B2
shown in Figure 2.1.
1 2
1 2 2 1
2 1 2 1
2 1 1 2
1 2
1 2
1 2 2 1
2 1 2 1
2 1 1 2
1 2
Figure 8.3. Bruhat order and Bruhat graph of SB2 .




Figure 5.1: B(B2) and SP (B2).
For any finite Coxeter group, there is a word wW0 of maximal length. It is a
well known fact that ￿(wW0 ) = |T (W )|. For any w ∈ W , one can write t1t2 · · · tn =
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w for some t1, t2, . . . , tn ∈ T (W ). If n is minimal, then we say that w is T (W )-
reduced, and that the absolute length of w is n. We write ￿T (W )(w) = n, or simply
￿T (w) = n.
Notice that for w ∈ W , if ￿T (w) = ￿, then t1t2 · · · t￿ = w for some reflections in
T (W ), but this does not mean that (t1, t2, . . . , t￿) is a (directed) path in B([e, w]).
Nevertheless, we will show that for finiteW and w = wW0 , (t1, t2, . . . , t￿) and any
of its permutations (tτ(1), tτ(2), . . . , tτ(￿)), τ ∈ A￿−1, is a path in B(W ). To be more
specific, we show the following theorem.
Theorem 5.1.1. Let W be a finite Coxeter group and ￿0 = ￿T (W )(wW0 ), the absolute
length of the longest element ofW . Then SP (W ) is isomorphic to the union of Boolean
posets of rank ￿0.
We point out that the union of the Boolean posets could share more elements
than e and wW0 . For instance, consider SP (B3) below.
Figure 5.2: SP (B3) has 4 copies of B3. Notice these copies intersect, but each
maximal chain is in a unique Boolean poset.
While some elements other than e and wB30 are shared by more than one
Boolean poset, each maximal chain belongs to a unique Boolean poset.
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In Section 5.2 we present the proof of the theorem for the infinite families
(groups of type A,B, andD and dihedral groups). In Section 5.3 we discuss the
validity of the Theorem for the exceptional groups. Computer search was used
for F4, H3, H4, and E6, and a geometric argument was used to prove the case E7
and E8. We summarize the number of Boolean posets that form SP (W ) and the
rank of SP (W ) for each finite Coxeter group in Table 5.1.
In Section 5.4 we discuss why Theorem 5.1.1 implies that the lowest-degree
terms of the complete cd-index of W is given by αW ￿ψ(B￿0), where ￿ψ(B￿0) is the
cd-index of the Boolean poset of rank ￿0 = ￿T (W )(wW0 ), and αW is the number of
Boolean posets that form SP (W ).
The following lemma will be used in our proofs.
Lemma 5.1.2 (Shifting Lemma, [1], Lemma 2.5.1). If w = t1t2 · · · tr is a T (W )-
reduced expression forw ∈ W and 1 ≤ i < r, thenw = t1t2 · · · ti−1(titi+1ti)titi+2 · · · tr
and w = t1t2 · · · ti−2ti(titi−1ti)ti+1 · · · tr are T (W )-reduced.
As a consequence, there exists a T (W )-reduced expression for w having ti
as last reflection (or first), for 1 ≤ i ≤ r. Furthermore, for any two reflections
ti, tj, i < j there exists a T (W )-reduced expression for wwith ti, tj as the last two
reflections (or the first two).
5.2 Groups of type A,B and D
5.2.1 The poset SP (An−1)
Define inv(w) def= |{(i, j) ∈ [n] × [n] | i < j, w(i) > w(j)}|. Furthermore, if
i < j, w(i) > w(j) then we say that (i, j) is an inversion pair of w.
The importance of the inversions pair of a permutation becomes clear by the
following proposition.
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Proposition 5.2.1 (Proposition 1.5.2, [7]). If w ∈ An−1 then ￿(w) = inv(w).
The reflections An−1 are all the elements of the set
T (An−1) = {(i j) : 1 ≤ i < j ≤ n},
that is, the set of transpositions of Sn. In particular, |T (An−1)| =
￿
n
2
￿
.
Lemma 5.2.2. (i) In one-line notation, wAn−10 = n n− 1 · · · 2 1
(ii) Let wi = sisi+1 · · · s1 for i ≥ 1. Then wAn0 = w1 · · ·wn−1.
Proof. (i) This follows from observing that any pair (i, j) with 1 ≤ i < j ≤ n is
an inversion pair of n n− 1 · · · 2 1, and so
￿(n n− 1 · · · 2 1) =
￿
n
2
￿
= |T (An)| = ￿(wAn0 ).
The last equality is [7, Proposition 2.3.2(iv)]. Thus by uniqueness of the longest-
length element, one obtains that w = wAn0 .
(ii) In one-line notation, one has that wn−1 = n 1 2 · · · n− 1 and for i ≤ n− 2
and j ∈ [n],
wiwi+1 · · ·wn−1(j) =

n− j + 1 if j ≤ n− i, and
wi+1wi+2 · · ·wn−1(j)− 1 if j ≥ n− i+ 1.
Hence, in one-line notation, we have that w = n n− 1 · · · 2 1 = wAn−10 .
Corollary 5.2.3. A reflection order on T (An−1) is given by
(1 2) < (1 3) < · · · < (n− 1 n), (5.1)
that is, the lexicographic order on the transpositions of Sn.
Proof. By uniqueness of wAn−10 , one has that w
An−1
0 = s1 · · · sn−1 · · · s1s2s3s1s2s1
(this is the reverse of the expression we gave in Lemma 5.2.2). Now,
Lemma 1.9.1, yields that
s1 < s1s2s1 < s1s2s3s2s1 < · · · .
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Direct computation gives (5.1).
Lemma 5.2.4. ￿T (An−1)(w
An−1
0 ) = ￿n2 ￿.
Proof. We just showed that wAn−10 is the reverse of the identity 123 . . . n, i.e.,
wAn−10 = n (n − 1) (n − 2) . . . 21. So ￿T (An−1)(wAn−10 ) ≥ ￿n2 ￿ since a reflection in
An−1 is just a transposition, and thus cannot permute more than two elements
of [n] at a time.
For 1 ≤ i ≤ ￿n2 ￿ = k, let ri be the transposition permuting i and n + 1 − i;
that is, ri = (i n+ 1− i). Notice that r1 · · · rk = wAn−10 , and so ￿T (An−1)(wAn−10 ) ≤
￿n2 ￿.
Lemma 5.2.5. For σ ∈ An−1, let k = ￿n2 ￿,
fA(σ) =
￿
|{i ∈ [n] | σ(i) = wAn−10 (i)}|
2
￿
and
gA(σ) = min{￿ : there exists t1, t2, . . . , t￿ ∈ T (An−1) with t1t2 . . . t￿σ = wAn−10 }.
Then fA(σ) = i =⇒ gA(σ) ≥ ￿n2 ￿ − i for 0 ≤ i ≤ ￿n2 ￿.
Proof. We proceed by reverse (downward) induction. The case i = k holds,
since gA is a nonnegative function. Suppose that the statement holds for i. We
now show that it also holds for i − 1. Let σ ∈ An−1 with fA(σ) = i − 1. Con-
sider t1, t2, . . . , t￿ ∈ T (An−1) with t1t2 · · · t￿σ = wAn−10 and ￿ = gA(σ). Notice
that there exists an positive integer m with fA(t￿−m+1t￿−m+2 · · · t￿σ) = i, since
fA(t1t2 · · · t￿σ) = k and a reflection can fix at most two elements in their position
in wAn−10 , and so fA(tτ) ≤ fA(τ) + 1 for t ∈ T (An−1) and τ ∈ An−1. The last
equality yields gA(σ) = ￿ ≥ k +m− i ≥ k + 1− i.
We can now show the proposition below, which gives Theorem 5.1.1 for type
A.
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Proposition 5.2.6. Let k = ￿n2 ￿, and R = {r1, r2, . . . , rk}, where ri = (i n + 1− i)
is the transposition permuting i ∈ [k] and n+ 1− i. If t1t2 · · · tk = wAn−10 , then:
(a) {t1, . . . , tk} = R.
(b) titj = tjti for all i, j ∈ [k].
(c) (tτ(1), tτ(2), . . . , tτ(k)) is a path in B(An−1) for all τ ∈ Ak−1.
Proof. (a) Suppose that there exists ti ∈ T \ R. Without loss of generality, using
the Shifting Lemma, we can assume that i = k. Say tk = (m j)wherem < j ≤ n
and j ￿= n + 1 − k. Hence fA(tk) = 0, and thus by Lemma 5.2.5 we have that
gB(tk) ≥ k. But this contradicts t1t2 · · · tk−1tk = wAn−10 , which gives that gA(tk) ≤
k − 1.
(b) Notice that ri and rj are disjoint transpositions for i ￿= j, and thus com-
mute.
(c) By (b) it is enough to show that ￿(t1t2 · · · tm) > ￿(t1t2 · · · tm−1) for 1 < m ≤
n. For this, we recall [7, Proposition 1.5.2]: If w ∈ An−1 then ￿(w) = inv(w).
Suppose that wm = t1t2 · · · tm; we now compare inv(wm) and inv(wm−1). By
(a) we have that the ti’s are in R, so tm = (i n + 1 − i) for some i ∈ [k].
Moreover, wm−1(i) = i, wm−1(n + 1 − i) = n + 1 − i and wm(l) = wm−1(l) for all
l ∈ [n] \ {i, n+ 1− i}. Now consider that:
1. If (l, i) is an inversion pair of wm−1 then l < i and wm−1(l) > i. If wm−1(l) >
n + 1 − i then (l, i) and (l, n + 1 − i) are inversion pairs of both wm−1 and
wm. If wm−1(l) ≤ n + 1 − i, then (l, n + 1 − i) is not an inversion pair of
wm−1, but since wm(n+ 1− i) = i, it is an inversion pair of wm.
2. If (l, n+ 1− i) in an inversion pair of wm−1 then l < n+ 1− i and wm(l) =
wm−1(l) > n + 1 − i > i = wm(n + 1 − i). Hence (l, n + 1 − i) is also an
inversion pair of wm
63
3. If (i, l) an inversion pair of wm−1 then i < l and i > wm−1(l). Since wm(i) =
n+ 1− i > i > wm−1(l) = wm(l), (i, l) is also an inversion pair of wm.
4. If (n+1− i, l) is an inversion pair of wm−1 then n+1− i < l and n+1− i >
wm−1(l). If i > wm−1(l) then (i, l) and (n + 1 − i, l) are inversion pairs of
both wm−1 and wm. If i ≤ wm−1(l), then (i, l) is not an inversion pair of
wm−1, but since wm(i) = n+ 1− i, it is an inversion pair of wm.
Thus inv(wm) ≥ inv(wm−1). To show that inv(wm) ≥ inv(wm−1) + 1, consider the
pair (i n + 1 − i) which is not an inversion pair of wm−1. But since wm(i) =
n+ 1− i > i = wm(n+ 1− i), this is an inversion pair of wm.
We remark that the above proposition shows that SP (An−1) is isomorphic to
the Boolean poset of rank k. Moreover, SP (An−1) is the poset of subsets of R
ordered by inclusion.
5.2.2 The poset SP (Bn)
We used the combinatorial description of Bn and T (Bn) in [7], Section 8.1.
Bn is the group of signed permutations, i.e, it is the group of permutations
σ of the set [±n] = {−n,−n + 1, . . . ,−1, 1, 2, . . . , n − 1, n} with the property
σ(−i) = −σ(i) for all i ∈ [±n]. We use the notation i to denote −i for i ∈ [±n].
The reflections of Bn are given by the set
T (Bn) = {(i i) : i ∈ [n]} ∪ {(i j)(i j) : 1 ≤ i < |j| ≤ n}.
We call the set {(i i) : i ∈ [n]} reflections of type I and the set {(i j)(i j) : 1 ≤ i <
|j| ≤ n} reflections of type II. In particular, notice that |T (Bn)| = n2.
There is also a combinatorial description of the length function for type B.
Such an interpretaion is given in [7, Proposition 8.1.1] and is as follows: if w ∈
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Bn then
￿(w) = inv(w) + Neg(w) (5.2)
where
inv(w) = inv(w(1), w(2), . . . , w(n)) and Neg(w) = −
￿
j∈[n]:w(j)<0
w(j).
This interpretation of length is handy to prove the following lemma.
Lemma 5.2.7. (i) In one-line notation, wBn0 = 1 2 3 · · · n.
(ii) If we let s0 = (1 1) and si = (i i + 1)(i+ 1 i). Then wBn0 = (wn)n, where
wn = s0s1 · · · sn−1 and the exponent indicates that wn is concatenated n times.
Proof. (i) This follows from noticing that 1 2 3 · · · nmaximizes both inv(w) and
Neg(w) for w ∈ Bn. Indeed, since every pair (i, j) with 1 ≤ i < j ≤ n is an
inversion pair and Neg(1 2 3 · · · n) =￿ni=1 i = ￿n+12 ￿, we have that
￿(1 2 3 · · · n) =
￿
n
2
￿
+
￿
n+ 1
2
￿
= n2
= |T (Bn)|.
Therefore, by [7, Proposition 2.3.2(iv)] we have 1 2 3 · · · n = wBn0 .
(ii) In one-line notation, wn = 2 3 · · · n 1, and for i ≥ 2, j ∈ [n], we have
(wn)
i(j) =

(wn)i−1(j) + 1 if 1 ≤ j ≤ n− i,
1 if j = n− i+ 1, and
(wn)i−1(j)− 1 if n− i+ 2 ≤ j ≤ n.
Thus (wn)n = 1 2 · · ·n = wBn0 .
One can find a relatively nice description of a reflection order on T (Bn), in
the same spirit as the one presented for type A. Such a description is given by
the following lemma.
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Lemma 5.2.8. Let a ∈ [n] and let Ta be the linear order given by
(a a) < (a a+ 1)(a a+ 1) < · · · < (a n)(a n) <
< (a 1)(1 a) < (a 2) < (2 a) < · · · < (a a− 1)(a− 1 a).
In particular, T1 is
(1 1) < (1 2) (2 1) < (1 3)(3 1) < · · · < (1 n)(n 1),
and T2 is
(2 2) < (2 3) (3 2) < (2 4)(4 2) < · · · < (2 n)(n 2) < (2 1)(1 2).
Then
T1 < T2 < · · · < Tn
is a reflection order on T (Bn).
Proof. Consider the reverse of the reduced expression we found for wBn0 in the
previous lemma. This is also a reduced expression for wBn0 by uniqueness of the
longest-length element. The order above is induced by said expression.
Proposition 5.2.9. ￿T (Bn)(w
Bn
0 ) = n.
Proof. Notice that a reflection of type II changes the sign of either zero or two
elements in [n] and swaps them. So at least another reflection must be used to
place them back in their respective order. That is, at least two reflections of type
II are needed to place two elements in [n] in their positions inwBn0 . Hence at least
2m reflections of type II are needed to place 2m elements of [n] in their position
in wBn0 , with 0 ≤ m ≤ ￿n2 ￿, and after that n− 2m reflections of type I are needed
to place the remaining n− 2m elements in their position in wBn0 . So ￿T (Bn) ≥ n.
Now, notice that (1 1)(2 2) · · · (n n) = wBn0 , and so ￿T (Bn)(wBn0 ) ≤ n.
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Lemma 5.2.10. For σ ∈ Bn, let
fB(σ) = |{i ∈ [n] | σ(i) =wBn0 (i) = i}|+
+ |{(i, j) ∈ [n]× [n], i < j | (σ(i),σ(j)) ∈ {(j, i), (j, i)}|
and
gB(σ) = min{￿ : there exists t1, t2, . . . , t￿ with t1t2 . . . t￿σ = wBn0 }.
Then fB(σ) = i =⇒ gB(σ) ≥ n− i for 0 ≤ i ≤ n.
Proof. We proceed by reverse induction. The case i = n holds, since gB is a
nonnegative function. Suppose that the statement holds for i. We now show
that it also holds for i−1. Let σ ∈ Bn with fB(σ) = i−1. Consider t1, t2, . . . , t￿ ∈
T (Bn) with t1t2 · · · t￿σ = wBn0 and ￿ = gB(σ). Notice that there exists m with
fB(t￿−m+1 · · · t￿−1t￿σ) = i, since fB(t1t2 · · · t￿σ) = n and a reflection can fix at
most one element in its position in wBn0 or create a pair (i, j) that is sent to (j, i)
or (j, i). The last equality yields gB(σ) = ￿ ≥ k +m− i ≥ k + 1− i.
Let t1, t2 be two reflections of type II satisfying {t1, t2} = {(k l)(k l), (k l)(k l)}
for some k, l with 1 ≤ k < l ≤ n. Then we see that t1t2(k) = t2t1(k) = k and
t1t2(l) = t2t1(l) = l. We call the pair t1, t2 a good pair. Good pairs play a special
role in the shortest paths in B(Bn), as seen in the theorem below.
Proposition 5.2.11. If t1t2 . . . tn = wBn0 , then:
(a) For every i ∈ [n] either ti is of type I or there exists j ∈ [n], i ￿= j so that ti, tj is a
good pair.
(b) titj = tjti for all i, j ∈ [n].
(c) (tτ(1), tτ(2), . . . , tτ(n)) is a path in B(Bn) for all τ ∈ An−1.
Proof. (a) Suppose that some reflection in {t1, . . . , tn} is of type II, say ti =
(k l)(k l), and suppose that there is no tj so that ti, tj is a good pair. Since
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wBn0 (k) = k and w
Bn
0 (l) = l, there must be another reflection tm that is not dis-
joint from ti. Without loss of generality, we can assume that {ti, tm} = {tn−1, tn}.
Since tn−1, tn is not a good pair, then fB(tn−1tn) = 0. Hence gB(tn−1tn) ≥ n,
which contradicts t1t2 · · · tn = wBn0 .
(b) Notice that since all the reflections in t1 · · · tn = wBn0 of type I are distinct,
they commute with each other. Furthermore, if ti, tj are a good pair, then they
also commute. We need to verify that (i) if ti, tj are of type II and not a good pair,
then they are commuting reflections, and (ii) if ti, tj are of mixed types, then they
commute. Using the Shifting Lemma again, we can assume that the reflections
in both cases are tn−1 and tn. Suppose that tn−1 and tn do not commute. In both
(i) and (ii) we see that fB(tn−1tn) = 0, and so gB(tn−1tn) ≥ n by Lemma 5.2.10,
which contradicts t1t2 · · · tn−1tn = wBn0 .
(c) For i ∈ [n], let wi = t1t2 · · · ti. Notice that from (b) it is enough to prove
that ￿(wm) > ￿(wm−1) for 1 < m ≤ n. We have the following cases:
1. tm is of type I, say tm = (j j), with j ∈ [n]. (a) and (b) give that no other
reflection involves the element j, and so wm−1(j) = j. Furthermore, we
have that wm(k) = wm−1(k) for k ∈ [n] \ {j}. Now,
• If (i, j) is an inversion pair of wm−1, then i < j and wm−1(i) >
wm−1(j) = j, which gives that wm−1(i) > 0. So wm(i) = wm−1(i) >
j = wm(j), and the pair (i, j) is also an inversion pair of wm. Since
Neg(wm) = Neg(wm−1) + j, we have that ￿(wm−1) < ￿(wm).
• If (j, i) is an inversion pair of wm−1, then j < i and wm−1(j) = j >
wm−1(i). Suppose that (j, i) is not an inversion pair of wm. There are
at most j−1 such inversion pairs (j, i) of wm−1, since 1 < wm−1(i) < j.
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On the other hand, notice that Neg(wm) = Neg(wm−1) + j. So
￿(wm)− ￿(wm−1) = inv(wm) + Neg(wm)− (inv(wm−1) + Neg(wm−1))
≥ inv(wm−1)− (j − 1) + (Neg(wm−1) + j)− (inv(wm−1)+
+ Neg(wm−1))
≥ 1.
2. tm is of type II but does not change any element’s signs, say tm = (i j)(i j)
with 1 ≤ i < j ≤ n. Then by the same argument as in the proof of Propo-
sition 5.2.6 (c), we have that ￿(wm) > ￿(wm−1).
3. If tm = (i j)(i j), with 1 ≤ i < j ≤ n; that is, tm swaps i and
j and changes their sign. (a) and (b) give that (wm−1(i), wm−1(j)) ∈
{(i, j), (j, i)}, (wm(i), wm(j)) ∈ {(j, i), (i, j)}, and wm−1(k) = wm(k) for
k ∈ [±n] \ {±i,±j}. Then
• If (k, i) is an inversion pair of wm−1 then k < i and either wm−1(k) > i
or wm−1(k) > j. In either case (k, i) is also an inversion pair of wm
since wm(k) = wm−1(k) > 0 and wm(i) < 0. Further, Neg(wm) =
Neg(wm−1) + i+ j, and so ￿(wm−1) < ￿(wm).
• If (i, k) is an inversion pair of wm−1 then i < k and either i > wm−1(k)
or j > wm−1(k). If we assume that (i, k) is not an inversion pair of wm,
then in the former case, there are at most i − 1 pairs lost, and in the
latter there are at most j−1. However, since Neg(wm) = Neg(wm−1)+
i+ j, we still have that ￿(wm−1) < ￿(wm).
• If (j, k) is an inversion pair of wm−1 then j < k and either j > wm−1(k)
or i > wm−1(k). If we assume that (j, k) is not an inversion pair of wm,
then in the former case, there are at most j − 1 pairs lost, and in the
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latter there are at most i− 1. However, since Neg(wm) = Neg(wm−1)+
i+ j, we still have that ￿(wm−1) < ￿(wm).
• If (k, j) is an inversion pair of wm−1 then k < j and either wm−1(k) > j
or wm−1(k) > i. In either case (k, j) is also an inversion pair of wm
since wm(k) = wm−1(k) > 0 and wm(j) < 0. Further, Neg(wm) =
Neg(wm−1) + i+ j, and so ￿(wm−1) < ￿(wm).
In all cases, we have the desired result.
The previous proposition says that SP (Bn) is (isomorphic to) the union of
Boolean posets of rank n, one for each set {t1, t2, . . . , tn} with t1t2 · · · tn = wBn0 .
As an example, Figure 5.1 illustrates that SP (B2) is the union of two Boolean
posets. In general, one can compute the number of Boolean posets in SP (Bn).
Number of Boolean posets in SP (Bn)
Let bn be the number of Boolean posets inBn. We obtain a Boolean poset for each
set {t1, . . . , tn} with t1t2 · · · tn = wBn0 . It is easy to see that b1 = 1 and b2 = 2 (see
Figure 5.1). For n ≥ 2, notice that if t1t2 · · · tn(1) = 1, then by Proposition 5.2.11
there are two possible cases: (i) there exists tj = (1 1) or there exists a good pair
of reflections of the form (1 k)(k 1), (1 k)(k 1). There are bn−1 such reflections
in case (i) and (n− 1)bn−2 in case (ii). So bn satisfies the recurrence relation
bn = bn−1 + (n− 1)bn−2
with initial conditions b1 = 1 and b2 = 2. Notice that this count is the same as
the number of partitions of a set of n distinguishable elements into sets of size 1
and 2.
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It is easy to see that
bn = 1 +
￿n2 ￿
j=1
1
j!
j−1￿
i=0
￿
n− 2i
2
￿
.
5.2.3 The poset SP (Dn)
As in the previous section, we use the combinatorial description of Dn and
T (Dn) in [7] Section 8.2.
Dn, with n > 1, is the group of signed permutations with an even number of
negative elements (e,g, 1 2 3 is an element in D3 whereas 1 2 3 is not). Like Bn,
if σ ∈ Dn then σ(−i) = −σ(i) for i ∈ [±n].
The reflections of Dn are given by
T (Dn) = {(i j)(i j) : 1 ≤ i < |j| ≤ n},
that is, the reflections of Dn are the reflections of Bn of type II. In particular,
notice that |T (Dn)| = n2 − n.
Lemma 5.2.12. (i) wDn0 is given by
wDn0 =

1 2 3 · · · n if n is even, and
1 2 3 · · · n if n is odd.
(ii) Let s0 = (1 2)(2 1) and si = (i i + 1)(i+ 1 i) for 1 ≤ i < j ≤ n. Then
wDn0 = (wn)
n−1, where wn = s0s1 · · · sn−1.
Proof. (i) By [7, Proposition 8.2.1], w ∈ Dn is given by
￿(w) = inv(w) + Neg(w)− neg(w),
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where neg(w) def= |{i ∈ [n] : w(i) < 0}|. Hence
￿(1 2 3 · · · n) =
￿
n
2
￿
+
￿
n+ 1
2
￿
− n
= n2 − n
= |T (Dn)|.
Similarly,
￿(1 2 3 · · · n) =
￿
n
2
￿
+
￿￿
n+ 2
2
￿
− 1
￿
− (n− 1)
= n2 − n
= |T (Dn)|,
and the result follows.
(ii) In one-line notation, wn = 1 3 4 · · · n 2. Then for i ≥ 2 and j ∈ [n], we
have that
(wn)
i(j) =

1 if j = 1with i odd,
1 if j = 1with i even,
(wn)i−1(j) + 1 if 2 ≤ j ≤ n− i,
2 if j = n− i+ 1, and
(wn)i−1(j)− 1 if n− i+ 2 ≤ j ≤ n.
Therefore, it follows hat (wn)n−1 = wDn0 .
Proposition 5.2.13. ￿T (Dn)(w
Dn
0 ) = n if n is even, and ￿T (Dn) = n− 1 if n is odd.
Proof. Same as for Proposition 5.2.9, but only using reflections of type II. No-
tice that that for n even, r1r￿1r2r￿2 · · · rkr￿k = wDn0 , where k = n/2 and ri =
(2i − 1 2i)(2i 2i − 1), r￿i = (2i − 1 2i)(2i 2i− 1) 1 ≤ i ≤ n/2. Similarly,
for n odd, we have that t1t￿1t2t￿2 · · · tkt￿k = wDn0 , where k = (n − 1)/2 and
ri = (2i 2i+ 1)(2i+ 1 2i), r￿i = (2i 2i+ 1)(2i+ 1 2i), 1 ≤ i ≤ (n− 1)/2.
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Lemma 5.2.14. For σ ∈ Dn with n even, define
fD(σ) = |{i ∈ [n] | σ(i) =wDn0 (i) = i}|+
+ |{(i, j) ∈ [n]× [n], i < j | (σ(i),σ(j)) ∈ {(j, i), (j, i)}|
and for n odd, define
fD(σ) = |{i ∈ [n] \ {1} | σ(i) =wDn0 (i) = i}|+
+ |{(i, j) ∈ [n]× [n], i < j | (σ(i),σ(j)) ∈ {(j, i), (j, i)}|.
Moreover, let
gD(σ) = min{￿ : there exists t1, t2, . . . , t￿ wih t1t2 . . . t￿σ = wDn0 }.
Then fD(σ) = i =⇒ gD(σ) ≥ m − i for 0 ≤ i ≤ m and m = n if n is even,
m = n− 1 if n is odd.
Proof. Same as in Lemma 5.2.10, using only reflections of type II.
Proposition 5.2.15. Suppose that t1t2 . . . tm = wDn0 , where m = n if n is even and
m = n− 1 if n is odd. Then:
(a) For every i ∈ [m] there exists j ∈ [m], i ￿= j so that ti, tj is a good pair.
(b) titj = tjti for all i, j ∈ [m].
(c) (tτ(1), tτ(2), . . . , tτ(m)) is a path in B(Dn) for all τ ∈ Am−1.
Proof. The proof for (a) and (b) is the same as in Proposition 5.2.11, but only
using reflections of type II.
For (c), even though the length function is not the same as described in
the proof of Proposition 5.2.11(c), we recall that B(Dn) is the induced graph
of B(Bn) on the elements of Dn by Proposition 8.2.6 in [7].
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Number of Boolean posets in SP (Dn)
Let dn be the number of Boolean posets in SP (Dn) for each set {t1, t2, . . . , tn} ⊂
T (Dn) with t1t2 · · · tn = wDn0 . Counting these subsets is equivalent to counting
the partitions of [n], if n is even, or [n−1], if n is odd, into subsets of two elements
(these represents the good pairs). That is,
dm =
1
￿m2 ￿!
￿m2 ￿−1￿
i=0
￿
m− 2i
2
￿
wherem = n if n is even, andm = n− 1 if n is odd. Sincem is even, notice that
this is the same as counting the number of partitions of [m] into sets of size 2.
5.2.4 Finite dihedral groups
Let I2(m),m ≥ 1 be the dihedral group of order 2m with generating set {s1, s2},
and let T = T (I2(m)) its reflection set. If n is odd, then
wI2(m)0 = s1s2s1 · · · s1￿ ￿￿ ￿
m
= s2s1s2 . . . s2￿ ￿￿ ￿
m
is a reflection, and so ￿T (w
I2(m)
0 ) = 1. Hence SP (I2(m)) is isomorphic to the
Boolean poset of rank 1, ifm is odd.
The case where m is even is more interesting, as wI2(m)0 ￿∈ T . We readily see
that ￿T (w
I2(m)
0 ) = 2, since for instance w
I2(m)
0 = s1 s2s1 · · · s2￿ ￿￿ ￿
m−1
. Thus SP (I2(m)) is
the union of Boolean posets of rank 2, ifm is even.
Fix wI2(m)0 to start with s1. We now count number of Boolean posets in
SP (I2(m)) for m even. This number is the same as the number of sets {t1, t2}
with t1t2 = w
I2(m)
0 . There is one such set for each element of odd rank that starts
with s1, since for each such element t1 there exists a unique element t2 with
t1t2 = w
I2(m)
0 . Since there are m2 such elements, there are
m
2 Boolean posets in
SP (I2(m)).
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5.3 Exceptional Coxeter groups
5.3.1 F4, H3, H4 and E6
We were able to verify through computer search that the the results in the pre-
vious sections also worked for the following exceptional groups: F4, H3, H4, E6.
That is, the shortest path posets for these groups are the union of Boolean posets
of rank the absolute length of the longest wordwW0 . We summarize the results in
Table 5.1. The computer search was done using Stembridge’s coxeter Maple
package [25], and it basically consisted of finding all shortest paths and verify-
ing the analogous of Propositions 5.2.6, 5.2.11, 5.2.15 for those groups; that is,
that the paths are given by reflections that are fully commutative.
An interesting observation is that the three Boolean posets that form SP (E6)
are almost disjoint, sharing only e and wE60 (the bottom and top elements of each
poset).
5.3.2 E7 and E8
For E7 and E8 we were not able to verify by computer that the shortest paths
form a union of Boolean posets, since it involved more computer power (or a
better code) than was available to us. However, we can argue that this is indeed
the case using geometric arguments. Let (W,S) be Coxeter system, and consider
the geometric representation ofW , σ : W ￿→ GL(V ), where V is a vector spacewith
basis Π = {αs | s ∈ S} (Π is called the set of simple roots). It is shown in [22]
Section 5.4 that σ is a faithful representation.
The root system of the Coxeter system (W,S) is the set Φ = {σ(w)(αs) : s ∈
S,w ∈ W}. Let β ∈ Φ, then β = ￿s∈S csαs. It is a well-known result that either
cs ≥ 0 or cs ≤ 0 for all s ∈ S. In the former case we say that β is a positive root,
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and in the latter case we say that β is negative root. The set of positive roots is
denoted by Φ+ and the set of negative roots is denoted by Φ−. It is also a well
known fact (Proposition 4.4.5 in [7]) that there is a bijection between the set of
reflections ofW , T (W ) and Φ+ given by t = wsw−1 ￿→ σ(w)(αs).
Finally , we shall use the fact that σ(wEn0 ) = −Id, where Id is the identity
matrix of dimension n, and n = 7, 8. We point out that σ(wE60 ) ￿= −Id, and thus
rank(SP (E6)) < 6. For details, see [10] Chapter VI, §4.10 and §.11. With this in
mind we can show the following proposition.
Proposition 5.3.1. For En, where n = 7, 8 we have that:
(a) ￿T (wEn0 ) = n.
(b) If wEn0 = t1t2 · · · tn then titj = tjti for all i, j ∈ [n].
(c) (tτ(1), tτ(2), . . . , tτ(n)) is a path in B(En) for all τ ∈ An−1.
Proof. (a) Since a reflection fixes a hyperplane, the product of k reflections fixes
the intersection of the k hyperplanes that are fixed by each reflection. This in-
tersection has codimension at most k, and so it’s not empty unless k ≥ n. In
particular, σ(wEn0 ) = −Id leaves no points fixed (except for 0) and so cannot
be written as a product of fewer than n reflections; that is ￿T (wEn0 ) ≥ n. More-
over by Carter’s Lemma (Lemma 2.4.5 in [1]), we have that ￿T (wEn0 ) ≤ n. Thus
￿T (w
En
0 ) = n.
(b) Now consider −Id = st1st2 · · · stn , where σ(ti) = sti for 1 ≤ i ≤ n are
the reflections (in V ) with respect to the hyperplanes H1,H2, . . . ,Hn that are
perpendicular to the unit vectors v1,v2, . . . ,vn. The space fixed by the prod-
uct st1st2 · · · stn−1 is Rvn (since the product of everything is −Id) which has co-
dimension n− 1 and then by the previous argument,
￿
i<n
Hi = Rvn,
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that is, vn ∈ Hi for all i < n. Hence, vi ⊥ vn, which means that tn commutes
with ti for i < n. By the Shifting Lemma, we have that any two reflections ti, tj
commute.
(c) Let t1 · · · tn = wEn0 . We are going to show that ￿(t1t2 · · · tk) > ￿(t1t2 · · · tk−1)
for 1 < k ≤ n. As before, let sti = σ(ti) be the reflection on V corresponding to ti
about the hyperplaneHi, and let vi be the normal vector toHi. Since vi ⊥ vj for
all i ￿= j, we have that st1st2 · · · sti−1(αi) = αi, where αi ∈ Φ+ is the positive root
corresponding to ti. Thus by Proposition 4.4.6 in [7], we have that ￿(t1t2 · · · ti) >
￿(t1t2 · · · ti−1) for 1 ≤ i ≤ n.
As a consequence of the above theorem, SP (E7) and SP (E8) are both formed
by the union of Boolean posets that share at least the bottom and top elements.
We are now done with the proof of Theorem 5.1.1.
Number of Boolean posets in SP (E7) and SP (E8)
To count the number of paths (chains) in SP (En)where n = 7, 8we simply count
the number n-tuples of perpendicular roots, since σ(wEn0 ) = −Id. Each one of
these n-tuples up to signs and permutations represents a Boolean poset. Direct
computation yields 135 Boolean posets in SP (E7) and 2025 Boolean posets in
SP (E8). These results are included in Table 5.1.
Remark 5.3.2. The above geometric argument can be used to obtain the results
proven in Section 5.2. As was the case in the previous proofs, each group type
requires its own geometric argument, since σ(wW0 ) is different for each case
(see [10] Chapter VI, §4.10 and §.11).
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5.4 Lowest-degree terms of the complete cd-index of finite Cox-
eter groups
Recall that the highest degree terms of ￿ψu,v(c,d) coincide with the terms of
ψ([u, v]), as discussed in Subsection 3.1.1. Here we compute the lowest degree
terms of ￿ψe,wW0 (c,d).
Let ψ(Bn) be cd-index of the Boolean poset Bn (so Bn is the poset of subsets
of [n] ordered by inclusion). We can use Theorem 5.2 in [20] to compute ψ(Bn).
First ψ(B1) = 1 and for n > 1,
ψ(Bn) = ψ(Bn−1) · c+G(ψ(Bn−1)) (5.3)
where G is is the derivation G(c) = d and G(d) = cd. In particular, we have
that ψ(B2) = c, ψ(B3) = c2 + d, ψ(B4) = c3 + 2cd+ 2dc, and so on.
Propositions 5.2.6, 5.2.11 and 5.2.15, and the results and computer search of
Section 5.3 give that for a finite Coxeter groupW , the corresponding SP (W ) is
the union of Boolean posets (that share at least the bottom and top elements).
So any interval in SP (W ) belongs to a Boolean poset corresponding to a set
R = {t1, t2, . . . , t￿} ⊂ T (W ) with ￿T (W )(wW0 ) = ￿ and t1t2 · · · t￿ = wW0 . Thus
any interval of SP (W ) (thought of as paths in B(W ) labeled with T (W ), where
T (W ) is ordered by a reflection ordering) has a unique chain (path) with empty
descent set. Hence counting descent sets in the chains given by R is the same as
counting the flag h-vector of the Boolean poset of rank ￿.
As a consequence, the lowest-degree terms in the complete cd-index of W
add up to a multipleN of the cd-index of the Boolean poset of ranks ￿T (W )(wW0 ).
N is the number of Boolean posets in SP (W ); that is, the number of sets
{t1, . . . , t￿T (wW0 )} with t1t2 · · · t￿T (wW0 ) = wW0 . These terms can be computed with
the information provided in (5.3) and Table 5.1. So we have
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Theorem 5.4.1. Let W be a finite Coxeter group, αW is the number of Boolean posets
that form SP (W ) and ￿0 = ￿T (wW0 ). Then lowest degree terms of ￿ψe,wW0 (c,d) are given
by αWψ(B￿0).
In particular, the lowest-degree terms of ￿ψe,wW0 are minimized by ψ(B￿0).
Table 5.1: Finite coxeter groups W , rk(SP (W )), and the number of Boolean
posets in SP (W )
W rk(SP (W )) # of Boolean posets in SP (W )
An ￿n+12 ￿ 1
Bn n bn
Dn n if n is even; n− 1 if n is odd dn
I2(m) 2 ifm is even; 1 ifm is odd m2 ifm is even; 1 ifm is odd
F4 4 24
H3 3 5
H4 4 75
E6 4 3
E7 7 135
E8 8 2025
We finish this chapter with the following remark: Each connected com-
ponent given by FLIP(SP (W )) corresponds to exactly one Boolean copy of
SP (u, v). For instance for Figure 5.1, FLIP generates four connected components
corresponding to the four copies of B3. The colors in the figure represents the 4
different components.
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