We obtain some oscillation criteria for the Hamiltonian difference system
Introduction and preliminary results
Consider the linear Hamiltonian difference system fin Ay(t) = B(t)y(t+l) + C(t)z(t), Here x £ I is a finite or infinite interval, A, B, C are continuous dxd matrix-valued functions, and y, z are d x 1 vector functions. Many of the results for (1.4) may be found in the book of Coppel [2] , and in [4, 5] it was shown that discrete analogues of many of these results may be obtained. Related work on symmetric three-term recurrences may be found in [1] and the references therein. In this paper, we shall obtain some oscillation and disconjugacy criterion for (1.1), (1.2) and, as a consequence of our results, shall prove a generalization of a conjecture of Peterson and Ridenhour [7] . We recall some notation and definitions. We say (1.1) is disconjugate on [M-l, N+l] iff for any nontrivial prepared solution {y(t), z(t)} of (1.1) there exists at most one integer p £ [M - 1, N] such that either y*(p)C~l(p)(I-B(p))y(p+l) < 0 when y(p) ^ 0 or y(p) = 0. Recall that a solution {y(t), z(t)} of (1.1) is said to be prepared if y*(t)z(t) is real valued and that a solution {Y(t), Z(t)} of (1.2) is said to be prepared if Y*(t)Z(t) is Hermitian. We say a prepared solution of (1.2) is a conjoined basis if Rank[£('h = d, and it is said to be recessive at oo if there exists an integer Mo for which converges for every unit vector u. Equation (1.1) is said to be eventually disconjugate in case there exists an integer M0 such that (1.1) is disconjugate on [Mo -I, Nx -\-1] for all integers Nx > M0.
We introduce the following quadratic forms: License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We introduce the further notation: A+ := {U £ A: there is a t0, M -1 < t0 < N -1, such that Y(t0) = 0 and Y(to + 1) is nonsingular or there is M + 1 < to < N + 1 such that Y(to) = 0 and Y(to-1) is nonsingular}.
We say q is positive on Q provided q[u] > 0 for all u £Q and q = 0 iff u = 0; Q is positive definite on A provided, for all U £ A, Q[U] > 0 and Q = 0 iff U = 0; Q is strictly positive on A+ if Q[U] > 0 for all U £ A+ .
The following results were established in [4, 5] : The first theorem may be regarded as a discrete version of the "Reid Roundabout Theorem" (cf. Ahlbrandt [1] )-Theorem 1. The following are equivalent:
is positive definite on A and strictly positive on A+. (iv) There exists a Hermitian solution of the Riccati equation (3) (ii) there exists a solution no -{Yo(t), Z0(t)} of (1.2) which is recessive at oo; (iii) if nx -{Yx(t), Zx(t)} is any prepared solution of (1.2) such that Z0*(t)Yx(t) -Y0*(t)Zx(t) is invertible, then nx is a dominant solution of (1.2) and Yl~x(t)Yo(t) -> 0 (zero matrix) as t -> oo.
By using Theorem 1, one can obtain a comparison theorem between the two systems:
, o,
where we make the assumption on (1.8), as (1.1). Denote
The following is then a generalized Sturm Comparison Theorem. Proof. For ux = {yx(t), zx(t)} with yx(M-1) = 0 = yx(N + 1) and Ayx(t) = Bx(t)yx(t+ l) + Cx(t)zx(t), i.e., zx(t) = Cf1(0(Ayi(0-5i(0yi(r-l-1)), we have Definition. The Hamiltonian matrix difference system (1.2) is said to be nonoscillatory if for each conjoined basis {Y(t), Z(t)} there exists an integer to such that, for t > to > M -1, we have Y*(t)C-x(t)(I -B(t))Y(t + I) > 0.
Otherwise we say it is oscillatory.
From Theorem 1, we know if (1.2) is nonoscillatory, then (1.1) is eventually disconjugate. If we suppose that there is a Hermitian solution W(t) of (1. Xi(C-x(t))>X2(C~x(t))>.-->Xd(C-x(t)).
We introduce the following conditions which will be used in subsequent results:
(Sx) limsup^005-1-a(r)EUo^)^+ 1) < +°°;
(S2) limsup,^ S~a(t)L(t) < +00; where a > 0.
Similar to [3] , we can prove I -B(t0) ).
Proof. Since (1.2) is nonoscillatory, there exists a sufficiently large integer to and a Hermitian matrix solution of (1.11) with C~x(t) + W(t) > 0 for t > t0 ■ Taking the summation of both sides of (1.11) from to to t, we obtain License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. Suppose not, i.e., suppose (1.2) is nonoscillatory. Then by Theorem 2 there exists a solution [Y(t), Z(t)\ of (1.2) and an integer to such that oo (1.14) 5^(y(f)(/ -B(t))Y(t + l))~x = x (constant matrix). t=to We are going to prove that Y*(t)(I -B(t))Y(t + I) is decreasing. To see this, observe that Next we consider two matrix systems:
We make the same assumption on (1.17), as (1.8),. Using Theorem 3, it is easy to show: Theorem 9. If (I.I7)x is nonoscillatory and D2(t) > Dx(t) for t > t<j > M -1 for some integer to, then (1.17)2 is nonoscillatory as well.
Next we wish to consider certain subsystems of (1.2). To this end we denote R = {ix,i2, ... , ik}, 1 < ix < i2 < ■■■ < ik for t > to > M of (1.3) which satisfies 1^,^00(^(0 + C~x(t)B(t)) = 0; furthermore, C~x(t)B(t) is bounded.
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