We have chosen a reduced set of 18 ionization rate equations (for ions of H, C, N, O, S and Ne), which allow us to obtain a moderately accurate estimate of the non-equilibrium radiative cooling function. We evaluate the accuracy of this approach by comparing our cooling function with previous calculations, computed with a more extended set of ions, for the case of gas that cools from a high temperature at constant density. We also compute steady, plane shock models, which we find to compare well with models calculated with much more detailed microphysics.
Introduction
Both axisymmetric and three-dimensional (3D) numerical simulations of Herbig-Haro (HH) flows have been carried out during the past 10 years. These flows are more difficult to compute than extragalactic jets because of the importance of the radiative cooling for the dynamics of HH jets. The cooling distances are usually short, which makes them difficult to resolve in numerical simulations using standard methods. It is even more difficult to predict the observational characteristics of the computed flows, since the line emission depends on the detailed density, temperature and non-equilibrium ionization structure of the post-shock gas.
The axisymmetric and 3D simulations found in the literature are based on different approximations of the ionization state and cooling rate of the flow:
(i) Raga & Böhm (1987) , Raga et al. (1988) and Raga (1988) assumed that the ionization state of the gas is given by the coronal ionization equilibrium condition (which is clearly incorrect for the post-shock cooling regions), and used a cooling rate consistent with this assumption.
(ii) Blondin, Königl, & Fryxell (1989) and Blondin, Fryxell, & Königl (1990) used a "non-equilibrium" cooling function, which was computed by Kafatos (1973) for a parcel cooling at constant density from a high temperature. While this cooling rate might mimic some of the non-equilibrium ionization effects found in a recombination region of a shock wave, it is unclear to what extent it departs from a more consistently computed cooling function. Also, these authors quite surprisingly assumed that the gas consists of fully ionized hydrogen (regardless of position), not including the effect of partial ionization on the gas pressure. This assumption leads to a very high cooling rate at low temperatures. To avoid this Blondin et al. introduced an artificial cutoff temperature of ∼ 10 4 K below which the cooling function was set to zero. An apparently almost identical approach was taken by Gouveia dal Pino & Benz (1993 , 1994 and Chernin et al. (1994) .
(iii) Stone & Norman (1993ab, 1994ab) explicitly computed the non-equilibrium ionization state of hydrogen (integrating a single ionization rate equation), and used this to obtain the electron density and the densities of the "ionized" and "neutral" components of the gas. These densities were then used to compute an approximate cooling rate. It appears that Stone & Norman neglected cooling due to collisional ionization of hydrogen, leading to an unrealistically high state of ionization behind shocks with velocities ≤ 100 km s −1 (moving into mostly neutral gas). An equivalent approach was taken by Raga (1994) , Falle & Raga (1995) , Biro, Raga, & Cantó (1995) , though these authors included cooling due to collisional ionization of hydrogen, and in some cases also cooling due to the presence of H 2 molecules.
The axisymmetric, nonadiabatic simulations made previously by Ròżyczka & TenorioTagle (1985) apparently used an approach similar to the ones described in (i) or (ii) However, they do not give an extensive description of their treatment of the cooling.
While these three approaches result in a more or less correct description of the dynamical characteristics of the flow, their approximate treatment of the ionization and cooling is likely to lead to unrealistic predictions of the emitted spectrum. Also, the numerical resolution of the post-shock flow in these calculations is too coarse to obtain reliable predictions of the emitted spectrum. The lack of resolution can to some extent be solved by computing only a limited region of an HH flow (as in the bow shock models of Raga & Böhm 1987) and/or using an adaptive computational grid as done by Falle & Raga (1993 and Raga (1994) .
Because of these limitations, most of the detailed comparisons between model predictions and observations of HH objects have been based on applications of "quasi-1D" bow shock models (e.g., Hartmann & Raymond 1984; Choe, Böhm, & Solf 1985; Raga & Böhm 1985 , 1986 Hartigan, Raymond, & Hartmann 1987; Hartigan, Raymond, & Meaburn 1990) . In these models, a surface that approximately reproduces the shape of the bow shock is considered, and the emission from the post-shock region is computed by assuming that the surface locally has an emission identical to the one from a plane, steady shock of the corresponding shock velocity. These plane shocks allow a detailed treatment of ionization, cooling and radiative transfer effects (see, e.g., Raymond 1979; Hartigan et al. 1987) . It is thought (though not proven) that this approximate approach is valid for flow parameters that produce cooling distances which are much shorter than the radius of the bow shock. As it is unclear to what extent these quasi-1D models are realistic approximations of a bow shock, it is of obvious interest to calculate an axisymmetric, physically more realistic simulation of the flow. This is now computationally possible.
An example of this is the method for including non-equilibrium cooling in a gas dynamics code described by Frank & Mellema (1994a) . This code was used to study the formation and evolution of (largely) photo-ionized nebulae, such as Planetary Nebulae (Frank & Mellema 1994b , Mellema & Frank 1995 , Mellema 1995 . The success of this approach was one of the motivations for the current work. An important difference between their and our method (apart from the photo-ionization) is that they used analytical fits to the different cooling rates and atomic rates (see Balick, Mellema, & Frank 1993 ), whereas we use look-up tables which include more processes.
Another modern development helpful in studying the gas dynamics of problems with short cooling distances is the adaptive grid approach. An adaptive grid provides a huge improvement in both memory and computing time requirements, and makes it possible to carry out numerical simulations which include an extensive set of microphysical processes (e.g., rate equations describing ionization and/or chemical processes for a number of species). Clearly, such an approach results in a much more realistic description of both the flow and its observational characteristics.
We have selected a set of 18 ionization rate equations for the species necessary to obtain realistic cooling rates for shock velocities up to ∼ 200 km s −1 . This paper presents a detailed description of our ionization and cooling rate calculations, as well as a quantitative evaluation of the resulting cooling function ( §2). In §3 we then present results for a high-resolution, adaptive grid simulation of a bow shock formed around a rigid sphere, in which we have used our description of the ionization and cooling. The results from this simulation are used to illustrate the detailed characteristics of a radiative bow shock flow, and to compare with the results from a "quasi-1D" model. Finally, in Appendix A we present details of the ionization, recombination and cooling rates which we have used, including tables for the cooling rates. This should facilitate implementations of this network into other gas dynamic codes.
A simplified ionization and cooling rate network
We consider a reduced set of rate equations describing the time-evolution of the non-equilibrium ionization fractions of H II, C III-IV, N II-V, O II-V, S III-V and Ne II-V. We assume that C and S are always at least singly ionized, and complete this set of rate equations with the conservation condition for all of the ions of each element. The processes we include are collisional ionization, radiative and dielectronic recombination, and charge exchange processes of different ions with H and H + . A more detailed description of this is given in Appendix A.
The rate equations for the ions can be integrated in step with the appropriate dynamical equations. The resulting ion and electron densities can then be used to calculate the cooling rate L (energy per unit volume and time). In our prescription of L, we include hydrogen collisional excitation of Lyman-α, as well as radiative recombination and free-free emission. For the other ions we include collisional excitation of optical and ultraviolet lines. A complete tabulation of the cooling rate L iz /(n e n iz ) for each ion of species i and charge z is given in Tables 1-11 (see Appendix A) .
To test the accuracy of our reduced set of ions and the resulting cooling function, we computed the evolution of a parcel that cools at constant density from a high initial temperature. We have considered a parcel with a number density (atoms plus ions) n = 1 cm −3 , cooling from an initial temperature T 1 = 10 6 K, and recombining from coronal ionization equilibrium evaluated at this temperature. The same problem was studied by Innes (1985) , who, however, considered a much larger set of ions and lines. Figure 1 shows a comparison between the time-dependent cooling function using our reduced set of ionization rate equations, and the more complete calculation of Innes (1985) . At temperatures above 2 × 10 5 K our cooling function is lower than the one of Innes (1985) by a factor of ∼ 2. This is because our set of equations extends only to ions of ionization stage V. One more ionization stage is necessary to compute a model that starts at T 1 = 10 6 K. However, below 2 × 10 5 K, our simplified prescription results in a cooling function that deviates by less than 20 % from Innes (1985) .
Another interesting check of our reduced set of equations is to compute models of steady, planar shocks. We included the cooling function in the differential equation for the evolution of the enthalpy, which is integrated simultaneously with the ionization rate equations (see, e.g., Raymond 1979) . We have computed a set of models with a pre-shock density n 0 = 100 cm −3 , and shock velocities v s = 40, 60, 80, 100, 120, 140, 160 and 180 km s −1 . We have computed this set of models twice, one time for the case of a neutral pre-shock gas (except for C and S, which are always at least singly ionized, see above), and another for singly ionized H and O.
To compare with previous, more detailed shock wave models, we computed the distances at which the post-shock gas has cooled to 10 4 K and 10 3 K, d 4 and d 3 respectively. We plot these cooling distances as a function of shock velocity v s in Figure 2 .
In this figure, we have also plotted d 4 and d 3 for the shock models of Hartigan et al. (1987) . These authors considered a very extensive number of processes, and included a detailed treatment of the radiative transfer of ionizing radiation. Figure 2 includes the values of d 4 and d 3 for the two sets of shock models tabulated by Hartigan et al. (1987) . One of these corresponds to "self-consistent preionization" calculations in which the ionization state of the pre-shock gas is set in a self-consistent way by the ionizing radiation from the post-shock gas. In the second set ("fully preionized" models), it is assumed that the pre-shock gas has fully ionized hydrogen.
From Figure 2 , we see that the d 4 cooling distance calculated from our "fully preionized" models agrees very well for all shock velocities with the values obtained from the corresponding models of Hartigan et al. (1987) . A reasonably good agreement is also obtained for the d 3 cooling distance, except for v s = 40 km s −1 . For this velocity there is a discrepancy of a factor ∼ 3.
We find (see Fig. 2 ) that our "neutral pre-shock gas" models predict values of d 4 that are in reasonably good agreement with the values obtained from the "self-consistent pre-ionization" models of Hartigan et al. (1987) for shock velocities v s ≥ 80 km s −1 . Deviations by a factor of ∼ 4 are found for the two models with lower velocity. A reasonably good agreement is also found between the values of d 3 predicted from the shock models with v s ≥ 100 km s −1 , though discrepancies of a factor of ∼ 10 are found for lower velocities.
From this it is clear that our reduced set of ionization rate equations produces shock models that are quite similar to the much more detailed calculations of Hartigan et al. (1987) . The main deviations occur in the low temperature tail of the recombination region. Comparing the d 4 cooling distance with other codes (which all have more detailed treatments of ionization and cooling than ours), we find that our models appear to fall well within the quite broad range of predictions produced by these codes, as is clear from a comparison with the tabulations of Péquignot (1986) and Ferland et al. (1995) . As these tabulations of shock models do not include the d 3 cooling distance, it is not clear whether the discrepancies in d 3 between our code and the one of Hartigan et al. (1987) are particularly extreme (see above).
The main drawback of our approach is that we do not consider the radiative transfer of ionizing radiation. This limits us to treat pre-ionization as a free parameter, which is a shortcoming especially at shock velocities around v s ≈ 80-100 km s −1 (see, e.g., Shull and McKee 1979) . However, it is at the present stage premature to include radiative transfer of the diffuse ionizing radiation field in axisymmetric or 3D numerical simulations. This should be the objective for future simulations. Here we mainly test our reduced set of equations, which is a first step towards calculations which include proper radiative transfer.
A simulation of a radiative, blunt-body flow
We have implemented our ionization and cooling rate prescription in the axisymmetric, adaptive grid code Coral. Coral has been used quite extensively for computing HH flows, albeit with a more simplified treatment of the microphysical processes (see, e.g., Raga et al. 1995) .
In the present configuration, a set of 23 equations is integrated: the 4 gasdynamic equations, 18 equations for the atomic and ionic species, and 1 equation for an inert dye (which is used to trace material surfaces). This represents an increase by a factor of ∼ 3-5 in number of equations with respect to all previous numerical simulations of HH flows in the literature (see §1). With our formalism, we can calculate more realistic models of HH flows, especially in terms of the relevant atomic processes (see §2). As an illustration of this capability, we have chosen to compute a relatively simple, blunt-body flow, such as the one computed in the past by Raga & Böhm (1987) .
The supersonic, blunt-body flow problem is not a very realistic description of the flow expected in the ISM, but it has the clear advantage that a single, main shock (i.e., the bow shock) is produced. This simplicity allows a more detailed comparison with the results from planar shock and quasi-1D bow shock models. In future papers, we will present simulations of more complex flows (e.g., the working surface of a jet).
We have considered a rigid, spherical obstacle of radius R c = 10
16 cm interacting with a plane-parallel incident stream of gas of velocity v 0 = 80 km s −1 and temperature T 0 = 1000 K. This value for the velocity was chosen to be well under the limit of 100-120 km s −1 above which the post-shock region would become thermally unstable (see, e.g., Falle 1981; Raga & Böhm 1987) . The incident stream is assumed to have a hydrogen ionization fraction of 10 −3 , and a number density of n 0 = 2.63 cm −3 . For a steady, plane shock model with these parameters, one obtains a cooling distance d 4 = 10 15 cm= R c /10.
The calculation is started with the plane flow in contact with the surface of the obstacle. The system of equations is first integrated up to a time t 1 = 65 yrs in a domain of extent of 1.5 × 10 16 cm (in both the axial and radial directions) with a 5-level, binary adaptive (cylindrical) grid (see Raga et al. 1995) of minimum grid spacing ∆ = 5.86 × 10 13 cm (in both axial and radial directions, which would correspond to a uniform grid of 256 × 256 points for the chosen grid size). Then, the maximum resolution of the grid is doubled, so that ∆ = 2.93 × 10 13 cm, and the integration is continued until t 2 = 85 yrs. Finally, the resolution is doubled again, resulting in a minimum grid spacing ∆ = 1.46 × 10 13 cm, and the numerical integration is continued until t 3 = 105 yrs. The final flow (which we discuss in detail below) is therefore computed in a grid that corresponds to a uniform grid of 1024 × 1024 points. The adaptive grid at the end of the integration, however, has a filling factor of only 12 % (with respect to a uniform grid).
The temperature, density and pressure distributions of this numerical integration are shown in Figure 3 , along with a representation of the adaptive grid. One of the most striking features is that the flow is non-steady (this is apparent from Fig. 3 , even though this figure only shows a single snapshot). This result may at first seem surprising, since the flow parameters were chosen so as to produce a thermally stable bow shock (see above). However, a more thorough check shows that the non-steady features of the flow appear to be associated with a cool (1.0-1.5×10 4 K), dense layer that is formed around the head of the obstacle. The material in this dense layer flows outwards along the surface of the obstacle, and detaches from the obstacle when the cylindrical radius is r d ≈ 0.8-0.9 R c . The region between the detached layer and the obstacle is filled with low density, cool material. We speculate that the time-dependent features of the bow shock might be associated with "thin shell instabilities" developing in this dense, cool layer (Dgani, Van Buren, & Noriega-Crespo 1996) .
Another result that may seem surprising is that the standoff distance of the stagnation region is only ≈ 4.7 × 10 14 cm, which is roughly equal to 1/2 of the cooling distance d 4 = 10 15 cm for a steady, plane shock of the same pre-shock parameters. This goes against the standard expectation that the standoff distance should be approximately equal to d 4 .
However, a close look at the structure of the recombination region behind an 80 km s −1 , plane shock (as computed, e.g., by Raga 1989) shows that the d 4 cooling distance does not correspond to a point where a drastic compression occurs in the post-shock flow (as it does for shock velocities ≥ 120 km s −1 ). Actually, the largest compression occurs in the region where hydrogen is collisionally ionized right after the shock. As d 4 therefore does not have any clear dynamical significance, it is not surprising that the standoff distance does not have the same value as the cooling distance. This has quite interesting implications for the application of "quasi-1D" bow shock models (in which the post-bow shock emission is approximated with locally one-dimensional recombination regions, see §1). From the above discussion we would conclude that it is not possible to model bow shocks of velocities ≤ 100 kms with quasi-1D models, even when the cooling distance is much smaller than the bow shock radius. This is because the standoff distance is considerably smaller than the cooling distance. A substantial part of the emission is produced in regions where the streamlines are heavily curved, producing both dynamical and thermal structures which are different from the ones in a 1D shock model. This can be quantified to some extent by analysing cuts across the bow shock structure obtained from our numerical simulation. As shown in Figure 4 , we have chosen three cuts (a, b and c) across the flow, taken perpendicular to the bow shock at different distances from the symmetry axis.
The flow along the on-axis cut (a, see Fig. 4 ) is shown in Figures 5 and 6 . Figure 5 shows the temperature, number density and pressure, plotted as a function of a coordinate l, which is measured from the bow shock along the direction of the cut. The ordinate of the plot extends up to the position of the rigid body. Figure 6 shows the ionization fractions of H II, O II and O III along the same cut. Also shown in Figures 5 and 6 are the corresponding variables predicted from a steady, plane shock of the same pre-shock parameters.
If we compare the structure of the plane shock with the one measured along cut a (Figs. 4, 5 and 6), it is evident that the differences are not very large. The small observed differences could at least partially be due to the lower resolution of the axisymmetric simulation, resulting in inaccuracies in the computed structure of the cooling region. From this, we would conclude that the on-axis structure of the bow shock approximately corresponds to a plane shock model which is "truncated" at l ∼ d 4 /2.
The flow and ionization structure across cut b (see Fig. 4 ) are shown in Figures 7 and 8. These also include the corresponding variables as predicted from a plane shock of velocity v s = 66.4 km s −1 (which is the velocity that corresponds to the projection of the preshock velocity normal to the local bow shock surface). The other preshock parameters are identical to the ones of the bow shock model. Differences between the axisymmetric simulation and the plane shock model are now much more obvious than for cut a. At l ≈ 10 14 cm, the post-bow shock divergence of the streamlines results in densities that are substantially lower than the ones of a plane shock model (see Fig. 7 ). At l ≈ 10 15 cm, we start to see more highly ionized material (see Fig. 8 ). This is gas which has gone through the stronger shocks found closer to the symmetry axis and has then moved away towards the bow shock wings.
Finally, the flow and ionization structure across cut c (see Fig. 4 ) are shown in Figures 9 and 10. Here we also show the structure of a plane shock of velocity v s = 40.2 km s −1 (which corresponds to the projection of the preshock velocity normal to the local bow shock surface). We now find an almost complete lack of correspondence between the structures predicted from the numerical simulation and from the bow shock models, except immediately behind the shock. The bow shock model has a dramatically higher ionization than the plane shock at distances l ∼ 1.0-1.7 × 10 15 cm (Fig. 10 ). This partially ionized region has temperatures ranging between 1000-12000 K (Fig. 9) , and corresponds to gas that has gone through stronger shocks closer to the symmetry axis. This gas has a "frozen in" ionization state as a result of the adiabatic expansion that it has undergone in going around the rigid obstacle.
An interesting feature seen in cut b, and even more strongly in cut c, is the presence of a clear pressure gradient in the post-bow shock region (see Figs. 7 and 9), which is absent in the structures found from all plane shock models. This pressure gradient is due to the so-called "centrifugal effect", and is necessary for forcing the postshock material to follow a curved trajectory, along the surface of the obstacle.
It should be pointed out again that our simulation has the important limitation of corresponding to a bow shock formed around a rigid body (which is of course not very realistic for the case of a flow in the ISM). However, this simulation would be directly applicable for describing the early stages of the interaction of a high velocity, low density wind with a dense, spherical cloud. The evolution of this interaction, however, will lead to a clear deformation of the cloud (and to complex effects involving mixing between the wind and cloud material). All of these effects will clearly lead to more major departures (than the ones described above) from the simple picture invoked in a quasi-1D bow shock model.
Discussion
In this paper, we have presented a description of a reduced set of ionization rate equations, which has been devised for incorporating into 2D or 3D gasdynamic simulations of HH flows, but parts of which might be applied to other astrophysical flows as well (PNe, SN, etc.) . Through a comparison with the time-dependent cooling function of Innes (1985) , we find that the cooling function computed using only the contributions from our reduced set of ions is acceptably accurate in the 10 4 − 10 6 K temperature range.
We then compute steady, plane shock models with this ionization rate equation set, and compare the cooling distances found for shocks of velocities v s = 40 to 180 km s −1 with the corresponding predictions from the much more detailed models of Hartigan et al. (1987) . We again find a good agreement. From this comparison, we also find that the main limitation of our approach is that we do not include radiative transfer of the ionizing radiation. Unfortunately, this is crucial for determining the amount of preionization of the gas that enters the shock wave. At present we are forced to treat the preionization as a free parameter. As it is quite complex to incorporate radiative transfer in 2D or 3D gasdynamic simulations, we have not yet attempted to carry out this important step. This is left for a future study.
Finally, we present an axisymmetric simulation of a bow shock formed around a rigid obstacle. This problem was chosen because of the relative simplicity of the resulting shock structure, and also because of its relevance for HH flows. Even though the computed model has a relatively short cooling distance of 1/10 of the radius of the obstacle, we find that the recombination region behind the bow shock deviates quite radically from what is predicted from "quasi-1D" models, based on a superposition of oblique, 1D shock models.
Although this result cannot be directly applied to HH objects (which are not rigid obstacles), it does show that quasi-1D bow shock models are not really appropriate for describing flows of this type. For example, we find shorter standoff distances and higher ionization conditions in the wings than in these types of models. This would suggest that the results of the analysis of HH spectra using quasi-1D bow shock models should be used with some caution.
In order to carry out comparisons of our models with real HH objects we need to compute jet models of the type described in §1. With the details from the non-equilibrium ionization calculations, it will be possible to present the ionization stratification distribution, and using the velocity information, line profiles. In a second paper we will present the results of such an axisymmetric simulation and a detailed comparison with observations of HH objects.
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A. Appendix A
As discussed in §2, we have included the ions H I-II, C II-IV, N I-V, O I-V, Ne I-V and S II-V in the ionization rate equations and the cooling function. These ions constitute the major part of the cooling for temperatures of up to a few ×10 5 K, except for sulphur which was included because of its importance for nebular analysis. The abundances (by number) we have used are
and x S = 1.6 × 10 −5 . Except for hydrogen, these abundances correspond to average cosmic values. Helium was excluded since it is uninteresting for diagnostic purposes, and does not have a strong effect on the cooling. Obviously, this omittance also speeds up the calculations slightly. In our equation of state, we have assumed that the hydrogen atoms have an increased mass of 1.3 × m H . This is equivalent to including helium in the equation of state assuming an He/H-ratio (by number) of 0.10. However, we do not take into account the fact that helium and hydrogen have different ionization potentials.
In the ionization rate equations we have considered collisional ionization, radiative and dielectronic recombination, as well as charge exchange reactions with hydrogen. Data for these processes, as well as the cooling discussed below, overlap to a large extent with the more complete data set used by Lundqvist & Fransson (1996) and Lundqvist et al. (1996) . However, for the sake of completeness we discuss the atomic data here too.
For hydrogen we have used the Case A recombination coefficient of Seaton (1959) , and the collisional ionization coefficient from Cox (1970) . For some of the ions (C II, N II, O III, S II and S III) we have used the complete recombination rates (radiative + dielectronic) of Nahar (1995) . For the other ions we have used a combination of different radiative and dielectronic rates. For recombination to N I, N III, O II, O IV, Ne I-IV and S IV we have included the radiative rates of Landini & Monsignori Fossi (1990) , for recombination to C III and N IV those of Arnaud & Rothenflug (1985) , and for recombination to O I that of Chung, Lin, & Lee (1991) . Low-temperature dielectronic rates for recombination to C III, N I, N IV and O II were taken from Nussbaumer & Storey (1983) , to Ne II-IV from Nussbaumer & Storey (1987) , whereas for S IV we have used the approximate rate from Lundqvist & Fransson (1991) . In addition to this, we have included the high-temperature rates of Landini & Monsignori Fossi (1990) for recombination to C III, N I, N IV, O II and Ne I-IV, the rates coveraging a wider temperature range calculated by Badnell (1987 Badnell ( , 1991 for recombination to N III and S II-IV, and by Badnell & Pindzola (1989) for recombination to O I-II and O IV. Collisional ionization of C, N and O was taken from Landini & Monsignori Fossi (1990) with slight adjustment to agree better with the results of Lotz (1967) . For Ne and S the detailed fits of Arnaud & Rothenflug (1985) were used. For charge transfer reactions with hydrogen we have considered the same rates as in the comprehensive compilation of Kingdon & Ferland (1996) .
Hydrogen cooling was assumed to be due to collisional ionization and collisional excitation of Ly-α, using the collision strength of Aggarwal (1983) . Metal cooling was calculated using multi-level models for C II-III, N I-III, O I-IV, Ne III-V and S II-IV. For the other ions we only considered the most important allowed and semi-forbidden transitions. The resulting cooling rate per electron, and per ion of species i and charge z, Tables 1-10 for C I-III, O I-IV and Ne I-V for a wide range of temperatures (10 2 -10 6 K) and electron density (1.0 -10 6 cm −3 ). (Note that we have included the C I cooling in these tables, even though it was not incorporated in our hydro simulations). The first column of the tables gives the values of log 10 T e (with T e in K), and the 13 following columns give the values of log 10 Λ i,z (with Λ i,z in erg cm 3 s −1 ) for equidistant values of log 10 n e (with n e in cm −3 ), respectively.
The atomic data we have used are to a fair extent from Gaetz & Salpeter (1983) , Mendoza (1983) , Gallagher & Pradhan (1985) , Aggarwal et al. (1986) and Osterbrock (1989) . We have added and updated data for C II (Biémont, Delahaye, & Zeippen 1994; Peng & Pradhan 1995) , C III (Allard et al. 1990; Keenan, Feibelman, & Berrington 1992; Fleming, Hibbert, & Stafford 1994) , N II (Stafford et al. 1994 ) N III (Stafford, Bell, & Hibbert 1994; Brage, Froese-Fischer, & Judge 1995; Peng & Pradhan 1995) , O II (McLaughlin & Bell 1993) , O III (Aggarwal 1993) and O IV (Zhang, Graziani, & Pradhan 1994; Peng & Pradhan 1995) . Although not included in our tables, the S II model ion included the results of Cai & Pradhan (1993) and Keenan et al. (1993) .
As can be seen from Tables 1-10 , Λ i,z decreases with increasing density. This is due to collisional de-excitation which suppresses forbidden transitions in the range of densities we consider. For some of the ions (H I, C IV and O V), only allowed transitions contribute. These transitions are not affected by collisional de-excitation in our density range (Table 11 ). We have assumed that this also applies to the recombination emission of H II (cf . Table 11 ), which is a good approximation.
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