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Abstract 
TDOA based passive location is an important application in sensor networks. The signal data must be transferred 
from one sensor to another, which is used to estimate TDOA. Therefore, a data compression method has to be used 
for the sake of reducing the volume of data. In order to improve coding efficiency, a block-encoding method based on 
windowed Discrete Fourier Transform (DFT) is proposed. We design a polyphase structure to achieve windowed 
DFT, which can achieve real time processing of the high sampling rate. Compared with transform coding to the 
whole data, the block-encoding method is easy to implement in engineering with lower computation complexity, and 
therefore saves computational resources. Simulation results show that TDOA estimation accuracy based on data 
block-encoding data is close to that based on the whole encoding method for high SNR. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Wireless passive location is broadly used in radar, sonar, wireless communication and other wireless 
sensor networks (WSN). In order to passively locate electromagnetic emitters within a sensor network, a 
common way is to use the TDOA measurements between pairs of signals received by two sensors at 
geographically separated sites [1, 2]. The measurement of TDOA is done by coherently cross-correlating 
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the signal pairs [3, 4], which requires the samples of the two signals are available at a common platform. 
Therefore, the signal samples have to be transferred over a data link from one platform to the other. 
However, the data transmission is often restricted due to the insufficient data link rate within the time 
requirement and bandwidth constraints [5]. Therefore, it is necessary that the data is compressed before 
transmission. Commonly, compression methods for aiming at reproducing the data are based on 
minimizing the signal mean-square error (MSE). However, for data compression based on statistical 
inference, the goal is to achieve the best TDOA estimate at a given bits budget. Consequently, some 
methods based on Fisher-Information (FI) are proposed [6, 7]. Reference [6] develops FI as a distortion 
measure for the general single-parameter estimation problem in TDOA/FDOA passive location system. 
Specially, for the task of TDOA, Discrete Fourier Transform (DFT) is used as a transform coding, and all 
the transform coefficients are quantized and allocated bits in order to maximize FI of TDOA while 
constraining the whole bits. The trade-offs between compression for joint TDOA and FDOA estimation 
are addressed in [7]. No matter compression for single parameter estimation or for joint TDOA and 
FDOA estimation, after sampling, all the samples are transformed and then quantized and allocated bits 
together, which results in the time delay of process and inefficient computation. 
This paper is focused on compression for TDOA estimation. We design a digitally polyphase filter 
based on windowed DFT (implemented by FFT) in order to divide the whole data into several blocks and 
then compress every block based on FI. The two intercepted signals are modeled as: 
1 1 1[ ] ( ) [ ]x nT s nT w nTτ= − + , 2 2 2[ ] ( ) [ ]x nT s nT w nTτ= − +  (1) 
Where, ( )s nT  is a complex signal, 1[ ]w nT  and 2[ ]w nT  are uncorrelated complex white Gaussian 
noise with zero-mean and variances 21σ  and 22σ , respectively. 1 2D τ τ= −  is the TDOA that we have to 
estimate. Without loss of generality, the sampling period 1T = . 1[ ]x nT  at sensor 1 is to be compressed. 
This paper is organized as follows. In section 2 we will introduce the FI of TDOA based on quantized 
data. In section 3 we will introduce our compression framework, which is achieved through mathematical 
derivation. The simulation experiment is shown in section 4. The conclusions are given in section 5. 
2. Fisher Information Based on Quantized Data 
Suppose that data vector x  have a probability density function (PDF) ( ; )p θx , where θ  is an 
unknown parameter to be estimated. The FI is expressed by 
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The DFT of signal model (1) is: 
1 1 1
2
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π τ= − +  (3) 
Where ( )S n , 1[ ]W n , 2[ ]W n  are the DFT of [ ]s n , 1[ ]w n , 2[ ]w n  respectively. 
When the DFT coefficients are quantized multi-bit ( nr ) data, which are denoted as { : 1,nQ n= = LQ
, }N , where nQ  can take discrete value from finite discrete set { }: 0, , 1nj nq j M= −L in R . 2 nrnM = .
Then we assume that the set of quantization thresholds for the nth data is { }0 1, , , nn n n nMη η η= Lη , where 
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0nη = −∞ , nnMη = ∞ . Because the DFT coefficients are complex, the real and imaginary parts are 
quantized respectively. Denote ,R In nX X , ,
R I
n nS S  and ,
R I
n nW W  as the real and imaginary parts of the noisy 
signal, signal and noise, respectively. Without proof, we present directly the FI based on quantized data: 
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With a similar expression for ( )QIJ  due to InS . And the total FI based on quantized data is 
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In reference [6], a approximate expression of FI based on quantized data, when 2nr ≥ , is given 
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Where 2nq  is the variance of the nth element of the quantization noise.  
3. Windowed DFT and FI Based Compression Method 
In this section, we design an efficient polyphase structure [8] to implement windowed DFT, and then 
compress data block by block. Bit allocation method based on FI is used to every block. 
3.1. Design of digitally polyphase structure 
Suppose that the length of the window is D , windowed DFT is, 
2 2
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Let m iD r= − ,
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Let ( ) ( )rx i x iD r= + , ( ) ( )rw i w iD r= − , ( , ) ( , )X k p X n p=
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Then,（9）can be rewritten as, 
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[ ]( , ) ( )* ( )r rX k p DFT x k w k=   (10) 
Taking window function ( )w i  as a filter and according to above derivation, we can achieve it by 
polyphase structure, which is shown in the dashed box in Fig.1. In fact, based on employing the 
polyphase structure, the whole data is divided into blocks with length of D , which is then weighted by 
the window function. Subsequently, discrete Fourier transform (implemented by FFT) is applied to every 
block of data. Because of adopting parallel processing, this efficient architecture can achieve real time 
processing with less computational burden. 
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Fig. 1. Framework of the compression method 
3.2. Bit allocation based on FI 
According to Fig.1, the whole data is divided into blocks. And then we quantize and code data based 
on a block-by-block procedure. Fisher Information is used as the distortion function here. Consequently, 
we seek a bit allocation set { }, 0, 1, ,i i nR r n D= ≥ = L for the ith block in order to maximize the FI of the 
block with a bit budget, which is the same as method adopted in the reference [6]. 
4. Simulation Experiments 
In our experiments, the test signal is a complex frequency modulated (FM) signal that is generated 
randomly. Parameter setting is as follows: signal length 65536N =  , sampling rate 50MHzsf = , block 
length 72D = , 12C = . The simple rectangular window is used here. The SNR of the noisy signal at 
sensor 2S  (SNR2) is 20dB. For each SNR at sensor 1S  (SNR1) and compression ratio of interest, the 
estimation error is measured through 400 Monte-Carlo experiments. For block encoding, we simply 
suppose that the constrained bits of every block are equal with each other. 
Fig.2(a) and (b) show the TDOA accuracy performances of block encoding method (label “Block” )  
versus the performance of the whole data encoding (label “wd” ) for CR 4 :1=  and CR 8 :1=
respectively. Label “/comp” means there is no compression. It is obvious that when 5SNR dB≥  the  
performance of block encoding method is quite close to that of the whole data encoding. Considering that 
our method is easy to engineering implement with real time processing and lower computational 
complexity, our method is a compromise method. 
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 Fig. 2. (a) TDOA accuracy vs. SNR1 for CR=4:1; (b) TDOA accuracy vs. SNR1 for CR=8:1 
5. Conclusion 
In this paper a block encoding compression method based on windowed DFT and FI is used to 
compress the intercepted signal. The method is implemented in parallel and achieves real time processing, 
and therefore be easy to implement in engineering. The results show that the compression performance of 
block encoding which is evaluated by TDOA estimation accuracy is quite close to that of the whole data 
encoding when 5SNR dB≥ . However, we don’t consider the effects of the different compression ratios 
among the blocks upon TDOA estimation accuracy. Consequently, according to the characteristic of 
signal in different blocks, the blocks should be weighted before compression. This work will be studied in 
greater depth in the future. 
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