Lexical integrity
There are several phenomena suggesting that as far as the syntax is concerned complex words could as well have no internal structure. Thus, words are said to be syntactic atoms: the syntax has access to the properties of complete words but not to those of their individual parts. The three main phenomena in question are the following. First, parts of words are claimed not to undergo syntactic projection, with the consequence that at least nonlexicalized phrases cannot be embedded in words (Bresnan and Mchombo 1995, Jackendoff 1997) . Second, parts of words seem not to be possible links in chains, ruling out movement into and out of words (Chomsky 1970 , Di Sciullo and Williams 1987 , Bresnan and Mchombo 1995 . Third, words are said to be anaphoric islands: parts of words cannot be referential, with the consequence that binding or coreference cannot relate them to material external to the word (Postal 1969, Di Sciullo and Williams 1987) . Other phenomena that have been argued to show the syntactic atomicity of words are the apparent absence of word-internal conjunction and gapping (Bresnan and Mchombo 1995) .
Observations of this type are often seen as following from a condition as in (1).
(1) Lexical Integrity Principle The internal structure of words is not accessible to the syntax.
Of course, the empirical scope of the Lexical Integrity Principle depends on the definition of 'word' adopted as relevant for it. For example, inflection is sometimes seen as the spell-out of syntactic features, not involving morphological structure (Anderson 1982 (Anderson , 1992 . If so, it is not subject to (1).
A principle like (1) seems to have a natural place in models of grammar that separate phrase formation and word formation. Strictly speaking, separation of morphology and syntax does not as such entail (1), but if word formation were syntactic, a principle like (1) is unexpected in the first place. Some authors are more ambitious in that they wish to derive (1) from the architecture of the grammar. Di Sciullo and Williams (1987, p. 54) , for example, suggests that syntax is about word-less sentence forms and therefore by its very nature can have nothing to say about the internal structure of words. As they note, this comes close to a model of S-structure insertion, according to which words, whether complex or simplex, are inserted into syntactic terminals after all syntactic operations have applied (Den Besten 1976) .
Thus, on these views lexical integrity is not a principle in itself but a necessary consequence of the architecture of grammar. There is also a nonarchitectural way of deriving effects of (1). It could be that independently motivated conditions on movement, binding, and projection are sufficient to rule out parts of words entering into any of these relations. For example, the theory of syntactic locality could be such that words are barriers and therefore disallow movement chains connecting their parts to wordexternal positions (Lieber 1992) .
In sum, we can distinguish three types of approach to the phenomenon of lexical integrity. It can be regarded as an axiom, it can be derived from the architecture of the grammar, or it can be an epiphenomenon, caused by independent conditions on movement, binding, etc. Needless to say, which approach is correct is largely an empirical issue, as it depends on the extent to which the predictions made by (1) are borne out. This is the issue we will address in this introduction. However, first we will consider the notion of 'word' that is relevant for (1).
The notion of 'word'
The definition of word is discussed in great detail by Di Sciullo and Williams (1987) . They show that one traditional notion of word, namely that of lexical item, cannot be equated to the set of objects of which lexical integrity holds (see also Hoekstra, this volume). There are two observations supporting this conclusion. There is no need to store semantically transparent complex words in the lexicon, but such words nevertheless behave like syntactic atoms. Conversely, the lexicon contains syntactic idioms whose internal structure must be accessible to syntactic analysis (given that some idioms allow syntactic operations like passive).
Di Sciullo and Williams' alternative has already been mentioned: the definition of word relevant to lexical integrity is that of morphological object. There are two distinct rule systems, syntax and morphology, such that the output of the latter can be inserted in the former. However, since syntax deals with sentence forms, the internal structure of morphological objects is invisible to it. This position may seem to be in danger of circularity since one reason for saying that some object is morphological may be its syntactic opacity. In the majority of cases no circularity arises, however, because lexical integrity correlates with other properties typical of morphological objects. For example, the headedness of those objects of which lexical integrity holds can be systematically different from the headedness of those objects of which it does not hold (compare the general left-headedness of English syntax with the general right-headedness of its morphology).
There are complications, however. Di Sciullo and Williams mention the case of apparently nominalized VPs in French, such as essui-glace 'wipe window'. The internal structure of such nominalizations seems to be syntactic, while they are nonetheless subject to lexical integrity: no syntactic rule can insert or move a category in the structure. Di Sciullo and Williams (p. 82) assume "a nonmorphological word-creating rule of the periphery of the grammar" in order to accommodate examples of this type. This then necessitates a reconceptualization of syntactic atoms as anything that can be inserted in an X 0 position. An alternative would be to say that not only may morphological objects function as syntactic atoms, but the reverse is possible as well. If there is no intrinsic ordering of the two rule systems, it is possible that a syntactic object such as a VP is used as a morphological atom, inserted in a morphological terminal. The word it occurs in can in turn be inserted in syntax. On this view, essui-glace could be a case of morphological zero derivation of a syntactic object (compare Lieber 1992) :
If so, one can maintain that lexical integrity holds of morphological objects.
This general view is incompatible with the widely adopted idea that (some instances of) word formation is a result of syntactic head-to-head movement. This was argued by Baker (1988) to be the correct analysis for complex words in incorporating languages and subsequently by others for many or even all morphological processes. Strictly speaking, there can be no lexical integrity principle in a theory of this type since this principle precludes syntactic word formation in the first place. It is possible, however, to formulate constraints on complex X 0 categories, no matter how they are derived, that have the effect of at least partial opacity. Baker, for example, proposes a module of grammar that filters out an X 0 that dominates a trace. Surprisingly, perhaps, this view resembles the alternative ultimately adopted by Di Sciullo and Williams, namely that the objects that lexical integrity holds of are X 0 categories (see above). But Baker's view crucially differs from that of Di Sciullo and Williams in being incompatible with any categorical statement of syntactic atomicity of morphological objects.
Baker's view of word formation has been incorporated into Halle and Marantz's (1993) model of Distributed Morphology. Like Baker, Halle and Marantz assume that complex words are assembled through syntactic head-to-head movement. However, the output of this operation is fed into a morphological module that regulates the realization of X 0 categories by manipulation of features and rules that spell out combinations of features. Thus it is possible in Distributed Morphology to speak of morphological objects. Since the relevant notion of morphological object is postsyntactic, it follows that the syntax does not have access to it. However, since the internal structure of morphological objects is derived in syntax in the first instance, the effects of (1) do not fall out from this model. Just as in Baker's model, there can be no principle that renders complex X 0 categories syntactically opaque (although the model would allow the same type of filters that Baker assumes).
Note that the two main ideas of Distributed Morphology are mutually independent. The idea that there is a distinction between the morpho-syntactic feature structure of words and its phonological realization as stems and affixes is compatible with syntactic word formation as well as word formation in a separate morphological component. This implies that the idea that lexical integrity derives from the existence of a separate structure-building component for words can be combined with a model of grammar based on a strict separation of morphosyntax and morphophonology.
We will now discuss the main predictions that a principle of lexical integrity as in (1) makes and the extent to which these are borne out by the data.
Phrases embedded in words
It is often suggested that it follows from the hypothesis that the internal structure of words is not accessible to syntax that words cannot contain constituents generated by that component. (This conclusion is based on the implicit assumption that insertion of complete syntactic phrases as atoms in morphological terminals, as described in section 2, is impossible). So, Lexical Integrity predicts that phrases cannot occur internally to words. Indeed, structures of this type have been claimed to be ungrammatical by Roeper and Siegel 1978 , Baker 1988 , Anderson 1992 , Bresnan and Mchombo 1995 , Jackendoff 1997 On the other hand, there seem to be many counterexamples. As far as Germanic goes, the left-hand part of nominal compounds in particular can be phrasal (Botha 1981 , Lieber 1983 Wiese (1996) in fact argues that all phrases embedded in words are quotes and that this is what reconciles them with lexical integrity. Some of the examples given above do not seem compatible with such a view. It is unlikely that the phrases in (5d), (7), and (8) are used as quotes. Given the number of counterexamples, it seems impossible to maintain that there is a general ban on phrases occurring in words. So, in this instance a principle of lexical integrity as formulated in (1) seems to make the wrong predictions. In that case, of course, it is not immediately obvious how ungrammatical phrasal derivations and compounds differ from grammatical examples. For proposals on how to exclude some of the impossible cases, see Hoeksema (1988) and Ackema and Neeleman (2002a) .
Movement and word formation
The Lexical Integrity Principle predicts that parts of word cannot be links in a syntactic movement chain. This implies that movement is ruled out in three cases. First, a part of a word cannot be moved out of that word. Second, movement internally to words is impossible (assuming movement is a syntactic operation). Third, complex words cannot be derived by movement of one morpheme to another morpheme. We will discuss these predictions in turn.
Movement out of words
At first sight, it seems evident that movement out of words is impossible. For instance, the left-hand part of a compound cannot undergo topicalization or WH-movement. The Dutch examples in (11) Although these data are as predicted by (1), one may wonder whether the Lexical Integrity Principle is necessary to account for them. It could be that syntactic conditions on chain formation independently rule out the movements in (11b,c). For these particular cases this is not implausible: pruimen is a head, but the position it moves to, spec-CP, exclusively hosts phrases. If the antecedent is a phrase, whereas the trace is a head, this would violate Chain Uniformity (Chomsky 1995a) . Notice that this line of argumentation depends on the assumption that the properties of phrases are systematically different from those of heads, in agreement with X-bar theory (Chomsky 1970) but as opposed to Bare Phrase Structure theory (Chomsky 1995b) . Alternatively, one could assume a fundamental distinction between morphological and syntactic constituents, to which Chain Uniformity could be sensitive, but again this requires exactly the type of distinction between these components that Lexical Integrity is based on. Chain Uniformity is not sufficient anyway to rule out all potential cases of movement out of words. It allows a head to be moved to a head position, and hence the nominal left-hand part of a compound could move to D in languages that have N-to-D movement:
Structures of this type do not seem to be attested, however. Norwegian, for example, arguably has N-to-D movement, as the data in (13) One could argue that the ungrammaticality of (14c) (and perhaps of the earlier examples as well) is due to another syntactic condition, namely the Head Movement Constraint (Travis 1984) . This condition says that head movement chains cannot skip head positions. In the case at hand, the head of the word, bøke, is a head that c-commands the trace of syntaks and is c-commanded by this moved noun. Nevertheless, the Head Movement Constraint (or Relativized Minimality in general) is not sufficient either to block movement out of words. In the previous section we established that, contra the principle in (1), phrases can be embedded as the left-hand part of a nominal compound. The head movement constraint does not forbid moving an XP across a head. All the same, cases like (11b,c) do not improve if the moved left-hand part of the word is an NP rather than a noun:
Leo is an old coins collector
b.*Wat is Leo een [t verzamelaar]? what is Leo a collector c.*Oude munten is Leo een [t verzamelaar]! Old coins is Leo a collector
It is hard to think of an independently motivated syntactic principle that rules out examples like (15b,c). These data seem to require either a treatment in terms of a Lexical Integrity Principle or an architectural derivation of its effects (see Ackema and Neeleman 2002b for a suggestion).
Another potential case of movement out of a word that is not excluded by the Head Movement Constraint is excorporation of the head of a word. After all, a head cannot intervene in its own movement. However, in Norwegian, it is impossible to move the head of a nominal compound to D: (16) Still, a case for excorporation of the head of the word might be based on the behavior of so-called separable compound verbs, as they occur in Dutch and German for example. As their name suggests, these share some properties with compounds and would hence seem to classify as words. For instance, the particle and the verb must be adjacent in embedded clauses whereas word order is otherwise quite free in the Dutch and German Mittelfeld (see (17a)). Another traditional argument for the wordhood of particle verbs is that they are input to derivational morphology (see (17b); note that this argument needs to be reassessed in light of data like those mentioned in the previous section). Nevertheless, in main clauses the verbal part of the particle-verb combination moves to C, stranding the particle, as in (18a). Similarly, verb and particle are optionally separated by the process that forms verb clusters in some sentences involving infinitival complementation, as in (18b). (18) If these data show that excorporation of the head of a word is possible, it is curious that it appears to be an isolated case. The contrast with the Norwegian N-to-D facts would be rather unexpected; in general, we do not know of other cases in which such excorporation is allowed. Moreover, there is an alternative interpretation of the data in (17)- (18), namely that particle-verb combinations are complex predicates that have both a morphological and a syntactic incarnation (Groos 1989, Ackema and . We cannot discuss this in detail here, but there is direct evidence from Swedish for the co-existence of a morphological and a syntactic realization of particle-verb combinations. Swedish syntax is generally leftheaded while Swedish morphology adheres to the Righthand Head Rule. This means that, if the particle and the verb are combined in syntax, the particle should follow the verb while the reverse order should obtain if particle and verb are combined in morphology. Indeed, both possibilities are attested. In particular, when the particle-verb combination is input to derivational morphology, it shows up with the order expected under a morphological realization. If not, it shows up with the order expected under a syntactic realization.
(19)
up-stig-ning 'ascent' (of an aeroplane) bort-transporter-ing 'sending away' av-trubb-ning 'blunting' ut-hyra-re 'letter' vilse-gång-en 'lost' (20) stiga upp 'rise' transportera bort 'transport away' trubba av 'blunt' hyra ut 'hire out' gå vilse 'get lost'
In conclusion, there do not seem to be convincing cases of movement out of a word. This is in line with the principle in (1).
Movement internally to words
The question whether movement internally to words would violate Lexical Integrity or not is more complicated than the issue discussed in section 4.1. The point is that the principle in (1) as such does not make any predictions as to whether this possibility can exist. This depends on whether or not the morphological module allows movement on a par with the syntactic module. Only if movement is an exclusively syntactic process should it be impossible internally to words. The situation, therefore, is as follows. If one finds movement internally to words, this does not provide an argument for or against (1). However, if one does not find it, this can be taken to support two conclusions: movement is a process that is specifically syntactic; and (1), or a derivation of it, holds. It seems relatively uncontroversial to assume that, as far as overt movement is concerned, this does not occur internally to words (although it does occur internally to phrases embedded in words). In general, morpheme order is very rigid, and the kind of word order alternations usually accounted for in terms of movement do not occur in morphology. Thus, we do not know of a morphological equivalent to WH-movement, raising, verb-second, topicalization, or movement for focus. One way of understanding these observation is to say that movement targets specifiers of functional heads and that words do not contain the relevant functional projections. If so, no argument for or against lexical integrity can be based on the absence of movement in words (although the account does of course beg the question why there are no equivalent morphological positions).
However, certain syntactic movements have been argued not to target a particular functional head position but rather a position characterized in different terms. Consider focus movement. In a language like Hungarian, focussed elements occur in a fixed position in the left periphery of the clause, arguably as a result of movement (cf. Horvath 1994 , Kiss 1987 ). This appears to be related to the fact that this particular position is the position where main stress is placed by the Hungarian nuclear stress rule (see Szendr " oi 2001 and references mentioned there; Szendr " oi explicitly argues against a syntactic Focus Projection in Hungarian). An example is given in (21). In compounds, as in sentences, stress is leftmost in Hungarian. Hence, we might expect that if a morpheme is focussed, it is moved to the left periphery of the word. This is impossible, however. Consider (22). (22) bor pince vagy sör pince wine cellar or beer cellar
Hungarian compounds are right-headed. Thus, bor pince is a type of cellar rather than a type of wine, also when bor 'wine' is contrastively focussed. If there were movement to the stress position in words, as there is in sentences, we might expect it to be possible for the left-peripheral contrastively focussed element to be the head of the compound, moved to the left across the non-head. For the particular case of (22), that would deliver an interpretation such that bor/sör pince refers to a type of wine/beer. Such an interpretation is unavailable for (22), however. There is also very little evidence for covert word-internal movement. In syntax the scope ambiguity between an indefinite and the negation in a case like (23) can perhaps be understood in terms of Quantifier Raising.
(23)
John hasn't received a book he ordered yet.
reading 1: It is not the case that John has received any book he ordered yet. reading 2: There is a book that John ordered and that he has not received yet.
In contrast, morphemes in words do not display scope ambiguities of this type. Consider the following Inuit data (from Bittner 1995) . Here the antipassive affix is an indefinite argument (optionally doubled by an oblique NP 'a book' in syntax, which is usually analyzed as occupying an adjunct position; see Jelinek 1984 , Baker 1996 for discussion of the syntax of polysynthetic languages). The scope relations between this argument and the negative affix are determined by their morphological c-command relation: if the antipassive affix is attached above negation, it takes scope over negation (as in (24a)) and vice versa (as in (24b)).
(Last year Jaaku ordered five books. Yesterday, when I talked to his mother . . .)
she said there is one book which he did not get yet
she said he did not get a single book yet
Crucially, (24b) cannot be interpreted with the indefinite taking scope over negation, suggesting that there is no Quantifier Raising internally to words. This conclusion holds even if it is assumed that both negation and the indefinite are systematically doubled in syntax (in many case as a zero element). Suppose, as before, that scope is encoded by c-command relations in both syntax and morphology. Suppose furthermore that if morphology and syntax specify conflicting scopal relations, the sentence is uninterpretable. The data in (24) then still show that Quantifier Raising is not available in morphology. If it were, the absent reading of (24b) could be derived by applying Quantifier Raising to the indefinite in both syntax and morphology. There is one proposal that relies on LF raising in words, namely Pesetsky's (1985) analysis of bracketing paradoxes. Pesetsky argues that the two conflicting structures that seem to be necessary for a word like unhappier are present at different levels of representation and related by covert raising of an affix. In particular, the structure that satisfies the phonologcial requirement that -er be attached to a short adjective is present at surface structure while the structure that reflects the semantics of the word (where -er takes scope over un-) is derived at LF by raising of the comparative morpheme:
Although an ingenious solution, it has been pointed out by Hoeksema (1987) , Di Sciullo and Williams (1987) , and others that the properties Pesetsky has to ascribe to the movement in (25b) to prevent overgeneration are radically different from the properties of Quantifier Raising (or other types of movement) in syntax, which would make it a unique case.
In view of the fact that various other approaches to bracketing paradoxes exist (Kiparsky 1983 , Sproat 1985 , Spencer 1988 , Den Dikken (this volume)), we conclude that the case for word-internal movement is unconvincing.
As noted, this means either that (1) must be assumed as a principle or that this particular effect should follow from the architecture of grammar or from independent principles restricting movement.
Word formation through movement
A final instance of movement that is incompatible with the lexical integrity principle in (1) is movement into a word. Therefore, lexical integrity is incompatible with word formation through syntactic head-to-head movement. Nevertheless, this type of movement has played an important role in syntactic theorizing. In this section we will consider three types of word formation for which a syntactic movement analysis has been proposed, involving compound structures, inflection, and derivation respectively.
Incorporation
Incorporation is the formation of a complex head by syntactic adjunction of one head to another. Baker (1988) proposed that incorporation plays an important role in processes of grammatical function changing. As a case in point, let us consider noun incorporation, which occurs in a variety of languages, many of them polysynthetic. The process is illustrated by the pair of Onondaga sentences in (26) (from Woodbury 1975). In (26b), the verb takes a syntactic direct object. In (26a) the element that is associated with the internal role of the verb appears as an incorporated noun; no syntactic object is present in this case. Baker accounts for the relation between (26a) and (26b) by assuming that the underlying structure of (26a) is like that of (26b) and that the head of the direct object NP adjoins to the verb:
The question with respect to (1) is not whether syntactic head-to-head movement exists but whether the result of this process can be a morphological object. It appears plausible that head-to-head movement is involved in deriving syntactic complexes (clitic clusters, verb clusters in the Germanic OV-languages), but these do not behave like words in a number of respects (see below).
Noun incorporation structures, however, do involve what appear to be complex morphological objects, given that incorporated nouns can occur internally to inflectional affixes (see (26a)). Baker's motivation for analyzing the alternation in (26) in terms of head movement is based on three arguments. First, he assumes the Uniformity of Theta Assignment Hypothesis (UTAH), according to which identical thematic relationships between items are represented by identical structural relationships between those items at the level of D-structure. Given that the thematic relationship between the verb and the incorporated noun in (26b) is the same as that between the verb and the syntactic object in (26a), the incorporated noun must start out as (part of) such an object in order for this relationship to be established.
Second, it seems as if the movement of the noun can leave behind other material belonging to the hypothesized syntactic object. Such apparent stranding is attested in, for example, Southern Tiwa, as the pair of sentences in (28) shows (from Allen et al. 1984) .
(28) a. Yede seuan-ide a-mũ-ban that man-SUF 2SS-see-PAST
You saw that man.
b. Yede a-seuan-mũ-ban that 2SS:A-man-see-PAST
The determiner yede occurs without an overt head noun in the object DP in (28b), which is accounted for by assuming this noun has moved to the verb. Third, certain restrictions on noun incorporation can be reduced to independently motivated restrictions on movement if the process is analyzed as head-to-head movement. In particular, incorporated nouns can be related to stranded material in direct object position only, not to material in any other syntactic position (cf. Gerdts 1998 and references cited there). The reason is that only direct objects are transparent for extraction and ccommanded by the verb; subjects and adjuncts are islands, indirect objects are not c-commanded by the verb, and complements of prepositions are not governed by the verb because there is a minimality barrier in the form of the preposition.
These arguments are not entirely conclusive. The motivation usually given for a principle like UTAH is that it results in a more restrictive theory of syntax than principles that allow a looser relation between syntactic and thematic structures. This argument is problematic: in any modular theory the overall restrictiveness of the grammar is what is relevant, not that of individual components or individual mapping principles between two components. Whereas UTAH makes the mapping between thematic structure and syntax simpler, it leads to complications within syntax proper. Any two structures that are thematic paraphrases must have a common underlying source and be related by movement. This may require qualitative extensions of the theories of movement and phrase structure. Examples of pairs that are thematic paraphrases but for which it is not unproblematic to assume they are related by movement include the following: middles and their active counterparts (cf. Fagan 1988, Ackema and Schoorlemmer 1995), double object constructions and dative shift constructions (cf. Jackendoff 1990b), denominal verbs like shelve and verbs taking a nominal complement (cf. Jackendoff 1997), morphological causatives and their periphrastic counterparts (cf. Fodor 1970), structures with and without object scrambling (cf. Neeleman 1994 and Williams 2002) , and English synthetic compounds like truckdriver and their syntactic counterparts drive trucks and driver of trucks (cf. Lieber 1983, Ackema and . We do not imply that it is clear on the basis of examples like this that UTAH must be rejected -but it is not a priori clear that it leads to a less complicated (more restrictive) grammar.
The stranding argument is undermined by data from Mithun (1984) , as argued by Rosen (1989) . The point is that empty-headed NPs occur freely in the relevant languages whether or not there is noun incorporation. Conversely, noun incorporation does not depend on the presence of an empty-headed NP. A direct object NP with a lexicalized head may occur in combination with an incorporated noun. In other words, the correlation that seems to follow from the assumption that Baker makes does not hold. Again, this does not settle the issue since, as Baker shows, further assumptions may reconcile the data with the movement theory. However, the force the argument has in its most straightforward form is lost.
Finally, the locality argument is not without its complications either. If there is no stranded material, an incorporated noun, although typically a Patient, can have a variety of other semantic roles not usually associated with direct object functions, like Instruments and Locations. It is even possible to incorporate an adjunct, but since adjuncts are islands, this cannot be the result of syntactic movement. This is pointed out by Spencer (1995) , who provides the following example from Chukchi: (29) M ɘn-nɘki-ure-qepl-uwicwen-mɘk
1PL.IMPER-night-long-ball-play-1PL
Let's play ball for a long time at night.
Note that there are two incorporated nouns, which makes it clear that one of them (presumably 'night') cannot possibly be the verb's first complement here. It does seem to be the case that empty-headed NPs can be referentially related to an incorporated noun only if they are in direct object position; the same is in fact true of full syntactic doubles (with a lexical head) of the incorporated noun. This generalization, however, can also be made to follow from independently motivated restrictions on thematic role assignment in analyses not assuming head movement (see Ackema 1999 for an account). A general problem for deriving compounds by syntactic movement is that the distinction between compounds and syntactic complex predicates is blurred. Head movement may well create complex heads in syntax, but if anything like (1) is correct, these will display behavior different from complex morphological objects. Indeed, there seem to be two different types of complex X 0 categories, which is unexpected if they are uniformly derived by movement.
There are various phenomena that would seem to show a distinction between syntactic and morphological complex heads. Plausible candidates for syntactic complex heads are verb clusters in Dutch and other Germanic OV languages (see (30a)), particle-verb and resultative-verb combinations (see (30b,b′)), and verb-clitic combinations in Romance (see (30c)). It would take us too far afield to argue here that these structures are indeed complex syntactic heads, but for relevant discussion, see Evers (1975 Evers ( , 2001 , Bierwisch (1990) and Van Riemsdijk (1998) (for verb clusters), Johnson (1991) , Neeleman and Weerman (1993) , and Ackema and Neeleman (2001) (for particles and resultatives), and Rizzi (1978) , Borer (1984) , and Jaeggli (1986) (for clitics). He has given them to me.
These complexes differ in various ways from complex morphological objects. We will discuss two differences here. First, the regularities with respect to headedness that can be observed in complex words in a particular language do not extend to complex syntactic heads and vice versa. For example, Dutch morphology is rightheaded whereas at least verb clusters, as in (30a), need not be. For particle verbs it can be argued that the position of the particle with respect to the verb is determined by the syntactic parameter dealing with the position of the head in VPs. Thus, in an OV language like Dutch, particle-verb constructions are right-headed. In VO-languages like English and Swedish, on the other hand, the verb precedes the particle (whereas English and Swedish morphology complies with the right-hand head rule). Finally, in languages in which objects can either precede or follow the verb, such as Middle Dutch (Gerritsen 1984 , Weerman 1987 , the same seems to be true of particles. Some examples are given in (31) The co-existence of syntactically and morphologically complex heads poses a challenge to the idea that the latter, like the former, should be derived by syntactic movement (contra (1)). We know of one account that derives the co-existence of morphological and syntactic complex X 0 s while maintaining that both are derived by head-to-head movement. Rizzi and Roberts (1989) argue that head-to-head movement gives rise to a morphological complex in case the higher head selects for an incorporated element. If there is no selectional relation, we are dealing with a syntactic complex. In Roberts (1991) , this difference is expressed structurally: heads that select for an incorporated element are X -1 s, which project an empty slot into which a head must move through substitution. Head-to-head movement that results in syntactic complexes is adjunction to X 0 , rather than substitution.
In effect, this theory does assume a distinct morphological component, though as part of the syntax (compare Baker 1988, see section 2). In Roberts' proposal, the set of complex heads subject to the principles of morphology is defined as those in which the head selects the non-head. Moreover, these morphological objects are opaque to further syntactic operations. Roberts' theory therefore is in fact in agreement with (1), apart from the assumption that the non-head in a word is linked to a trace (see also Borer 1998 for discussion). However, it tries to derive some of the effects of (1), instead of assuming it as a principle of grammar.
Inflection and syntactic affixation
The question whether words can be formed by syntactic incorporation seems especially difficult to answer for the case of inflection. Ever since SYNTACTIC ATOMICITY Chomsky's (1957) analysis of do-support in English, the assumption that there is a distinct syntactic position for at least finite verbal inflection is widely accepted. If so, the morphological object that is an inflected verb must be derived by syntactic means, like movement of the affix to the verb or vice versa (Affix Hopping and V-to-I, respectively). In tandem with analyses of this type, it is frequently claimed that the notion of word as it pertains to (1) does not include inflected forms. This is known as the Weak Lexicalist Hypothesis (compare, for instance, Chomsky 1970) , to be contrasted with the Strong Lexicalist Hypothesis that excludes syntactic formation of both inflected and derived words (see Lapointe 1980 , Lieber 1980 . Empirically, the issue is not easily decided. At first sight, there is support for a movement analysis in the form of massive stranding of material in the VP when V-to-I occurs. Recall that this is exactly the kind of evidence that is used by Baker (1988) This presupposes, however, that the inflection is the head of the word it occurs in. A morphological analysis can handle these data by assuming the opposite, namely that inflection is not the head of a word (or at best a relativized head, in the sense of Di Sciullo and Williams 1987) . If the verb is the head, it goes without syaing that its argument structure will be inherited by the morphological complex and that adverbs that modify the verb can also do so when it is inflected. More specifically, the stranding data in French fall out even if inflection is base-generated on the verb as long as it is assumed that the verb moves to some higher head position. That it only does so when it carries finite inflection may well be due to the features the inflection contributes, but this does not mean that these features must be generated in the higher head position.
The movement analysis seems to suffer from the opposite problem: when the verb does not visibly move to a higher position, it can still be inflected. More specifically, it has been argued that main verbs in English do not raise to I (Chomsky 1957 , Emonds 1978 , Pollock 1989 Various ways to reconcile this piece of data with the syntactic account of inflection have been proposed. The oldest is the rule of Affix Hopping (Chomsky 1957) , which is a transformation that in effect lowers the inflectional element onto the verb. Since work on possible transformations has led to the conclusion that lowering rules presumably are universally impossible, this analysis is no longer available.
One conclusion that can be drawn from this is that the actual combination of verb and inflectional affix is not achieved by movement in syntax after all. Indeed, Chomsky (1995a) proposes that inflectional affixes are attached to the verb in morphology. However, the features connected to such affixes must be 'checked' against identical features in an independent syntactic head position, the I position in structures like (36)-(37). This is done by overt movement of the inflected verb to I in French and by covert movement (or whatever replaces it) in English.
Although this solution would appear to be strongly lexicalist at first sight, it is actually not clear that it is compatible with (1). In particular, it is often assumed that there is a relation between the order in which different inflectional features are checked and the order in which the affixes carrying them are attached to the verb. When the verb moves up through the syntactic tree, features introduced by affixes closer to the verb stem are checked before features introduced by affixes in a more peripheral position. The effect is that the order of inflectional heads in the syntactic tree mirrors the order of the inflectional affixes on the verb. If this assumption is correct, the syntactic checking mechanism must have access to the internal structure of words -precisely the thing (1) says should be impossible. An alternative that seems to avoid this conclusion would be to assume there is a layered feature structure on the top node of the word (see also Den Dikken, this volume). This would imply that the syntax does not need to access the internal structure of words. However, since the layered feature structure must be related to the word's internal structure in a predictable manner for this to work properly, it is unclear to what extent it differs empirically from a theory that allows the checking mechanism to access this internal structure directly.
The motivation given for the special relation between the order of functional heads in syntax and the order of affixes in morphology is that it complies with Baker's (1985) Mirror Principle. Baker's evidence for this principle is based on what he terms grammatical function-changing processes. These are processes that change the syntactic valency of a verb and that often have a morphological reflex on the verb. Examples are passivization, applicativization, and causativization. Baker carefully shows that, when these process interact, their order of application is often reflected by the order of the affixes on the verb: a process that is expressed by an affix closer to the verb stem is applied before a process that is expressed by more peripheral affix. Given that the Mirror Principle is in general well motivated, it does seem that checking approaches to inflectional morphology are not easily reconcilable with (1).
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Notice that the existence of Mirror Principle effects as such need not contradict (1). It does so under the syntactic conception of inflection, but the Mirror Principle is compatible with the morphological approach to inflection as well, at least under the assumption that inflected words have internal structure (contra Anderson 1982, Beard 1995, and others) . The scopal relations of these affixes are the result, in that case, of their ccommand relations internal to the word (see Grimshaw 1986 , Alsina 1999 , and Rice 2000 for more discussion).
The third way in which the fact that inflected verbs need not move in English can be reconciled with the idea that inflection heads its own projection makes use of the idea that the overt form inflectional affixes take need not directly reflect their syntactic position. If syntax does not contain any phonological information, and overt forms are connected to syntactic terminals by a set of spell-out principles, it is possible that mismatches arise in the number and position of the syntactic terminals and the number and position of the overt morphemes corresponding to these positions.
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(Such a strict separation of morphosyntax and morphophonology has been a recurrent theme in morphological theorizing, see Pranka 1983 , Sproat 1985 , Halle and Marantz 1993 amongst others). The English data can then be handled by assuming that the spell-out principle allow for two distinct terminal nodes to be realized as one inflected form under certain circumstances. More in particular, V and I can be 'merged' in this way when adjacent where intervening adverbs must somehow not disrupt this adjacency (see Bobaljik 1995 Bobaljik , 2002 for discussion).
The distinction between languages like French and English with respect to having overt movement of the inflected verb or not ((36) versus (37)) leads to another potential problem for (1). This is because the movement seems to be connected to the richness of the inflectional morphology in the language: if a language has rich agreement, then it also has overt V-to-I whereas languages with poor agreement tend not have this movement (Kosmeijer 1986 , Platzack and Holmberg 1989 , Roberts 1993 . Rohrbacher (1999) assumes that there is a strict two-way correlation and provides the following analysis. Inflectional affixes that are part of a rich paradigm are generated in a syntactic I position and trigger movement as a result of the Stray Affix Filter. In contrast, affixes that are part of a weak paradigm are generated as part of the verb directly and hence do not trigger movement. Since verbs with rich inflection must be derived via syntactic movement, this goes against a strong interpretation of (1).
An alternative analysis is possible. One could argue that inflected verbs carry more or fewer inflectional features and that only verbs that carry a set of fully specified features (i.e., verbs that are not underspecified for person, number, or tense) have a property which makes V-to-I necessary. We cannot go into the issue of what kind of property this might be, but analyses of this type have been worked out; see for instance Koeneman (2000) .
Another matter is to what extent there really is a strict correlation between V-to-I and rich agreement. In his contribution, Bobaljik argues that although rich agreement implies V-to-I, this movement is not necessarily accompanied by rich agreement. His account of this is based on the assumption, mentioned above, that the inflectional features that are present in the morphosyntactic structure are dissociated from the overt affixes that realize these features. As a consequence, features can be present which are not spelled out, but it is of course impossible to spell out a feature that is not present. In Bobaljik's account the features are represented by syntactic heads, which means that his analysis presupposes that (1) is incorrect, at least with respect to inflection. The alternative morphological analysis just sketched above can account for the one-way correlation in the same way, that is, by assuming separationism. However, Bobaljik relates the occurrence of more versus fewer syntactic heads not only with V-to-I and possible rich inflection but also with the grammaticality of transitive expletive constructions and the option of object shift. The morphological alternative would have to capture these correlations in a different way.
Derivation and syntactic affixation
At first sight, an analysis of derivational affixation in terms of syntactic head-to-head movement faces the problem that the basic type of evidence for incorporation analyses in general seems to be absent. Usually, there can be no stranded material in the syntactic phrases that the incorporated stem supposedly heads in the underlying structure, as the following examples indicate: (38) On the other hand, we may note that, in turn, (39a′,b′) are much worse than examples with a VP that is the complement of a nominal free morpheme:
(40) a. Kim's idea to explain the event thoroughly was a big mistake b. Kim's claim that the accident occurred suddenly disqualified her So, on the one hand the contrast between (39a,b) and (39a′,b′) supports the presence of a VP in process nominals and hence a syntactic derivation of such nominals while on the other hand the contrast between (39a′,b′) and (40) supports the absence of a VP and hence a morphological derivation. There are two ways to resolve this paradox. On a syntactic account, one would have to develop an explanation of the degraded status of (39a′,b′). For example, one might try to argue that an adverbial must be related to the event role of the verb in order to be interpreted and that this is infelicitous if the event role is not itself bound by tense. (Note that Fu et al. indeed argue that the verbal projection in process nominals does not extend to TP). Alternatively, on a morphological account, one might try to argue that combining a noun with an adverb is marginally acceptable if the nominal head receives the kind of interpretation usually associated with verbs. Some support for this comes from the fact that the phenomenon can in fact also be observed with underived nouns and derived nouns that do not have a verbal base. For example, in (41a) Nobel prize is interpreted as 'receiving the Nobel prize', while in (41b) bankruptcy is interpreted as 'being declared bankrupt'. The status of such examples is comparable to the parallel cases in (41a′,b′) which involve derived nominals with a verbal base. (41) give a second argument for an underlying VP in process nominals, based on do so anaphora, which we will not discuss here. It leads to the same kind of arguments about the correctness of (1).
In his contribution, Den Dikken proposes a way of reconciling Lexical Integrity with the assumption that a full VP is present in process nominalizations and certain other derivations. The account is an extension of the checking approach to inflection discussed in the previous section. The complex derived word itself is formed externally to the syntax. However, in order for it to be licensed, the features of the derivational affix must be checked against an appropriate syntactic head position. For example, in the case of a deverbal process nominal, the complex noun, which is assembled in morphology, is inserted as the head of a VP in syntax. Its nominal features are checked by raising it to a functional nominal head that takes VPs as its complement.
Like the checking approach to inflection, this analysis faces an issue related to the Mirror Principle. In the normal case, the order in which features are checked correlates with the order of attachment of the affixes that introduce these features. For example, the functional projection in which the features of -ity are checked must dominate the one in which the features of -able are checked if a structure headed by approach-abil-ity is to be nominal. The reverse is true of structures headed by, for instance, object-ion-able. Therefore, the features of the complex word must be structured, and this structure must be accessible to the syntactic checking mechanism. Interestingly, Den Dikken proposes that certain bracketing paradoxes can be dealt with by reversing the usual order of checking (from the outside in, rather than from the inside out). As noted with regard to inflection, if syntax has access to a layered feature bundle, whose layering is in turn determined in a predictable way by the morphological structure of the word, this seems empirically equivalent to the syntax having indirect access to that structure -a situation which the strict lexical integrity principle says should be impossible.
SYNTACTIC ATOMICITY
In conclusion, for many cases of derivation there is no particular reason to assume that they are formed by syntactic incorporation, given that the evidence for a syntactic projection that hosts the stem selected by the affix is absent (see (38)). However, there are also derivations that provide a stronger case for syntactic word formation. 
Anaphoric Islandhood

Reference of parts of words
Another phenomenon that is traditionally ascribed to a principle like (1) is the anaphoric islandhood of words (Postal 1969) : parts of words cannot be assigned an independent referent in the domain of discourse. For example, (42) is infelicitous since the lefthand part of the compound must be construed as referring to a particular kitchen, which is impossible.
(42) # I still have to paint the kitchen i door, but there's no hurry since it i is in a terrible mess anyway
If reference is determined (at least partially) by the syntax, or by the mapping between syntax and semantics, the impossibility of (42) indeed is an expected effect of (1). It appears reasonable to assume that reference is determined by syntax-semantics mapping principles since, at least in Germanic, a noun can be referential only when combined with a determiner. Bare NPs are not referential but predicative. However, things are not quite so straightforward. In section 3 it was shown that phrases can occur as the lefthand part of compounds. Hence, we might expect a referential DP to occur in this position as well, contrary to fact. Compounds with a DP as left-hand part are ungrammatical:
(43) *a the-record-of-the-year award, *a the-old-boys network This seems to be good news for (1). If (1) rules out reference below the word level, then it follows that, even though phrases can occur in compounds, referential DPs cannot. The problem, however, is that it is not entirely clear what is cause and effect in (43). Hoeksema (1988) argues that there is a general ban on closed class items as the head of the left-hand part of compounds. If correct, the ungrammaticality of (43) is not caused by the referentiality of the relevant DPs but by their being headed by a determiner. Since determiners are necessary to make a phrase referential, the impossibility of having a referential part of a word would be a consequence of having sublexical DPs rather than vice versa. One way in which a decision between the two approaches could be made is by showing that parts of words can be referential as long as they do not rely on the presence of a determiner to be interpreted in this way. There are three potential examples of this.
First, even in the Germanic languages, there are nouns that have referential force when not combined with a determiner, namely proper names. It seems that these do retain their referentiality when embedded in words. In particular, they can be coreferential with a constituent outside the word, in contrast with regular nouns as in (42) . Two examples are given in (44) (see Ward et al. 1991 for more data). Di Sciullo and Williams (1987) , arguing that the syntactic atomicity of words extends to referentiality, deny the relevance of examples like (44). Their claim is that proper names in words are not, in fact, referential. They cite the example in (45) as evidence.
(45) He is a Nixon-admirer in every sense, except that he does not admire Nixon However, this argument is not conclusive as there is a syntactic variant of (45) which appears to be equally acceptable:
John is an admirer of Nixon in every sense, except that he does not admire Nixon.
What seems to be going on here is that we can talk about the extent to which John is like an admirer of Nixon (or a Nixon admirer) and in that discussion one can remark that he shares all properties with the average admirer of Nixon except that he does not admire Nixon. This does not imply that Nixon in either example does not refer to Nixon. The second type of example comes from incorporating languages. These typically lack a determiner system, which implies that bare nouns can be referential in syntax (see Baker 1996) . This possibility carries over to incorporated nouns, which have also been argued to have referential properties not shared by nouns in compounds in the Germanic languages. Ackema (1999) argues that the only property that distinguishes noun incorporation from Germanic-style N-V compounding is the possible referentiality of bare nouns, contra an interpretation of (1) as universally causing words to be referential islands. There are two ways to reconcile these data with this interpretation of (1). Either one can argue that the relevant complexes are derived in syntax and hence accessible to rules assigning reference. This is what Baker (1988 Baker ( , 1996 argues (see section 4.3.1). Alternatively, one could argue that the apparent referentiality of incorporated nouns is not genuine; for relevant discussion see Mithun (1984 Mithun ( , 1986 , Sadock (1986) , and Gerdts (1998).
Hoekstra's contribution introduces a third potential example of sub-word referentiality. Hoekstra discusses the case of genitive compounds in Frisian. These have certain word-like properties, but at the same time their left-hand part must be interpreted as definite/specific. For example Hoekstra notes that in kokensflier 'kitchen-S floor' we must be talking about the floor of a particular (contextually salient) kitchen; this expression cannot be used to refer to floors of kitchens in general. At first sight, this appears to be at odds with the referential islandhood of words, hence with (the relevant view of) (1). Hoekstra's analysis can be seen as an attempt to reconcile the Frisian data with a universal ban on referential parts of words. He argues that the genitive compounds are in fact phrases, not morphological objects in the sense that is relevant for (1). Their wordlike properties follow from their being lexicalized as a construction. (This may be compared with other 'constructional idiom' type analyses of structures that seem to span the syntax-morphology divide, like Booij's 2002 analysis of particle verbs.)
Although the evidence is hence far from clear, if it is the case that words can under some circumstances contain referential parts, we are led to the conclusion that the ungrammaticality of examples like (43) is due to Hoeksema's ban on closed class items as the head of the left-hand part of a compound. Of course, that in turn raises the question of what causes this ban -if not (1).
Binding into words
In syntax, two constituents can be coreferential not only by accident but also because one constituent binds the other. (That binding and coreference are indeed two fundamentally distinct processes has been shown in some detail in Reinhart 1983 Reinhart , 1986 , amongst others). If binding is, at least partly, a syntactic process, and if (1) holds, it should be impossible to establish a binding relation between a syntactic constituent and a part of a word. Thus, a part of a word should not be able to function as antecedent for a syntactic anaphor, nor should a syntactic constituent be able to function as an antecedent for a sub-word anaphor.
The first of these two predictions is clearly correct:
(47) a.*The Bartók i interpreter wants himself i to be played more often b.*All Haitink i admirers expected himself i to show up at the concert However, as pointed out by Lieber (1992) , there is an indepedent explanation for these data in the form of the well-known c-command condition on anaphoric binding. It can be argued that parts of words cannot c-command out of the X 0 domain and hence cannot function as antecedents in binding relations. (This argument is based on a 'first dominating node' definition of c-command; things get more complicated when a 'first dominating category' definition à la May 1985 and Chomsky 1986 is adopted).
The question of whether there are sub-word anaphors that can be bound by syntactic antecedents has been answered in the affirmative. 8 The sublexical anaphor usually mentioned in this connection is self in examples like the following (see for instance Sproat 1985 and Lieber 1992 If anaphoric elements are bound by DPs, the conclusion that there is a relation between a syntactic element and a part of a word is unavoidable. However, quite independently of the issue at hand, it has been argued that anaphors take thematic roles, rather than the DPs to which these roles can be assigned, for antecedents (Williams 1989 , Jackendoff 1990a . If correct, an alternative account for data as in (48) be bound by a θ-role that is available within the morphological representation.Since this θ-role is eventually associated with a DP in the syntactic representation, we get the effect that the interpretation of self is related to the interpretation of this DP, but this is not established by a direct relation. That this may be the correct approach is suggested by the absence of cases in which a morphological anaphor is associated with a DP that is not an argument of the category to which the anaphor attaches. A short survey of English and Dutch dictionaries shows that words starting with self or zelf 'self' fall into various categories, but in all cases the interpretation of self is linked to a θ-role of the predicate to which it is attached. Consider, in this respect, an example like (49). (49) When he attended group therapy, John usually experienced self-hate
In this example, self is necessarily associated with the external argument of hate. The argument may be understood as identical to the external argument of feel (in which case John felt that he hated himself), but this is not necessary (in which case John may have felt that members of the group hated themselves). What is impossible is for self to be associated with John if the external argument of hate refers to other people. So, (49) cannot mean that John usually felt that members of the therapy group hated him. We conclude that, with respect to binding, the predicted effects of (1) are attested: there is no binding into or out of words. As in the other relevant empirical domains, it remains to be seen whether this means that it is necessary to assume something like (1) as a principle of UG or whether its effects can be derived.
Summary
In the table below, we summarize our findings concerning whether the effects predicted by (1) are attested or not. By necessity, the table to some extent reflects our own assessment of the data.
Lexical Integrity predicts that . . .
Correct Incorrect
Phrases cannot be embedded in words ߛ Parts of words cannot be moved out of the word ߛ Parts of words cannot be moved internally to the word ߛ Words cannot be formed by head-to-head movement ? ? Parts of words cannot be referential ߛ (?) Binding across words boundaries is impossible ߛ (?)
It would appear that (1) makes a number of interesting predictions that are borne out although not all effects that have been said to follow from it hold. There is a challenge, then, to derive the effects of (1) where they are correct while at the same time allowing for the apparent exceptions to it.
