Neurons in the medial superior olive (MSO) encode interaural time differences (ITDs) with sustained firing rates of Ͼ100 Hz. They are able to generate such high firing rates for several hundred milliseconds despite their extremely low-input resistances of only few megaohms and high synaptic conductances in vivo. The biophysical mechanisms by which these leaky neurons maintain their excitability are not understood. Since action potentials (APs) are usually assumed to be generated in the axon initial segment (AIS), we analyzed anatomical data of proximal MSO axons in Mongolian gerbils and found that the axon diameter is Ͻ1 m and the internode length is ϳ100 m. Using a morphologically constrained computational model of the MSO axon, we show that these thin axons facilitate the excitability of the AIS. However, for ongoing high rates of synaptic inputs the model generates a substantial fraction of APs in its nodes of Ranvier. These distally initiated APs are mediated by a spatial gradient of sodium channel inactivation and a strong somatic current sink. The model also predicts that distal AP initiation increases the dynamic range of the rate code for ITDs.
Introduction
The generation of action potentials (APs) is widely assumed to take place in the axon initial segment (AIS). Evidence for this assumption stems predominantly from cortical pyramidal neurons and cerebellar Purkinje neurons using simultaneous somatic and axonal whole-cell recordings (Stuart and Sakmann, 1994; Stuart et al., 1997; Kole et al., 2007; Shu et al., 2007) and voltage-sensitive dye imaging (Palmer and Stuart, 2006; Foust et al., 2010; Palmer et al., 2010; Popovic et al., 2011) . At rest, these neurons have relatively high input resistances of 10 -200 M⍀, allowing them to integrate synaptic inputs over several milliseconds. Thus, during depolarizing stimuli, the soma generally serves as a strong and temporarily stable current source for the AIS. In neurons with very low input resistances of 2-5 M⍀, the mechanisms of AP initiation have not yet been studied in such great detail. In those cells, the membrane time constants are too short to allow the soma to serve as a temporarily stable current source. Conversely, the soma might even act as a current sink to the AP generating zone and therefore increases the AP threshold at the AIS.
In the present study, we investigated AP generation in neurons of very low input resistance, the principal cells of the medial superior olive (MSO). These neurons have membrane time constants in the range of only a few hundreds of microseconds and input resistances as low as 5 M⍀ (Scott et al., 2005; Couchman et al., 2010) . The MSO is a binaural nucleus in the ascending auditory pathway. MSO neurons encode the azimuthal position of low-frequency sounds via differences in the time of arrival at the two ears by their firing rate (Goldberg and Brown, 1969; Yin and Chan, 1990; Fitzpatrick et al., 1997; Brand et al., 2002 ) with a precision of only a few tens of microseconds. This exquisite temporal precision of binaural coincidence detection is partly achieved by the fast membrane time constants of neurons resulting from the high expression of lowvoltage-activated potassium channels and hyperpolarizationactivated cation channels (Svirskis et al., 2002; Koch et al., 2004; Scott et al., 2005; Mathews et al., 2010; Baumann et al., 2013) , both of which are already open at rest. Despite the resulting low input resistance, these neurons can fire at high rates of ϳ100 Hz and more. The mechanisms by which this is possible are still unresolved.
In this article, we address the question of how AP generation is accomplished in leaky neurons using a computational model of MSO neurons with axonal morphology based on new detailed morphometric data. Our simulations show that, despite the leaky soma, the AIS remains electrotonically isolated and retains its ability to generate APs. However, we also identified conditions under which the APs are initiated at the nodes of Ranvier. This distal initiation of APs increases the dynamic range of the rate code of interaural time differences (ITDs).
Confocal microscopy
Confocal images were acquired with a TCS SP5-2 confocal laserscanning microscope (Leica Microsystems) equipped with HCX PL APO 63ϫ/numerical aperture 1.3 glycerol objective. Fluorochromes were excited at 405, 488, 561, 594 , and 633 nm for aminoethylcoumarin acetate, DyLight488, tetramethylrhodamine dextran, Alexa Fluor 594, and DyLight649, respectively. The emission filters for these fluorochromes were set to (in the same order) 410 -460, 510 -550, 565-585, 605-625 , and 640 -760 nm. For each optical section the images were collected sequentially for four to five fluorochromes. Stacks of 8-bit grayscale images were obtained with axial distances of 290 nm between optical sections and a pixel size of 120.4 nm. To obtain an improved signal-to-noise ratio, each section image was averaged from five successive scans. After stack acquisition, the Z chromatic shift between color channels was corrected. RGB stacks, montages of RGB optical sections, and maximum-intensity projections were assembled into tables by using ImageJ 1.37k plugins and Photoshop version 8.0.1 (Adobe Systems) software.
Morphometry
Morphometric measurements were made from overlapping image stacks of MSO principal cells. Using the ImageJ 1.37k paint-brush tool, individual axons of MSO cells filled with tetrametylrhodamine dextran were manually labeled by following single axons subsequently through each optical section of the confocal stack (Werthat et al., 2008 ; for dendrites, see Couchman et al., 2010) . Afterward, the neighboring axons were digitally deleted. We refer to this method as digital extraction. The same axon was identified in the neighboring overlapping confocal stacks and digitally extracted. AISs and nodes of Ranvier were identified on the basis ankyrin G/Kv1.2 antibody staining. AIS and internode lengths were measured in three dimensions in confocal stack images using the ImageJ 1.37k Sync Measure 3D tool. AIS and internodal axon diameters were measured at the positions defined by ankyrin G and Kv1.2 labeling (see Fig. 2B ) in maximum-intensity projections of image stacks based on tetrametylrhodamine dextran labeling. The mean diameter of the first internode was averaged from measurements at several (10 -29) different positions between the outer borders of the juxtaparanodes (see Fig. 2B , K3 and K6).
Electrophysiology
Experimental procedures were as described in Couchman et al. (2010) . In brief, Mongolian gerbils of either sex of P60 -P80 were anesthetized with isoflurane. Brains were removed after decapitation, and 110-m-thick horizontal brainstem slices were taken with a VT1200S vibratome (Leica) in dissection solution containing the following (in mM): 50 sucrose, 25 NaCl, 27 NaHCO 3 , 2.5 KCl, 1.25 NaH 2 PO 4 , 3 MgCl 2 , 0.1 CaCl 2 , 25 glucose, 0.4 ascorbic acid, 3 myo-inositol, and 2 Na-pyruvate, pH 7.4 when bubbled with 95% O 2 and 5% CO 2 . Slices were incubated in recording solution (same as slice solution but with 125 mM NaCl, no sucrose, and 2 mM CaCl 2 and 1 mM MgCl 2 ) at 36°C for 45 min, bubbled with 5% CO 2 and 95% O 2 .
Incubated slices were placed into a recoding chamber attached to a BX51WI microscope (Olympus) equipped with a custom-made gradient contrast illumination and continuously perfused with recording solution kept at 34 -36°C by a Warner Instruments heating system. MSO neurons were visualized at 60ϫ magnification with a Retiga 2000 DC camera (Till Photonics/FEI Munich). Current-clamp whole-cell recordings were performed using an EPC10/2 amplifier (HEKA Elektronik) on visually identified MSO neurons with electrode resistances of ϳ3 M⍀. Access resistance was estimated in voltage-clamp after break in and was bridge balanced to 100% in current-clamp mode. The internal recording solution consisted of the following (in mM): 145 K-gluconate, 4.5 KCl, 15 HEPES, 2 Mg-ATP, 2 K-ATP, 0.3 Na 2 -GTP, 7.5 Na 2 -phosphocreatine, 5 K-EGTA, pH 7.2. The liquid junction potential was corrected on-line with an estimated value of 17 mV.
Computational modeling
Based on the morphometric analysis, a multicompartmental model was created to study the generation of APs in MSO principal cells. The model consists of one large somatic compartment that combines the somatic and dendritic membrane surface (Ashida et al., 2007) . The model focuses on the axonal morphology, since APs are generally assumed to be generated there. The axon model consisted of an unmyelinated AIS followed by an extensive myelinated part that was periodically interrupted by 21 nodes of Ranvier. Figure 1A shows a schematic drawing of the first segments of the model up to the fourth node of Ranvier (R4). The AIS was further subdivided into a tapering part (tAIS) and a constant part (cAIS), resembling the actual geometry of the AIS. The voltages of the compartments followed a Hodgkin-Huxley-type equation as follows:
where I ext is the external current, and the ohmic transmembrane currents are as follows:
Here, C m is the membrane capacitance, g x is respective peak conductances, a x and b x are the gating variables, and m and n are the respective cooperativities. The dynamics of the gating variables are modeled according to first-order kinetics, as follows:
where a ϱ and b ϱ are the steady-state activation functions, and a and b are the voltage-dependent time constants. The axial current for the ith compartment is defined as follows:
in which R axial denotes the axial resistance between the ith compartment and its respective neighboring compartments. The axial resistance results from the geometry of the axonal segment (diameter and length) as well as the specific axial resistivity of 100 ⍀cm, which is in the range of usually assumed values (Mainen et al., 1995; Mainen and Sejnowski, 1996; Shu et al., 2007) . The specific model for the sodium channel was taken from Scott et al. (2010) with a reversal potential for sodium of 69 mV and a modified conductance density in the axon of 4 nS/ m 2 to fit the firing threshold of our currentclamp measurements (see Fig. 4 ). We chose the somatic sodium conductance density to be 0.2 nS/m 2 , a value 20-fold smaller than that in the axon and reflecting the low sodium channel density found in MSO principal cell somata . The high-threshold potassium channel was modeled according to Rothman and Manis (2003) without a slow activation variable and only at the soma since it had only little effect in the axon. The lowthreshold potassium channel (KLT) was modeled according to and was present in the soma and all unmyelinated axonal compartments. The potassium reversal potential was set to Ϫ90 mV. The hyperpolarization-activated cation channel gives rise to a somatic hyperpolarization (h)-activated cation current (I h ), which was modeled using the kinetics measured in dorsal MSO neurons (Baumann et al., 2013) , with a reversal potential of Ϫ35 mV. The resting potential of Ϫ68 mV and the somatic input resistance of 5 M⍀ were set by adjusting the peak conductances of KLT and h current. The somatic surface was set to 8750 m 2 , such that we get a somatodendritic capacitance of 70 pF (Rautenberg et al., 2009) , assuming a specific capacitance of 0.8 F/cm 2 (Gentet et al., 2000; Shu et al., 2007) . As a consequence, the somatic membrane time constant is 350 s, which closely resembles the measured membrane time constants in vitro (Scott et al., 2005; Couchman et al., 2010) . The specific myelin conductance per lamella was set to 0.1 F/cm 2 (McIntyre et al., 2002 (McIntyre et al., , 2004 . Together with a g-ratio of 0.7 and an assumed myelin periodicity of 16 nm (Agrawal et al., 2009 ), our standard model exhibits nine myelin lamellae. Thus, we obtain a specific capacitance of the myelin sheath of 0.0111 F/cm 2 , similar to the value of 0.01 F/ cm 2 used in Kuba et al. (2006) for axons of nucleus laminaris (NL) neurons. Some computational studies of axons use specific capacitances per lamella that are significantly higher; however, they compensate for this by a larger number of myelin lamellae. Using a substantially larger myelin capacitance (e.g., three times or higher) would cause propagation failures of generated APs in our model, a result that would contradict the secure propagation of APs known from MSO principal neurons (Scott et al., 2007) . This matching of an experimental finding argues in favor of our parameter choice. The validity of the parameter choice is further supported by our physiological measurements of firing thresholds for onset-like responses in Figure 4 .
A detailed account of the geometrical and electrical features of the model is given in Tables 1 and 2, respectively.
In response to somatic current injections, the neuron model exhibits typical onset behavior ( Fig. 1B; i.e., it fires only one AP; Scott et al., 2005; Couchman et al., 2010) at the onset of the depolarizing pulse. The AP amplitude at the soma resembles physiologically measured values of ϳ10 mV (Scott et al., 2005; Couchman et al., 2010) , whereas, at the nodes of Ranvier, the APs exhibit usual amplitude values of ϳ100 mV. (top, R5; middle, soma) to current injections at the soma (bottom). C, D, The input conductances were obtained from noise that is filtered by a gammatone filter with a center frequency of 500 Hz (gray) and half-wave rectified (C, black). The trace from C is transformed into conductance inputs by convolution with excitatory (ipsilateral, dark red; contralateral, light red) and inhibitory (ipsilateral, green; contralateral, light green) synaptic kernels (D; see Materials and Methods). E, Voltage responses of the soma (blue) and R5 (light gray) of the model when driven with the conductance trains depicted in D. F, The AP initiating segment (IS, black arrow) is derived from the voltage traces at the individual compartments (color coded segments: blue, soma; pink, tAIS; red, cAIS; green, R1; dark gray to light gray, R2-R7). Example traces show a cAIS-generated (left) and an R1-generated (right) AP. Dashed traces indicate the search intervals of duration L that are defined by the voltage peak (dot) of the downstream segment (see Materials and Methods). The voltage peak that occurs earliest in time defines the SIS.
Since ongoing synaptic bombardment under in vivo conditions increases the leakiness of the neuron, we decided to study AP generation using a temporally extended naturalistic stimulus that resembles the periodicity of a cochlear channel with a specific center frequency. Our stimuli were generated using bandpass-filtered white noise n(t) (Fig. 1C ) that was linearly filtered (convolved) with a gammatone kernel, as follows:
with ␥ ( c ) ϭ 24.7(4.37 ϫ c /(2)ϩ1) in kilohertz (Glasberg and Moore, 1990 ) and the center frequency c /(2) in kilohertz. The filter output was half-wave rectified and normalized to yield a spike probability function with a mean AP rate R (200 Hz) during the stimulus length l ϭ 300 ms. The resulting input train was then multiplied with a factor S, which we call the stimulus intensity, and afterward convolved with double-exponential functions G exc and G inh , which we created to resemble electrophysiologically measured synaptic kinetics for excitatory and inhibitory synaptic activity (Couchman et al., 2010) : Here, g exc ϭ 37 nS and g inh ϭ 57 nS are the peak conductances of single fibers (Couchman et al., 2010) , and time t is considered in milliseconds. Examples for such synaptic conductance trains are shown in Figure 1D . Unless mentioned otherwise, we used two inhibitory inputs based on the same stimulus wave form; one advances the excitatory inputs by 0.6 ms and one lags them by 0.11 ms (see Impact of distal AP initiation on ITD coding; Leibold, 2010). Apart from the simulations in which the inhibitory inputs are essential (see Figs. 5M, 8 ), all simulations were performed with only excitatory inputs activated.
Neuron model with dendrites
To test the robustness of our findings in a model with dendrites, we performed simulations (see Fig. 8 ) in a model variant in which two identical dendrites (five compartments each) were added to the soma. Excitatory synapses were placed at the dendrites (ipsilateral inputs at the lateral dendrite, contralateral inputs at the medial dendrite), and inhibitory synapses were restricted to the soma (Kapfer et al., 2002) . The parameters of the dendritic model were chosen such that the basic characteristics at the soma (input resistance, resting potential, capacitance, and EPSP kinetics) matched that of the model with a single somatodendritic compartment and hence the physiological data from Scott et al. (2005) and Couchman et al. (2010) . Most importantly, the length of each of the dendrites was 200 m, with a constant diameter of 5 m. The somatic surface was reduced to 2467 m 2 , such that the total cell surface remained at 8750 m 2 , which is equal to the model with only one somatodendritic compartment. The geometrical length of the dendritic compartments appears slightly longer than that observed in MSO neurons (Rautenberg et al., 2009 ), since we did not take into account branching of dendrites but had to match the overall cell surface for comparability.
In the dendritic compartments, sodium channels were omitted , and thus the sodium density of the remaining somatic compartment was scaled up such that the total sodium conductance matched that of the simpler model with only one somatodendritic compartment. The conductance of the low-threshold potassium channels decayed exponentially along the dendrites with a length constant of 74 m . The peak conductance at the somatic compartment was thereby identical to that of the simpler model. The conductance of the h current was chosen to follow the same gradient along the dendrite to keep the local balance of the two channels. Finally, the input resistance and resting potential of the model with dendrites were matched to those of the simpler model by adjusting the peak conductances of the h current and the passive leak current.
Analysis of simulations
In our simulations, APs during ongoing stimulation were often not detectable in the soma (Fig. 1E) . However, at more distal locations in the axon, the amplitude and kinetic differences of subthreshold responses and APs are much larger, and, thus, at the more distal axonal compartments these two cases are very easy to separate by a simple amplitude threshold.
Initiating segment. Since the MSO model is described by a system of coupled differential equations, the generation of an AP necessarily requires the interplay of all compartments. The question of where an AP is generated thus can only be answered by a phenomenological criterion. This phenomenological AP-initiating segment was identified as follows ( Fig. 1F ). First, a stimulus evoked AP was defined by a voltage threshold criterion in R7 at which AP and no AP events are clearly separable. Second, we inspected the voltage trace at the axonal nodes of Ranvier and the AIS going from distal to proximal, and identified the segmentspecific AP times via the voltage peaks (above Ϫ50 mV) that occurred within a certain time interval of duration L around the voltage peak in the (previous) downstream node. The duration L of this time interval is determined by L ϭ 5.33 , where is the impulse conduction time from node to node for a strong current stimulus delivered at rest, which elicits a clear AIS AP. The window is asymmetrically aligned to the previous voltage peak such that the preceding part is three times longer than the part following the voltage peak. The factor 5.33 allows for a slower AP propagation of the AIS and near-threshold stimuli. Within the set of all detected voltage peaks, the earliest in time defines the AP initiation segment. This algorithm has been tested against a variety of simple threshold and phase space criteria, and has proven to give more reliable results for different axonal morphologies and different input parameters, even for extremely fast voltage deflections.
In simulations in which we tested higher somatic input resistances (see Fig. 5L ), the somatic AP was strongly influencing the voltage trace in the AIS, which made it difficult to identify a clear AIS voltage peak. We therefore identified the AIS AP as the first drop of the voltage derivative below 50 V/s, identifying a shoulder in the voltage deflection.
In few cases (see Fig. 6 ) during orthodromic propagation does the AP amplitude initially decrease before increasing again in the more distal axonal segments. Such APs were also labeled as being distally initiated, even though they would have been an AIS AP according to the timewindow criterion.
Relative slope during ongoing conductance trains. To identify the input features that are most predictive for spiking, we placed particular emphasis on current amplitude and the relative current slope (derivative divided by amplitude). We chose relative slope because the derivative of any oscillating function linearly scales with the amplitude of the input, and, thus, without such normalization, dependencies on slopes are confounded by amplitude effects. To determine the relative derivative of the input current in Figure 7 , G and H, we normalized by the amplitude of a high-pass-filtered version (fourth-order Butterworth filter with a cutoff of one-third of the stimulation frequency) of the input current rather than by the actual amplitude itself. This was necessary to obtain the actual local relative slope for each cycle and not a distorted value caused by the temporal summation of the input currents of high-frequency stimuli.
ITD coding
To assess how well the responses of the model neuron resolve an ITD , we computed the Fisher information I(), assuming a Gaussian distribution of AP counts. From at least 90 repetitions of a 300 ms stimulus, we obtained the mean AP count (tuning curve) () and its variance v(), and calculated the Fisher information as follows:
Results

Morphometry of the AIS and proximal axon
Using a combination of retrograde tracing of MSO neurons and immunohistochemical labeling of ankyrin G and Kv1.2 channels, a detailed morphometric analysis of the AIS and proximal axon of stimulus with a center frequency of 750 Hz and intensity S ϭ 18 (as indicated by dotted lines) and internode lengths as indicated by colors. B-J, Graphs depict firing probabilities for different (color-coded) morphological parameters and sodium conductances and for increasing stimulus intensities S (see Materials and Methods). Parameters that were varied are internode length (color coded) and center frequency (B-D), axonal diameter (E), length of the AIS tapering part (F ), peak sodium conductance in all unmyelinated parts of the axon (G), peak sodium conductance in the nodes of Ranvier (H ), proximal diameter of the AIS tapering part (I ), and somatic input resistance (J ). Inset in I compares relative AP frequencies of two control traces (with different tAIS diameter) from I to a model where all subthreshold transmembrane conductances were removed from the tAIS (pink trace, sealed).
12 MSO neurons was performed ( Fig. 2A) . Our immunostainings revealed that the AIS consisted of a 17.3 Ϯ 1.1-m-long ankyrin G-positive domain emerging directly from the soma and a 11.2 Ϯ 0.6-m-long Kv1.2-positive domain starting at 7.6 Ϯ 0.7 m distal from the soma in the labeled axons ( Fig. 2 A, B) . Diameter measurements indicated that the AIS consisted of the tAIS and the cAIS. On average, the diameter of the AIS decreased from 1.6 Ϯ 0.1 m at the soma (position A1) to 0.6 Ϯ 0.1 m at the position K2, as defined in Figure 2 , B and C. The length of the AIS (measured from A1 to K2; Fig. 2B ) ranged from 14.0 to 24.0 m (18.8 Ϯ 1.0 m). Adjacent to the AIS was a 2.3 Ϯ 0.2-mlong segment devoid of ankyrin G and Kv1.2 labeling, which we interpret as the paranodal (or para-AIS) region, where myelin is anchored to the axon (Duflocq et al., 2011; Fig. 2AЈ , arrow). The paranodal region was followed by a 2.9 Ϯ 0.5-mlong Kv1.2-positive domain representing the juxtaparanode (or juxtapara-AIS). The first node of Ranvier was identified based on its typical arrangement of two juxtaparanodal Kv1.2-positive domains that were separated from the nodal ankyrin G domain through unlabeled paranodes (Fig. 2AЈ) . The length of the first internode ranged from ϳ50 to ϳ150 m (100.4 Ϯ 9.1 m), and its mean diameter (Fig. 2 B, C, measured at several positions between the two juxtaparanodal borders K3 and K6) was 0.7 Ϯ 0.1 m. These axonal parameters were used to constrain a computational model of the MSO neuron (Table 1) .
Input-output functions
We first determined how the AP frequency of our computational neuron model is influenced by the parameters that we assumed to be most crucial for axonal excitability (AP threshold), i.e., the morphological parameters internode length, axonal diameter, proximal diameter, and tAIS length; and the electrical properties density of sodium channels in the unmyelinated axonal segments and somatic input resistance (Fig. 3) . We tested how much the influence of these excitability parameters on AP probability depended on the center frequency of the bandpass stimuli (see Materials and Methods) and found that for center frequencies of Յ500 Hz all of the axonal parameters had little influence on spiking probability (Fig. 3A-D , example of internode length). For higher stimulus frequencies, the axonal parameters had distinct influences on the input-output functions. As we increased the internode length, the spiking probability generally decreased (Fig. 3A-D) , which can be attributed to a reduction of the axial current flow. Geometrical alterations that increase the axonal sodium conductance (while keeping the channel density constant) mostly result in an increase of the firing rate. This increase could be observed in simulations with altered axonal diameter [keeping a constant ratio of 0.7 between the inner (axon) and outer (myelin) diameter of the internode]. The firing rate also increased with axonal diameter (Fig. 3E) , reflecting the corresponding increase of the number of sodium channels. Also an increase of the length of the tAIS led to a higher AIS sodium conductance and an increasing firing probability (Fig. 3F ). In line with these findings, a direct increase in the sodium conductance in unmyelinated axonal compartments (Fig. 3G,H ) also facilitated AP probabilities. However, a different effect was observed when the proximal diameter of the tAIS was decreased, which also decreased the amount of sodium conductance but, interestingly, increased AP frequency (Fig. 3I ). This indicates that in addition to the total local sodium conductance excitability of the axon also profits from an increased electrotonic isolation from the leak currents in the soma. This interpretation was corroborated by the following two additional sets of simulations: (1) an increase of the tAIS input resistance by removing all tAIS subthreshold conductances from the equation had almost no effect on firing probability (Fig. 3I, inset) ; and (2) increasing the somatic input resistance (by multiplicative scaling of the peak conductances of KLT channel and h current, keeping a constant resting potential) strongly enhanced AP frequency (Fig. 3J ) . The MSO soma thus acts as a strong current sink for the AIS, and, hence, the axon excitability crucially depends on rather small changes of the somatic current reaching the axon.
Frequency-dependent threshold
Since the firing probabilities strongly depended on the center frequency of the inputs (Fig. 3) , we performed a more systematic analysis of the frequency dependence of excitability of our computational neuron model and corroborated these data by in vitro measurements of MSO cells. The frequency dependence of MSO firing probability in the model was determined for a large range of bandpass stimuli with center frequencies ranging from 100 to 1250 Hz and varying stimulation intensities (Fig. 4A) . This allows the assessment of the firing thresholds of MSO neurons with respect to both the shape (frequency content) and the amplitude of the input currents. The lowest current thresholds were observed at ϳ500 Hz. For higher as well as lower input frequencies, more excitatory drive was necessary to reach a certain firing probability.
To better understand the dependence of AP initiation on the input kinetics, we simulated two onset stimulation paradigms using brief current stimuli applied at rest. First, we applied a ramp stimulus for which we could independently vary amplitude and ramp duration (Fig. 4B 1 ) . The ramp duration was assumed to serve as a proxy for stimulus shape (frequency) during the ongoing bandpass stimulation. The firing probabilities (Fig. 4B 2 ) obtained with these stimuli very well explained the behavior observed for low-frequency bandpass inputs, which effectively implements a slope threshold (Golding and Oertel, 2012) ; that is, the neuron fires in response to a specific speed of membrane depolarization that is rather independent of amplitude. Such behavior has been previously described in octopus cells (Ferragamo and Oertel, 2002) , in the vestibular pathway (Beraneck et al., 2007) and the MSO (Jercog et al., 2010) , and is generally attributed to the fast kinetics of the KLT channels, which are further opening only for slow stimuli and cannot generate such additional leaks for fast-rising stimuli. The high-frequency behavior of our threshold profile, however, could not be modeled using the simple ramp stimuli. We therefore also applied half-waverectified sine waves (Fig. 4C 1 ) . Here again, both the low-and the high-frequency increase of threshold amplitudes was observed 
m (cyan traces). D, Exemplary voltage traces in different compartments (colors as indicated). Filled colored circles show the AP-initiating segment for each suprathreshold response (see legend). E-H, Example events (from D) for subthreshold response (E), and evoked APs generated in the AIS (F ), R1 (G), and R2 (H ). I-K, Fraction of distally initiated APs (D-AP
; for a fixed AP probability of 15%), with varying internode length (I ), axonal diameter (J ), and sodium conductance in the nodes of Ranvier (K ). L, Fraction of distally initiated APs for different somatic input resistances. M, Fraction of distally initiated APs without and with inhibition for several input frequencies.
( Fig. 4C 2 ) . Thus, the threshold amplitude for high frequencies crucially depends on the duration of the stimulus. This indicated that the high-frequency part of the threshold curve reflects the limit imposed by the charging of the membrane capacitor for regimes in which the membrane voltage rises too quickly to open the lowthreshold potassium channels (Jercog et al., 2010) . These modeling results were verified physiologically using whole-cell current-clamp recordings using the same stimuli as in the model (see Materials and Methods) . From the recorded data obtained with the ramp stimuli, the AP probability was fitted by a sigmoid for each ramp duration as a function of the amplitude using at least 10 consecutive trials. The amplitude at which the fit was at 50% AP probability was defined as the threshold. The physiologically obtained threshold curves qualitatively matched the modeling results for the ramp-current stimuli ( Fig. 4B 2 , superimposed black trace, D) with less firing for slow-input ramps and secure responses for faster ramps. For the half-wave-rectified sine stimuli, threshold amplitudes were obtained by manual testing ( Fig. 4C 2 , superimposed black trace, E) and also qualitatively matched the simulations with the lowest firing threshold for medium frequencies and less firing for low and high frequencies. From these simulations and experiments, we concluded that the threshold behavior observed during ongoing stimulation is functionally very similar to that in onset-like stimulus paradigms with single current pulses.
Site of AP initiation
Although AP initiation might be functionally similar under onset and ongoing stimulus conditions, the underlying mechanisms may be different, since, owing to the temporal summation of the inputs, the ongoing stimulation sets the cell membrane into a state that is very different from resting conditions (e.g., because of steady-state activation of channels and changes in input resistance). We therefore investigated AP initiation during ongoing stimulation in greater detail. In particular, we were interested in the contributions of the different cellular (somatic and axonal) compartments to the generation of APs. A first assessment of the local excitability of the model neuron was derived from local input resistance measurements, using small hyperpolarizing current pulses (amplitude, Ϫ100 pA for 300 ms) that were consecutively injected into the soma, the cAIS, and the nodes of Ranvier of our model at rest (Fig. 5A, black  trace) . Here, the input resistance was derived from the peak of the voltage responses and not the steady-state component to obtain a measure for the instantaneous susceptibility of the local membrane. In our model, the peak conductance parameters were chosen such that the somatic input resistance was fixed at 5 M⍀ (Scott et al., 2005; Couchman et al., 2010) . With the standard parameter settings (Tables 1 and 2 ), the AIS had two (tAIS, 9.7 M⍀) to six times (cAIS, 28.5 M⍀) the input resistance of the soma. Further distally in the axon, the R1 showed a 50-fold increase of input resistance (256.5 M⍀). We next applied a current pulse of 1 nA at the soma while at the same time extracting the peak of the axial current in the respective axonal segments (Fig.  5B, black trace) . The portion of this current that spread from the soma into the AIS was only 0.4% (4 pA), with further attenuation at the R1 (0.3 pA). Multiplying the axial current by the local input resistance yields a measure that can be interpreted as the axonally mediated voltage amplitude (V ax ). This voltage amplitude was further used as an estimate for the local excitability. The axially mediated voltage amplitude was maximal at the second and third nodes of Ranvier (Fig. 5C, black trace) . Thus, in contrast to the classical model of AP initiation at the AIS, the second and third nodes appear to be more excitable, indicating that the more distal compartments play an important role in axon excitability in leaky neurons.
A detailed analysis of AP times in the individual compartments revealed that the site of AP initiation was indeed not restricted to the AIS (Fig. 5D-H ) . Although many APs were initiated in the AIS (Fig. 5 F, I-K ) , 5-60% (depending on input conditions) of the APs first crossed the detection threshold (see Materials and Methods) at the first (Fig. 5G) or even the second (Fig. 5H ) node of Ranvier, while the AIS showed a response similar to the subthreshold case (Fig. 5E ). The amplitudes of the somatic and AIS APs were relatively small, independent of where they were generated, and underwent subsequent amplification by the nodes of Ranvier as they orthodromically propagated along the axon (Fig. 5F-H ) .
To further elucidate the mechanisms of this distal AP initiation, we quantified its occurrence under our naturalistic ongoing input paradigm for different morphological parameters. For purely excitatory inputs, the fraction of distally initiated APs over AIS APs increased with stimulus frequency (Fig. 5I-L) . For shorter internodes (Fig. 5I ) and thicker axonal diameter (Fig. 5J ) , more distal APs were observed. This is because the resulting increased axial conductance allows the stimulus-evoked potential to propagate further along the axon and is also illustrated by the peak of the V ax located at more distal regions of the axon in both conditions (Fig. 5C, cyan and magenta traces) . Consistently, a higher nodal sodium conductance increased the fraction of distally initiated APs as well, because APs could be more easily initiated at the nodes (Fig. 5K ) .
A major factor influencing distal AP initiation for inputs at all center frequencies is the somatic input resistance. The prevalence of distal AP initiation is strongly reduced with the increase of input resistance of the soma (Fig. 5L) . Hence, distal spiking should be particularly prevalent in leaky neurons that receive fast-fluctuating inputs such as in the MSO. Since MSO neurons not only receive excitatory inputs but also strong phase-locked inhibitory inputs via the medial and lateral trapezoid body, we also performed simulations with excitatory and inhibitory inputs. In these simulations, the frequency dependence of the site of AP initiation is less clear (Fig. 5M ) . On the one hand, the fraction of distally initiated APs also increased with frequency for center frequencies of Ͼ500 Hz. On the other hand, for a low center frequency of 250 Hz, inhibition also generated large amounts of distal AP initiation. This already indicates that distal AP initiation may result from a variety of different mechanisms, particularly also those that add to the somatic current sink.
Distal AP initiation for high-frequency inputs
The steady-state approach to axonal excitability (Fig. 5A-C) disregards contributions from the dynamics of the ion channels. To understand whether such dynamic properties of the neuron model also contribute to distal AP initiation, we used strictly periodic synaptic (conductance) input trains of different frequencies (Fig. 6A) . Temporal summation of the synaptic inputs generated a conductance plateau that increased with frequency as revealed by low-pass filtering (Fig. 6A , second-order Butterworth lowpass filter with a cutoff frequency of 100 Hz, red traces). We then applied these average conductance values as a constant conductance to the cell and measured the corresponding steady-state sodium channel inactivation at the soma, the AIS, and the first three nodes of Ranvier (Fig. 6B) . This revealed that a larger average conductance generally caused more sodium channel inactivation. Moreover, the conductance level was highest at the soma and decreases along the axon. Thus, a regime of a high-frequency input generates a persistent depolarization of the membrane with a larger fraction of inactivated sodium channels at the proximal axonal membranes than at the distal segments (Fig. 6C) . As a result, this leads to a larger fraction of distal AP initiation with increased input frequency (Fig. 6D) .
Influence of distal AP initiation on the firing threshold
To understand the functional relevance of distal AP initiation, we next investigated which input properties are particularly amenable to evoke distal APs during ongoing stimulation (Fig. 2B-D) . We therefore repeatedly stimulated the neuron model with identical input trains for consecutively increasing mean synaptic conductances. Figure 7A -F shows an exemplary stimulus cycle for which, with increasing conductance, the voltage profile along the axon transitions from a completely subthreshold response (Fig.  7B ) over an AP being initiated at the nodes of Ranvier (Fig. 7C,D) to an AP generated at the AIS (Fig. 7 E, F ) . From these examples, it seemed that distal AP initiation is particularly prevalent at the AP threshold.
To further evaluate the threshold property of distal AP initiation, we ran the simulations using excitatory bandpass inputs of different center frequencies and amplitudes. For a low-frequency input with a center frequency of 250 Hz, the rate of distally initiated APs was highest right at the border between no APs and AIS APs (Fig. 7G 1 ,G 2 ). The orientation of this border was diagonal in amplitude-frequency space and qualitatively matched the AP boundaries from Figure 4 ( Fig. 7G 1 ) . For 1000 Hz, the distribution of AIS APs and distally initiated APs is different (Fig.  7H 1 ,H 2 ) . There, the boundary between AP firing and no firing was approximately vertical, indicating that the cell effectively implemented an amplitude threshold being insensitive to the slope of the input current (Fig. 7H 1 ) . Moreover, for 1000 Hz center frequency, distal AP initiation could no longer be seen as a threshold effect. In fact, after an initial dip for low amplitudes, the overall fraction of distally initiated spikes rose with input amplitude (Fig.  7H) , which is in line with the dependence of the fraction of distally initiated APs on sodium inactivation from Figure 6 . In conclusion, distal AP initiation seems to have two effects. (1) If the sodium channels were only slightly inactivated, the cell is able to fire in response to smaller stimulus amplitudes than without distal initiation of APs. (2) If the sodium channels are largely inactivated (as in the case of temporally summed highfrequency input), distal AP initiation allows the cell to keep up high firing rates for high-frequency stimuli with large stimulus amplitudes.
Impact of distal AP initiation on ITD coding
The above findings have important consequences for the firing behavior of MSO cells in vivo. We simulated ITD tuning functions using our ongoing input paradigm with synaptic conductances derived from bandpass-filtered noise. Mimicking phase-locked auditory activity from the two ears, we split up the synaptic inputs into two channels with distinct temporal disparity for the putative ipsilateral and contralateral excitatory synapses, which, disregarding possible additional cochlear and transmission delays, we interpret as an ITD. We assumed that the cell also received phase-locked inhibitory input from both ears (from the medial and lateral nuclei of the trapezoid body) and used the inhibitory synapses to generate a maximum shift in best ITD (Brand et al., 2002; Leibold and van Hemmen, 2005; Pecka et al., 2008; Leibold, 2010) . For bandpass input with a center frequency of 250 and 500 Hz, the contralateral inhibition was advanced compared with excitation by 0.8 ms, whereas the ipsilateral inhibition was delayed with respect to excitation by 0.11 ms. For these low center frequencies of the input, the model generated a rate code of ITD (Fig. 8A 1 ,A 2 ) in which firing at low rates was relatively more supported by distally initiated APs (Fig. 8B 1 ,B 2 ). This becomes obvious if one computes Fisher information as a means to assess the ITD resolution of the neuronal responses (Fig. 8C) . Fisher information (resolution) is particularly high at the slopes of the tuning curves. In line with the high fractions of distally initiated APs at low firing rates (Fig. 8B) , distally initiated APs also contribute a particularly large amount of information at these low rate regimes. Although, for the present definition of ITDs, these low rate parts are largely outside the physiological range (Fig. 8 , gray bars), they might still become physiologically relevant if additional bilaterally asymmetric cochlear, axonal, or cellular delays exist that shift the tuning curves in parallel to the ITD axis.
To achieve the maximal peak shift for bandpass input with a center frequency of 1000 Hz, we set the contralateral inhibition to lead the excitation by 0.5 ms. The situation was very similar to those for the two lower center frequencies, only that the best ITD, in contrast to in vivo findings (Brand et al., 2002) , was close to the midline (Fig. 8A 3 ) , and the code was mediated by distal AP initiation to an even larger extent (Fig. 8B 3 ) . Also Fisher information was particularly high for distally initiated APs, even within the physiological range without any additional asymmetric delays (Fig. 8C 3 ) . Thus, the realistically slow decaying inhibition (exponential decay with a time constant of 1.6 ms; Magnusson et al., 2005; Couchman et al., 2010) could well account for the observed peak shifts of low-frequency cells in gerbils, whereas it (at least alone) does not do so for frequencies of ϳ1 kHz and beyond (Pecka et al., 2008) .
As a control, we ran the simulations without inhibitory inputs ( Fig. 8A 4 ,B 4 ,C 4 ) which resulted in a best delay of zero. In this case, distally initiated APs were less prevalent. We thus conclude that distal AP initiation is an important mode of AP generation, particularly in the high-frequency channels but also in lowfrequency channels with phase-locked inhibition.
In a final set of simulations, we tested how robust our findings are in a model that includes dendrites (Fig. 8A 5 ,B 5 ,C 5 ). MSO neurons typically have two dendrites, a lateral one receives ipsilateral excitatory input fibers and a medial one targeted by contralateral excitatory input fibers. We adjusted the model such that all basic physiological properties matched those of the simpler model and, hence, the published electrophysiological data (Scott et al., 2005; Couchman et al., 2010) . The tuning curves and distal AP fractions from this extended model were almost identical to that of the simpler model. We thus conclude that the additional dendritic current sinks do not influence the excitability of the neuron beyond their contribution to the basic physiological parameters (input resistance, resting potential, and EPSP shape).
Discussion
In this study, we used naturalistic synaptic conductance trains to investigate AP initiation in a model of binaural coincidence detector neurons in the MSO, featuring a detailed axonal morphology. Modeling as well as electrophysiology showed that MSO cells incorporate temporal filtering properties such that they were easiest to excite for an input frequency of ϳ500 Hz. In contrast to current theories, the site of AP generation was not restricted to the AIS but varied depending on the spectral composition of the input. Further distally initiated APs (at the nodes of Ranvier) occurred close to the AP threshold in lowfrequency channels, particularly in the presence of inhibition, as well as for strong stimulation in the high-frequency channels. Mechanistically, distal AP initiation at low frequencies was mediated by a strong somatic current sink, whereas for high frequencies it resulted from a stronger sodium channel inactivation in the AIS than in the distal axon. Importantly, in both cases, the ability of the neuron to generate APs in more distal axonal segments increased the dynamic range of firing rates. Distal AP initiation thereby facilitates the resolution of the rate code of ITDs in the cell (Skottun, 1998) .
Our model simulations show that AP initiation cannot be viewed to generally occur at one specific site, but rather the proximal axonal segments act as a whole during this process. This is because the axial transport of charge particularly strongly determines the excitability of neighboring axonal segments (Baranauskas et al., 2013) . To support the idea of distributed AP generation on a phenomenological level, we compared the trajectories of AIS APs and distally initiated APs plotting AIS voltage against voltage at the first node of Ranvier (Fig. 9) . Although, on average, we see a clear distinction between the trajectories of the AIS and distally initiated APs, for higher stimulus frequencies the two sorts of trajectories form a continuum. This means that for some APs it is valid to assign a single site of initiation, but for others (Fig. 9 , close to the border between red and green traces) it is rather difficult. A further argument in favor of spatially distributed AP generation is that the distribution of AP initiation sites in our model also depends on stimulus frequency, with high frequencies giving rise to more distal spiking (Fig. 5I ). This finding is consistent with previous reports about layer 5 pyramidal neurons revealing that the first node of Ranvier facilitates high-frequency (Ͼ100 Hz) burst firing and reduces the somatic AP threshold by 5 mV (Kole, 2011) . In summary, these results suggest that for high-frequency inputs, AP initiation of MSO cells indeed results from a spatially distributed and collective mechanism, whereas for low-frequency inputs APs are rather generated at a distinct site. Our computational model explains the small AP amplitudes observed in vivo (Yin and Chan, 1990) and in vitro (Scott et al., 2007; Couchman et al., 2010) . However, the specific choice of parameters is crucial to further justify the model results. Whereas most of the parameters are closely tied to the existing MSO literature and the new morphometric data presented in this article, specifically the sodium conductances have not yet been determined experimentally in MSO axons. We have set the axonal sodium conductance density such that the firing threshold (70 -110 nS) for a single excitatory synaptic conductance stimulus fits our current-clamp measurements (Couchman et al., 2010) . Moreover, the axonal sodium conductance density of 4 nS/m , 2008) . In our standard parameter set, we decided to use the same sodium channel density for all unmyelinated axonal compartments (the AIS and the nodes of Ranvier). This simplification rather leads to an underestimation of distal AP initiation (Fig. 5K ) . Assuming a higher sodium channel density in the nodes of Ranvier than in the axon initial segment, as shown by immunogold electron microscopy in cortical pyramidal cells (Lorincz and Nusser, 2010) , relatively decreases the excitability of the AIS, thereby increasing the fraction of distally initiated APs.
In the analog ITD circuitry of birds, axonal processing has also been shown to be functionally important (Kuba et al., 2006; Ashida et al., 2007) . In NL cells receiving phase-locked inputs up to 3 kHz, the AP initiation zone (clustering of sodium channels) of the AIS is located substantially more distal compared with the low-frequency neurons (Kuba et al., 2006) . This finding is in line with the present observation of AP initiation moving to more distal parts of the axon for high-frequency stimuli. Compared with MSO principal neurons, which we suggest to have a dynamically changing site of AP initiation, in NL neurons the site of AP initiation seems rather hardwired, which is also supported by a partial myelination of the initial segment (Carr and Boudreau, 1993) .
The mechanisms underlying ITD tuning of MSO principal neurons are highly debated Roberts et al., 2013; van der Heijden et al., 2013) . Traditionally, ITD processing was thought to rely exclusively on the coincidence detection of excitatory inputs and neuronal ITD representation on the neurons that respond most at their best ITD. This best ITD is determined by the difference of internal delay lines between the ears and the coincidence detector neuron (Jeffress, 1948) . While in the bird systems this concept still seems to constitute the core mechanism underlying ITD maps (Ashida and Carr, 2011) , the situation in mammals is less clear. In brainstem and midbrain, the best ITDs change with stimulus frequency inconsistently with the assumption of a solely temporal conduction delay (i.e., they exhibit a so-called characteristic phase; Yin and Chan 1990 , Agapiou and McAlpine, 2008 , Siveke et al., 2012 . Furthermore, blockade of glycinergic transmission in vivo shifted the best ITD of MSO neurons toward zero (Brand et al., 2002) , hence arguing for a distinct effect of inhibitory inputs on the timing and shape of the excitatory potentials (Brand et al., 2002; Pecka et al., 2008) and providing a putative explanation for the frequency-dependent best ITDs (Leibold, 2010). Although it has been assumed that, given its slow kinetics, inhibition alone cannot account for a substantial shift of the best ITD (Jercog et al., 2010; Day and Semple, 2011; Roberts et al., 2013) , our present modeling results show that inhibition has the potential to generate shifts as large as the physiological ITD range of gerbils (ϳ130 s), at least for frequencies Ͻ500 Hz. This, of course, does not exclude further mechanisms like cochlear or axonal delays (Schroeder, 1977; Shamma et al., 1989; Joris et al., 2006; Day and Semple, 2011) and morphological (Zhou et al., 2005 ; but see Rautenberg et al., 2009 ) or physiological (Jercog et al., 2010 ; but see Roberts et al., 2013) asymmetries. A further argument against a contribution of fast inhibition to the shift of best ITDs stems from recent in vivo whole-cell recordings (van der Heijden et al., 2013) , which state a lack of obvious hyperpolarizing IPSPs. Because of the slow inhibitory time constant, our simulations show that during an ongoing stimulus IPSPs indeed do not show up as isolated potentials (Fig.  1D) but nevertheless influence the phase of the monaurally induced oscillations sufficiently to induce a shift of best ITDs (even for 1 kHz, although not much).
Beyond the auditory brainstem, fast and leaky cell membranes have also been reported in cortical pyramidal cells during massive synaptic bombardment such as in high-conductance states [Paré et al., 1998 (who reported input resistances as low as 4 M⍀)] and sharp wave ripple events (Bähner et al., 2011) . Under both conditions, the cells show extensive spiking activity in vivo (Csicsvari et al., 1999; Steriade, 2001) . It is thus tempting to speculate that distal AP initiation contributes to firing as well by allowing the somatic current sink to decouple from the axonal AP-generating zones in a context-dependent manner (Vladimirov et al., 2013) .
