Optimal partitioning of structured adaptive mesh applications necessitates dynamically determining and optimizing for the most time-inhibiting factor, such as data migration and communication volume. However, a trivial monitoring of an application evaluates the current partitioning rather than the inherent properties of the grid hierarchy. We present a model that given a structured adaptive grid, determines ab initio to what extent the partitioner should focus on reducing the amount of data migration to reduce execution time. This model contributes to the meta-partitioner, our ultimate aim of being able to select and configure the optimal partitioner based on the dynamic properties of the grid hierarchy and the computer. We validate the predictions of this model by comparing them with actual measurements (via traces) from four different adaptive simulations. The results show that the proposed model generally captures the inherent optimization-need in SAMR applications. We conclude that our model is a useful contribution, since tracking and adapting to the dynamic behavior of such applications lead to potentially large decreases in execution times.
Introduction and Background
Significantly improving the scalability of large structured adaptive mesh refinement (SAMR) applications requires sophisticated capabilities for using the underlying parallel computer's resources in the most efficient way. Part I of this research [22] introduced a model for classifying SAMR application and parallel computer system state to best provide a partitioner with information required for trade-off optimization, and validated this model by showing its effectiveness to capture the dynamic behavior of SAMR applications. Particular attention was paid to dimension I in the classification space (characterizing the relative importance of achieving a good load-balance versus reducing the overall communication cost). The present paper completes the theoretical part of this research by presenting a model for dimension III in the classification space (characterizing the need for optimizing for data migration) and experimentally validating this model. This paper also lays the theoretical foundation for dimension II (determining the trade-off between partitioning speed vs. overall quality) and demonstrates the dynamic behavior of the Buckley-Leverette SAMR application.
Our ultimate goal is to engineer a dynamically adaptive meta-partitioner [19, 20, 21] for SAMR grid hierarchies capable of selecting the most appropriate partitioning strategy at runtime based on current system and application state. Such a meta-partitioner can significantly reduce the execution time of SAMR applications [7, 6] . Whereas recent research efforts have targeted the scalability of specific combinations of SAMR applications and parallel computers [3, 26, 16] , we are developing a partitioning tool enabling good scalability for general combinations.
Dynamically adaptive mesh refinement (AMR) [23] methods for the numerical solution to partial differential equations (PDE's) [5] employ locally optimal approximations, and can yield highly advantageous ratios for cost/accuracy compared to methods based on static uniform meshes. These techniques improve the solution accuracy by dynamically refining regions with large errors. Structured AMR provide an alternative to the general, unstructured AMR approach. The SAMR methods can lead to computationally efficient implementations as they require uniform operations on regular arrays and exhibit structured communication patterns.
The primary motivation for our research is the observation that no single partitioning scheme performs the best for all types of SAMR applications and systems. For a given application, the most suitable partitioning technique depends on input parameters and the application's runtime state [17, 19] . This necessitates adaptive run-time management, including using application runtime state to select and configure the best partitioning strategy.
Large scale SAMR applications place vastly different requirements on the partitioning strategy to enable efficient use of computer resources. Sometimes this requires focusing on optimizing load balance; and sometimes on lowering the interprocessor communication costs [21] or the data migration. A means to classify these requirements in a way that conforms to the partitioner is crucial.
In this paper, we advance towards the meta-partitioner by introducing the following key components: (1) a model for sampling and translating these samples of the given application parameters (such as the grid hierarchy) and system parameters (such as CPU speed and communication bandwidth) into dimension III of the partitioner-centric classification space, and (2) an experimental evaluation and validation of this model showing its effectiveness to capture the dynamic behavior of four vastly different SAMR applications, (3) gridrelative metrics allowing for inter-application comparisons of data migration and communication, (4) a theoretical model for dimension II, including the (so-far-little-researched) problem of determining the relative importance of an absolute metriccomponent value, and (5) complementary communication results for dimension I using the new metric.
SAMR and Related Work
Structured adaptive mesh methods are being widely used for adaptive PDE solutions in many domains, including computational fluid dynamics [4] , numerical relativity [8] , astrophysics [13] , and subsurface modeling and oil reservoir simulation [25] . Dynamic adaptation is achieved by tracking regions in the domain that require higher resolution and dynamically overlaying finer grids on these regions. These methods start with a coarse base grid with minimum acceptable resolution that covers the entire computational domain. As the solution progresses, regions in the domain with large solution error, requiring additional resolution, are identified and refined. Refinement proceeds recursively so that the refined regions requiring higher resolution are similarly tagged and even finer grids are overlaid on these regions. The result is a dynamic adaptive grid hierarchy. Software infrastructures for SAMR include Paramesh [12] , a FORTRAN library for parallelization of and adding adaption to existing serial structured grid computations, SAMRAI [26] a C++ object-oriented framework for implementing parallel structured adaptive mesh refinement simulations and GrACE [15] and CHOMBO[1], both of which are adaptive computational and data-management engines for parallel SAMR.
Parallel implementations of SAMR methods offer the potential for accurate solutions of physically realistic models of complex physical phenomena. However, they present significant challenges in dynamic resource allocation and run-time management. The overall efficiency is limited by the ability to partition the grid hierarchies at run-time to expose all inherent parallelism, minimize communication and synchronization overheads, and balance load. A critical requirement for the partitioning is the maintenance of logical locality, both across different levels of the hierarchy under expansion and contraction of the adaptive grid structure, and within partitions of grids at all levels when they are decomposed and mapped across processors. Application adaptation results in grids being dynamically created, moved and deleted at run-time, making it necessary to repartition the hierarchy "on the fly".
For patch-based partitioners [3, 10] (PB), distribution decisions are independently made for each newly created grid; it may be kept on the local processor or split and distributed over other processors. Grids may also be distributed uniformly over all processors. The SAMR framework SAMRAI [26] (based on the LPARX [2] and KeLP [9] model) supports PB. Domain-based partitioners [14, 17, 24, 20] (DB) partition the physical domain, rather than the grids. The domain is partitioned along with all overset grids on all refinement levels. Hybrid partitioners [14, 24, 11] combining patch-based and domain-based approaches, can be used for coping with the shortcomings present in PB and DB.
Nature+Fable (Natural Regions + Fractional blocking and bi-level partitioning) [19] hosts a variety of hybrid partitioning options for partitioning SAMR grid hierarchies. It separates homogeneous, un-refined (Hue) and complex, refined (Core) domains of the grid hierarchy and clusters refinement levels into bi-levels [19] . The Hues contain the portions of the grid hierarchy without refinements, i.e., only parts of the base grid (refinement level 0). The Cores contain the portions of the grid where refinements are present. They are separated from the Hues in a strictly domain-based fashion; each Core contains a portion of the base grid and all its overlaid, refined grids. Expert blocking algorithms are used for the Hues. The Cores are subjected to a coarse partitioning, creating "easyto-block" bi-levels. The expert algorithms blocking the Hues are re-used for these bi-levels. All involved parts are engineered as components of the meta-partitioner as they offer parameters to steer component behavior enabling adaptation to varying partitioning requirements.
Consider the BL2D application [20] [7] offers a first, crude implementation of the model. ArMADA disregards the system component and uses simple box operations like e.g. volume-to-surface ratio on the grid hierarchy to determine the corresponding octant. The classification is relative to the previous state (octant) and the mappings were those previously derived for a set of partitioners [20] . Even with such a crude model, execution times were reduced.
While conceptually similar to the octant approach [19] in that it strives to capture the application and system state for optimizing the partitioning, the model presented here is quantitative and is rigorously derived from a set of assumptions, primarily borne out by observations in SAMR simulations. Part I of this paper [22] examined each of the dimensions of the classification space in the octant approach in detail. For the purpose, this space is inadequate.
A Partitioner-Centric Model
Independent of partitioning approach, any serious partitioner should either (a) exhibit a preference for optimizing a specific metric, or (b) have parameters which allow optimization of a given metric. Partitioners are generally confronted with the same problem-specific trade-offs and merely use different algorithms to achieve them. To fully exploit the information present in application and system state, the classification space should be constructed to conform to these "universal truths" of SAMR partitioners. We propose that the partitionercentric classification space should host exactly these three dimensions [22] : (1) Communication versus load balance, (2) Speed versus overall quality, and (3) Data migration.
Illustrated in Figure 2 (right), this partitioner-centric classification space is quite different from the octant approach. We propose that the classification space is absolute and continuous, as opposed to relative and discrete in the ARMaDA framework. A state sampling will generate a mapping onto a point defined in a continuous coordinate space within the classification space. Thus, unlike ARMaDA, one does not discretely transition between octants, but rather follow a smooth curve. This enables both a coarse grained partitioner selection and a fine-grained partitioner configuration.
Grid-Relative Metrics
Measuring load imbalance in percent (the load of the heaviest loaded processor divided by the average load) has become the da facto standard. It allows for comparisons, both for different partitioners for a particular application, and for different application with the same partitioner. Similar metrics for data migration and communication are so far lacking. These quantities are often presented in absolute terms, e.g. as number of data words transmitted, number of "packages", or number of transmissions. While this allows for rudimentary analysis, it lacks the flexibility of the relative load imbalance metric.
Our SAMR simulator outputs the number of grid points transmitted for a certain coarse time step and we propose to normalize this data with the regards to the grid at this particular time-step. Data migration between time-steps Ø ½ and Ø should be normalized with respect to grid size, i.e. the number of grid points, in the grid hierarchy at time-step Ø ½.
Consequently, a 100-percent data migration translates to that all points in the grid are moved. Communication should be normalized with respect to work load. A 100-percent com- munication at a coarse time-step would translate to all points in the grid being involved in communications at all local time steps involved in the particular coarse time-step.
These grid-relative metrics allow for a) inter-application comparisons, and b) validation of our suggested Trade-Off models, as they build on theory for, and assumptions on, the current grid hierarchy.
Absolute Importance of Relative Metrics
Previous research has established metrics for gauging the quality of a domain decomposition. Mostly, they have been ad hoc, e.g. load imbalance and argued that for a particular application a load imbalance of, say, Ü percent can be tolerated, while an imbalance of, say, Ý percent cannot. This is problematic. The vast range of dynamics present in SAMR applications, clearly visible in metrics such as load imbalance and communication, is due to dynamics in the grid hierarchy. The hierarchy changes, not only with regards to shape and structure, but also with respect to size. For example, SAMR applications often exhibit patterns where the total number of grid points is doubled (or cut in half) for two consecutive time steps.
When studying load imbalance per-time-step, it is tempting to conclude that large imbalances translate to great need of optimization. But these large imbalances might occur at local minima of the grid size. Optimizing them at these points would have little or no impact on overall application execution time. However, large imbalances detected at a grid-size peaks offer potential for huge savings after optimization.
A successful model for determining partitioning trade-offs must take the absolute importance of relative metrics into consideration.
Trade-off 2: Speed vs. Overall Quality
The trade-off between speed and overall quality translates to a comparison of two entities. They are quantifications of 1) how much time the partitioner would like to spend to obtain its goals, and 2) what time-slot the application realistically can offer it.
Since Trade-Off 1 is derived from two penalties, it can provide the present trade-off (speed versus quality) with important information regarding the quantification of (1). ¬ Ð and ¬ are compared by an equation that disregards the "amplitude" of the inputs. For example, ¬ Ð ¬ ¼ ½ would yield the same result as ¬ Ð ¬
¼ . But this information is
important to the present trade-off. As the penalties approach 1, the more prominent is the need to optimize. Consequently, a first version of a quantification of (1) could be obtained by taking the average of the other penalties, including that for data migration. An average close to one translates to the greatest request for partitioning time, and an average close to zero would translate to a simple partitioning case with no particular demands on the partitioning (any will do).
To summarize, Trade-Off 1 tells us to what extent we should focus on load imbalance or communication, and TradeOff 3 tells us how much data migration we can expect. The first version of our quantification of Trade-Off 2 tells us how bad the relative load imbalance, communication, or data migration is. This information is insufficient to determine how severe the case is and ultimately how much time we need to remedy it.
We need to quantify the absolute importance of the relative metrics. This is done by using the size of the current grid hierarchy as indicated above. Optimally, we would like to normalize the current grid size with respect to the largest of all grid hierarchies in the simulation. Since this information is unavailable, we propose to normalize the current grid size with respect to the largest grid encountered so far in the simulation.
To finalize the quantification of (1), we multiply our first version with the normalized grid size. This would give a good, normalized estimation of how much time the partitioner would like to spend to achieve it goals.
The quantification of (2) is more problematic. We propose 1 that the partitioner when invoked calls a timer to determine the invocation intervals. These timing calls will impose insignificant overhead, provided that the invocation frequency is small. Most large SAMR applications do not re-partition multiple times every second. Consequently, the more infrequently the partitioner is invoked, the greater the time-slots it can claim.
To finalize the model for this Trade-Off, we compare the quantities (1) and (2) as derived above, which place us along dimension II in the classification space. In the present paper, we have outlined the detailed foundation for implementing Trade-Off 2. But only with hands-on, practical experimenting can we complete the work and investigate how to best a) normalize (2) , and b) compare (1) and (2).
Trade-off 3: Data migration
To predict the amount of data migration, or rather capture the grid's inherent potential for data migration, we suggest studying the amount of perturbation. Chandra proposes keeping a history of grid hierarchies as a sliding window to allow for the comparison of adaptation patterns at different time steps and to prevent thrashing and over-reacting to sudden changes [7] . This model builds on tracking and reflecting change, i.e., all metrics are relative to the previous state.
Our normalized data migration penalty ¬ Ñ is similar but absolute in the sense that each pair of time-consecutive grid hierarchies is mapped onto a value ¾ ¼ ½ in dimension III of the classification space, independently of any previous mapping at any other time-step. Our ¬ Ñ also conforms to our proposed model in that it is comparable to our grid-relative metric for data migration.
By intersecting the boxes in the hierarchy at time-step Ø ½ with those at time-step Ø, we get an indication of how much the grid has changed during this time-step. A large intersection means little change and vice versa. Let the hierarchy at time-step Ø be À Ø and let Ð Ø denote the set of all patches in the grid at time Ø and at level Ð. Furthermore, let Ð Ø denote the :th grid patch in Ø Ð . Then, the data migration penalty
where the operator ¢ denotes grid intersection.
The choice for À Ø as the denominator (as opposed to e.g. À Ø ½ as for the data migration metric) stems from the following observations. When we move from a small to a large grid, we expect that a large fraction of the small grid will be moved, since partitioners generally (and preferably) focus on the topmost refinement levels at the expense of the lower levels. Conversely, when we move from a large to a small grid, we expect a small fraction of this large grid to actually being moved, since most of it is probably deleted.
Formally, À Ø ½ À Ø suggests À Ø as a denominator to yield a larger value when it is subtracted from 1. Analogously, À Ø ½ À Ø also suggests À Ø .
Validation

Methods -Experimental Setup
A trace file [18] from each of the four SAMR applications (described below) was used in two different ways. First, the trace-file was processed by a program implementing our proposed model. This program output ¬ Ñ and ¬ for each time-step. Second, the trace-file was partitioned by Nature+Fable and processed by the SAMR simulator [18] . This program output the actual partitioning result in terms of relative communication and data migration for each time step.
The two sets of output, viz. ¬ Ñ vs actual data migration, and ¬ vs actual communication amount, were then for each application plotted in the same figure to enable visual comparison. The idea was not that the plots should coincide -rather, the idea was to examine whether the model (i.e., ¬ and ¬ Ñ ) succeeded in capturing the overall behavior of the different applications, i.e., for a static and non-optimized partitioning setup, will the analytical model correctly capture the difficultto-reduce-data-migration and difficult-to-reduce communications configurations of the grid hierarchy. A suite of 4 "real-world" SAMR application kernels taken from varied scientific and engineering domains were used to evaluate the effectiveness of the proposed model to capture application behavior. These applications demonstrate different runtime behavior and adaptation patterns. Application domains included numerical relativity (Scalarwave), oil reservoir simulations (Buckley-Leverette), and computational fluid dynamics (compressible turbulence -RM). Finally, we also used TportAMR 2D which is a simple benchmark kernel that solves the transport equation in 2D and is part of the GrACE distribution. The applications used 5 levels of factor 2 refinements in space and time. Regridding and redistribution was performed every 4 time-steps on each level. The applications were executed for 100 time-steps and the granularity (minimum block dimension) was 2.
All partitioning was done with Nature+Fable set-up with static "default" values [19, 21] . The goal was not to obtain a particularly good-quality partitioning, but rather to partition the applications with a static "neutral" setting so that behavior patterns in the applications were clearly visible.
The derivation of data migration and communication amount was performed using software [18] that simulates the execution of the Berger-Colella SAMR algorithm. The performance of the partitioning configuration at each regrid step was 1 Actually, a reviewer for Part I proposed some kind of coarse grained timing calls. computed using a metric [19] with the components load balance, communication, data migration, and overheads. Communication was the sum of the amount of inter-processor communication for each time-step. Data migration was the sum of all data points that have to be moved as a result of repartitioning. Both metrics were normalized as described in Section 3.1.
To evaluate the ability of our penalties ¬ Ñ and ¬ to accurately capture the behavior of the applications, we plotted each application's relative data migration as a function of time and super imposed ¬ Ñ without any scaling. The same was done for communication versus ¬ . No numerical results, e.g. in terms of error norms, were derived. The purpose of this experimental process was to examine whether our model indeed reflects the inherent and dynamic optimization-need in the applications. This was best examined visually. Generally, ¬ is a bit aggressive, i.e., it "jumps" at potentially communication-heavy grids. These "jumps" did indeed reflect time-steps with more communication, but the partitioner could in reality cope relatively easy. This result meets our goals, since ¬ reflects a "worst-case scenario" and is used in the model to trade-off the importance of load imbalance. Also, Nature+Fable hosts only hybrid partitioning techniques, and is therefore expected to produce substantially less communication than is indicated by ¬ .
Results
The penalty ¬ Ñ on the other hand, is somewhat cautious in its predictions. The penalty reflected fairly well the actual migration amount, but the "amplitude" was generally slightly lower. Whether this was due to relatively high migration amount for the particular partitioning technique -perhaps due to the partially ordered space-filling curve -or is inherent in ¬ Ñ can only be determined by future investigations.
Below, we discuss the results for each application. RM2D (See Figure 3) Both penalties successfully capture the essence of this application. Both communication and data migration change seemingly randomly, and the penalties accurately reflect that. BL2D (See Figure 4) Both the data migration and the communication exhibited oscillatory behavior for this application.
Both ¬ Ñ and ¬ followed the time periods and accurately showed the same "peaks" and "valleys" in most cases. It seems that ¬ Ñ peaks one time-step before the relative data migration occasionally. The fit between ¬ and communication was very good. SC2D (See Figure 5 ) This application exhibited oscillatory behavior both in load imbalance and communication volume.
Both ¬ Ñ and ¬ followed the time periods and accurately showed the same "peaks" and "valleys". It seems that ¬ Ñ peaks one time-step before the relative data migration occasionally. The fit between ¬ and communication was very good. TP2D (See Figure 6 ) This application exhibited seemingly random data migration and communication dynamics and the penalties accurately reflected this. Both penalties captured their respective metrics very well.
Conclusions and Future Work
We have developed a model that, ab initio, predicts the suitability of a structured adaptive mesh for purely domain-based or patch-based decomposition. This information is used determine one of the parameters used to configure a partitioner or choose the optimal one for a given problem. The predictions were validated against data obtained from four different SAMR simulations. From the results we draw the conclusion that our model could be useful for decreasing execution time for large SAMR applications. Most such applications exhibit a highly dynamic behavior and consequently the partitioning requirements change at run-time. To accurately track and adapt to this dynamic behavior potentially lead to a large decrease of execution times.
In the future, we will address the remaining, practical part of this research. This includes executing the applications on a number of different parallel platforms and letting our model provide the partitioner with trade-off settings reflecting the applications' inherent dynamical properties. We will refine our model with these experiments and investigate how it would be best implemented as part of the adaptive meta-partitioner with the ultimate goal to reduce execution times for general large-scale SAMR applications. and the penalty ¬ (in red). Right, the actual relative data migration (in blue) and the penalty ¬ Ñ (in red).
