Abstract-In this paper we study the distribution of dynamic data over a broadcast channel to a large number of passive clients. The data is simultaneously distributed to clients in the form of discrete packets, each packet captures the most recent state of the information source. Clients obtain the information by accessing the channel and listening for the next available packet. This scenario, referred to as discrete broadcast, has many practical applications such as the distribution of stock information to wireless mobile devices and downloading up-todate battle information in military networks.
I. INTRODUCTION
Modern society has become heavily dependent on wireless networks in order to deliver information to diverse clients. People expect to be able to access the latest data, such as stock quotes and traffic conditions, at any time, whether they are at home, in an office, or traveling. Wireless data distribution systems also have a broad range of applications in military networks, such as transmitting up-to-date battle information to tactical commanders in the field. New applications place high demands on the quality, availability, and timeliness of data distribution.
An important characteristic of wireless infrastructure is the asymmetry between the downlink and uplink channels. The downlink channel is of much higher bandwidth than the uplink channel. Moreover, while the downlink channel is operated by a powerful antenna, the uplink channel is driven by a mobile device with limited power resources.
This intrinsic asymmetry of wireless infrastructure impacts the way information is delivered to clients. In particular, the standard client-server paradigm, in which the data transfer is initiated by clients, may not be adequate for some wireless systems. Wireless data broadcast [1] - [3] has recently emerged as an attractive way to disseminate data to a large number of clients. In data broadcast systems, the server proactively This work was supported in part by the Caltech Lee Center for Advanced Networking and by NSF grants ANI-0322475 and CCF-0346991. transmits the information on the downlink channel and the clients access data by listening to the channel. Wireless data broadcast is an attractive way to deliver dynamic data such as stock quotes, popular web pages, and traffic conditions. This approach enables the system to serve a large number of heterogenous clients, minimizing power consumption and keeping the clients' locations secret. Fig. 1 depicts a typical data broadcast system. The system includes the following components: the database, the server (scheduler), the broadcast channel, and the wireless clients. The server periodically accesses the database, retrieves the most recent data, encapsulates it into packets and sends the packets (or encoding thereof) over the broadcast channel.
A key challenge in the design of systems for wireless data broadcast is to identify an optimum schedule, i.e., a time sequence that specifies the "best" data to transmit over the channel at any point in time. The schedule must minimize both the waiting time of the client and the staleness of the information. Waiting time is the amount of time spent by a client waiting for data. The waiting time is an extremely important parameter for many applications. In addition, it is closely related to the amount of power spent by the client to obtain the information. The staleness captures the amount of time that passes from the moment the information is generated, until it is delivered to the client.
The design of optimum schedules for data broadcast has attracted a large body of research (see e.g., [4] - [10] and references therein). The prior works in this area typically assume that client requests are distributed uniformly over time and focus on minimizing the average waiting time. However, in many settings of practical interest, it is more important to minimize the worst case waiting time, i.e., the maximum waiting time experienced by a client, independently of his access pattern. This requirement is typically mandated by the service-level agreements (SLAs) that guarantee a certain bound on the time required to obtain information. Accordingly, Fig. 1 . A typical data broadcast system. in our previous paper [11] , we introduced a notion of universal schedules that guarantee low waiting time for any client, regardless of the access pattern. The idea is to model the data distribution process as a game against an adversary. The goal of the adversary is to place "bad" requests, which will result in high values of waiting time. Clearly, a schedule that performs well against such a powerful adversary will perform well for any client's behavior.
In this paper we show that the waiting time can be significantly improved by adding redundancy to the schedule. In particular, each packet is transmitted in an encoded form over a longer time interval than that required for the transmission of a packet without encoding.
A key point in the design of schedules with redundant transmissions is to ensure that the received information is always up-to-date, i.e., has small staleness. In this work we focus on the design of schedules that yield low waiting time for any given staleness constraint. We show a trade-off between the achievable staleness and waiting time in the design of universal schedules. The trade-off has a surprising behavior we refer to as the "knee" phenomenon: For small values of staleness, the minimum waiting time decreases drastically with only a minor increase in staleness; however, after a certain point, any increase in staleness results in only a minor decrease of waiting time (see Fig. 3 ).
The rest of the paper is organized as follows. In Section II, we formally define our model. In Section III, we describe optimal and approximate schedules that minimize waiting time subject to a given staleness constraint. Finally, in Section IV, we present concluding remarks and directions for future work. Due to space limitations, some proofs and technical details are omitted and can be found in [12] .
II. MODEL
In this paper, we focus on settings in which the broadcast channel is dedicated to a single information source. In such settings, each packet carries the same information, e.g., stock quotes. The content of each packet, however, is different, because each packet captures the most recent state of the information source. We also assume that all packets have an identical size and that the transmission of a packet (without encoding) requires one time unit.
A broadcast schedule specifies the times at which the packets are generated and transmitted. Each packet is allocated a time interval whose length is at least one time unit. Each packet is periodically broadcasted (in correct bit order) over a corresponding time interval. This simple encoding allows the client to restore the original packet from any portion of the interval whose length is at least one time unit. . While in the first schedule each packet is sent without encoding, in the second schedule each packet is periodically broadcasted over an interval of length
A. Waiting Time
Our goal is to design broadcast schedules that minimize waiting time, i.e., the amount of time spent by the client waiting for data. Let be a schedule, and suppose that a client request is placed at time b . Also, let 6 be the current interval, i.e., the interval for which . Specifically, if
then the client request can be satisfied within the current interval, hence the waiting time is zero. Otherwise, the client must wait until the beginning of the next interval, hence its waiting time is
. is defined as follows.
Definition 2 (Waiting Time,
where 6 is the current interval, i.e., the interval for which it holds that , as depicted in Fig. 2(b) . If the remainder of the current interval is more than one unit, i.e., 
B. Staleness
The staleness captures the age of the information delivered to the client. The staleness depends on both the amount of time that has passed from the beginning of the current interval , and the amount of time left in the current interval, i.e., . Specifically, if . If
, then the client must wait to the beginning of the next interval, and the information it receives will be up-to-date, i.e., the staleness will be zero.
Definition 3 (Staleness, otherwise,
where is the current interval, i.e., the interval for which it holds that (see Fig. 2(b) ). If the remainder of the current interval is more than one unit, i.e., . Otherwise, the client must wait for the beginning of the next interval, hence the staleness is zero.
We note that staleness and waiting time have certain duality properties. Namely, for any specific value of b it is the case that exactly one of the two is non-zero. In general, as we show below, a lower waiting time can be achieved at a cost of higher staleness. In this paper we study this trade-off in the context of universal schedules.
C. Universal Schedules
The goal of universal schedules is to minimize waiting time for any client, regardless of its behavior. For this purpose, we assume that the requests are generated by an adversary, whose purpose is to generate requests resulting in high waiting time. We note that both schedules We observe that the worst-case waiting time of any deterministic schedule is close to one time unit 1 . Indeed, since the adversary knows the schedule, it can generate a request 
D. Expected staleness and waiting time
In randomized settings, there are several types of adversaries that can be considered [13] . One type is an oblivious adversary, i.e., an adversary that decides about its requests in advance, before the broadcast begins. This adversary is relatively week and can be dealt with by transmitting an empty interval of random length followed by a deterministic schedule [11] . In this paper we assume that the adversary is adaptive, i.e., a request generated at time In order to define the expected staleness and waiting time for adaptive adversaries we condition the probability distribution of a given random schedule on the history of up to time b . Intuitively, the history of a schedule can be described by the lengths of the intervals transmitted up to time b . 1 The only exception is schedule in which one packet is broadcasted over an infi nite interval, i.e., schedule
. This schedule, however, has unbounded staleness and hence cannot be used for practical purposes. 
Similarly, the worst-case expected staleness is defined by:
Here, the expectation is over the schedule distribution , and we are maximizing over admissible history events .
Example 2: Consider the schedule in which the length of each interval is uniformly distributed on
. It can be easily verified that the worst-case expected waiting time of this schedule is 0.5, which is a significant (50%) improvement over deterministic schedules. A simple calculation shows that the worst-case expected staleness of this schedule is just 0.25. As we show below, a lower waiting time can be achieved under the same staleness constraint.
E. I.i.d. schedules
In the rest of this study we focus on schedules 
F. Problem formulation
In this study we investigate the following problem: Given a staleness constraint 4 , find a schedule whose worst-case expected waiting time . We denote by 6 the current interval, i.e., the interval for which depends on the time remained in the current interval, i.e., . We consider the two following cases: 1) Case 1:
. In this case the remaining time in the interval is one unit of time or more. Thus, according to Equation (1), the waiting time is zero, i.e., . In this case, the client has to wait until the beginning of the next interval. According to Equation (1), the waiting time in this case is . We consider the following cases: 1) ' . We note that the waiting time is zero if and only if . We denote by 6 the current interval, i.e., the interval for which . Then, the expected staleness 
B. Optimal solution for small values of staleness
In this section we focus on the special case in which the values of the staleness constraint " are small, i.e., The proof of Theorem 3 is omitted and can be found in [12] .
C. Approximation algorithm
In this section we turn to find (almost) optimal schedules for a given value of staleness constraint " . We present an approximation algorithm, which receives as input a staleness constraint . Due to space limitations, the LP formulation and the proof of Theorem 4 appear in [12] .
D. Numerical results
We used the optimal and approximation algorithm presented in the previous sections in order to compute the attainable values of worst-case waiting time for a broad range of staleness constraints. Our results establish a trade-off between the staleness and waiting time of universal broadcast schedules. The trade-off is depicted on Fig. 3 (series A) . This trade-off has a surprising behavior we refer to as the "knee" phenomenon: for small values of staleness (typically below 0.3) the minimum waiting time decreases drastically with only a minor increase in the staleness constraint; however, for large values of the staleness constraint (above 0.3), any increase in the staleness constraint results in only a minor decrease of waiting time. A direct result of the knee phenomenon is the existence of a schedule that has small maximum expected waiting time (0.31) and whose worst-case expected staleness is also small (at most 0.3). This point represents a reasonable trade-off between waiting time and staleness. The corresponding schedule reduces the 2 The support of a Cumulative Distribution Function worst-case waiting time by 70% compared to a deterministic schedule while ensuring that the distributed information is upto-date.
IV. CONCLUSION In this paper, we have studied the design of optimal universal schedules for discrete broadcast. We have defined the notion of staleness, and have presented a tight characterization of the minimal waiting time for a given staleness constraint. Our results are optimal for small values of staleness, and arbitrarily close to the optimum for general staleness values.
The study of analytical (closed form) approximate solutions to the problem at hand gave rise to the following empirical observation. In such settings, we need to change the repetition encoding of packets to one that admits error correction. Another research direction is to study optimal schedules for multiple information sources. We believe that the tools presented in this work lay the foundation for dealing with a wide range of related problems.
