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Synchronization in networks of coupled oscillators is known to be largely determined by the spectral and symmetry
properties of the interaction network. Here we leverage this relation to study a class of networks for which the threshold
coupling strength for global synchronization is the lowest among all networks with the same number of nodes and links.
These networks, defined as being uniform, complete, and multi-partite (UCM), appear at each of an infinite sequence
of network-complement transitions in a larger class of networks characterized by having near-optimal thresholds for
global synchronization. We show that the distinct symmetry structure of the UCM networks, which by design are
optimized for global synchronizability, often leads to formation of clusters of synchronous oscillators, and that such
states can coexist with the state of global synchronization.
The study of dynamical processes on networks has tradi-
tionally been centered on establishing relations between
the collective behavior and structures in the network of
existing interactions.1 Here we focus on the role played
more explicitly by structures in the complement of the net-
work, which can be interpreted as the network of absent
interactions. While the information provided by the net-
work and its complement are mathematically equivalent,
the interpretation of the results is easier and more natu-
ral in the complement. We focus on the class of networks
with minimum possible size of the largest components in
their complement (MCC). We show that 1) MCC net-
works approach those that maximize global synchroniz-
ability (i.e., that require the smallest coupling strength for
stable synchronization), 2) MCC networks exhibit an infi-
nite sequence of transitions, each defining a UCM network
characterized by being strictly optimal, and 3) the dynam-
ics of UCM networks can be rich yet permits systematic
identification of stability thresholds. This work shows that
the optimization of network structure for synchronization
leads to significantly different results and is surprisingly
more involved for undirected networks considered here
when compared to the previously solved problem of di-
rected networks2.
I. INTRODUCTION
In the study of networks there are two major classes of
transitions that can be observed as an external parameter is
varied: structural transitions, in which a sudden change oc-
curs in the connectivity structure of the network, and dynam-
ical transitions, in which the change occurs in the collective
behavior of a network of coupled dynamical entities. A pri-
mary example of a structural transition is the widely studied
problem of network percolation,3,4 in which the relative size
of the largest connected component of random networks ex-
hibits a phase transition as the average number of links per
node increases. It has recently been discovered5 that such
transitions can be “explosive,” which was followed by a surge
of investigation on their exact nature,6–8 and has highlighted
the fact that even single-link modification can have large im-
pact on global structural properties.9 An influential example
of a dynamical transition is the sudden emergence of a syn-
chronized subpopulation in Kuramoto’s network of globally
coupled phase oscillators10 as the coupling strength increases,
which was more recently extended to the case of more com-
plex coupling structures.11–14 It has been shown that such syn-
chronization transitions can also be explosive when correla-
tion exists between the natural frequencies of the oscillators
and the network structure.15,16 Here we consider transitions
involving both structure and dynamics: structural transitions
in the class of MCC networks, which is defined through the
impact their network structure has on a (different) dynamical
transition—namely, the stability transition for global synchro-
nization. As the space of MCC networks is traversed by vary-
ing the total number of links in the network, structural transi-
tions in the complement of the network is observed at special
points that defines the UCM networks.
Optimizing the network structure for dynamics is a
widely studied problem in the context of networks and
complex systems, particularly in the context of maximiz-
ing global synchronizability.2,17–23 Recent studies on net-
work synchronization dynamics24–26 have also encompassed
various other forms of synchronization, such as clus-
ter synchronization,27–29 remote synchronization,30–32 relay
synchronization,33 and chimera states.34,35 Here we show that
the UCM networks, despite being designed to optimize global
synchronization, often exhibit cluster synchronization. This
counter-intuitive effect can be attributed to their highly sym-
metric structure, which is a byproduct of the optimization that
also allows us to develop systematic stability analysis for clus-
ter synchronization.
II. STABILITY OF GLOBAL SYNCHRONIZATION
The dynamical model we use for a network of coupled os-
cillators is the Pecora-Carroll model36 with the following no-
2tation. The governing equation reads
x˙i = F(xi) + ε
n∑
j=1
Aij [H(xj)−H(xi)], i = 1, . . . , n.
(1)
We assume that the dynamics of an isolated oscillator, x˙i =
F(xi), is chaotic and identical for all oscillators. We also
assume that the network encoded by the adjacency matrix
A = (Aij)1≤i,j≤n is undirected (i.e.,Aij = Aji), unweighted
(i.e., Aij = 1), and connected. Using the corresponding
Laplacian matrix L, defined by
Lij =
{
−Aij if i 6= j,∑
k 6=iAik if i = j,
(2)
system (1) can be written as
x˙i = F(xi)− ε
n∑
j=1
LijH(xj). (3)
For any given dynamics of an isolated oscillator xGS = xGS(t)
(satisfying x˙GS = F(xGS)), there is a corresponding solution
of Eq. (1) describing a state of global synchronization (GS),
given by xi(t) = xGS(t) for all i and all t. The stability of
this solution can be analyzed using the master stability func-
tion approach36, which is based on the linearization of Eq. (1)
around the globally synchronous state and the transformation
of the state variables to eigenvector coordinates of the Lapla-
cian matrix L. The result of this analysis is a master stability
function (MSF), which is denoted by ΛGS(α) and defined to
be the maximum Lyapunov exponent of
δx˙ = [DF(xGS)− αDH(xGS)]δx, (4)
where α is an auxiliary parameter. The condition for the sta-
bility of the globally synchronous state is
max
2≤j≤n
ΛGS(ελj) < 0, (5)
where 0 = λ1 < λ2 ≤ · · · ≤ λn are the eigenvalues of
L. Note that λ1 = 0 because the Laplacian is a zero row
sum matrix, λj are all real because L is a symmetric ma-
trix for undirected networks, and λ2 > 0 because the net-
work is assumed to be connected. Since the oscillators are
chaotic, GS is unstable when there is no coupling between
them (i.e., when ε = 0), implying ΛGS(0) > 0. For any MSF
that is negative on a semi-infinite interval (i.e., ΛGS(α) < 0
on (α1,∞) with α1 > 0), the threshold coupling strength—
the minimum value of ε for which GS is stable—is given by
α1/λ2 ≡ ε
th
1 . For an MSF that is negative on a finite inter-
val (α1, α2) with 0 < α1 < α2, there can be networks that
are not synchronizable at all (i.e., have no value of ε that al-
lows α1 < ελ2 ≤ ελn < αn to be satisfied). In that case,
the value εth1 is the coupling threshold for GS for all synchro-
nizable networks. Thus, the larger the value of λ2, the lower
the threshold for the stability of GS. The eigenvalue λ2 is also
known to be important for other processes, such as diffusion
dynamics,37,38 consensus protocol,39,40 and Turing instability
in activator-inhibitor systems.41
III. NETWORK-COMPLEMENT TRANSITIONS
The problem of identifying and characterizing the networks
maximizing λ2 (and thus minimizing ε
th
1 ) for a given number
of nodes and links is a challenging problem that has been a
topic of investigation in the mathematics communities.42–45
As we see below, in some cases this problem can be com-
pletely solved. Indeed, if n = kℓ with integers k and ℓ and
the number of links is m = 12k
2ℓ(ℓ − 1), it can be shown
that the maximum possible value λ2 = n − k is achieved
only by the UCM network, defined as the network having ℓ
groups of k oscillators (i.e., uniform group size) in which the
groups are fully connected to each other (i.e., complete), but
have no internal links within any group (i.e., multi-partite).
For other combinations of n and m, a class of networks that
share a unique property with the UCM networks can be de-
fined and shown53 to havemaximal or near-maximalλ2 values
for a wide range of the parameters n andm. We refer to such
networks as MCC networks, since they are defined to be the
networks that have the minimum possible size of the largest
components in their graph complement among all networks
with the same n and m. Here, components of a given net-
work refer to the connected components of the network, and
the complement of a given network with adjacency matrix A
is defined as the network with the adjacency matrix Ac given
by Acij = 1 if Aij = 0 with i 6= j, A
c
ij = 0 if Aij = 1 with
i 6= j, and Aii = 0. It follows that the UCM networks, whose
complement consists of ℓ fully connected components of size
k, are special cases of MCC networks.
We now study the structural properties of the complement
of the UCM and MCC networks as a function of the number
of links. Let k∗n(m) denote the size of the largest components
in the complement of the MCC network with n nodes and m
links. This integer-valued function can be expressed as
k∗n(m) = ⌈Cn,m · n⌉, Cn,m ≡
ℓ+
√
ℓ2 − 2m
n2
ℓ(ℓ+ 1)
ℓ(ℓ+ 1)
,
(6)
where we denote by ⌈x⌉ the smallest integer greater than or
equal to x, and we define ℓ to be the (unique) integer sat-
isfying m∗ℓ,n ≤ m < m
∗
ℓ+1,n with m
∗
ℓ,n ≡
n2(ℓ−1)
2ℓ . As m
increases fromm = n−1 (minimum required for a connected
network) to m = 12n(n − 1) (complete graph) while keeping
n fixed, function k∗n(m) decreases from n to 1, jumping down
by one at various points, which are non-uniformly distributed
over the range of m values. These jumps are associated with
the addition of a link (i.e., deletion of a link in the comple-
ment) that for the first time allows for a smaller component
size in the complement through global rearrangement of the
links (see Fig. 1 for examples). Note that some jumps occur
when the network becomes UCM (e.g., at m = 300 in Fig. 1,
right column), while others occur without the appearance of a
UCM network (e.g., atm = 297 in Fig. 1, left column).
In order to consider the limit of large network size, we
normalize the maximum component size in the complement,
k∗n(m), by its upper bound, n, and express it as a function of
the link density, φ ≡ 2m
n(n−1) , to obtain the relative compo-
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FIG. 1. Examples of network-complement transitions for MCC net-
works. For each network we visualize its complement, using circles
to indicate the connected components and the shaded area to indicate
the density of links in these components. (Left) After a single link is
added to MCC network #1, it becomes possible to rearrange links to
decrease the largest component size in the complement, k∗n(m), and
obtain MCC network #2. (Right) By adding a link to MCC network
#3, it also becomes possible to rearrange links not only to decrease
k∗n(m), but also to obtain a UCM network in this case.
nent size k∗n(φ) ≡
1
n
k∗n
(
1
2φn(n− 1)
)
. Figure 2(a) shows an
example of k∗n(φ) for MCC networks of size n = 30. We ob-
serve that k∗n(
2
n
) = 1 and k∗n(1) =
1
n
, with the jumps of size
1
n
at n − 1 intermediate points. Defining φ∗ℓ,n ≡
2m∗ℓ,n
n(n−1) and
taking the limitm,n→∞ with fixed φ in Eq. (6), we obtain
k∗∞(φ) =
ℓ +
√
ℓ2 − φℓ(ℓ+ 1)
ℓ(ℓ+ 1)
, (7)
where ℓ is the (unique) integer satisfying φ∗ℓ,∞ ≤ φ < φ
∗
ℓ+1,∞
with φ∗ℓ,∞ ≡ limn→∞ φ
∗
ℓ,n =
ℓ−1
ℓ
. The function k∗∞(φ) given
by Eq. (7) and shown in Fig. 2(b) has an infinite number of
non-differentiable points at φ∗ℓ,∞, ℓ = 2, 3, . . . . Note that the
integer ℓ can be interpreted as the number of connected com-
ponents in the complement in the large-network limit. The
transition points φ∗ℓ,∞, at which ℓ makes discrete jumps, cor-
respond to UCM networks with ℓ groups of equal size. Details
of the proofs and derivations on the properties of theMCC and
UCM networks can be found in Ref. 53.
IV. PATTERNS OF CLUSTER SYNCHRONIZATION
We now go beyond the GS stability threshold εth1 and study
the emergence of synchronization patterns in the UCM net-
works. These networks are optimized for GS, and we now
study their partial synchronization properties. As we show
next, the group structure of the UCM network allows us to
carry out the stability analysis explicitly for cluster synchro-
nization. To reflect this group structure, let us re-index the
nodes and denote the state vector for the i-th node in the h-th
group by x
(h)
i . Using this notation and exploiting the group
(a) 
(b) 
(c)
FIG. 2. Infinite sequence of transitions in the complement of MCC
networks. (a) Relative size of the largest connected components k∗n
in the complement of MCC networks with n = 30 nodes as a func-
tion of link density φ. Vertical lines and red dots indicate the points
φ = φ∗ℓ,30, where k∗n jumps down by one. (b) k∗∞ given by Eq. (7)
for the limit of large networks, n → ∞. (c) ℓ in the limit n → ∞,
which can be interpreted as the number of components in the comple-
ment. The infinite sequence of non-differentiable points of k∗
∞
(ver-
tical lines and red dots in (b)) indicates the transitions at φ = φ∗ℓ,∞,
ℓ = 2, 3, . . ., each of which is accompanied by a discrete change in
ℓ shown in (c).
structure of the UCM networks, Eq. (3) becomes
x˙
(h)
i = F(x
(h)
i )− εk(ℓ− 1)H(x
(h)
i ) + ε
ℓ∑
h′=1
h′ 6=h
k∑
j=1
H(x
(h′)
j ).
(8)
Now consider a state of cluster synchronization (CS) given
by x
(h)
i (t) = x
(h)
CS (t) for all i = 1, . . . , k and h = 1, . . . , ℓ.
Substituting this into Eq. (8), we obtain an equation of the
same form as Eq. (8) but for the network of ℓ nodes, each
representing a group of k (synchronized) oscillators:
x˙
(h)
CS = F(x
(h)
CS )− εk
ℓ∑
h′=1
L˜hh′H(x
(h′)
CS ), (9)
where L˜ = (L˜hh′)1≤h,h′≤ℓ is the Laplacian matrix of the
fully connected network with ℓ nodes. This is the equation
that must be satisfied by the CS state. The special case,
x
(h)
CS = xGS(t) for all h, which satisfies Eq. (9), describes the
synchronization between the groups (in addition to the syn-
4chronization of oscillators within each group) and thus corre-
sponds to the globally synchronous state discussed in Sec. II.
We can apply the same MSF analysis, since Eq. (9) is just a
slight modification of Eq. (3); we obtain Eq. (9) from Eq. (3)
by replacing εwith εk and redefining L˜hh′ to represent the all-
to-all coupling structure. It follows that the synchronization
between the groups is determined by ΛGS(εkℓ) = ΛGS(εn),
since the only nontrivial Laplacian eigenvalue of the size-ℓ
fully connected network is ℓ. The Laplacian eigenvalues of
a UCM network can be calculated and are 0, n − k, and n,
with multiplicity 1, ℓ(k − 1), and ℓ− 1, respectively. Among
these the eigenvalue n corresponds to ΛGS(εn), thus associ-
ating this eigenvalue with the modes of perturbation that can
destroy GS, but not the synchronization within each group.
To analyze the synchronization stability of individual
groups, we linearize Eq. (8) around the CS state, which leads
to the following variational equation:
δx˙
(h)
i = [DF(x
(h)
CS )− εk(ℓ− 1)DH(x
(h)
CS )]δx
(h)
i
−ε
ℓ∑
h′=1
h′ 6=h
DH(x
(h′)
CS )
k∑
j=1
δx
(h′)
j .
(10)
If we define S(h) ≡
∑k
j=1 δx
(h)
j and sum Eq. (10) over i, we
obtain
S˙(h) = [DF(x
(h)
CS )− εk(ℓ− 1)DH(x
(h′)
CS )]S
(h)
−ε
ℓ∑
h′=1
h′ 6=h
DH(x
(h′)
CS )S
(h′). (11)
Now consider those perturbations that do not affect the syn-
chronization of any group, i.e., those for which S(h)(0) =∑k
j=1 δx
(h)
i (0) = 0 for all h and all i. From Eq. (11), we
see that S(h)(t) =
∑k
j=1 δx
(h)
j remains zero at all times, and
hence that the second term in Eq. (10) vanishes. This collapses
the k equations for group h into a single equation:
δx˙(h) = [DF(x
(h)
CS )− εk(ℓ− 1)DH(x
(h)
CS )]δx
(h). (12)
Thus, the stability against all perturbations that affect the syn-
chronization of group h is determined by the same equa-
tion, while this stability can be different for different groups
through the dependence of Eq. (12) on x
(h)
CS . The lack of
dependence on h′ 6= h (i.e., on the states of other groups)
in Eq. (12) indicates that we have completely decoupled the
problem of synchronization stability for individual groups.
Altogether, we have shown that the stability of CS can be an-
alyzed by (i) solving the system of ℓ coupled oscillators in
Eq. (9) to obtain x
(h)
CS , and then (ii) solving Eq. (12) for each
h = 1, . . . , ℓ. We remark that the result above can also be
derived using a general method based on the irreducible rep-
resentations of the symmetry group29. Here, we were able to
derive the results in a simpler and clearer fashion by explic-
itly using the special structure of the UCM networks, namely
the groups with identical size and connectivity patterns. This,
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FIG. 3. Stability condition for GS and CS states in UCM networks
of coupled Lorenz oscillators with ℓ = 2 groups of arbitrary size
k. (a) MSF as a function of the auxiliary parameter α. The condi-
tion for the GS state to be stable is to have both ελ2 and ελn in the
blue-shaded region. (b) The Lyapunov exponents µGS,2(ε˜) = µCS(ε˜)
and µGS,n(ε˜) plotted as a function of the effective coupling strength
ε˜. The red arrows indicate the values of ε˜ used in the full-network
simulations shown in Figs. 4–6.
however, suggests that there may be other classes of networks
for which a similar simplification of the stability analysis is
possible (i.e., an equation similar to Eq. (12) can be derived).
While determining and classifying all possible CS solutions
and their stability from the network’s symmetry group is chal-
lenging, there have been a number of studies tackling this
problem by focusing on specific classes of networks or on spe-
cific aspects of the problem29,46–52.
As an example, we consider a network of coupled Lorenz
oscillators governed by Eq. (1) with
F(x) =
 σ(y − x)x(ρ− z)− y
xy − βz
 , H(x) =
00
z
 , x =
xy
z
 ,
(13)
and the standard parameter values, σ = 10, ρ = 28, and β =
2, for which an isolated oscillator is chaotic.54 Our choice of
H(x) represents the coupling among the oscillators through
their z-components. In terms of x-, y-, and z-components,
Eq. (3) reads
x˙i = σ(yi − xi),
y˙i = xi(ρ− zi)− yi,
z˙i = xiyi − βzi − ε
n∑
j=1
Lijzj .
(14)
5Note that this coupled system has a unique symmetry: it is
invariant under the transformation {xi → −xi, yi → −yi}
for any given i. This is due to the symmetry of the individ-
ual Lorenz system about the z-axis in phase space, combined
with the diffusive nature of the coupling (and thus the invari-
ance holds for an arbitrary network structure). Because of
the symmetry, there are 2n−1 distinct anti-phase synchronous
states of the system, each of which can be encoded by a
length-n binary sequence a = (a1, a2, . . . , an) with ai = ±1.
(The number of distinct states is 2n−1 rather than 2n because
the two sequences related by the flipping of the sign of all
ai both correspond to the same state.) To construct these
states, let xGS = xGS(t) = (xGS(t), yGS(t), zGS(t))
T be the
chaotic trajectory of the isolated oscillator (thus satisfying
x˙GS = F(xGS)). For each binary pattern a, the state given by
xi(t) = aixGS(t), yi(t) = aiyGS(t), zi(t) = zGS(t) for each i
can be readily checked to be a valid solution of Eq. (14). Thus,
these states, including the globally synchronous state and the
cluster synchronous states of UCM networks, are guaranteed
to exist, but their stability depends on the network structure
and the coupling strength.
Using the analysis from Sec. II, the stability of GS for the
coupled Lorenz systems in Eq. (14) is determined by ΛGS(α),
which is shown in Fig. 3(a) and is negative on the finite in-
terval (α1, α2), where α1 ≈ 1.39 and α2 ≈ 9.20. Since the
Laplacian eigenvalues of a UCM network are 0, k(ℓ− 1), and
kℓ, the stability condition is that both µGS,2(ε˜) ≡ ΛGS(εk(ℓ−
1)) < 0 and µGS,n(ε˜) ≡ ΛGS(εkℓ) < 0 hold. Figure 3(a)
illustrates this situation. Note that we have defined the effec-
tive coupling strength ε˜ ≡ εk, that the quantities µGS,2(ε˜) and
µGS,n(ε˜) are functions of ε˜ for a given ℓ, and hence that the
stability condition depends on k only through ε˜. Thus, the
stability of GS is lost when µGS,2(ε˜) = 0 at ε˜ = ε˜
th
1 ≡
α1
ℓ−1 .
Since the function ΛGS(α) has a second zero crossing, there
is a second threshold, ε˜th2 ≡
α2
ℓ
, at which µGS,n(ε˜) = 0. This
is when the GS state loses stability. We note that, if the MSF
were negative on an semi-infinite interval, such loss of GS
stability would not occur.
We now consider the cluster synchronous states of UCM
networks. First we note that a subset of the 2n symmetry-
based anti-phase synchronous states reflect the group structure
of UCM networks and correspond to CS, whose stability we
analyzed above. We can see this in Eq. (9), which for Lorenz
oscillators reads
x˙
(h)
CS = σ(y
(h)
CS − x
(h)
CS ),
y˙
(h)
CS = x
(h)
CS (ρ− z
(h)
CS )− y
(h)
CS ,
z˙
(h)
CS = x
(h)
CS y
(h)
CS − βz
(h)
CS − ε
ℓ∑
h′=1
L˜hh′z
(h′)
CS .
(15)
For each binary pattern a of length ℓ, the state given by
x
(h)
CS (t) = ahxGS(t), y
(h)
CS (t) = ahyGS(t), and z
(h)
CS (t) =
zGS(t) for each h gives a cluster synchronous state. There
are 2ℓ−1 distinct states of this type. Again, due to the sym-
metry, it can be shown for all h that Eq. (12) becomes iden-
tical to Eq. (4) with α = εk(ℓ − 1), collapsing ℓ equations
into one. Thus, the stability condition for all these states is
µCS(ε˜) ≡ ΛGS(εk(ℓ − 1)) = µGS,2(ε˜) < 0. Thus, for the
system in Eq. (14) the CS states become stable at ε˜th1 , which is
identical to the stability threshold for the GS state.
Consider for simplicity the case of ℓ = 2, for which there
are only two patterns: a = (1, 1) (corresponding to GS) and
a = (1,−1) (corresponding to anti-phase CS). The functions
µGS,2(ε˜) = µCS(ε˜) and µGS,n(ε˜) are shown in Fig. 3. Fig-
ure 4 shows the simulated dynamics of the full network for
various values of ε˜ with k = 10. Below the first thresh-
old ε˜th1 ≈ 1.39, both the globally synchronous state and the
cluster synchronous state are unstable, resulting in near-zero
correlation between all pairs of oscillators (Fig. 4(a)). Above
ε˜th1 , we observe bi-stability: both types of synchronous states
coexist and are stable (Fig. 4(b)). At ε˜th2 ≈ 4.60, where
ΛGS(εkℓ) = 0, GS loses its stability. Increasing ε˜ further,
we observe that the CS state become unstable at ε˜th3 ≈ 9.20,
where ΛGS(εk(ℓ − 1)) = 0.
Although this linear stability transition scenario is clear and
simple, the actual dynamics of the network is more subtle and
rich. Toward the end of the bi-stability regime ε˜th1 < ε˜ < ε˜
th
2 ,
trajectories appear to hop back and forth between the GS and
CS states, regardless of whether they are initialized near GS
or CS state, which is reminiscent of riddled basins.55,56 This
is illustrated in Fig. 5(a), which shows an example trajectory
initialized near a GS state that subsequently approach a CS
state and then a GS state (top panels), as well as one initial-
ized near a CS state that approach a GS state and then a CS
state (bottom panels). Evidence of riddled basins has been re-
ported for coupled Ro¨ssler systems in Ref. 25. Beyond ε˜th2 ,
we observe similar behavior, despite the absence of stable GS
state (Fig. 5(b), top panels). This can be interpreted as chaotic
intermittent bursts from the CS state. After the CS state loses
its stability at ε˜th3 , we observe a CS state that is not quite the
anti-phase CS state, in which the dynamics of different clus-
ters are not perfectly anti-correlated (Fig. 6(a)). Increasing ε˜
further, we find a very different state (Fig. 6(b)), in which nei-
ther of the two groups defined by the structure of the UCM
network are synchronized. The correlation matrix in Fig. 6(b)
shows a more complex pattern of synchrony, in which some
oscillators are anti-phase synchronized (Cij ≈ −1) and others
are not synchronized at all (Cij closer to 0).
V. CONCLUSIONS
The symmetry of a system has profound impact on its
dynamical behavior.57 This is particularly insightful for net-
worked systems, for which characterizing the relation be-
tween the network structure and dynamics is nontrivial. Our
results show that the significant role played by network sym-
metry for CS stability29 can be exploited to provide systematic
analysis of systems with strong network-structural symmetry,
such as the UCM networks. Yet, our numerics suggests that
bifurcations involving the GS and CS states have much more
depth than is expected from the MSF-based stability analy-
sis. A complete characterization of the basins of attraction
of these states in the high-dimensional phase space is gener-
ally a challenging problem, and our simulation results offer a
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FIG. 4. Synchronization dynamics in UCM networks of coupled Lorenz oscillators with ℓ = 2 groups of size k = 10 for various effective
coupling strength ε˜. (a) Ten independent simulations of the full network for ε˜ = 0.6, each initialized at a distance of 10−6 from the anti-phase
CS state. (b) Simulation results for ε˜ = 1.5. In each row, the leftmost plot shows the x-component of all oscillators, i = 1, . . . , kℓ = 20, for a
single trajectory initialized as indicated. The next two plots show the synchronization error measured by the standard deviation of xi over all i
for GS and the sum of within-group standard deviations for CS. Ten separate trajectories are shown. The last plot shows the matrix C = (Cij),
where Cij is the Pearson correlation coefficient of the x-component of oscillator i and j over 500 ≤ t ≤ 1000.
glimpse of the rich structure it appears to have. Another pos-
sible extension of our work is to consider a variety of other
possible patterns of cluster synchronization, which can arise
from properties of the system other than network symmetry,
such as the internal symmetry of the node dynamics46 and the
Laplacian property of the coupling matrix52.
The fact that network optimization leads to highly sym-
metric structure in UCM networks suggests a general prin-
ciple that optimization tends to generate symmetry in net-
works. While noise, delays, and imperfections may prevent
exact symmetries in real systems (or real implementation of
such optimal networks), we expect an elevated level of sym-
metry in networks under pressure to optimize their function,
and there is indeed evidence for abundance of symmetry in
real networks.58 We suggest that identifying mechanisms by
which optimization induces symmetry structures will improve
our understanding of the structure-dynamics relation in net-
works; moreover, it will help design systems with optimized
functionality.
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FIG. 5. Synchronization dynamics in UCM networks of coupled Lorenz oscillators with ℓ = 2 groups of size k = 10 for ε˜ = 4.4 and ε˜ = 4.8.
Detail description of individual plots is the same as in Fig. 4.
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FIG. 6. Synchronization dynamics in UCM networks of coupled Lorenz oscillators with ℓ = 2 groups of size k = 10 for ε˜ = 9.4 and ε˜ = 15.
Detail description of individual plots is the same as in Fig. 4.
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