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We prove necessary and sufficient conditions for the informational completeness of an arbitrary
set of Gaussian observables on continuous variable systems with finite number of degrees of freedom.
In particular, we show that an informationally complete set either contains a single informationally
complete observable, or includes infinitely many observables. We show that for a single informa-
tionally complete observable, the minimal outcome space is the phase space, and the observable can
always be obtained from the quantum optical Q-function by linear postprocessing and Gaussian
convolution, in a suitable symplectic coordinatization of the phase space. In the case of projection
valued Gaussian observables, e.g., generalized field quadratures, we show that an informationally
complete set of observables is necessarily infinite. Finally, we generalize the treatment to the case
where the measurement coupling is given by a general linear bosonic channel, and characterize
informational completeness for an arbitrary set of the associated observables.
PACS numbers: 03.65.Wj, 03.65.Ta
I. INTRODUCTION
The ability to determine an unknown quantum state
produced by some source is central for many applica-
tions in quantum information science. The procedure
of reconstructing the quantum state, known as quantum
state tomography, has therefore been under intense in-
vestigations and continues to attract a lot of attention
[1, 2]. In the continuous variable regime, and in par-
ticular its quantum optical realizations, there are two
commonly used approaches to quantum tomography. In
optical homodyne tomography, the set of rotated quadra-
tures is measured using balanced homodyne detection,
thus allowing one to ”scan” the phase space of the sys-
tem [3, 4]. The alternative method uses the Husimi Q-
function which can be measured using a double homo-
dyne detection scheme, and has the advantage that the
reconstruction requires the measurement of only a single
observable [5].
Both of the above instances fall under the class of
Gaussian measurements, i.e., measurements which yield
a Gaussian measurement outcome distribution whenever
the system is initially in a Gaussian state [6]. The pur-
pose of this paper is to present a method for investigating
whether or not a given set of such Gaussian observables is
informationally complete [7], i.e., allows the reconstruc-
tion of an unknown quantum state of the system from
the statistics. We consider an N -mode electromagnetic
field, whose phase space is therefore 2N -dimensional. We
show that by measuring a Gaussian observable one ob-
tains the values of the Weyl transform of the state on a
∗Electronic address: jukka.kiukas@nottingham.ac.uk
†Electronic address: jussi.schultz@gmail.com
linear subspace of the phase space. Therefore, for a set
of observables the union of these subspaces needs to be
”sufficiently large” in order for unique state determina-
tion to be possible. In particular, we show that if one
does not have access to a single informationally complete
Gaussian observable, then one necessarily needs infinitely
many observables.
After these general results we focus on two specific
instances. Firstly, we investigate single informationally
complete Gaussian observables in more detail. We show
that if we restrict to the smallest possible dimension
of the outcome space, then the set of informationally
complete Gaussian observables is exhausted, up to lin-
ear transformations of the measurement outcomes, by
Gaussian observables which are covariant with respect
to phase space translations. Furthermore, we show that
in a suitable symplectic coordinatization of the phase
space, any informationally complete Gaussian observable
with a minimal outcome space is a postprocessing of the
Q-function. Secondly, we study commutative Gaussian
observables which then include projection valued (also
called sharp) Gaussian observables as special cases. We
show that no finite set of such observables is information-
ally complete. For an arbitrary set of generalized field
quadratures, i.e., sharp Gaussian observables with one-
dimensional outcome space, we prove a further character-
ization for informational completeness. We also find an
interesting connection between the generalized quadra-
tures and informationally complete Gaussian phase space
observables. Finally, we consider a more general scenario
where the measurement coupling is represented by a gen-
eral linear bosonic channel. Also in the general case we
obtain a characterization for informational completeness
and deal explicitly with general covariant phase space
observables.
2II. PRELIMINARIES
The Hilbert space of an electromagnetic field consist-
ing of N bosonic modes is the N -fold tensor product
H⊗N =⊗Nk=1Hk, where each single mode Hilbert space
is spanned by the number states {|n〉 | n = 0, 1, 2, . . .}.
The creation and annihilation operators related to the
jth mode are denoted by a∗j and aj. In the coordinate
representation Hk ≃ L2(R) where the number states are
represented by the Hermite functions. The Hilbert space
of the entire field is then H⊗N ≃ L2(RN ).
The states of the field are represented by positive
trace one operators acting on H⊗N , and the observ-
ables are represented by positive operator valued mea-
sures (POVMs) defined on a σ-algebra of subsets of some
measurement outcome set. In this paper, we will only
consider observables taking values in RM . Each observ-
able is thus represented by a map E : B(RM )→ L(H⊗N ),
where B(RM ) is the Borel σ-algebra of RM and L(H⊗N )
denotes the set of bounded operators onH⊗N , and which
satisfies positivity E(X) ≥ 0, normalization E(RM ) = I
and σ-additivity E(∪jXj) =
∑
j E(Xj) for any sequence
of pairwise disjoint sets where the series converges in the
weak operator topology. When a measurement of E is
performed on the system initially prepared in a state ρ,
the measurement outcomes are distributed according to
the probability measure pEρ(X) = tr [ρE(X)].
The phase space of the N -mode EM-field is R2N and
we use the notation x = (q1, p1, . . . , qN , pN)
T for the
canonical coordinates. The phase space translations are
represented in H⊗N by the Weyl operators
W (x) = e−ix
TΩR
where the matrix
Ω =
N⊕
j=1
ωj , ωj =
(
0 1
−1 0
)
determines the symplectic form (x,y) 7→ xTΩy and
R = (Q1, P1, . . . , QN , PN )
T , with Qj =
1√
2
(a∗j + aj) and
Pj =
i√
2
(a∗j−aj) being the canonical quadrature (i.e., po-
sition and momentum) operators acting on the jth mode.
Whenever appropriate, we will emphasize the number of
modes in question with a subscript so that, e.g., in the
above case we would have ΩN . Due to the Stone-von
Neumann theorem, the Weyl operators are determined
by the relation
W (x)W (y) = e−
i
2
xTΩyW (x+ y) (1)
up to unitary equivalence. This unitary freedom corre-
sponds to the choice of the canonical coordinates: let
Sp(2N) denote the group of symplectic transformations
of R2N , i.e., real invertible 2N × 2N -matrices S sat-
isfying STΩS = Ω. If we change the coordinates as
x 7→ x˜ = S−1x, then the original Weyl operators in the
new coordinates are given by WS(x˜) = W (x) = W (Sx˜).
Since S is symplectic, the operators WS(x˜) indeed also
satisfy the Weyl relation (1), and there exists a unitary
operator U(S) such that
W (Sx˜) = U(S)W (x˜)U(S)∗ (2)
for all x˜ ∈ R2N . Summarizing, a change of canonical
coordinates is effected by the transformation
x 7→ S−1x, A 7→ U(S)AU(S)∗, (3)
where S ∈ Sp(2N).
A set of observables {Ej | j ∈ I} is called informa-
tionally complete [7] if an arbitrary unknown state ρ is
uniquely determined by the collective measurement out-
come statistics {pEjρ | j ∈ I}, or equivalently, by the
corresponding Fourier transforms
p̂Ejρ (y) =
∫
eiy
Tx pEjρ (dx).
For our purposes, the crucial fact is that any state ρ is
uniquely determined by its Weyl transform
ρ̂ (x) = tr [ρW (x)] ,
which in our case turns out to be directly related to the
Fourier transforms of the outcome distributions. The
Weyl transform is a continuous function, so that ρ is al-
ready determined if we know the values of ρ̂ on a dense
subset of R2N . The following lemma will then turn out
to play a central role. It expresses precisely the intu-
itive idea that in order to uniquely determine the state,
one has to ”scan” the phase space sufficiently well. Here
T (H⊗N ) refers to the set of trace class operators onH⊗N .
Lemma 1. Let U ⊂ R2N be a nonempty open set. Then
there exists a nonzero S ∈ T (H⊗N ) such that Ŝ(x) = 0
for all x /∈ U .
Proof. Let S0 ∈ T (H⊗N ) be such that Ŝ0(x) 6= 0 for all
x ∈ R2N (e.g., the vacuum state). For any f ∈ L1(R2N )
define the operator-valued convolution f ∗S0 ∈ T (H⊗N )
[8] via
f ∗ S0 =
∫
f(x)W (x)S0W (x)
∗ dx
so that f̂ ∗ S0(x) = f̂(Ωx) Ŝ0(x) = 0 if and only if
f̂(Ωx) = 0. We can now choose f̂ to be a nonzero com-
pactly supported C∞-function such that f̂(Ωx) = 0 for
all x /∈ U . We then obtain f via the inverse Fourier trans-
form, and our choice of f̂ guarantees that f ∈ L1(R2N ).
Thus, S = f ∗ S0 is of the required type.
III. GAUSSIAN OBSERVABLES AND THEIR
POSTPROCESSINGS
We will next recall the relevant concepts of Gaussian
states, channels, and observables, as well as the concept
3of postprocessing of a measurement. For more details on
continuous variable quantum information, we refer the
readers to [6, 9] and [10, Ch. V].
A state ρ is called a Gaussian state, if the Weyl trans-
form ρ̂ is of a Gaussian form. More specifically, the Weyl
transform of a Gaussian state is given by
ρ̂ (x) = e−
1
4
xT (ΩTVΩ)x−i(Ωm)Tx
where m is the displacement vector whose components
are given by the first moments mj = tr [ρRj ] and
V is the covariance matrix whose elements are Vij =
tr [ρ{Ri −mi, Rj −mj}] where {·, ·} denotes the anti-
commutator. The covariance matrix is a real symmetric
matrix which satisfies the uncertainty relation [11]
V + iΩ ≥ 0.
A Gaussian channel is a completely positive trace pre-
serving map Φ : T (H⊗N )→ T (H⊗M ) which maps Gaus-
sian states into Gaussian states. Written in terms of
the Weyl transforms of the input and output states, any
Gaussian channel can be characterized by
Φ̂(ρ)(x) = ρ̂ (Ax)e−
1
4
xTBx−ivTx (4)
whereA is a 2N×2M -matrix andB is a 2M×2M -matrix
which must satisfy the complete positivity condition
B+ iΩM − iATΩNA ≥ 0 (5)
and v ∈ R2M is a fixed vector [10, 12, 13]. Equivalently,
we may use the dual channel Φ∗ : L(H⊗M ) → L(H⊗N ),
whose Gaussian character is captured in its action on the
Weyl operators
Φ∗(W (x)) =W (Ax)e−
1
4
xTBx−ivTx.
We say that an observable E : B(RM ) → L(H⊗N )
is Gaussian, if the measurement outcome distribution is
Gaussian whenever the system is initially in a Gaussian
state. This can be conveniently expressed in terms of the
characteristic function of the POVM
Ê(p) =
∫
eip
Tx E(dx),
in which case E is Gaussian whenever
Ê(p) =W (A0p)e
− 1
4
pTB0p−ivT0 p (6)
where A0 is a 2N×M -matrix and B0 is aM×M -matrix
which satisfy the positive definiteness condition
B0 − iAT0ΩNA0 ≥ 0 (7)
and v0 ∈ RM . Note that our definition differs from the
one used, e.g., in [10] where the outcome space of a Gaus-
sian observable is assumed to be a symplectic space, i.e.,
even dimensional. The physical motivation for this def-
inition will become apparent in the next section where
measurement schemes realizing Gaussian observables are
discussed.
A postprocessing of a measurement is a fixed transfor-
mation performed on the measurement outcome distri-
bution. This is relevant for informational completeness,
because information can only get lost in such a process;
if a postprocessing is informationally complete, then so
is the original measurement. Here we consider two differ-
ent kinds of postprocessings: linear postprocessings and
smearings. To this end, let E : B(RM ) → L(H⊗N ) be a
Gaussian observable parametrized by (A0,B0,v0).
Given a M ′ ×M matrix P we define the observable
EP : B(RM ′)→ L(H⊗N ) via
EP(X) = E(P
−1(X)),
where P−1(X) = {y ∈ RM | Py ∈ X}. Then EP is
clearly Gaussian, and it is called a linear postprocess-
ing of E. If P is invertible, EP is called a bijective lin-
ear postprocessing of E. A straightforward computation
shows that the triple of parameters characterizing EP is
(A0P
T ,PB0P
T ,Pv0). It is clear from the definition that
a bijective linear postprocessing of E is informationally
complete if and only if E is.
For any probability measure µ : B(RM ) → [0, 1], we
define the observable µ ∗ E : B(RM )→ L(H⊗N ) via
(µ ∗ E)(X) =
∫
µ(X − x)E(dx),
and say that µ ∗ E is a smearing of E. Note that for
any state ρ the corresponding probability distribution is
just a convolution of the original one with the measure
µ, i.e., pµ∗Eρ = µ ∗ pEρ. If µ is Gaussian, i.e, µ̂(p) =
e−
1
4
pTCp−idTp with C ≥ 0, then the smeared observable
is also Gaussian and, using the fact that µ̂ ∗ E = µ̂ Ê, we
find that the parameters of the smeared observable are
(A0,B0+C,v0+d). Since µ̂ is nonzero everywhere, the
smearing µ ∗ E is informationally complete if and only if
E is.
IV. UNITARY DILATIONS OF GAUSSIAN
OBSERVABLES
We will next construct a unitary measurement dilation
for an arbitrary Gaussian observable. This is done by
first showing that any Gaussian observable can be mea-
sured by applying a Gaussian channel to the field and
then performing homodyne detection on the output of
the channel. Since unitary dilations of Gaussian chan-
nels are known [14], this then allows us to construct the
desired measurement dilation.
Suppose first that we have a Gaussian channel Φ :
T (H⊗N ) → T (H⊗M ) determined by the parameters
(A,B,v). Let Q : B(RM ) → L(H⊗M ) be the canoni-
cal spectral measure, i.e., Q(X) corresponds to multipli-
cation by the indicator function of the set X , and de-
fine the observable E : B(RM ) → L(H⊗N ) as E(X) =
4Φ∗(Q(X)). The characteristic function of E is then
Ê(p) = Φ∗
(
eip
TQ
)
where Q = (Q1, . . . , QM )
T . For any
p ∈ RM we denote p0 = (0, p1, . . . , 0, pM )T ∈ R2M so
that eip
TQ =W (p0), and we obtain
Ê(p) =W (Ap0)e
− 1
4
pT
0
Bp
0
−ivTp0
by Eq. (4). Finally, we define the 2N ×M -matrix A0,
the M ×M -matrix B0 and the vector v0 ∈ RM by
(A0)ij = Ai,2j , (B0)ij = B2i,2j , (v0)i = v2i (8)
so that the characteristic function can be expressed as
Ê(p) =W (A0p)e
− 1
4
pTB0p−ivT0 p.
In other words, the observable is Gaussian.
Conversely, suppose that we have a Gaussian POVM
E determined by the parameters (A0,B0,v0). We need
to find parameters (A,B,v) of a Gaussian channel such
that Eqs. (8) hold. To this end, first define the matrix
B′ by setting B′2i,2j = (B0)ij and B
′
ij = 0 otherwise,
and then set B = B′ − iΩM so that B2i,2j = (B0)ij .
Define also the matrix A via Ai,2j = (A0)ij and Aij =
0 otherwise, and the vector v in a similar manner as
v2i = (v0)i and vi = 0 otherwise. In order to prove the
validity of the complete positivity condition (5), we note
that by our construction this reduces to showing that
B′ − iATΩNA ≥ 0 which is an immediate concequence
of (7) and the definitions of the matrices in question.
In order to reach the desired unitary dilation, we re-
call that any Gaussian channel can be realized by cou-
pling the N -mode system to L auxiliary Gaussian modes,
and then applying two types of unitary operators to the
total system: symplectic transformations U(S) with S ∈
Sp(2(N+L)), and displacementsW (d) with d ∈ R2(N+L)
[14] (see Fig. 1). The number of auxiliary modes can al-
ways be chosen so that L ≤ 2max{N,M}, though the
optimal choice depends on the details of the channel [15].
The rest of this section is devoted to demonstrating how
the parameters of the Gaussian channel, and hence the
corresponding observable, are determined by the dilation
of the channel.
Now suppose that the auxiliary L-mode field is in some
Gaussian state σ with covariance matrix V and displace-
ment vector m. Since we are interested only in M ≤
N+L modes, we must discard the other K = N+L−M
modes after the interaction. The resulting channel is then
given by
Φ(ρ) = trK [W (d)
∗U(S)∗(ρ⊗ σ)U(S)W (d)]
where trK [·] denotes partial trace over the Hilbert space
H⊗K of the discarded modes. Without loss of generality
we may assume the ordering of the Hilbert spaces to be
fixed as
H⊗(N+L) ≃ H⊗N ⊗H⊗L ≃ H⊗M ⊗H⊗K .
FIG. 1: Schematic of a measurement of a Gaussian observ-
able. The N input modes are coupled to L auxiliary modes
by two unitary couplings: a displacement W (d) and a sym-
plectic unitary U(S). After the coupling, homodyne detection
is performed on M output modes, while the other N +L−M
modes are discarded.
The Weyl transform of the output state is then
Φ̂(ρ)(x) = tr [W (d)∗U(S)∗(ρ⊗ σ)U(S)W (d)W (x) ⊗ I]
so that by denoting x′ = (x1, . . . , x2M , 0, . . . , 0)T ∈
R2(N+L) we have
Φ̂(ρ)(x) = e−id
TΩx′(ρ̂⊗ σ)(Sx′).
If we now write S in block form as
S =
(
S11 S12
S21 S22
)
where S11 is a 2N × 2M -matrix and S21 is a 2L × 2M -
matrix, and define d˜ = (d1, . . . , d2N )
T we have
Φ̂(ρ)(x) = e−id˜
TΩx ρ̂(S11x) σ̂(S21x)
= ρ̂(Ax)e−
1
4
xTBx−ivTx
where A = S11, B = S
T
21Ω
TVΩS21, and v = S
T
21Ωm −
Ωd˜. Finally, the parameters (A0,B0,v0) of the corre-
sponding Gaussian observable are obtained from these
via Eqs. (8).
V. CHARACTERIZATION OF
INFORMATIONAL COMPLETENESS
We will next show a general method for determining
the informational completeness of a given set of Gaussian
observables. To this end, let E : B(RM )→ L(H⊗N ) be a
Gaussian POVM with parameters (A0,B0,v0). For an
arbitrary state ρ, the Fourier transform of the probability
measure pEρ(X) = tr [ρE(X)] then reads
p̂Eρ(p) = tr
[
ρÊ(p)
]
= ρ̂ (A0p)e
− 1
4
pTB0p−ivT0 p, (9)
5and by linearity, (9) also holds with ρ replaced by a gen-
eral trace class operator S in which case the measure is
complex valued. Since the Gaussian term on the right-
hand-side of Eq. (9) is non-zero, we can divide both sides
by it. Hence, by measuring E we are able to determine
the values ρ̂(x) for all x in the set
XE = {A0p | p ∈ RM},
which is clearly a subspace of R2N . We are now ready to
prove the main general result of this paper.
Theorem 1. A set of Gaussian observables {Ej :
B(RMj )→ L(H⊗N ) | j ∈ I} is informationally complete
if and only if
⋃
j∈I XEj is dense in R
2N .
Proof. If
⋃
j∈I XEj is dense in R
2N , then by measuring
the observables one can determine the values of ρ̂ on a
dense set, so that by the continuity of the Weyl trans-
form, ρ is uniquely determined. Conversely, assume that⋃
j∈I XEj is not dense. Then there exists a nonempty
open set U in the complement of the closure of
⋃
j∈I XEj ,
so by Lemma 1, there exists a nonzero S ∈ T (H⊗N )
whose Weyl transform vanishes outside U . By (9) and
the injectivity of the Fourier transform we then have
tr [SEj(X)] = 0 for each j, and all X ∈ B(RMj ). Since
the POVM elements are positive, the same holds with S
replaced by either of the traceless selfadjoint operators
S + S∗ and i(S − S∗). At least one of these is nonzero,
and hence a constant times the difference of two distinct
density operators. By definition, this implies that the set
{Ej | j ∈ I} is not informationally complete.
The following two results now follow immediately.
Corollary 1. If I is a finite set, then {Ej | j ∈ I} is
informationally complete if and only if Ej0 is informa-
tionally complete for some j0 ∈ I.
Proof. The ”if”-part is trivial. Since each XEj is closed
and I is finite, also the union ⋃j∈I XEj is closed.
Hence, {Ej | j ∈ I} is informationally complete only if⋃
j∈I XEj = R
2N . But this is possible only if XEj0 = R
2N
for some j0 ∈ I, because otherwise each subspace XEj
would have zero Lebesgue measure and by subadditiv-
ity, so would also R2N . An application of Theorem 1
completes the proof.
Corollary 2. A Gaussian observable E is information-
ally complete if and only if rankA0 = 2N .
Proof. Being a subspace, XE is closed, so E is infor-
mationally complete if and only if XE = R
2N , i.e.,
rankA0 = 2N .
We now proceed to investigate the informational com-
pleteness of a single Gaussian observable more carefully.
Proposition 1. Let X ⊂ R2N be a linear subspace and
denote M = dimX ≤ 2N . Then there exists a Gaussian
observable E : B(RM ) → L(H⊗N ) such that XE = X.
In particular, for each N there exist both informationally
complete an informationally incomplete Gaussian observ-
ables.
Proof. Let {ej | j = 1, . . . ,M} be an orthonormal basis
of X and define A0 = (e1 . . . eM ) so that A0 is a 2N×M
-matrix. Since −iAT0 ΩNA0 is Hermitian, there exists
a matrix B0, such that (7) is satisfied. Then for any
v0 ∈ RM the parameters (A0,B0,v0) define a Gaussian
observable E which satisfiesXE = X . The last claim then
follows by choosing M = 2N and, e.g., M = 1.
Prop. 1 shows that if the dimension of XE is strictly
smaller then the dimension of the measurement outcome
space of E, then from the state reconstruction point of
view there is some redundancy in the measurement setup.
Indeed, the same information about the state can be ob-
tained with a smaller outcome space and hence, with
fewer homodyne measurements. In particular, for an N -
mode field it is necessary but also sufficient to couple
the field to N auxiliary modes, thus giving the outcome
space dimension 2N . In this case, we say that an observ-
able satisfying the rank condition of Cor. 2 is a minimal
informationally complete Gaussian observable. Clearly,
this condition is equivalent to A0 being invertible, i.e.,
detA0 6= 0.
One immediate consequence of the determinant condi-
tion is worth noting explicitly: a triple (A0,B0,v0) with
2N × 2N -matrices A0,B0 and v0 ∈ R2N , if drawn ran-
domly from the subset given by (7), according to any
nonsingular probability density, defines a minimal infor-
mationally complete Gaussian observable with probabil-
ity one. Hence, almost all Gaussian observables with
minimal outcome space are informationally complete.
VI. COVARIANT GAUSSIAN OBSERVABLES
We have seen that a minimal informationally complete
Gaussian observable has outcome space R2N , which we
can identify with the phase space, whose translations and
symplectic transformations act as unitary transforma-
tions on the range of the observable. We now look at
the consequences of this identification.
An observable E : B(R2N ) → L(H⊗N ) is a covariant
phase space observable if it satisfies
W (x)E(X)W (x)∗ = E(X + x).
A direct computation using the characteristic function
(6) and the Weyl relations (1) shows that a Gaussian
phase space observable E, parametrized by (A0,B0,v0),
is covariant if and only if
A0 = −ΩN . (10)
According to Cor. 2, every covariant Gaussian phase
space observable is thus informationally complete. This
result was previously obtained, e.g., in [8, 16]. As the
6next proposition shows, any other minimal information-
ally complete Gaussian observable is connected to a co-
variant one via linear postprocessing.
Proposition 2. A Gaussian observable E : B(R2N) →
L(H⊗N ) is informationally complete if and only if it is
a bijective linear postprocessing of a covariant Gaussian
observable.
Proof. Let Ecov : B(R2N ) → L(H⊗N ) be a co-
variant Gaussian observable, parametrized by
(−ΩN ,Bcov0 ,vcov0 ), and P any invertible matrix.
The postprocessing EcovP is then parametrized by
(−ΩNPT ,PBcov0 PT ,Pvcov0 ), and is thus informationally
complete by Corollary 2. Conversely, suppose that E
is an informationally complete Gaussian observable,
parametrized by (A0,B0,v0). Then A0 is invertible, so
we can define an invertible matrix P = −AT0ΩN , and
further define Bcov0 = P
−1B0[P−1]T , vcov0 = P
−1v0.
Then the triple (−ΩN ,Bcov0 ,vcov0 ) determines a covariant
Gaussian observable Ecov for which EcovP = E.
Next we take into account the symplectic structure of
the phase space. The change (3) of the canonical coordi-
nates via a symplectic matrix S transforms a phase space
observable E : B(R2N) → L(H⊗N ) into the phase space
observable S(E) given by
S(E)(X) = U(S)E(S−1(X))U(S). (11)
In particular, a covariant Gaussian observable
parametrized by (−ΩN ,Bcov0 ,vcov0 ) transforms
into the covariant Gaussian observable given by
(−ΩN ,SBcov0 ST ,Svcov0 ), because SΩNST = ΩN . Since
the positivity condition (7) reduces to Bcov0 − iΩN ≥ 0,
we can use Williamson’s theorem [17] to choose
the symplectic matrix S such that it diagonalizes
Bcov0 , i.e., SB
cov
0 S
T =
⊕N
k=1 βkI, where the sym-
plectic eigenvalues of Bcov0 satisfy βk ≥ 1. Letting
µ : B(R2N )→ [0, 1] be the Gaussian probability measure
such that µ̂(p) = e−
1
4
pT (
⊕N
k=1
(βk−1)I)p−i(Svcov0 )Tp, the
transformed covariant observable is thus
S(Ecov) = µ ∗ EQ,
where EQ is the is the Q-function of the state, i.e., the
covariant Gaussian observable with (−ΩN , I,0). To sum-
marize, each covariant Gaussian observable is a Gaussian
smearing of the Q-function, up to the choice of the canon-
ical coordinates of the phase space. Combining this with
Prop. 2, we have the following result:
Proposition 3. A Gaussian observable E : B(R2N) →
L(H⊗N ) is informationally complete if and only if there
exist an invertible matrix P, a symplectic matrix S, and
a Gaussian probability measure µ, such that
E = S(µ ∗ EQ)P.
FIG. 2: Measurement scheme for a single mode covariant
Gaussian observable. The signal field is coupled to a param-
eter field by means of a 50:50 beam splitter, after which a
rotation of −pi/2 is performed on one of the output modes.
Homodyne detection is then performed on the two output
modes.
In other words, any minimal informationally complete
Gaussian observable coincides with a postprocessing of
EQ, up to the choice of the canonical coordinates.
Notice that the any covariant Gaussian observable can
be measured with the following setup: the signal N -
mode field is coupled to N auxiliary parameter modes
in a Gaussian state by means of 50:50 beam splitters,
and then rotations of −π/2 are performed on half of the
output modes (the case of a single mode is illustrated in
Fig. 2). By varying the Gaussian state of the parameter
field, one can obtain an arbitrary covariant Gaussian ob-
servable. In particular, a measurement of the Q-function
is obtained by choosing the parameter field to be the
vacuum (i.e., V=I, m=0).
VII. COMMUTATIVE AND SHARP GAUSSIAN
OBSERVABLES
Recall that an observable E : B(RM ) → L(H⊗N ) is
commutative, if E(X)E(Y ) = E(Y )E(X) for all X,Y , and
sharp if E(X)E(Y ) = E(X ∩Y ). It is well-known that an
observable is sharp if and only if it is projection valued,
i.e., a spectral measure.
Clearly, sharp observables are always commutative.
Conversely, every commutative observable is obtained
from some sharp observable by postprocessing with a
Markov kernel (see [18, Thm. 4.4]). Smearing with a
convolution kernel is a special case, which however turns
out to be sufficient to get all commutative Gaussian ob-
servables from sharp ones.
In terms of characteristic functions, E is sharp if and
only if the map p 7→ Ê(p) is a unitary representation of
RM , i.e.,
Ê(p)Ê(p′) = Ê(p+ p′) for all p,p′ ∈ RM . (12)
Similarly, E is commutative if and only if
Ê(p)Ê(p′) = Ê(p′)Ê(p) for all p,p′ ∈ RM . (13)
7This follows by standard approximation arguments from
the fact that
∫
f̂(x)E(dx) =
∫
f(p)Ê(p) dp holds for any
integrable f : RM → C, where f̂ is the (suitably normal-
ized) Fourier transform.
In the case of Gaussian observables, the relationship
between commutativity and sharpness can now be ana-
lyzed explicitly. By (13), E is a commutative if and only
if all the Weyl operators W (A0p) commute, which hap-
pens exactly when
AT0ΩNA0 = 0. (14)
Note that this condition is exactly the one that makes
p 7→ W (A0p) a unitary representation, and thus a
characteristic function of a sharp Gaussian observable
which we denote by QA0 : B(RM ) → L(H⊗N ). Now
if (14) holds, then B0 ≥ 0 by the positivity condition
(7). Hence, there exists a Gaussian probability measure
µ : B(RM ) → [0, 1], such that µ̂(p) = e− 14pTB0p−ivT0 p,
and we have
E = µ ∗ QA0 . (15)
In conclusion, we have proved that a Gaussian observable
is commutative exactly when it is a Gaussian smearing
of a sharp Gaussian observable.
Since sharp observables are commutative, we can
use the (15) along with condition (12) to characterize
sharp Gaussian observables. Indeed, since now Ê(p) =
µ̂(p) Q̂A0(p) and the operators Q̂A0(p) are unitary, we
have that E is sharp if and only if µ̂(p+ p′) = µ̂(p)µ̂(p′)
for all p,p′ ∈ RM . But since µ is Gaussian, this re-
duces to the condition B0 + B
T
0 = 0. This implies
(B0)jj = −(B0)jj = 0, and since B0 ≥ 0 by (7), we
have B0 = 0. Hence, sharp Gaussian observables are
parametrized by (A0,0,v0) with (14). Note that this
can be obtained from the unbiased sharp Gaussian ob-
servable QA0 by shifting the outcomes with the vector
v0. Here ”unbiased” refers to the fact that for any state
with zero expectation for all canonical quadratures Qj,
Pj , also the expectation of QA0 vanishes.
It is known that a single commutative observable
is never informationally complete [19, Thm. 2.1.2].
For commutative Gaussian observables with minimal
outcome space (M = 2N) this follows immediately
from Cor. 2, because we have 0 = detAT0ΩNA0 =
2N(detA0)
2. For a general commutative Gaussian ob-
servable this can still be seen directly by noting that the
rank of A0 is at most N , as can be seen by applying the
Frobenius inequality [20, Eq. 4.3.3(9), p. 61]:
rankA0 =
1
2
(
rankAT0ΩN + rankΩNA0
)
≤ 1
2
(
rankΩN + rankA
T
0ΩNA0
)
= N.
Cor. 1 then tells that no finite set of commutative Gaus-
sian observables is informationally complete.
It is worth noting that in the case of a single mode
(N = 1), and minimal outcome space (M = 2) we have
AT0ΩA0 =
(
0 detA0
− detA0 0
)
so that E is informationally complete if and only if E
is noncommutative. In other words, informational in-
completeness is equivalent to the observable being a
smearing of a sharp observable. Note that this is not
true for multiple modes. Indeed, using the above re-
sult that rankA0 ≤ N for commutative observables, we
see that if N > 1, any given 2N × 2N -matrix A0 with
N < rankA0 < 2N , together with a B0 chosen to satisfy
(7), determine a Gaussian observable which is informa-
tionally incomplete and noncommutative.
Before proceeding to more specific cases, we make
one more observation. It follows from (15) that a set
of commutative Gaussian observables with matrices Aj0,
j ∈ I is informationally complete if and only if the set
{Q
A
j
0
| j ∈ I} of the corresponding sharp observables is
such. In other words, a set of commutative observables
can always be reduced to a set of sharp observables, with-
out affecting informational completeness. Accordingly,
we concentrate mostly on sharp observables in the con-
crete examples.
Consider now the special case of a one dimensional
outcome space. Then for any Gaussian observable E,
the matrix A0 is, in fact, a vector in R
2N , and we let
A0 = (a1, . . . , a2N )
T . The condition (14) is automat-
ically satisfied, so we conclude that every Gaussian ob-
servable E : B(R)→ L(H⊗N ) is commutative, and thus a
Gaussian smearing of the corresponding sharp observable
QA0 . Furthermore, if E : B(R)→ L(H⊗N ) is a Gaussian
observable with matrix A0, then E is a Gaussian smear-
ing of Qa with a ∈ R2N , exactly when A0 = a.
The observable QA0 has the characteristic function
Q̂A0(p) = e
ip(−AT
0
ΩNR) so that QA0 is simply the spec-
tral measure of the selfadjoint operator
−AT0ΩNR =
N∑
j=1
(a2jQj − a2j−1Pj).
These operators are sometimes referred to as a general-
ized field quadratures, and they have also previously been
considered in the context of quantum tomography [21].
Thm. 1 now reduces to the following result:
Proposition 4. Let Ej : B(R) → L(H⊗N ), j ∈ I be
Gaussian observables with corresponding vectors Aj0 ∈
R2N . Then {Ej | j ∈ I} is informationally complete if
and only if {ǫAj0/‖Aj0‖ | j ∈ I, ǫ = ±1} is dense in the
surface of the unit ball of R2N .
We now look at two particular examples in the case of
a single mode (N = 1).
By setting a1 = − sin θ and a2 = cos θ we obtain the
well known rotated quadrature operators Qθ = cos θ Q+
8sin θ P , the corresponding observables being denoted by
Qθ. From Prop. 4 we immediately see that we can re-
strict our attention to the values θ ∈ [0, π), and that a
set of the form {Qθ | θ ∈ I} where I ⊂ [0, π) is informa-
tionally complete if and only if I is dense in [0, π). This
therefore sharpens the result of, e.g., [22] by proving that
density is indeed also necessary. Explicitly, the line on
which the Weyl transform can be determined from the
measurement of a quadrature Qθ, is given by
XQθ = {(−p sin θ, p cos θ)T | p ∈ R}.
As a slight modification, we set a1 = −e−r sin θ and
a2 = e
r cos θ so that we obtain the squeezed rotated
quadratures Qr,θ = e
r cos θ Q + e−r sin θ P . In this case
we have
XQθ,r = {(−pe−r sin θ, per cos θ)T | p ∈ R}
so that for θ 6= k pi2 any change in the value of the squeez-
ing parameter r causes a change in the slope of the
line. For instance, we can fix only two values θ± = ±pi4
and consider a set I ⊂ R of squeezing parameters. By
Prop. 4, the set {Qθ±,r | r ∈ I} is informationally com-
plete if and only if
{(ǫ1e−r, ǫ2er)/
√
2 cosh2r | r ∈ I, ǫ1, ǫ2 = ±1}
is dense in the unit circle, which happens exactly when
I is dense in R. Indeed, for each of the four choices of
signs, the map R ∋ r 7→ (ǫ1e−r, ǫ2er)/
√
2 cosh2r bijec-
tively parametrizes the part of the unit circle lying in
the interior of the (ǫ1, ǫ2)-quadrant. In a similar manner
we can consider any finite number of values for θ. The
benefit of adding more rotations is that for a fixed θ one
only has to find a set of squeezing parameters which is
dense in some interval [r−(θ), r+(θ)] in order to guarantee
informational completeness.
We could also have looked at smearings of sharp
quadratures. As already mentioned, this does not add
any more structure from the point of view of informa-
tional completeness. However, smearings often appear
more naturally than sharp observables; we close this sec-
tion with a particular case involving postprocessing.
Consider the linear postprosessing EP of a phase space
observable E with matrix A0, given by a 1× 2N matrix
P. Such a postprocessing is called a (nonnormalized)
marginal of E. Now EP has one-dimensional outcome
space, and is a commutative Gaussian smearing of the
generalized quadrature given by the vector A˜0 = A0P
T .
Using this equality, together with Cor. 2, we now get the
following characterization of informational completeness
of phase space observables in terms of quadratures.
Proposition 5. Let E be a Gaussian phase space observ-
able. Then the following are equivalent:
(i) E is informationally complete;
(ii) There is a one-to-one correspondence between gen-
eralized quadratures Qa, a ∈ R2N , and linear maps
P : R2N → R, such that EP is a Gaussian smearing
of Qa.
VIII. MEASUREMENTS INVOLVING
GENERAL LINEAR BOSONIC CHANNELS
As we have noted before, the physical motivation for
the definition of Gaussian observables comes from their
measurement realizations: any Gaussian POVM can be
measured by first applying a Gaussian channel to the
system, and then performing homodyne detection. Now
Gaussian channels are special cases of what are known as
linear bosonic channels, that is, channels Φ : T (H⊗N )→
T (H⊗M ) which map Weyl operators according to
Φ∗(W (x)) =W (Ax)f(x)
where A is a 2N × 2M matrix and f is a complex val-
ued function which must again satisfy suitable complete
positivity conditions [12, 13]. The corresponding general-
ization for Gaussian observables is then given by POVMs
E : B(RM )→ L(H⊗N ) satisfying
Ê(p) =W (A0p)f0(p), (16)
again with some restrictions on A0 and f0.
We immediately notice that the only difference in the
treatment of informational completeness when compared
to the Gaussian case is that the function f may be zero
at some points. Hence, by measuring E we can always
determine the values of ρ̂ on the set
YE = {A0p | p ∈ RM , f0(p) 6= 0} ⊂ XE,
where XE is the subspace related to any Gaussian ob-
servable with the parameter A0. In particular, we have
YE ⊂ R2N but this is typically not a subspace. The
proof of the following characterization of informational
completeness is identical to the proof of Thm. 1 and is
therefore omitted.
Theorem 2. Let Ej, j ∈ I, be observables satisfying (16)
for some set of parameters (Aj0, f
j
0 ). Then {Ej | j ∈ I} is
informationally complete if and only if
⋃
j∈I YEj is dense
in R2N .
Note that in this more general scenario, a finite set
of observables may be informationally complete even
though no single observable is such. For instance, sup-
pose that E and E′ are two observables for whichA0 = A′0
but f0 6= f ′0. Then it may happen that YE = R2N \ U
and YE′ = R
2N \ U ′ for some open sets U and U ′ for
which U ∩ U ′ = ∅. In that case neither observable is
informationally complete but the pair {E,E′} is since
YE ∪ YE′ = R2N .
As an example, consider covariant phase space observ-
ables, i.e., POVMs E : B(R2N)→ L(H⊗N ) satisfying
W (x)E(X)W (x)∗ = E(X + x).
Any covariant phase space observable is generated by a
unique positive trace one operator σ, giving the observ-
able the explicit form [8, 23]
Eσ(X) =
1
(2π)N
∫
X
W (x)σW (x)∗ dx.
9In particular, if σ is a Gaussian state, then Eσ is a co-
variant Gaussian observable. The characteristic function
of Eσ can be calculated using Eq. (1) and the fact that
1
(2π)N
∫
tr [TW (x)SW (x)∗] dx = tr [T ] tr [S]
for any T, S ∈ T (H⊗N ) (see, e.g., [8, Lemma 1]). As a
result we obtain
Êσ(p) =W (−ΩNp)σ̂(ΩNp)
so that compared to Eq. (16) we have A0 = −ΩN , in
accordance with Eq. (10), and f0(p) = σ̂(ΩNp). Using
the fact that σ̂(−p) = σ̂(p) = 0 if and only if σ̂(p) = 0,
we find that
YEσ = {p ∈ R2N | σ̂(p) 6= 0}.
In particular, the covariant phase space observable Eσ is
informationally complete if and only if supp σ̂ = R2N ,
that is, the Weyl transform of the generating operator σ
has full support. This result was obtained also in [24].
Notice that any covariant phase space observable can
be measured with the setup depicted in Sec. VI and Fig. 2
by choosing the state of the parameter field appropriately
(for technical details, see [25]). This example actually
demonstrates how these more general observables corre-
sponding to linear bosonic channels arise. Indeed, if we
take the dilation of a Gaussian channel as presented in
Sec. IV and replace the state of the auxiliary field by an
arbitrary one, then we obtain a linear bosonic channel,
and thus an observable, which is typically not Gaussian
but still of the form (16).
Another occasion where these observables may arise is
any Gaussian measurement which is subject to classical
noise. Indeed, if E : B(RM )→ L(H⊗N ) is a Gaussian ob-
servable parametrized by (A0,B0,v0) and µ : B(RM )→
[0, 1] is a probability measure, then µ̂ ∗ E = µ̂ Ê which cor-
responds to Eq. (16) with f0(p) = µ̂(p)e
− 1
4
pTB0p−ivT0 p.
Hence,
Yµ∗E = {A0p | p ∈ RM , µ̂(p) 6= 0}.
In particular, if E : B(R2N) → L(H⊗N ) is an informa-
tionally complete phase space observable, then µ ∗ E is
informationally complete if and only if supp µ̂ = R2N .
IX. CONCLUSIONS
We have proved a characterization for the informa-
tional completeness of an arbitrary set of Gaussian ob-
servables. As a consequence, we have shown that unless
one has access to a single informationally complete Gaus-
sian observable, then one needs infinitely many observ-
ables. We have characterized informationally complete
Gaussian observables which are minimal in the sense of
having the smallest possible dimension of the outcome
space, as the observables which are bijective linear post-
processing of covariant Gaussian phase space observables.
We have then developed this further and shown that
any minimal informationally complete Gaussian observ-
able is actually a postprocessing of the observable EQ for
which the outcome distribution is the Q-function of the
state, given a suitable symplectic coordinatization of the
phase space. We have also treated commutative Gaussian
observables separately, and shown that infinitely many
such observables are needed in order to reach informa-
tional completeness. As a special case we have charac-
terized informationally complete sets of generalized field
quadratures, i.e., sharp Gaussian observables with one-
dimensional outcome space, and proved a connection be-
tween informationally complete Gaussian phase space ob-
servables and generalized field quadratures.
Since Gaussian observables can be measured by com-
bining Gaussian channels with homodyne detection, we
have also studied the natural generalization to the case
where the Gaussian channel is replaced by a linear
bosonic channel. Also in this case we have obtained
necessary and sufficient conditions for the informational
completeness of any set of such observables.
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