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Abstract 
Using techniques of operational calculus we show how to compute the generalized Fourier coefficients for the Meixner 
classes of orthogonal polynomials. In particular, Krawtchouk polynomials are discussed in detail, including an algorithm 
for computing Krawtchouk transforms. 
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1. Introduction 
The Meixner polynomials I-7] are special families of orthogonal polynomials closely related to 
Lie algebras. (See [3-] for details.) One class, the Krawtchouk polynomials, arise as functions on the 
finite abelian group Z~ and thus the calculation of the Krawtchouk transform is of particular 
interest. Diaconis and Rockmore [2] mention the question of rapid calculation of the Krawtchouk 
transform. In this paper, we use the close relationship between Meixner polynomials and repres- 
entations of the Heisenberg algebra to give expressions for the generalized Fourier coefficients of 
a function expanded in a series of orthogonal polynomials of Meixner type. From these formulas, 
we obtain, in conjunction with the fast Fourier transform (FFT), methods for the calculation of the 
coefficients. Applications of these polynomials in numerical analysis have shown their efficacy and 
usefulness. See [5] for example. We should mention that some aspects of the algebraic/ana- 
lytic/operator structure of these polynomials have been discussed in 1-1, 8-] which are very close in 
spirit to ours in many points. 
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An important feature is that our operational approach leads to a Krawtchouk transform that is 
directly computed - -  no intermediary Fourier transform is involved. The algorithm is easily 
implemented whether in terms of a high-level language or an assembler, since it is a variation on 
computing difference tables. 
The paper is organized as follows. Section 2 presents the basic facts concerning Meixner 
polynomials and their connection with Heisenberg algebras. Section 3 gives a detailed iscussion of 
the role of the lowering operator V. In Section 4 we indicate the connection with solving evolution 
equations. In Section 5 we discuss the Krawtchouk case. Section 6 introduces Krawtchouk 
symbols, Krawtchouk matrices, and an algorithm for Krawtchouk transforms. Some examples and 
graphs are given for illustration in the Appendix, as well as the Krawtchouk matrices for N from 
1 to 10, included for the reader's convenience. 
2. Meixner polynomials and Heisenberg algebras 
Here we show how to define representations of the Heisenberg algebra on a vector space. Then 
the realizations of the basic operators for the Meixner polynomial classes are given. 
2.1. Heisenberg algebras 
A set of three operators A, B, C is a basis for the Heisenberg algebra if they satisfy [A, B] = C 
and [A, C] = [B, C] = 0, i.e., C commutes with A and B. 
Given a vector space with basis ~9, a representation of the Heisenberg algebra may be given in 
terms of the raising and lowering operators R and V defined by their action on the basis vectors: 
R~k, = ~k, +a, VO, = non-1 .  (2.1) 
It is readily seen that, with the Lie bracket given by the commutator  VR-  R V, [V, R] = 1, 
I denoting the identity operator. 
Proposition 2.1. The operators V and R defined in (2.1) generate a Heisenberg algebra. 
The Meixner polynomials are orthogonal polynomials uch that V is expressed by an analytic 
function of D = d/dx, where x is the variable in which the polynomials are given [1, 3, 4, 7]. After 
suitable normalizations, one finds six families of orthogonal polynomials as follows with the 
corresponding functions V(s) (the functions H(s) listed here will be explained in the next section). 
Proposition 2.2. For the Meixner classes of polynomials the V operators take the form: 
Meixner: 
Meixner-Pollaczek: 
Krawtchouk: 
tanh qs 
V(s )  = 
q -- ~tanhqs '  
V(s) = tan s, 
V(s) = tanh s, 
qV(s) 
H (s) = -- ~ s - log sinh qs' 
H(s) = log sec s, 
H(s) = log cosh s, 
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Charlier: V(s) = e s - 1, H(s) = e s - 1 - s, 
Laguerre: V(s) = s/(1 - s), H(s) = - log(1 - s) - s, 
Hermite: V(s) = s, H(s) = ½s 2, 
where, for  the general case, c~, fl are given parameters and q2 = ~2 _ ft. 
Note the normalizations V(0) = H'(0) = 0, V'(0) = 1. 
2.2. Generat ing funct ions 
The role of V as lowering operator may be seen from the generating functions. These have 
a particular structure that is determined by the function H(s), the logarithm of the Fourier-Laplace 
transform of the measure of orthogonality. Each class of polynomials corresponds to a convolution 
family of measures, Pt. They satisfy the relation 
e thos) = feiS~p,.(dx), (2.2) 
where H is analytic in a neighborhood of the origin (in the complex plane). 
Remark. Note that here and below we will use the integral sign to denote integration over the 
support of the indicated probability distribution. Thus it is the same as denoting expected value of 
the corresponding random variable, which we denote by angle brackets: 
( f )  = f f (x )  p(dx). 
Let U be the functional inverse of V (in a neighborhood of 0) and set M(s)  = H(U(s)) .  The 
generating functions have the form: 
exU (s) - t M (s) ._= 
,=0 n! t); 
Sn Jn(X, 
(2.3) 
the function V is given as the derivative of H. (This is discussed in detail below). The measures Pt are 
a convolution family, Pt corresponding to the tth power of Pl :Pt = P*'. 
3. The operator V 
Once the analytic form of the operator V is known, the system is effectively determined - - it is 
determined up to a translation in the variable x. 
3.1. V and Fourier transform 
The operator V is the lowering operator, the action of which on the polynomials is given by 
VJ ,  = n J , _  1 that is, V acts as a generalized erivative operator. (See [3] for more related to the 
discussion below.) 
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From orthogonality, one finds that the function V(s) satisfies a Riccati equation [3, 7], which in 
standard form may be written V' = 1 + 2c~V +/~V 2 for real constants ~,/~, the prime denoting 
differentiation. Consider the measure of orthogonality p(dx) (i.e., Pl (dx)). With s replacing is in (2.2) 
we express the moment generating function in the form 
el l (s)  = fe~Xp(dx). 
Differentiating with respect o s on both sides we have 
V(s)e m~J = fe~Xxp(dx) 
with V(s) = H'(s). By the Riccati equation it follows that repeated ifferentiation leads to a relation 
of the form 
V(s)"e m~) = f es~q),(x)p(dx). (3.1) 
Thus, from the Fourier point of view, V" corresponds to the operator of multiplication by ~b,(x). 
We will see that qS,(x) is proportional to J,(x, 1). 
Proposition 3.1. The polynomials defined via (3.1) satisfy 
n! 
49,(x) =- --  J,(x, 1) 
where 7, = ( j2 ) .  
Proof. Replacing s by is in (3.1), Fourier inversion yields the distributional relation, writing p(dx) 
as p(x) dx, 
4),(x)p(x) = re-i~, V(is)" e H(is) ds/2n = V * (O)"p(x), 
where V*(z) = V( - z), the * denoting adjoint. In fact, 
f Jm(x, dx = (V"J~) = n!,L~ t) V*(D)"p(x) 
so that we have the Rodrigues-type formula 
n! 
v * (o)" p (x) = ~. J .  (x) p (x) 
with 7, = ( j2) .  [] 
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3.2. V and the generating function 
In the generating function equation (2.3), replacing s ~ V(s) gives 
+ V(s ) " J . (x , t )  
eX~-tm~)= ~ n! (3.2) 
n=O 
In this form the action of V is clear. Multiplication by V(D) on the left multiplies by V(s) on the 
right, resulting in J ,  ~ nJ,_ 1. 
4. Evolution equations 
The generating function, equation (3.2), shows that the polynomials J,(x, t) provide a basis for 
solutions to the evolution equation of Fokker-Planck type: 
~u 
& + H(D)u = 0 (4.1) 
with initial condition u(x, O) = y,(x). The polynomials y,(x) = J,(x, 0) have generating function 
e ~vt~). In the Gaussian case, H(D) = ½D 2, we have the Hermite polynomials as basis for solutions, 
with y,(x) = x ~. 
5. Krawtchouk polynomials 
First we see how the Krawtchouk polynomials fit into the above scheme. Then calculation of the 
Krawtchouk expansions i considered. 
5.1. Krawtchouk structures 
For the binomial distribution, the measure Pt is given by the discrete weights pN(x) = 2-N(~) 
with rc = ½(N + x). We have the moment generating function: 
f eSXpN(dx ) = 2-N(e s + e-~) N = coshNs, 
where the time-parameter t is replaced by the discrete index N. Thus 
H(s) = logcosh s, H'(s) = V(s) = tanhs. (5.1) 
If we think of the Krawtchouk polynomials as (modified) elementary symmetric functions in the 
quantities (n + 1)'s and (v - 1)'s thought of as the steps of a random walker on the line starting 
from 0, then we have the generating function 
~ v"K,(x, N) 
(1 + V)(N+x)/2(1 - - V)  (N -x ) /2  = n! ' (5.2) 
n=O 
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where N = n + v is the total number of steps and x = n - v is the position of the walker after 
N steps. This may be rewritten in the form 
l "4- V'~ x/2 =( l  --I)2) -N/2 ~ 1)nKn(X'N) 
1 --  v J  n= 0 n! 
Now substitute v = tanh s to get the following proposition: 
Proposition 5.1. 
~tanh n s Kn(x, N) 
eSX = c°shNs  n] (5.3) 
n=O 
5.2. Calculation of Krawtchouk expansions 
There are two ways of formulating the basic approach: 
(1) Replace s ~ is in Eq. (5.3). This gives 
N cosN-ns si s 
e is~' = i" ~ Kn(x, N), 
n=0 n! 
where x runs from - N, ... ,  N in steps of two. We have 
2n(N - 2k) 
s -  O<~k<<.N. 
I+N ' 
I f f  has Krawtchouk expansion EfnKn/n!, then, denoting the finite Fourier transform of f by 
f(s) = (N + 1)-lX'e-isxftx~ 
/ ,  J \  /~  
X 
where the sum on x runs from - N . . . .  , N in steps of two. And (5.4) yields 
Proposition 5.2. 
(5.4) 
fn = i"~f(s)cos N-ns sin" s. 
$ 
(2) Denote here d/ds by D. Thus, f (x) = eXl)f(s)lo, which may be denoted just eXl)f(O), as we do 
below. From (5.3) we have 
N coshN-nD sinhnD 
if'ntis) = o n! f(s) Kn(X, N). 
Setting s = 0 gives the desired expansion. 
Proposition 5.3. 
K,(x, e_n)N_ . f ix)  = 2 -N~ nt N)(el) + (el) -- e-l))nf(O). (5.5) 
o 
In this form, we interpret fd i rect ly  as a function of x and D as d/dx, with e -+ l)f(x) =f (x  + 1). 
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6. Symbols, matrices, and algorithm for Krawtchouk transforms 
For working with Krawtchouk polynomials and Krawtchouk transforms in a computational 
setting, as well as for theoretical purposes, we introduce Krawtchouk symbols, writing the generat- 
ing function (5.2) as 
N IN] (1 + v)N-J(1 - v)J = y~ v" 
n=0 nj 
i.e., 
IN] , nj = ~ K,(N - 2j, N) 
IN] q~iJ= i j "  
Denote by B the diagonal matrix with entries Bii = (~), 0 ~< i ~ N, binomial coefficients. Then 
Proposition 6.1. The Krawtchouk matrices 4~ satisfy 
(~2 = 2NI, (~B)  t = 4~B, 
the superscript t denoting transpose. 
Proof. From the generating function, we have 
2Ui(~2)ij ~ZSvi[N] IN ] v)l~N1 il lj = E(1 + v)N-'(1 -- Llj J  
= 2NV j 
by summing out l in the second line using the generating function and simplifying. The relation 
involving the binomial coefficients, ince B is diagonal, says that 
N N N 
(N i ) [ j i ]=( j ) [ i j ] "  
Multiplying the left side by v'w J and summing ives 
which simplifies to (1 + v + w - vw) N, manifestly symmetric in v, w. [] 
the variables x and j being connected via the relation x = N - 2j so that x jumps by two for an 
increment of one in j. And Krawtchouk matrices, ~, N understood, with entries 
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The orthogonality properties of the Krawtchouk polynomials take the form 
~Bq bt = 2 N B 
which follows readily from the above proposition. 
In terms of the variable j, we consider a functionf( j)  on 0, 1 . . . .  , N. The Krawtchouk expansion 
has the form 
f(J) = ,~=o f" nj " (6.1) 
Thus, multiplying by 4~ on the right we have 
Proposition 6.2. The Krawtchouk coefficients are given by 
f ,  = 2-N Z f(J) • 
j=0 LJ 3 
6.1. Algorithm 
We consider the function f ( j )  as a row vector 
f = (f(0), f(1), . . . ,  f(N)). 
Thus, from the previous proposition we want to compute fq~. The algorithm is based on the 
formula (5.5) and outputs 2 N times the Krawtchouk coefficients. We indicate how the algorithm is 
derived. Write (5.5) in the form 
N[ N]  e-D)N-n(e D 2Nf(x) = ~ (e ° + + e-~')"f(0). 
0 nx  
Comparing with (6.1) shows that 
2nf, = (e ° + e -° )u - " (e  ° + e-°)"f(O). (6.2) 
In this formula, e ° means evaluate (a function of x) at x + 1. Since x = N - 2j, we have the 
relation, ~3 denoting formal differentiation with respect o j, 
e D = e -e /2  
with e -+ 0/2 acting on functions of j  by shifting the argument j to j  + ½. The next observation is that 
evaluating at x = 0 is the same as evaluating at j  = ½N, so that the evaluation flx=o is replaced by 
eN~/2flj=o. Putting all this together, we have, as needed in (6.2), 
(e ° + e-O)N-"(e D + e-°)"f(O) = (e ~/2 + e-a/Z)N-n(e -~/2 -- e~/Z)ne n~/2 f(O) 
= (e ~ + 1) u-"  (1 -- e°)"f(0), 
where the evaluations are changed over to j = 0. So, for a given coefficient, we want to perform 
N - n summing operations and n differencing operations. This is just like making the usual table of 
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successive differences except that here we perform (pairwise) sums for every row, and then 
differencing only for the last row. After N steps, we have done (N - n)th-order 'summings' and 
nth-order differences. Thus the following algorithm. 
Given N > 0 and N + 1 values. To find the Krawtchouk transform: do the following for 
n = 0 to N: 
1. Step 0: Given a row vector of length N + 1. 
2. For n >~ 1. Step n: You have n current rows. From n new rows by summing adjacent values in 
each current row. Form the (n + 1)st row by differencing adjacent values of the current nth row. 
3. After step n, you have n + 1 rows and N + 1 - n columns. 
After step N, you have a single column of N + 1 values - -  the (transpose of the) Krawtchouk 
transform of the original row. 
Since 4 2 = 2NI, we have the inverse transform as follows. Take the column that resulted from 
applying the algorithm as your new row. Apply the algorithm again. Divide the result by 2 N. The 
result: your original values. 
Example. 
[4 2 0 -3 ] ,  
Let N = 3. Start with 4, 2,0, - 3. Then we have 
[62 
, , _ • 
If the transform 
~' nj f ( j )  = (~ft) ,  
j=0 
is required (as in the MacWilliams theorem in coding theory, [6]) use the identity 
~, = B- I~B 
and take the transform 
~ft  = (f~t)t  = ((fB-x)q~B)' 
i.e., take the transform of f B-1 and multiply the result by B. 
6.2. Evolution equation and Gaussian approximation 
The general form Eqs. (4.1) and (5.1) show that the Krawtchouk polynomials K,(x, t), replacing 
N by t, are polynomial solutions to the equation of Fokker-Planck type 
du 
gt  + (log cosh D)u = 0 
with initial condition u(x, O) = K,(x, 0). Exponentiating gives 
K,(x, N) =(sech D) N K,(x, 0). 
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Scaling as in the Central Limit Theorem - -  theorem of DeMoivre-Laplace - - we have the limiting 
relation 
lim N -n/2 Kn(x~/N, tN) = Hn(X, t), 
N.--~ oz~ 
where Hn(X, t) are the Hermite polynomials, with generating function e vx- ~2,/2, satisfying 
0u 
Ot + ½ D2u = O. 
6.3. Interpolation 
Given a function on the set {0, 1, 2, . . . ,  N}, we have the Krawtchouk expansionf( j )  = Zfn[ff~]" 
Since these are polynomials in the variable j, we have the polynomial interpolation f (y )  = ~f,[,xy]. 
To see what exactly these polynomials look like, first we recall 
Proposition 6.3. In terms of hypergeometric functions, 
This is proved by multiplying both sides by v n, summing, then rewriting the right-hand side to 
recover the generating function. From the right-hand side of the above equation we readily find 
Corollary 6.4. The Krawtchouk symbols have the expansion 
wherej tk) = j ( j  - 1)(j - 2) ... (j - k + 1) denotes the factorial power. 
In Appendix A.1, an example for N = 16 is shown. (Note that the variable for the interpolating 
polynomial is 'y'.) Figs. 1 and 2 show a piecewise linear graph of the Krawtchouk transform and 
a graph of the interpolating polynomial. 
Appendix A.2 continues with a listing of the Krawtchouk matrices for N from 1 to 10. 
7. Concluding remarks 
Using the generating function (3.2), one can similarly give an operator calculus expression for 
coefficients for Meixner expansions. Thus (cf. [8]), 
Proposition 7.1. For the Meixner polynomials the expansion coefficients are given by 
fn = e tin°) V(D)" f(O). 
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0.6 
0.4 
0,2 
0 
- 0.2 1~6 
Fig. 1. Krawtchouk transform. 
150 
100 
Y 
- 50 • 
-100 • 
-150 - 
Fig. 2. Krawtchouk interpolation. 
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There are many potential applications of Krawtchouk polynomials, particularly in statistical 
contexts and in their role as discrete analogues of harmonic oscillator wave functions - -  Gaussian 
wave packets - -  in quantum mechanics. 
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Appendix 
In Appendix A.1 we discuss an example of Krawtchouk transform. For N = 16, we display the 
piecewise-linear g aph of the Krawtchouk transform and the graph of the interpolating poly- 
nomial. In Appendix A.2, Krawtchouk matrices for N from 1 to 10 are given. 
A. 1. Krawtehouk algorithm and interpolation polynomial 
Here is the input vector, called vvfi 
vvf:= [1,5,10, - 8,5,1,0,12,0, - 12,0, - 1, - 5,8, - 10, - 5, - 1]. 
Here is the output vector, computed via the algorithm, called kvv: 
0 
43038 
0 
- 6738 
0 
2494 
0 
- 1330 
kvv:= 0 
1374 
0 
- 3090 
0 
9982 
0 
- 21234 
0 
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The output vector is transposed and scaled down by a factor of 2 ~: 
V/)  ~--- 
I -3369 ~ -665 687 -1545 ~ 0215190- -0  0 - - 0 - - 0 - - 0  0 
3276832768 327683276832768 
- 10617 0] 
32768 " 
This is the interpolating polynomial, combined from Krawtchouk polynomials: 
438026636701 y2 97928414407 4 396648421067yS12361195589 
75675600 - ~ y + 119750400 10886400 
y6 
622083139 399764818229 y7+ 74459496558737 yS 120649 fo  + 1 ~ y 
+ 145152000 9081072000 217728 360360 
151105229 8 458577167y9 88001189 yll 25567 ylZ 
Y + 76204800 + 2395008000 14968800 
27397 3539 3539 y13 y14 + y15. 
+ 518918400 3632428800 435891456000 
A.2. Krawtchouk matrices for N from 1 to 10 
[i 
0 - 
-1  
1 - -1  -- 
-1  1 
1 1 
-1 1 1 1 1- 
4 2 0 -2  -4  
6 0 -2  0 6 
4 -2  0 2 -4  
1 -1  1 -1  1 
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1 1 1 1 1 1- 
5 3 1 -1  -3  -5  
10 2 -- 2 - 2 2 10 
10 - 2 - -  2 2 2 - 10  
5 -3  1 1 -3  5 
1 - -1  1 -1  1 -1  
1 
6 
15 
20 
15 
6 
1 
5 
0 
-5  
-4  
-1  
1 
4 
1 1 1 
2 0 -2  - 
1 -3  -1  
4 0 4 
1 3 -1  - 
2 0 -2  
1 -1  1 - 
1 1- 
4 -6  
5 15 
0 - 20 
5 15 
4 -6  
1 1 
-1  
7 
21 
35 
35 
21 
7 
1 
1 
5 
9 
5 
-5  
-9  
-5  
-1  
m 
m 
1 1 1 
3 1 -1  - 
1 -3  -3  
5 -3  3 
5 3 3 - -  
1 3 -3  - -  
3 -1  - -1  
1 -1  1 - -  
1 
- -5  
9 
- -5  
-5  
9 
-5  
1 
_ 
- -7  
21 
-35  
35 
- 21 
7 
-1  
1 1 1 1 1 1 1 1 1- 
8 6 4 2 0 - 2 - 4 - 6 - 8 
28 14 4 - 2 - 4 - 2 4 14 28 
56 14 - 4 - 6 0 6 4 - 14 - 56 
70 0 - 10 0 6 0 - 10 0 70 
56 -14  -4  6 0 -6  4 14 -56  
28 - 14 4 2 -4  2 4 -14  28 
8 - 6 4 - 2 0 2 - 4 6 - 8 
1 - 1 1 - 1 1 - 1 1 - 1 1 
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1 1 1 1 1 1 1 1 1 1 
9 7 5 3 1 - 1 -3  -5  -7  -9  
36 20 8 0 -4  -4  0 8 20 36 
84 28 0 -8  -4  4 8 0 -28  -84  
126 14 - 14 -6  6 6 -6  - 14 14 126 
126 - 14 -14  6 6 -6  -6  14 14 -126 
84 -28  0 8 -4  -4  8 0 -28  84 
36 -20  8 0 -4  4 0 -8  20 -36  
9 -7  5 -3  1 1 -3  5 -7  9 
1 - 1 1 - 1 1 - 1 1 - 1 1 - 1 
1 1 1 1 1 1 1 1 1 1 1 
10 8 6 4 2 0 -2  -4  -6  -8  -10  
45 27 13 3 -3  -5  -3  3 13 27 45 
120 48 8 -8  -8  0 8 8 -8  -48  -120  
210 42 -14  -14  2 10 2 -14  -14  42 210 
252 0 -28  0 12 0 -12  0 28 0 -252  
210 -42  - 14 14 2 -10  2 14 -14  -42  210 
120 -48  8 8 -8  0 8 -8  -8  48 -120  
45 -27  13 -3  -3  5 -3  -3  13 -27  45 
10 -8  6 -4  2 0 -2  4 -6  8 -10  
1 -1  l -1  1 - 1 1 -1  1 -1  1 
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