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1. IN IRODUCCIO
En els darters ant's s'han considerat tecniques novel d'optimitzacib amb
ordinador clue han donat bons resultats en el tractament de problemes
combinatoris complexos. Aquests problemes consisteixen a trobar un minim
o maxim global d'una funci6 de cost definida en un conjunt d'estats (o de
solucions possibles). D'entre aquestes tecniqLies destaquem Ies xarxes neuronals,
la recuita simulada (simulated annealing) i els algorismes genetics. En aquest
article es mostra la seva aplicabilitat al disseny de xarxes d'1nterconncx16 i en
concret al problema d'obtenir una xarxa d'1ntcrconnex16 plana a partir d'una
xarxa possiblement no plana. Es fa emfasi, en particular, en la recuita simulada,
metode basat en l'analogia entre les configurations possibles d'un problema
d'optimitzacio combinatoria 1 els estats d'un sistema flsic del qual es busca
l'estat d'energia minima. La tecnica s'ha emprat per a determinar una funcio
de cost adequada als problemes d'aplanament. Tambe, a la darrera secci6, s'ha
comparat la seva efectivitat en relaci6 als algorismes genetics.
2. Ol I IMITZACIO COMBINA"I'ORIA
En l'optimitzac16 combinatoria es considera un espai d'estats, o conjunt
discret de possibles solutions a un problema donat, juntament amb una funcio
de cost que assigna un nombre real a cadascuna de les solutions. Es tracta de
trobar la soluc16 de cost optim (minim en aquest article) d'entre totes les
possibles solutions que pot tenir el problema.
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Aquest opus de questions es plantegen en diversos camps de la ciencia i
I'enginyeria. Potser l'exemple mes conegut es el problema del viatjant que se
sol considerar corn a model per a cornprovar 1'eficacia dels diferents metodes
de resolucio [ 1 1 ]. En la formulacio' mes coneguda d'aquest problema, tin
viatjant ha de visitar un cert nombre de ciutats passant unicament una vegada
per cadascuna d'elles i retornant a la ciutat de partenca. Es tracta de trobar
aquell trajecte que faci minima la distancia total recorreguda. Si el nombre de
ciutats considerades es N, el tractament exhaustiu d'aquest problema compor-
ta estudiar (N-1)!/2 recorreguts. Aquest nombre, que creix tries de pressa que
qualsevol potencia finita de N, fa que el problema esdevingui rapidament
intractable. El problema del viatjant pertany a una classe de problemes
anomenats NP-complets [9]. Per a aquests prohlemes noes coneixen algorismes
que garanteixin que la solucio optima pugui trobar-se en un temps raonable
d'execuci6 d'un programa.
Ates que molts problemes d'optimitzaci6 combinatoria son del tipus NP-
complet on la cerca exhaustiva no es factible, molt sovint horn es comforma
a trobar una solucib quasi-optima. Diverses alternatives s6n aleshores possibles.
Per a problemes NP-complets concrets, s'han desenvolupat algorismes
heuristics capacos de trobar una solucio acceptable en tin temps limitat, tot i
que no s'assegura que trobin la solucio optima. Tanmateix, els algorismes
heuristics depenen del problema considerar_ Un algorisme heuristic pot esser
molt eficient per a trobar una solucio quasi-optima dun problema determinat
i resultar totalment inutil en tin altre. A mes, molt sovint els algorismes
heuristics no poden escapar dels minims locals.
Les esnategies dels algorismes heuristics responen a diversos estils:
tecniques constructives, metodes de particio i metodes de millora iterativa.
Els algorismes constructius creen la solucio directament tenint en compte
les caracteristiques propies del problema.
Els metodes de particio, o tambe de dividir per a venter, separen el
problema en problemes mes petits dell quals es mes facil trobar una solucio.
Despres es genera la solucio global it partir de Ies solutions parcials trobades.
Aquests metodes son efectius, logicament, si els subproblemes son disjunts.
Els metodes de millora iterativa son de mes interes ja que es poden aplicar
a tin conjunt gran de problemes. El mes conegut es la cerca local. Corn el seu
nom indica, es tracta de partir d'una solucib suboptima i intentar trobar una
solucio millor explorant iterativament a partir d'ella I'espai d'estats mitjancant
petits canvis. I.'algorisme sol mantenir la millor solucio trobada i no n'accepta
cap que no sigui superior. El proces continua fins que els canvis no aconsegueixen
cap millora. Els metodes de millora successive mes emprats acostumen a esser
descendents: a cada iteracib el cost de la funcio objecriva ha de disminuir
respecte al cost anterior. Aixo comporta molt sovint que el metode s'encalli en
tin minim local. Per aquest motiu, a la practica s'acostuma a executar ditcrents
vegades 1'algorisme a partir de configurations inicials aleatories per a guardar
la millor solucio que es trobi. Es evident que per a problemes grans aquest
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proces no nomes es impracticable en temps sing que a mes no queda garantit
que es pugui aconseguir la millor solucio de tot 1'espal d'estats. Una altra
variant de la millora iterativa es la cerca aleatoria, la qual genera una mostra a
I'atzar de 1'espai d'estats, avalua el cost per a cadascuna de les solutions
considerades i es queda amb la solucio de menor cost. Tots aquests metodes
resulten, en la practica, poc eficients per a trobar bones solucions en el cas de
problemes NP-complets.
Existeixen altres metodes, que poden relacionar-se tambe amb la millora
iterativa i que, coin ella, son d'aplicabilitat general. Resulten particularment
interessants pel que fa a la seva eficiencia i al fet que, a la vegada quc son
relativament simples de programar, es poden adaptar facilment per a resoldre
problemes molt diversos.
Curiosament, tots ells tenen en comu un principi de funcionament clue
es inspirit amb fenomens de la naturalesa. Entre As podem esmentar les
xarxes neuronals, els algorismes genetics i la recuita simulada (simulated
annealing).
Les xarxes neuronals, basades en el model de Hopfield i Tank [5], son
utilitzades per a tractar diversos problemes combinatoris. Una xarxa neuronal
es formada per tin cert nombre d'elements o neurones artificials Les quals
cooperen a buscar I'estat corresponent al minim (o maxim) local o global. Una
descripcio detallada la poden trobar en 1'article de Pau Bofill publ icat en aquest
mateix volum.
Els algorismes genetics [4] formen una altra firnilia d'algorismes amb
possibilitats d'utilitzacio molt generals. Foren introduits per J.H. Holland els
anys 60 i ban estat aplicats amb exit a un gran nombre de problemes diversos
(vegeu [6] per a una descripcio detallada amb bibliografia). En on algorisme
genetic el punt de partenca es una col•leccio de possibles solutions (o
individus) generades aleatoriament 1 que rep el nom de poblacio o generacio .
La codificacio conereta de les solucions constitueix un primer aspecte im portant
de l'algorisme i n'afecta ('eficiencia. Una vegada construida la primera
generacio es determina el cost de cadascuna de les sever solucions. Llavors es
procedeix a crear una nova generacio mitjancant la reproduccico, enereuamment
i mutacio. Les solucions millors tenon una probabilitat mes alta de participar
en aquest proces. El encreuament de solucions es realitza de manera clue dues
solucions pare doncn dues solucions fill mitjanccant I'intercanvi aleatori de
fragments dels pares, d'acord amb la codificacio emprada. Un altra aleatorietat
s'introdueix mitjancant la mutacio que modifica lleugerament les solucions
generades de cara a evitar que l'algorisme es quedi en un minim local. Les
operacions de encreuament i mutacio es realitzen amb una certa probabilitat,
parametres importants a 1'algorisme. El fet que no totes les solucions d'una
generacio participin en el proces comentat garanteix que algunes solucions de
t generacio actual continuin presents a la segiient generacio. Un cop la nova
generacio s'ha treat, el cost de totes les solucions o individus es torna a avaluar
i el proces es repeteix. A cada generacio es guarda la millor solucio. L'algorisme
[Butil. Soc. Cat. Ci@nc.], Vol. XIV, Num. 2, 1994
", 70(()IIBIAIIOkI.-I//)/NSFA}O/AI/V/^ hlA///( () \\/ \/n
acaba quail el resultat s'estabilitza o es troba la soluci6 optima si aquesta pot
esser identificada.
En la seguent seccio comentarem en detail la recuita simulada, una altra
tecnica que, corn les comentades, es mostra tambe molt adequada per a la
resolucio d'un ventall ampli de problemes combinatoris.
3. LA RECUITA SIMULADA
L'any 1953, Nicolas Metropolis, Arianna i Marshall Rosenbluth i
Augusta i Edward Teller [12] proposaren Lill algorisme que evitava minims
locals en la cerca de configurations estables d'un conjunt d'atoms a una certa
temperatura. La base de ('algorisme es que s'accepten, a tries de canvis aleatoris
que disminueixen I'energia del sisterna, tambe canvis clue l'augmenten amb
una probabilitat donada pel factor de Boltzmann e -"A I. Corn mes alta es la
temperatura, mes probable es que s'accepti el canvi en I'estat del sistema. EI
sistema evoluciona, en aquesta simulacio, cap a 1'equilibri termic, 1 els
parametres macroscopics varien segons la distributi6 de Boltzman corresponent
a la temperatura T
Aquest algorisme fort adaptat a la resolucio de problemes combinatoris,
i es ara conegut corn a recuita simulada o simulated annealing, per S.
Kirkpatrich, C.D. Gelatt 1 M.P. Vecchi 1'any 1983 [ 10]. De fetes una variant
d'un algorisme de millorament iteratiu: s'accepten sempre canvis que compor-
ten una reduccio del cost, pero, amb una probabilitat relacionada amb el factor
de Boltzmann, tambe s'accepten solutions que comporten un augment del
cost per tal d'evitar de caure en un minim local.
La tecnica de la recuita simulada prove, doncs, de I'analogia que horn fa
entre el problemes de la mccanica estadistica de trobar 1'estat basic o fonamental
d'un sistema de diversos cossos (per exemple Lill liquid), i el de trobar el minim
(o maxim) global d'una funci6 de cost en Lill problem d'optlnutzacl6
combinatoria. Si la temperatura en la interacci6 Molecular d'un liquid es
reduis sobtadament per sota del punt de fusio, el resultat seria Lill cstat
desordenat pseudo-cristal•li amb una energia mes alta que lade 1'estat crital•li
real. De fet, les molecules es trobarien en Lill minim local d'energia. En canvi,
si la temperatura del liquid es redueix lentament (recuita) d'acord amb una
pauta de refredament adequada, es tendeix cap l'equilibri i cl liquid es congela
a traves dun proces que condueix a Lill estat cristal•li amb energia global
minima.
En la recuita simulada, els parametres que es varien del problema
d'optimitzaci6 combinatoria son equiparats anmb les positions de les molecules
del liquid i la funcio de cost a optimitzar s'identifica amb 1'energia. La
tempcratura s'hi defineix corn un parametre de control relacionat amb la
probabilitat que s'acceptin canvis a Lill estat pitjor.
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Una iteracio elemental consta de dues etapes : la generac16 dun nou estat,
mitjancant una pertorbacio petita de la solucio actual , i I'aplicacio del criteri
d'acceptacio . Per a una temperatura donada, I ' algorisme accepta sempre els canvis
d'estat que fan disminuir el cost ; si el cost augmenta , el canvi es acceptat amb una
certa probabilitat que depen de la temperatura del sistema d'acord amb 1'equacio
e W'/onA f=fO-.f(i)mesuralavarlaciodelvalordelafunciodecostentreelsestats
i i j i T es la temperatura del sistema . El nombre total d ' iteracions que es fan per a
aquesta temperatura ha d'assegurar que 1'espai ha estat suficientment explorat.
Una vegada realitzades les iterations previstes per a la temperatura
considerada , aquesta es decrementa i es repeteix el proces. D ' aquesta forma el
sistema es va refredant fins a aturar- se d'acord amb algun criteri predeterminat
(s'ha assolit la temperatura final, s'han acceptat pocs canvis o no hi ha hagut
reduccio del cost a la darrera temperatura , etc.).
Una caracteristica tipica de la tecnica de la recuita simulada es que per a
valors initials de la temperatura , i pel fet que aquesta es relativament alta,
s'accepten empitjoraments importants del cost; despres, a mesura que la
temperatura va disminuint , s'accepten empitjoraments cada vegada menors,
i finalment, quan la temperatura s'apropa a zero , la probabilitat d'acceptar un
augment de cost es practicament nul•la. Aquest fet es el que permet escapar dels
minims locals i assegura la bona convergencia de la tecnica.
La figura 1 presenta en pseudo - codi una possible descripcio de 1'algorisme
de recuita simulada on 7 denota el parametre de control o temperatura i N'.
el nombre d'iteracions que es fan en aquesta temperatura . La convergencia de
l'algorisme dependra , logicament , de la tria adequada d'aquests parametres. A
la seccio segiient es discutiran quins son els valors mes idonis per a T/ i N^ en
el cas del problema d'aplanament estudiat.
N:CIALITZ.IR (i_iniciai , T0,
k 0;
i i_inicial;
repetir
Per a 1 1 fins N_k fer
GENERAR (j a partir de Estats(i));
Si f(j) <= f(i)
Aleshores i j;
Altrament
Si exp ((f(i) - f(j)) / Tk) < aleatori [0,1)
Aleshores i := j;
k := k + 1;
CALCULAR_ITERACIO (N_k);
CALCULARTEMPERATURA (T-k);
fins CRITERID'ATURADA
Fig. L 1. 'algorisme de recuita simulada.
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Finalment cal comentar que la convergencia dc l'algorisme de la recuita
simulada cap a la solucio optima global pot esser justificada , com ja s'ha
esmentat , a partir de la seva correspondencia amb la fisica estadistica. Una
demostracio flies formal es pot realitzar considerant la teoria de cadenes finites
de Markov 113, 1, 14, 15].
4. AI'I.ANAMI1N I' I)F (;RAFS
En aquest article estudiem I'aplicaci6 i I'eficiencia de la recuita simulada
en Cl dissenv de xarxes d'interconnexi6. Ens centrarem en l'obtencio de xarxes
que puguin representar-se en un pla sense tails. Corn se sap, les xarxes
d'interconncx16 es poden modelar mitjancant grafs. Recordem que Lill graf
G(V,E) es una estructura constituida per Lill conjunt finit d'elements V
anomenats vertexs i un conjunt tambe finit Ede parells no ordenats de vertexs
anomenats branques. Els nodes de la xarxa s'associen als vertexs del graf i les
connexions a les branques. Aixi, en termes de Teoria de Grafs, el problema
concret que hem estudiat consisteix en la cerca d'un subgraf pla maximal a
partir d'un grafdonat en general no pla. El subgrafha de tenir, doncs, el maxim
nombre possible de branques del graforiginal sense que hi hagi tails entre elles.
Aquest problema, a mes del seu interes teoric, es relaciona directament amb
el dissenv de plaques de circuit impres tant pel que fa al cami que han de
rec6rrer les pistes electriques, corn en 1'aspecte de la distribucio optima dels
diversos components sobre la placa. Tambe afecta el dissenv de circuits VI SI,
aixi coin altres questions de tipus tecnic.
L'aplanament de grafs encara no havia estat estudiat mitjancant la recuita
simulada, la qual s'havia aplicat amb exit a d'altres problemes NP-complets de
"Ieoria de Grafs que tenen tambe aplicacions practiques evidents. Destaquem [ 13]:
• Problema del conjuntde tall maximal (o minimal). Consisteix a buscar
per un graf amb pesos a les branques G(V,A), una particio dels vertexs
Ven dos subconjunts V i V tal que V= V u V1 i V n V= 0 i en
la qual Ia soma dels pesos corresponents a branques queuneixen els dos
conjunts sigui maxima (o minima). El problema de la particio de grafs
correspon al cas particular en que tots els arcs del graf tenen el mateix pes.
• Probleina de conjunt independent. Consisteix a buscar Lill C011JUnt
independent maximal de vertexs V C V tal que entre dos vertexs
qualssevol dc V'no hi hagi cap Branca que els uneixi.
• Coloracio de grafs. Consiteix a buscar la coloraci6 minima d ' un graf
G(V,E). Es a dir: donat Lill conjunt de colors Ctrobar una aplicacio de
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Ven Ctal que dos vertexs adjacents tinguin diferent color i Csigui de
cardinalitat el mes petita possible.
• Problems de l'arbre de Steiner. Donat un graf no dirigit amb branques
amb pesos G(VA) i un subconjunt convenient V'de V, buscar l'arbrc
generador de minim pes que cobreixi els vertexs de V'i si cal d' altres no
pertanyents a V
El problema d'aplanament de grafs que ens ocupa , tal com s'ha indicat,
es del tipus NP-complet . Per aquest motiu interessa donar metodes que,
encara que no puguin garantir la solucio millor , permetin trobar solutions
quasi-optimes . Jayakumar i altres a [7] van presentar un algorisme heuristic
d'ordre O(N), on Nes el nombre de vertexs. L'aplicacio dc l'algorisme al graf
de 22 branques de la figura 2 els permetia de trobar un subgraf pla amb 19
branques.
b
1 0
5
1
Fig. 2. El gr.i de 22 branques estudiat per Jayakumar et al..
Takefuji i K.C. Lee a [8] i emprant una xarxa neuronal Nx Nsobre el
mateix graf obtingueren una solucio amb 20 branques. Un resultat equivalent
[2] s'obte utilitzant algorismes genetics amb l'avantatge de treballar amb un
algorisme conceptualment mes simple.
En aquesta Seccio, es considers la recuita simulada per al tractament
d'aquest problema. Per a la seva aplicacio s'ha de fer una representacio
adequada del graf per a poder explorar facilment I'espai d'estats. D'altra banda
tambe cal determiner la funcio de cost que fact l'algorisme el maxim d'eficient.
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Per a la solucio d'aquest problema d'aplanament mitjancant la recuita
simulada, I'espai d'estats de les solucions possibles s'obte del graf original
dibuixant-ne els vertexs en una tinica Lila. Les branques, quail es consideren,
pollen dibuixar-se per sobre o be per rota de la fila. D'aquesta manera poden
apareixer tails entre branques (vegeu la figura 3).
10
Fig. 3. Representarid en fila del graf de Jayakumar.
Una soluci6 de 1'espai de'estats consistira en una Ilista on cada element
correspon a una branca del graf original i pren un valor que indica si la branca
passa per sobre de la fila de vertexs, per rota o no es considera.
L'algorisme tractara d'obtenir a partir d'una soluci6 inicial generada a
l'atzar, i a traves dels mecanismes de la recuita simulada, una soluci6 sense tails
amb el maxim nombre de branques presents del graf original que volem
aplanar.
Un aspecte important es la funcio de cost, la qua] es defineix sobre I'espai
d'estats i assigna un nombre real, el cost, a cadascun dels estats. La tria dc la
funci6 de cost afecta directament 1'eficacia de l'algorisme. Una certa funci6 de
cost pot accentuar excessivament Ies diferencies entre estats proxims i ficilitar
que l'algorisme s'encalli en minims locals. Aixi part d'aquest cstudi s'ha
dedicat a la determinaci6 d'una funci6 de cost adequada per a problemes
d'aplanament de grafs i a donar els valors adients per als coeficients clue puguin
intervenir en aquesta funcio. Una funcio de cost que ha resultat efectiva es la
segiient:
C = (N- B) + aX
on Nes el nombre de branques del graf original, Bes el nombre dc branques
del subgraf corresponent, Xindica el nombre de tails entre branques i a es un
coefficient que pondera la importancia que cal donar als tails respecte a les
branques a l'hora de calcular el cost. La determinac16 de les variables ve
frcilitada per la reprcntac16 en Lila del graf.
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La funcio de cost es sempre positiva (a > 0). El problerna es, doncs, un
problema de minimitzacio 1 la fita es aconseguir, si aixo es possible, unaSOlucio
amb cost nul que correspondria a haver col•l ocat totes les branques del graf
original de manera plana.
D'altra banda, la funcio depen d'a, unit pararetre que no es pot trobar
a partir de la representacio emprada. Una condicio que ha de verificar aquest
parametre es que a > 1. D'aquesta manera es dona mes importancia al fet que
no hi hagi tails respecte a la presencia de branques. Per a determinar un valor
d'a adequat al problema s'han realitzat unes proves per a diferents grafs
aleatoris amb ordres entre 10 i 50 i nombre de branques entrc 20 i 100. Per
a cada graf considerat s'ha executat 10 vegades 1'algorisme, per a cadascun dels
valors d'a estudiats, i s'ha guardat el nombre total d'iteracions efectuades,
canvis acceptats, iteracions que s'han necessitat per a trobar les millors
solutions I el nombre de branques d'aquestes. Corn a exemple, la taula I
mostra el resultat d'una d'aquestes proves. A partir del conjunt de resultats es
pot comprovar que un conjunt de valors adequat per a aquest coefficient es:
1.105(x <1.20
-64----66----68--
1 9
)5 151374 89604 99206 10
10 133475 84034 90228 10
15 125548 84076 92535 2 9
20 120179 83173 98500 10
?5 116854 83487 102621 10
10 112252 81751 99165 1 '
35 109951 81767 99532 1 3 6
10 103558 77172 98024 2 5 3
i 1, 104937 90 7n' 9800', 2 ,1
Paula 1 . Estudi de la convergencia de I'algorisme per a diferents valors de Graf aleatori
d'ordre 30 i 72 branques.
Un altre parametre important de l'algorisme es la temperatura inicial. S1
s'escull una temperatura initial molt elevada, 1'algorisme acceptara facilment
qualsevol canvi d'empitjorament de la funcio de cost, de manera que el cost
oscil•lara constantment amunt i avail fins que no disminueixi la temperatura
[Bud!. Sue. CA t. Ci6nc] , val. XIV, Num. 2, 1994
';u nl'//.tl///.{^7n^u.1lU/A.I/7i/^°/.^1//>1.^^l\)l^/.A:IK\1^L>'l.AllK<n.A'17\7u
i el Hombre d'iteracions totals augmenrara innecessuiament. En canvi,
l'eleccio d'una temperatura inicial massy Freda comports yue no s'accepti
gairebe mai un empitjoranunr de Is funcio de cost, la goal coca fa que
1'algorisme pugui qued.u- encillat en un minim local. Aixi doncs, cal establir
un compromis en 1'eleccio de la temperatura inicial. F.n aquest problems ha
donat bons resulrats considerar aquella que accepts un increment mitja del
cost amb probabilitarp= 0.2. Per a determiner quip cs ayuesr increment mitja
es fan, sobre el subgraf inicial generate l'atzar, un cerr nomhre de pertorbacions
alearories i s'obtc la mirjana dels diferents increments del cost. A parrir del
factor de Holtzman es troba T = - (0 f) / In 0.2.
Es important tamb^ d'establir una te^mperanara final, la goal ens done un
dell crireris per a aturar l'algorisme. S'ha proposer aquella que fa molt pot
probable I'sccepricio d'un empitjoramenr del cost. En concret s'ha trier a>m
temperatura final la que f^ que si a un subgraf donat se li afegis una brmca i
el Hombre de tails augmentes en tuu^ unitat, l'empitjorament del cost tos
accepter amb prohabilitat p = 0.005. Com abans i ja que I'incremenr de cost
es en aquest cas 4 f = a - l es rroba que l^ = (a - 1)0.2.
Entre la temperatura inicial i la final se segueix una determinada pauta de
refredament. De lea paures considerades a la literature s'ha trier la mrs
habitual: el refredament exponential. En aquest cas 7^ = T^r^ on T^ es el valor
de la temperatura un cop refredada kvegades, T^ es la temperatura inicial i r
es la rao de refredament que sol prendre un valor a 1'entorn de 0.9.
Un slue parametre caracterfstic de la recuita simulada es N^, el Hombre
d'iteracions que es fan a una temperatura T. Aquest parametre ha d'assegurar
que I'espai d'esrars sigui suficientment exp^orat. Ha resultat adequar el valor
considerar per f'. Darema i altres a [3]: N^ = M(M-1)l2, on Mcs un indicador
de la mida del problenui i en el nostre cas cs el Hombre de branques del graf
original "I^ambc, per a cede temperatura, ha d'haver-hi un nomhre minim de
canvis accepters. S'ha fixer aquest en la decima part de lea ireracions rralitzades
a la temperatura considerada, aixi doncs: rrr^ = N^ l 10.
Aquests dos paramerres ens proporcionen Woos criteria per a I'aturada de
1'algorisme. Aixi, si un cop s'han fet N^ ireracions a una temperatura, el Hombre
d'accepricions del cost no ha arribat a m^, s'incrementa el Hombre d'iteracions
en aquesta temperatura fins que s'aconsegueixi el Hombre minim de canvis. Si,
tot i aixi, el Hombre d'iteracions a una temperatura arriba a ZN^, sense haver
aconseguit aquest Hombre de canvis rrt^, es considers que la solucio s'ha
estabilirzar en un minim de I'espai d'estats i l'algorisme s antra.
Aquests criteria d'aturada son importants per s 1'eficiencia de 1'algorisme.
Una parade premature pot donar una solucio no optima, Pero allargar
Palgorisme un temps considerable pot no dur-nos necessariament a una
solucio millor.
El darrer crireri d'arurada considerar es obvi. Si s'aconsegueix una solucio
de cost n ul I'algorisme no continua. Fs tier que s'ha trobat la solucio desirjada.
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La recnica de la recuita simulada ha estat aplicada a un conjunt de grafs
de diferents mides i ha donat resultats bons de manera efficient. Per exemple,
a partir del graf aleatori d'ordre 12 i 28 branques de la figura 4 ha estat possible
trobar en 10213 iterations cl graf pla de la figura 5 amb 19 branqucs. La figu-
ra 6 mostra la variacio del cost en la cerca d'aquest subgraf pla.
Fig. 4. Graf aleatori de 12 vertexs i 28 branques.
12
Fig. 5. Graf pla obtingut per recuita simulada pel graf de la figura anterior.
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I^ig. 6. Variacid dcl cost del graf a calla iteraciG. (;raf alruori d'ordre 1 Z i ZH hrangiies (a = 1.13).
EI graf considerat per Jayakumar ^t^il. rambe ha estat esttidiat amb la tetnica
de la recuita simulada. En aquest c^^s 3310 iterations han permes de trobat una
solucio amb 20 branques a partir del grlf initial d'ordre 10 i 22 branques de la figura
2 (a =1.13).
l,^i tecnicl de la recuita simulada ha resulrtt molt adequada per a aquests
problemes d'aplanament . Hem volgut , finalment, comparar-la amb una .ultra
tecnici que ha demostrat csser tambe d'interes per al tractament de problemes NP-
complets : els algorismes genetics. per a aixo hem emprat un algorisme genetic,
descrit a [2], Pent servir els mateiaos grafs que amb la recuita simulada. Aqui
presenrem les comparacions correponenrs al cas dell grafs de les figures Z i 5. Els
resultars es mostren a les figures 7 i S.
Aquestes figures indiquen a les ordenades el nombre de vegades que els
algorismes han trobat la solucio optima dins del marge d'iteracions indicat a les
abscissas ( intervals de 1000 iterations). En total s^haexecutat 100vegadescadascun
dels algorismes per a calla graf.
Els resultars indiquen una millor eficiencia de la recuita simulada ja que
convergeix cad la solucio optima un nombre elevat de vegades amb menys
iterations que I"algorisme genetic considerat En concret, i per al grafs de Javakwnar
i 1'aleatori de la figura 3, la recuita simulada troba la solucio optima el 95 % i el 100
i% de les vegades, respectivament , enfront de164 i% i el 62 % de 1'algorisme genetic.
En mitjana la recuita simulada ha trobat els bons grafs a les 5883 i 12946 iterations
davant dels 6714 i 22472 c^tlculs de la funcio de cost que ha d'efectuar 1'algorisme
genetic . ^I^anmateix, en alguns casos 1'algorisme genetic ha trobat la soluci^^ ^unb
menys calculs de la funcio de cost (1800 i 5900 enfront dels _3350 i 10250 ef^cniats
per la recuita simulada).
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Fig. 7. Grafde Jayakumar. Comparacio entre la recuita simulada (^) i Falgorisme genetic (o).
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Fig. 8. Graf aleaturi de 12 vertexs i 28 branques. Comparacio entre la recuita simulada (^)
i I'algorisme genetic (o).
L.a recuita simulada tambe to 1'avantatge de necessitar menys memoria, ja que
cols ha de guardar un unit graf durant 1'execucio de Palgorisme. En canvi,
1'algorisme genetic ha de disposer de memoria suficient per a guardar rota una
poblacio de grafs.
Un altre avanratge de la recnica de la recuita simulada es la senzillesa atnb que
es pot programer I'algorisme i, en consegiiencia, la facilitat d'aplicar aquesta tecmca
a problemes molt diversos d'optimitzacio combinatoria.
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