Abstract. Data security has become a major issue in recent years. It becomes a requirement to store the sensitive data with at least two backup systems in geographically distributed data centers in order to provide the security. In addition, there is a huge need for the computational power to analyze the big data generated through various high-throughput multiomics applications such as next-generation sequencing and mass spectrometry platforms. In this study, a geographically distributed asynchronous replication application and architecture, called LUNGBASE, based on the OpenStack Swift has been introduced. This study enables to replicate the data generated through the LUNGMARK project, a lung cancer molecular profiling study through bioinformatics-supported integrative multiomics analysis, carried out at the Molecular Oncology Laboratory of the TUBITAK-Marmara Research Center (MRC), Genetic Engineering and Biotechnology Institute (GEBI), in different geographical regions. In this paper, we proposed an architecture and application model that can perform an effective file transfer operations and smart and automated data movement on distributed environment.
Introduction
The size of the data that needs to be generated and stored is increasing exponentially in recent years. According to the 2014 IDC report, the total amount of data available in 2014 is expected to rise from 4.4 trillion GB to 20 trillion GB by 2020 [1] . This 10-fold growing trend shows that there is a big demand for the analysis of the data using data analytics on distributed computing environment such as cloud computing. Another IDC report in 2014 indicated that only 22% of the existing data in 2013 was analyzed and the verified datum was composed. It is believed that the tagged and analyzed data will become 37% of all data generated in the world by 2020 [1] . After the completion of the first draft of the human genome project in 2001 [2, 3] , data generation through a number of biological applications related to genomics, epigenomics, transcriptomics, metagenomics, proteomics, metabolomics, etc. has been expanded in an unimaginable rate. A huge amount of data has been generated constantly through new studies and discoveries in the field of biology and medicine since. According to the data provided by the European Bioinformatics Institute, the size of the data stored by the institute grew by nearly 15 times between 2008 and 2015, reaching close to 75 Petabytes [4] . In order to process, analyze, and store the big data securely, there is a need for the flexible, scalable, less expensive, and reliable computational system. In addition, to reduce the costs, the efficient energy usage in these data centers is a requirement [5, 6] .
LUNGMARK (Development of a Biomarker-based Lung Cancer Early Detection and Screening System) project, supported by TUBITAK ARDEB 1003 program, generates a huge amount of the data through integrative multiomics analysis by next-generation sequencing (genomics, epigenomics, transcriptomics, and metagenomics) and liquid chromatography-mass spectrometry (proteomics, metabolomics, lipidomics, and post-translational modifications such as phosphoproteomics and glycomics) platforms. The data is obtained through the samples (normal lung, primary tumor, reactive stroma, lymph node metastasis, blood, saliva, urine, sputum, bronchoalveolar lavage, and stool) from patients with non-small cell lung cancer who has no treatment and eligible for the surgery via a consent form. Patients' clinical information, smoking history, pathology reports, biochemistry results, staging and grading information, imaging materials including PET-CT and reports, etc. has also been collected and stored at the database and object storage.
In order to store and analyze the data effectively, we established a distributed system model, called LUNGBASE, based on the Openstack Swift. Replicated data are stored in the different servers over the network to provide high efficiency and low cost for the whole system [5, 6] .
Used Technologies
OpenStack is an open source cloud computing project that is reliable, scalable and installable easily [7, 8] . Computation, storage and network are fundamental components of the OpenStack. It provides a platform for the public and the private sector who wants to build own cloud computing infrastructure.
OpenStack Swift is a project that provides an object storage system in the OpenStack, an open source cloud computing platform with the ability to expand from a single machine to thousands of machines [9, 10] . OpenStack Swift is optimized for high concurrency and multi tenancy. It is suitable for web sites, backups, and projects that cannot predict their limits. OpenStack Swift provides a storage for the cloud based systems by load balancing [11] . It ensures that it supports the S3 API as well as it can be used with its own API via a REST API connection point [12] .
Lustre is a parallel file system especially designed for high performance computing [13] . Lustre, compatible with POSIX standard, has an architecture that can provide thousands of clients supporting, petabytes of storage capacity, and hundreds of gigabit I/O bandwidth. It is used in high performance computing systems at Lawrence Livermore and Pacific Northwest National Laboratory. These systems have about 1000 nodes and it is planned to scale up to 2000 nodes [14] .
Proposed Infrastructure
TUBITAK MRC GEBI is a leading government research organization focused on the medical research and biotechnology. GEBI infrastructure includes high-throughput systems such as Illumina Hiseq 2500 [15] and Waters' SYNAPT G1 LC-MS/MS platforms.
A number of high-profile projects including LUNGMARK generate data through these platforms for the molecular profiling of the diseases to develop screening, diagnostic, monitoring, and therapeutic systems. There is a need for a computational system to securely store and analyze the data generated through these studies. Data analysis is being provided by the bioinformatics team based on the institute. In addition to many free software available to researchers through the web, a number of tools have also been developed by the team for the data analysis. However, in order to protect the data, it should be kept at the environment where it is generated. Therefore, we have developed a new platform to bring all required software and tools to perform bioinformaticssupported analyses. By establishing this model, not only critical data is being kept in house with replication in two different geographical locations, but also analyses can be carried out at the same environment.
We have established three different data center locations (Kocaeli, Konya, and Sanliurfa provinces in Turkey) in order to have distributed data storage. In this study, the data analyses are being carried out at the Necmettin Erbakan University Advanced Computation and Data Analytics Laboratory (NEU-ACDAL) in Konya and Harran University High Performance Computation Center (HU-HPC) in Sanliurfa. The architecture is developed based on the specification of these centers and requirements of whole systems. Thus, users can access to data effectively and in a secure way (Figure 1) .
On the LUNGBASE, OpenStack Swift is installed on a single node and two copies of data kept in this node. Since stored data is critical in this system, user permissions and file access rights are granted for the users. Furthermore, all the records are logged in the systems.
A new OpenStack Swift instance is built on OpenStack which runs in the IT Department Computation Center at Necmettin Erbakan University. Swift server connects to Ceph Storage server as block storage and files are kept in this storage. There are both GPU and CPU server clusters exist at the Harran University High Performance Computation Center (HU-HPC). Lustre storage server is located in this center in order to keep 150TB of data. Computation servers in this cluster are connected to Lustre servers as block storage.
LUNGMARK is a multidisciplinary study through researchers with various backgrounds such as medicine, biology, and engineering from a number of research organizations including TUBITAK MRC GEBI, TUBITAK BILGEM, Istanbul Medipol University, Istanbul Health Sciences University Sureyyapasa Research and Training Hospital, Sakarya University, Bezmialem Vakif University, Istanbul University, Gaziosmanpasa University, Konya Necmettin Erbakan University, and Sanlıurfa Harran University. The data generated through the LUNGMARK study is first loaded into the OpenStack Swift server and the same data then copied to the NEU-ACDAL and HU-HPC servers at convenient time slot. The data analyses can then be carried out through the connection to these servers. LUNGBASE-FileManager application, suitable for the architecture, is developed. Users can easily upload data to system (https://github.com/acdal/gmbe-filemanager). The user who is logged into the system can easily load data for the users permitted to access to the project data using drag and drop methods on the client interface. Loaded data directly uploaded to the OpenStack Swift server in the LUNGBASE system. Data is copied to other servers during low-bandwidth usage of the system between the 02.00-06.00 am.
The system run in specific time slot every day by using the replication script developed for data transfer. Script gets all the files need to be copied on OpenStack Swift (https://github.com/acdal/gmbe-replicator). OpenStack Swift keeps the HTTP ETag (Entity Tag) [16] metadata for each file. HTTP ETag provides a caching mechanism that sends to server only changed part in the file during data transfer. Metadata keeps the MD5 checksum values of loaded file. All files with the HTTP Etag variables are sent to the NEU-ACDAL server using the Swift Client. During this operation, only modified files are sent to the NEU-ACDAL using the advantage of HTTP ETag data. After the latest copied operation (replication), whatever files are removed from the LUNGBASE, will also be deleted from the NEU-ACDAL server to provide consistency. Finally, in these two servers file lists and ETag variables are matched to make sure that consistency will be established. After the completion of the NEU-ACDAL replication, HU-HPC replication is started. In the HU-HPC server, the SSH account for the LUNGBASE is opened. Firstly, by having SSH connection all the file lists and MD5 hash values defined for specific folder are taken from the HU-HPC Lustre server. Secondly, new and modified files will be found. ETag value and MD5 hash values are compared for these files. Thirdly, files are sent to the Lustre server using the SCP client program through the HU-HPC login node. After the latest replication operation, whatever the files are removed from the LUNGBASE server, will also be deleted from the HU-HPC Lustre server. Finally, after all these operations, new file and hash lists will be established to prevent any failures and inconsistencies between the servers over the SSH connections. In case of occurrence of fault, the reports are generated.
Conclusion
In this work, we have defined a new secure and distributed object storage system which was implemented by using OpenStack Swift on three different geographical locations for the bioinformatics analyses. OpenStack Swift can horizontally expandable to unlimited nodes by using the commodity hardware and data size can grow with reduced costs. Asynchronous replication problem solved by a special solution defined in section 3 which is implemented for the project requirements. Data can be replicated to different type storages (object and block storages) which are located in different places by using our architecture and application to provide data integrity and security. Bioinformatics analyses tools will be integrated to the architecture in the near future.
