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4
0 Einleitung
Die Heunsche Differentialgleichung, benannt nach dem deutschen Mathematiker Karl
Heun, ist eine Fuchssche Differentialgleichung mit genau vier einfachen Singularita¨ten.
Sie ist die natu¨rliche Verallgemeinerung der hypergeometrischen Differentialgleichung,
die ebenfalls eine Fuchssche Differentialgleichung ist und die drei einfache Singula-
rita¨ten hat.
A¨hnlich wie bei der Herleitung der konfluenten hypergeometrischen Differentialglei-
chung aus der hypergeometrischen Differentialgleichung durch den Prozess der Kon-
fluenz, bei dem aus zwei oder mehr Singularita¨ten eine Singularita¨t ho¨herer Ordnung
entsteht (siehe [12]), erha¨lt man aus der Heunschen Differentialgleichung durch Kon-
fluenz im wesentlichen vier neue interessante Differentialgleichungen:
Die konfluente Heunsche Differentialgleichung, die bikonfluente Heunsche Differential-
gleichung, die doppeltkonfluente Heunsche Differentialgleichung und die trikonfluente
Heunsche Differentialgleichung (siehe [12]).
In der vorliegenden Arbeit betrachten wir die konfluente Heunsche Differentialglei-
chung, die durch das Zusammenfließen von zwei regula¨ren Singularita¨ten zu einer irre-
gula¨ren Singularita¨t entsteht.
Als spezielle konfluente Fuchssche Differentialgleichung tritt die Konfluente Heun-
sche Differentialgleichung ebenfalls direkt bei der Separation eines verallgemeinerten
Schro¨dingeroperators in allgemeinen elliptischen Koordinaten auf (vgl.[20]).
Wir legen die konfluente Heunsche Differentialgleichung nun in der folgenden Form
zugrunde:
η′′ +
[
1− α0
z
+
1− α1
z − 1 − γ
]
η′
+
[
1
2
(1− α0)(1− α1)
z(z − 1) +
β0 − 12γ(1− α0)
z
+
β1 − 12γ(1− α1)
z − 1
]
η = 0.
Die unabha¨ngige Variable z sowie die 5 Parameter α0, β0, α1, β1, γ seien komplexwer-
tig. Diese komplexe lineare Differentialgleichung zweiter Ordnung hat bezu¨glich der
unabha¨ngigen Variablen z zwei regula¨re Singularita¨ten bei 0 und 1 und eine irregula¨re
Singularita¨t vom Rang ho¨chstens 1 bei ∞. Alle anderen Stellen in C sind regula¨re
Stellen der Differentialgleichung.
Wir wissen aufgrund der allgemeinen Theorie, dass fu¨r die einfachen Singularita¨ten 0
und 1 Fundamentalsysteme von Frobeniuslo¨sungen existieren und es fu¨r die irregula¨re
Singularita¨t∞ Fundamentalsysteme von Lo¨sungen der Differentialgleichung gibt, wel-
che durch ihr spezielles asymptotisches Verhalten auf bestimmten Sektoren charakteri-
siert werden. Die Grenzen dieser Sektoren, die Stokesschen Linien, sind abha¨ngig vom
Argument von γ. Daher erweist es sich als sinnvoll, γ auf der Riemannsche Fla¨che des
Logarithmus Ĉ∗ variieren zu lassen.
Das Ziel dieser Arbeit ist es, das globale Verhalten der Lo¨sungen der konfluenten Heun-
schen Differentialgleichung hinsichtlich der unabha¨ngigen Variable z sowie der Para-
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meter zu untersuchen.
Da sich jede Lo¨sung la¨ngs jeder Kurve in C\{0, 1} analytisch fortsetzen la¨sst, fu¨hren
wir hier explizit die - bis auf Isomorphie eindeutige - universelle U¨berlagerungsfla¨che
Ω̂ von Ω := C\{0, 1} ein und untersuchen das Verhalten der globalen Lo¨sungen auf Ω̂.
Hierbei verwenden wir in konsequenter Weise Riemannsche Fla¨chen, was in diesem
Umfang bisher fu¨r die Heunschen Differentialgleichungen nicht durchgefu¨hrt wurde.
Indem systematisch das Transformationsverhalten der Differentialgleichung und ihrer
Lo¨sungen studiert wird, zeigt es sich, wie schon bei der hypergeometrischen und der
konfluenten hypergeometrischen Differentialgleichung, dass sich die gesamte Theorie
der konfluenten Heunschen Differentialgleichung mit Hilfe einer einzigen Funktion Φ
aufbauen la¨sst.
Hierbei verwenden wir globale Transformationen, die sich aus den u¨blichen Indextrans-
formationen und Variablentransformationen, einschließlich der Decktransformationen
zusammensetzen, sowie auch verallgemeinerte Laplacetransformationen.
Zudem ergibt sich, dass sich alle Zusammenhangs- und Monodromiematrizen im we-
sentlichen wieder mit Hilfe einer einzigen Funktion darstellen lassen.
Ein Hauptanliegen dieser Arbeit ist die Gewinnung globaler Darstellungen von Lo¨sungen
einerseits anhand von Reihenentwicklungen nach hypergeometrischen Funktionen ande-
rerseits anhand von Reihenentwicklungen nach konfluenten hypergeometrischen Funk-
tionen und die Aufdeckung eines Zusammenhangs zwischen diesen beiden Darstellun-
gen. Hierzu wird eine Verallgemeinerung des in [18] verwendeten Konzepts der analy-
tischen A¨quivalenz benutzt.
Solche Darstellungen liefern die Arbeiten [19], [10] und [18] fu¨r jeweils große Klassen
von Differentialgleichungen zweiter Ordnung, zu denen auch die konfluente Heunsche
Differentialgleichung geho¨rt. Aus den genannten Arbeiten ist jedoch kein Zusammen-
hang zwischen den Darstellungen mit Hilfe von hypergeometrischen Funktionen und
den Darstellungen mit Hilfe von konfluenten hypergeometrischen Funktionen erkenn-
bar.
Das wesentliche Prinzip fu¨r die Gewinnung globaler Darstellungen in dieser Arbeit
ist das (zweifache) Auftreten der konfluenten Heunschen Differentialgleichung bei der
Separation einer (verallgemeinerten) Schro¨dingergleichung in elliptische Koordinaten
und deren simultane Separierbarkeit in Kugelkoordinaten, wobei hypergeometrische
und konfluente hypergeometrische Differentialgleichungen auftreten.
Dieses Prinzip ist nicht neu, da es die Autoren der Arbeit [11] verwenden, um verallge-
meinerte Spha¨roidfunktionen nach Zylinderfunktionen und hypergeometrischen Funk-
tionen zu entwickeln.
Um nun globale Darstellungen der konfluenten Heunschen Differentialgleichung zu er-
halten, verwenden wir folgende Vorgehensweise: Wir stellen die (verallgemeinerten)
elliptischen Koordinaten als Funktionen von Kugelkoordinaten dar, wobei wir diese
zweckma¨ßigerweise wieder in den entsprechenden U¨berlagerungsfla¨chen variieren las-
sen.
Hieru¨ber erhalten wir Darstellungen von (separierten) Lo¨sungen der Schro¨dingergleich-
ung bezu¨glich elliptischer Koordinaten mit Hilfe separierter Lo¨sungen bezu¨glich Kugel-
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koordinaten. Mit Hilfe von Grenzwertbetrachtungen lassen sich dann auch die in den
Arbeiten [19], [10] und [18] erhaltenden Darstellungen gewinnen und Zusammenha¨nge
zwischen diesen erkennen.
In Kapitel 1 fu¨hren wir die konfluente Heunsche Differentialgleichung ein und geben
den Schro¨dingeroperator an, bei dessen Separationen bezu¨glich verschiedener Koor-
dinantensysteme die konfluente Heunsche, die hypergeometrische und die konfluente
hypergeometrische Differentialgleichung entstehen.
Im zweiten Kapitel behandeln wir die Grundlage der Riemannschen Fla¨chen bezie-
hungsweise der universellen U¨berlagerungsfla¨chen Ω̂ und Ĉ∗ und erla¨utern fu¨r diese
die wichtigsten topologischen und analytischen Begriffe wie Decktransformationen und
biholomorphe Transformationen, sowie Kurvenintegrale und Lo¨sungen von Differenti-
algleichungen.
Kapitel 3 untersucht Integraldarstellungen fu¨r Lo¨sungen der konfluenten Heunschen
Differentialgleichung. Es werden dabei Kerne der Form K(z, t) = k(z · t) und K(z, t) =
k(z + t) studiert, sowie Kerne, die sich aus der simultanen Separierbarkeit der Schro¨-
dingergleichung gewinnen lassen.
Im vierten Kapitel wird das Transformationsverhalten der Lo¨sungen untersucht.
Hierfu¨r werden eine Reihe von globalen Transformationen sowie dazugeho¨rige Para-
metertransformationen mit Hilfe der u¨blichen Indextransformationen und Variablen-
transformationen, einschließlich der Decktransformationen eingefu¨hrt. Ferner werden
Eigenschaften der durch die Transformationen gebildeten Gruppe analysiert.
Anhand der im dritten Kapitel besprochenen Integralrelationen werden verallgemei-
nerte Laplacetransformationen mit zugeho¨rigen Parametertransformationen definiert
und deren Verhalten im Bezug auf andere Transformationen diskutiert.
Der zentrale analytische Teil der Arbeit beginnt im fu¨nften Kapitel.
In Abschnitt 5.1 wird eine Funktion Φ eingefu¨hrt, mit der dann die Fundamentalsy-
steme von Frobeniuslo¨sungen bei 0 und 1 mit den in Kapitel 4 definierten Transforma-
tionen dargestellt werden. Ferner untersucht dieser Abschnitt das Transformationsver-
halten der einzelnen Fundamentalsysteme.
In Abschnitt 5.2 werden die asymptotischen Lo¨sungen anhand von verallgemeinerten
Laplacetransformationen angegeben, sowie deren Transformationsverhalten und deren
Monodromieverhalten untersucht. Bei der Beschreibung des letzteren wird eine Para-
meterfunktion q˜ eingefu¨hrt.
Am Ende des Kapitels werden noch einige Integraldarstellungen von Lo¨sungen ange-
geben.
Kapitel 6 befaßt sich ausschließlich mit den Zusammenhangsproblemen der einzelnen
Fundamentalsysteme und den hierzu beno¨tigten Funktionen q und ζ. Hierbei stellt sich
heraus, daß sich q˜ mit Hilfe von q und q mit Hilfe ζ darstellen la¨sst.
Zum besseren Versta¨ndnis werden an einigen Stellen der Kapitel 3, 4, 5 und 6 die Er-
gebnisse zur lokalen Theorie aus meiner Diplomarbeit [21] wiederholt.
Zu Anfang des siebten Kapitels werden Gebiete angegeben, in denen sich verall-
gemeinerte elliptische Koordinaten (ξ1, ξ2) ∈ Ω2 als Funktionen von verallgemeinerten
Kugelkoordinaten (η1, η2) ∈ C∗×Ω darstellen lassen. Ferner untersuchen wir das analy-
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tische Verhalten dieser Funktionen. Durch Verknu¨pfung dieser mit den entsprechenden
Projektionen der universellen U¨berlagerungsfla¨chen Ĉ∗ und Ω̂ erhalten wir komplex-
wertige Funktionen, deren Definitionsbereich eine Teilmenge von Ĉ∗×Ω̂ ist. Wird dieser
geeignet eingeschra¨nkt, so findet man Liftungen dieser Funktionen, deren Wertebereich
in Ω̂ liegt. Zudem werden einige Eigenschaften der Liftungen untersucht.
Das Hauptresultat des letzten Kapitels, Kapitel 8, ist die Gewinnung globaler Dar-
stellungen von Lo¨sungen der konfluenten Heunschen Differentialgleichung anhand von
Reihen nach hypergeometrischen und konfluenten hypergeometrischen Funktionen so-
wie die Aufdeckung eines Zusammenhangs dieser Darstellungen. In den Abschnitten
8.1, 8.2, 8.3 und 8.4 werden bekannte Tatsachen aus dem Gebiet der hypergeome-
trischen und konfluenten hypergeometrischen Funktionen bzw. aus der Theorie der
Biorthogonalentwicklungen in die hier benutzte Notation u¨bersetzt. 8.5 stellt beno¨tigte
elementare Aussagen u¨ber charakteristische Exponenten zusammen. Mit den in Kapitel
7 erhaltenen Funktionen sowie einer Verallgemeinerung des Konzepts der analytsichen
A¨quivalenz aus Abschnitt 8.6 werden separierte Lo¨sungen bzgl. elliptischer Koordina-
ten der im ersten Kapitel eingefu¨hrten Schro¨dingergleichung nach separierten Lo¨sungen
bzgl. Kugelkoordinaten entwickelt. Mit Hilfe von Grenzu¨berga¨ngen erha¨lt man dann
die gesuchten Entwicklungen.
Ich danke meinen beiden Lehrern Prof. Dr. Schmidt und Herrn Dr. Wolf fu¨r die
Bereitstellung des Themas und die Geduld, die Sie mir entgegengebracht haben, sowie
fu¨r die vielen wertvollen Hinweise und Anregungen, die ich von ihnen erhalten habe.
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1 Einfu¨hrung der konfluenten Heunschen Differen-
tialgleichung
Unter einer allgemeinen konfluenten Heunschen Differentialgleichung versteht man eine
lineare Differentialgleichung zweiter Ordnung
y′′ + a(z)y′ + b(z)y = 0 (1.1)
mit a, b : Cˆ → Cˆ meromorph, welche in Cˆ genau drei voneinander verschiedene Sin-
gularita¨ten z0, z1, z2 ∈ Cˆ hat, von denen zwei z0, z1 ∈ Cˆ einfache Singularita¨ten sind
und die dritte z2 ∈ Cˆ eine irregula¨re Singularita¨t vom Rang ho¨chstens 1 ist. Mit Hilfe
der Laurentreihendarstellungen der Funktionen a, b bei den Singularita¨ten z0, z1 und
z2, findet man eine Darstellung der rationalen Funktionen a, b. Genaueres hierzu ist in
[12] nachzulesen.
Mit Transformationen der Form
y(z) = y˜(z˜), z˜ =
az + b
cz + d
, a, b, c, d ∈ C, ad− bc 6= 0
ist (1.1) immer auf den Fall z0 = 0, z1 = 1 und z2 =∞ zuru¨ckfu¨hren.
In diesem Fall gibt es acht Parameter A0, A1, B0, B1, C0, C1, D,E ∈ C mit denen sich
die Differentialgleichung (1.1) in der Form
y′′ +
[
A0
z
+
A1
z − 1 + E
]
y′ +
[
C0
z
+
C1
z − 1 +
B0
z2
+
B1
(z − 1)2 +D
]
y = 0 (1.2)
darstellen la¨sst.
Die Form (1.2) bleibt invariant unter Transfomationen des Typs
y(z) = zν0(z − 1)ν1 exp (µz) y˜(z), ν0, ν1, µ ∈ C, (1.3)
und
y(z) = y˜(z˜), z˜ = 1− z, (1.4)
wobei die zu (1.2) entsprechenden Parameter A˜0, A˜1, B˜0, B˜1, C˜0, C˜1, D˜, E˜ ∈ C sich im
Fall (1.3) mittels
A˜0 = A0 + 2ν0, A˜1 = A1 + 2ν1, B˜0 = B0 + ν0 (ν0 − 1 + A0) ,
B˜1 = B1 + ν1 (ν1 − 1 + A1) , C˜0 = C0 + (µ− ν1) (2ν0 + A0) + ν0 (E − A1) ,
C˜1 = C1 + (µ+ ν0) (2ν1 + A1) + ν1 (E + A0) , D˜ = D + µ (µ+ E) ,
E˜ = E + 2µ
und im Fall (1.4) mittels
A˜0 = A1, A˜1 = A0, B˜0 = B1, B˜1 = B0, C˜0 = −C1, C˜1 = −C0, D˜ = D, E˜ = −E
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umrechnen lassen.
Mit Hilfe der Indizes α0, α
′
0 ∈ C bei z0, der Indizes α1, α′1 ∈ C bei z1, der Exponen-
ten γ, γ′ ∈ C in ∞ und zweier akzessorischer Parameter β0, β1 ∈ C, lassen sich die
Parameter in (1.2) wie folgt darstellen:
A0 = 1− α0 − α′0, B0 = α0α′0, A1 = 1− α1 − α′1, B1 = α1α′1,
D = −γ − γ′, E = γγ′, C0 = β0 − 1
2
(1− α0 − α′0) (γ + γ′ + 1− α1 − α′1) ,
C1 = β1 − 1
2
(1− α1 − α′1) (γ + γ′ − (1− α0 − α′0)) .
U¨ber die Transformation (1.3) mit ν0 := α
′
0, ν1 := α
′
1 und µ := γ
′ erha¨lt man dann
folgende Normalform
η′′ +
[
1− α0
z
+
1− α1
z − 1 − γ
]
η′ (1.5)
+
[
1
2
(1− α0)(1− α1)
z(z − 1) +
β0 − 12γ(1− α0)
z
+
β1 − 12γ(1− α1)
z − 1
]
η = 0,
mit α0, β0, α1, β1, γ ∈ C. Man vergleiche hierzu [13]. Die Anzahl der unabha¨ngigen Pa-
rameter ist nun auf fu¨nf gesunken.
Die Invarianz der Form (1.5) unter (1.4) und unter Transformationen des Typs (1.3),
mit ν0 ∈ {0, α0}, ν1 ∈ {0, α1} und µ ∈ {0, γ}, ist auch hier gegeben.
Im weiteren Verlauf dieser Arbeit wird mit der konfluenten Heunschen Differenti-
algleichung (CHE) Differentialgleichung (1.5) gemeint sein.
Das Regularita¨tsgebiet der Differentialgleichung (1.5) bezeichnen wir mit
Ω := C\{0, 1}.
1.1 Einordnung der hypergeometrischen Differentialgleichung
und der konfluenten hypergeometrischen Differentialglei-
chung
Im Fall
γ = 0 und β0 + β1 = 0
entsteht aus der Differentialgleichung (1.5) die hypergeometrische Differentialgleichung
η′′ +
[
1− α0
z
+
1− α1
z − 1
]
η′ +
[ 1
2
(1− α0)(1− α1)− β0
z(z − 1)
]
η = 0, (1.6)
welche in ∞ eine einfache Singularita¨t hat. Mit der Identifizierung
α0 = 1− c, β0 = −a · b+ 1
2
c(a+ b+1− c), α1 = c−a− b, β1 = a · b− 1
2
c(a+ b+1− c)
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erha¨lt man die in der Literatur am ha¨ufigsten verwendete Darstellung der hypergeo-
metrischen Differentialgleichung
η′′ +
[
c
z
+
1− c+ a+ b
z − 1
]
η′ +
a · b
z(z − 1)η = 0.
Im Fall
γ 6= 0, α1 = 1 und β1 = 0
entsteht aus der Differentialgleichung (1.5)
η′′ +
[
1− α0
z
− γ
]
η′ +
[
β0 − 12γ(1− α0)
z
]
η = 0, (1.7)
bei der die isolierte Singularita¨t 1 eine regula¨re Stelle ist.
U¨ber die Transformation
η(z) = η˜(z˜), z˜ := γz
und der Identifizierung
c := 1− α0, a := 1
2
(1− α0)− β0
γ
erha¨lt man aus (1.7) die in der Literatur u¨bliche Normalform der konfluenten hyper-
geometrischen Differentialgleichung
zη′′ + (c− z) η′ − aη = 0. (1.8)
1.2 Zur Separation eines verallgemeinerten Schro¨dingeroperators
Genauso wie sich durch Separation bezu¨glich verschiedener orthognaler Koordinaten-
systeme die Schwingungsgleichung
∆u+ λu = 0, λ ∈ C
als Ursprung einer Vielzahl gewo¨hnlicher Differentialgleichungen der mathematischen
Physik auffassen la¨sst (siehe [15]), erha¨lt man auch die CHE u¨ber eine Separation
einer verallgemeinerten Schro¨dingergleichung.
In der Arbeit [20] haben die Autoren gezeigt, dass die partielle Differentialgleichung
Aw = 0 (1.9)
mit
A :=
∂2
∂x21
+
∂2
∂x22
+
2∑
j=1
(
1− 2αj−1
xj
− 2γxj
)
∂
∂xj
+ 4β − 2γ(2− α0 − α1),
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fu¨r α0, α1, β, γ ∈ C sich bezu¨glich allgemeiner elliptischer Koordinaten (ξ1, ξ2) ∈ Ω2 in
folgender Weise transformiert:
Sei G ⊂ Ω2 ein Gebiet und Φ1 := (Φ11,Φ12) : G→ C2 eine holomorphe Funktion mit(
Φ11
)2
(ξ1, ξ2) = ξ1ξ2,
(
Φ12
)2
(ξ1, ξ2) = (ξ1 − 1)(1− ξ2), fu¨r (ξ1, ξ2) ∈ G.
Dann gilt fu¨r alle w : D → C holomorph, D ⊂ C2 Gebiet:
A˜1(w ◦ Φ1) = (Aw) ◦ Φ1,
mit:
A˜1 :=
1
ξ1 − ξ2
[
4ξ1(ξ1 − 1)
(
∂2
∂ξ21
+
(
1− α0
ξ1
+
1− α1
ξ1 − 1 − γ
)
∂
∂ξ1
)
(1.10)
−4ξ2(ξ2 − 1)
(
∂2
∂ξ22
+
(
1− α0
ξ2
+
1− α1
ξ2 − 1 − γ
)
∂
∂ξ2
)]
+4β − 2γ(2− α0 − α1).
Nun fu¨hren wir folgende Separation durch:
Seien w˜κ : Uκ → C (κ = 1, 2) holomorphe Funktionen mit Gebieten U1, U2 ⊂ Ω so dass
G ⊂ U1 × U2 und sei w : C2 ⊃ D → C eine holomorphe Funktion mit Φ1(G) ⊂ D,
w 6= 0 und
w ◦ Φ1(z1, z2) = w˜1(z1)w˜2(z2), (z1, z2) ∈ G.
Dann gilt: w ist Lo¨sung von (1.9) genau dann wenn ein β0 ∈ C existiert, so dass mit
β1 := β − β0 die Funktionen w˜1 und w˜2 Lo¨sungen der CHE (1.5)
y′′(t) +
(
1− α0
t
+
1− α1
t− 1 − γ
)
y′(t) +
1
t(t− 1)
(
1
2
(1− α0)(1− α1)
−β0 + 1
2
γ(1− α0) + t
(
β0 + β1 − 1
2
γ(2− α0 − α1)
))
y = 0
sind.
In [20] wurde gezeigt, dass sich die Gleichung (1.9) ebenfalls bezu¨glich verallgemei-
nerter Kugelkoordinaten η = (η1, η2) ∈ C∗ × Ω und verallgemeinerter kartesischer Ko-
ordinaten θ = (θ1, θ2) ∈ C∗ ×C∗ separieren la¨sst. Hierdurch ergeben sich eine Vielzahl
von Beziehungen, wie zum Beispiel Integralrelationen, der in diesem Zusammenhang
auftretenden gewo¨hnlichen Differentialgleichungen.
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(1.11) Bemerkung:
Fu¨r j = 2, 3 seien Gj1, G
j
2 ⊂ C Gebiete, Gj := Gj1 ×Gj2 und Φj :=
(
Φj1,Φ
j
2
)
: Gj → C2
holomorphe Funktionen mit:
i) G21 ⊂ C∗, G22 ⊂ Ω, (Φ21)2 (η1, η2) = η1η2, (Φ22)2 (η1, η2) = η1(1 − η2) fu¨r
(η1, η2) ∈ G2.
ii) G31, G
3
2 ⊂ C∗, (Φ31)2 (θ1, θ2) = θ1, (Φ32)2 (θ1, θ2) = θ2 fu¨r (θ1, θ2) ∈ G3.
Dann gilt fu¨r alle w : D → C holomorph, D ⊂ C2 Gebiet:
A˜j(w ◦ Φj) = (Aw) ◦ Φj, (j = 2, 3),
mit:
A˜2 := 4η1
∂2
∂η21
+ 4 (−γη1 + 2− α0 − α1) ∂
∂η1
+ 4(β0 + β1) (1.12)
−2γ(2− α0 − α1)− 4η2(η2 − 1)
η1
(
∂2
∂η22
+
(
1− α0
η2
+
1− α1
η2 − 1
)
∂
∂η2
)
,
A˜3 := 4θ1
∂2
∂θ21
+ (2(1− α0)− γθ1) ∂
∂θ1
+ (1.13)
4θ2
∂2
∂θ22
+ (2(1− α1)− γθ2) ∂
∂θ2
+ 4(β0 + β1)− 2γ(2− α0 − α1).
Nun fu¨hren wir folgende Separationen durch:
(1.14) Bemerkung: Sei j = 2 oder j = 3 betrachtet.
Seien w˜κ : G
j
κ → C (κ = 1, 2) holomorphe Funktionen, und sei w : C2 ⊃ D → C eine
holomorphe Funktion mit Φj(Gj) ⊂ D, w 6= 0 und
w ◦ Φj(z1, z2) = w˜1(z1)w˜2(z2), (z1, z2) ∈ G.
Dann gilt fu¨r
j = 2: w ist Lo¨sung von (1.9) genau dann wenn ein ν ∈ C existiert mit
zw˜′′1 + (2− α0 − α1 − γz) w˜′1 (1.15)
+
(
β0 + β1 − 1
2
γ(2− α0 − α1) + ν (α0 + α1 − 1− ν)
z
)
w˜1 = 0
und
w˜′′2 +
(
1− α0
z
+
1− α1
z − 1
)
w˜′2 +
ν (α0 + α1 − 1− ν)
z(z − 1) w˜2 = 0; (1.16)
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j = 3: w ist Lo¨sung von (1.9) genau dann wenn ein λ ∈ C existiert mit
zw˜′′1 + (1− α0 − γz) w˜′1 +
(
β0 + β1 − 1
2
γ(2− α0 − α1)− λ
)
w˜1 = 0 (1.17)
und
zw˜′′2 + (1− α1 − γz) w˜′2 + λw˜2 = 0. (1.18)
Bei der Differentialgleichung (1.15) handelt es sich um eine transformierte konflu-
ente hypergeometrische Differentialgleichung und bei (1.16) um eine hypergeometrische
Differentialgleichung.
(1.17) und (1.18) sind jeweils transformierte konfluente hypergeometrische Differenti-
algleichungen.
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2 Zum Definitionsbereich globaler Lo¨sungen
Sei X ⊂ C ein Gebiet in C.
Gema¨ß der Bemerkung (9.18) aus dem Anhang bezeichnen wir mit PX : X̂ → X die,
bis auf Isomorphie eindeutige, universelle U¨berlagerung von X.
Dann la¨sst sich X̂ mit der vom Atlas
AX := {PX |U : U → X| U ⊂ X̂ Gebiet, PX |U : U → PX(U) bijektiv}
erzeugten komplexen Struktur auf natu¨rliche Weise als Riemannsche Fla¨che auffassen.
Wir betrachten hier die Spezialfa¨lle X = Ω und X = C∗ und bezeichnen abku¨rzend
P := PΩ : Ω̂→ Ω und P˜ := PC∗ : Ĉ∗ → C.
Um einen Bezugspunkt auf Ω̂ zu erhalten wa¨hlen wir einen Punkt ωˆ0 ∈ Ω̂ fest mit
der Eigenschaft:
P (ωˆ0) =
1
2
.
Mit Hilfe der fu¨r die lokale Theorie wichtigen Teilmengen von Ω
Ω+ := C\]−∞, 1], Ω− := C\[0,∞[, Ω0 := C\ (]−∞, 0] ∪ [1,∞[) und Ω∞ := C\[0, 1]
bezeichnen wir außerdem noch einige Punkte und Teilgebiete von Ω̂.
(2.1) Definition:
Die Punkte ωˆ−1, ωˆ+, ωˆ− ∈ Ω̂ und die Gebiete Ω̂0, Ω̂+, Ω̂−, Ω̂+∞, Ω̂−∞ ⊂ Ω̂ sind wie folgt
eindeutig festgelegt:
1. Ω̂0 sei die Zusammenhangskomponente von P
−1(Ω0), welche ωˆ0 entha¨lt.
2. Mit ωˆ+, ωˆ− ∈ Ω̂0 seien die Punkte bezeichnet, welche P (ωˆ+) = 12 + i√2 =: ω+ und
P (ωˆ−) = 12 − i√2 =: ω− erfu¨llen.
3. Ω̂+ sei die Zusammenhangskomponente von P
−1(Ω+), welche ωˆ+ entha¨lt, und Ω̂−
die Zusammenhangskomponente von P−1(Ω−), welche ωˆ− entha¨lt.
4. ωˆ−1 ∈ Ω̂− sei der Punkt, welcher P (ωˆ−1) = −1 erfu¨llt.
5. Mit Ω̂+∞ und Ω̂
−
∞ bezeichnen wir die Zusammenhangskomponenten von P
−1(Ω∞),
welche durch ωˆ+ ∈ Ω̂+∞ und ωˆ− ∈ Ω̂−∞ festgelegt sind.
Die Doppel-Bezeichnungen fu¨r Ω̂0, Ω̂±, und Ω̂±∞ sind widerspruchsfrei, da fu¨r Y =
Ω̂0, Ω̂±, Ω̂±∞ aus (2.1) gilt: P |Y : Y → P (Y ) ist universelle U¨berlagerung. Dies folgt nach
Satz(9.16) aus dem Anhang fu¨r Y = Ω̂0, Ω̂±, da diese einfach zusammenha¨ngend sind,
und fu¨r Y = Ω̂±∞ aus Satz (9.20) aus dem Anhang aufgrund der folgenden Bemerkungen:
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Da die Menge Ω ∪ {∞} mit der entsprechenden komplexen Struktur eine nicht-
kompakte Riemannsche Fla¨che ist und es nach dem Riemannschen Abbildungssatz ei-
ne biholomorphe Abbildung z : Ω∞ ∪ {∞} → K1(0) mit z(∞) = 0 gibt, la¨sst sich der
Satz (9.20) aus dem Anhang anwenden, und man erha¨lt:
Fu¨r alle Zusammenhangskomponenten Mˆ von P−1(Ω∞) sind die Abbildungen P : Mˆ →
Ω∞ universelle U¨berlagerungen von Ω∞.
Mit Hilfe des Punktes ωˆ+ definieren wir folgende Kurven (Abbildung 1), auf die wir
bei der Einfu¨hrung von Decktransformationen noch zu sprechen kommen:
(2.2) Definition: Mit ϑ0, ϑ1 und ϑ∞ werden die folgenden, bei ω+ startenden, Kurven
bezeichnet:
1. ϑ0 : [0, 1] ∋ t → ω+ exp (2πit) ∈ Ω umla¨uft einmal den Nullpunkt auf einer
Kreisbahn in positiver Richtung.
2. ϑ1 : [0, 1] ∋ t→ 1− ω− exp (2πit) ∈ Ω umla¨uft einmal die 1 auf einer Kreisbahn
in positiver Richtung .
3. ϑ∞ : [0, 1] ∋ t→ 12 + i√2 exp (2πit) ∈ Ω umla¨uft einmal [0, 1] auf einer Kreisbahn
in positiver Richtung.
Abbildung 1: Spuren von ϑ0, ϑ1, ϑ∞
1
ω+
ω−
ϑ1ϑ0
ϑ∞
•
•
Fu¨r l ∈ {0, 1,∞} bezeichnen wir mit ϑˆl : [0, 1] → Ω̂ die durch ϑˆl(0) = ωˆ+ eindeutig
bestimmte Liftung von ϑl (siehe (9.9) aus dem Anhang).
Die Einfu¨hrung der Riemannschen Fla¨che Ĉ∗ geschieht aus zwei Gru¨nden:
Zum einen stellt sich bei der Untersuchung des globalen Verhaltens der Lo¨sungen der
CHE heraus, dass es im Fall γ 6= 0 sinnvoll ist, die Lo¨sungen in Abha¨ngigkeit vom
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Parameter γˆ ∈ Ĉ∗ mit P˜ (γˆ) = γ anstatt von γ ∈ C zu beschreiben. Daher mu¨sste der
Fall γ = 0 separat behandelt werden, worauf wir jedoch verzichten.
Zum anderen werden wir aufgrund von (1.14) globale Lo¨sungen konfluenter hypergeo-
metrischer Differentialgleichungen betrachten. Der natu¨rliche Definitionsbereich dieser
Lo¨sungen ist Ĉ∗.
Um einen Bezugspunkt auf Ĉ∗ zu erhalten, wa¨hlen wir einen Punkt γˆ0 ∈ Ĉ∗ fest
mit der Eigenschaft:
P˜ (γˆ0) = 1.
(2.3) Definition: Die Punkte γˆ+, γˆ− ∈ Ĉ∗ und das Gebiet Ĉ∗+ ⊂ Ĉ∗ sind wie folgt
eindeutig bestimmt:
1. Die Zusammenhangskomponente von P˜−1 (C\]−∞, 0]), welche γˆ0 entha¨lt, be-
zeichnen wir mit Ĉ∗+.
2. Mit γˆ+, γˆ− ∈ Ĉ∗+ seien die Punkte bezeichnet, welche P˜ (γˆ+) = 2 und
P˜ (γˆ−) = 12 erfu¨llen.
Wir beno¨tigen im weiteren die Differentiation und Integration komplexwertiger
Funktionen mit Definitionsbereich in X̂.
Um den Formalismus dieser Arbeit zu begrenzen, wird im folgenden auf die Verwen-
dung von Differentialformen verzichtet. Die Sa¨tze und Definitionen im nachfolgenden
Text lassen sich aber auch mit Hilfe von Differentialformen formulieren. (Siehe [3].)
(2.4) Bemerkung, Definition: Sei G ⊂ X̂ eine offene Menge.
i) Eine Funktion f : G→ C heißt holomorph genau dann, wenn
∀PX |U ∈ AX mit U ⊂ G : f ◦ (PX |U)−1 : PX(U)→ C
im u¨blichen Sinne holomorph ist. Wir bezeichnen
f ′(xˆ) :=
(
f ◦ (PX |U)−1
)′ ◦ PX (xˆ) , PX |U ∈ AX mit xˆ ∈ U ⊂ G
als die Ableitung von f an der Stelle xˆ, da diese Definition in bekannter Weise
unabha¨ngig von der Wahl von U ist. Die Funktion f ′ : G→ C heißt Ableitungs-
funktion von f .
Wir bezeichnen mit f (0) die Funktion f selbst und induktiv mit
f (n) : G→ C die Ableitungsfunktion von f (n−1) : G→ C, n ∈ N∗.
Die Menge H(G) aller in G holomorpher Funktionen definieren wir durch
H(G) := {f : G→ C| f holomorph}.
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Ist F : G → C eine holomorphe Funktionen mit F ′ = f , so heißt F eine
Stammfunktion von f .
ii) Sei Y ⊂ C ein Gebiet und f : G→ Ŷ eine stetige Funktion. f heißt holomorph,
genau dann wenn P Y ◦ f : G → C im Sinne von i) holomorph ist. Sie heißt
biholomorph genau dann, wenn f bijektiv und f, f−1 holomorph sind.
iii) Seien Y ⊂ C ein Gebiet, g : G→ Ŷ holomorph und f ∈ H
(
Ŷ
)
. Dann ist
h := f ◦ g ∈ H (G) mit h′ (zˆ) = f ′ (g (zˆ)) (P Y ◦ g)′ (zˆ) , zˆ ∈ G.
iv) Seien 2 ≤ n ∈ N, Xk ⊂ C Gebiete, Yk ∈
{
Xk, Xˆk
}
, k = 1, ..., n, f :
n⊗
k=1
Yk → C
und j ∈ {1, ..., n} .
f heißt in der j-ten Komponente partiell holomorph genau dann, wenn fu¨r alle
(y1, ..., yj−1, yj+1, ..., yn) ∈
n⊗
l=1
l 6=j
Yl: f(y1, ..., yj−1, ·, yj+1, ..., yn) ∈ H (Yj). Wir be-
zeichnen ∂jf (y1, ..., yn) := f
′(y1, ..., yj−1, ·, yj+1, ..., yn)(yj).
f heißt partiell holomorph wenn f bezu¨glich aller Komponenten partiell holo-
morph ist.
Nach einem Satz von Hartog folgt aus der partiellen Holomorphie die Stetigkeit
von f . Diesen Satz findet man in [4],[22].
Beweis von iii):
Sei zˆ0 ∈ G und P Y |W ∈ AY mit g (zˆ0) ∈ W ⊂ Ŷ . Aus der Stetigkeit von g folgt die
Existenz einer Karte PX |U ∈ AX mit zˆ0 ∈ U ⊂ G und g (U) ⊂ W . Dann gilt
h ◦ (PX |U)−1 = f ◦ g ◦ (PX |U)−1 = f ◦ (P Y |W )−1 ◦ P Y ◦ g ◦ (PX |U)−1 .
Somit ist h holomorph mit
h′ (zˆ0) =
(
f ◦ (P Y |W )−1 ◦ P Y ◦ g ◦ (PX |U)−1)′ (PX (zˆ0))
=
(
f ◦ (P Y |W )−1)′ ◦ P Y (g (zˆ0))(P Y ◦ g ◦ (PX |U)−1)′ (P (zˆ0))
= f ′ (g (zˆ0))
(
P Y ◦ g)′ (zˆ0) .

Die Holomorphie der Projektion PX : X̂ → X, mit (PX)′ (zˆ) = 1 fu¨r zˆ ∈ X̂, ist sofort
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ersichtlich.
(2.5) Bemerkung, Definition:
Sei G ⊂ X̂ ein Gebiet und f : G→ C eine stetige Funktion.
i) Seien a, b ∈ R mit a < b und ϕˆ : [a, b]→ G eine Kurve, deren Projektion PX ◦ ϕˆ
stu¨ckweise stetig-differenzierbar ist. Dann gibt es eine Zerlegung
a = t0 < t1 < t2 < ... < tn = b von [a, b],
mit PX ◦ ϕˆ|[tk−1,tk] stetig-differenzierbar fu¨r k ∈ {1, ..., n} und Gebiete Uk ⊂ G
mit
ϕˆ([tk−1, tk]) ⊂ Uk, PX : Uk → PX(Uk) bijektiv, k ∈ {1, ..., n}.
Hiermit definieren wir∫
ϕˆ
f :=
n∑
k=1
∫
PX◦ϕˆ|[tk−1,tk]
f ◦ (PX |Uk)−1 (z)dz.
In bekannter Weise folgt die Unabha¨ngigkeit des Integrals bezu¨glich der Zerlegung
und somit die Wohldefiniertheit des Integrals.
ii) Ist f : G→ C holomorph, F : G→ C eine Stammfunktion zu f und ϕˆ : [a, b]→ G
eine Kurve wie unter i), so folgt auch hier:∫
ϕˆ
f = F (ϕˆ(b))− F (ϕˆ(a)).
iii) Uneigentliche Integrale:
Seien a ∈ R, b ∈ R ∪ {∞} (bzw. b ∈ R, a ∈ R ∪ {−∞}) mit a < b und
ϕˆ : [a, b[→ G ( bzw. ϕˆ :]a, b] → G ) eine Kurve, deren Projektion PX ◦ ϕˆ
stu¨ckweise stetig-differenzierbar ist. Dann bezeichnen wir∫
ϕˆ
f := lim
ξ→b
∫
ϕˆ|[a,ξ]
f,
(
bzw.
∫
ϕˆ
f := lim
ξ→a
∫
ϕˆ|[ξ,b]
f
)
,
falls dieser Grenzwert existiert.
Seien a, b ∈ R ∪ {−∞,+∞} mit a < b und ϕˆ :]a, b[→ G eine Kurve, deren
Projektion PX ◦ ϕˆ stu¨ckweise stetig-differenzierbar ist. Dann definieren wir
mit einem ρ ∈]a, b[ ∫
ϕˆ
f :=
∫
ϕˆ|]a,ρ]
f +
∫
ϕˆ|[ρ,b[
f.
In bekannter Weise folgt die Unabha¨ngigkeit des Integrals bezu¨glich ρ und
somit die Wohldefiniertheit des Integrals.
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Im folgenden wollen wir einen fu¨r unseren Zweck sinnvollen Begriff der globalen
Lo¨sung einer linearen Differentialgleichung einfu¨hren. Hierzu beno¨tigen wir den Begriff
der analytischen Fortsetzung:
(2.6) Bemerkung, Definition: Sei G ⊂ X Gebiet und η : G→ C holomorph.
i) Fu¨r ein xˆ ∈ X̂ bezeichnen wir eine holomorphe Funktion y : X̂ → C als analyti-
sche Fortsetzung von η bei xˆ
:⇔ ∃U ⊂ (PX)−1 (G) offen, mit xˆ ∈ U und y(u) = η(PX(u)) ∀u ∈ U.
ii) Eine holomorphe Funktion y : X̂ → C bezeichnen wir als analytische Fortsetzung
von η, wenn es ein xˆ ∈ X̂ gibt, so dass y analytische Fortsetzung von η bei xˆ ist.
Wir betrachten eine lineare Differentialgleichung der Form
η(n)(z) +
n−1∑
k=0
an−k(z)η(k)(z) = b(z) (2.7)
mit holomorphen Koeffizienten aj (j = 1, ..., n) und holomorpher Inhomogenita¨t b auf
X. Aus der allgemeinen Theorie ist bekannt, dass sich Lo¨sungen dieser Differentialglei-
chung (2.7) la¨ngs jeder Kurve in X analytisch fortsetzen lassen. Sei nun η : G → C
eine solche Lo¨sung in einem Gebiet G ⊂ X und U ⊂ X̂ eine Umgebung eines Punktes
a ∈ X̂ mit P (U) ⊂ G. Dann la¨sst sich ηˆ : U ∋ xˆ → η ◦ P (xˆ) ∈ C auf natu¨rliche
Weise la¨ngs jeder Kurve in X̂ mit Anfangspunkt a analytisch fortsetzen. Da X̂ einfach
zusammenha¨ngend ist, existiert eine eindeutige analytische Fortsetzung von ηˆ auf X̂ (
Satz(9.21) aus dem Anhang). Dies rechtfertigt, sich auf globale Lo¨sungen, die auf ganz
X̂ definiert sind, zu beschra¨nken:
(2.8) Bemerkung, Definition:
y : X̂ → C holomorph heißt (globale) Lo¨sung von (2.7)
:⇔ ∃ϕ ∈ AX : y ◦ ϕ−1ist Lo¨sung von(2.7).
⇔ ∀ϕ ∈ AX : y ◦ ϕ−1ist Lo¨sung von (2.7).
Hiermit folgt dann auf u¨bliche Weise:
(2.9) Satz: Seien xˆ0 ∈ X̂ und b1, b2, .., bn ∈ C. Dann gibt es zu der Anfangswertaufgabe
(2.7) mit y(κ−1)(xˆ0) = bκ, κ ∈ {1, 2, .., n} genau eine Lo¨sung y : X̂ → C.
Mit Hilfe von (2.9) lassen sich nun Logarithmus-, Argument- und Potenzfunktionen
auf Ω̂ und Ĉ∗ definieren.
Der Hauptzweig des Logarithmus Ln auf Ω0 erfu¨llt die inhomogene Differentialgleichung
η′(z) = z−1 und la¨sst sich somit u¨ber (2.7) und (2.8) wie folgt verallgemeinern:
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(2.10) Definition:
1. Mit ln0 : Ω̂ → C bezeichnen wir die eindeutige Lo¨sung der Anfangswertaufgabe
η′(z) = z−1 mit ln0(ωˆ0) = Ln
(
1
2
)
.
Hiermit definieren wir zˆα := exp(α ln0(zˆ)) fu¨r α ∈ C und zˆ ∈ Ω̂, sowie die
Argumentfunktion arg0 := Im ◦ ln0.
2. Mit ln1 : Ω̂→ C bezeichnen wir die eindeutige Lo¨sung der AWA
η′(z) = (z − 1)−1 mit ln1(ωˆ0) =Ln
(
1
2
)
+ iπ.
Hiermit definieren wir:
(zˆ − 1)α := exp(α ln1(zˆ)) und (1− zˆ)α := exp (−iπα) (zˆ − 1)α
fu¨r α ∈ C und zˆ ∈ Ω̂, sowie die Argumentfunktion arg1 := Im ◦ ln1.
(2.11) Definition:
Mit ln : Ĉ∗ → C bezeichnen wir die eindeutige Lo¨sung des Anfangwertproblems
η′(z) = z−1 mit ln(γˆ0) = 0.
Hiermit definieren wir γˆα := exp(α ln(γˆ)) fu¨r α ∈ C und γˆ ∈ Ĉ∗, sowie die Argument-
funktion arg := Im ◦ ln.
(2.12) Bemerkung:
i) ln : Ĉ∗ → C ist eine biholomorphe Abbildung.
ii) Fu¨r zˆ ∈ Ω̂ folgt:
P (zˆ) = exp (ln0(zˆ)) = |P (zˆ)| exp (i arg0(zˆ)) ,
P (zˆ)− 1 = exp (ln1(zˆ)) = |P (zˆ)− 1| exp (i arg1(zˆ))
und fu¨r γˆ ∈ Ĉ∗: P˜ (γˆ) = exp (ln (γˆ)) = |P˜ (γˆ)| exp (i arg(γˆ)) .
Beweis:
Zu i): Sei γˆ1, γˆ2 ∈ Ĉ∗. Dann existiert eine Kurve ϕ˜ : [0, 1] → Ĉ∗ mit ϕ˜(0) = γˆ1 und
ϕ˜(1) = γˆ2. Nun la¨sst sich eine zu P˜ ◦ ϕ˜, in C∗ homotope Kurve ϕ : [0, 1]→ C∗ finden,
welche stu¨ckweise stetig-differenzierbar ist. Deren Liftung (siehe Definition(9.12) aus
dem Anhang ) ϕˆ : [0, 1]→ C∗, mit ϕˆ(0) = γˆ1, ist aufgrund von (9.9), aus dem Anhang,
ebenfalls homotop zu ϕ˜, erfu¨llt also ϕˆ(1) = γˆ2.
Aufgrund von (2.5)1. und (2.5)2. folgt dann:
ln(γˆ2)− ln(γˆ1) =
∫
ϕˆ
1
P˜
=
∫
ϕ
1
z
dz. (2.13)
Somit folgt aus der Funktionentheorie und mit (9.9), aus dem Anhang:
ln(γˆ2) = ln(γˆ1) ⇒ ϕ ist eine geschlossene in C∗ nullhomotope Kurve
⇒ ϕˆ ist eine geschlossene Kurve in Ĉ∗, d.h. γˆ1 = γˆ2.
21
Also ist die ln-Funktion injektiv.
Sei nun z0 ∈ C.
Mit ϕˆ1 : [0, 1]→ Ĉ∗ bezeichnen wir die Liftung von
ϕ1 : [0, 1] ∋ t→ (1− t) + t exp (Re(z0)) ∈ C∗
mit ϕˆ1(0) = γˆ0 und mit ϕˆ2 : [0, 1]→ Ĉ∗ bezeichnen wir die Liftung von
ϕ2 : [0, 1] ∋ t→ exp (Re(z0) + it Im(z0)) ∈ C∗
mit ϕˆ2(0) = ϕˆ1(1).
Dann folgt entsprechend zu (2.13):
ln (ϕˆ2(1)) =
∫
ϕ1
1
ξ
dξ +
∫
ϕ2
1
ξ
dξ = z0.
Somit ist die ln-Funktion surjektiv.
Zu ii): Fu¨r γˆ ∈ Ĉ∗+, mit γ := P˜ (γˆ) folgt wegen (2.13)
ln(γˆ) =
∫
1,γ
1
z
dz = Ln (γ) = Ln
(
P˜ (γˆ)
)
.
Damit gilt exp (ln(γˆ)) = P (γˆ) fu¨r γˆ ∈ Ĉ∗+ und u¨ber den Identita¨tssatz (siehe Anhang
(9.6)) fu¨r alle γˆ ∈ Ĉ∗. Hieraus folgt dann
∣∣∣P˜ (γˆ)∣∣∣ = exp (ln(γˆ)) und damit P˜ (γˆ) =∣∣∣P˜ (γˆ)∣∣∣ exp (i arg (γˆ)), fu¨r γˆ ∈ Ĉ∗.
Die anderen Aussagen lassen sich in analoger Weise zeigen. 
Fu¨r eine Riemannsche Fla¨che R bezeichnen wir die hierauf agierende Gruppe aller
biholomorphen Transformationen mit
Bi(R) := {f : R → R|f biholomorph} .
In einem spa¨teren Kapitel dieser Arbeit werden wir Transformation globaler Lo¨sungen
der CHE einfu¨hren. Hierzu beno¨tigen wir spezielle biholomorphe Transformationen
auf Ω̂.
Eine Vorstellung von Bi(Ω̂) erha¨lt man, indem man beachtet, dass mit dem Rie-
mannschen Abbildungssatz (siehe Satz(9.19), Anhang) eine biholomorphe Abbildung
von Ω̂ auf K1(0) existiert. Diese induziert einen Gruppenisomorphismus von Bi(Ω̂) auf
Bi(K1(0)). Die Gruppe Bi(K1(0)) ist aber bekannt.
Eine wichtige Untergruppe von Bi(Ω̂) ist die der Decktransformationen, die hier mit
D(Ω̂/Ω) := {f : Ω̂→ Ω̂|f biholomorph mit P ◦ f = P} ⊂ Bi(Ω̂)
bezeichnet wird. Deren Eigenschaften untersuchen wir im folgenden:
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(2.14) Satz:
1. Zu jedem (ωˆ1, ωˆ2) ∈ Ω̂2 mit P (ωˆ1) = P (ωˆ2) existiert genau ein d ∈ D(Ω̂/Ω) mit
d(ωˆ1) = ωˆ2 (vgl. (9.25)).
2. Die Gruppe D(Ω̂/Ω) ist isomorph zur Fundamentalgruppe π1 (Ω, ω+) (vgl.
(9.25)). Einen Gruppenisomorphismus liefert die folgende Zuordnung:
Fu¨r σ ∈ D(Ω̂/Ω) sei vσ : [0, 1] → Ω̂ eine Kurve mit vσ(0) := ωˆ+ und
vσ(1) = σ(ωˆ+). Dann ist
χ : D(Ω̂/Ω) ∋ σ → cl(P ◦ vσ) ∈ π1 (Ω, ω+) ,
wobei wir mit cl(P ◦ vσ) die Homotopieklasse von P ◦ vσ bezeichnen.
Fu¨r den Beweis von 2. verweisen wir auf [3], Seite 32.
(2.15) Bemerkung, Definition:
i) Mit ϑ0, ϑ1, ϑ∞ aus (2.2) und χ aus (2.14) bezeichnen wir
d0 := χ
−1 (cl(ϑ0)) , d1 := χ−1 (cl(ϑ1)) , d∞ := χ−1 (cl(ϑ∞)) .
ii) Die Decktransformationen d0 und d1 erzeugen D(Ω̂/Ω).
Insbesondere gilt d0 ◦ d1 = d∞.
Beweis:
cl(ϑ0) und cl(ϑ1) erzeugen die Fundamentalgruppe π1 (Ω, ω+). Daraus und (2.14)2.
ergibt sich, dass d0 und d1 die Gruppe D(Ω̂/Ω) erzeugen.
Da ϑ0 + ϑ1 (siehe (9.22)) homotop zu ϑ∞ ist, folgt mit (2.14)2. : d∞ = d0 ◦ d1. 
Um die Transformation (1.4) auch auf globale Lo¨sungen im Sinne von (2.8) anwen-
den zu ko¨nnen, wollen wir nun
T : Ω ∋ z → 1− z ∈ Ω
in geeigneter Weise auf Ω̂ verallgemeinern.
(2.16) Bemerkung, Definition:
Es existiert genau eine biholomorphe Funktion Tˆ : Ω̂→ Ω̂ mit
T ◦ P = P ◦ Tˆ und Tˆ (ωˆ0) = ωˆ0.
Diese erfu¨llt Tˆ ◦ Tˆ = idbΩ.
Beweis: Wir betrachten dazu die holomorphe Funktion
T ◦ P : Ω̂ ∋ ωˆ → 1− P (ωˆ) ∈ Ω.
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Fu¨r diese gibt es (siehe Satz(9.13) im Anhang) genau eine stetige Funktion Tˆ : Ω̂→ Ω̂
mit P ◦ Tˆ = T ◦ P und Tˆ (ωˆ0) = ωˆ0. Tˆ ist lokal biholomorph, da P ◦ T und P
lokal biholomorph sind. Es bleibt also nur noch die Bijektivita¨t von Tˆ zu zeigen. Wir
betrachten dazu die lokal biholomorphe Abbildung Tˆ ◦ Tˆ : Ω̂ → Ω̂. Diese hat die
Eigenschaften
P ◦ Tˆ ◦ Tˆ (ωˆ) = 1− P (Tˆ (ωˆ)) = 1− (1− P (ωˆ)) = P (ωˆ), ωˆ ∈ Ω̂
und Tˆ ◦ Tˆ (ωˆ0) = ωˆ0. Somit ist Tˆ ◦ Tˆ = idbΩ (Satz(9.13), Anhang). 
(2.17) Bemerkung:
Es gilt ln1 = ln0 ◦Tˆ + iπ.
Fu¨r α ∈ C und zˆ ∈ Ω̂ gilt (1− zˆ)α = (zˆ − 1)α exp(−iπα) =
(
Tˆ (zˆ)
)α
.
Beweis:
Sei f := ln0 ◦Tˆ ∈ H
(
Ω̂
)
.
Wegen der Kettenregel in (2.4)3. gilt f ′ (zˆ) = 1
z−1 , zˆ ∈ Ω̂.
Mit ln0
(
Tˆ (ωˆ0)
)
= ln0 (ωˆ0) = Ln
(
1
2
)
folgt f = ln1−iπ aufgrund von (2.9). 
Nun werden wir einige Eigenschaften und Relationen der Transformationen d0, d1, d∞
und Tˆ auflisten.
(2.18) Bemerkung:
i) Tˆ ◦ d0 = d1 ◦ Tˆ , Tˆ ◦ d1 = d0 ◦ Tˆ ,
ii) Tˆ
(
Ω̂0
)
= Ω̂0, Tˆ
(
Ω̂+
)
= Ω̂−, Tˆ (Ω̂±∞) = Ω̂
∓
∞, Tˆ (ωˆ±) = ωˆ∓,
iii) d1
(
Ω̂+∞
)
= Ω̂−∞, d
−1
0 (Ω̂
+
∞) = Ω̂
−
∞, d∞
(
Ω̂+∞
)
= Ω̂+∞.
Beweis:
Zu ii): Mit P ◦ Tˆ (Ω̂0) = T ◦ P (Ω̂0) = T (Ω0) = Ω0 und Tˆ (ωˆ0) = ωˆ0 folgt Tˆ (Ω̂0) = Ω̂0.
Hieraus und aus P ◦ Tˆ (ωˆ±) = T ◦ P (ωˆ±) = P (ωˆ∓) ergibt sich dann Tˆ (ωˆ±) = ωˆ∓.
Aufgrund von P ◦ Tˆ (Ω̂±) = T ◦P (Ω̂±) = T (Ω±) = Ω∓ und Tˆ (ωˆ±) = ωˆ∓ folgt Tˆ (Ω̂±) =
Ω̂∓.
Ebenso erha¨lt man Tˆ (Ω̂±∞) = Ω̂
∓
∞, aufgrund von P ◦ Tˆ (Ω̂±∞) = T ◦ P (Ω̂±∞) = T (Ω∞) =
Ω∞ und Tˆ (ωˆ±) = ωˆ∓.
Zu i): Die entsprechende Gleichung fu¨r die auf Ω projizierten Funktionen ergibt
P ◦ Tˆ ◦ d0 = T ◦ P ◦ d0 = T ◦ P = P ◦ Tˆ = P ◦ d1 ◦ Tˆ .
Wir betrachten die Kurve ϕ 1
2
,ω+
: [0, 1] ∋ t → 1
2
(1− t) + tω+ ∈ Ω und bezeichnen mit
ϕˆ 1
2
,ω+
die Liftung mit ϕˆ 1
2
,ω+
(0) = ωˆ0. Wegen Spur
(
ϕ 1
2
,ω+
)
⊂ Ω0 ist Spur
(
ϕˆ 1
2
,ω+
)
⊂ Ω̂0,
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und damit gilt ϕˆ 1
2
,ω+
(1) = ωˆ+.
Mit ϕ0 : [0, 1] ∋ t → 12 exp(2πit) und ϕ1 : [0, 1] → 1− 12 exp(2πit) sind fu¨r l = 0, 1 die
Kurven ϕl und
(
ϕ 1
2
,ω+
+ ϑl
)
+
(
−ϕ 1
2
,ω+
)
(siehe 9.22) homotop zueinander. Somit ist
die Liftung
ϕˆl : [0, 1]→ Ω̂ von ϕl mit ϕˆl(0) = ωˆ0
homotop zu
(
ϕˆ 1
2
,ω+
+ ϑˆl
)
− dl
(
ϕˆ 1
2
,ω+
)
, l = 0, 1.
Also gilt
ϕˆl(1) = dl (ωˆ0) . (2.19)
Aus Tˆ (ϕˆ0(0)) = ωˆ0 = ϕˆ1(0) und
P ◦ Tˆ ◦ ϕˆ0(t) = 1− 1
2
exp(2πit) = P ◦ ϕˆ1(t), t ∈ [0, 1]
folgt Tˆ ◦ ϕˆ0 = ϕˆ1 und somit Tˆ ◦ d0(ωˆ0) = Tˆ (ϕˆ0(1)) = ϕˆ1(1) = d1 (ωˆ0) und damit
Tˆ ◦ d0 = d1 ◦ Tˆ .
Die zweite Gleichung folgt aus der ersten u¨ber
Tˆ ◦ d0 ◦ Tˆ 2 = Tˆ ◦ d0 = d1 ◦ Tˆ = Tˆ 2 ◦ d1 ◦ Tˆ .
Zu iii): Aus P ◦ d1
(
Ω̂+∞
)
= P ◦ d−10
(
Ω̂+∞
)
= Ω∞ und der Stetigkeit von d0, d1 folgt:
d1
(
Ω̂+∞
)
und d−10
(
Ω̂+∞
)
sind Zusammenhangskomponenten von P−1(Ω∞). Wegen der
Definition von d1 gilt d1(ωˆ+) = ϑˆ1(1). Da ωˆ− ∈ Spur
(
ϑˆ1
)
, so gibt es ein τ ∈]0, 1[
mit ϑˆ1(τ) = ωˆ−. Wegen ϑ1(t) ∈ Ω∞ fu¨r t ∈ [τ, 1] folgt dann, dass d1(ωˆ+) und ωˆ− in
derselben Zusammenhangskomponente von P−1(Ω∞) liegen, also in Ω̂−∞. Außerdem gilt
Ω̂+∞ = Tˆ
(
Ω̂−∞
)
= Tˆ
(
d1
(
Ω̂+∞
))
= d0
(
Tˆ
(
Ω̂+∞
))
= d0
(
Ω̂−∞
)
.
Damit folgt die Behauptung. 
Aufgrund der in (1.14) aufgezeigten Zusammenha¨nge der CHE mit hypergeo-
metrischen Differentialgleichungen werden wir globale Lo¨sungen hypergeometrischer
Differentialgleichungen im Sinne von (2.8) betrachten.
Bei der lokalen Darstellung solcher Lo¨sungen spielt die von den Transformationen T
und S : Ω ∋ z → 1
z
∈ Ω erzeugte Gruppe
Bi(Ω) =
{
z, 1− z , 1
z
,
z − 1
z
,
z
z − 1 ,
1
1− z
}
eine wichtige Rolle. Um daher globale Darstellungen solcher Lo¨sungen zu erhalten,
beno¨tigen wir daher eine Tˆ entsprechende Verallgemeinerung von S.
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(2.20) Bemerkung, Definition:
Zu S : Ω ∋ z → 1
z
∈ Ω existiert genau eine biholomorphe Funktion Sˆ : Ω̂→ Ω̂ mit
S ◦ P = P ◦ Sˆ und Sˆ(d0(ωˆ−1)) = d0(ωˆ−1).
Diese erfu¨llt Sˆ ◦ Sˆ = idbΩ.
Bei dem Beweis geht man analog zu dem Beweis von (2.16) vor.
Wir werden nun noch einige biholomorphe Transformationen auf Ĉ∗ einfu¨hren.
Die Abbildung exp : C → C∗ ist eine universelle U¨berlagerung von C∗, weil sie die
Voraussetzungen von (9.16) aus dem Anhang erfu¨llt. Da wir in (2.12) gezeigt haben,
dass die Abbildung ln : Ĉ∗ → C biholomorph ist, so induziert diese einen Gruppeniso-
morphismus von Bi(Ĉ∗) auf Bi(C), welche bekannt ist.
In (2.12) haben wir zudem exp ◦ ln = P˜ gezeigt, was bedeutet, dass die ln : Ĉ∗ → C
eine spurtreue Abbildung ist (siehe hierzu Definition (9.11) aus dem Anhang).
(2.21) Bemerkung, Definition:
Wir bezeichnen fu¨r ϕ ∈ R die biholomorphe Abbildung:
δϕ : Ĉ∗ → Ĉ∗ mit δϕ(γˆ) := ln−1(ln(γˆ) + iϕ), γˆ ∈ Ĉ∗.
Die Funktion δ2π erzeugt dann die Gruppe der Decktransformationen D(Ĉ∗/C∗), welche
aus den Transformationen δ2πk fu¨r k ∈ Z besteht.
Beweis:
Aus z1, z2 ∈ C : exp (z1) = exp (z2)⇔ z1 − z2 ∈ 2πiZ folgt
D(C/C∗) = {τk : C → C|k ∈ Z, τk(z) = z + 2πik},
welche von τ1 erzeugt wird.
ln : Ĉ∗ → C erzeugt, aufgrund von (2.12)i), einen Gruppenisomorphismus. Hieraus
ergibt sich, dass {δ2πk|k ∈ Z} von δ2π erzeugt wird. Aus der Spurtreue der ln-Abbildung
folgt dann δ2π ∈ D(Ĉ∗/C∗) und damit die Behauptung. 
Wir wollen nun noch die Transformation Q : C∗ ∋ z → 1
z
∈ C∗ wie folgt auf Ĉ∗
verallgemeinern:
(2.22) Bemerkung, Definition:
Zu Q : C∗ ∋ z → 1
z
∈ C∗ existiert genau eine biholomorphe Funktion Qˆ : Ĉ∗ → Ĉ∗ mit
Q ◦ P˜ = P˜ ◦ Qˆ und Qˆ(γˆ0) = γˆ0.
Diese erfu¨llt: Qˆ ◦ Qˆ = idcC∗ und Qˆ(γˆ+) = γˆ−.
Der Beweis la¨uft analog zum Beweis von (2.16).
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Um im weiteren Verlauf dieser Arbeit die Darstellungen der Formeln zu vereinfa-
chen, wird, falls dies nicht zu Missversta¨ndnissen fu¨hrt, folgende Konvention eingefu¨hrt:
Variablen aus Ω̂ und Ĉ∗ werden immer mit dem Symbol ” ˆ ” Dach bezeichnet, zum
Beispiel zˆ ∈ Ω̂ oder γˆ ∈ Ĉ∗.
Fu¨r deren Projektionen wird dann entsprechend das gleiche Symbol ohne ” ˆ ” gewa¨hlt,
also: Fu¨r zˆ ∈ Ω̂ (bzw. γˆ ∈ Ĉ∗) wird z := P (zˆ) ∈ Ω (bzw. γ = P˜ (γˆ) ∈ C∗) notiert.
Nun fu¨hren wir fu¨r die CHE (1.5) und deren Lo¨sungsmenge eine Notation ein, bei
der die Parameter α0, α1, β0, β1, γ ∈ C aus (1.5) mit einbezogen werden.
In dieser Arbeit werden wir ausschließlich den Fall γ ∈ C∗ betrachten, da ∞ genau
dann eine irregula¨re Singularita¨t der CHE (1.5) von Rang 1 ist (siehe [12]). Da
die globalen Lo¨sungen der CHE (1.5) im allgemeinen ein Umlaufverhalten um den
Nullpunkt bezu¨glich γ ∈ C∗ haben, ist es sinnvoll die Lo¨sungen in Abha¨ngigkeit von
γˆ ∈ Ĉ∗ mit P˜ (γˆ) = γ zu betrachten.
Somit fu¨hren wir fu¨r
p = (α0, β0, α1, β1, γˆ) ∈ Λ := C4 × Ĉ∗ (2.23)
den parameterabha¨ngigen Differentialoperator L(p) : H(Ω̂)→ H(Ω̂) durch
(L(p)η) (zˆ) := z(z − 1)η′′(zˆ) + [(1− α0)(z − 1) + (1− α1)z − γz(z − 1)]η′(zˆ)
+
[1
2
(1− α0)(1− α1) + (β0 − 1
2
γ(1− α0))(z − 1) + (β1 − 1
2
γ(1− α1))z
]
η(zˆ), (2.24)
ein. Dann gilt:
η : Ω̂→ C ist genau dann globale Lo¨sung der CHE (1.5) zum Parametersatz p, wenn
η ∈ Kern (L(p)) ist.
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3 Gewinnung von Integralrelationen
Erfu¨llen zwei globale Lo¨sungen y ∈ Kern (L(p)) und y˜ ∈ Kern (L(p˜)), mit p, p˜ ∈ Λ,
eine Integralgleichung der Form
y(zˆ) =
∫
c
K(zˆ, ·)y˜, zˆ ∈ G, (3.1)
wobei G,H ⊂ Ω̂ Gebiete sind, K : G×H → C eine stetige partiell-holomorphe Funk-
tion ist, und c eine in H verlaufende Kurve mit P ◦ c stu¨ckweise stetig-differenzierbar
ist, so bezeichnet man die Gleichung (3.1) als eine Integralrelation von Lo¨sungen kon-
fluenter Heunscher Differentialgleichungen.
Die Funktion K bezeichnet man als Kern der Integralrelation (3.1).
Mit Hilfe von Satz (9.30) aus dem Anhang wollen wir solche Integralrelationen gewin-
nen. Um diesen Satz auf unsere Situation anwenden zu ko¨nnen, beno¨tigen wir Para-
metersa¨tze p, p˜ ∈ Λ sowie einen Kern K : G ×H → C, G,H ⊂ Ω̂ Gebiete, so daß die
partielle Differentialgleichung(
L (p)K
(·, tˆ)) (zˆ) = (L (p˜)K (zˆ, ·)) (tˆ) , (zˆ, tˆ) ∈ G×H (3.2)
erfu¨llt ist.
Solche Kerne wollen wir auf zwei unterschiedliche Methoden gewinnen:
3.1 Kerne mittels Separation
Die erste Methode basiert auf der simultanen Separierbarkeit der verallgemeinerten
Schro¨dingergleichung (siehe (1.14)). Hierbei setzen wir p˜ = p = (α0, β0, α1, β1, γˆ) ∈ Λ
voraus und schließen an Abschnitt 1.2 an.
(3.3) Bemerkung, Definition:
Es seien θ := (θ1, θ2) : Ω̂
2 → C∗ ×C∗ und η := (η1, η2) : Ω̂2 → C∗ ×Ω die stetigen und
partiell holomorphen Funktionen
θ
(
ξˆ1, ξˆ2
)
:= (ξ1ξ2, (1− ξ1) (ξ2 − 1)) ,
(
ξˆ1, ξˆ2
)
∈ Ω̂2,
η
(
ξˆ1, ξˆ2
)
:=
(
ξ1 + ξ2 − 1, ξ1ξ2
ξ1 + ξ2 − 1
)
,
(
ξˆ1, ξˆ2
)
∈ Ω̂2.
Hierfu¨r gilt (vgl. Satz (9.13) aus dem Anhang) :
i) Zu
(
ξˆ01 , ξˆ
0
2
)
∈ Ω̂2 und (zˆ1, zˆ2) ∈ Ĉ∗
2
mit (z1, z2) = θ
(
ξˆ01 , ξˆ
0
2
)
existiert genau eine
Liftung θˆ :=
(
θˆ1, θˆ2
)
: Ω̂2 → Ĉ∗ × Ω̂ von θ mit θˆ
(
ξˆ01 , ξˆ
0
2
)
= (zˆ1, zˆ2).
ii) Zu
(
ξˆ01 , ξˆ
0
2
)
∈ Ω̂2 und (zˆ1, zˆ2) ∈ Ĉ∗ × Ω̂ mit (z1, z2) = η
(
ξˆ01 , ξˆ
0
2
)
existiert genau
eine Liftung ηˆ := (ηˆ1, ηˆ2) : Ω̂
2 → Ĉ∗ × Ω̂ von η mit ηˆ
(
ξˆ01 , ξˆ
0
2
)
= (zˆ1, zˆ2).
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Diese sind partiell holomorph (vgl. Satz (9.14) aus dem Anhang).
(3.4) Bezeichnung: Wir bezeichnen fu¨r (α, β, γ, zˆ) ∈ C3 × Ω̂:
̟(α, β, γ, zˆ) := zˆα(1− zˆ)β exp (γz) .
(3.5) Satz:
Seien ηˆ1, ηˆ2, θˆ1, θˆ2 wie in (3.3) gewa¨hlt und p = p˜ = (α0, β0, α1, β1, γˆ) ∈ Λ.
1. Ist ν ∈ C, v1 ∈ H
(
Ĉ∗
)
globale Lo¨sung von (1.15) und v2 ∈ H
(
Ω̂
)
globale
Lo¨sung von (1.16), so erfu¨llt K : Ω̂2 → C mit
K(zˆ, tˆ) := v1
(
ηˆ1(zˆ, tˆ)
)
v2
(
ηˆ2(zˆ, tˆ)
)
, (zˆ, tˆ) ∈ Ω̂2,
die partielle Differentialgleichung (3.2).
2. Ist λ ∈ C, u1 ∈ H
(
Ĉ∗
)
globale Lo¨sung von (1.17) und u2 ∈ H
(
Ĉ∗
)
globale
Lo¨sung von (1.18), so erfu¨llt K : Ω̂2 → C mit
K(zˆ, tˆ) := u1
(
θˆ1(zˆ, tˆ)
)
u2
(
θˆ2(zˆ, tˆ)
)
, (zˆ, tˆ) ∈ Ω̂2,
die partielle Differentialgleichung (3.2).
Sei außerdem G ⊂ Ω̂ ein Gebiet, K wie in 1. oder 2. gewa¨hlt, y1 ∈ Kern (L(p)) und c
eine Kurve in Ω̂, mit P ◦ c stu¨ckweise stetig differenzierbar und
̟(1− α0, 1− α1,−γ, ·) (y1∂2K(zˆ, ·)−K(zˆ, ·)y′1)
∣∣∣∣
c
= 0, ∀zˆ ∈ G.
Im Fall, dass c ein uneigentlicher Integrationsweg ist, gelte zusa¨tzlich:
Das uneigentliche Integral ∫
c
K(zˆ, ·)̟(−α0,−α1,−γ, ·)y1
konvergiere bzgl. zˆ ∈ G lokal gleichma¨ssig.
Dann existiert eine Lo¨sung y2 : Ω̂→ C von L(p)y2 = 0 mit
y2(zˆ) =
∫
c
K(zˆ, ·)̟(−α0,−α1,−γ, ·)y1, zˆ ∈ G.
Beweis: Wir ko¨nnen u¨ber die Kettenregel (2.4)iii) und die in (1.14) durchgefu¨hrten
Separationen sofort schliessen, daß die im Satz angegebenen Funktionen K die partielle
Differentialgleichung (3.2) lo¨sen. Die u¨brigen Aussagen folgen sofort mit Satz (9.30) aus
dem Anhang, wobei man natu¨rlich zu beachten hat, dass sich jede lokale Lo¨sung auf
Ω̂ analytisch fortsetzen la¨sst. 
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3.2 Kerne der Form k(z · t) und k(z + t)
Die zweite Methode besteht darin, mit Hilfe von Ansa¨tzen der Form
K
(
zˆ, tˆ
)
:= k(zt) und K
(
zˆ, tˆ
)
:= k(z + t)
Parameter p, p˜ ∈ Λ und Funktionen k zu suchen, so daß die Gleichung (3.2) erfu¨llt
wird.
(3.6) Lemma: Es seien D ⊂ C, G ⊂ Ω̂2 Gebiete mit z · t ∈ D fu¨r (zˆ, tˆ) ∈ G,
k : C ⊃ D → C eine holomorphe Funktion, K (zˆ, tˆ) := k(zt), (zˆ, tˆ) ∈ G und
p = (α0, β0, α1, β1, γˆ) ∈ Λ, p˜ =
(
α˜0, β˜0, α˜1, β˜1, ˆ˜γ
)
∈ Λ.
Dann erfu¨llt K die partielle Differentialgleichung (3.2) genau dann, wenn k die folgen-
den drei Differentialgleichungen lo¨st:
xk′′ + [(1− α0)− xγ˜]k′ + [β˜0 + β˜1 − 1
2
γ˜(2− α˜0 − α˜1)]k = 0, (3.7)
xk′′ + [(1− α˜0)− xγ]k′ + [β0 + β1 − 1
2
γ(2− α0 − α1)]k = 0, (3.8)
x[(−α0 − α1 + α˜0 + α˜1) + (γ − γ˜)]k′ +
[1
2
(1− α0)(1− α1) (3.9)
−1
2
(1− α˜0)(1− α˜1) + (β˜0 − 1
2
γ˜(1− α˜0))− (β0 − 1
2
γ(1− α0))
]
k = 0.
(3.10) Lemma: Es seien D ⊂ C, G ⊂ Ω̂2 Gebiete mit z + t ∈ D fu¨r (zˆ, tˆ) ∈ G,
k : C ⊃ D → C eine holomorphe Funktion, K (zˆ, tˆ) := k(z + t), (zˆ, tˆ) ∈ G und
p = (α0, β0, α1, β1, γˆ) ∈ Λ, p˜ =
(
α˜0, β˜0, α˜1, β˜1, ˆ˜γ
)
∈ Λ.
Dann erfu¨llt K die partielle Differentialgleichung (3.2) genau dann, wenn k die folgen-
den drei Differentialgleichungen lo¨st:
x(x+ 1)k′′ + [(1− α1)(x+ 1) + (1− α0)x+ (1− α˜0)− γx(x+ 1)] k′ (3.11)
+
[
(β0 − 1
2
γ(1− α0))x+ (β1 − 1
2
γ(1− α1))(x+ 1) + 1
2
(1− α0)(1− α1)
−1
2
(1− α˜0)(1− α˜1) + β˜0 − 1
2
γ˜(1− α˜0)
]
k = 0,
2xk′′ + [(4− α0 − α1 − α˜0 − α˜1 − γ + γ˜)− 2γx] k′ (3.12)
+
[
β0 + β˜0 + β1 + β˜1 − 1
2
γ(2− α1 − α0)− 1
2
γ˜(2− α˜1 − α˜0)
]
k = 0,
(γ˜ − γ)k′ = 0. (3.13)
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Beweis von (3.6):
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ und p˜ =
(
α˜0, β˜0, α˜1, β˜1, ˆ˜γ
)
∈ Λ. Dann gilt:(
L (p)K
(·, tˆ)) (zˆ)− (L(p˜)K (zˆ, ·)) (tˆ) = z(z − 1)k′′(z · t)t2
+ [(1− α0)(z − 1) + (1− α1)z − γz(z − 1)]k′(z · t)t
+
[
1
2
(1− α0)(1− α1) +
(
β0 − 1
2
γ(1− α0)
)
(z − 1)
+
(
β1 − 1
2
γ(1− α1)
)
z
]
k(z · t)− t(t− 1)k′′(z · t)z2
− [(1− α˜0)(t− 1) + (1− α˜1)t− γ˜t(t− 1)]k′(z · t)z
−
[
1
2
(1− α˜0)(1− α˜1) +
(
β˜0 − 1
2
γ˜(1− α˜0)
)
(t− 1)
+
(
β˜1 − 1
2
γ˜(1− α˜1)
)
t
]
k(z · t)
= (zt)(z − t)k′′(z · t)
+ [(−α0 − α1 + α˜0 + α˜1)(zt)− (1− α0)t+ (1− α˜0)z − z2tγ + t2zγ˜
+ (zt)(γ − γ˜)]k′(z · t) +
[
1
2
(1− α0)(1− α1)− 1
2
(1− α˜0)(1− α˜1)
+
(
β0 + β1 − 1
2
γ(2− α0 − α1)
)
z −
(
β˜0 + β˜1 − 1
2
γ˜(2− α˜0 − α˜1)
)
t
+
(
β˜0 − 1
2
γ˜(1− α˜0)
)
−
(
β0 − 1
2
γ(1− α0)
)]
k(zt)
=− tF1(zt) + zF2(zt) + F3(zt),
mit
F1(x) := xk
′′(x)− γ˜xk′(x) + (1− α0)k′(x)
+
(
β˜0 + β˜1 − 1
2
γ˜(2− α˜0 − α˜1)
)
k(x),
F2(x) := xk
′′(x)− γxk′(x) + (1− α˜0)k′(x)+(
β0 + β1 − 1
2
γ(2− α0 − α1)
)
k(x),
F3(x) := (−α0 − α1 + α˜0 + α˜1 + γ + γ˜)xk′(x) +
(
1
2
(1− α0)(1− α1)
−1
2
(1− α˜0)(1− α˜1) +
(
β˜0 − 1
2
γ˜(1− α˜0)
)
−
(
β0 − 1
2
γ(1− α0)
))
k(x),
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fu¨r x ∈ D.
Sei
(
zˆ0, tˆ0
) ∈ G beliebig und x0 := z0t0. Dann existiert eine Umgebung U × V von(
zˆ0, tˆ0
)
in G, so dass fu¨r jedes tˆ ∈ V ein zˆ(tˆ) ∈ U existiert mit tz (tˆ) = x0. Fu¨r tˆ ∈ V
folgt dann aus
0 =
(
L (p)K
(·, tˆ)) (zˆ)− (L(p˜)K (zˆ, )) (tˆ) = t[−F1(x0)] + z (tˆ) [F2(x0)] + [F3(x0)]
die Gleichung t2[−F1(x0)] + t[F3(x0)] + [x0F2(x0)] = 0 und damit weiter F1(x0) =
F2(x0) = F3(x0) = 0. Da die Menge {zt|
(
tˆ, zˆ
) ∈ G} einen Ha¨ufungspunkt in D hat, so
folgt F1 = F2 = F3 = 0 nach dem Identita¨tssatz.
Damit ist eine Implikation bewiesen. Die Ru¨ckrichtung ist trivial. 
Beweis von (3.10):
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ und p˜ =
(
α˜0, β˜0, α˜1, β˜1, ˆ˜γ
)
∈ Λ. Dann gilt:(
L (p)K
(·, tˆ)) (zˆ)− (L(p˜)K (zˆ, ·)) (tˆ)
=(z − t) (z + t− 1) k′′(z + t− 1) +
[
(1− α0)(z − 1)− (1− α˜0)(t− 1)
+ (1− α1)z − (1− α˜1)t− γz(z − 1) + γ˜t(t− 1)
]
k′(z + t− 1)
+
[
1
2
(1− α0)(1− α1)− 1
2
(1− α˜0)(1− α˜1) +
(
β0 − 1
2
γ(1− α0)
)
(z − 1)
−
(
β˜0 − 1
2
γ˜(1− α˜0)
)
(t− 1) +
(
β1 − 1
2
γ(1− α1)
)
z
−
(
β˜1 − 1
2
γ˜(1− α˜1)
)
t
]
k(z + t− 1)
=F1(z + t− 1)− tF2(z + t− 1) + t2F3(z + t− 1)
mit
F1(x) :=x(x+ 1)k
′′(x) +
[
(1− α0)x+ (1− α1)(x+ 1)
+ (1− α˜0)− γx(x+ 1)
]
k′(x) +
[(
β0 − 1
2
γ(1− α0)
)
x
+
(
β1 − 1
2
γ(1− α1)
)
(x+ 1) + c+ β˜0 − 1
2
γ˜(1− α˜0)
]
k(x),
F2(x) :=2xk
′′(x) + [4− α0 − α˜0 − α1 − α˜1 − γ + γ˜ − 2γx] k′(x)
+
(
β0 + β˜0 + β1 + β˜1 − 1
2
γ˜(2− α˜0 − α˜1)− 1
2
γ(2− α0 − α1)
)
,
F3(x) := (γ˜ − γ) k′(x).
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fu¨r x ∈ D. Analog zum Beweis von (3.6) folgt die Behauptung. 
Setzen wir in (3.6) und (3.10) p˜ = p = (α0, β0, α1, β1, γˆ) ∈ Λ voraus, so erfu¨llt k
in beiden Fa¨llen eine konfluente hypergeometrische Differentialgleichung. Die hieru¨ber
gewonnenen Kerne lassen sich ebenfalls aus Satz (3.5) erhalten.
(3.14) Bemerkung:
Seien die Voraussetzungen von (3.6) erfu¨llt und sei p˜ = p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Dann gilt:
K lo¨st die partielle Differentialgleichung (3.2) genau dann, wenn k Lo¨sung der folgen-
den konfluenten hypergeometrischen Differentialgleichung ist:
xk′′ + [(1− α0)− xγ]k′ + [β0 + β1 − 1
2
γ(2− α0 − α1)]k = 0.
Seien die Voraussetzungen von (3.10) erfu¨llt und sei p˜ = p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Dann gilt:
K lo¨st die partielle Differentialgleichung (3.2) genau dann, wenn k Lo¨sung der folgen-
den konfluenten hypergeometrischen Differentialgleichung ist:
xk′′ + [(2− α0 − α1)− xγ]k′ + [β0 + β1 − 1
2
γ(2− α0 − α1)]k = 0.
Die Behauptungen folgen sofort aus (3.6) und (3.10).
In der folgenden Bemerkung erhalten wir mit Hilfe der exp-Funktion einen Kern, mit
dem wir verallgemeinerte Laplacetransformation fu¨r die Lo¨sungen der CHE definieren
werden.
(3.15) Bemerkung, Definition:
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ und p˜ =
(
α˜0, β˜0, α˜1, β˜1, ˆ˜γ
)
∈ Λ.
Der Kern K : Ω̂2 ∋ (zˆ, tˆ) → exp(γzt) ∈ C erfu¨llt genau dann die partielle Differenti-
algleichung (3.2), wenn:
α˜0 =
α0 + α1
2
+
β0 + β1
γ
, α˜1 =
α0 + α1
2
− β0 + β1
γ
, γ˜ = γ,
β˜0 =
1
4
γ (α0 − α1) + 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
+
β0 − β1
2
,
β˜1 =
1
4
γ (α0 − α1)− 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
− β0 − β1
2
.
(3.16)
Beweis:
Setzen wir k(x) := exp(γx), x ∈ C in die Differentialgleichungen (3.7),(3.8) und (3.9)
ein und multiplizieren die drei Gleichungen mit exp(−γx) so folgt:
(3.7) ist genau dann erfu¨llt, wenn fu¨r alle x ∈ C gilt:
(γ2 − γ˜γ)x+ (1− α0)γ + β˜0 + β˜1 − 1
2
γ˜(2− α˜0 − α˜1) = 0.
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(3.7) ist damit a¨quivalent zu
γ˜ = γ und α0 =
β˜0 + β˜1
γ
+
(α˜0 + α˜1)
2
. (3.17)
Genauso folgt: (3.8) ist a¨quivalent zu
γ = γ˜ und α˜0 =
β0 + β1
γ
+
α0 + α1
2
. (3.18)
(3.9) ist genau dann erfu¨llt, wenn fu¨r alle x ∈ C gilt:
(−α0 − α1 + α˜0 + α˜1)γx+
(
1
2
(1− α0)(1− α1)
− 1
2
(1− α˜0)(1− α˜1) + β˜0 − 1
2
γ˜(1− α˜0)−
(
β0 − 1
2
γ(1− α0)
))
= 0.
(3.9) ist damit a¨quivalent zu
α0 + α1 = α˜0 + α˜1 und
β˜0 =
1
2
(1− α˜0)(1− α˜1)− 1
2
(1− α0)(1− α1) + β0 + 1
2
γ(1− α˜0 − 1 + α0) (3.19)
=
1
2
[1− (α˜0 + α˜1) + α˜0α˜1 − (1− (α0 + α1) + α0α1)] + β0 + 1
2
γ(α0 − α˜0)
und damit zu
β˜0 =
1
2
(α˜0α˜1 − α0α1) + β0 + 1
2
γ(α0 − α˜0) und α0 + α1 = α˜0 + α˜1. (3.20)
Mit jeweils den zweiten Gleichungen aus (3.17) (3.18) und (3.20) folgt:
α0 + α1 = α˜0 + α˜1 und α˜0 =
α0 + α1
2
+
β0 + β1
γ
und
α0 =
β˜0 + β˜1
γ
+
(α˜0 + α˜1)
2
gilt genau dann, wenn gilt:
α˜0/1 =
α0 + α1
2
± β0 + β1
γ
und β˜0 + β˜1 =
1
2
γ (α0 − α1) . (3.21)
34
Mit (3.21) und der ersten Gleichung aus (3.20) gilt:
(3.21) und β˜0 =
1
2
(α˜0α˜1 − α0α1) + β0 + 1
2
γ(α0 − α˜0)
⇔ (3.21) und β˜0 = 1
2
(
(α0 + α1)
2
4
− (β0 + β1)
2
γ2
− 4α0α1
4
)
+ β0
+
1
2
γ
(
α0 − α0 + α1
2
− β0 + β1
γ
)
=
1
4
γ (α0 − α1) + 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
+
β0 − β1
2
⇔ α˜0/1 = α0 + α1
2
± β0 + β1
γ
und
β˜0/1 =
1
4
γ (α0 − α1)± 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
± β0 − β1
2
.

(3.22) Satz: Sei G ⊂ Ω̂ Gebiet, p, p˜ ∈ Λ wie in (3.16), y1 ∈ Kern (L (p˜)), ̟ wie in
(3.4) und c eine Kurve in Ω̂, deren Projektion stu¨ckweise stetig-differenzierbar ist, mit
̟ (1− α˜0, 1− α˜1,−γ, ·) exp (γzP (·)) (y1 · z · γ − y′1)
∣∣∣∣
c
= 0, zˆ ∈ G.
Im Fall, dass c ein uneigentlicher Integrationsweg ist, gelte zusa¨tzlich:
Das uneigentliche Integral∫
c
exp (γzP (·))̟(−α˜0,−α˜1,−γ, ·)y1
konvergiere bzgl. zˆ ∈ G lokal gleichma¨ßig.
Dann existiert genau ein y2 ∈ Kern (L(p)) mit
y2(zˆ) =
∫
c
exp (γzP (·))̟(−α˜0,−α˜1,−γ, ·)y1, zˆ ∈ G.
Dies folgt sofort aus (3.15) und Satz (9.30) aus dem Anhang, wieder mit analyti-
scher Fortsetzung (siehe Beweis von (3.5)).
Mit Hilfe von (3.6) und (3.10) lassen sich noch andere Kerne gewinnen als die in (3.14)
und (3.15) angegebenen. Zum Beispiel erha¨lt man mit Hilfe von (3.10) Kerne der Form
K(z, t) := (z + t− 1)µ = (t− T (z))µ. Hiermit lassen sich im Zusammenhang mit (1.4)
Kerne der Form K(z, t) := (t− z)µ finden. Diese, sowie der in (3.15) angegebene Kern,
lassen sich auch in [7] nachlesen. Dort werden zudem weitere Integralrelation angege-
ben, die sich unter Beru¨cksichtigung von (1.4) aus den hier besprochenen gewinnen
lassen.
Weitere Arbeiten, die sich in diesem Zusammenhang mit Integralrelationen bescha¨ftigen,
sind [20], [12], [7],[6],[8] und [9].
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4 Transformationen globaler Lo¨sungen der konflu-
enten Heunschen Differentialgleichung
In diesem Abschnitt wird eine Gruppe von Transformationen definiert, die auf der
Funktionsmenge F
(
Λ× Ω̂
)
:=
{
f |f : Λ× Ω̂→ C
}
(mit Λ aus (2.23)) agiert und de-
ren Elemente die Mannigfaltigkeit, welche von den parameterabha¨ngigen Lo¨sungen der
CHE erzeugt wird, auf sich abbildet.
Solche Transformationen erhalten wir zum einen mit Hilfe der Decktransformationen
aus D
(
Ω̂/Ω
)
und zum anderen mit dem in (1.3) und (1.4) errechneten Transformati-
onsverhalten der CHE.
(4.1) Bemerkung, Definition:
Fu¨r d ∈ D
(
Ω̂/Ω
)
sei Υ(d) : F
(
Λ× Ω̂
)
→ F
(
Λ× Ω̂
)
die durch
(Υ(d)y) (p, zˆ) := y
(
p, d−1 (zˆ)
)
, y ∈ F
(
Λ× Ω̂
)
, (p, zˆ) ∈ Λ× Ω̂
definierte Transformation. Man erkennt sofort:
Υ : D
(
Ω̂/Ω
)
→ Υ
(
D
(
Ω̂/Ω
))
ist ein Gruppenisomorphismus.
Speziell bezeichnen wir
φ0 := Υ
(
d−10
)
, φ1 := Υ
(
d−11
)
, und φ∞ := Υ
(
d−1∞
)
= φ1 ◦ φ0.
Im Zusammenhang mit (1.3),(1.4) fu¨hren wir nun folgende Parametertransforma-
tionen ein:
(4.2) Definition:
Wir definieren τ0, τ1, τ01, τ∞ : Λ→ Λ mit p = (α0, β0, α1, β1, γˆ) ∈ Λ durch:
τ0(p) := (−α0, β0, α1, β1, γˆ),
τ1(p) := (α0, β0,−α1, β1, γˆ),
τ01(p) := (α1,−β1, α0,−β0, δ−π(γˆ)),
τ∞(p) := (α0, β0, α1, β1, δπ(γˆ)),
wobei δπ und δ−π in (2.21) definiert wurden.
Hiermit definieren wir:
(4.3) Definition:
Wir definieren t0, t1, t01, t∞ : F
(
Λ× Ω̂
)
→ F
(
Λ× Ω̂
)
mit y ∈ F
(
Λ× Ω̂
)
,
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p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ω̂ durch:
(t0y) (p, zˆ) := zˆ
α0y(τ0(p), zˆ),
(t1y) (p, zˆ) := (1− zˆ)α1 y(τ1(p), zˆ),
(t01y) (p, zˆ) := y
(
τ01(p), Tˆ (zˆ)
)
,
(t∞y) (p, zˆ) := exp (γz) y(τ∞(p), zˆ).
(4.4) Satz: Fu¨r d ∈ D
(
Ω̂/Ω
)
, l ∈ {0, 1, 01,∞}, p ∈ Λ und y ∈ F
(
Λ× Ω̂
)
gilt:
1. y (τl(p), ·) ∈ Kern (L (τl (p)))⇒ (tly) (p, ·) ∈ Kern (L(p)),
2. y(p, ·) ∈ Kern (L(p))⇒ (Υ (d) y) (p, ·) ∈ Kern (L(p)).
Beweis: Die erste Aussage folgt indem man die Transformationen (1.3) und (1.4) auf
die Differentialgleichung (1.5) anwendet.
Sei d ∈ D
(
Ω̂/Ω
)
. Dann gilt P |G ∈ AΩ genau dann, wenn P |d(G) ∈ AΩ. Mit
y ◦ (P |G)−1 = y ◦ d−1 ◦ d ◦ (P |G)−1 = y ◦ d−1 ◦
(
P |d(G)
)−1
,
folgt die zweite Behauptung. 
(4.5) Bemerkung:
Die Parametertransformationen τ0, τ01, τ∞ erzeugen eine (unendliche) Gruppe T mit
τ1 ∈ T in der folgendes gilt:
i) τ 20 = τ
2
1 = id
ii) τ 2∞ = (τ
−1
01 )
2
iii) τ0, τ1, τ∞ kommutieren untereinander
iv) τ∞ ◦ τ01 = τ01 ◦ τ∞
v) τ1 ◦ τ01 = τ01 ◦ τ0 und τ0 ◦ τ01 = τ01 ◦ τ1.
Beweis :
Die Aussagen in i)- iv) sind klar.
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Dann gilt
τ1 ◦ τ01(p) = τ1(α1,−β1, α0,−β0, δ−π(γˆ)) = (α1,−β1,−α0,−β0, δ−π(γˆ))
= τ01(−α0, β0, α1, β1, γˆ) = τ01 ◦ τ0(p).
Analog folgt τ0 ◦ τ01 = τ01 ◦ τ1. Damit gilt auch τ1 ∈ T . 
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(4.6) Bemerkung:
Die Transformationen φ0, t0, t01 und t∞ erzeugen eine unendliche Gruppe G mit
φ1, t1 ∈ G, in der folgendes gilt:
i) t∞ ◦ tl = tl ◦ t∞; l ∈ {0, 1}
ii) (t∞t01y) (p, ·) = exp (γ) (t01t∞y) (p, ·),
fu¨r y ∈ F
(
Λ× Ω̂
)
und p = (α0, β0, α1, β1, γˆ) ∈ Λ
iii) t0 ◦ t1 = t1 ◦ t0
iv) t01 ◦ t0 = t1 ◦ t01
v) (tl)
2 = id, l ∈ {0, 1}
vi) (t∞)−1 = t∞ ◦ (t01)2, (t01)−1 = t01 ◦ (t∞)2
vii) (φltly) (p, ·) = exp (2πiαl) (tlφly) (p, ·), l ∈ {0, 1},
fu¨r y ∈ F
(
Λ× Ω̂
)
und p = (α0, β0, α1, β1, γˆ) ∈ Λ
viii) φl ◦ t1−l = t1−l ◦ φl, l ∈ {0, 1}
ix) φl ◦ t01 = t01 ◦ φ1−l, l ∈ {0, 1}
x) φl ◦ t∞ = t∞ ◦ φl, l ∈ {0, 1}.
Beweis :
Sei y ∈ F
(
Λ× Ω̂
)
, p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ω̂.
Die Aussagen in i),iii), viii) und x) sind klar.
Zu ii): Wir zeigen: (t∞t01y) (p, ·) = exp (γ) (t01t∞y) (p, ·).
(t∞t01y) (p, zˆ) = exp(γz) (t01y) (τ∞(p), zˆ) = exp(γz)y
(
τ01 ◦ τ∞(p), Tˆ (zˆ)
)
(t01t∞y) (p, zˆ) = (t∞y) (τ01(p), Tˆ (zˆ))
= exp
(
P˜ (δ−π(γˆ))P
(
Tˆ (zˆ)
))
y(τ∞ ◦ τ01(p), Tˆ (zˆ))
= exp (−γ(1− z)) y(τ∞ ◦ τ01(p), Tˆ (zˆ)).
Mit (4.5)iv) folgt dann die Behauptung.
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Zu iv): Wir zeigen t01t0y = t1t01y.
(t01t0y) (p, zˆ) = (t0y)
(
τ01(p), Tˆ (zˆ)
)
=
(
Tˆ (zˆ)
)α1
y
(
τ0 ◦ τ01(p), Tˆ (zˆ)
)
= (1− zˆ)α1y
(
τ0 ◦ τ01(p), Tˆ (zˆ)
)
(t1t01y) (p, zˆ) = (1− zˆ)α1 (t01y) (τ1(p), zˆ)
= (1− zˆ)α1y
(
τ01 ◦ τ1(p), Tˆ (zˆ)
)
Mit(4.5)v) folgt dann die Behauptung.
Zu v): Wir zeigen: t0t0y = t1t1y = y.
(t0t0y) (p, zˆ) = zˆ
α0 (t0y) (τ0(p), zˆ) = zˆ
α0 zˆ−α0y(τ 20 (p), zˆ)
(4.5)i)
= y(p, zˆ)
(t1t1y) (p, zˆ) = (1− zˆ)α1 (t1y) (τ1(p), zˆ)
= (1− zˆ)α1(1− zˆ)−α1y(τ 21 (p), zˆ)
(4.5)i)
= y(p, zˆ)
Zu vi): Wir zeigen: t01t01y = t
−1
∞ t
−1
∞ y.
(t01t01y) (p, zˆ) = (t01y)
(
τ01(p), Tˆ (zˆ)
)
= y
(
τ 201(p), z
)
(t∞t∞y) (p, zˆ) = exp (γz) (t∞y) (τ∞(p), zˆ)
= exp (γz) exp (−γz) y(τ 2∞(p), zˆ) = y(τ 2∞(p), zˆ)
Damit folgt die Behauptung mit (4.5)ii).
Zu vii): Wir zeigen: (φ0t0y) (p, ·) = exp (2πiα0) (t0φ0y) (p, ·).
(φ0t0y) (p, zˆ) = (t0y) (p, d0 (zˆ)) = (d0 (zˆ))
α0 y (τ0(p), d0 (zˆ))
= exp (2πiα0) zˆ
α0y (τ0(p), d0 (zˆ))
= exp (2πiα0) zˆ
α0 (φ0y) (τ0(p), zˆ) = exp (2πiα0) (t0φ0y) (p, zˆ)
Analog zeigt man: (φ1t1y) (p, ·) = exp (2πiα1) (t1φ1y) (p, ·).
Zu ix): Wir zeigen: φ0t01y = t01φ1y.
(φ0t01y) (p, zˆ) = (t01y) (p, d0 (zˆ)) = y
(
τ01(p), Tˆ ◦ d0 (zˆ)
)
= y
(
τ01(p), d1 ◦ Tˆ (zˆ)
)
= (φ1y)
(
τ01(p), Tˆ (zˆ)
)
= (t01φ1y) (p, zˆ)
Analog zeigt man: φ1t01y = t01φ0y. 
Als na¨chstes werden geeignete Laplacetransformationen von globalen Lo¨sungen der
CHE definiert.
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Hierzu verwenden wir Satz (3.22) und die in (3.15) eingefu¨hrte Parametertransforma-
tion:
(4.7) Definition:
Sei τ∗ :=
(
α∗0, β
∗
0 , α
∗
1, β
∗
1 , γˆ
∗) : Λ→ Λ die fu¨r p = (α0, β0, α1, β1, γ) ∈ Λ durch
α∗0(p) :=
α0 + α1
2
+
β0 + β1
γ
, α∗1(p) :=
α0 + α1
2
− β0 + β1
γ
, γˆ∗(p) := γˆ,
β∗0(p) :=
1
4
γ (α0 − α1) + 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
+
β0 − β1
2
,
β∗1(p) :=
1
4
γ (α0 − α1)− 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
− β0 − β1
2
definierte Transformation.
Wir listen Eigenschaften von τ∗ auf.
(4.8) Lemma:
1. τ∗ ist ein partiell holomorpher Homo¨omorphismus mit τ∗ ◦ τ∗ = idΛ.
2. Invarianten: Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ gilt
(a) α0 + α1 = α
∗
0(p) + α
∗
1(p),
(b) (β0 + β1)
2 + γ2 (β1 − β0) = (β∗0(p) + β∗1(p))2 + (γ∗(p))2 (β∗1(p)− β∗0(p)),
(c) β0 − 12γ(1− α0)− 12(1− α0)(1− α1)
= β∗0(p)− 12γ∗(p)(1− α∗0(p))− 12(1− α∗0(p))(1− α∗1(p)).
3. Zusammenha¨nge:
(a) Mit τ∞, τ01, τ0 und τ1 aus Definition (4.2) folgt:
τ−1∞ ◦ τ∗ = τ∗ ◦ τ01,
τ0 ◦ τ∗ = τ∗ ◦ τ0 ◦ τ∗ ◦ τ0,
τ1 ◦ τ∗ = τ∗ ◦ τ1 ◦ τ∗ ◦ τ1,
τ01 ◦ τ1 ◦ τ0 ◦ τ∞ = τ∗ ◦ τ1 ◦ τ0 ◦ τ∗.
(b) Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ gilt:
(β∗0(p)− β0)− (β∗1(p)− β1) = (α0 − α∗1(p)) (α0 − α∗0(p))
= (α1 − α∗1(p)) (α1 − α∗1(p)) .
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Beweis:
Zu 1.: Die partielle Holomorphie und Stetigkeit von τ∗ folgen sofort.
Mit Hilfe von (3.15) erha¨lt man τ∗ ◦ τ∗ = idΛ.
Zu 2.: Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und τ∗(p) =: (α˜0, β˜0, α˜1, β˜1, γˆ).
(a) folgt direkt aus (3.20). (c) folgt aus (3.19).
Zu (b): Aus (3.21) folgt β˜0 + β˜1 =
1
2
γ (α0 − α1) und damit
β˜0 = β
∗
0(p) =
1
4
γ (α0 − α1) + 1
2
(
(α0 − α1)2
4
− (β0 + β1)
2
γ2
)
+
β0 − β1
2
=
1
2
(
β˜0 + β˜1
)
+
1
2

(
β˜0 − β˜1
)2
γ2
− (β0 + β1)
2
γ2
+ β0 − β1
2
.
Hieraus folgt die Behauptung.
Zu 3.(a): Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und τ∗(p) =: (α˜0, β˜0, α˜1, β˜1, γˆ).
Zur ersten Gleichung: Dann gilt τ01 ◦ τ∗(p) =
(
α˜1,−β˜1, α˜0,−β˜0, δ−π (γˆ)
)
.
Sei nun (a+, b+, a−, b−, δ−π (γˆ)) := τ∗(α˜1,−β˜1, α˜0,−β˜0, δ−π (γˆ)). Dann ist
a± =
α˜1 + α˜0
2
± −β˜1 − β˜0
P˜ (δ−π (γˆ))
=
α˜1 + α˜0
2
± β˜1 + β˜0
γ
1.
= α0/1,
b± =
1
4
P˜ (δ−π (γˆ)) (α˜1 − α˜0)± 1
2
(
(α˜1 − α˜0)2
4
− (−β˜1 + (−β˜0))
2
(P˜ (δ−π (γˆ)))2
)
±−β˜1 − (−β˜0)
2
=
1
4
γ(α˜0 − α˜1)± 1
2
(
(α˜1 − α˜0)2
4
− (β˜1 + β˜0)
2
γ2
)
± β˜0 − β˜1
2
= β0/1.
Damit gilt τ−1∞ (p) = (α0, β0, α1, β1, δ−π (γˆ)) = τ∗ ◦τ01 ◦τ∗(p) und somit die Behauptung.
Zur zweiten Gleichung: Sei
τ∗ ◦ τ0(p) = τ∗(−α0, β0, α1, β1, γ) =: (a+, b+, a−, b−, γˆ),
τ∗ ◦ τ0 ◦ τ∗(p) = τ∗(−α˜0, β˜0, α˜1, β˜1, γˆ) =: (a˜+, b˜+, a˜−, b˜−, γˆ).
Es gilt:
a± =
−α0 + α1
2
± β0 + β1
γ
=
α0 + α1
2
± β0 + β1
γ
− α0
=α∗0/1(p)− α0 = α˜0/1 − α0.
Genauso gilt a˜± = α0/1 − α˜0. Daher folgt a+ = −a˜+ und wegen 2.(a): a− = a˜−.
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Außerdem gilt
b± = −1
4
(α0 + α1)± 1
2
(
(α0 + α1)
2
4
− (β0 + β1)
2
γ2
)
± β0 − β1
2
,
b˜± = −1
4
(α˜0 + α˜1)± 1
2
(
(α˜0 + α˜1)
2
4
− (β˜0 + β˜1)
2
γ2
)
± β˜0 − β˜1
2
.
Mit 2.(a) und 2.(b) folgt b˜± = b± und damit
τ∗ ◦ τ0(p) = (a+, b+, a−, b−, γˆ) = (−a˜+, b˜+, a˜−, b˜−, γˆ) = τ0 ◦ τ∗ ◦ τ0 ◦ τ∗(p).
Zur dritten Gleichung: Der Beweis ist analog.
Zur vierten Gleichung: Es gilt τ0 ◦ τ1 ◦ τ∗(p) = (−α˜0, β˜0,−α˜1, β˜1, γˆ). Setzt man τ∗ ◦ τ0 ◦
τ1 ◦ τ∗(p) =: (a+, b+, a−, b−, γˆ) so folgt
a± = − α˜0 + α˜1
2
± β˜0 + β˜1
γ
= −α1/0,
b± = −1
4
(α˜0 − α˜1)± 1
2
(
(α˜0 − α˜1)2
4
− (β˜0 + β˜1)
2
γ2
)
± β˜0 − β˜1
2
= −β1/0.
Somit ist τ∗ ◦ τ1 ◦ τ0 ◦ τ∗(p) = (−α1,−β1,−α0,−β0, γˆ) = τ01 ◦ τ0 ◦ τ1 ◦ τ∞(p). Hieraus
folgt die Behauptung.
Zu 3.(b): Aus β˜0 =
1
4
γ(α0 − α1) + 12
(
(α0−α1)2
4
− (β0+β1)2
γ2
)
+ β0−β1
2
und 2.(a) folgt
β˜0 =
1
2
(β˜0 + β˜1) +
1
2
(
(α0−α1)2
4
− (α˜0−α˜1)2
4
)
+ β0−β1
2
und damit
(β˜0 − β0)− (β˜1 − β1) = 1
4
(α0 − α1 + α˜0 − α˜1)(α0 − α1 − α˜0 + α˜1).
Verwendet man nun wieder 2.(a) so folgt die Behauptung. 
(4.9) Definition:
Fu¨r ξ ∈ R bezeichnen wir mit ϕˆξ die bzgl. P durch ϕˆξ(0) = ωˆ+ eindeutige Liftung der
Kurve ϕξ : [0,∞[→ Ω, mit
ϕξ(t) :=
{
1
2
+ i√
2
exp(i
(
ξ − π
2
)
t), t ∈ [0, 1]
1
2
+ t 1√
2
exp (iξ) , t ∈ [1,∞[ .
Fu¨r l ∈ {0, 1} definieren wir mit ϑˆl aus (2.2) die Kurve
Sξl :=
(
−ϕˆξ + ϑˆl
)
+ dl ◦ ϕˆξ,
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wobei wir mit + die u¨bliche Verkettung zweier Kurven und mit −ϕˆξ die zu ϕˆξ entge-
gengesetzte Kurve meinen.
Wir bezeichnen außerdem fu¨r ϕ ∈ R
Hˆϕ :=
{
zˆ ∈ Ω̂+∞
∣∣∣| arg0(zˆ)− ϕ| < π2 und | arg1(zˆ)− ϕ| < π2} ⊂ Ω̂+∞
und Hϕ := P (Hˆϕ) ⊂ Ω∞. Hϕ ist eine Halbebene.
b
–1
0
1
1
ω+•
Abbildung 2: Spur von ϕ− 2pi
3
1
1
Hπ
4
Abbildung 3: Halbebene Hpi
4
(4.10) Satz,Definition:
Es sei l ∈ {0, 1}. Zu jeder Funktion y ∈ F
(
Λ× Ω̂
)
mit
y(p, ·) ∈ Kern (L(p)) , p ∈ Λ
existiert genau eine Funktion (Lly) ∈ F
(
Λ× Ω̂
)
mit
(Lly) (p, ·) ∈ Kern (L(p)) , p ∈ Λ,
so dass fu¨r alle ξ ∈ R, p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Hˆξ+π−arg(γˆ)
(Lly) (p, zˆ) =
∫
S−ξ
l
exp (γzP (·))̟(−α∗0(p),−α∗1(p),−γ, ·)y(τ∗(p), ·),
gilt. Ist die Funktion y stetig und partiell holomorph, so gilt dies auch fu¨r (Lly).
Beweis:
Sei y ∈ F
(
Λ× Ω̂
)
mit y(p, ·) ∈ Kern (L(p)) fu¨r alle p ∈ Λ und sei l ∈ {0, 1}.
Wir bezeichnen dann fu¨r tˆ, zˆ ∈ Ω̂ und p = (α0, β0, α1, β1, γˆ) ∈ Λ:
v(p, zˆ, tˆ) := exp(γzt)̟
(−α∗0(p),−α∗1(p),−γ, tˆ) y (τ∗(p), tˆ) .
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Es sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Aus der allgemeinen Theorie weiß man:
Fu¨r jedes ϕ ∈ R existiert ein Fundamentalsystem y1, y2 von L(τ∗(p))y = 0 mit Asym-
ptotik
y1(tˆ) ∼ tˆν1
(
1 +
∞∑
n=1
c1nt
−n
)
, y2(tˆ) ∼ exp (γt) tˆν2
(
1 +
∞∑
n=1
c2nt
−n
)
, t→∞, (4.11)
fu¨r tˆ ∈ Hˆϕ, mit (c1n)n, (c2n)n ∈ CN und ν1, ν2 ∈ C.
Also gibt es fu¨r jeden abgeschlossenen Teilsektor von Hˆϕ, ϕ ∈ R
Sr (ϕ1, ϕ2) := {zˆ ∈ Ω̂+∞| |z| ≥ r, ϕ1 ≤ arg0(zˆ), arg1(zˆ) ≤ ϕ2} (4.12)
mit ϕ − π
2
< ϕ1 < ϕ2 < ϕ +
π
2
und r > 1 sowie Konstanten ν, q ∈ R+, so dass fu¨r
tˆ ∈ Sr (ϕ1, ϕ2) und zˆ ∈ Ω̂ gilt:∣∣v(p, zˆ, tˆ)∣∣ ≤ q|t|ν exp (max{Re(γ(z − 1)t),Re(γzt)}) . (4.13)
Fu¨r zˆ ∈ Ω̂, ξ ∈ R und t = 1
2
+ τ exp (−iξ), τ > 1√
2
gilt:
exp (Re (γzt)) = exp
(
1
2
Re (γz)
)
exp (τ |γz| cos(arg(γˆ) + arg0(zˆ)− ξ)) ,
exp (Re (γ(z − 1)t)) = exp
(
1
2
Re (γ(z − 1))
)
·
exp (τ |γ(z − 1)| cos(arg(γˆ) + arg1(zˆ)− ξ)) .
Daher folgt wegen (4.13) und cos(t) < 0, |t − π| < π
2
, dass das uneigentliche Integral
I lξ(zˆ) :=
∫
S−ξ
l
v(p, zˆ, ·) fu¨r zˆ ∈ Hˆξ+π−arg(γˆ) lokal gleichma¨ßig konvergiert. Entsprechend
ergibt sich
̟(1− α∗0(p), 1− α∗1(p),−γ, ·) exp (γzP (·)) (y(τ∗(p), ·) · z · γ − y′(τ∗(p), ·))
∣∣∣∣
S−ξ
l
= 0.
Damit sind die Voraussetzungen von (3.22) mit y1 := y(τ∗(p), ·) erfu¨llt. Die hieraus
resultierende Lo¨sung y2 bezeichnen wir mit (Lly) (p, ·). Diese erfu¨llt
(Lly) (p, zˆ) = I lξ(zˆ), zˆ ∈ Hˆξ+π−arg(γˆ)
und ist zuna¨chst von ξ abha¨ngig. Wir zeigen zuna¨chst deren Unabha¨ngigkeit von ξ.
Seien nun ξ1, ξ2 ∈ R mit 0 < ξ1 − ξ2 < π, zˆ ∈ Hˆξ1+π−arg(γˆ) ∩ Hˆξ2+π−arg(γˆ) 6= ∅ vorausge-
setzt. Wir zeigen: I lξ1(zˆ) = I
l
ξ2
(zˆ).
Hierzu betrachten wir fu¨r r > 1 und ξ ∈ R die Kurve
ϕˆrξ := ϕˆξ|[0,r] : [0, r] ∋ t −→ ϕˆξ(t) ∈ Ω̂
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und die Liftung ϕˆr−ξ1,−ξ2 : [0, 1]→ Ω̂ der Kurve
ϕr−ξ1,−ξ2 : [0, 1] ∋ t→
1
2
+
r√
2
exp (i(−ξ1)(1− t) + i(−ξ2)t) ∈ C
mit ϕˆr−ξ1,−ξ2(0) = ϕˆ−ξ1(r) = ϕˆ
r
−ξ1(r).
Da die Kurven ϕr−ξ1 + ϕ
r
−ξ1,−ξ2 und ϕ
r
−ξ2 homotop sind (wobei mit + die u¨bliche Ver-
knu¨pfung zweier Kurven gemeint ist), so sind auch die Kurven ϕˆr−ξ1+ ϕˆ
r
−ξ1,−ξ2 und ϕˆ
r
−ξ2
homotop zueinander, weil beide bei ωˆ+ starten. Damit folgt
I lξ1(zˆ)− I lξ2(zˆ) =
(∫
ϕˆ−ξ2
−
∫
ϕˆ−ξ1
+
∫
dl◦ϕˆ−ξ1
−
∫
dl◦ϕˆ−ξ2
)
v(p, zˆ, ·)
= lim
r→∞
(∫
ϕˆr−ξ2
−
∫
ϕˆr−ξ1
+
∫
dl◦ϕˆr−ξ1
−
∫
dl◦ϕˆr−ξ2
)
v(p, zˆ, ·)
und wegen des Cauchyschen Integralsatzes
I lξ1(zˆ)− I lξ2(zˆ) = limr→∞
(∫
ϕˆr−ξ1,−ξ2
−
∫
dl◦ϕˆr−ξ1,−ξ2
)
v(p, zˆ, ·).
Da max {Re (γ(z − 1)r exp(iξ)) ,Re (γzr exp(iξ))} < 0 ∀ξ ∈ [−ξ1,−ξ2], so gilt
∃ε > 0∀ξ ∈ [−ξ1,−ξ2] : max {Re (γ(z − 1)r exp(iξ)) ,Re (γzr exp(iξ))} < −ε.
U¨ber (4.13) erha¨lt man dann
∃q, ν > 0 :
∣∣∣∣∣
∫
ϕˆr−ξ1,−ξ2
v(p, zˆ, ·)
∣∣∣∣∣ ,
∣∣∣∣∣
∫
dl◦ϕˆr−ξ1,−ξ2
v(p, zˆ, ·)
∣∣∣∣∣ ≤ qrνe−εr −→ 0, (r →∞).
Sei nun y stetig und partiell holomorph.
Dies liefert die ξ Unabha¨ngigkeit von (Ly) (p, ·).
Wir zeigen nun die Stetigkeit und partielle Holomorphie von y˜ := Ly. Da y˜(p, ·) fu¨r
p ∈ Λ Lo¨sung von L(p)y = 0 ist, genu¨gt es die Holomorphie der Anfangswerte von y˜
an einer beliebigen Stelle zˆ0 aus Ω̂ zu zeigen.
Sei K1 ⊂ C4 kompakt, γˆ1 ∈ Ĉ∗ und K2 ⊂ {γˆ ∈ Ĉ∗|| arg(γˆ)− arg(γˆ1)| ≤ π3} mit K2
kompakt.
Wir bezeichnen dann fu¨r p = (α0, β0, α1, β1, γˆ) ∈ K1 ×K2:
y0(p, ·) := ̟ (−α∗0(p),−α∗1(p),−γ, ·) y (τ∗(p), ·) sowie u(p, ·) :=
(
y0 (p, ·)
y′ (p, ·)
)
.
Fu¨r alle p ∈ K1×K2 erfu¨llt u(p, ·) eine Vektor Differentialgleichung der Form u′(p, ·) =
F (p, z)u′(p, ·), wobei ein c > 0 existiert mit:
|F (p, z)|∞ < c, p ∈ K1 ×K2, |z| ≥ 2.
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Sei Zˆ := S2
(−π
4
, π
4
)
ein abgeschlossener Teilsektor von Hˆ0, wie in (4.12) definiert.
Aufgrund von Satz (4.5.3) aus [14] gilt fu¨r tˆ ∈ Zˆ und p ∈ K1 ×K2 :
|y0(p, tˆ)| ≤ |u(p, tˆ)|∞ ≤ max
tˆ∈Zˆ,|t|=2
|u (p, tˆ) |∞ exp
(∫ 1
2
1
|t|
max
|z|=ξ
∣∣∣∣ 1z2F
(
1
z
)∣∣∣∣ dξ
)
= max
tˆ∈Zˆ,|t|=2
|u (p, tˆ) |∞ exp
(∫ |t|
2
max
|u|=ξ
|F (u)| dξ
)
(4.14)
≤ max
tˆ∈Zˆ,|t|=2
|u (p, tˆ) |∞ exp(c(|t| − 2)).
Da y stetig und partiell holomorph ist, gilt dies auch fu¨r u. Somit existiert ein k > 0
mit:
|y0(p, tˆ)| ≤ k exp(c|t|), tˆ ∈ Zˆ, p ∈ K1 ×K2.
Sei γ˜ := max{|γ| |γˆ ∈ K2}.
Aus der Definition von K2 folgt die Existenz eines zˆ0 ∈
⋂
γˆ∈K2
Hˆπ−arg(γˆ) mit
arg0 (zˆ0) = π − arg (γˆ1) und |z0| >
2c
γ˜
.
Ferner existiert ein τ0 > 1 mit Spur
(
ϕˆ0|[τ0,∞[
) ⊂ Zˆ. Damit gilt fu¨r τ ≥ τ0 und p =
(α0, β0, α1, β1, γˆ) ∈ K1 ×K2:
| exp (γz0ϕ0(τ)) y0 (p, ϕˆ0(τ)) | ≤ k exp
((
1
2
+
τ√
2
)
(Re (γz0) + c)
)
≤ k exp
((
1
2
+
τ√
2
)
(γ˜|z0| cos (arg (γˆ) + π − arg (γˆ1)) + c)
)
≤ k exp
((
1
2
+
τ√
2
)(
−1
2
γ˜|z0|+ c
))
.
Aufgrund von −1
2
γ˜|z0|+ c < 0 konvergiert das Integral
∫
ϕˆ0
v (p, zˆ0, ·) gleichma¨ßig fu¨r
p ∈ K1 × K2. Analog la¨sst sich dies auch fu¨r
∫
d0◦ϕˆ0 v (p, zˆ0, ·) und
∫
d1◦ϕˆ0 v (p, zˆ0·) zei-
gen. Wie u¨blich folgt dann die partielle Holomorphie und Stetigkeit von y˜ (·, zˆ0) und
∂6y˜ (·, zˆ0). 
(4.15) Bemerkung:
Sei y ∈ F
(
Λ× Ω̂
)
mit y(p, ·) ∈ Kern (L(p)) fu¨r alle p ∈ Λ.
Dann gilt fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
i) (t−1∞ L0y) (p, ·) = − exp (γ − 2πiα∗1(p)) (L1φ1t01y) (p, ·),
(t−1∞ L1y) (p, ·) = − exp (γ + 2πiα∗0(p))
(
φ−1∞ L0φ−10 t01y
)
(p, ·),
(t−2∞ Lly) (p, ·) = (φ−1∞ Llt201y) (p, ·), l ∈ {0, 1}.
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ii) (t01Lly) (p, ·) =
(
φ−11 Llt−1∞ y
)
(p, ·), l ∈ {0, 1},
(t201Lly) (p, ·) = (φ−1∞ Llt−2∞ y) (p, ·), l ∈ {0, 1}.
Um entsprechende Formeln fu¨r t0 ◦ Ll, t1 ◦ Ll zu erhalten, mu¨sste man Integral-
transformation mit Kernen der Form K
(
zˆ, tˆ
)
:= (z+ t− 1)λ = (t−T (z))λ betrachten.
Beweis: Sei ξ ∈ R und p = (α0, β0, α1, β1, γˆ) ∈ Λ fest.
Fu¨r zˆ ∈ Hˆξ−arg(δ−pi(γˆ))+π = Hˆξ−arg(γˆ)+2π = Hˆ(ξ+π)−arg(γˆ)+π gilt:(
t−1∞ L0y
)
(p, zˆ) = exp(γz) (L0y)
(
τ−1∞ (p), zˆ
)
=
∫
S−ξ0
exp (γz(1− P (·)))
̟(−α∗0
(
τ−1∞ (p)
)
,−α∗1
(
τ−1∞ (p)
)
,−P (δ−π (γˆ)) , ·)y
(
τ∗
(
τ−1∞ (p)
)
, ·)
(4.8)3a
=
∫
S−ξ0
exp (γz(1− P (·)))̟(−α∗1 (p) ,−α∗0 (p) , γ, ·)y (τ01 ◦ τ∗ (p) , ·)
(∗)
= − exp (γ)
∫
Tˆ◦S−ξ0
exp (γzP (·))̟(−α∗0 (p) ,−α∗1 (p) ,−γ, ·)y
(
τ01 ◦ τ∗ (p) , Tˆ (·)
)
= − exp (γ)
∫
Tˆ◦S−ξ0
exp (γzP (·))̟(−α∗0 (p) ,−α∗1 (p) ,−γ, ·) (t01y) (τ∗ (p) , ·) .
Die Gleichung (∗) ist erfu¨llt, da
exp (γz(1− t))̟(−α∗1 (p) ,−α∗0 (p) , γ, tˆ)y
(
τ01 ◦ τ∗ (p) , tˆ
)
= exp (γz(1− t)) tˆ−α∗1(p)
(
Tˆ
(
tˆ
))−α∗0(p)
exp (γz) y
(
τ01 ◦ τ∗ (p) , tˆ
)
= exp (γ) exp
(
γzP
(
Tˆ (tˆ)
))
̟
(
−α∗0 (p) ,−α∗1 (p) ,−γ, Tˆ
(
tˆ
))
y
(
τ01 ◦ τ∗ (p) , Tˆ 2
(
tˆ
))
fu¨r tˆ, zˆ ∈ Ω̂ gilt.
Wir zeigen nun fu¨r zˆ ∈ Hξ−arg(γˆ)+2π = H(ξ+π)−arg(γˆ)+π:(∫
Tˆ◦S−ξ0
−
∫
d1◦S−ξ−pi1
)
exp (γzP (·))̟(−α∗0 (p) ,−α∗1 (p) ,−γ, ·) (t01y) (τ∗ (p) , ·) = 0.
Hierzu betrachten wir P ◦ Tˆ ◦ ϕˆ−ξ = T ◦ P ◦ ϕˆ−ξ = T ◦ ϕ−ξ mit
T ◦ ϕ−ξ(t) =
{
1
2
− i√
2
exp(i
(−ξ − π
2
)
t), t ∈ [0, 1]
1
2
− t√
2
exp (−iξ) , t ∈ [1,∞[
=
{
1
2
+ i√
2
exp
(
i
(−ξ − π
2
)
t− iπ) , t ∈ [0, 1]
1
2
+ t√
2
exp (i (−ξ − π)) , t ∈ [1,∞[
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und P ◦ d1 ◦ ϕˆ−ξ−π = ϕ−ξ−π mit
ϕ−ξ−π(t) =
{
1
2
+ i√
2
exp
(
i
(−ξ − π − π
2
)
t
)
, t ∈ [0, 1]
1
2
+ t√
2
exp (i (−ξ − π)) , t ∈ [1,∞[ .
Also gilt P ◦d1 ◦ ϕˆ−ξ−π(1) = P ◦ Tˆ ◦ ϕˆ−ξ(1). Wir zeigen nun d1 ◦ ϕˆ−ξ−π(1) = Tˆ ◦ ϕˆ−ξ(1).
Da Spur (ϕˆ−ξ) , Spur (ϕˆ−ξ−π) ⊂ Ω̂+∞, so gilt wegen (2.18)
Spur
(
Tˆ ◦ ϕˆ−ξ
)
, Spur (d1 ◦ ϕˆ−ξ−π) ⊂ Ω̂−∞.
Außerdem gilt d1 ◦ ϕˆ−ξ−π(0) = d1 (ωˆ+) und Tˆ ◦ ϕˆ−ξ(0) = Tˆ (ωˆ+) = ωˆ−. Aus der
Definition von ϑˆ1, folgt ϑˆ1(1) = d1 (ωˆ+) und die Existenz eines t0 ∈]0, 1[ mit ϑˆ1(t0) =
ωˆ−. Da ϕ : [0, 1] ∋ t → ϑ∞
(
t+1
2
)
homotop zu ϑ1|[t0,1] ist, so ist die durch ϕˆ (0) = ωˆ−
eindeutig festgelegte Liftung ϕˆ : [0, 1]→ Ω̂ von ϕ homotop zu ϑˆ1|[t0,1] und es gilt daher
ϕˆ (1) = d1 (ωˆ+).
Mit Hilfe einer Homotopie im Argument zeigt man leicht, dass die Kurven ϕ+ϕ−ξ−π|[0,1]
und T ◦ ϕ−ξ|[0,1] in Ω homotop sind.
Somit sind die Kurven ϕˆ + d1 ◦ ϕˆ−ξ−π|[0,1] und Tˆ ◦ ϕˆ−ξ|[0,1] homotop, also gilt auch
d1 ◦ ϕˆ−ξ−π(1) = Tˆ ◦ ϕˆ−ξ(1).
Hieraus und wegen Tˆ ◦ d0 = d1 ◦ Tˆ (man vergleiche hierzu (2.18)) gilt dann mit
u
(
zˆ, tˆ
)
:= exp (γzt)̟(−α∗0 (p) ,−α∗1 (p) ,−γ, tˆ) (t01y)
(
τ∗ (p) , tˆ
)
,
(
zˆ, tˆ
) ∈ Ω̂2 :(∫
Tˆ◦S−ξ0
−
∫
d1◦S−ξ−pi1
)
u(zˆ, ·)
=
(
−
∫
Tˆ◦ϕˆ−ξ
+
∫
d1◦ϕˆ−ξ−pi
+
∫
Tˆ◦ϑˆ0
−
∫
d1◦ϑˆ1
+
∫
Tˆ◦d0◦ϕˆ−ξ
−
∫
d21◦ϕˆ−ξ−pi
)
u(zˆ, ·)
=
(
−
∫
ϕˆ
+
∫
Tˆ◦ϑˆ0
−
∫
d1◦ϑˆ1
+
∫
d1◦ϕˆ
)
u(zˆ, ·)
=
(
−
∫
ϑˆ1|[t0,1]
+
∫
Tˆ◦ϑˆ0
−
∫
d1◦ϑˆ1
+
∫
d1◦ϑˆ1|[t0,1]
)
u(zˆ, ·)
=
(
−
∫
ϑˆ1|[t0,1]
+
∫
Tˆ◦ϑˆ0
−
∫
d1◦ϑˆ1|[0,t0]
)
u(zˆ, ·).
Mit ϑˆ1(t0) = ωˆ− = Tˆ (ωˆ+) = Tˆ ◦ ϑˆ0(0), ϑˆ1(1) = d1 (ωˆ+) = d1 ◦ ϑˆ1(0) und
d1 ◦ ϑˆ1(t0) = d1 (ωˆ−) = d1 ◦ Tˆ (ωˆ+) = Tˆ ◦ d0 (ωˆ+) = Tˆ ◦ ϑˆ0(1) folgt:∫
Tˆ◦S−ξ0
u(zˆ, ·) =
∫
d1◦S−ξ−pi1
u(zˆ, ·) =
∫
S−ξ−pi1
u (zˆ, d1(·)) . (4.16)
Wegen
(
1− d1(tˆ)
)−α∗1(p) = exp (−2πiα∗1(p)) (1− tˆ)−α∗1(p), tˆ ∈ Ω̂ folgt dann die erste
Behauptung aus i).
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Wir zeigen nun ii):
Sei ξ ∈ R, l = 0, 1, p = (α0, β0, α1, β1, γˆ) ∈ Λ und
Tˆ (zˆ) ∈Hˆξ−arg(δ−pi(γˆ))+π = Hˆξ−arg(γˆ)+2π
=
{
zˆ ∈ Ω̂+∞
∣∣∣∣ξ − arg (γˆ) + 3π2 < arg0 (zˆ) , arg1 (zˆ) < ξ − arg (γˆ) + 5π2
}
.
Aus (2.17) folgt arg1 (zˆ)− π = arg0
(
Tˆ (zˆ)
)
, zˆ ∈ Ω̂ und damit
arg1
(
Tˆ (zˆ)
)
− π = arg0
(
Tˆ ◦ Tˆ (zˆ)
)
= arg0 (zˆ) , zˆ ∈ Ω̂.
Zudem wurde in (2.18) Tˆ
(
Ω̂+∞
)
= Ω̂−∞ und d
−1
1
(
Ω̂−∞
)
= Tˆ
(
Ω̂−∞
)
= Ω̂+∞ gezeigt. Somit
gilt:
Tˆ (zˆ) ∈ Hˆξ−arg(γˆ)+2π
⇔ zˆ ∈ Tˆ
(
Ω̂+∞
)
= Ω̂−∞, arg1 (zˆ) ∈
]
ξ − arg (γˆ) + 5π
2
, ξ − arg (γˆ) + 7π
2
[
und arg0 (zˆ) ∈
]
ξ + π − arg (γˆ)− π
2
, ξ + π − arg (γˆ) + π
2
[
⇔ d−11 (zˆ) ∈ Ω̂+∞, arg1
(
d−11 (zˆ)
) ∈ ]ξ + π − arg (γˆ)− π
2
, ξ + π − arg (γˆ) + π
2
[
und arg0
(
d−11 (zˆ)
) ∈ ]ξ + π − arg (γˆ)− π
2
, ξ + π − arg (γˆ) + π
2
[
⇔ d−11 (zˆ) ∈ Hˆξ+π−arg(γˆ).
Außerdem gilt:
(t01Lly)(p, zˆ) = (Lly)
(
τ01(p), Tˆ (zˆ)
)
=
∫
S−ξ
l
exp (−γ(1− z)P (·))̟(−α∗0 (τ01(p)) ,−α∗1 (τ01(p)) , γ, ·)y (τ∗ (τ01(p)) , ·)
=
∫
S−ξ
l
exp (γ(z − 1)P (·))̟(−α∗0 (p) ,−α∗1 (p) , γ, ·)y
(
τ−1∞ ◦ τ∗(p), ·
)
=
∫
S−ξ
l
exp (γzP (·))̟(−α∗0 (p) ,−α∗1 (p) ,−γ, ·)
(
t−1∞ y
)
(τ∗(p), ·) .
Damit folgt die erste Behauptung aus ii).
Die zweite Behauptung aus ii) folgt indem man die erste Behauptung hintereinander
anwendet und dabei φ−10 ◦ t01 = t01 ◦ φ−11 beru¨cksichtigt.
Nun werden die beiden anderen Behauptungen aus i) bewiesen. Man ver-
wende die erste Aussage aus i) indem man y durch t−101 φ
−1
1 y ersetzt. Dann
folgt aus
(
t−1∞ L0t−101 φ−11 y
)
(p, ·) = − exp (−2πiα∗1(p) + γ) (L1y) (p, ·) die Glei-
chung
(
t−2∞ L0t−101 φ−11 y
)
(p, ·) = − exp (−2πiα∗1(τ−1∞ (p))− γ) (t−1∞ L1y) (p, ·) und damit
(t−1∞ L1y) (p, ·) = − exp (2πiα∗0(p) + γ)
(
t−2∞ L0t−101 φ−11 y
)
(p, ·).
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Verwendet man t01 ◦ φ−11 = φ−10 ◦ t01, t201 = t−2∞ und die zweite Aussage in ii) folgt(
t−2∞ L0t−101 φ−11 y
)
(p, ·) = (t201L0t−101 φ−11 y) (p, ·) = (φ−1∞ L0t−2∞ t−101 φ−11 y) (p, ·)
=
(
φ−1∞ L0φ−10 t01y
)
(p, ·)
und damit die zweite Behauptung aus i).
Die dritte Behauptung aus i) folgt sofort aus der zweiten Aussage aus ii) und t201 = t
−2
∞
(siehe (4.6)). 
Die Wronski Determinante; Das [.,.] Symbol
Wir fu¨hren nun die Wronski Determinante wie folgt ein:
(4.17) Bemerkung, Definition:
Sei p ∈ Λ und η1, η2 ∈ F
(
Λ× Ω̂
)
mit η1(p, ·), η2(p, ·) ∈ H
(
Ω̂
)
.
Wir definieren die Wronski-Determinante von η1(p, ·), η2(p, ·) durch
ω(η1, η2) (p, ·) := η1 (p, ·) η′2 (p, ·)− η′1 (p, ·) η2 (p, ·) .
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Im Fall η1(p, ·), η2(p, ·) ∈ Kern (L(p)) gilt:
i) Es existiert genau eine Konstante [η1, η2](p) ∈ C mit
ω(η1, η2) (p, zˆ) = zˆ
α0−1 (1− zˆ)α1−1 exp (γz) [η1, η2](p), zˆ ∈ Ω̂.
ii) [., .](p) : Kern (L(p)) × Kern (L(p)) → C ist ein alternierendes bilineares Funk-
tional.
Zudem gilt: η1(p, ·), η2(p, ·) bilden ein Fundamentalsystem von L(p)η = 0 genau
dann wenn [η1, η2](p) 6= 0.
iii) Fu¨r η ∈ F
(
Λ× Ω̂
)
mit η(p, ·) ∈ Kern (L(p)) gilt:
[η1, η2](p)η(p, ·) = [η, η2](p)η1(p, ·) + [η1, η](p)η2(p, ·). (4.18)
Beweis:
Zu i): Fu¨r η1(p, ·), η2(p, ·) ∈ Kern (L(p)) ist ω(η1, η2)(p, ·) Lo¨sung von
w′ =
[
α0 − 1
z
+
α1 − 1
z − 1 + γ
]
w.
Es gilt somit ω(η1, η2)(p, zˆ) = zˆ
α0−1(1 − zˆ)α1−1 exp (γz) · C, wobei C eine Konstante
ist. Wir definieren dann [η1, η2](p) := C.
Zu ii): Da ω(·, ·) (p, zˆ) (zˆ ∈ Ω̂) bilinear und alternierend ist, so folgt dies auch fu¨r
[., .](p) : Kern (L(p))×Kern (L(p))→ C.
50
Die zweite Aussage folgt sofort mit i).
Zu iii): Seien η1(p, ·), η2(p, ·) linear abha¨ngig.
Es existiere o.E. ein ξ ∈ C mit η1(p, ·) = ξη2(p, ·). Mit ii) gilt dann:
[η1, η2](p)η(p, ·) = 0 = ξη2(p, ·)([η, η2](p)− [η, η2](p))
= ξη2(p, ·)[η2, η](p) + ξη2(p, ·)[η2, η](p)
= [η, η2](p)ξη2(p, ·) + [ξη2, η](p)η2(p, ·).
Seien nun η1(p, ·), η2(p, ·) linear unabha¨ngig.
Dann existieren ξ1, ξ2 ∈ C mit η(p, ·) = ξ1η1(p, ·) + ξ2η2(p, ·), und damit gilt:
[η1, η2](p)η(p, ·) = [η1, η2](p)(ξ1η1(p, ·) + ξ2η2(p, ·))
= ξ1[η1, η2](p)η1(p, ·) + ξ2[η1, η2](p)η2(p, ·)
ii)
= [ξ1η1 + ξ2η2, η2](p)η1(p, ·) + [η1, ξ1η1 + ξ2η2](p)η2(p, ·)
= [η, η2](p)η1(p, ·) + [η1, η](p)η2(p, ·).

(4.19) Bemerkung:
Seien η1, η2 ∈ F
(
Λ× Ω̂
)
, p = (α0, β0, α1, β1, γˆ) ∈ Λ und p˜ ∈ Λ,
mit ηj (p, ·) ∈ Kern (L (p)) und ηj (p˜, ·) ∈ Kern (L (p˜)), (j = 1, 2). Dann folgt:
i) Ist p˜ = τ0(p), so gilt [t0η1, t0η2](p) = [η1, η2] (p˜).
ii) Ist p˜ = τ1(p), so gilt [t1η1, t1η2](p) = [η1, η2] (p˜).
iii) Ist p˜ = τ01(p), so gilt [t01η1, t01η2](p) = − exp (−γ) [η1, η2] (p˜).
iv) Ist p˜ = τ∞(p), so gilt [t∞η1, t∞η2](p) = [η1, η2] (p˜).
Beweis: Sei zˆ ∈ Ω̂.
Wir zeigen die Aussage in i):
ω (t0η1, t0η2) (p, zˆ) =det
(
zˆα0η1(τ0(p), zˆ) zˆ
α0η2(τ0(p), zˆ)
α0zˆ
α0−1η1(τ0(p), zˆ) α0zˆα0−1η2(τ0(p), zˆ)
)
+ det
(
zˆα0η1(τ0(p), zˆ) zˆ
α0η2(τ0(p), zˆ)
zˆα0η′1(τ0(p), zˆ) zˆ
α0η′2(τ0(p), zˆ)
)
=zˆ2α0ω (η1, η2) (τ0(p), zˆ)
=zˆ2α0 zˆ−α0−1(1− zˆ)α1−1 exp (γz) [η1, η2] (τ0(p)) .
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Die Aussagen in ii) und in iv) lassen sich auf analoge Weise zeigen.
Wir zeigen die Aussage in iii):
ω (t01η1, t01η2) (p, zˆ) = det
 η1 (τ01(p), Tˆ (zˆ)) η2 (τ01(p), Tˆ (zˆ))
−η′1
(
τ01(p), Tˆ (zˆ)
)
−η′2
(
τ01(p), Tˆ (zˆ)
) 
= −ω (η1, η2)
(
τ01(p), Tˆ (zˆ)
)
= −Tˆ (zˆ)α1−1
(
1− Tˆ (zˆ)
)α0−1
exp
(
−γP
(
Tˆ (zˆ)
))
[η1, η2](τ01(p))
= (1− zˆ)α1−1 zˆα0−1 exp (γz)
(
− exp (−γ) [η1, η2](τ01(p))
)
.

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5 Spezielle Lo¨sungen der konfluenten Heunschen
Differentialgleichung
In diesem Kapitel fu¨hren wir mit Hilfe einer Funktion Φ ∈ F
(
Λ× Ω̂
)
und den vor-
angegangenen Transformationen Fundamentalsysteme von Frobeniuslo¨sungen bei den
einfachen Singularita¨ten 0 und 1 ein, sowie ein Fundamentalsystem von Lo¨sungen mit
Asymptotik in ∞.
5.1 Zu den Frobeniuslo¨sungen
(5.1) Satz: Es gibt genau eine stetige partiell holomorphe Funktion
Φ : Λ× Ω̂→ C,
mit Φ (p, ·) ∈ Kern (L(p)) fu¨r alle p ∈ Λ, so dass Φ ◦
(
idΛ,
(
P |bΩ0
)−1)
eine stetige und
partiell holomorphe Fortsetzung Φ˜ : Λ× C\[1,∞[−→ C hat, mit
Φ˜ (α0, β0, α1, β1, γˆ, 0) =
1
Γ
(1− α0).
Es gilt:
Φ˜(p, z) =
∞∑
n=0
an(p)
Γ(1− α0 + n)z
n, |z| < 1, p = (α0, β0, α1, β1, γˆ) ∈ Λ,
wobei die an(p) fu¨r n ∈ N∗ die Rekursion
nan(p)−
[
(n− 1)(n− α0 − α1 + γ) + 1
2
(1− α0)(γ + 1− α1)− β0
]
an−1(p) (5.2)
+
[
β0 + β1 − γ(n− 1− 1
2
(α0 + α1))
]
(α0 + 1− n)an−2(p) = 0,
erfu¨llen, mit a0 := 1 und a−1 := 0.
Beweis: Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Wir setzen zuerst α0 /∈ N∗ voraus.
Da 0 eine einfache Singularita¨t der CHE (1.5) ist, folgt aus der allgemeinen Theorie
unter der Voraussetzung α0 /∈ N∗:
∃˙ η (p, ·) : C\[1,∞[→ C Lo¨sung von (1.5) mit η (p, 0) = 1
Γ
(1−α0). Wir entwickeln dann
η(p, ·) in eine Potenzreihe um 0
η(p, z) =
∞∑
n=0
a˜n(p)z
n; |z| < 1.
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Nun rechnen wir die Dreiterm-Rekursion (5.2) fu¨r an(p) := Γ(1− α0 + n) · a˜n(p) nach.
Dazu stellen wir die Differentialgleichung (1.5) mit Hilfe des Operators D := z d
dz
dar,
um folgende Eigenschaft des Operators zu nutzen:
Dzn = nzn fu¨r n ∈ N. (5.3)
Die Differentialgleichung (1.5) la¨sst sich mit D wie folgt aufschreiben :
D (α0 −D) η
+ z
(
D2 + (1− α0 − α1 + γ)D + [1
2
(1− α0)(1− α1)− β0 + 1
2
γ(1− α0)]
)
η
+ z2
(
−γD + (β0 + β1 − 1
2
γ(2− α0 − α1))
)
η = 0.
(5.4)
Mit (5.3) gilt also fu¨r |z| < 1:
D(α0 −D)η(z) =
∞∑
0
n(α0 − n)a˜n(p)zn,
z
(
D2 + (1− α0 − α1 + γ)D + 1
2
(1− α0)(1− α1)− β0 + 1
2
γ(1− α0)
)
η(z)
=
∞∑
n=1
(
(n− 1)2 + (1− α0 − α1 + γ)(n− 1)
+
1
2
(1− α0)(1− α1)− β0 + 1
2
γ(1− α0)
)
a˜n−1(p)zn,
z2
(
−γD + (β0 + β1 − 1
2
γ(2− α0 − α1))
)
η(z)
=
∞∑
2
(
−γ(n− 2) + (β0 + β1 − 1
2
γ(2− α0 − α1))
)
a˜n−2(p)zn.
Somit erfu¨llen die an fu¨r n ≥ 2 die Gleichungen:
− n(n− α0)a˜n(p)
+
[
(n− 1)(n− α0 − α1 + γ) + 1
2
(1− α0)(1− α1)− β0 + 1
2
γ(1− α0)
]
a˜n−1(p)
+
[
β0 + β1 − γ
(
n− 1− α0 + α1
2
)]
a˜n−2(p) = 0
(5.5)
sowie:
(α0 − 1)a˜1(p) +
[
1
2
(1− α0)(1− α1)− β0 + 1
2
γ(1− α0)
]
a˜0(p) = 0.
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Um die Rekursion (5.2) fu¨r die an(p) zu erhalten, setzen wir a˜−1(p) := 0 und
multiplizieren die Gleichung (5.5) mit Γ(n− α0).
Die an(p) erfu¨llen damit (5.2) fu¨r α0 /∈ N∗.
Die Rekursion (5.2) ist aber auch fu¨r den Fall α0 ∈ N∗ eindeutig lo¨sbar.
Seien nun an : Λ −→ C, (n ∈ N ∪ {−1}) die durch a−1 = 0, a0 = 1 und der
Rekursion (5.2) eindeutig definierten stetigen Funktionen.
Wir zeigen, dass die Reihe
∞∑
n=0
an (α0, β0, α1, β1, γˆ)
Γ(1− α0 + n) z
n fu¨r (α0, β0, α1, β1, γˆ, z) ∈ Λ×K1(0)
lokal gleichma¨ßig konvergiert.
Seien K ⊂ Λ kompakt, p ∈ K, n ∈ N∗, und f1(p, n) und f2(p, n) durch
(5.2)⇔: nan(p) + f1(p, n)an−1(p) + f2(p, n)an−2(p) = 0
eindeutig bestimmt.
Dann existiert ein c1 > 0, so dass fu¨r alle (α0, β0, α1, β1, γˆ) ∈ K gilt:
|f1(p, n)| =
∣∣∣∣(n− 1) (n− α0 − α1 + γ) + 12(1− α0)(1− α1)− β0 + 12γ(1− α0)
∣∣∣∣
≤ (n− 1) (n+ |−α0 − α1 + γ|) +
∣∣∣∣12(1− α0)(1− α1)− β0 + 12γ(1− α0)
∣∣∣∣
≤ (n− 1)(n+ c1) + c1
c1≤n+c1≤ n(n+ c1)
und ein c2 > 0, so dass fu¨r alle (α0, β0, α1, β1, γˆ) ∈ K gilt:
|f2(p, n)| =
∣∣∣∣(β0 + β1 − γ(n− 1− 12(α0 + α1))
)
(α0 + 1− n)
∣∣∣∣
≤
(
|β0 + β1|+ |γ|
(
n+
∣∣∣∣−1− 12(α0 + α1)
∣∣∣∣)) (|α0 + 1|+ n)
≤ (c2 + c2(n+ c2))(n+ c2) ≤ (c2 + 1)(n+ (c2 + 1))2.
Setzen wir c := max(c1, c2 + 1) und An := max{|an(p)| | p ∈ K} so folgt:
nAn ≤ n(n+ c)An−1 + c(n+ c)2An−2. (5.6)
Sei nun K0 := max{|1− α0|| (α0, β0, α1, β1, γˆ) ∈ K} und n0 ∈ N mit n0 > K0.
Dann gilt fu¨r (α0, β0, α1, β1, γˆ) ∈ K
Re(1− α0 + n0) = n0 +Re(1− α0) ≥ n0 −K0 > 0
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und mit einem C > max
{
1
|Γ(1−α0+n0)| | (α0, β0, α1, β1, γˆ) ∈ K
}
erha¨lt man dann
1
|Γ(1− α0 + n)| =
1
|Γ(1− α0 + n0)| ·
1
|(n0 + 1− α0) · ... · (n− α0)|
≤ C 1
(n0 − |1− α0|) · ... · (n− 1− |1− α0|)
≤ C · 1
(n0 −K0) · ... · (n− 1−K0) , n ≥ n0.
Damit erfu¨llen die Bn := max
{
Am
(n0−K0)·...·(m−1−K0)
∣∣∣n0 ≤ m ≤ n} (n0 < n) fu¨r
p = (α0, β0, α1, β1, γˆ) ∈ K:
1
C
∣∣∣∣ an (p)Γ(1− α0 + n)
∣∣∣∣ ≤ An(n0 −K0) · ... · (n− 1−K0) ≤ Bn,
und somit gilt fu¨r |z| ≤ r < 1:
n∑
n=0
|an(p)|
|Γ(1− α0 + n)| |z|
n ≤
n0∑
n=0
|an(p)|
|Γ(1− α0 + n)| |z|
n + C
n∑
n=n0+1
Bnr
n.
Fu¨r alle n ≥ n0 erhalten wir mit Hilfe von (5.6)
nAn
(n0 −K0) · ... · (n− 1−K0) ≤
n(n+ c)
(n− 1−K0) ·
An−1
(n0 −K0) · ... · (n− 2−K0)
+
c(n+ c)2
(n− 2−K0)(n− 1−K0) ·
An−2
(n0 −K0) · ... · (n− 3−K0)
und somit
nBn ≤
(
n(n+ c)
(n− 1−K0) +
c(n+ c)2
(n− 2−K0)(n− 1−K0)
)
Bn−1.
Aufgrund von
Bnr
n
Bn−1rn−1
≤
(
(n+ c)
(n− 1−K0) +
c(n+ c)2
n(n− 2−K0)(n− 1−K0)
)
r−→r < 1,
fu¨r n → ∞ folgt ∑∞n=n0+1Bnrn < ∞, also konvergiert die Reihe in (5.6) gleichma¨ßig
auf K ×Kr(0).
Hieraus schließen wir die partielle Holomorphie von Φ˜|Λ×K1(0).
Nun gilt mit p = (α0, β0, α1, β1, γˆ) ∈ Λ im Fall α0 /∈ N∗: Φ˜ (p, ·) = η(p, )|K1(0).
Aufgrund der Stetigkeit von Φ˜ und deren partieller Ableitungen (siehe (2.4)4.) ist
Φ˜ (p, ·) dann auch Lo¨sung der CHE (1.5) im Fall α0 ∈ N∗.
Die analytische Fortsetzung von Φ˜(p, ·) auf C\[1,∞[ bezeichnen wir ebenfalls mit Φ˜(p, ·)
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und mit Φ(p, ·) ∈ Kern (L(p)) bezeichnen wir die analytische Fortsetzung von Φ˜(p, ·)
bei ωˆ0.
In bekannter Weise folgt die partielle Holomorphie der Funktionen Φ und Φ˜. 
Seien (y1, y2) ∈ F
(
Λ× Ω̂
)
×F
(
Λ× Ω̂
)
und t ∈ G wie in (4.6) definiert.
Wir verwenden dann folgende Kurzschreibweise: t (y1, y2) := (ty1, ty2).
(5.7) Bemerkung, Definition:
Fu¨r (p, zˆ) ∈ Λ× Ω̂ bezeichnen wir
F0 (p, zˆ) := (Φ (p, zˆ) , (t0Φ) (p, zˆ)) und F1 (p, zˆ) := t01F0 (p, zˆ) .
Es gilt dann fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ mit [·, ·] aus (4.17):
i) [Φ, t0Φ](p) =
sin(πα0)
π
. Damit ist F0 (p, ·) ein Fundamentalsystem aus Frobenius-
lo¨sungen von L(p)η = 0 genau dann, wenn α0 /∈ Z.
ii) [t01Φ, t01t0Φ](p) = − exp (−γ) sin(πα1)π . Damit ist F1 (p, ·) ein Fundamentalsystem
aus Frobeniuslo¨sungen von L(p)η = 0 genau dann, wenn α1 /∈ Z.
Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Aufgrund von (4.19) bleibt nur [Φ, t0Φ](p) =
sin(πα0)
π
zu zeigen.
Fu¨r zˆ ∈ Ω̂0 gilt:
exp ((α0 − 1)Ln(z)) exp ((α1 − 1)Ln(1− z)) exp (γz) [Φ, t0Φ](p)
= zˆα0−1(1− zˆ)α1−1 exp (γz) [Φ, t0Φ](p) = ω (Φ, t0Φ) (p, zˆ)
= exp ((α0 − 1)Ln(z)) det
(
Φ˜(p, z) zΦ˜(τ0(p), z)
Φ˜(p, z) α0Φ˜(τ0(p), z) + zΦ˜(τ0(p), z)
)
.
Teilt man die obere Gleichung durch exp ((α0 − 1)Ln(z)) und betrachtet den Grenzwert
fu¨r z → 0 so erha¨lt man, aufgrund von τ0(p) = (−α0, β0, α1, β1, γˆ):
[Φ, t0Φ] = Φ˜(p˜, 0) · α0 · Φ˜(τ0(p˜), 0)
=
1
Γ(1− α0) · α0 ·
1
Γ(1 + α0)
=
1
Γ(1− α0)Γ(α0) =
sin(πα0)
π
.

Fu¨r die Differentialgleichung L(p)η = 0, p = (α0, β0, α1, β1, γˆ) ∈ Λ mit
α0 ∈ Z beziehungsweise α1 ∈ Z
geben wir nun noch Fundamentalsysteme von Frobeniuslo¨sungen bei 0 beziehungsweise
1 an, die im allgemeinen nicht Logarithmus-frei sind.
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Es ist uns gelungen eine stetige und partiell holomorphe Funktion Φˇ ∈ F
(
Λ× Ω̂
)
anzugeben, so dass
(
Φ(p, ·), Φˇ(p, ·)) fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ, bis auf den Ausnah-
mefall α0 ∈ N∗, ein Fundamentalsystem von L(p)η = 0 bildet. Dabei wird Φˇ wiederum
mit Hilfe von Φ erzeugt.
Setzt man α0 6∈ (−N∗) voraus, so ist
(
t0Φ(p, ·), t0Φˇ(p, ·)
)
ein Fundamentalsystem von
L(p)η = 0.
Mit Zuhilfenahme der Transformation t01 erha¨lt man dann Analoges fu¨r die Funda-
mentalsysteme bei 1.
(5.8) Satz:
Sei ΓΦ : (C\(−N)) × C3 × Ĉ∗ → C fu¨r p = (α0, β0, α1, β1, γˆ) ∈ (C\(−N)) × C3 × Ĉ∗
durch
ΓΦ (p) :=
∞∑
n=0
(−1)n an(τ0 (p))
Γ(1 + α0 + n)2n+α0
1
n+ α0
(5.9)
definiert. Diese Funktion kann man fu¨r Re(α0) > 0 wie folgt darstellen:
ΓΦ(p) =
∫ 1
2
0
Φ˜(τ0(p),−z)zα0−1dz, (5.10)
woraus man die Stetigkeit und partielle Holomorphie abliest.
Hiermit sei Φˇ : C∗\(−N)× C4 × Ω̂→ C durch
Φˇ(p, zˆ) := Γ(α0) (t0Φ) (p, zˆ)− ΓΦ(p)Φ(p, zˆ) (5.11)
definiert.
Φˇ la¨sst sich auf ganz Λ× Ω̂ stetig und partiell holomorph fortsetzen.
Die Fortsetzung bezeichnen wir wiederum mit Φˇ : Λ× Ω̂→ C.
Es gilt Φˇ(p, ·) ∈ Kern (L(p)) fu¨r alle p ∈ Λ.
Beweis: Fu¨r K ⊂ C∗\(−N)× C3 × Ĉ∗ kompakt existiert ein k > 0 mit:∣∣∣∣ 1n+ α0
∣∣∣∣ < k ∀n ∈ N (α0, β0, α1, β1, γˆ) ∈ K.
Mit den Abscha¨tzungen aus dem Beweis von Satz (5.1) folgt dann die lokal gleichma¨ßige
Konvergenz der Reihe aus (5.9) fu¨r p ∈ C∗\(−N) × C3 × Ĉ∗ und somit die Stetigkeit
und partielle Holomorphie von ΓΦ : C\(−N)× C3 × Ĉ∗ → C.
Sei nun p = (α0, β0, α1, β1, γˆ) ∈ C∗\(−N)× C3 × Ĉ∗.
Unter der Voraussetzung Re(α0) > 0 existiert das uneigentliche Integral (5.10) und mit
(5.1) folgt∫ 1
2
0
Φ˜(τ0(p),−z)zα0−1dz =
∞∑
n=0
(−1)nan(τ0(p))
Γ(1 + α0 + n)
∫ 1
2
0
zn+α0−1dz
=
∞∑
n=0
(−1)nan(τ0(p))
Γ(1 + α0 + n)2n+α0
1
n+ α0
= ΓΦ(p).
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Da Φˇ(p, ·) eine Linearkombination von Φ(p, ·) und (t0Φ) (p, ·) ist, gilt
Φˇ(p, ·) ∈ Kern (L (p)).
Nun zeigen wir, dass Φˇ eine stetige und partiell holomorphe Fortsetzung auf ganz Λ×Ω̂
hat.
Sei im folgenden zˆ ∈ Ω̂, m ∈ N und p˜ := (β0, α1, β1, γˆ) ∈ C3 × Ĉ∗.
Die Γ-Funktion und ΓΦ(·, p˜) haben bei −m ∈ −N einfache Pole mit
Res(Γ,−m) = (−1)
m
m!
; Res(ΓΦ(·, p˜),−m) = (−1)mam(m, p˜). (5.12)
Somit hat Φˇ bezu¨glich der ersten Komponente bei α0 = −m ∈ −N ho¨chstens einen
einfachen Pol mit:
Res
(
Φˇ (·, p˜, zˆ) ,−m) = Res (Γ,−m) (t0Φ) (−m, p˜, zˆ)
− Res(ΓΦ (·, p˜) ,−m)Φ (·, p˜, zˆ) .
(5.13)
Da F0(p) fu¨r α0 = −m kein Fundamentalsystem ist (siehe (5.7)) und Φ(−m, p˜, ·) 6= 0
existiert ein ξ ∈ C mit
(t0Φ) (−m,β0, α1, β1, γˆ, zˆ) = ξ · Φ(−m,β0, α1, β1, γˆ, zˆ), zˆ ∈ Ω̂. (5.14)
Aufgrund von (5.1) gilt daher fu¨r zˆ ∈ Ω̂0 ∩ P−1 (]0, 1[):
ξ
∞∑
n=0
an(−m,β0, α1, β1, γˆ)
Γ(1 +m+ n)
zn = ξ · Φ(−m,β0, α1, β1, γˆ, zˆ)
= (t0Φ) (−m,β0, α1, β1, γˆ, zˆ) =
∞∑
n=0
an(m,β0, α1, β1, γˆ)
Γ(1−m+ n) z
n−m
=
∞∑
n=−m
an+m(m,β0, α1, β1, γˆ)
Γ(n+ 1)
zn =
∞∑
n=0
an+m(m,β0, α1, β1, γˆ)
n!
zn.
(5.15)
Mit z → 0 in (5.15) folgt
ξ = m!am(m,β0, α1, β1, γ) (5.16)
und mit (5.12), (5.13) und (5.16) dann Res(Φˇ (·, p˜, zˆ) ,−m) = 0. Damit ist Φˇ (·, p˜, zˆ)
auf C holomorph fortsetzbar. Die partielle Holomorphie von Φˇ (−m, ·) folgt aus der
Darstellung in (5.18). Damit ist Φˇ partiell holomorph und damit stetig und erfu¨llt
daher Φˇ(p, ·) ∈ Kern (L(p)), p ∈ Λ. 
(5.17) Bemerkung:
Fu¨r (p, zˆ) ∈ Λ× Ω̂ bezeichnen wir Fˇ0 (p, zˆ) :=
(
Φ (p, zˆ) , Φˇ (p, zˆ)
)
.
Es gilt dann fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
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i) [Φ, Φˇ](p) = 1
Γ(1−α0) . Damit ist Fˇ0 (p, ·) ein Fundamentalsystem von L(p)η = 0
genau dann, wenn α0 6∈ N∗.
ii) [t0Φ, t0Φˇ](p) =
1
Γ(1+α0)
. Damit ist t0Fˇ0 (p, ·) ein Fundamentalsystem von L(p)η =
0 genau dann, wenn α0 6∈ (−N∗).
iii) [t01Φ, t01Φˇ](p) = − exp (−γ) 1Γ(1−α1) . Damit ist t01Fˇ0 (p, ·) ein Fundamentalsystem
von L(p)η = 0 genau dann, wenn α1 6∈ N∗.
iv) [t1t01Φ, t1t01Φˇ](p) = − exp (−γ) 1Γ(1+α1) . Damit ist t1t01Fˇ0 (p, ·) ein Fundamental-
system von L(p)η = 0 genau dann, wenn α1 6∈ (−N∗).
v) Im Fall α0 = 0 gilt Fˇ0 (p, ·) = t0Fˇ0 (p, ·).
Beweis: Da v) sofort folgt, ist aufgrund von (4.19) nur noch i) zu zeigen.
Die Aussage in i) gilt da:
[Φ, Φˇ](p)
(4.17)3.
= Γ(α0)[Φ, t0Φ](p)− ΓΦ(p)[Φ,Φ](p)
(4.17)2.
= Γ(α0)[Φ, t0Φ](p)
(5.7)1.
= Γ(α0)
sin(πα0)
π
=
1
Γ(1− α0) .

(5.18) Bemerkung:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ mit α0 = −m, m ∈ N, und zˆ ∈ Ω̂. Dann gilt:
Φˇ (p, zˆ) = (−1)mam (p) Φ (p, zˆ) ln0 (zˆ) + z−mh (p, zˆ) ,
mit
h (p, zˆ) :=
(−1)m+1
m!
(∂1Φ) (p, zˆ) + (−1)m+1zmam (p) (∂1Φ) (p, zˆ)
+
( ∞∑
n=0
n6=m
(−1)n
n−m
(
m!am (p)
n!
− an (p)
Γ(1−m+ n)2n−m
)
+ (−1)mam (p) (Ln(2) + C)
+m!am (p)
∫ ∞
1
e−tt−m−1dt
)
zmΦ(p, zˆ),
wobei C die Eulersche Konstante bezeichnet.
Beweis:
Sei p˜ := (β0, α1, β1, γˆ) ∈ C3 × Ĉ∗ und zˆ ∈ Ω̂. Dann gilt fu¨r α˜0 ∈ C\(−N)
Φˇ(α˜0, p˜, zˆ) = Γ(α˜0)(α˜0 +m)g (α˜0, p˜, zˆ) + µ (α˜0, p˜) Φ(α˜0, p˜, zˆ),
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mit µ(α˜0, p˜) := Γ(α˜0)m!am(m, p˜)− ΓΦ(α˜0, p˜) und
g (α˜0, p˜, zˆ) :=
1
(α˜0 +m)
((t0Φ) (α˜0, p˜, zˆ)−m!am(m, p˜)Φ(α˜0, p˜, zˆ)) .
Fu¨r die nun folgenden Grenzwertberechnungen setzen wir α˜0 ∈ C\(−N) voraus.
Aufgrund von lim
α˜0→−m
Γ(α˜0)(α˜0 +m) =
(−1)m
m!
und lim
α˜0→−m
Φ(α˜0, p˜, zˆ) = Φ(−m, p˜, zˆ) sind
nun noch die Grenzwerte lim
α˜0→−m
g(α˜0, p˜, zˆ) und lim
α˜0→−m
µ(α˜0, p˜) zu berechnen.
Mit ξ := m!am(m, p˜) gilt wegen (5.14) und (5.16):
lim
α˜0→−m
g(α˜0, p˜, zˆ) = lim
α˜0→−m
1
α˜0 +m
((t0Φ) (α˜0, p˜, zˆ)− ξΦ (α˜0, p˜, zˆ))
= lim
α˜0→−m
(t0Φ) (α˜0, p˜, zˆ)− (t0Φ) (−m, p˜, zˆ)
α˜0 +m
+ lim
α˜0→−m
ξΦ(−m, p˜, zˆ)− ξΦ(α˜0, p˜, zˆ)
α˜0 +m
= (∂1(t0Φ)) (−m, p˜, zˆ)− ξ (∂1Φ) (−m, p˜, zˆ)
= ln0(zˆ) (t0Φ) (−m, p˜, zˆ) + z−m (∂1Φ) (−·, p˜, zˆ) (−m)− ξ (∂1Φ) (−m, p˜, zˆ)
= z−m (− (∂1Φ) (m, p˜, zˆ)− zmξ (∂1Φ) (−m, p˜, zˆ)) + ln0(zˆ)ξΦ(−m, p˜, zˆ).
Um lim
α˜0→−m
µ(α˜0, p˜) zu berechnen, benutzen wir folgende Darstellung der Γ-Funktion:
z ∈ C\(−N) : Γ(z) =
∞∑
n=0
(−1)n
n!
1
n+ z
+
∫ ∞
1
e−ttz−1dt.
Damit gilt:
µ(α˜0, p˜) =
∞∑
n=0
(
(−1)nm!am(m, p˜)
n!
1
n+ α˜0
− (−1)
nan(m, p˜)
Γ(1 + α˜0 + n)2n+α˜0
1
n+ α˜0
)
+ ξ
∫ ∞
1
e−ttα˜0−1dt (α˜0 ∈ C\(−N)),
und hieraus folgt:
lim
α˜0→−m
µ(α˜0, p˜) =
∞∑
n=0
n6=m
(
(−1)nm!am(m, p˜)
n!
1
n−m −
(−1)nan(m, p˜)
Γ(1−m+ n)2n−m
1
n−m
)
+(−1)mam(m, p˜) lim
α˜0→−m
1
α˜0 +m
(
1− 1
2m+α˜0Γ(1 + α˜0 +m)
)
+ξ
∫ ∞
1
e−tt−m−1dt.
Aufgrund von
lim
α˜0→−m
1
α˜0 +m
(
1− 1
2m+α˜0Γ(1 + α˜0 +m)
)
= − ∂
∂z
(
1
2zΓ(1 + z)
)
(0)
=
(
1
2zΓ2(1 + z)
Γ′(1 + z) + 2−z ln(2)
1
Γ(1 + z)
)
(0) = ln(2)− Γ′(1)
= Ln(2) + C,
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wobei C die Eulerkonstante ist, folgt dann die Behauptung. 
Wir untersuchen nun das Transformationsverhalten von F0 und F1 bezu¨glich t0, t1, t∞.
(5.19) Bemerkung(Transformationseigenschaft):
Mit p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ω̂ gilt:
i) t1F0 (p, zˆ) = F0 (p, zˆ), t0F1 (p, zˆ) = F1 (p, zˆ),
ii) t∞F0 (p, zˆ) = F0 (p, zˆ) und t∞F1 (p, zˆ) = exp (γ)F1 (p, zˆ).
Beweis:
Sei (α0, β0, α1, β1, γˆ) ∈ Λ.
Zu i): Wir zeigen zuerst: t1Φ = Φ.
Fu¨r zˆ ∈ Ω̂0 gilt:
(t1Φ) (p, zˆ) = (1− zˆ)α1Φ(τ1(p), zˆ) = exp (α1Ln(1− z)) Φ˜(τ1(p), z).
Aus τ1 (α0, β0, α1, β1, γˆ) = (α0, β0,−α1, β1, γˆ) folgt:
Φ˜(τ1(p), 0) =
1
Γ(1− α0) = Φ˜(p, 0),
und u¨ber die Eindeutigkeit in (5.1), damit t1Φ = Φ.
Mit(4.6)iii) folgt t1t0Φ = t0t1Φ = t0Φ und somit t1F0 = F0.
Aufgrund von F1 = t01F0 gilt dann t0F1 = t0t01F0 = t01t1F0 = t01F0 = F1.
Zu ii): Wir zeigen zuerst: t∞Φ = Φ.
Fu¨r zˆ ∈ Ω̂0 gilt:
(t∞Φ) (p, zˆ) = exp(γz)Φ(τ∞(p), zˆ) = exp(γz)Φ˜(τ∞(p), z).
Aus τ∞ (α0, β0, α1, β1, γˆ) = (α0, β0, α1, β1, δπ (γˆ)) folgt:
Φ˜(τ∞(p), 0) =
1
Γ(1− α0) = Φ˜(p, 0)
und u¨ber die Eindeutigkeit in (5.1) damit t∞Φ = Φ.
Mit(4.6)i) folgt t∞t0Φ = t0t∞Φ = t0Φ und somit t∞F0 = F0. Aufgrund von (4.6)ii)
folgt die Behauptung fu¨r F1. 
Nun untersuchen wir das Verhalten der Funktionen an aus (5.1) bezu¨glich einiger Pa-
rametertransformationen.
(5.20) Bemerkung: Fu¨r die an, n ∈ N aus Satz (5.1) gilt:
an ◦ τ∗ = an.
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Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Fu¨r n = 0 gilt a0(p) = 1 = a0 ◦ τ∗(p).
Wir zeigen nun, dass (an(p))n und (an ◦ τ∗(p))n dieselbe Rekursion (5.2)erfu¨llen.
Es gilt:(
β0 + β1 − γ
(
n− 1− 1
2
(α0 + α1)
))
= γ
(
β0 + β1
γ
− n+ 1 + α0 + α1
2
)
= γ(α∗0(p) + 1− n).
Mit (4.7) und (4.8) folgt γ = γ∗(p), α∗0 (τ∗(p)) = α0 und somit
γ (α∗0(p) + 1− n) (α0 + 1− n) = γ∗(p) (α∗0 (τ∗(p)) + 1− n) (α∗0(p) + 1− n) .
Aufgrund von (4.8)2a) folgt:
(n− 1)(n− α0 − α1 − γ) = (n− 1) (n− α∗0(p)− α∗1(p)− γ∗(p))
und mit (4.8)2c) gilt:
1
2
(1− α0)(γ + 1− α1)− β0 = 1
2
(γ∗(p) + 1− α∗0(p))(1− α∗1(p))− β∗0(p).
Damit folgt die Behauptung. 
Aus (5.19) folgern wir sofort:
(5.21) Bemerkung:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Die an : Λ→ C, n ∈ N aus Satz (5.1) erfu¨llen:
i) an (τ∞(p)) =
∑n
k=0(−1)k (n+1−α0−k)kk! γkan−k(p) (n ∈ N).
ii) an(τ1(p)) =
∑n
k=0(−1)k(n+ 1− α0 − k)k
( −α1
k
)
an−k(p) (n ∈ N).
5.2 Lo¨sungen mit Asymptotik
(5.22) Satz,Definition:
Es existiert genau eine stetige und partiell holomorphe Funktion
Ψ : Λ× Ω̂ −→ C,
so dass fu¨r alle p ∈ Λ gilt:
1. Ψ(p, ·) ∈ Kern (L(p)),
2. 2i sin(α∗0(p)π)Ψ(p, ·) = exp (2πiα∗0(p)) (L0Φ) (p, ·),
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3. Ψ(p, ·) erfu¨llt folgende Asymptotik:
Ψ(p, zˆ) ∼ γˆα∗0(p)−1zˆα∗0(p)−1
∞∑
n=0
(−1)nan (τ∞ ◦ τ1 ◦ τ∗(p)) (γz)−n
fu¨r z →∞ mit zˆ ∈ {zˆ ∈ Ω̂+∞| − 3π2 < arg (γˆ) + arg0(zˆ) < 3π2 } und
Ψ(p, zˆ) ∼ γˆα∗0(p)−1 (zˆ − 1)α∗0(p)−1
∞∑
n=0
(−1)nan (τ1 ◦ τ∗(p)) (γ(z − 1))−n
fu¨r (z − 1) → ∞ mit zˆ ∈ {zˆ ∈ Ω̂+∞| − 3π2 < arg(γˆ) + arg1(zˆ) < 3π2 }. Dabei sind
die an aus (5.1).
Zu bemerken ist noch, dass Ψ schon durch eine der asymptotischen Reihen in 3.
und durch 1. eindeutig bestimmt ist. Diese Aussage folgt aus der Theorie gewo¨hnlicher
Differentialgleichungen.
Fu¨r den Beweis von (5.22) beno¨tigen wir folgende Bemerkung:
(5.23) Bemerkung, Definition:
Sei θ0 : [0, 1[∋ t → ω+ · (1 − t) ∈ Ω und θˆ0 : [0, 1[∋ t → Ω̂ die Liftung von θ0 mit
θˆ0(0) = ωˆ+. Weiter seien ϑ0 und ϑˆ0 aus (2.2).
Fu¨r p ∈ Λ mit Re (α∗0(p)) < 1 und h : K1(0)→ C holomorph gilt:∫
ϑˆ0
+(exp (−2πiα∗0(p))− 1)
∫
θˆ0
 (·)−α∗0(p)h (P (·)) = 0.
Beweis von (5.23):
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ mit Re (α∗0(p)) < 1. Wir bezeichnen mit Z die Zusam-
menhangskomponente von P−1 (K1(0)) mit ωˆ0 ∈ Z.
Mit 0 < ε < 1 bezeichnen wir ϑε(t) := εϑ0(t) (t ∈ [0, 1]) und mit ϑˆε : [0, 1] → Ω̂ die
Liftung von ϑε mit ϑˆε(0) = θˆ0(1− ε).
Da die Kurven ϑ0 und
(
θ0|[0,1−ε] + ϑε
) − θ0|[0,1−ε] in Ω homotop sind (wobei mit
−θ0|[0,1−ε] die zu θ0|[0,1−ε] entgegengesetzte Kurve und mit + die u¨bliche Verknu¨pfung
von Kurven gemeint ist), so sind auch ihre Liftungen ϑˆ0 und
(
θˆ0|[0,1−ε] + ϑˆε
)
− d0 ◦
θˆ0|[0,1−ε] homotop, und damit gilt:∫
ϑˆ0
u =
∫
θˆ0|[0,1−ε[
u+
∫
ϑˆε
u−
∫
d0◦θˆ0|[0,1−ε[
u = (1− exp (−2πiα∗0(p)))
∫
θˆ0|[0,1−ε[
u+
∫
ϑˆε
u,
mit u(tˆ) := tˆ−α
∗
0(p)h (t) (tˆ ∈ Z).
Da h holomorph ist, so gilt
∣∣∣∫ϑˆε u(zˆ, ·)∣∣∣ = O (ε−Re(α∗0(p))+1) (ε → 0). Aufgrund von
Re (α∗0(p)) < 1 folgt damit
∣∣∣∫ϑˆε u(zˆ, ·)∣∣∣→ 0 (ε→ 0). 
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Beweis von (5.22):
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Wir setzen zuerst α∗0(p) 6∈ Z voraus.
Dann definieren wir:
Ψ(p, ·) := exp (2πiα
∗
0(p))
2i sin(α∗0(p)π)
(L0Φ) (p, ·).
Da Φ stetig und partiell holomorph ist, gilt dies auch fu¨r L0Φ aufgrund von (4.10).
Somit ist Ψ : {p ∈ Λ|α∗0(p) 6∈ Z} × Ω̂→ C stetig und partiell holomorph.
Sei nun
u
(
p, zˆ, tˆ
)
:= exp (γzt)̟
(−α∗0(p),−α∗1(p),−γ, tˆ)Φ (τ∗(p), tˆ) , zˆ, tˆ ∈ Ω̂.
Mit (3.4) und (5.19) folgt
u
(
p, zˆ, tˆ
)
= exp (γ(z − 1)t) tˆ−α∗0(p) (1− tˆ)−α∗1(p)Φ(τ∗(p), tˆ)
= exp (γ(z − 1)t) tˆ−α∗0(p)Φ(τ1 ◦ τ∗(p), tˆ) (5.24)
= exp (γzt) tˆ−α
∗
0(p)Φ(τ∞ ◦ τ1 ◦ τ∗(p), tˆ), zˆ, tˆ ∈ Ω̂. (5.25)
Im Fall α∗0(p) 6∈ Z und −ξ ∈]0, 2π[ gilt fu¨r zˆ ∈ Hˆξ+π−arg(γˆ) unter Beru¨cksichtigung von
(4.10), (5.25) und (5.1)
Ψ (p, zˆ) =
exp (2πiα∗0(p))
2i sin(α∗0(p)π)
∫
S−ξ0
u (p, zˆ, ·)
=
exp (2πiα∗0(p))π
sin(α∗0(p)π)
1
2πi
(0+)∫
∞ exp(−iξ)
exp(γzt)t−α
∗
0(p)Φ˜(τ∞ ◦ τ1 ◦ τ∗(p), t)dt.
Die Potenzreihenentwicklung von Φ˜(τ∞◦τ1◦τ∗(p), ·) bei 0 la¨sst sich mit (5.1) gewinnen.
Ferner gilt:
zˆ ∈ Hˆξ+π−arg(γˆ) ⇒ π
2
> |arg (γˆ) + arg0(zˆ)− ξ − π| = |arg (δ−2π (γˆ)) + arg0(zˆ)− ξ + π| .
Wenden wir nun das Lemma von Watson aus [15], (Seite 55) an, so gilt mit einem
K0 > 0 groß genug:
Ψ (p, zˆ) ∼exp (2πiα
∗
0(p))π
sin(α∗0(p)π)
∞∑
m=0
am(τ∞ ◦ τ1 ◦ τ∗(p))
Γ(1− α∗0(p) +m)Γ(α∗0(p)−m)
·
(δ−2π (γˆ))
α∗0(p)−1−m zˆα
∗
0(p)−1−m (z →∞),
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fu¨r zˆ ∈ Hˆξ+π−arg(γˆ) mit Re (γz exp(−iξ)) < −K0.
Aufgrund von
1
Γ(1− α∗0(p) +m)Γ(α∗0(p)−m)
= (−1)m sin(πα
∗
0(p))
π
und mit der u¨blichen Argumentation erhalten wir fu¨r zˆ ∈ Hˆξ+π−arg(γˆ):
Ψ(p, zˆ) ∼ γˆα∗0(p)−1zˆα∗0(p)−1
∞∑
n=0
(−1)nan (τ∞ ◦ τ1 ◦ τ∗(p)) (γz)−n (z →∞).
Da −ξ ∈]0, 2π[ vorausgesetzt war, erhalten wir die erste Behauptung aus (5.22)3. (im
Fall α∗0(p) 6∈ Z). Auf analoge Weise zeigt man mit (5.24) die zweite Behauptung aus
(5.22)3. (im Fall α∗0(p) 6∈ Z).
Fu¨r α∗0(p) 6∈ Z mit Re(α∗0(p)) < 1 gilt wegen (5.23) und (5.1):
Ψ (p, zˆ) =
exp (2πiα∗0(p))
2i sin(α∗0(p)π)
∫
S−ξ0
u (p, zˆ, ·)
= exp (2πiα∗0(p))
exp (−2πiα∗0(p))− 1
2i sin(α∗0(p)π)
−∫
θˆ0
+
∫
ϕˆ−ξ
u (p, zˆ, ·)
=− exp (πiα∗0(p))
−∫
θˆ0
+
∫
ϕˆ−ξ
u (p, zˆ, ·) , ξ ∈ R, zˆ ∈ Hˆξ+π−arg(γˆ).
(5.26)
Hieraus folgt in u¨blicher Weise die Existenz der partiell holomorphen Fortsetzung von
Ψ auf {p ∈ Λ|α∗0(p) 6∈ N∗} × Ω̂.
Ferner erhalten wir das asymptotische Verhalten aus (5.22)3. fu¨r den Fall α∗0(p) ∈ −N,
indem wir die Version des Lemmas von Watson aus [15] auf Seite 40 auf (5.26) (mit
α∗0(p) ∈ −N) anwenden.
Sei nun α∗0(p) 6∈ Z mit Re(α∗0(p)) ≥ 1. Mit einem m ∈ N mit m ≥ Re(α∗0(p))
definieren wir
Φ1
(
p, tˆ
)
:= tˆ−α
∗
0(p)Φ(τ∞ ◦ τ1 ◦ τ∗(p), tˆ)−
m∑
n=0
a (τ∞ ◦ τ1 ◦ τ∗(p))
Γ(n+ 1− α∗0(p))
tˆn−α
∗
0(p), tˆ ∈ Ω̂.
Fu¨r ξ ∈ R und zˆ ∈ Hˆξ+π−arg(γˆ) gilt analog zum Beweis des Lemmas von Watson [15]
(Seite 55) unter Beru¨cksichtigung von (5.25), (5.1) und (5.23):
Ψ(p, zˆ) = I(p, zˆ) +
m∑
n=0
(−1)nan (τ∞ ◦ τ1 ◦ τ∗(p)) γˆα∗0(p)−1−nzˆα∗0(p)−1−n (5.27)
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mit:
I(p, zˆ) :=
exp (2πiα∗0(p))
2i sin(α∗0(p)π)
∫
S−ξ0
exp (γzP (·)) Φ1 (p, ·)
(5.23)
= − exp (πiα∗0(p))
−∫
θˆ0
+
∫
ϕˆ−ξ
 exp (γzP (·)) Φ1 (p, ·) (zˆ ∈ Hˆξ+π−arg(γˆ)).
Hieraus folgt, dass sich Ψ partiell holomorph auf Λ× Ω̂ fortsetzen la¨sst.
Im Fall α∗0(p) ∈ N∗ erha¨lt man mit dem Lemma von Watson auf Seite 40 und (5.27)
die erste der beiden asymptotischen Reihen.
Auf analoge Weise erha¨lt man mit (5.24) die zweite asymptotische Reihe. 
Eine direkte Folgerung aus dem Beweis ist:
(5.28) Bemerkung:
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ mit Re(α∗0(p)) < 1, ξ ∈ R und zˆ ∈ Hˆξ+π−arg(γˆ).
Dann gilt mit der zusammengesetzten Kurve L−ξ0 := −θˆ0 + ϕˆ−ξ
Ψ(p, zˆ) =− exp (πiα∗0(p))∫
L−ξ0
exp (γzP (·))̟ (−α∗0(p),−α∗1(p),−γ, ·) Φ (τ∗(p), ·) ,
wobei ϕˆ−ξ in (4.9) und θˆ0 in (5.23) definiert wurden.
(5.29) Satz:
Wir definieren die stetige und partiell holomorphe Funktion Ψ˜ : Λ× Ω̂→ C durch
Ψ˜(p, ·) := exp (iπ(α∗1(p)− 1)) (t−1∞ Ψ)(p, ·), p ∈ Λ.
Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ gilt:
1. 2i sin (πα∗1(p)) Ψ˜(p, ·) = exp (iπα∗1(p) + γ) (L1t01Φ) (p, ·).
2. Ψ˜ (p, ·) erfu¨llt die folgende Asymptotik:
Ψ˜ (p, zˆ) ∼ exp (γz) γˆα∗1(p)−1zˆα∗1(p)−1
∞∑
n=0
an (τ∞ ◦ τ0 ◦ τ01 ◦ τ∗(p)) (γz)−n,
fu¨r z →∞ mit zˆ ∈ {zˆ ∈ Ω̂+∞| − π2 < arg (γˆ) + arg0 (zˆ) < 5π2 } und
Ψ˜(p, zˆ) ∼ exp (γz) γˆα∗1(p)−1(zˆ − 1)α∗1(p)−1
∞∑
n=0
an (τ0 ◦ τ01 ◦ τ∗(p)) (γ(z − 1))−n ,
fu¨r (z − 1) → ∞ mit zˆ ∈ {zˆ ∈ Ω̂+∞| − π2 < arg (γˆ) + arg1 (zˆ) < 5π2 }. Dabei sind
die an aus (5.1).
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Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. In (5.22) haben wir 2i sin(α∗0(p)π)Ψ(p, ·) =
exp (2πiα∗0(p)) (L0Φ) (p, ·) definiert. Somit folgt
2i sin(α∗0
(
τ−1∞ (p)
)
π)
(
t−1∞ Ψ
)
(p, ·) = exp (2πiα∗0 (τ−1∞ (p))) (t−1∞ L0Φ) (p, ·).
Aufgrund von τ∗◦τ−1∞ (p) = τ01◦τ∗ (siehe (4.8.3a)) folgt α∗0 (τ−1∞ (p)) = α∗1(p). Hiermit
und mit (4.15) folgt dann
2i sin(α∗1 (p)π)Ψ˜(p, ·) = − exp (iπ(α∗1(p)− 1)) exp (γ) (L1φ1t01Φ) (p, ·).
Da φ1t01Φ = t01Φ, folgt dann
2i sin(α∗1 (p)π)Ψ˜(p, ·) = exp (γ + πiα∗1(p)) (L1t01Φ) (p, ·).
Die Asymptotik aus Satz (5.22) transformiert sich entsprechend, wenn man τ∗ ◦ τ−1∞ =
τ01 ◦ τ∗, (δ−π (γˆ))α
∗
1(p)−1 = exp (−iπ (α∗1(p)− 1)) γˆα∗1(p)−1, sowie fu¨r zˆ ∈ Ω̂+∞
−3π
2
< arg (δ−π (γˆ)) + arg0/1(zˆ) <
3π
2
⇔ −π
2
< arg (γˆ) + arg0/1(zˆ) <
5π
2
beru¨cksichtigt. 
(5.30) Bemerkung, Definition:
Fu¨r (p, zˆ) ∈ Λ× Ω̂ definieren wir F∞ (p, zˆ) :=
(
Ψ(p, zˆ), Ψ˜(p, zˆ)
)
.
Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ bildet F∞ (p, ·) ein Fundamentalsystem von L(p)η = 0,
mit
[Ψ, Ψ˜](p) = − exp (iπα1) γˆα0+α1−1.
Beweis:
Sei p = (α0, β0, α1, β1, γ) ∈ Λ und sei ν0 := α∗0(p)− 1 und ν1 := α∗1(p)− 1.
Fu¨r zˆ ∈
{
zˆ ∈ Ω̂+∞| − π2 < arg(γˆ) + arg0(zˆ) < 3π2
}
=: G gilt:
Ψ(p, zˆ) = γˆν0 zˆν0
(
1 +O
(
1
z
))
, Ψ˜(p, zˆ) = exp (γz) γˆν1 zˆν1
(
1 +O
(
1
z
))
,
Ψ′(p, zˆ) = γˆν0 zˆν0 · O
(
1
z
)
, Ψ˜′(p, zˆ) = γ exp (γz) γˆν1 zˆν1
(
1 +O
(
1
z
))
,
fu¨r z →∞, und damit
ω(Ψ, Ψ˜) (p, zˆ) = det
(
Ψ(p, zˆ) Ψ˜(p, zˆ)
Ψ′(p, zˆ) Ψ˜′(p, zˆ)
)
= γˆν0+ν1 zˆν0+ν1 exp (γz) det
( (
1 +O (1
z
)) (
1 +O (1
z
))
O (1
z
)
γ
(
1 +O (1
z
)) )
= γγˆν0+ν1 zˆν0+ν1 exp (γz)
(
1 +O
(
1
z
))
= γγˆν0+ν1 zˆν0+ν1 exp (γz)
(
1 +O
(
1
z
))
, fu¨r z →∞, zˆ ∈ G.
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Aufgrund von (4.8)2a) gilt ν0 + ν1 = α
∗
0(p) + α
∗
1(p)− 2 = α0 + α1 − 2, und somit
ω(Ψ, Ψ˜) (p, zˆ) = γγˆα0+α1−2zˆα0+α1−2 exp (γz)
(
1 +O
(
1
z
))
(5.31)
fu¨r z →∞, zˆ ∈ G.
Andererseits gilt:
ω(Ψ, Ψ˜) (p, zˆ) = [Ψ, Ψ˜](p)zˆα0−1 (1− zˆ)α1−1 exp (γz)
= [Ψ, Ψ˜] (p) zˆα0−1 (zˆ − 1)α1−1 exp(πi (1− α1)) exp (γz) (5.32)
= [Ψ, Ψ˜](p) exp(πi (1− α1))zˆα0+α1−2 exp (γz)
(
1 +O
(
1
z
))
,
fu¨r z →∞, zˆ ∈ G. Mit (5.31) und (5.32) folgt dann
[Ψ, Ψ˜](p) = exp (iπ(α1 − 1)) γˆα0+α1−1.

(5.33) Bemerkung, Definition (Transformationseigenschaften):
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Dann gilt:
i) (t0F∞) (p, ·) = γˆ−α0F∞(p, ·),
ii) (t1F∞) (p, ·) = exp (−iπα1) γˆ−α1F∞(p, ·),
iii) (t∞F∞) (p, ·) = F∞(p, ·) ◦Q∞(p)
mit Q∞ :=
(
q˜ − exp (iπα∗0)
− exp (iπα∗1) 0
)
und q˜ : Λ→ C mit
q˜(p) := exp (iπ(α∗1(p)− α1)) γˆ−α0−α1+1[t∞Ψ, t−1∞ Ψ](p), (5.34)
iv) (t01F∞) (p, ·) =
(
φ−11 F∞
)
(p, ·) ◦
(
1 0
0 exp (−γ)
)
.
Beweis : Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Dann folgt fu¨r j = 0, 1:
α∗0 (τj(p)) = α
∗
0 (p)− αj, α∗1 (τj(p)) = α∗1(p)− αj.
Zu i): Aus der allgemeinen Theorie weiß man, dass die Lo¨sung Ψ(p, ·) von L (p) y = 0
durch das asymptotische Verhalten
Ψ (p, zˆ) = γα
∗
0(p)−1zˆα
∗
0(p)−1
(
1 +O
(
1
z
))
, (z →∞)
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auf M1 :=
{
zˆ ∈ Ω̂+∞| − 3π2 < arg(γˆ) + arg0(zˆ) < 3π2
}
eindeutig bestimmt ist.
(t0Ψ) (p, ·) hat folgendes asymptotische Verhalten fu¨r zˆ ∈M1:
(t0Ψ) (p, ·) = γˆα∗0(p)−α0−1zˆα0 zˆα∗0(p)−α0−1
(
1 +O
(
1
z
))
, (z →∞),
und somit folgt (t0Ψ) (p, ·) = γˆ−α0Ψ(p, ·) .
Aufgrund von (4.6)i) gilt t∞ ◦ t0 = t0 ◦ t∞ und somit(
t0Ψ˜
)
(p, ·) = exp (iπ(α∗1(p)− α0 − 1))
(
t−1∞ t0Ψ
)
(p, ·)
= exp (iπ(α∗1(p)− α0 − 1)) (δ−πγˆ)−α0
(
t−1∞ Ψ
)
(p, ·) = γˆ−α0Ψ˜(p, ·).
Zu ii): Aus der allgemeinen Theorie weiß man, dass die Lo¨sung Ψ(p, ·) von L (p) y = 0
durch das asymptotische Verhalten
Ψ (p, zˆ) = γα
∗
0(p)−1(zˆ − 1)α∗0(p)−1
(
1 +O
(
1
z − 1
))
, (z →∞)
aufM2 :=
{
zˆ ∈ Ω̂+∞| − 3π2 < arg(γˆ) + arg1(zˆ) < 3π2
}
eindeutig bestimmt ist. (t1Ψ) (p, ·)
hat folgendes asymptotische Verhalten fu¨r zˆ ∈M2:
(t1Ψ) (p, zˆ) = γˆ
α∗0(p)−α1−1(1− zˆ)α1 (zˆ − 1)α∗0(p)−α0−1
(
1 +O
(
1
z − 1
))
, (z →∞).
Hierbei folgt wegen (1− zˆ)α1 = (zˆ − 1)α1 exp (−iπα1) (siehe (2.10)):
(t1Ψ) (p, ·) = exp (−iπα1) γ−α1Ψ(p, ·).
Analog zu i) erha¨lt man Ψ˜(p, ·) = exp (−iπα1) γ−α1Ψ˜(p, ·) und damit die Behauptung.
Zu iii): Wegen (4.17)iii) und (5.30) gilt :
− exp (iπα1) γˆα0+α1−1 (t∞Ψ) (p, ·) =[Ψ, t∞Ψ](p)Ψ˜(p, ·)
+ [t∞Ψ, Ψ˜](p)Ψ(p, ·).
(5.35)
Auf dem Sektor
B =
{
z ∈ Ω̂+∞ | −
π
2
< arg(γˆ) + arg0(zˆ) <
π
2
}
⊂ Ω̂+∞
besitzen Ψ(p, ·), Ψ˜(p, ·) und (t∞Ψ) (p, ·) jeweils asymptotische Reihen. Da nun
Ψ˜(p, zˆ) = exp (γz) γˆα
∗
1(p)−1zˆα
∗
1(p)−1
(
1 +O
(
1
z
))
,
(t∞Ψ) (p, zˆ) = − exp (iπα∗1(p)) exp (γz) γˆα
∗
1(p)−1zˆα
∗
1(p)−1
(
1 +O
(
1
z
))
,
Ψ(p, zˆ) = γˆα
∗
0(p)−1zˆα
∗
0(p)−1
(
1 +O
(
1
z
))
,
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fu¨r z →∞, zˆ ∈ B, so sind Ψ˜(p, ·), (t∞Ψ) (p, ·) dominant und Ψ rezessiv auf B.
Mit (5.35) erha¨lt man dann:
γα0+α1−1 exp (iπ(α∗1(p) + α1)) = [Ψ, t∞Ψ](p).
Mit q˜ aus (5.34) folgt dann mit (5.35)
t∞Ψ = − exp (iπα∗1) Ψ˜ + q˜Ψ.
Ferner gilt t∞Ψ˜ = − exp (iπα∗1 ◦ τ∞)Ψ = − exp (iπα∗0)Ψ.
Zu iv): Aufgrund von (4.8)3) folgt α∗0(p) = α
∗
0 (τ01(p)).
Wir nehmen zuerst an, dass α∗0(p) = α
∗
0 (τ01(p)) 6∈ Z. Dann gilt nach (5.22)2)
Ψ(p, ·) = exp (2πiα
∗
0(p))
2i sin(α∗0(p)π)
(L0Φ) (p, ·)
und somit folgt u¨ber (4.15) und (5.19):
(t01Ψ) (p, ·) = exp (2πiα
∗
0(τ01(p)))
2i sin(α∗0(τ01(p))π)
(t01L0Φ) (p, ·)
=
exp (2πiα∗0(p))
2i sin(α∗0(p)π)
(
φ−11 L0t−1∞ Φ
)
(p, ·)
=
exp (2πiα∗0(p))
2i sin(α∗0(p)π)
(
φ−11 L0Φ
)
(p, ·) = (φ−11 Ψ) (p, ·).
Aus dem Identita¨tssatz folgt (t01Ψ) (p, ·) =
(
φ−11 Ψ
)
(p, ·) im Fall α∗0(p) ∈ Z.
Aufgrund von Ψ˜(p, ·) = − exp (iπα∗1(p)) (t−1∞ Ψ) (p, ·), α∗1(p) = α∗1 (τ01(p)),
(t01t
−1
∞ Ψ) (p, ·) = exp (−γ) (t−1∞ t01Ψ) (p, ·) und φ−11 ◦ t−1∞ = t−1∞ ◦ φ−11 folgt:(
t01Ψ˜
)
(p, ·) = − exp (iπα∗1 (τ01 (p))) (t01t−1∞ Ψ)(p, ·)
= − exp (iπα∗1(p)) exp (−γ)
(
t−1∞ t01Ψ
)
(p, ·)
= − exp (iπα∗1(p)) exp (−γ) (t−1∞ φ−11 Ψ)(p, ·)
= − exp (iπα∗1(p)) exp (−γ) (φ−11 t−1∞ Ψ)(p, ·)
= exp (−γ)
(
φ−11 Ψ˜
)
(p, ·),
und damit die Behauptung. 
Umlaufverhalten von F∞ bei ∞
Wir bescha¨ftigen uns nun mit der durch
(φ∞F∞) (p, zˆ) =: F∞ (p, zˆ) ◦M∞(p)
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eindeutig definierten Monodromiematrix M∞(p).
In (5.22) haben wir 2i sin(α∗0π)Ψ = exp (2πiα
∗
0)L0Φ gezeigt. Aufgrund von t201 = t−2∞
(vgl. (4.6)vi)) folgt aus (5.19) dass t201Φ = Φ gilt. Ferner folgt wegen t∞ ◦φ∞ = φ∞ ◦ t∞
(vgl. (4.6)x)) mit (4.15) dann φ∞Ψ = t2∞Ψ. Aufgrund von Ψ˜ = − exp (iπα∗1) t−1∞ Ψ folgt
dann φ∞F∞ = t2∞F∞.
Ferner gilt wegen (5.33)iii)
t∞F∞ (p, zˆ) = F∞ (p, zˆ) ◦Q∞(p).
Damit folgt:
F∞ (p, zˆ) ◦M∞(p) = t2∞F∞ (p, zˆ) = t∞ (F∞ ◦Q∞) (p, zˆ) = (t∞F∞) (p, zˆ) ◦Q∞ (τ∞(p))
= F∞ (p, zˆ) ◦Q∞(p) ◦Q∞ (τ∞(p))
und somit
M∞ =
(
q˜ − exp (iπα∗0)
− exp (iπα∗1) 0
)
◦
(
q˜ ◦ τ∞ − exp (iπα∗1)
− exp (iπα∗0) 0
)
=
(
q˜ · (q˜ ◦ τ∞) + exp (2πiα∗0) − exp (iπα∗1) q˜
− exp (iπα∗1) (q˜ ◦ τ∞) exp (2πiα∗1)
)
.
Hieraus folgt dann fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
detM∞(p) = exp (2πi(α∗0(p) + α
∗
1(p))) = exp (2πi(α0 + α1)) ,
SpurM∞(p) = exp (2πiα∗0(p)) + exp (2πiα
∗
1(p)) + q˜(p) · (q˜ ◦ τ∞)(p)
= exp
(
2πi
α0 + α1
2
)(
exp
(
2πi
β0 + β1
γ
)
+ exp
(
−2πiβ0 + β1
γ
))
+ q˜(p) · (q˜ ◦ τ∞(p))
=2 exp (πi(α0 + α1)) cos
(
2π(β0 + β1)
γ
)
+ q˜(p) · (q˜ ◦ τ∞)(p).
Da fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
q˜(p) = exp (iπ(α∗1(p)− α1)) γˆ−α0−α1+1[t∞Ψ, t−1∞ Ψ](p)
gilt, sowie [t∞Ψ, Ψ˜] = ω(t∞Ψ, Ψ˜) (p, zˆ) zˆ1−α0(1 − zˆ)1−α1 exp (−γz), zˆ ∈ Ω̂, so folgt aus
der partiellen Holomorphie von t∞Ψ, t−1∞ Ψ die partielle Holomorphie von q˜.
Zusa¨tzlich gilt:
F∞ ◦M2∞ = φ2∞F∞ = φ∞t2∞F∞ = t2∞φ∞F∞ = t2∞ (F∞ ◦M∞) = F∞ ◦M∞ ◦ (M∞ ◦ τ 2∞),
und damit M∞ ◦ τ 2∞ = M∞. Also ist q˜(p) = q˜ (τ 2∞(p)). Damit hat q˜ bezu¨glich des
Parameters γˆ ∈ Ĉ∗ kein Umlaufverhalten.
Nun fassen wir die oben erhaltenen Resultate zusammen:
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(5.36) Bemerkung(Umlaufverhalten bei ∞):
Fu¨r q˜ aus (5.33) gilt:
i) q˜ : Λ → C ist holomorph und hat bezu¨glich γˆ ∈ Ĉ∗ kein Umlaufverhalten, d.h.
q˜ ◦ τ 2∞ = q˜.
ii) φ∞F∞ = t2∞F∞ = F∞ ◦M∞ mit
M∞ =
(
q˜ · (q˜ ◦ τ∞) + exp (2πiα∗0) − exp (iπα∗1) q˜
− exp (iπα∗1) (q˜ ◦ τ∞) exp (2πiα∗1)
)
=
(
q˜ − exp (iπα∗0)
− exp (iπα∗1) 0
)
◦
(
q˜ ◦ τ∞ − exp (iπα∗1)
− exp (iπα∗0) 0
)
.
iii) Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ gilt:
detM∞ = exp (2πi(α0 + α1)) und
spurM∞ = 2 exp (πi(α0 + α1)) cos
(
2π(β0+β1)
γ
)
+ q˜(p) · (q˜ ◦ τ∞)(p).
5.3 Integraldarstellungen spezieller Lo¨sungen
Wir geben nun Umkehrformeln fu¨r die Laplacedarstellungen an. Diese verwenden wir
im na¨chsten Kapitel, um ein Transformationsverhalten der Zusammenhangskoeffizien-
ten zu zeigen.
(5.37) Satz: Man erha¨lt fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
2πiγˆα0+α1−1(t0Φ)(p, ·) = exp (iπ(2α0 − α∗1(p)))
(
L0Ψ˜
)
(p, ·)
+ exp (iπ(α∗1(p)− 2α1))
(
L1φ0Ψ˜
)
(p, ·),
sowie
2πiγˆα0+α1−1
(
φ−10 t01t0Φ
)
(p, ·) = exp (iπ (α∗0(p)− α0)) (L0Ψ) (p, ·)
+ exp (iπ (−α0 − α∗0(p))) (L1φ0Ψ) (p, ·).
Beweis: Bei dem Beweis gehen wir analog zu [1] auf Seite 225 vor.
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ mit Re (α∗0(p)) < 1.
Fu¨r zˆ ∈ Hˆ− arg(γˆ) la¨sst sich Ψ (p, zˆ) (mit −ξ := π ∈]0, 2π[) aufgrund von (5.28) folgen-
dermaßen darstellen:
Ψ (p, zˆ) = − exp (πiα∗0(p))
∫
Lpi0
exp (γzP (·))̟ (−α∗0(p),−α∗1(p),−γ, ·) Φ (τ∗(p), ·) .
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Somit gilt wegen α∗0 (τ∗ (p)) = α0 fu¨r Re(α0) < 1 und zˆ ∈ Hˆ− arg(γˆ):
Ψ (τ∗(p), zˆ) = − exp (πiα0)
∫
Lpi0
exp (γzP (·))̟ (−α0,−α1,−γ, ·) Φ (p, ·)
= − exp (πiα0)
−∞∫
0
exp (γ(z − 1)τ) τ−α0π (1− τ)−α1Φ˜(p, τ)dτ,
wobei z−α0π :=
((
P |Hˆpi
)−1
(z)
)−α0
, z ∈ Hπ, und (1 − τ)−α1 der Hauptwert ist. Wir
bezeichnen dann
f := Ψ (τ∗(p), ·) ◦
(
P |Hˆ− arg(γˆ)
)−1
∈ H (H− arg(γˆ))
und transformieren mit s = γ
(
z − 1
2
)
(also z = s
γ
+ 1
2
) fu¨r z ∈ H− arg(γˆ).
Dann folgt
z ∈ H− arg(γˆ) ⇔ Re(s) > 1
2
|Re (γ) |
aus
z ∈ H− arg(γˆ) ⇔ (Re (z exp (i arg (γˆ))) > 0 und Re ((z − 1) exp (i arg (γˆ))) > 0) ,
sowie
Re (z exp (i arg (γˆ))) > 0⇔ Re
((
s
γ
+
1
2
)
exp (i arg (γˆ))
)
> 0⇔ Re(s) > −1
2
Re (γ) ,
Re ((z − 1) exp (i arg (γˆ))) > 0⇔ Re
((
s
γ
− 1
2
)
exp (i arg (γˆ))
)
> 0⇔ Re(s) > 1
2
Re (γ) .
Fu¨r s ∈ {z ∈ C|Re(z) > 1
2
|Re (γ) |} gilt dann:
exp (−πiα0) f
(
s
γ
+
1
2
)
=
∞∫
0
exp (−sτ) (−τ)−αˆ0π (1 + τ)−α1 exp
(γ
2
τ
)
Φ˜(p,−τ)dτ.
Dann folgt wegen |γ| > 1
2
|Re(γ)| und der Umkehrformel fu¨r die Laplacetransformation
(vgl. [1], Seite 212, Satz 3) fu¨r τ > 0:
exp
(γ
2
τ
)
(−τ)−α0π (1 + τ)−α1Φ˜(p,−τ)
=
exp (−πiα0)
2πi
lim
T→∞
∫
|γ|−iT,|γ|+iT
exp (sτ) f
(
s
γ
+
1
2
)
ds
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und somit
exp (γτ)(−τ)−α0π (1 + τ)−α1Φ˜(p,−τ)
=
exp (−πiα0)
2πi
lim
T→∞
∫
|γ|−iT,|γ|+iT
exp
((
s+
γ
2
)
τ
)
f
(
s
γ
+
1
2
)
ds
= γ
exp (−πiα0)
2πi
lim
T→∞
∫
gT
exp (−γζ(−τ)) f (ζ) dζ
mit gT : [−T, T ] ∋ t→ 12 +
(
1 + i t√
2
)
exp (−i arg (γˆ)) ∈ H− arg(γˆ).
Daher gilt fu¨r zˆ ∈ Hˆπ ∩
{
zˆ ∈ Ω̂| arg0(zˆ) = π
}
:
zˆ−α0(1− zˆ)−α1 exp (−γz) Φ(p, zˆ) = γ exp (−πiα0)
2πi
lim
T→∞
∫
gˆT
exp (−γzP (·))Ψ (τ∗(p), ·) ,
wobei gˆT : [−T, T ] ∋ t→ Hˆ− arg(γˆ) ⊂ Ω̂+∞ eindeutig durch P ◦ gˆT = gT festgelegt wird.
Wir definieren nun fu¨r ξ ∈ R mit ϕˆξ aus (4.9) und T > 1:
ϕˆTξ : [0, 1] ∋ τ → ϕˆξ (τT )
und
l1(T ) : [0, 1] ∋ τ → 1
2
+
(
i
T√
2
+ (1− τ)
)
exp (−i arg (γˆ)) ,
l2(T ) : [0, 1] ∋ τ → 1
2
+
(
−i T√
2
+ τ
)
exp (−i arg (γˆ)) ,
v1(T ) :
[
−π
2
, 0
]
∋ τ → 1
2
+
T√
2
exp (i(τ + π)− i arg (γˆ)) ,
v2(T ) :
[
0,
π
2
]
∋ τ → 1
2
+
T√
2
exp (i(τ + π)− i arg (γˆ))
und betrachten deren Liftungen lˆ1(T ), lˆ2(T ), vˆ1(T ), vˆ2(T ) in Ω̂
+
∞ mit lˆ1(T )(0) := gˆT (T ),
lˆ2(T )(1) := gˆT (−T ), vˆ1(T )(−π2 ) := lˆ1(T )(1) und vˆ2(T )(π2 ) := lˆ2(T )(0).
Mit dem Cauchyschen Integralsatz gilt:
0 =
∫
gˆT
+
∫
lˆ1(T )
+
∫
vˆ1(T )
−
∫
ϕˆT
− arg(γˆ)+pi
+
∫
ϕˆT
− arg(γˆ)−pi
+
∫
vˆ2(T )
+
∫
lˆ2(T )
 exp (−γP (·)z)Ψ(τ∗(p), ·).
Aufgrund von (4.8) folgt α∗0 (τ∗(p)) = α0 und somit wegen (5.22)
Ψ
(
τ∗(p), tˆ
)
= tˆα0−1O(1), t→∞ (5.38)
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Abbildung 4: Spuren der Kurven im Fall arg (γˆ) = π
3
und T = 5.
–1
0 1
ω+
l1(T )
l2(T )
v1(T )
v2(T )
gT
ϕ2π
3
|[0,T ]
ϕ−4π3 |[0,T ]
• •
•
•
•
•
fu¨r tˆ ∈ Ω̂+∞ mit −3π2 − arg (γˆ) + δ ≤ arg0
(
tˆ
) ≤ 3π
2
− arg (γˆ)− δ, mit δ > 0 klein genug.
Wir zeigen nun
( ∫
lˆ1(T )
+
∫
vˆ1(T )
+
∫
vˆ2(T )
+
∫
lˆ2(T )
)
exp (−γzP (·))Ψ(τ∗(p), ·)→ 0 (T →∞).
Da Re(α0) < 1, so gilt mit (5.38):∣∣∣∣∣∣∣
∫
lˆj(T )
exp (−γzP (·))Ψ(τ∗(p), ·)
∣∣∣∣∣∣∣→ 0, fu¨r T →∞, j = 1, 2.
Mit dem Jordanschen Lemma (9.31) aus dem Anhang folgt zudem mit (5.38):∣∣∣∣∣∣∣
∫
vˆ1(T )
+
∫
vˆ2(T )
exp (−γP (·)z)Ψ (τ∗(p), ·)
∣∣∣∣∣∣∣→ 0, fu¨r T →∞.
Da fu¨r T > 1 die Kurven (ϑ0 + ϑ1) + ϕ− arg(γˆ)−π|[0,T ] und ϕ− arg(γˆ)+π|[0,T ] homotop sind,
so gilt dies auch fu¨r (ϑˆ0 + d0 ◦ ϑˆ1) + d0 ◦ d1 ◦ ϕˆT− arg(γˆ)−π und ϕˆT− arg(γˆ)+π, da beide
Kurven bei ωˆ+ starten. Mit u(zˆ, tˆ) := exp(−γzt)Ψ
(
τ∗(p), tˆ
)
(tˆ, zˆ ∈ Ω̂) gilt somit fu¨r
zˆ ∈ Hˆπ ∩
{
zˆ ∈ Ω̂| arg0(zˆ) = π
}
:
∫
ϕˆ− arg(γˆ)+pi
u(zˆ, ·) =
∫
ϑˆ0
+
∫
d0◦ϕˆ− arg(γˆ)−pi
−
∫
d0◦ϕˆ− arg(γˆ)−pi
+
∫
d0◦ϑˆ1
+
∫
d0◦d1◦ϕˆ− arg(γˆ)−pi
u(zˆ, ·).
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Aufgrund von (5.19) folgt (t0Φ) (τ0 ◦ τ1 ◦ τ∞(p), zˆ) = zˆ−α0(1 − zˆ)−α1 exp (−γz) Φ(p, zˆ)
fu¨r zˆ ∈ Ω̂. Damit gilt
(t0Φ) (τ0 ◦ τ1 ◦ τ∞(p), zˆ) = γ exp (−πiα0)
2πi
 ∫
S
− arg(γˆ)−pi
0
+
∫
d0◦S− arg(γˆ)−pi1
u(zˆ, ·).
Wir ersetzen nun in der oberen Gleichung p durch τ−1∞ ◦ τ1 ◦ τ0(p) =
(−α0, β0,−α1, β1, δ−π (γˆ)) und erhalten mit − arg (δ−π (γˆ)) = − arg (γˆ) + π:
(t0Φ) (p, zˆ) = −γ exp (πiα0)
2πi
 ∫
S
− arg(γˆ)
0
+
∫
d0◦S− arg(γˆ)1
 exp (γzP (·)) ·
Ψ
(
τ∗ ◦ τ−1∞ ◦ τ1 ◦ τ0(p), ·
)
.
Wegen der Regeln aus (4.8)3. und (4.5) gilt:
τ∗ ◦ τ−1∞ ◦ τ1 ◦ τ0 = τ∗ ◦ τ1 ◦ τ0 ◦ τ−1∞ = τ∗ ◦ τ1 ◦ τ0 ◦ τ 2∗ ◦ τ−1∞
= τ−101 ◦ τ0 ◦ τ1 ◦ τ−1∞ ◦ τ∗ ◦ τ−1∞ = τ−101 ◦ τ0 ◦ τ1 ◦ τ−1∞ ◦ τ01 ◦ τ∗ = τ0 ◦ τ1 ◦ τ−1∞ ◦ τ∗.
Ferner folgt aus (5.33) fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
zˆα0 (1− zˆ)α1 Ψ(τ0 ◦ τ1(p), zˆ) = (t1t0Ψ) (p, zˆ) = exp(−iπα1)γˆ−α0−α1Ψ(p, zˆ) (zˆ ∈ Ω̂).
(5.39)
Ersetzt man nun in (5.39) p durch τ−1∞ ◦ τ∗(p) = (α∗0(p), β∗0(p), α∗1(p), β∗1(p), δ−π(γˆ)) so
folgt:
Ψ(τ0 ◦ τ1 ◦ τ−1∞ ◦ τ∗(p), zˆ)
=zˆ−α
∗
0(p) (1− zˆ)−α∗1(p) (δ−π(γˆ))−α
∗
0(p)−α∗1(p) exp (−iπα∗1(p))Ψ
(
τ−1∞ ◦ τ∗(p), zˆ
)
=zˆ−α
∗
0(p) (1− zˆ)−α∗1(p) γˆ−α∗0(p)−α∗1(p) exp (iπα∗0(p)) exp(−γz)
(
t−1∞ Ψ
)
(τ∗(p), zˆ) .
Mit der Definition (3.4) von ̟ ,α∗1 (τ∗(p)) = α1, α
∗
0(p) + α
∗
1(p) = α0 + α1 (siehe (4.8))
und der Definition (5.29) von Ψ˜ folgt fu¨r zˆ ∈ Ω̂:
Ψ(τ0 ◦ τ1 ◦ τ−1∞ ◦ τ∗(p), zˆ)
= −γˆ−α0−α1 exp (iπ(α∗0(p)− α1))̟ (−α∗0(p),−α∗1(p),−γ, zˆ) Ψ˜ (τ∗(p), zˆ) .
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Somit erha¨lt man mit α∗0(p)− α1 = α0 − α∗1(p) fu¨r zˆ ∈ Hˆπ ∩
{
zˆ ∈ Ω̂| arg0(zˆ) = π
}
:
2πi · γˆα0+α1−1 exp (iπ(−2α0 + α∗1(p))) · (t0Φ) (p, zˆ)
=
 ∫
S
− arg(γˆ)
0
+
∫
d0◦S− arg(γˆ)1
 exp (γzP (·))̟ (−α∗0(p),−α∗1(p),−γ, ·) Ψ˜ (τ∗(p), ·)
=
(
L0Ψ˜
)
(p, zˆ) +
∫
S
− arg(γˆ)
1
exp (γzP (·))̟ (−α∗0(p),−α∗1(p),−γ, d0(·)) Ψ˜ (τ∗(p), d0(·))
=
(
L0Ψ˜
)
(p, zˆ) + exp (−2πiα∗0(p))
(
L1φ0Ψ˜
)
(p, zˆ).
Mit dem Identita¨tssatz und α∗0(p) + α
∗
1(p) = α0 + α1 folgt dann die erste Behauptung.
Fu¨r l ∈ {0, 1} gilt aufgrund der Definition (5.29) und (4.8):(
LlΨ˜
)
(p, ·) = − exp (iπα∗1(τ∗(p)))
(Llt−1∞ Ψ) (p, ·) = − exp (iπα1) (Llt−1∞ Ψ) (p, ·),
und so folgt aus der ersten Behauptung von (5.37) und α∗0(p) + α
∗
1(p) = α0 + α1:
2πiγˆα0+α1−1(t0Φ)(p, ·) =− exp (iπ (α0 + α∗0(p)))
(L0t−1∞ Ψ) (p, ·)
− exp (iπ (α∗1(p)− α1))
(L1φ0t−1∞ Ψ) (p, ·). (5.40)
Fu¨r l = 0, 1 und y ∈ F
(
Λ× Ω̂
)
mit y(p, ·) ∈ Kern (L(p)) (p ∈ Λ) gilt wegen (4.15)
(t01Lly) =
(
φ−11 Llt−1∞ y
)
und somit folgt:
(φ0Llt∞y) =
(
φ0t
−1
01 t01Llt∞y
)
=
(
φ0t
−1
01 φ
−1
1 Llt−1∞ t∞y
)
=
(
φ0φ
−1
0 t
−1
01 Lly
)
=
(
t−101 Lly
)
.
Damit erha¨lt man mit τ−101 (p) = (α1,−β1, α0,−β0, δπ (γˆ)) und α∗j
(
τ−101 (p)
)
= α∗j (p),
j = 0, 1 u¨ber (5.40):
2πi (δπ(γˆ))
α0+α1−1 (t−101 t0Φ) (p, ·) =− exp (iπ (α1 + α∗0(p))) (t−101 L0t−1∞ Ψ) (p, ·)
− exp (iπ (α∗1(p)− α0))
(
t−101 L1t−1∞ φ0Ψ
)
(p, ·).
Damit folgt
2πiγˆα0+α1−1
(
t−101 t0Φ
)
(p, ·) = exp (iπ (α∗0(p)− α0)) (φ0L0Ψ) (p, ·)
+ exp (iπ (−α0 − α∗0(p))) (φ0L1φ0Ψ) (p, ·).

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Integraldarstellung fu¨r Ψ˜ mit konfluenter hypergeometrischer
Funktion als Kern
Nun geben wir eine Integraldarstellung fu¨r Ψ˜ an, welche man mit Satz (3.5) erha¨lt.
Hierbei wird deutlich, wie sich die Laplacedarstellungen in (5.22) und (5.29) ebenfalls
aus der simultanen Separierbarkeit in Abschnitt 1.2 gewinnen lassen.
(5.41) Bemerkung: Fu¨r zˆ ∈ Hˆ− arg(γˆ)+π gilt:
2i sin (πα0) exp (iπ(1− α∗1(p)− 2α0)− γ) Ψ˜ (p, zˆ)
=
∫
Spi0
exp (γθ2 (·, zˆ)) ψ˜ (α0 − α∗1 (p) , 1− α1,−γθ2 (·, zˆ))̟ (−α0,−α1,−γ, ·) Φ (p, ·) ,
wobei ψ˜ (a, c, ·) : {z ∈ C∗|Re(z) > 0} → C fu¨r a, c ∈ C die durch ihr asymptotisches
Verhalten
ψ˜(a, c, z) = z−a
(
1 +O
(
1
z
))
, z →∞
eindeutig bestimmte Lo¨sung von (1.8) ist und mit z−a der Hauptwert gemeint ist. Hier-
bei ist θ2 wie in (3.3) und S
π
0 wie in (4.9) definiert.
Die Integraldarstellung fu¨r Ψ˜ in (5.41) la¨sst sich verallgemeinern indem man den
Integrationsweg durch Sξ0 ersetzt und ξ in der Na¨he von π variiert.
Beweis:
Sei wieder zaπ :=
((
P |Hˆpi
)−1
(z)
)a
fu¨r z ∈ Hπ und a ∈ C.
Dann gilt fu¨r Re(α),Re(β) > 0 und z ∈]−∞, 0[:∫
0,z
(z − t)α−1π
Γ(α)
tβ−1π
Γ(β)
dt =
−1
Γ(α)Γ(β)
∫ |z|
0
(−|z|+ τ)α−1π (−τ)β−1π dτ
=
exp (iπ(α+ β − 1))
Γ(α)Γ(β)
∫ |z|
0
(|z| − τ)α−1τβ−1dτ
= exp (iπ(α+ β − 1)) |z|
α+β−1
Γ(α+ β)
=
zα+β−1π
Γ(α+ β)
.
Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ und Φ˜ aus (5.1) gilt
z−α0π Φ˜(p, z) =
∞∑
n=0
an(p)
Γ(n+ 1− α0)z
n−α0
π , z ∈ Hπ ∩K1(0).
Aufgrund von an ◦ τ∗ = an, n ∈ N folgt somit fu¨r Re(α∗0(p)) < Re(α0) < 0 und
z ∈]−∞, 0[∫
0,z
(z − t)α0−α∗0(p)−1π
Γ(α0 − α∗0(p))
t−α0π Φ˜(p, t)dt =
∞∑
n=0
an(p)
(∫
0,z
(z − t)α0−α∗0(p)−1π
Γ(α0 − α∗0(p))
tn−α0π
Γ(n+ 1− α0)dt
)
=
∞∑
n=0
an(p)
z
−α∗0(p)
π
Γ(n+ 1− α∗0(p))
= z−α
∗
0(p)Φ˜(τ∗(p), z).
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Ferner gilt fu¨r Re(α∗0(p)) < Re(α0) < 0 und zˆ ∈ Hˆ− arg(γˆ) aufgrund von (5.28):
− exp (−πiα∗0(p))Ψ (p, zˆ) =
∫
Lpi0
exp (γzP (·))̟ (−α∗0(p),−α∗1(p),−γ, ·) Φ (τ∗(p), ·)
=
−∞∫
0
exp (γ(z − 1)t) (1− t)−α∗1(p)t−α∗0(p)π Φ˜(τ∗(p), t)dt
=
1
Γ(α0 − α∗0(p))
−∞∫
0
∫
0,t
exp (γ(z − 1)t) (1− t)−α∗1(p)(t− σ)α0−α∗0(p)−1π σ−α0π Φ˜(p, σ)dσdt
Fubini
=
1
Γ(α0 − α∗0(p))
−∞∫
0
σ−α0π Φ˜(p, σ)
−∞∫
σ
exp (γ(z − 1)t) (1− t)−α∗1(p)(t− σ)α0−α∗0(p)−1π dtdσ,
wobei mit (1− t)−α∗1(p) der Hauptwert gemeint ist.
Wir betrachten nun fu¨r σ ∈]−∞, 0[:
Γ(α0−α∗0(p))I(σ) := σ−α0π
−∞∫
σ
exp (γ(z − 1)t) (1− t)−α∗1(p)(t− σ)α0−α∗0(p)−1π dt
=σ−α0π
−∞∫
0
exp (γ(z − 1)(τ + σ)) (1− σ − τ)−α∗1(p)τα0−α∗0(p)−1π dτ
=σ−α0π exp (γ(z − 1)σ)
−∞∫
0
exp (γ(z − 1)τ) (1− σ − τ)−α∗1(p)τα0−α∗0(p)−1π dτ.
Transformiert man nun mit |1−σ|t = (1−σ)t := τ , so folgt mit α0+α1 = α∗0(p)+α∗1(p):
Γ(α0−α∗0(p))I(σ) = (1− σ)−α
∗
1(p)(1− σ)α0−α∗0(p)σ−α0π exp (γ(z − 1)σ) ·
−∞∫
0
exp (γ(z − 1)(1− σ)t) (1− t)−α∗1(p)tα0−α∗0(p)−1π dt
=exp (iπ(α0 − α∗0(p))) (1− σ)−α1σ−α0π exp (γ(z − 1)σ) ·
∞∫
0
exp (−γ(z − 1)(1− σ)t) (1 + t)−α∗1(p)tα0−α∗0(p)−1dt.
Da nun zˆ ∈ Hˆ− arg(γˆ) und σ ∈] −∞, 0[ vorausgesetzt war, gilt γ(z − 1)(1 − σ) ∈ H0.
Aus [15] (S. 167,(24)) folgt mit
θ2(tˆ, zˆ) = (z − 1) (1− t) (tˆ, zˆ ∈ Ω̂)
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(vgl. (3.3)) dann fu¨r zˆ ∈ Hˆ− arg(γˆ) und σˆ ∈ Spur (Lπ0 ):
I(σ) = exp (iπ(α0 − α∗0(p))) (1− σ)−α1σ−α0π exp (γ(z − 1)σ) ·
ψ˜ (α0 − α∗0(p), 1− α1, γ(z − 1)(1− σ))
= exp (iπ(α0 − α∗0(p))) exp (γzσ)
̟ (−α0,−α1,−γ, σˆ) ψ˜ (α0 − α∗0(p), 1− α1, γθ2 (σˆ, zˆ)) .
Somit gilt fu¨r zˆ ∈ Hˆ− arg(γˆ) im Falle α∗0(p) ∈ C \ Z und Re(α∗0(p)) < Re(α0) < 0:
− exp (−πiα0)Ψ (p, zˆ)
=
∫
Lpi0
exp (γzP (·)) ψ˜ (α0 − α∗0(p), 1− α1, γθ2 (·, zˆ))̟ (−α0,−α1,−γ, ·) Φ(p, ·).
Analog zu (5.26) folgt fu¨r α∗0(p) ∈ C \ Z, Re(α∗0(p)) < Re(α0) < 0 und zˆ ∈ Hˆ− arg(γˆ):
2i sin (πα0) exp (−2πiα0)Ψ (p, zˆ)
=
∫
Spi0
exp (γzP (·)) ψ˜ (α0 − α∗0(p), 1− α1, γθ2 (·, zˆ))̟ (−α0,−α1,−γ, ·) Φ(p, ·). (5.42)
Da obiges Integral fu¨r alle p = (α0, β0, α1, β1, γˆ) ∈ Λ existiert, gilt (5.42) mit Hilfe des
Identita¨tssatzes fu¨r alle p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Wir wenden nun die Transformation t−1∞ auf (5.42) an.
Mit τ−1∞ (p) = (α0, β0, α1, β1, δ−π (γˆ)) gilt dann wegen α
∗
0 (τ
−1
∞ (p)) = α
∗
1 (p)
fu¨r zˆ ∈ Hˆ− arg(δ−pi(γˆ)) = Hˆ− arg(γˆ)+π:
2i sin (πα0) exp (−2πiα0) exp(γz)Ψ
(
τ−1∞ (p), zˆ
)
=
∫
Spi0
exp (γz (1− P (·))) ψ˜ (α0 − α∗1(p), 1− α1,−γθ2 (·, zˆ))̟ (−α0,−α1, γ, ·) Φ(τ−1∞ (p), ·).
Unter Verwendung von
exp (γt) Φ
(
τ−1∞ (p), tˆ
)
= Φ
(
p, tˆ
)
, γθ2(tˆ, zˆ) := γz (1− t) + γt− γ (tˆ, zˆ ∈ Ω̂)
folgt dann fu¨r zˆ ∈ Hˆ− arg(γˆ)+π :
2i sin (πα0) exp (−2πiα0) exp (iπ(1− α∗1(p))− γ) Ψ˜ (p, zˆ)
=
∫
Spi0
exp (γθ2 (·, zˆ)) ψ˜ (α0 − α∗1 (p) , 1− α1,−γθ2 (·, zˆ))̟ (−α0,−α1,−γ, ·) Φ (p, ·) .

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6 Zusammenhangsprobleme
Um das globale Verhalten von Lo¨sungen der CHE zu beschreiben, ist es notwendig den
Zusammenhang von F0, F1 und F∞ zu verstehen.
In diesem Abschnitt gelingt es uns, mit einer einzigen Funktionen ζ und den Para-
metertransformationen τ0, τ1, τ01, τ∞, τ∗ die Zusammenha¨nge der Fundamentalsysteme
F0,F1,F∞ sowie das Monodromieverhalten zu beschreiben.
6.1 Zusammenhangsproblem zwischen F0 und F1
(6.1) Bemerkung, Definition:
Fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ gilt
exp
(
−γ
2
) sin(πα1)
π
F0(p, ·) = F1(p, ·) ◦Q01(p),
wobei
Q01 :=
( −q ◦ τ1 −q ◦ τ0 ◦ τ1
q q ◦ τ0
)
mit q(p) := exp
(
γ
2
)
[Φ, t01Φ](p).
Beweis: Aufgrund von (4.17) gilt
x(p)F0(p, ·) = F1(p, ·)Q01(p), (6.2)
mit
Q01(p) :=
(
q11(p) q12(p)
q(p) q22(p)
)
:=
(
exp
(
γ
2
)
[t01t0Φ,Φ](p) exp
(
γ
2
)
[t01t0Φ, t0Φ](p)
exp
(
γ
2
)
[Φ, t01Φ](p) exp
(
γ
2
)
[t0Φ, t01Φ](p)
)
und x(p) := − exp (γ
2
)
[t01Φ, t01t0Φ](p)
(5.7ii)
= exp
(−γ
2
) sin(πα1)
π
.
Nun stellen wir alle q11, q12, q22 mit Hilfe von q dar:
1. Wir wenden t0 auf die Gleichung (6.2) an und erhalten mit (5.19):
(x ◦ τ0)F0
(
0 1
1 0
)
= t0(xF0) = t0(F1 ◦Q01) = F1 ◦ (Q01 ◦ τ0).
Mit x ◦ τ0 = x folgt
xF0 = F1 ◦ (Q01 ◦ τ0)
(
0 1
1 0
)
= F1
(
q11 ◦ τ0 q12 ◦ τ0
q ◦ τ0 q22 ◦ τ0
)
◦
(
0 1
1 0
)
= F1
(
q12 ◦ τ0 q11 ◦ τ0
q22 ◦ τ0 q ◦ τ0
)
.
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2. Wir wenden t1 auf die Gleichung (6.2) an und erhalten mit (5.19):
(x ◦ τ1)F0 = t1(xF0) = t1(F1 ◦Q01) = F1 ◦
(
0 1
1 0
)
◦ (Q01 ◦ τ1).
Mit x ◦ τ1 = −x folgt
xF0 = −F1 ◦
(
0 1
1 0
)
◦ (Q01 ◦ τ1) =F1
(
0 1
1 0
)
◦
( −q11 ◦ τ1 −q12 ◦ τ1
−q ◦ τ1 −q22 ◦ τ1
)
=F1
( −q ◦ τ1 −q22 ◦ τ1
−q11 ◦ τ1 −q12 ◦ τ1
)
.
Damit gilt: q11 = −q ◦ τ1 und q22 = q ◦ τ0 = −q12 ◦ τ1. Hieraus folgt q12 = −q ◦ τ0 ◦ τ1. 
Das Zusammenhangsproblem ist also dann gelo¨st, wenn sich die Funktion q berechnen
la¨sst. In [17] haben die Autoren in Abschnitt (0.2) Satz (2.15) eine Limesformel fu¨r q
angegeben.
Wenden wir diesen Satz auf unsere Situation an, so erhalten wir
(6.3) Satz:
Seien an (n ∈ N) wie in (5.1) und q wie in (6.1).
Dann gilt fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ:
exp
(
−γ
2
) Γ(k + 1)
Γ(k + 1− α0)Γ(k − α1)ak(p)
=q(p)
(
1 +
m∑
l=1
al(τ0 ◦ τ∞ ◦ τ01(p))
l∏
σ=1
(σ + α1 − k)−1
)
+O(k−m−1)
(6.4)
fu¨r k →∞, wobei m ∈ N beliebig gewa¨hlt werden kann. Speziell erha¨lt man:
q (p) = exp
(
−γ
2
)
lim
k→∞
k1+α0+α1
ak (p)
k!
(6.5)
lokal gleichma¨ßig in Λ.
Beweis:
Aus [17], Abschnitt (0.2), Satz (2.15) entnehmen wir (6.4) sowie die Limesformel
exp
(γ
2
)
q(p) = lim
k→∞
Γ(k + 1)
Γ(k + 1− α0)Γ(k − α1)ak(p)
und erhalten dann u¨ber die Stirlingformel
exp
(γ
2
)
q(p) = lim
k→∞
Γ(k + 1)Γ(k + 1)
Γ(k + 1− α0)Γ(k − α1)
ak(p)
Γ(k + 1)
= lim
k→∞
k1+α0+α1
(
1 +O
(
1
k
))
ak(p)
Γ(k + 1)
= lim
k→∞
k1+α0+α1
ak (p)
k!
.

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(6.6) Bemerkung (Transformationseigenschaften von q):
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und q die in (6.1) definierte Funktion.
i) Es gilt q ◦ τ∞ = q ◦ τ01 = q ◦ τ∗ = q.
ii) q : Λ → C ist partiell holomorph. Da q bezu¨glich τ∞ invariant ist, la¨sst sich q
bezu¨glich des Parameters γˆ ∈ Ĉ∗ als eine holomorphe Funktion in γ2 auffassen.
iii) Es gilt detQ01(p) = −sin(πα0) sin(πα1)
π2
.
Im Fall α0, α1 6∈ Z gilt:
Q−101 (p) =
π2
sin(πα0) sin(πα1)
(Q01 ◦ τ01(p))
=
π2
sin(πα0) sin(πα1)
( −q ◦ τ0(p) −q ◦ τ0 ◦ τ1(p)
q(p) q ◦ τ1(p)
)
.
Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Zu i): Als erstes betrachten wir die Invarianz von q bezu¨glich der Transformation τ∞.
Mit (4.19), (4.6) und (5.19) folgt:
q(p) = exp
(γ
2
)
[Φ, t01Φ](p)
(5.19)
= exp
(γ
2
)
[t∞Φ, t01t∞Φ](p)
(4.6)
= exp
(γ
2
)
exp (−γ) [t∞Φ, t∞t01Φ](p) (4.19)= exp
(
−γ
2
)
([Φ, t01Φ] ◦ τ∞(p))
= q ◦ τ∞(p).
Ferner folgt mit der Limesformel (6.5):
q(p) = exp
(
−γ
2
)
lim
k→∞
k1+α0+α1
ak(p)
Γ(k + 1)
(5.20)
= exp
(
−γ
2
)
lim
k→∞
k1+α
∗
0(p)+α
∗
1(p)
ak(τ∗(p))
Γ(k + 1)
= q(τ∗(p)).
Aufgrund von (4.8) gilt τ01 = τ∗ ◦ τ−1∞ ◦ τ∗ und somit
q ◦ τ01 = q ◦ τ∗ ◦ τ−1∞ ◦ τ∗ = q.
Zu ii): Die partielle Holomorphie von q folgt aus (4.17) und der partiellen Holomorphie
von Φ und t01Φ.
Zu iii): Sei x(p) := exp
(−γ
2
)
sin(πα1)
π
. Mit t01F0 = F1 und t01F1 = F0 folgt:
(x ◦ τ01)F1 = t01(xF0) = t01 (F1 ◦Q01) = F0 ◦ (Q01 ◦ τ01)
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und somit x · (x ◦ τ01)F1 = F1 ◦Q01 ◦ (Q01 ◦ τ01).
Hieraus folgt im Fall α0, α1 6= Z: Q−101 = 1x·(x◦τ01)Q01 ◦ τ01 und
exp
(
−γ
2
)
exp
(γ
2
) sin(πα1) sin(πα0)
π2
(
1 0
0 1
)
= Q01(p) ◦ (Q01 ◦ τ01(p))
i)
=
( −q ◦ τ1(p) −q ◦ τ0 ◦ τ1(p)
q(p) q ◦ τ0(p)
)
◦
( −q ◦ τ0(p) −q ◦ τ0 ◦ τ1(p)
q(p) q ◦ τ1(p)
)
.
Hieraus folgt
detQ01(p) = −(q ◦ τ1)(p)(q ◦ τ0)(p) + q(p)(q ◦ τ0 ◦ τ1)(p) = −sin(πα1) sin(πα0)
π2
.

Nun stellen wir den Zusammenhang zwischen q˜ und q her. Der Beweis ist analog zu
dem Beweis von D.Schmidt und G.Wolf in [12], Seite 153, 154 im Abschnitt[C].
(6.7) Bemerkung (Zusammenhang von q und q˜):
q˜ aus (5.34) und q aus (6.1) erfu¨llen mit p = (α0, β0, α1, β1, γˆ) ∈ Λ:
q˜(p) = 2πi exp
(
iπα∗1(p) +
γ
2
)
q ◦ τ0 ◦ τ∗(p),
q˜ ◦ τ∞(p) = 2πi exp
(
iπα∗0(p)−
γ
2
)
q ◦ τ1 ◦ τ∗(p)
sowie
−exp (−iπ(α0 + α1))
4π2
q˜(p) · q˜ ◦ τ∞(p)− sin(πα
∗
0(p)) sin(πα
∗
1(p))
π2
= q ◦ τ0(p) · q ◦ τ1(p)− sin(πα0) sin(πα1)
π2
.
Beweis:
Sei Re(α∗1(p)) < 1 und 0 < ε <
π
2
vorausgesetzt. Dann gibt es nach (5.28) folgende
Darstellung fu¨r t∞Ψ.
Fu¨r zˆ ∈ Hπ−ε−arg(δpi(γˆ)) = H−ε−arg(γˆ) gilt:
(t∞Ψ) (p, zˆ) = exp (γz)Ψ (τ∞(p), zˆ)
=− exp (iπα∗0 (τ∞(p)))∫
Lε0
exp (γzT ◦ P (·))̟ (−α∗0 (τ∞(p)) ,−α∗1 (τ∞(p)) , γ, ·) Φ (τ∗ (τ∞(p)) , ·)
=− exp (iπα∗1 (p))∫
Lε0
exp (γzT ◦ P (·))̟ (−α∗1 (p) ,−α∗0 (p) , γ, ·) Φ (τ01 ◦ τ∗(p), ·) .
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Die letzte Gleichung gilt aufgrund von τ∗ ◦ τ∞ = τ−101 ◦ τ∗ (vgl. (4.8)3.(a)) und t−101 F0 =
t01t
2
∞F0 = t01F0 (vgl. (4.6)vi), (5.19)ii)).
Mit
u
(
p, zˆ, tˆ
)
:= exp (γz(1− t))̟ (−α∗1 (p) ,−α∗0 (p) , γ, tˆ)Φ (τ01 ◦ τ∗(p), zˆ) (zˆ, tˆ ∈ Ω̂)
gilt
u
(
p, zˆ, d0
(
tˆ
))
= exp (−2πiα∗1(p))u
(
p, zˆ, tˆ
)
und somit
(t∞Ψ) (p, zˆ) =− exp (iπα∗1 (p))
∫
Lε0
u (p, zˆ, ·)
=− exp (iπα∗1 (p)) exp (2πiα∗1(p))
∫
Lε0
u (p, zˆ, d0 (·))
=− exp (3πiα∗1 (p))
∫
d0◦Lε0
u (p, zˆ, ·) .
Ferner haben wir fu¨r zˆ ∈ Hπ+ε−2π−arg(δ−pi(γˆ)) = Hε−arg(γˆ) wegen (5.29) und (5.28):
− exp (−iπα∗1(p)) Ψ˜ (p, zˆ) = (t−1∞ Ψ) (p, zˆ) = − exp (iπα∗1 (p))
∫
L2pi−ε0
u (p, zˆ, ·) .
Nun gilt aufgrund des Cauchyschen Integralsatzes fu¨r
zˆ ∈ Hε−arg(γˆ) ∩H−ε−arg(γˆ) ⊂ H− arg(γˆ):
(t∞Ψ) (p, zˆ) =− exp (3πiα∗1 (p))
∫
d0◦Lε0
u (p, zˆ, ·)
=− exp (3πiα∗1 (p))
 ∫
L2pi−ε0
−
∫
d0◦S01
u (p, zˆ, ·)
=− exp (πiα∗1 (p)) Ψ˜ (p, zˆ) + exp (3πiα∗1 (p))
∫
d0◦S01
u (p, zˆ, ·)
=− exp (iπα∗1 (p)) Ψ˜ (p, zˆ) + exp (πiα∗1(p))
∫
S01
u (p, zˆ, ·) .
Analog zu (4.16) folgt fu¨r zˆ ∈ Hε−arg(γˆ) ∩H−ε−arg(γˆ)∫
S01
u (p, zˆ, ·) =
∫
d1◦S01
u
(
p, zˆ, d−11 (·)
)
=
∫
Tˆ◦Spi0
u
(
p, zˆ, d−11 (·)
)
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und mit d−11 ◦ Tˆ = Tˆ ◦ d−10 (vgl. (2.18)) weiter
=
∫
d−11 ◦Tˆ◦Spi0
u (p, zˆ, ·) =
∫
Tˆ◦d−10 ◦Spi0
u (p, zˆ, ·) = −
∫
d−10 ◦Spi0
u
(
p, zˆ, Tˆ (·)
)
.
Fu¨r zˆ, tˆ ∈ Ω̂ gilt:
u
(
p, zˆ, Tˆ
(
tˆ
))
= exp (γzt)̟
(
−α∗1 (p) ,−α∗0 (p) , γ, Tˆ
(
tˆ
))
Φ
(
τ01 ◦ τ∗(p), Tˆ
(
tˆ
))
= exp (γzt) exp(γ)̟
(−α∗0 (p) ,−α∗1 (p) ,−γ, tˆ) (t01Φ) (τ∗(p), tˆ)
und aufgrund von (6.6)iii) gilt fu¨r zˆ ∈ Ω̂ und α∗0(p) 6∈ Z:
(t01Φ) (τ∗(p), zˆ) =− π
sin (πα∗0(p))
exp
(
−γ
2
)
q ◦ τ0 ◦ τ∗(p)Φ (τ∗(p), zˆ)
+
π
sin (πα∗0(p))
exp
(
−γ
2
)
q ◦ τ∗(p) (t0Φ) (τ∗(p), zˆ) .
und somit fu¨r zˆ ∈ Hε−arg(γˆ) ∩H−ε−arg(γˆ) ⊂ H− arg(γˆ), Re(α∗1(p)) < 1 und α∗0(p) 6∈ Z:∫
S01
u (p, zˆ, ·) = exp(γ) exp
(
−γ
2
)
q ◦ τ0 ◦ τ∗(p)
π
sin (πα∗0(p))
∫
d−10 ◦Spi0
exp (γzt)̟ (−α∗0 (p) ,−α∗1 (p) ,−γ, ·) Φ (τ∗(p), ·)
=2πi exp
(γ
2
)
q ◦ τ0 ◦ τ∗(p)
exp (2πiα∗0(p))
2i sin (πα∗0(p))
∫
Spi0
exp (γzt)̟ (−α∗0 (p) ,−α∗1 (p) ,−γ, ·) Φ (τ∗(p), ·)
=2πi exp
(γ
2
)
q ◦ τ0 ◦ τ∗(p)Ψ(p, ·).
Mit dem Identita¨tssatz folgt damit die erste Behauptung.
Ferner gilt mit (6.6)i) und den Regeln aus (4.8) und (4.5):
q ◦ τ0 ◦ τ∗ ◦ τ∞ = q ◦ τ0 ◦ τ−101 ◦ τ∗ = q ◦ τ−101 ◦ τ1 ◦ τ∗ = q ◦ τ1 ◦ τ∗.
Dies liefert die zweite Behauptung. Nun zeigen wir die letzte Aussage der Bemerkung.
Hierzu zeigen wir die Invarianz von
(q ◦ τ0) · (q ◦ τ1)− sin(πα0) sin(πα1)
π2
bezu¨glich τ∗. Dann folgt die Behauptung aus dem schon Gezeigten. Mit Hilfe von
(6.6)iii) gilt
q · (q ◦ τ0 ◦ τ1) = (q ◦ τ0) · (q ◦ τ1)− sin(πα0) sin(πα1)
π2
.
87
Da q ◦ τ∗ = q gilt, mu¨ssen wir nur noch die Invarianz von q ◦ τ0 ◦ τ1 bezu¨glich τ∗ zeigen.
Aus (6.6)i) und den Regeln aus (4.8) und (4.5) folgt:
q ◦ τ0 ◦ τ1 = q ◦ τ01 ◦ τ0 ◦ τ1 ◦ τ∞ = q ◦ τ∗ ◦ τ0 ◦ τ1 ◦ τ∗ = q ◦ τ0 ◦ τ1 ◦ τ∗. (6.8)

Wir kommen nun zu den komplizierteren Zusammenhangsproblemen.
6.2 Zusammenhangsproblem zwischen F0/1 und F∞
Als erstes untersuchen wir den Zusammenhang von F1 und F∞.
(6.9) Bemerkung:
F1 und F∞ aus (5.7) und (5.30) erfu¨llen:
cF1 = F∞ ◦Q1∞, (6.10)
wobei c und Q1∞ fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ wie folgt definiert werden:
c(p) := exp
(
iπ
2
(
α1 +
β0+β1
γ
))
exp
(
γ
2
)
γˆ
α0+α1
2 und
Q1∞ :=
( −ζ ◦ τ−1∞ −ζ ◦ τ−1∞ ◦ τ1
ζ ζ ◦ τ1
)
mit ζ(p) := exp
(
iπ
2
(
−α1 + β0+β1γ
))
exp
(
γ
2
)
γˆ
−α0−α1
2
+1 · [t01Φ,Ψ](p).
Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Da F∞(p, ·) aufgrund von (5.30) ein Fundamentalsystem
von L(p)η = 0 ist, so existiert eine Zusammenhangsmatrix Q1∞(p) mit
cF1 = F∞
(
ζ1 ζ3
ζ ζ4
)
=: F∞ ◦Q1∞. (6.11)
Wenden wir hierauf die Transformation t1 an, erhalten wir mit Hilfe von (5.33):
(c ◦ τ1)(p)F1(p, ·)
(
0 1
1 0
)
= (c ◦ τ1)(p)t1F1(p, ·) = t1F∞(p, ·) (Q1∞ ◦ τ1) (p)
= exp (−iπα1) γˆ−α1F∞(p, ·) (Q1∞ ◦ τ1) (p).
Da (c ◦ τ1)(p) = exp
(
iπ
2
(
−α1 + β0+β1γ
)
+ γ
2
)
γˆ
−α1
2
+
α0
2 = exp (−iπα1) γˆ−α1c(p), folgt
cF1 = F∞ (Q1∞ ◦ τ1) ◦
(
0 1
1 0
)
= F∞
(
ζ3 ◦ τ1 ζ1 ◦ τ1
ζ4 ◦ τ1 ζ ◦ τ1
)
. (6.12)
Wenden wir die Transformation t∞ auf (6.11) an, so erhalten wir:
(c ◦ τ∞)t∞F1 = t∞F∞ (Q1∞ ◦ τ∞) .
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Aufgrund von (5.33) gilt:
t∞F∞ = F∞ ◦Q∞ = F∞ ◦
(
q˜ − exp (iπα∗0)
− exp (iπα∗1) 0
)
.
Mit Bemerkung (5.19) gilt t∞F1(p, ·) = exp (γ)F1(p, ·). Somit folgt:
(c ◦ τ∞)(p) exp (γ)F1(p, ·) =(c ◦ τ∞)(p)t∞F1(p, ·) = t∞F∞(p, ·) ◦ (Q1∞ ◦ τ∞) (p)
=F∞(p, ·) ◦Q∞(p) ◦ (Q1∞ ◦ τ∞) (p).
Es gilt
Q∞◦ (Q1∞ ◦ τ∞) =
(
q˜ − exp (iπα∗0)
− exp (iπα∗1) 0
)
◦
(
ζ1 ◦ τ∞ ζ3 ◦ τ∞
ζ ◦ τ∞ ζ4 ◦ τ∞
)
=
(
q˜(ζ1 ◦ τ∞)− exp (iπα∗0) (ζ ◦ τ∞) q˜(ζ3 ◦ τ∞)− exp (iπα∗0) (ζ4 ◦ τ∞)
− exp (iπα∗1) (ζ1 ◦ τ∞) − exp (iπα∗1) (ζ3 ◦ τ∞)
)
.
(6.13)
Weiter folgt
(c ◦ τ∞)(p) = exp
(
i
π
2
(
α1 − β0 + β1
γ
)
− γ
2
)
(δπ (γˆ))
α0+α1
2
=exp
(
iπ
α0 + α1
2
)
exp
(
−iπ
(
β0 + β1
γ
))
exp (−γ) c(p)
(4.7)
= exp (iπα∗1(p)) exp (−γ) · c(p).
Also erhalten wir
cF1 = exp (−iπα∗1)F∞ ◦Q∞ ◦ (Q1∞ ◦ τ∞) . (6.14)
Damit gilt fu¨r Q1∞ mit (6.12) und (6.13):
Q1∞ =
(
ζ1 ζ3
ζ ζ4
)
=
(
ζ3 ◦ τ1 ζ1 ◦ τ1
ζ4 ◦ τ1 ζ ◦ τ1
)
=exp (−iπα∗1)
(
q˜(ζ1 ◦ τ∞)− exp (iπα∗0) (ζ ◦ τ∞) q˜(ζ3 ◦ τ∞)− exp (iπα∗0) (ζ4 ◦ τ∞)
− exp (iπα∗1) (ζ1 ◦ τ∞) − exp (iπα∗1) (ζ3 ◦ τ∞)
)
.
Damit ist ζ4 = ζ ◦ τ1, ζ = −ζ1 ◦ τ∞, ζ ◦ τ1 = −ζ3 ◦ τ∞ und
ζ1 = exp (−iπα∗1) q˜ · (ζ1 ◦ τ∞)− exp (iπ(α∗0 − α∗1)) (ζ ◦ τ∞). (6.15)
Aus ζ = −ζ1 ◦ τ∞ folgt ζ1 = −ζ ◦ τ−1∞ und aus ζ ◦ τ1 = −ζ3 ◦ τ∞ folgt ζ3 = −ζ ◦ τ1 ◦ τ−1∞ .
Damit erhalten wir die Darstellung von Q1∞ in (6.9).
Aufgrund von Bemerkung (4.17) gilt andererseits:
[Ψ, Ψ˜]F1 = F∞ ◦
(
[t01Φ, Ψ˜] [t01t0Φ, Ψ˜]
[Ψ, t01Φ] [Ψ, t01t0Φ]
)
.
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Mit (5.30) und [Ψ, t01Φ] = −[t01Φ,Ψ] folgt dann
ζ(p) = c(p)
[Ψ, t01Φ](p)
[Ψ, Ψ˜](p)
= exp
(
i
π
2
(
α1 +
β0 + β1
γ
))
exp
(γ
2
)
γˆ
α0+α1
2
[Ψ, t01Φ](p)
[Ψ, Ψ˜](p)
= − exp (−iπα1) γˆ1−α0−α1 exp
(
i
π
2
(
α1 +
β0 + β1
γ
))
exp
(γ
2
)
γˆ
α0+α1
2 [Ψ, t01Φ](p)
= exp
(
i
π
2
(
−α1 + β0 + β1
γ
))
exp
(γ
2
)
γˆ
−α0−α1
2
+1[t01Φ,Ψ](p).

Nun untersuchen wir den Zusammenhang von F0 und F∞.
(6.16) Bemerkung:
F0 und F∞ aus (5.7) und (5.30) erfu¨llen
c(p)F0 (p, zˆ) = F∞ (p, zˆ) ◦Q0∞(p),
mit c aus (6.9) und Q0∞ fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ definiert wird durch:
Q0∞(p) :=( − exp (γ) exp (−iπα0) (ζ ◦ τ−101 ◦ τ−1∞ ) (p) − exp (γ) exp (iπα0) (ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0) (p)
exp (−iπα0)
(
ζ ◦ τ−101
)
(p) exp (iπα0)
(
ζ ◦ τ−101 ◦ τ0
)
(p)
)
.
Beweis:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ.
In (5.33) haben wir (t01F∞) (p, ·) =
(
φ−11 F∞
)
(p, ·)◦
(
1 0
0 exp (−γ)
)
gezeigt. Aufgrund
von (4.6) gilt t01 ◦ φ0 = φ1 ◦ t01. Daher folgt
(t01φ0F∞) (p, ·) = (φ1t01F∞) (p, ·) = F∞(p, ·) ◦
(
1 0
0 exp (−γ)
)
und somit F∞(p, ·) =
(
φ−10 t
−1
01 F∞
)
(p, ·) ◦
(
1 0
0 exp (γ)
)
.
Damit erhalten wir aus dem gerade Gezeigten und (6.10):(
c ◦ τ−101
)
(p)
(
φ−10 F0
)
(p, ·) = (c ◦ τ−101 ) (p) (φ−10 t−101 F1) (p, ·)
=
(
φ−10 t
−1
01 F∞
) ◦ (Q1∞ ◦ τ−101 ) (p) = F∞ ◦ ( 1 00 exp (−γ)
)
◦ (Q1∞ ◦ τ−101 ) (p).
Ferner gilt
(
φ−10 F0
)
(p, ·) = F0(p, ·)
(
1 0
0 exp (−2πiα0)
)
und
(
c ◦ τ−101
)
(p) = exp
(
i
π
2
(
α0 +
β0 + β1
γ
))
exp
(−γ
2
)
(δπ (γˆ))
α0+α1
2
=exp
(
i
π
2
(
α0 +
β0 + β1
γ
))
exp
(−γ
2
)
γˆ
α0+α1
2 exp
(
i
π
2
(α0 + α1)
)
=exp (iπα0) exp (−γ) c(p).
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Damit erha¨lt man
c(p)F0(p, ·) =F∞ ◦
(
exp (γ) 0
0 1
)
◦ (Q1∞ ◦ τ−101 ) (p) ◦ ( exp (−πiα0) 00 exp (πiα0)
)
und aufgrund der Regeln in (4.5) die Behauptung. 
In der nun folgenden Bemerkung geben wir einige Eigenschaften von ζ und Q1∞ an.
(6.17) Bemerkung:
Seien ζ und Q1∞ aus (6.9) und p = (α0, β0, α1, β1, γˆ) ∈ Λ, so gilt:
i) ζ : Λ→ C ist eine partiell holomorphe Funktion, welche bezu¨glich γˆ ∈ Ĉ∗ folgen-
des Monodromieverhalten hat:
ζ ◦ τ 2∞ = exp (iπ(α∗0 − α∗1)) ζ − exp (−iπα∗1) (q˜ ◦ τ∞)(ζ ◦ τ∞).
ii) Es gilt ζ = ζ ◦ τ0. Damit ist ζ bezu¨glich der ersten Komponente α0 ∈ C eine
holomorphe Funktion in α20.
iii) Es gilt ζ ◦ τ1 = ζ ◦ τ1 ◦ τ∗.
iv) Es gilt
exp (iπα∗1(p)) sin (πα0) sin (πα1)
π2
q˜ ◦ τ∞(p) · ζ ◦ τ−1∞ (p)
=
(
q ◦ τ1(p) · q ◦ τ0(p)− q(p) · q ◦ τ0 ◦ τ1(p) exp (2πiα0)− exp (2πiα∗1(p))
)
ζ(p)
+ exp (2πiα1) (exp (2πiα0)− 1) q(p) · q ◦ τ0(p) · ζ ◦ τ1(p)
(6.18)
sowie
exp (iπα∗1(p)) sin (πα0) sin (πα1)
π2
q˜(p) · ζ(p) = (q ◦ τ1(p) · q ◦ τ0(p)
− q(p) · q ◦ τ0 ◦ τ1(p) exp (2πiα0)− q˜(p) · q˜ ◦ τ∞(p)− exp (2πiα∗0(p))
)
ζ ◦ τ−1∞ (p)
+ exp (2πiα1) (exp (2πiα0)− 1) q(p) · q ◦ τ0(p) · ζ ◦ τ−1∞ ◦ τ1(p)
(6.19)
v) Es gilt
detQ1∞(p) = ζ(p)(ζ ◦ τ−1∞ ◦ τ1)(p)− (ζ ◦ τ−1∞ )(p)(ζ ◦ τ1)(p)
= γ exp
(
iπ
(
β0 + β1
γ
))
sin(πα1)
π
(6.20)
und damit fu¨r α1 6∈ Z:
Q−11∞(p) =
π
γ sin(πα1)
exp
(
−iπβ0 + β1
γ
)(
ζ ◦ τ1 ζ ◦ τ−1∞ ◦ τ1
−ζ −ζ ◦ τ−1∞
)
(p).
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Beweis :
Zu i): Aufgrund von (6.15) und ζ1 = −ζ ◦ τ−1∞ gilt
ζ ◦ τ−1∞ = exp (−iπα∗1) q˜ζ + exp (iπ(α∗0 − α∗1)) (ζ ◦ τ∞).
Damit folgt wegen α∗j ◦ τ∞ = α∗1−j, (j = 0, 1):
ζ = exp (−iπα∗0) (q˜ ◦ τ∞)(ζ ◦ τ∞) + exp (iπ(α∗1 − α∗0)) (ζ ◦ τ 2∞) (6.21)
und damit
ζ ◦ τ 2∞ = exp (iπ(α∗0 − α∗1)) ζ − exp (−iπα∗1) (q˜ ◦ τ∞)(ζ ◦ τ∞).
Geht man analog zum Beweis von (6.6)ii) vor, so folgt die partielle Holomorphie von
ζ.
Zu ii): Wir wenden die Transformation t0 auf die Gleichung cF1 = F∞ ◦Q1∞ an und
erhalten aufgrund von (5.19) und (5.33):
(c ◦ τ0)(p)F1(p, ·) = γˆ−α0F∞(p, ·) ◦ (Q1∞ ◦ τ0) (p).
Es gilt c ◦ τ0(p) = γˆ−α0c(p). Somit folgt Q1∞ = Q1∞ ◦ τ0, also ζ = ζ ◦ τ0.
Zu v): Mit (6.9) folgt c ·
(
t01Φ t1t01Φ
(t01Φ)
′ (t1t01Φ)′
)
=
(
Ψ Ψ˜
Ψ′ Ψ˜′
)
◦Q1∞ und somit
c2ω (t01Φ, t1t01Φ) = ω
(
Ψ, Ψ˜
)
detQ1∞,
wobei ω die in (4.17) definierte Wronskideterminante ist. Hieraus folgt c2[t01Φ, t1t01Φ] =
[Ψ, Ψ˜] detQ1∞ und mit (5.7) und (5.30) dann:(
exp
(
iπ
(
α1 +
β0 + β1
γ
)
+ γ
)
γˆα0+α1
)(
− exp (−γ) sin(πα1)
π
)
= − exp (iπα1) γˆα0+α1−1 detQ1∞(p).
Damit folgt die Behauptung.
Zu iii): Im Fall α∗0(p), α
∗
1(p) 6∈ Z existieren a, b, x, y ∈ C mit:
Ψ˜(τ∗(p), ·) = F0(τ∗(p), ·)
(
a
b
)
,
(
φ0Ψ˜
)
(τ∗(p), ·) = F1(τ∗(p), ·)
(
x
y
)
.
Damit folgt wegen (5.37):
2πiγˆα0+α1−1(t0Φ)(p, ·) =a exp (iπ(2α0 − α∗1(p))) (L0Φ) (p, ·)
+ x exp (iπ(α∗1(p)− 2α1)) (L1t01Φ) (p, ·),
und daher existiert wegen (5.22) und (5.29) ein k ∈ C mit
2πic(p)(t0Φ)(p, ·) =c(p) exp (iπ(2α0 − α∗1(p))) γˆ1−α0−α1a·
2i sin (πα∗0(p)) exp(−2πiα∗0(p))Ψ(p, ·) + kΨ˜(p, ·).
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Andererseits gilt wegen (6.16)
2πic(p)(t0Φ)(p, ·) =− 2πi exp (γ) exp (iπα0) ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0(p)Ψ(p, ·)
+ 2πi exp (iπα0) ζ ◦ τ−101 ◦ τ0(p)Ψ˜(p, ·)
und somit folgt unter Beru¨cksichtigung von α0 + α1 = α
∗
0(p) + α
∗
1(p):
ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0(p)
=− exp (−γ) exp (−iπ(α∗0(p) + α1)) c(p)
sin (πα∗0(p))
π
γˆ1−α0−α1a.
(6.22)
Aufgrund von (6.16) gilt
F∞ (τ∗(p), ·) = c (τ∗(p))F0 (τ∗(p), ·) ◦Q−10∞ (τ∗(p)) = c (τ∗(p))F0 (τ∗(p), ·)
◦
(
exp (iπα∗0(p)) 0
0 exp (−iπα∗0(p))
)
◦ (Q−11∞ ◦ τ−101 ◦ τ∗) (p) ◦ ( exp (−γ) 00 1
)
und somit wegen (6.17)iv) und τ−101 ◦ τ∗(p) = (α∗1(p),−β∗1(p), α∗0(p),−β∗0(p), δπ(γˆ)):
a = exp
(
i
π
2
(
α∗1(p) +
β∗0(p) + β
∗
1(p)
γ
)
+
γ
2
)
γˆ
α0+α1
2 exp (iπα∗0(p))
· π−γ sin(πα∗0(p))
exp
(
−iπβ
∗
0(p) + β
∗
1(p)
γ
)
ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0 ◦ τ∗(p)
= − exp
(
i
π
2
(
α∗1(p)−
β∗0(p) + β
∗
1(p)
γ
)
+
γ
2
)
γˆ
α0+α1
2
−1 exp (iπα∗0(p))
· π
sin(πα∗0(p))
ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0 ◦ τ∗(p).
(6.23)
Aufgrund von (4.7) folgt
α∗1(p)−
β∗0(p) + β
∗
1(p)
γ
=
α0 + α1
2
− β0 + β1
γ
− 1
2
(α0 − α1) = α1 − β0 + β1
γ
und mit c(p) = exp
(
iπ
2
(
α1 +
β0+β1
γ
))
exp
(
γ
2
)
γˆ
α0+α1
2 , (6.22) und (6.23) daher:
ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0(p) = ζ ◦ τ−101 ◦ τ−1∞ ◦ τ0 ◦ τ∗(p). (6.24)
Ersetzt man p durch τ0 ◦ τ∞ ◦ τ01 ◦ τ1(p) = τ∞ ◦ τ01(p) in (6.24) und wegen
τ−101 ◦ τ−1∞ ◦ τ0 ◦ τ∗ ◦ τ∞ ◦ τ01 = τ−101 ◦ τ−1∞ ◦ τ0 ◦ τ−101 ◦ τ−1∞ ◦ τ∗ = τ−201 ◦ τ−2∞ ◦ τ1 ◦ τ∗ = τ1 ◦ τ∗
(siehe (4.5) und (4.8)) folgt die Behauptung fu¨r den Fall α∗0(p), α
∗
1(p) 6∈ Z. Mit dem
Identita¨tssatz folgt dann die volle Behauptung iii).
Zu iv): Im Fall α0, α1 6∈ Z ist M0(p) =
(
1 0
0 exp (2πiα0)
)
die Monodromiematrix
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von F0 bei 1 bzw. M1(p) =
(
1 0
0 exp (2πiα1)
)
die Monodromiematrix von F1 bei 1.
Aus (6.9) folgt
c(φ∞F1) = (φ∞F∞) ◦Q1∞.
Mit Q01 aus (6.1) und x(p) := exp
(−γ
2
) sin(πα1)
π
, p = (α0, β0, α1, β1, γˆ) ∈ Λ folgt:
φ∞F1 = (φ1φ0F1) = φ1 ◦ φ0
(
xF0 ◦Q−101
)
= φ1
(
xF0 ◦M0 ◦Q−101
)
= φ1
(F1 ◦Q01 ◦M0 ◦Q−101 ) = F1 ◦M1 ◦Q01 ◦M0 ◦Q−101 .
Daraus ergibt sich mit M∞ aus (5.36) und S :=M1 ◦Q01 ◦M0 ◦Q−101 :
F∞ ◦Q1∞ ◦ S (6.9)= cF1 ◦ S = F∞ ◦M∞ ◦Q1∞
und damit Q1∞ ◦ S =M∞ ◦Q1∞.
Wir definieren nun M∞ =:
(
m1 m2
m3 m4
)
und S =:
(
s1 s2
s3 s4
)
. Aus der bisherigen
Theorie geht hervor, dass die mi, si i ∈ {1...4} bekannt sind, oder mit angegebenen
Limesformeln berechnet werden ko¨nnen. Zudem gilt
Q1∞ ◦ S =M∞ ◦Q1∞ ⇒ St ◦Qt1∞ = Qt1∞Mt∞
⇒ St ◦
( −ζ ◦ τ−1∞ ζ
−ζ ◦ τ−1∞ ◦ τ1 ζ ◦ τ1
)
=
( −ζ ◦ τ−1∞ ζ
−ζ ◦ τ−1∞ ◦ τ1 ζ ◦ τ1
)
◦
(
m1 m3
m2 m4
)
.
(6.25)
und damit (
St −m1
)( −ζ ◦ τ−1∞
−ζ ◦ τ−1∞ ◦ τ1
)
= m2
(
ζ
ζ ◦ τ1
)
, (6.26)
(
St −m4
)( ζ
ζ ◦ τ1
)
= m3
( −ζ ◦ τ−1∞
−ζ ◦ τ−1∞ ◦ τ1
)
. (6.27)
Aus der ersten Zeile von (6.27) erha¨lt man (6.18) und aus der ersten Zeile von (6.26)
erha¨lt man (6.19) fu¨r den Fall α0, α1 6∈ Z. Aufgrund der Stetigkeit der in (6.18) und
(6.19) auftretenden Funktionen folgt dann die Behauptung. 
(6.28) Bemerkung (Zusammenhang von ζ mit q und q˜):
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Im Fall ζ(p) 6= 0 la¨sst sich q˜(p) aus (5.34) mit Hilfe von ζ wie folgt darstellen:
q˜(p) =
exp (iπα∗1(p)) (ζ ◦ τ−1∞ )(p)− exp (iπα∗0(p)) (ζ ◦ τ∞) (p)
ζ(p)
.
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Im Fall ζ ◦ τ∗ ◦ τ0(p) 6= 0 la¨sst sich q(p) aus (6.1) mit Hilfe von ζ wie folgt darstellen:
2πi exp
(γ
2
)
q(p) =
(ζ ◦ τ−1∞ ◦ τ∗ ◦ τ0) (p)− exp (−πi(α0 + α1)) (ζ ◦ τ∞ ◦ τ∗ ◦ τ0) (p)
ζ ◦ τ∗ ◦ τ0(p) .
Beweis:
Die erste Behauptung folgt direkt aus (6.21). Die zweite Behauptung erha¨lt man hieraus
mit Hilfe von (6.7). 
Nun wollen wir eine Limesformel fu¨r ζ angeben. Hierfu¨r wenden wir Korollar (3.3)
aus [16] auf unseren Fall an.
Der Autor dort geht auch auf den Spezialfall der verallgemeinerten Heunschen Diffe-
rentialgleichung ein, welche im Gegensatz zur hier behandelten konfluenten Heunschen
Differentialgleichung noch eine einfache Singularita¨t mehr hat. Es stellt sich aber her-
aus, dass es ratsamer ist, die konfluente Heunsche Differentialgleichung selbst in den
allgemeinen Fall einzuordnen, anstatt sie als Spezialfall der verallgemeinerten Heun-
schen Differentialgleichung zu sehen.
In [16] wird eine lineare Differentialgleichung in Cn, n ∈ N, in folgender Form betrach-
tet:
y′(t) =
(
1
t
A0 +
1
(t− 1)2B +
1
t− 1A1 +G(t)
)
y(t), (6.29)
wobei A0, A1 und B komplexe n×n-Matrizen sind und G eine in t ∈ Kr(0) (r ∈]1,∞[)
holomorphe Funktion ist. Außerdem soll B n verschiedene Eigenwerte besitzen, also
o.B.d.A.:
B = diag(λ1, .., λn), λi 6= λj fu¨r i 6= j. (6.30)
Diese Differentialgleichung (6.29) hat in 0 eine einfache Singularita¨t und in 1 eine
irregula¨re Singularita¨t vom Rang 1. Um nun Korollar (3.3) aus [16] fu¨r unsere Zwecke
anwenden zu ko¨nnen, transformieren wir die Differentialgleichung (1.5) fu¨r µ ∈ C
mittels
η(z) = zµv(t), z =
1
1− t . (6.31)
Hierbei transformieren sich die Singularita¨ten von (1.5) wie folgt:
1→ 0, ∞→ 1, 0→∞. (6.32)
Es gilt dann:
η′(z) =µ(1− t)−µ+1v(t) + (1− t)−µ+2v′(t) = (1− t)−µ+1 (µv + (1− t)v′) ,
η′′(z) =(µ2 − µ)(1− t)−µ+2v(t) + 2(µ− 1)(1− t)−µ+3v′(t) + (1− t)−µ+4v′′(t).
Sei nun p = (α0, β0, α1, β1, γˆ) ∈ Λ.
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Mit (6.31) ist die CHE (1.5) a¨quivalent zu
v′′ + 2(µ− 1)(1− t)−1v′ + (µ2 − µ)(1− t)−2v
+
[
(1− α0)(1− t) + (1− α1)(1− t)
t
− γ
]
· (µ(1− t)−3v + (1− t)−2v′)
+
(
1
2
(1− α0)(1− α1)(1− t)2
t
+
(
β0 − 1
2
γ(1− α0)
)
(1− t)
+
(
β1 − 12γ(1− α1)
)
(1− t)
t
)
(1− t)−4v = 0,
und somit a¨quivalent zu
v′′ + a˜(t)v′ + b˜(t)v = 0, (6.33)
wobei a˜(t) und b˜(t) wie folgt definiert sind:
a˜(t) :=
[
2µ− α0 − 1
(1− t) +
1− α1
(1− t)t −
γ
(1− t)2
]
=
[
1− α1
t
+
2µ− α0 − α1
1− t −
γ
(1− t)2
]
b˜(t) :=
[
µ2 − µα0
(1− t)2 +
(1− α1)µ+ 12(1− α0)(1− α1)
t(1− t)2 +
β0 − 12γ(1− α0)− γµ
(1− t)3 +
β1 − 12γ(1− α1)
t(1− t)3
]
.
(6.33) transformieren wir wie u¨blich mittels
u(t) :=
(
v(t)
(t− 1)v′(t)
)
in ein Differentialgleichungssystem der Form u′(t) = A˜(t)u(t) mit :
A˜(t) :=
1
(t− 1)
(
0 1
−b˜(t)(t− 1)2 1− a˜(t)(t− 1)
)
.
U¨ber
−b˜(t)(t− 1) =
[
µ(α0 + α1)− µ− µ2 − 12(1− α0)(1− α1)−
(
β1 − 12γ(1− α1)
)
(t− 1)
+
(
β0 + β1 − 12γ(2− α0 − α1)− γµ
)
(t− 1)2
+
(1− α1)µ+ 12(1− α0)(1− α1) +
(
β1 − 12γ(1− α1)
)
t
]
,
1
(t− 1) − a˜(t) =
[
−(1− α1)
t
+
2µ− α0 − α1 + 1
(t− 1) +
γ
(t− 1)2
]
.
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folgt
A˜(t) =
1
t
(
0 0
(1− α1)
(
µ+ 1
2
(1− α0 − γ)
)
+ β1 α1 − 1
)
+
1
t− 1
(
0 1
µ(α0 + α1 − 1)− µ2 − β1 + (γ − 1 + α0) 12(1− α1) 2µ− α0 − α1 + 1
)
+
1
(t− 1)2
(
0 0
β0 + β1 − 12γ(2− α0 − α1)− γµ γ
)
=:
1
t
A0 +
1
t− 1A1 +
1
(t− 1)2B, A0, A1, B ∈ C
2×2.
Damit (6.30) erfu¨llt ist, wa¨hlen wir µ so, dass B eine Diagonalmatrix ist. Dies ist genau
dann der Fall wenn
µ =
β0 + β1
γ
− 1
2
(2− α0 − α1) = α∗0(p)− 1 (6.34)
gilt.
Die in C\]−∞, 0] holomorphe Lo¨sung Φ˜ (τ01(p), T (·)) von (1.5) wird mit (6.31) in eine
in 0 holomorphe Lo¨sung v0 von (6.33) transformiert.
Daher hat v0 fu¨r |t| < 1 eine Potentreihendarstellung der Form:
v0(t) :=
∞∑
k=0
ck
Γ(k + 1− α1)t
k, |t| < 1, (6.35)
mit c0 = Γ(1− α1)v0(0) = 1.
Nun wollen wir die Rekursionsformel fu¨r die Koeffizienten der Reihe herleiten. Hierzu
stellen wir (6.33) mit Hilfe des Operators D = t d
dt
dar.
Fu¨r t ∈ Ω gilt
t(t− 1)3a˜(t) = (1− α1)(t− 1)3 − (2µ− α0 − α1)t(t− 1)2 − γt(t− 1)
=(t3 − 3t2 + 3t− 1)(1− α1)− (2µ− α0 − α1)(t3 − 2t2 + t)− γ(t2 − t)
=t3(1− 2µ+ α0) + t2 (4µ− 2α0 + α1 − 3− γ)
+ t (3− 2α1 − 2µ+ α0 + γ)− (1− α1)
sowie
b˜(t)t(t− 1)3 = (µ2 − µα0)(t2 − t) +
(
(1− α1)µ+ 1
2
(1− α0)(1− α1)
)
(t− 1)
−
(
β0 − 1
2
γ(1− α0)− γµ
)
t−
(
β1 − 1
2
γ(1− α1)
)
=(µ2 − µα0)t2 +
(
1
2
(1− α0)(1− α1 + γ)− µ2 + µ(1 + α0 + γ − α1)− β0
)
t
−
(
β1 − 1
2
γ(1− α1)
)
−
(
µ(1− α1) + 1
2
(1− α0)(1− α1)
)
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und damit
t
(
t(t− 1)3v′′(t) + t(t− 1)3a˜(t)v′(t) + b˜(t)t(t− 1)3v(t)
)
=t3
[
t2v′′(t) + tv′(t)(1− 2µ+ α0) + (µ2 − µα0)v(t)
]
+ t2
[
− 3t2v′′(t) + tv′(t)(4µ− 2α0 + α1 − 3− γ)
+
(
1
2
(1− α0)(1− α1 + γ)− µ2 + µ(1 + α0 + γ − α1)− β0
)
v(t)
]
+ t
[
3t2v′′(t) + tv′(t)(3− 2α1 − 2µ+ α0 + γ)
+
(
−
(
β1 − 1
2
γ(1− α1)
)
−
(
µ(1− α1) + 1
2
(1− α0)(1− α1)
))
v(t)
]
+
[
− t2v′′(t)− t(1− α1)v′(t)
]
.
Hieraus folgt
t
(
t(t− 1)3v′′(t) + t(t− 1)3a˜(t)v′(t) + b˜(t)t(t− 1)3v(t)
)
=t3
[
D2 + (α0 − 2µ)D + (µ2 − µα0)
]
v(t) + t2
[
− 3D2 + (4µ− 2α0 + α1 − γ)D
+
(
1
2
(1− α0)(1− α1 + γ)− µ2 + µ(1 + α0 + γ − α1)− β0
)]
v(t)
+ t
[
3D2 + (−2(α1 + µ) + α0 + γ)D −
(
β1 − 1
2
γ(1− α1)
)
−
(
µ(1− α1) + 1
2
(1− α0)(1− α1)
)]
v(t) +
[
(α1 −D)D
]
v(t) = 0.
Damit erfu¨llen die ck folgende Vierterm-Rekursion:
− (k + 1)(k + 1− α1) ck+1
Γ(k + 2− α1) + φ˜1(k, µ)
ck
Γ(k + 1− α1) + φ˜2(k, µ)
ck−1
Γ(k − α1)
+ φ˜3(k, µ)
ck−2
Γ(k − 1− α1) = 0 (k ∈ N), c−1 := c−2 := 0
(6.36)
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mit
φ˜1(k, µ) :=
(
3k2 + k (−2(α1 + µ) + α0 + γ)− β1 − (1− α1)
(
µ+
1
2
(1− α0)− 1
2
γ
))
φ˜2(k, µ) :=
(
− 3(k − 1)2 + (k − 1) (4µ− 2α0 + α1 − γ) + 1
2
(1− α0)(1− α1 + γ)− µ2
+µ(1 + α0 + γ − α1)− β0
)
φ˜3(k, µ) :=
(
(k − 2)2 + (k − 2)(α0 − 2µ) + (µ2 − µα0)
)
.
Setzen wir nun µ = α∗0(p)− 1 und multiplizieren (6.36) mit Γ(k + 1− α1), so erhalten
wir:
−(k + 1)ck+1 + φ1(p, k)ck + φ2(p, k)ck−1 + φ3(p, k)ck−2 = 0
mit c0(p) = 1 und c−1(p) = c−2(p) = 0 und
φ1(p, k) :=3k
2 + k (−2(α1 + α∗0(p)− 1) + α0 + γ)
− β1 − (1− α1)
(
α∗0(p)− 1 +
1
2
(1− α0)− 1
2
γ
)
φ2(p, k) :=
(
− 3(k − 1)2 + (k − 1) (4(α∗0(p)− 1)− 2α0 + α1 − γ)
+
1
2
(1− α0)(1− α1 + γ)− (α∗0(p)− 1)2
+ (α∗0(p)− 1)(1 + α0 + γ − α1)− β0
)
(k − α1)
φ3(p, k) :=
(
(k − 2)2 + (k − 2)(−2(α∗0(p)− 1) + α0) + (α∗0(p)− 1)2
− (α∗0(p)− 1)α0
)
(k − α1)(k − 1− α1).
(6.37)
In dem Sektor
Sarg(γˆ) :=
{
zˆ ∈ Ω̂+∞| −
π
2
− arg (γˆ) < arg0 (zˆ) <
3π
2
− arg (γˆ)
}
haben Ψ(p, ·) und Ψ˜(p, ·) jeweils das in (5.22) und (5.29) beschriebene asymptotische
Verhalten.
Mit (6.31) und (6.34) transformieren wir
Ψ(p, ·) ◦
(
P |Sarg(γˆ)
)−1
, Ψ˜(p, ·) ◦
(
P |Sarg(γˆ)
)−1
, (t01Φ)(p, ·) ◦
(
P |Sarg(γˆ)
)−1
zu Lo¨sungen v+1 , v
+
2 , v0 der Differentialgleichung (6.33), wobei hier v0 eine analytische
Fortsetzung der Funktion aus (6.35) bezeichnet.
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v+1 und v
+
2 erfu¨llen dann
v+1 (t) ∼ γˆα
∗
0(p)−1
∞∑
n=0
(−1)nan (τ1 ◦ τ∞ ◦ τ∗(p)) γˆ−n(1− t)n (t→ 1),
v+2 (t) ∼ exp
(
γ
1− t
)
γˆα
∗
1(p)−1(1− t)α∗0(p)−α∗1(p)
∞∑
n=0
an (τ1 ◦ τ∞ ◦ τ∗(p)) γˆ−n(1− t)n
(t→ 1)
(6.38)
und aufgrund von (6.9) gilt:
c(p)v0 = −ζ ◦ τ−1∞ (p)v+1 + ζ(p)v+2 (6.39)
mit c(p) aus (6.9).
Wir geben nun eine Limesformel sowie eine Vorgehensweise an, mit der sich alle Ein-
tra¨ge der Matrix Q1∞ im Fall α1 6∈ Z, γ 6∈ R∗ berechnen lassen. (Bei der Limesformel
wird jedoch noch α1 ∈ −N zulassen.)
Fu¨r den Fall γ ∈ R∗ verweisen wir auf Satz (3.2) und Korollar (3.3) aus [16].
Mit Korollar (3.3) aus [16] erhalten wir:
(6.40) Satz:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und ck ∈ C, k ∈ N wie folgt definiert:
(k + 1)ck+1 = ckφ1(p, k) + ck−1φ2(p, k) + ck−2φ3(p, k), (6.41)
wobei c0 = 1, c−1 = c−2 = 0 gilt und φj(p, k) (j = 1, 2, 3) aus (6.37) ist.
Dann gilt im Fall arg (γˆ) ∈]0, π[ und α1 6∈ N∗:
ζ(p) = 2
√
π exp
(
i
π
2
(
α1 +
β0 + β1
γ
))
γˆ
3
4 lim
k→∞
exp
(
−2γˆ 12
√
k
)
k
β0+β1
γ
+ 3
4
ck
Γ(k + 1− α1) .
(6.42)
Beweis:
Der Sektor H+ aus [16], Kapitel 1 ist aufgrund von arg (γˆ) ∈]0, π[ eine Teilmenge des
gemeinsamen Definitionsbereichs von v+1 , v
+
2 . Diese erfu¨llen dort (6.38). Damit sind
v+1 , v
+
2 die in [16], Kapitel 1 festgelegten Lo¨sungen. Da arg (γˆ) ∈]0, π[ vorausgesetzt
wurde, la¨sst sich v0 auf C\[1,∞[ holomorph fortsetzen, und es gilt γ 6∈]−∞, 0].
Die Potenzreihe von v0 um 0 ist von der Form (6.35) und die ck erfu¨llen die Rekursion
(6.41).
Um nun Korollar(3.3) aus [16] anwenden zu ko¨nnen, multiplizieren wir (6.39) mit
Γ(1− α1) und erhalten:
Γ(1− α1)c(p)v0(t) = −Γ(1− α1)ζ ◦ τ−1∞ (p)v+1 (t) + Γ(1− α1)ζ(p)v+2 (t). (6.43)
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Nun wenden wir Korollar (3.3) aus [16] an. Mit c(p) aus (6.9) folgt:
Γ(1− α1) γˆ
α∗1(p)−1
c(p)
ζ(p) =2
√
πΓ(1− α1) exp
(−γ
2
)
γˆ
α∗1(p)−α
∗
0(p)
2
− 1
4
· lim
k→∞
exp
(
−2γˆ 12
√
k
)
k
α∗0(p)−α
∗
1(p)
2
+ 3
4
ck
Γ(k + 1− α1) .
(6.44)
Unter Beru¨cksichtigung von α∗0(p)+α
∗
1(p) = α0+α1 und α
∗
0(p)−α∗1(p) = β0+β1γ erhalten
wir dann:
ζ(p) = 2
√
π exp
(
i
π
2
(
α1 +
β0 + β1
γ
)
+
γ
2
)
γˆ
α0+α1
2 γˆ1−α
∗
1(p) exp
(−γ
2
)
γˆ
α∗1(p)−α
∗
0(p)
2
− 1
4
· lim
k→∞
exp
(
−2γˆ 12
√
k
)
k
α∗0(p)−α
∗
1(p)
2
+ 3
4
ck
Γ(k + 1− α1)
= 2
√
π exp
(
i
π
2
(
α1 +
β0 + β1
γ
))
γˆ
3
4 lim
k→∞
exp
(
−2γˆ 12
√
k
)
k
β0+β1
γ
+ 3
4
ck
Γ(k + 1− α1) .
Damit folgt die Behauptung. 
Im Fall arg (γˆ) ∈]0, π[ lassen sich mit Satz (6.40) die Eintra¨ge der unteren Zeile der
Matrix Q1∞(p) bestimmen. Fu¨r den Fall arg (γˆ) ∈]π, 2π[ lassen sich u¨ber (6.40) die
Eintra¨ge der oberen Zeile der Matrix Q1∞(p) bestimmen.
Hiermit und mit Hilfe von (6.18) und (6.19) lassen sich alle Eintra¨ge der Matrix Q1∞
im Fall α1 6∈ Z, γ 6∈ R\{0} berechnen.
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7 Zusammenhang der Koordinatensysteme
Zu Anfang dieses Kapitels werden Gebiete angegeben, in denen sich die verallgemei-
nerten elliptischen Koordinaten (ξ1, ξ2) ∈ Ω2 als Funktionen von verallgemeinerten
Kugelkoordinaten (Polarkoordinaten) (η1, η2) ∈ C∗ × Ω darstellen lassen. Ferner un-
tersuchen wir das analytische Verhalten dieser Funktionen. Durch Verknu¨pfung dieser
mit den Projektionen P˜ und P erhalten wir komplexwertige Funktionen deren Defini-
tionsbereiche in Ĉ∗× Ω̂ liegt. Schra¨nkt man diese geeignet ein, so lassen sich Liftungen
bezu¨glich P dieser Funktionen finden.
Wie wir aus Abschnitt 1.2 wissen, ha¨ngen die oben genannten Koordinaten mit den
kartesischen Koordinaten in folgender Weise zusammen:
x21 = ξ1ξ2 = η1η2 und x
2
2 = (1− ξ1)(ξ2 − 1) = η1(1− η2). (7.1)
Aufgrund von
η1 = x
2
1 + x
2
2 = ξ1 + ξ2 − 1 (7.2)
erfu¨llen (ξ1, ξ2) ∈ Ω2 genau dann die Gleichungen (7.1), wenn diese zwei voneinander
verschiedene Lo¨sungen der algebraischen Gleichung
z2 − (1 + η1)z + η1η2 = 0, z ∈ C (7.3)
sind.
Im folgenden bezeichnen wir fu¨r n ≥ 2 und a1, ..., an ∈ C mit a1, ..., an : [0, 1]→ C den
entsprechenden Polygonzug und mit [a1, ..., an] die Spur von a1, ..., an.
(7.4) Bemerkung, Definition:
Mit der Funktion
ψ : C∗ ∋ η → 1
4
(
η + 2 +
1
η
)
∈ C (7.5)
gilt:
i) Zu jedem (η10, η20) ∈ {(η1, η2) ∈ C∗ × Ω|η2 6= ψ(η1)} =: Y gibt es eine Umgebung
U von (η10, η20), in der die Gleichung (7.3) genau zwei voneinander verschiedene
holomorphe Lo¨sungen ξU1/2 : U → Ω besitzt.
Diese erfu¨llen
(
∂jξ
U
1/2
)
(η1, η2) 6= 0, j = 1, 2 fu¨r alle (η1, η2) ∈ U .
Die Funktionen ξU1/2 lassen sich la¨ngs jedes Weges in Y analytisch fortsetzen.
ii) Fu¨r (η1, η2) ∈ D := {(η1, η2) ∈ C∗ × Ω|ψ(η1) 6∈ [0, η2]} ⊂ Y definieren wir
ξ1(η1, η2) :=
η1 + 1
2
(
1 +
(
1− 4η1η2
(1 + η1)2
) 1
2
)
=
η1 + 1
2
(
1 +
(
1− η2
ψ(η1)
) 1
2
)
=: η1ζ(η1, η2) 6= 0,
ξ2(η1, η2) :=
η1η2
ξ1(η1, η2)
= η2
1
ζ(η1, η2)
=
η1 + 1
2
(
1−
(
1− η2
ψ(η1)
) 1
2
)
,
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wobei hier mit z
1
2 der Hauptzweig der Wurzel gemeint ist.
ξ1, ξ2, ζ : D → Ω sind holomorph.
ξ1, ξ2 lo¨sen die Gleichung (7.3).
Beweis:
Zu i): z ∈ C lo¨st (7.3) genau dann, wenn(
z − η1 + 1
2
)2
=
(η1 + 1)
2
4
− η1η2 = η1(ψ(η1)− η2).
Da fu¨r jedes η0 := (η10, η20) ∈ Y eine konvexe Umgebung U von η0 existiert mit
η1(ψ(η1)− η2) ∈ C∗, (η1, η2) ∈ U ,
so gibt es genau zwei stetige Lo¨sungen ξU1/2 : U → C der Gleichung (7.3). Diese sind
holomorph und erfu¨llen ξU1 (η1, η2) 6= ξU2 (η1, η2), ∀(η1, η2) ∈ U .
Hieraus folgt, dass sich ξU1/2 : U → C la¨ngs jedes Weges in Y analytisch fortsetzen la¨sst.
Mit (7.3) gilt fu¨r (η1, η2) ∈ U :
ξU1/2(η1, η2) ∈ {0, 1} ⇒ η1η2 = 0 ∨ η1(η2 − 1) = 0⇒ Widerspruch.
Ferner folgt aus (7.3):
(
ξU1/2
)2
− (η1 + 1)ξU1/2 + η1η2 = 0 und somit:
2ξU1/2∂1ξ
U
1/2 − (η1 + 1)∂1ξU1/2 − ξU1/2 + η2 = 0⇔ ∂1ξU1/2
(
2ξU1 − (η1 + 1)
)
= ξU1/2 − η2.
Aufgrund von η22− (η1+1)η2+ η1η2 = η2(η2− 1) folgt ξU1/2(η1, η2)− η2 6= 0, (η1, η2) ∈ U
und damit ∂1ξ
U
1/2(η1, η2) 6= 0, (η1, η2) ∈ U .
Genauso gilt:
2ξU1/2∂2ξ
U
1/2 − (η1 + 1)∂2ξU1/2 + η1 = 0⇔ ∂2ξU1/2
(
2ξU1/2 − (η1 + 1)
)
= −η1.
Damit folgt ∂2ξ
U
1/2(η1, η2) 6= 0, (η1, η2) ∈ U .
Zu ii): ξ1 und ξ2 sind fu¨r ψ(η1) 6= 0 und η2ψ(η1) 6∈ [1,∞], (η1, η2) ∈ C∗×Ω wohldefiniert
und damit fu¨r ψ(η1) 6∈ [0, η2], (η1, η2) ∈ C∗ × Ω.
Die Holomorphie der Funktionen ξ1, ξ2, ζ ist sofort ersichtlich. Man pru¨ft sofort nach,
dass ξ1(η1, η2) und ξ2(η1, η2) fu¨r (η1, η2) ∈ D die Gleichung (7.3) erfu¨llen und ξ1, ξ2, ζ
nach Ω abbilden. 
Nun wollen wir ein paar Eigenschaften der ψ Funktion auflisten, die der Leser selbst
nachpru¨fen kann:
(7.6) Bemerkung, Definition: Sei H± := {z ∈ C| ± Im(z) > 0}.
i) Es gilt ψ−1({0}) = {−1}, ψ−1({1}) = {1} und ψ(z) = ψ(z), z ∈ C∗ sowie:
ψ(a) = ψ(b)⇔ a = b ∨ a = b−1, a, b ∈ C∗.
103
ii) Fu¨r r > 1 ist ψ ({z ∈ C||z| = r}) der Rand einer Ellipse mit den Brennpunkten
0 und 1 und es gilt ψ ({z ∈ C||z| = r}) = ψ ({z ∈ C||z| = r−1}).
Zudem gilt: ψ(H+ ∩ ∂K1(0)) = ψ(H− ∩ ∂K1(0)) = [0, 1], ψ(C∗) = C,
ψ([1,∞[) = ψ(]0, 1]) = [1,∞[ und ψ(]−∞,−1]) = ψ([−1, 0[) =]∞, 0] .
iii) ψ0 := ψ|C\K1(0) : C\K1(0)→ C\[0, 1] ist biholomorph, und
ψ−10 : C\[0, 1] ∋ z →
1 +
(
1− 1
z
) 1
2
1− (1− 1
z
) 1
2
∈ C\K1(0)
ist die Inverse, wobei mit den Wurzeln die Hauptwerte gemeint sind.
ψ : K1(0)\{0} → C\[0, 1] ist ebenfalls biholomorph.
iv) ψ+ := ψ|H+\K1(0) : H+\K1(0)→ H+ ist eine homo¨omorphe Abbildung.
v) ψ− := ψ|H−\K1(0) : H−\K1(0) → H− ist eine homo¨omorphe Abbildung. Es gilt
ψ−1− (z) = ψ
−1
+ (z).
(7.7) Bemerkung, Definition:
i) Die biholomorphe Funktion G : C∗ × Ω ∋ (η1, η2) →
(
1
η1
, η2
)
∈ C∗ × Ω erfu¨llt
G(Y) = Y und G(D) = D.
ii) Es gilt: η1 ·
(
ξ1/2 ◦G
)
(η1, η2) = ξ1/2(η1, η2) fu¨r (η1, η2) ∈ D.
iii) Wir definieren E(∞) := Ω sowie
E(ρ) := {ψ(η) ∈ C|η ∈ C∗, 1 ≤ |η| < ρ}\{0, 1}, 1 < ρ ∈ R.
E(ρ) (1 < ρ ∈ R) ist eine punktierte Ellipse mit den Brennpunkten 0 und 1,
welche E(ρ) ⊂ Kρ(0) erfu¨llt.
iv) Wir bezeichnen mit DI , DA ⊂ D die Gebiete:
DI :=
⋃
0<ρ<1
(
Kρ(0)× E
(
1
ρ
))
⊂ D,
DA := G(DI) =
⋃
1<ρ∈R
((
C\Kρ(0)
)× E(ρ)) ⊂ D.
Beweis:
Zu i): Da fu¨r a, b ∈ C∗ : ψ(a) = ψ(b)⇔ a = b ∨ a = 1
b
folgt die Behauptung sofort.
Zu ii): (ξ1/2 ◦G)(η1, η2) =
1
η1
+1
2
(
1±
(
1− η2
ψ(η1)
) 1
2
)
= 1
η1
ξ1/2(η1, η2), (η1, η2) ∈ D.
Zu iii): Sei ρ > 1. Aus sup
η2∈E(ρ)
|η2| = ψ(ρ) = 14
(
ρ+ 2 + 1
ρ
)
< 1
4
(ρ+ 2ρ+ ρ) = ρ folgt
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E(ρ) ⊂ Kρ(0). Man sieht sofort, dass E(ρ) ∪ {0, 1} eine Ellipse ist.
Zu iv): Sei ρ > 1. Fu¨r η1 6∈ Kρ(0), η2 ∈ E(ρ) folgt (ψ(η1), η2) 6∈ E(ρ)2 und (η1, η2) ∈ D.
Wir erhalten dann Mρ :=
(
C\Kρ(0)
)× E(ρ) ⊂ D und somit DA ⊂ D.
Da DA = ∪ρ>1Mρ und Mρ1 ∩Mρ2 =
(
C\Kρ2(0)
) × E(ρ1) 6= ∅ fu¨r 1 < ρ1 < ρ2, so ist
DA ein Gebiet. Damit ist auch DI ein Teilgebiet von D. 
Im folgenden Satz werden einige analytische Eigenschaften der Funktionen ξ1, ξ2 und
ζ bereitgestellt.
(7.8) Satz:
1. Die Funktionen ξ1 und ξ2 erfu¨llen auf DA die Funktionalgleichung:
ξ1/2(η1, η2) = 1− ξ1/2(−η1, 1− η2), (η1, η2) ∈ DA. (7.9)
Die Funktionen ξ1 und ξ2 erfu¨llen auf DI die Funktionalgleichung:
ξ1/2(η1, η2) = 1− ξ2/1(−η1, 1− η2), (η1, η2) ∈ DI . (7.10)
2. Es gilt
a) ζ(η1, η2) = 1 +
1−η2
η1
+ O
(
1
η21
)
, 1
ζ(η1,η2)
= 1 + η2−1
η1
+ O
(
1
η21
)
(η1 → ∞)
lokal gleichma¨ßig bezu¨glich η2 ∈ Ω.
Somit hat ξ1 bezu¨glich η1 einen Pol erster Ordnung in ∞ und ξ2 ist in ∞
bezu¨glich η1 durch ξ2(∞, η2) := η2 holomorph erga¨nzbar.
b) ζ(η1, η2) =
1
η1
+ (1− η2) +O (η1) , 1ζ(η1,η2) = η1 + (η2 − 1)η21 +O (η31) ,
(η1 → 0) lokal gleichma¨ßig bezu¨glich η2 ∈ Ω.
Somit sind ξ1, ξ2 durch ξ1(0, η2) := 1, ξ2(0, η2) := 0 holomorph erga¨nzbar.
c) ζ(η1, η2) =
(
1 + 1
η1
)
(1 +O (η2)) , 1ζ(η1,η2) =
(
η1
1+η1
)
(1 +O (η2))
(η2 → 0) lokal gleichma¨ßig bezu¨glich η1 ∈ C∗\{−1}.
Somit sind ξ1, ξ2 durch ξ1(η1, 0) := η1+1, ξ2(η1, 0) := 0 holomorph erga¨nzbar.
d) Im folgenden untersuchen wir das Verhalten von ζ fu¨r η2 → 1 auf DA und
auf DI :
i) Im Fall (η1, η2) ∈ DA:
ζ(η1, η2) = 1 + O (η2 − 1) , 1ζ(η1,η2) = 1 + O (η2 − 1) (η2 → 1) lokal
gleichma¨ßig bezu¨glich η1 ∈ C\K1(0).
Somit sind ξ1|DA, ξ2|DA durch ξ1|DA(η1, 1) := η1 und ξ2|DA(η1, 1) := 1
holomorph erga¨nzbar.
ii) Im Fall (η1, η2) ∈ DI :
ζ(η1, η2) =
1
η1
+ O (η2 − 1) , 1ζ(η1,η2) = η1 + O (η2 − 1) (η2 → 1) lokal
gleichma¨ßig bezu¨glich η1 ∈ K1(0)\{0}.
Somit sind ξ1|DI , ξ2|DI durch ξ1|DI (η1, 1) := 1 ξ2|DI (η1, 1) := η1 holo-
morph erga¨nzbar.
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3. Es gilt ξ2(η1, ]0, 1[) =]0, 1[ sowie ξ2
(
1
η1
, ]0, 1[
)
=
]
0, 1
η1
[
fu¨r
η1 ∈]−∞,−1[∪]1,∞[⊂ R.
Ferner gilt:
ξ1(]1,∞[×]0, 1[) ⊂]1,∞[, ξ1(]−∞,−1[×]0, 1[) ⊂]−∞, 0[,
ξ1(]0, 1[×]0, 1[) ⊂]1,∞[, ξ1(]− 1, 0[×]0, 1[) ⊂]0, 1[.
Beweis:
Zu 1.: Sei (η1, η2) ∈ DA. Dann gilt: (−η1, 1− η2) ∈ DA und(
1− ξ1/2(−η1, 1− η2)
)2 − (1 + η1)(1− ξ1/2(−η1, 1− η2)) + η1η2
= ξ21/2(−η1, 1− η2)− 2ξ1/2(−η1, 1− η2) + (1 + η1)ξ1/2(−η1, 1− η2)
−(η1 + 1) + 1 + η1η2
= ξ21/2(−η1, 1− η2)− (1− η1)ξ1/2(−η1, 1− η2) + η1(1− η2) = 0
Somit sind die Funktionen ξˇ1/2 : DA → Ω, mit
ξˇ1/2(η1, η2) := 1− ξ1/2(−η1, 1− η2), (η1, η2) ∈ DA (7.11)
ebenfalls Lo¨sungen von (7.3).
Fu¨r η1 ∈]1,∞[ und η2 ∈]0, 1[ folgt (η1, η2) ∈ DA und
ξ1/2(η1, η2) =
η1 + 1
2
(
1±
(
1− η2
ψ(η1)
) 1
2
)
=
η1 + 1
2
±
(
(η1 + 1)
2
4
− η1η2
) 1
2
= 1 +
η1 − 1
2
±
(
(η1 − 1)2
4
+ η1(1− η2)
) 1
2
= 1− 1− η1
2
(
1±
(
1− 1− η2
ψ(−η1)
) 1
2
)
= 1− ξ1/2(−η1, 1− η2) = ξˇ1/2(η1, η2). (7.12)
Aufgrund von (7.4)i) folgt dann ξj = ξˇj (j = 1, 2) auf einem Teilgebiet von DA und
u¨ber die Eindeutigkeit der analytischen Fortsetzung ξj = ξˇj (j = 1, 2).
Sei nun (η1, η2) ∈ DI . Dann gilt
(
1
η1
, η2
)
∈ DA und mit (7.7)ii) folgt:
ξ1/2(η1, η2) = η1ξ1/2
(
1
η1
, η2
)
= η1
(
1− ξ1/2
(
− 1
η1
, 1− η2
))
= η1
(
1 +
1
η1
ξ1/2(−η1, 1− η2)
)
= η1 + ξ1/2(−η1, 1− η2)
(7.2)
= 1− ξ2/1(−η1, 1− η2), (η1, η2) ∈ DI .
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Zu 2.: Fu¨r (η1, η2) ∈ D mit
∣∣∣ η2ψ(η1)∣∣∣ < 1 gilt (vgl. (7.4)ii) ):
ζ(η1, η2) =
1
2
(
1 +
1
η1
)(
1 +
(
1− η2
ψ(η1)
) 1
2
)
=
1
2
(
1 +
1
η1
)2− 2η2(
1 + 1
η1
)
(η1 + 1)
+
∞∑
n=2
(−1)n
(
1
2
n
)(
η2
ψ(η1)
)n
=1 +
1
η1
− η2
(η1 + 1)
+
∞∑
n=2
(−1)n
(
1
2
n
)
22n−1
1(
1 + η−11
)n−1 ( η2(η1 + 1)
)n
.
Zu a): Sei K ⊂ Ω kompakt. Wir wa¨hlen ρ > 1 mit K ⊂ E(ρ) und
∣∣∣ η2ψ(η1)∣∣∣ < 1 fu¨r
(η1, η2) ∈
(
C\Kρ(0)
)
×K ⊂ D. Damit folgt
ζ(η1, η2) = 1 +
1− η2
η1
+O
(
1
η21
)
, (η1 →∞)
gleichma¨ßig bezu¨glich η2 ∈ K. Die zweite Behauptung folgt hieraus u¨ber die Neumann-
sche Reihe.
Zu b): Sei K ⊂ Ω kompakt. Wir wa¨hlen ρ > 1 mit K ⊂ E(ρ) und
∣∣∣ η2ψ(η1)∣∣∣ < 1 fu¨r
(η1, η2) ∈ Kρ(0)×K ⊂ DI . Mit (7.7) folgt
ζ(η1, η2) =
1
η1
ξ1(η1, η2) =
η1
η1
ξ1
(
1
η1
, η2
)
=
1
η1
ζ
(
1
η1
, η2
)
=
1
η1
(
1 + (1− η2)η1 +O
(
η21
))
(η1 → 0)
gleichma¨ßig bezu¨glich η2 ∈ K. Die zweite Behauptung folgt hieraus u¨ber die Neumann-
sche Reihe.
Zu c): Aufgrund von ψ(−1) = 0 liegen die Punkte (−1, η2) nicht in D fu¨r η2 ∈ Ω. Wir
betrachten daher K ⊂ C∗\{−1} kompakt.
Fu¨r 0 < ρ < 1 mit ρ < dist (ψ (K) , 0) gilt K × Kρ(0) ⊂ D und
∣∣∣ η2ψ(η1) ∣∣∣ < 1, fu¨r
(η1, η2) ∈ K ×Kρ(0). Mit der Reihe folgt dann:
ζ(η1, η2) =
(
1 +
1
η1
)
(1 +O (η2)) , (η2 → 0) gleichma¨ßig bezu¨glich η1 ∈ K.
Die zweite Behauptung folgt hieraus u¨ber die Neumannsche Reihe.
Zu d): Zu i): Mit der Funktionalgleichung (7.9) erha¨lt man fu¨r (η1, η2) ∈ DA:
ζ(η1, η2) =
1
η1
ξ1(η1, η2) =
1
η1
− 1
η1
ξ1(−η1, 1− η2) = 1
η1
+ ζ(−η1, 1− η2)
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und damit unter Verwendung von c):
ζ(η1, η2) = 1 +O(η2 − 1), (η2 → 1) lokal gleichma¨ßig bezu¨glich η1.
Die zweite Behauptung folgt hieraus u¨ber die Neumannsche Reihe.
Zu ii): Mit der Funktionalgleichung (7.10) erha¨lt man fu¨r (η1, η2) ∈ DI :
ζ(η1, η2) =
1
η1
ξ1(η1, η2) =
1
η1
(1− ξ2(−η1, 1− η2))
=
1
η1
(
1− 1− η2
ζ(−η1, 1− η2)
)
und damit unter Verwendung von c):
ζ(η1, η2) =
1
η1
(1 +O(η2 − 1)), (η2 → 1)
lokal gleichma¨ßig bezu¨glich η1. Die zweite Behauptung folgt hieraus u¨ber die Neumann-
sche Reihe.
Zu 3.: Es gilt (]−∞,−1[∪]1,∞[)×]0, 1[⊂ DA. Sei η1 ∈] − ∞,−1[∪]1,∞[ fest
gewa¨hlt. Dann gilt: ξ2(η1, ·) :]0, 1[→ R\{0, 1}. Aus der partiellen Stetigkeit von ξ2,
lim
η2→0+
ξ2(η1, η2) = 0 und lim
η2→1−
ξ2(η1, η2) = 1 folgt ξ2(η1, ]0, 1[) =]0, 1[.
Aufgrund von (7.7) gilt ξ2
(
1
η1
, η2
)
= 1
η1
ξ2 (η1, η2), (η1, η2) ∈ D und damit die na¨chste
Behauptung.
Aus ξ1 + ξ2 − 1 = η1 folgt fu¨r (η1, η2) ∈]1,∞[×]0, 1[:
ξ1(η1, η2) = η1 + 1− ξ2(η1, η2) > η1 > 1
und mit (7.9) dann ξ1 (]−∞,−1[×]0, 1[) ⊂]−∞, 0[.
Aus ξ1 (]0, 1[×]0, 1[) , ξ1 (]− 1, 0[×]0, 1[) ⊂ R\{0, 1} zusammenha¨ngend
und lim
η2→0
ξ1 (η1, η2) = 1 + η1 folgt
ξ1 (]0, 1[×]0, 1[) ⊂]1,∞[ sowie ξ1 (]− 1, 0[×]0, 1[) ⊂]0, 1[.

Wir verallgemeinern nun die Funktionen ξ1 und ξ2 wie folgt:
(7.13) Definition:
Sei D˜ :=
{
(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|
(
P˜ (ηˆ1) , P (ηˆ2)
)
∈ D
}
und
ξ˜1/2 : D˜ ∋ (ηˆ1, ηˆ2)→ ξ1/2(P˜ (ηˆ1), P (ηˆ2)) ∈ Ω.
Unser Ziel ist es, mit Hilfe von Satz (9.13) aus dem Anhang Liftungen fu¨r diese
Funktionen bezu¨glich P zu finden. Um jedoch Satz (9.13) anwenden zu ko¨nnen, muss
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der Definitionsbereich der zu liftenden Funktion eine einfach zusammenha¨ngende Man-
nigfaltigkeit sein, was D˜ nicht ist (Dies ist leicht zu zeigen). Da es wegen der spa¨teren
Entwicklungssa¨tze nicht sinnvoll ist, universelle U¨berlagerungen von Y oder von D als
Definitionsbereiche zu betrachten, werden wir die Funktionen ξ˜1, ξ˜2 auf einfach zusam-
menha¨ngende Teilgebiete von D˜ einschra¨nken.
(7.14) Bezeichnung:
Seien M1,M2 und M drei beliebige Mengen mit M ⊂M1 ×M2.
Dann bezeichnet man fu¨r (η1, η2) ⊂M1 ×M2 wie folgt die Schnitte
M2,η1 := {η2 ∈M2|(η1, η2) ∈M} , M1,η2 := {η1 ∈M1|(η1, η2) ∈M} .
(7.15) Bemerkung, Definition:
i) Fu¨r 0 < ρ ∈ R bezeichnen wir Kˆρ :=
{
zˆ ∈ Ĉ∗|z ∈ Kρ(0)
}
.
Dann sind Kˆρ und Ĉ∗\Kˆρ einfach zusammenha¨ngende Teilgebiete von Ĉ∗.
ii) Fu¨r 1 < ρ ≤ ∞ ist Ê(ρ) :=
{
zˆ ∈ Ω̂|z ∈ E(ρ)
}
einfach zusammenha¨ngendes
Teilgebiet von Ω̂.
iii)
DˆI :=
{
(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|(η1, η2) ∈ DI
}
=
⋃
0<ρ<1
(
Kˆρ × Ê
(
1
ρ
))
und
DˆA :=
{
(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|(η1, η2) ∈ DA
}
=
⋃
1<ρ<∞
((
Ĉ∗\Kˆρ
)
× Ê (ρ)
)
sind einfach zusammenha¨ngende Teilgebiete von D˜.
Beweis:
Zu i): Dies folgt aus Satz (9.20) aus dem Anhang.
Zu ii): Sei ρ > 1. Die Menge Ê(ρ) ist offen, da P stetig ist.
Nun zeigen wir, dass Ê(ρ) kurvenzusammenha¨ngend ist. Seien zˆ0, zˆ1 in Ê(ρ). Dann
existiert eine Kurve ϕˆ : [0, 1]→ Ω̂ mit ϕˆ(0) = zˆ0 und ϕˆ(1) = zˆ1.
Wir wa¨hlen eine Kurve ϕ1 : [0, 1] → E(ρ) welche zu P ◦ ϕˆ in Ω homotop ist und
betrachten ihre Liftung ϕˆ1 : [0, 1]→ Ω̂ bezu¨glich P mit ϕˆ1(0) = zˆ0. Diese Kurve ist die
gesuchte Kurve (Satz (9.9), Anhang).
Nun zeigen wir, dass Ê(ρ) einfach zusammenha¨ngend ist.
Sei ϕˆ : [0, 1]→ Ω̂ eine geschlossene Kurve in Ê(ρ).
Da Ω̂ einfach zusammenha¨ngend ist, existiert ein Φ : [0, 1]× [0, 1]→ Ω̂ mit
Φ stetig, Φ(·, 0) = ϕˆ,Φ(·, 1) = ϕˆ(0),Φ(0, τ) = Φ(1, τ) = ϕˆ(0), τ ∈ [0, 1].
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Ferner seien r, R ∈ R mit 1 < r < ρ < R, Spur (ϕˆ) ⊂ Ê(r) und
Φ ([0, 1]× [0, 1]) ⊂ Ê(R). Wir definieren die Abbildung
g : KR(0)\Kr(0)→ Kρ(0)\Kr(0), g(z) := z|z|
(
r + (|z| − r) ρ− r
R− r
)
.
Diese ist stetig und erfu¨llt g(z) = z fu¨r |z| = r.
Mit ψ0 aus (7.6) ist dann
f : E(R)→ E(ρ), f(z) :=
{
ψ0 ◦ g ◦ ψ−10 (z), z ∈ E(R)\E(r)
z, z ∈ E(r)
ebenfalls stetig und damit auch f ◦ P ◦Φ : [0, 1]× [0, 1]→ E(ρ).
Mit Satz (9.13) existiert eine Liftung Φ1 : [0, 1] × [0, 1] → Ê(ρ) von f ◦ P ◦ Φ, mit
Φ1(0, 0) = ϕˆ(0). Φ1 ist dann die gesuchte Homotopie (Satz (9.9), Anhang).
Zu iii): Fu¨r 0 < ρ < 1 ist Mρ := Kˆρ × Ê
(
1
ρ
)
ein einfach zusammenha¨ngendes Gebiet,
aufgrund von i) und ii).
Da Mρ ∩Mρ˜ 6= ∅ fu¨r alle 0 < ρ, ρ˜ < 1, so ist DI ein Gebiet.
Sei nun ϕ : [0, 1]→ DˆI eine geschlossene Kurve.
Wegen Spur(ϕ) kompakt existieren ρj ∈ R, j = 1, .., n mit
0 < ρ1 < ... < ρn < 1 und Spur(ϕ) ⊂
n⋃
j=1
Mρj =
(
Kˆρn × Ê
(
1
ρ1
))
.
Damit ist
n⋃
j=1
Mρj ein einfach zusammenha¨ngendes Gebiet. Also ist ϕ in DI nullhomo-
top.
Auf analoge Weise folgt, dass DˆA ein einfach zusammenha¨ngendes Gebiet ist. 
Wir werden nun fu¨r DˆI und DˆA einfach zusammenha¨ngende Obergebiete angeben,
auf denen wir Liftungen der Funktionen ξ˜1, ξ˜1 aus (7.13) definieren. Die Gebiete sind
so gewa¨hlt, dass die Liftungen Funktionalgleichungen erfu¨llen, die denen in (7.9) und
(7.10) entsprechen.
(7.16) Satz,Definition:
Mittels des natu¨rlichen Definitionsbereiches der Funktionen ξˇ1/2 aus (7.11)
Dˇ := {(η1, η2) ∈ C∗ × Ω|(−η1, 1− η2) ∈ D}
definieren wir
S := D ∩ Dˇ = {(η1, η2) ∈ C∗ × Ω|ψ(η1) 6∈ [0, η2, 1]} ⊂ D
und
S˜ :=
{
(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|(P˜ (ηˆ1), P (ηˆ2)) ∈ S
}
⊂ D˜.
Hierfu¨r gilt:
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1. S ist offen und besteht aus zwei Zusammenhangskomponenten SI , SA ⊂ C∗ × Ω
mit DI ⊂ SI und DA ⊂ SA.
G aus Bemerkung (7.7) bildet SI biholomorph auf SA ab.
Auf SI gilt die Funktionalgleichung (7.9) und auf SA gilt die Funktionalgleichung
(7.10).
2. S˜ ist offen und besteht aus zwei einfach zusammenha¨ngenden Zusammenhangs-
komponenten
SˆI := {(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|(η1, η2) ∈ SI}, SˆA := {(ηˆ1, ηˆ2) ∈ Ĉ∗ × Ω̂|(η1, η2) ∈ SA},
welche durch die Funktion
Gˆ : Ĉ∗ × Ω̂ ∋ (ηˆ1, ηˆ2)→ (Qˆ (ηˆ1) , ηˆ2) ∈ Ĉ∗ × Ω̂
homo¨omorph aufeinander abgebildet werden, wobei Qˆ in (2.22) definiert wurde.
SˆI bzw. SˆA ist die universelle U¨berlagerungsfla¨che von SI bzw. SA.
Beweis:
Zu 1.: Da ψ(−η1) = 1− ψ(η1) fu¨r η1 ∈ C∗, so folgt
(η1, η2) ∈ Dˇ ⇔ 1− ψ(η1) = ψ(−η1) 6∈ [0, 1− η2]⇔ ψ(η1) 6∈ [1, η2].
Somit gilt S = Dˇ ∩D = {(η1, η2) ∈ C∗ × Ω|ψ(η1) 6∈ [0, η2, 1]} .
Als erstes wollen wir beweisen, dass S aus zwei offenen Zusammenhangskomponenten
besteht. Wir betrachten hierfu¨r die Homo¨omorphismen
ψ± : H±\K1(0) ∋ z → ψ(z) ∈ H±
aus der Bemerkung (7.6) und definieren hiermit die stetigen Funktionen
ϕ±,1, ϕ±,2 : Ω ∩H± × [0, 1]→ C∗
durch
ϕ+,1(η2, t) := ψ
−1
+ (1, η2, 0(t)), ϕ+,2(η2, t) :=
1
ψ−1+
(0, η2, 1(t)),
fu¨r (η2, t) ∈
(
Ω ∩H+
)× [0, 1],
ϕ−,1(η2, t) :=
1
ψ−1−
(1, η2, 0(t)), ϕ−,2(η2, t) := ψ−1− (0, η2, 1(t)),
fu¨r (η2, t) ∈
(
Ω ∩H−
)× [0, 1].
Aufgrund von ϕ±,1(η2, 1) = ϕ±,2(η2, 0) = −1 fu¨r alle η2 ∈ Ω ∩H± sind die Funktionen
ϕ± :
(
Ω ∩H±
)×[0, 1]→ C∗, welche wir durch die Zusammensetzung von Kurven (man
betrachte hierzu (9.22))
ϕ±(η2, ·) := ϕ±,1(η2, ·) + ϕ±,2(η2, ·)
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Abbildung 5: Spur von ϕ+(2 + i, ·)
–1
1
–1 1
ϕ+,1(2 + i, ·)
ϕ+,2(2 + i, ·)
••
definieren, ebenfalls stetige Funktionen. Es la¨sst sich sofort erkennen, dass es sich fu¨r
festes η2 ∈ Ω bei den Kurven ϕ±(η2, ·) um Jordankurven handelt, welche die Null in
positiver Richtung einmal umlaufen.
Aufgrund von lim
η1→∞
ψ(η1) = lim
η1→0
ψ(η1) = ∞ existiert eine stetige Fortsetzung ψ0,∞ :
C ∪ {∞} → C ∪ {∞} von ψ mit ψ0,∞(0) = ψ0,∞(∞) =∞. Dann gilt
S ⊂ S0,∞ := {(η1, η2) ∈ (C ∪ {∞})× Ω|ψ0,∞(η1) 6∈ [0, η2, 1]} .
Bezeichnet man fu¨r eine geschlossene Kurve ϕ : [0, 1]→ C und fu¨r ein
z ∈ C ∪ {∞}\Spur(ϕ) mit uϕ(z) die Umlaufzahl von ϕ bezu¨glich z, so definieren wir
hiermit die Funktionen
u± : {(η1, η2) ∈ S0,∞| ± Im(η2) ≥ 0} =: Du± ∋ (η1, η2)→ uϕ±(η2,·)(η1) ∈ {0, 1}.
Wir zeigen nun, dass S0,∞ offen ist und u± stetig ist.
Sei (η1, η2) ∈ S0,∞ mit Im(η2) > 0.
Fu¨r 0 < ε < 1 bezeichnen mit Xε ⊂ Ω die offene und beschra¨nkte Menge, die von[
0, η2 +
(
1
2
− η2
)
ε, 1
]
und
[
0, η2 −
(
1
2
− η2
)
ε, 1
]
eingeschlossen wird. Wir wa¨hlen ε > 0 klein genug, so dass ψ0,∞(η1) 6∈ Xε.
Hierfu¨r existiert ein δ > 0 mit Kδ(η2) ⊂ Xε.
Zudem gilt η1 6∈ ψ−1+
(
Xε
) ∪ 1
ψ−1+
(
Xε
)
und damit existiert ein ρ > 0 mit
Kρ(η1) ∩
(
ψ−1+
(
Xε
) ∪ 1
ψ−1+
(
Xε
))
= ∅. Also ist Kρ(η1)×Kδ(η2) ⊂ S0,∞.
Da Spurϕ+(a, ·) ⊂
(
Xε
) ∪ 1
ψ−1+
(
Xε
)
(a ∈ Kδ(η2)) und ϕ+ stetig ist, so sind ϕ+(a, ·)
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und ϕ+(b, ·) (a, b ∈ Kδ(η2)) homotop in C∗\Kρ(η1). Hieraus zeigt man leicht, dass u+
auf Kρ(η1)×Kδ(η2) konstant ist.
Fu¨r (η1, η2) ∈ S0,∞ mit Im(η2) < 0 gehen wir analog vor.
Fu¨r (η1, η2) ∈ S0,∞ mit Im(η2) = 0 gilt
Spurϕ+(η2, ·) = Spurϕ−(η2, ·) =
{
∂K1(0), η2 ∈]0, 1[
∂K1(0) ∪
[
1
ψ−1+ (η2)
, ψ−1+ (η2)
]
, η2 ∈ R\[0, 1] .
(7.17)
Wir wa¨hlen ein ε > 0 klein genug mit
η1 6∈ {z ∈ C∗| dist (z, Spurϕ+(η2, ·)) < ε} =: Yε.
Da ϕ± stetig ist, existiert ein δ > 0 mit Kδ(η2) ⊂ Ω und ϕ±(a, ·) ∈ Yε (a ∈ Kδ(η2)).
Wa¨hlt man ein ρ > 0 mi Kρ(η1) ∈ C∗\Yε, so gilt Kρ(η1)×Kδ(η2) ⊂ S0,∞.
Analog zu oben folgt die Stetigkeit von u± in (η1, η2).
Aufgrund von (7.17) gilt u+(η1, η2) = u−(η1, η2)
(
(η1, η2) ∈ Du+ ∩Du−
)
und somit
lassen sich u+ und u− zu einer stetigen Funktion
u : S0,∞ → {0, 1} mit u(η1, η2) :=
{
u+(η1, η2), fu¨r (η1, η2) ∈ Du+
u−(η1, η2), fu¨r (η1, η2) ∈ Du−
zusammensetzen. Mit Hilfe dieser definieren wir
S0,∞I :=
{
(η1, η2) ∈ S0,∞|u(η1, η2) = 1
}
, SI := S
0,∞
I ∩ S,
S0,∞A :=
{
(η1, η2) ∈ S0,∞|u(η1, η2) = 0
}
, SA := S
0,∞
A ∩ S.
Aufgrund der Stetigkeit von u sind S0,∞I , S
0,∞
A in S
0,∞ offene Mengen mit S0,∞I ∪˙S0,∞A =
S0,∞ und SI , SA in S offene Mengen mit SI∪˙SA = S.
Als na¨chstes zeigen wir, dass G die Mengen SI und SA biholomorph aufeinander ab-
bildet.
Da Spurϕ+
(
1
2
, ·) = ∂K1(0), ist u (0, 12) = 1 und damit gilt aufgrund der Stetigkeit von
u und {0} × Ω ⊂ S0,∞ fu¨r alle η2 ∈ Ω: u(0, η2) = 1, also 0 ∈ S1,η2I . Die Funktion
σ : C ∪ {∞} ∋ z → 1
z
∈ C ∪ {∞},
erfu¨llt σ (Spur (ϕ(η2, ·))) = Spur (ϕ(η2, ·)) fu¨r alle η2 ∈ Ω und bildet somit
(
S0,∞I
)1,η2
und
(
S0,∞A
)1,η2
biholomorph aufeinander ab. Daher ist G˜ := (σ, idΩ) : S
0,∞
I → S0,∞A
biholomorph, und mit G˜ ({0} × Ω) = {∞} × Ω folgt dann die Biholomorphie von
G˜|SI = G : SI → SA.
Wenn wir im zweiten Teil des Beweises gezeigt haben, dass SˆI und SˆA zusam-
menha¨ngend sind, so folgt dies auch aus der Stetigkeit von (P˜ , P ) : Ĉ∗ × Ω̂→ C∗ × Ω
fu¨r SI und SA.
Zu 2.: Die Mengen SˆA und SˆI sind wegen der Stetigkeit von (P˜ , P ) : Ĉ∗× Ω̂→ C∗×Ω
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offen in S˜ und erfu¨llen S˜ = SˆI∪˙SˆA.
Aus DI ⊂ SI , DA ⊂ SA folgt DˆA ⊂ SˆA, DˆI ⊂ SˆI und mit G(SI) = SA, G(SA) = SI
folgt Gˆ(SˆI) ⊂ SˆA, Gˆ(SˆA) ⊂ SˆI . Da Gˆ ◦ Gˆ = idcC∗×bΩ, so bildet Gˆ die Mengen SˆA und SˆI
homo¨omorph aufeinander ab.
Wir zeigen nun, dass SˆA ein einfach zusammenha¨ngendes Gebiet ist.
Mit Gˆ(SˆA) = SˆI folgt dies dann auch fu¨r SˆI .
Hierzu beweisen wir folgendes Lemma:
(7.18) Lemma: Seien zˆ1, zˆ2 ∈ Ω̂. Dann sind die Mengen Sˆ1,zˆjA , j = 1, 2, einfach
zusammenha¨ngende Gebiete und Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A 6= ∅, ist ein Gebiet.
Beweis: Da es sich bei festem zˆ ∈ Ω̂ mit ± Im(z) ≥ 0 bei ϕ±(z, ·) um eine Jordan-
kurve handelt, folgt nach dem Jordanschen Kurvensatz, dass
(
S0,∞I
)1,z
einfach zusam-
menha¨ngend ist, und somit la¨sst sich aufgrund des Riemannschen Abbildungssatzes
S1,zI biholomorph auf K1(0)\{0} abbilden. Dies gilt ebenso fu¨r S1,zA , da σ : S1,zA ∋ z →
1
z
∈ S1,zI biholomorph ist .
Seien nun aˆ, bˆ ∈ Sˆ1,zˆA = {ηˆ ∈ Ĉ∗|(η, z) ∈ SA} = P˜−1(S1,zA ) und ϕˆ1 : [0, 1] → Ĉ∗ eine
stetige Kurve mit ϕˆ1(0) = aˆ und ϕˆ1(1) = bˆ.
Dann gibt es einen Weg ϕ2 : [0, 1]→ S1,zA , der zu ϕ1 := P˜ ◦ ϕˆ1 in C∗ homotop ist. Wir
bezeichnen mit ϕˆ2 : [0, 1]→ Ĉ∗ die eindeutige Liftung von ϕ2 welche ϕˆ2(0) = ϕˆ1(0) = aˆ
erfu¨llt. Diese ist homotop zu ϕˆ1 ( vgl. (9.9)), also gilt ϕˆ2(1) = ϕˆ1(1) = bˆ. Daher ist Sˆ
1,zˆ
A
zusammmenha¨ngend.
Mit Satz (9.20) aus dem Anhang folgt dann P˜ : Sˆ1,zˆA → S1,zA ist die universelle
U¨berlagerungfla¨che von S1,zA und damit der erste Teil der Behauptung.
Als na¨chstes zeigen wir, dass Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A kurvenzusammenha¨ngend ist.
Aufgrund von (7.6) folgt die Biholomorphie der Funktion
ψ|S1,zA : S
1,z
A → Cz := C\[0, z, 1].
Es gilt Cz =Mz∪˙Nz mit
Mz := C\△(0, z, 1) und Nz := △(0, z, 1)\[0, z, 1],
wobei mit △(0, z, 1) die konvexe Hu¨lle der Menge {0, z, 1} gemeint ist.
Mit
y ∈ S1,zA : ψ(y)→∞⇔ y →∞, (7.19)
ψ−1([0, 1]) = ∂K1(0) und ψ−1 ([0, z, 1]) = Spurϕ±(z, ·), falls ± Im(z) ≥ 0 folgt:(
ψ|S1,zA
)−1
(Mz) ⊂ C\K1(0),
(
ψ|S1,zA
)−1
(Nz) ⊂ K1(0). (7.20)
Ferner gilt
1. x ∈Mz ⇒ x+ t
(
x− 1
2
) ∈ Cz fu¨r alle t ∈ [0,∞[,
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2. x ∈ Int(Nz)⇒ x− t
(
x− 1
2
) ∈ Cz fu¨r alle t ∈ [0,∞[,
3. x ∈ Nz∩]0, 1[⇒ x± it ∈ Cz fu¨r alle t ∈ [0,∞[ falls ∓ Im(z) > 0.
Seien nun zˆ1, zˆ2 ∈ Ω̂ und yˆ ∈ Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A . Wir wa¨hlen hierzu ein ρ > 1 mit Ĉ∗\Kˆρ ⊂
Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A und konstruieren eine Kurve, die in Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A verla¨uft und yˆ mit einem
Punkt in Ĉ∗\Kˆρ verbindet.
Aufgrund von (7.20) gilt entweder ψ(y) ∈Mz1 ∩Mz2 oder ψ(y) ∈ Nz1 ∩Nz2 .
Treten die Fa¨lle ψ(y) ∈Mz1 ∩Mz2 oder ψ(y) ∈ (Nz1 ∩Nz2) \[0, 1] auf, so folgt anhand
von (a) und (7.19) oder (b) und (7.19), die Existenz einer in S1,z1A ∩ S1,z2A verlaufenden
Kurve mit Anfangspunkt y und Endpunkt in C\Kρ(0).
Wir betrachten nun den Fall ψ(y) ∈ (Nz1 ∩Nz2)∩]0, 1[:
1. Falls Im(z1) = 0 oder Im(z2) = 0 ist, tritt dieser Fall aufgrund von
Nz1 ∩Nz2 = ∅ nicht auf.
2. Haben Im(z1) und Im(z2) verschiedene Vorzeichen, o.E.
Im(z1) > 0, Im(z2) < 0,
so tritt dieser Fall ebenfalls nicht auf, denn es gilt
Im(z1) > 0 ∧ ψ(y) ∈ Nz1∩]0, 1[⇒ y ∈ H− ∩ ∂K1(0),
Im(z2) < 0 ∧ ψ(y) ∈ Nz2∩]0, 1[⇒ y ∈ H+ ∩ ∂K1(0).
3. Falls Im(z1), Im(z2) > 0 oder Im(z1), Im(z2) < 0, so existiert aufgrund von (c) und
(7.19) eine in S1,z1A ∩S1,z2A verlaufende Kurve mit Anfangspunkt y und Endpunkt
in C\Kρ(0).
Seien nun yˆ1, yˆ2 ∈ Sˆ1,zˆ1A ∩ Sˆ1,zˆ2A . Aufgrund des soeben Gezeigten existieren Kurven
ϕj : [0, 1]→ S1,z1A ∩ S1,z2A mit ϕj(0) = yj und ϕj(1) ∈ C\Kρ(0) fu¨r j = 1, 2. Betrachtet
man dazu die Liftungen ϕˆj : [0, 1] → Ĉ∗ mit P˜ ◦ ϕˆj = ϕj und ϕˆj(0) = yˆj, fu¨r j = 1, 2
dann gilt ϕˆj(1) ∈ P˜−1 (C\Kρ(0)) = Ĉ∗\Kˆρ, j = 1, 2. Da nun Ĉ∗\Kˆρ ein Gebiet ist,
finden wir insgesamt eine Kurve von yˆ1 nach yˆ2 in Sˆ
1,zˆ1
A ∩ Sˆ1,zˆ2A . 
Wir fu¨hren nun den Beweis von (7.16)2. fort.
Seien aˆ, bˆ ∈ SˆA mit aˆ =: (aˆ1, aˆ2) ∈ Ĉ∗ × Ω̂ und bˆ =: (bˆ1, bˆ2) ∈ Ĉ∗ × Ω̂.
Dann existiert eine Kurve νˆ : [0, 1] → Ω̂ mit νˆ(0) = aˆ2 und νˆ(1) = bˆ2. Wir wa¨hlen
hierzu ein ρ > 1 mit Spur(νˆ) ∈ Ê(ρ) sowie ein qˆ ∈ Ĉ∗\Kˆρ.
Aufgrund von Lemma (7.18) findet man eine Kurve ϕa : [0, 1]→ Sˆ1,aˆ1A mit ϕa(0) = aˆ1
und ϕa(1) = qˆ und eine Kurve ϕb : [0, 1]→ Sˆ1,bˆ1A mit ϕb(0) = bˆ1 und ϕb(1) = qˆ. Somit
verbindet die Kurve φa := (ϕa, aˆ2) die Punkte (aˆ1, aˆ2) und (qˆ, aˆ2) in SˆA, die Kurve
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φb :=
(
ϕb, bˆ2
)
die Punkte (bˆ1, bˆ2) und (qˆ, bˆ2) in SˆA und die Kurve φ := (qˆ, ν) die
Punkte (qˆ, aˆ2) und (qˆ, bˆ2) in SˆA. Daher ist SˆA zusammenha¨ngend.
Nun ist noch zu zeigen dass SˆA einfach zusammenha¨ngend ist.
Sei φˆ : [0, 1] ∋ t → (φˆ1(t), φˆ2(t)) ∈ Ĉ∗ × Ω̂ eine beliebige geschlossene Kurve mit
Spur
(
φˆ
)
⊂ SˆA. Wir wa¨hlen ein ρ > 1 mit Spur
(
φˆ2
)
⊂ Ê(ρ) und ein qˆ ∈ Ĉ∗\Kˆρ.
Aufgrund von φˆ1(t) ∈ Sˆ1,φˆ2(t)A fu¨r t ∈ [0, 1], Sˆ1,φˆ2(t)A offen und der Stetigkeit von φˆ1
existiert fu¨r jedes t ∈ [0, 1] ein δt > 0 mit:
φˆ1 (]t− δt, t+ δt[∩[0, 1]) ⊂ Sˆ1,φˆ2(t)A .
Fu¨r t ∈ R sei It :=]t− δt, t+ δt[.
Aufgrund der Kompaktheit von [0, 1] und [0, 1] ⊂ ⋃t∈[0,1] It existiert eine endliche
Teilmenge M von [0, 1] mit [0, 1] ⊂ ⋃t∈M It. Seien die tν ∈M (ν = 1, .., n) mit
0 ≤ t1 < t2 < ... < tn ≤ 1
so gewa¨hlt, dass sie
0 ∈ It1 , 1 ∈ Itn und Itν ∩ Itν+1 6= ∅ (ν = 1, ..., n− 1)
erfu¨llen.
Wir definieren dann τ0 = 0 τn := 1. Ferner wa¨hlen wir τν ∈ Itν ∩ Itν+1∩]tν , tν+1[,
(ν = 1, ..., n− 1) und setzen
qˆj := φˆ1(τν) ∈ Sˆ1,φˆ1(tν)A ∩ Sˆ1,φˆ1(tν+1)A , ν = 1, ..., n− 1
sowie qˆn := φˆ1(τ0) = φˆ1(τ1) ∈ Sˆ1,φˆ1(tn)A ∩ Sˆ1,φˆ1(t1)A .
Dann existieren wegen Lemma(7.18) Kurven
χj : [0, 1]→ Sˆ1,φˆ2(tj)A ∩ Sˆ1,φˆ2(tj+1)A mit χj(0) = qˆj und χj(1) = qˆ, j = 1, .., n− 1,
und
χn : [0, 1]→ Sˆ1,φˆ2(tn)A ∩ Sˆ1,φˆ2(t1)A mit χn(0) = qˆn und χn(1) = qˆ.
Sei zudem χ0 := χn. Da nun die Kurve φˆ homotop zu der Kurve
n−1∑
j=0
(
−χj, φˆ2(τj)
)
+ φˆ|[τj ,τj+1] +
(
χj+1, φˆ2(τj+1)
)
ist (wobei mit + die u¨bliche Addition zweier Kurven gemeint ist), und fu¨r
j = 0, ..., n− 1 die Kurven(
−χj, φˆ2(τj)
)
+ φˆ|[τj ,τj+1] +
(
χj+1, φˆ2(τj+1)
)
,
(
qˆ, φˆ2|[τj ,τj+1]
)
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in SˆA homotop sind (siehe (7.18)), so ist φˆ in SˆA homotop zu
(
qˆ, φˆ2
)
.
Aufgrund von (7.15) folgt mit Spur
((
qˆ, φˆ2
))
⊂
(
Ĉ∗\Kˆρ
)
× Ê(ρ) die Behauptung. 
(7.21) Bemerkung, Definition:
Fu¨r j ∈ {1, 2} existiert genau eine stetige partiell holomorphe Liftung
ξˆj : SˆI∪˙SˆA → Ω̂
von ξ˜j : SˆI∪˙SˆA ∋ (ηˆ1, ηˆ2)→ ξ1/2(P˜ (ηˆ1), P (ηˆ2)) ∈ Ω mit
i) ξˆ1(γˆ+, ωˆ0), ξˆ1(γˆ−, ωˆ0) ∈ Ω̂+ ∩ P−1(]1,∞[) im Fall j = 1,
ii) ξˆ2(γˆ+, ωˆ0), ξˆ2(γˆ−, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[), im Fall j = 2.
Beweis: Da es sich bei SˆI und SˆA um zusammenha¨ngende, einfach zusammenha¨ngende
Mannigfaltigkeiten handelt, sind die Voraussetzungen von Satz (9.13) aus dem Anhang
erfu¨llt. In (7.8) wurde
ξ˜1(γˆ±, ωˆ0) ∈]1,∞[ und ξ˜2(γˆ±, ωˆ0) ∈]0, 1[
gezeigt. Somit gibt es eindeutige Liftungen
1. ξˆI1 : SˆI → Ω̂ von ξ˜1 : SˆI → Ω mit ξˆI1(γˆ−, ωˆ0) ∈ Ω̂+ ∩ P−1(]1,∞[),
2. ξˆA1 : SˆA → Ω̂ von ξ˜1 : SˆA → Ω mit ξˆ11(γˆ+, ωˆ0) ∈ Ω̂+ ∩ P−1(]1,∞[),
3. ξˆI2 : SˆI → Ω̂ von ξ˜2 : SˆI → Ω mit ξˆI2(γˆ−, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[),
4. ξˆA2 : SˆA → Ω̂ von ξ˜2 : SˆA → Ω mit ξˆA2 (γˆ+, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[).
Da SˆI ∩ SˆA = ∅, definieren wir ξˆ1/2 : SˆI ∪ SˆA → Ω̂ durch
ξˆ1/2(ηˆ1, ηˆ2) :=
{
ξˆI1/2(ηˆ1, ηˆ2), (ηˆ1, ηˆ2) ∈ SˆI
ξˆA1/2(ηˆ1, ηˆ2), (ηˆ1, ηˆ2) ∈ SˆA
.
Die partielle Holomorphie folgt aus (9.14). 
Im folgenden beweisen wir einige grundlegende Eigenschaften von ξˆ1 und ξˆ2.
(7.22) Bemerkung:
Fu¨r (ηˆ1, ηˆ2) ∈
(
P˜−1 (]1,∞[) ∩ Ĉ∗+
)
×
(
P−1 (]0, 1[) ∩ Ω̂0
)
gilt:
ξˆ1 (ηˆ1, ηˆ2) ∈
(
P−1 (]1,∞[) ∩ Ω̂+
)
, ξˆ2 (ηˆ1, ηˆ2) ∈
(
P−1 (]0, 1[) ∩ Ω̂0
)
.
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Fu¨r (ηˆ1, ηˆ2) ∈
(
P˜−1 (]0, 1[) ∩ Ĉ∗+
)
×
(
P−1 (]0, 1[) ∩ Ω̂0
)
gilt:
ξˆ1 (ηˆ1, ηˆ2) ∈
(
P−1 (]1,∞[) ∩ Ω̂+
)
, ξˆ2 (ηˆ1, ηˆ2) ∈
(
P−1 (]0, 1[) ∩ Ω̂0
)
.
Beweis:
In (7.8)3. haben wir
ξ1(]1,∞[×]0, 1[) ⊂]1,∞[, ξ2(]1,∞[×]0, 1[) ⊂]0, 1[
ξ1(]0, 1[×]0, 1[) ⊂]1,∞[, ξ2(]0, 1[×]0, 1[) ⊂]0, 1[
gezeigt.
Sei M1 :=
(
P˜−1 (]1,∞[) ∩ Ĉ∗+
)
×
(
P−1 (]0, 1[) ∩ Ω̂0
)
.
Damit folgt aus der Stetigkeit der Funktionen ξˆ1, ξˆ2:
ξˆ1(M1) liegt in einer Zusammenhangskomponente von P
−1 (]1,∞[) und ξˆ2(M1) liegt in
einer Zusammenhangskomponente von P−1 (]0, 1[).
Aufgrund von (γˆ+, ωˆ0) ∈M1 folgt mit (7.21) der erste Teil der Behauptung.
Der zweite Teil folgt auf analoge Weise. 
Wir beweisen nun unter Verwendung von (7.8)1. Funktionalgleichungen fu¨r die Funk-
tionen ξˆ1 und ξˆ2.
(7.23) Satz (Funktionalgleichungen):
Fu¨r (ηˆ1, ηˆ2) ∈ SˆA gilt:
i) Tˆ ◦ ξˆ1(ηˆ1, ηˆ2) = d1 ◦ ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
,
ii) Tˆ ◦ ξˆ2 (ηˆ1, ηˆ2) = ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
.
Fu¨r (ηˆ1, ηˆ2) ∈ SˆI gilt:
iii) Tˆ ◦ ξˆ1(ηˆ1, ηˆ2) = ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
,
iv) Tˆ ◦ ξˆ2(ηˆ1, ηˆ2) = d1 ◦ ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
.
Beweis:
Zu i, ii): Da die Funktionalgleichung (7.9) auf DA gilt, so gilt sie auch nach dem
verallgemeinerten Identita¨tsatz (siehe [4]) auf SA, und somit folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆA:
P ◦ Tˆ ◦ ξˆ1/2(ηˆ1, ηˆ2) = T ◦ P ◦ ξˆ1/2(ηˆ1, ηˆ2) = 1− ξ˜1/2(ηˆ1, ηˆ2) = 1− ξ1/2(η1, η2)
= ξ1/2 (−η1, T (η2)) = P ◦ ξˆ1/2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
.
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Nach Satz (9.13) aus dem Anhang reicht es aus, die zu zeigenden Gleichungen jeweils
nur an einem Punkt in SˆA zu u¨berpru¨fen.
Sei ρ > 1. Dann gilt
(
C\Kρ(0), 12
)
⊂ SA, und mit (7.8)2)a) existiert ein K > 0 mit∣∣∣∣ξ1(η1, 12
)
− η1
∣∣∣∣ < K und ∣∣∣∣ξ2(η1, 12
)
− 1
2
∣∣∣∣ < K|η1|−1, η1 ∈ C\Kρ(0).
Wir wa¨hlen r > max{2K + 1, ρ} > 1.
Dann gilt mit ϕ : [0, 1] ∋ t→ r exp(−πit) fu¨r t ∈ [0, 1]:∣∣∣∣ξ1(ϕ(t), 12
)
− ϕ(t)
∣∣∣∣ < K ∧ ∣∣∣∣ξ2(ϕ(t), 12
)
− 1
2
∣∣∣∣ < K2K + 1 < 12 . (7.24)
Somit folgt
ξ1
(
ϕ(·), 1
2
)
: [0, 1]→ Ω∞ und ξ2
(
ϕ(·), 1
2
)
: [0, 1]→ Ω0. (7.25)
Sei nun rˆ ∈ Ĉ∗+ ∩ P˜−1 (]1,∞[) mit P˜ (rˆ) = r. Aufgrund von (7.22) folgt
ξˆ1(rˆ, ωˆ0) ∈ Ω̂+ ∩ P−1(]1,∞[) und ξˆ2(rˆ, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[). (7.26)
Sei ϕˆ : [0, 1]→ Ĉ∗ die eindeutige Liftung von ϕ mit ϕˆ(0) = rˆ. Dann ist δ−π(rˆ) = ϕˆ(1)
und wegen (7.24) und (7.25) folgt dann:
ξˆ1
(
δ−π (rˆ) , Tˆ (ωˆ0)
)
= ξˆ1 (δ−π (rˆ) , ωˆ0) = ξˆ1 (ϕˆ(1), ωˆ0) ∈ d−11
(
Ω̂−
)
,
ξˆ2
(
δ−π (rˆ) , Tˆ (ωˆ0)
)
= ξˆ2 (δ−π (rˆ) , ωˆ0) = ξˆ2 (ϕˆ(1), ωˆ0) ∈ Ω̂0.
Andererseits gilt mit (7.26) und (2.18):
Tˆ ◦ ξˆ1(rˆ, ωˆ0) ∈ Ω̂−, Tˆ ◦ ξˆ2(rˆ, ωˆ0) ∈ Ω̂0.
Damit folgt die Behauptung.
Zu iii), iv): Da die Funktionalgleichung (7.10) auf DI gilt, so gilt sie auch auf SI nach
dem verallgemeinerten Identita¨tsatz. Daher gilt fu¨r (ηˆ1, ηˆ2) ∈ SˆI :
P ◦ Tˆ ◦ ξˆ1/2(ηˆ1, ηˆ2) = T ◦ P ◦ ξˆ1/2(ηˆ1, ηˆ2) = 1− ξ˜2/1(ηˆ1, ηˆ2) = 1− ξ2/1(η1, η2)
= ξ2/1 (−η1, T (η2)) = P ◦ ξˆ2/1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
.
Es reicht also nach (9.13) aus, die Funktionalgleichungen jeweils nur in einem Punkt
zu u¨berpru¨fen.
Sei ρ < 1. Dann ist (Kρ(0),
1
2
) ⊂ SI und mit (7.8)2)b) existiert ein K > 0 mit∣∣∣∣ξ1(η1, 12
)
−
(
1 +
η1
2
)∣∣∣∣ < K|η1|2, ∣∣∣∣ξ2(η1, 12
)
− η1
2
∣∣∣∣ < K|η1|2
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fu¨r alle η1 ∈ Kρ(0).
Sei ε := min{ 1
4K
, ρ}. Dann gilt Kε2 ≤ ε
4
und mit ϕ : [0, 1] ∋ t→ ε exp(−iπt) folgt fu¨r
t ∈ [0, 1]:∣∣∣∣ξ1(ϕ(t), 12
)
−
(
1 +
ϕ(t)
2
)∣∣∣∣ < ε4 ,
∣∣∣∣ξ2(ϕ(t), 12
)
− ϕ(t)
2
∣∣∣∣ < ε4 . (7.27)
Sei nun εˆ ∈ Ĉ∗+ ∩ P˜−1(]0, 1[) mit P (εˆ) = ε. Aufgrund von (7.22) folgt
ξˆ1 (εˆ, ωˆ0) ∈ Ω̂+ ∩ P−1 (]1,∞[) , ξˆ2(εˆ, ωˆ0) ∈ P−1(]0, 1[) ∩ Ω̂0. (7.28)
Mit ϕˆ : [0, 1]→ Ĉ∗ bezeichnen wir die eindeutige Liftung von ϕ welche ϕˆ(0) = εˆ erfu¨llt.
Dann ist δ−π(εˆ) = ϕˆ(1) und u¨ber (7.27) folgt:
ξˆ1
(
δ−π(εˆ), Tˆ (ωˆ0)
)
= ξˆ1 (ϕˆ(1), ωˆ0) ∈ d−11
(
Ω̂0
)
,
ξˆ2
(
δ−π(εˆ), Tˆ (ωˆ0)
)
= ξˆ2 (ϕˆ(1), ωˆ0) ∈ Ω̂−.
Andererseits gilt wegen (7.28) und (2.18):
Tˆ ◦ ξˆ1 (εˆ, ωˆ0) ∈ Ω̂−, Tˆ ◦ ξˆ2 (εˆ, ωˆ0) ∈ Ω̂0.
Somit folgt die Behauptung. 
Als na¨chstes untersuchen wir das Umlaufverhalten von ξˆ1 und ξˆ2.
(7.29) Satz (Umlaufverhalten):
Fu¨r (ηˆ1, ηˆ2) ∈ SˆA gilt:
i) ξˆ1(δ2π (ηˆ1) , ηˆ2) = d∞ ◦ ξˆ1(ηˆ1, ηˆ2), ξˆ2(δ2π (ηˆ1) , ηˆ2) = ξˆ2(ηˆ1, ηˆ2),
ii) ξˆ1(ηˆ1, d0/1(ηˆ2)) = ξˆ1(ηˆ1, ηˆ2), ξˆ2(ηˆ1, d0/1(ηˆ2)) = d0/1 ◦ ξˆ2(ηˆ1, ηˆ2).
Fu¨r (ηˆ1, ηˆ2) ∈ SˆI gilt:
iii) ξˆ1(δ2π (ηˆ1) , ηˆ2) = d1 ◦ ξˆ1(ηˆ1, ηˆ2), ξˆ2(δ2π (ηˆ1) , ηˆ2) = d0 ◦ ξˆ2(ηˆ1, ηˆ2),
iv) ξˆ1(ηˆ1, d0(ηˆ2)) = ξˆ1(ηˆ1, ηˆ2), ξˆ2(ηˆ1, d0(ηˆ2)) = d0 ◦ ξˆ2(ηˆ1, ηˆ2),
v) ξˆ1(ηˆ1, d1(ηˆ2)) = d1 ◦ ξˆ1(ηˆ1, ηˆ2), ξˆ2(ηˆ1, d1(ηˆ2)) = ξˆ2(ηˆ1, ηˆ2).
Beweis:
Zu i): Fu¨r (ηˆ1, ηˆ2) ∈ SˆA gilt aufgrund von (7.23)i) und Tˆ ◦ d1 = d0 ◦ Tˆ :
ξˆ1(δ2π (ηˆ1) , ηˆ2) = d0 ◦ Tˆ ◦ ξˆ1
(
δπ (ηˆ1) , Tˆ (ηˆ2)
)
.
Ferner folgt aus (7.23)i): Tˆ ◦ ξˆ1
(
δπ (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ ξˆ1 (ηˆ1, ηˆ2) und damit
ξˆ1(δ2π (ηˆ1) , ηˆ2) = d0 ◦ d1 ◦ ξˆ1 (ηˆ1, ηˆ2) = d∞ ◦ ξˆ1 (ηˆ1, ηˆ2).
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Auf analoge Weise la¨sst sich mit (7.23)ii) die zweite Behauptung zeigen.
Zu ii): Fu¨r (ηˆ1, ηˆ2) ∈ SˆA gilt:
P ◦ ξˆ1 (ηˆ1, d0 (ηˆ2)) = ξ˜1 (ηˆ1, d0 (ηˆ2)) = ξ1(η1, η2) = P ◦ ξˆ1 (ηˆ1, ηˆ2) ,
P ◦ ξˆ2 (ηˆ1, d0 (ηˆ2)) = ξ˜2 (ηˆ1, d0 (ηˆ2)) = ξ1(η1, η2) = P ◦ d0 ◦ ξˆ2 (ηˆ1, ηˆ2) .
Daher genu¨gt es nach Satz (9.13) aus dem Anhang, die zu zeigenden Gleichungen
jeweils nur an einem Punkt in SˆA zu u¨berpru¨fen.
Wir betrachten die Kurve ϕ0 : [0, 1]→ 12 exp (2πit) ∈ Ω, und deren eindeutige Liftung
ϕˆ0 : [0, 1]→ Ω̂ mit ϕˆ(0) = ωˆ0. Wie schon in (2.19) gezeigt, gilt ϕˆ0(1) = d0(ωˆ0).
Sei nun ρ > 1 mit Spur (ϕ0) ∈ E(ρ). Aufgrund von (7.8)2)a) la¨sst sich nun ein r > ρ
so wa¨hlen, dass fu¨r t ∈ [0, 1] gilt:
|ξ1(r, ϕ0(t))− r| < r − 1
2
∧ |ξ2(r, ϕ0(t))− ϕ0(t)| < 1
4
. (7.30)
Sei rˆ ∈ Ĉ∗+ ∩ P˜−1 (]ρ,∞[) mit P˜ (rˆ) = r, so gilt wegen (7.22)
ξˆ1 (rˆ, ωˆ0) ∈ Ω̂+ ∩ P−1(]1,∞[), ξˆ2 (rˆ, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[) (7.31)
und mit (7.30)
ξˆ1 (rˆ, d0 (ωˆ0)) ∈ Ω̂+, ξˆ2 (rˆ, d0(ωˆ0)) ∈ d0
(
Ω̂0
)
.
Mit (7.31) folgt dann ξˆ1 (rˆ, d0 (ωˆ0)) = ξˆ1 (rˆ, ωˆ0) , ξˆ2 (rˆ, d0 (ωˆ0)) = d0 ◦ ξˆ2 (rˆ, ωˆ0) und
damit die Behauptung.
Aufgrund des oben Gezeigten, (7.23)i) und d0 ◦ Tˆ = Tˆ ◦d1 erha¨lt man fu¨r (ηˆ1, ηˆ2) ∈ SˆA:
ξˆ1 (ηˆ1, d1 (ηˆ2)) = Tˆ ◦ d1 ◦ ξˆ1
(
δ−π (ηˆ1) , Tˆ ◦ d1 (ηˆ2)
)
= Tˆ ◦ d1 ◦ ξˆ1
(
δ−π (ηˆ1) , d0 ◦ Tˆ (ηˆ2)
)
= Tˆ ◦ d1 ◦ ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= ξˆ1 (ηˆ1, ηˆ2) ,
ξˆ2 (ηˆ1, d1 (ηˆ2)) = Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ ◦ d1 (ηˆ2)
)
= Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , d0 ◦ Tˆ (ηˆ2)
)
= Tˆ ◦ d0 ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ ξˆ2 (ηˆ1, ηˆ2) .
Zu iii): Fu¨r (ηˆ1, ηˆ2) ∈ SˆI gilt aufgrund von (7.23)iii):
ξˆ1(δ2π (ηˆ1) , ηˆ2) = Tˆ ◦ ξˆ2
(
δπ (ηˆ1) , Tˆ (ηˆ2)
)
und wegen (7.23)iv): Tˆ ◦ ξˆ2
(
δπ (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ ξˆ1 (ηˆ1, ηˆ2) damit ξˆ1(δ2π (ηˆ1) , ηˆ2) =
d1 ◦ ξˆ1 (ηˆ1, ηˆ2).
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Analog la¨sst sich ξˆ2(δ2π (ηˆ1) , ηˆ2) = d0 ◦ ξˆ2 (ηˆ1, ηˆ2) zeigen, und damit die Behauptung.
Zu iv), v): Wir betrachten wieder die Kurve ϕ0 : [0, 1]→ 12 exp (2πit) ∈ Ω, und wa¨hlen
ein 0 < ε < 1
2
, so dass aufgrund von (7.8)2)b) fu¨r t ∈ [0, 1] gilt:
|ξ2 (ε, ϕ0(t))− εϕ0(t)| < ε|ϕ0(t)|
2
=
ε
4
<
|1− εϕ0(t)|
2
(7.32)
|ξ2 (ε, T ◦ ϕ0(t))− εT ◦ ϕ0(t)| < ε
4
. (7.33)
Dann folgt fu¨r t ∈ [0, 1]:
|ξ2 (ε, T ◦ ϕ0(t))− ε| < ε
4
+ ε|ϕ0(t)| = 3
4
ε. (7.34)
Sei ϕˆ : [0, 1]→ Ω̂ die Liftung von εϕ0(·) sowie ϕˆ0 : [0, 1]→ Ω̂ die Liftung von ϕ0, mit
ϕˆ(0) ∈ Ω̂0 ∩ P−1(]0, 1[), ϕˆ0(0) = ωˆ0.
Wegen (2.19) gilt ϕˆ0(1) = d0 (ϕˆ0(0)), und mit der Stetigkeit von d0 folgt ϕˆ(1) =
d0 (ϕˆ(0)).
Sei εˆ ∈ Ĉ∗+ ∩ P−1 (]0, 1[) mit P˜ (εˆ) = ε. Aufgrund von (7.22) gilt
ξˆ2 (εˆ, ϕˆ0(0)) = ξˆ2
(
εˆ, Tˆ ◦ ϕˆ0(0)
)
= ξˆ2 (εˆ, ωˆ0) ∈ Ω̂0 ∩ P−1(]0, 1[).
Mit (7.32) folgt dann
ξˆ2 (εˆ, d0 ◦ ϕˆ0(0)) = ξˆ2 (εˆ, ϕˆ0(1)) ∈ d0
(
Ω̂0
)
,
und mit (7.34) sowie Tˆ ◦ ϕˆ0(1) = Tˆ ◦ d0 ◦ ϕˆ0(0) = d1 ◦ Tˆ ◦ ϕˆ0(0) folgt
ξˆ2
(
εˆ, d1 ◦ Tˆ ◦ ϕˆ0(0)
)
= ξˆ2
(
εˆ, Tˆ ◦ ϕˆ0(1)
)
∈ Ω̂0.
Damit gilt fu¨r (ηˆ1, ηˆ2) ∈ SˆI :
ξˆ2 (ηˆ1, d0 (ηˆ2)) = d0 ◦ ξˆ2 (ηˆ1, ηˆ2) , ξˆ2 (εˆ, d1 (ηˆ2)) = ξˆ2 (εˆ, ηˆ2) .
Aufgrund des oben Gezeigten, (7.23)iii) und iv) und d0◦Tˆ = Tˆ◦d1 folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆI :
ξˆ1 (ηˆ1, d1 (ηˆ2)) = Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ ◦ d1 (ηˆ2)
)
= Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , d0 ◦ Tˆ (ηˆ2)
)
= Tˆ ◦ d0 ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= d1 ◦ ξˆ1 (ηˆ1, ηˆ2) ,
ξˆ1 (ηˆ1, d0 (ηˆ2)) = Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ ◦ d0 (ηˆ2)
)
= Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , d1 ◦ Tˆ (ηˆ2)
)
= Tˆ ◦ ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
= ξˆ1 (ηˆ1, ηˆ2) .
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Damit folgt die Behauptung. 
Fu¨r die Entwicklungsa¨tze und Grenzwertbetrachtungen, die im na¨chsten Kapitel be-
sprochen werden, beweisen wir noch einige analytische Eigenschaften der Funktionen
ξˆ1 und ξˆ2 in SˆA.
(7.35) Bemerkung, Definition:
i) Sei I1 : Ĉ∗\Kˆ1 → Ω̂+∞ ∩ P−1
(
C\K1(1)
)
die holomorphe Liftung von
I˜1 : Ĉ∗\Kˆ1 ∋ ηˆ1 → η1 + 1 ∈ C\K1(1) ⊂ Ω∞ mit I1 (γˆ+) ∈ P−1(3) ∩ Ω̂+.
Dann gilt:
ξˆ1(ηˆ1, ηˆ2)→ I1 (ηˆ1) , (η2 → 0) , fu¨r (ηˆ1, ηˆ2) ∈ SˆA ∩
(
Ĉ∗\Kˆ1 × Ω̂
)
,
lokal gleichma¨ßig bezu¨glich ηˆ1.
ii) Sei I0 : Ĉ∗\Kˆ1 → Ω̂+∞ ∩ P−1
(
C\K1(0)
)
die holomorphe Liftung von
I˜0 : Ĉ∗\Kˆ1 ∋ ηˆ1 → η1 ∈ C\K1(0) ⊂ Ω∞ mit I0 (γˆ+) ∈ P−1(2) ∩ Ω̂+.
Dann gilt:
ξˆ1(ηˆ1, ηˆ2)→ I0 (ηˆ1) , (η2 → 1) , fu¨r (ηˆ1, ηˆ2) ∈ SˆA ∩
(
Ĉ∗\Kˆ1 × Ω̂
)
,
lokal gleichma¨ßig bezu¨glich ηˆ1.
iii) Es gilt
ξˆ2(ηˆ1, ηˆ2)→ ηˆ2, (η1 →∞) , (ηˆ1, ηˆ2) ∈ SˆA
lokal gleichma¨ßig bezu¨glich ηˆ2.
Beweis:
Zu i): Wir bezeichnen mit Z0 die Zusammenhangskomponente von P
−1 (K1(0)\{0}),
welche ωˆ0 ∈ Z0 erfu¨llt, und sei K ⊂ Ĉ∗\Kˆ1 eine nicht leere, zusammenha¨ngende
kompakte Menge. Dann existiert ein ρ > 1 mit K ⊂ Ĉ∗\Kˆρ.
In (7.8) haben wir:
P ◦ ξˆ1 (ηˆ1, ηˆ2) = ξ1(η1, η2)→ η1 + 1, (η2 → 0) gleichma¨ßig,
fu¨r (ηˆ1, ηˆ2) ∈ K × Ê(ρ) gezeigt.
Da η1 + 1 ∈ C\Kρ(1) fu¨r ηˆ1 ∈ K, so gilt
∀ε > 0 ∃δ ∈]0, 1[: (ηˆ1, ηˆ2) ∈ K × P−1 (Kδ(0)\{0}) ∩ Z0
⇒ ξ1 (η1, η2) ∈ Kε(η1 + 1) ∩ C\Kρ(1).
Zudem ist Mδ := P
−1 (Kδ(0)\{0}) ∩ Z0, δ ∈]0, 1[ zusammenha¨ngend, denn:
Zu zˆ1, zˆ2 ∈ M existiert eine Kurve ϕˆ1 : [0, 1] → Z0 mit ϕˆ1(0) = zˆ1 und ϕˆ1(0) = zˆ2.
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Dann wa¨hle man sich eine Kurve ϕ2 : [0, 1] → Kδ(0)\{0}, die homotop zu P ◦ ϕˆ1 ist.
Mit dem Satz (9.9) aus dem Anhang folgt dann, dass eine Liftung ϕˆ2 von ϕ2 existiert
mit ϕˆ2(0) = ϕˆ2(0) und ϕˆ2 ist homotop zu ϕˆ1.
Damit folgt aus der Stetigkeit von ξˆ1:
∀ηˆ1 ∈ K ∃I1(ηˆ1) ∈ P−1(η1 + 1) mit ξˆ1 (ηˆ1, ηˆ2)→ I1(ηˆ1), fu¨r ηˆ2 ∈ Z0, η2 → 0,
gleichma¨ßig bezu¨glich ηˆ1 ∈ K. Aufgrund des in (7.29) beschriebenen Umlaufverhaltens
von ξˆ1 bezu¨glich ηˆ2 folgt dann
∀ηˆ1 ∈ K∃I1(ηˆ1) ∈ P−1(η1 + 1) mit ξˆ1 (ηˆ1, ηˆ2)→ I1(ηˆ1), η2 → 0.
gleichma¨ßig bezu¨glich ηˆ1 ∈ K.
Damit ist I1 : Ĉ∗\Kˆ1 → P−1(η1 + 1) wohldefiniert und holomorph.
Aufgrund von (7.22) gilt ξˆ1
(
γˆ+, P
−1 (]0, 1[) ∩ Ω̂0
)
⊂ P−1 (]1,∞[) ∩ Ω̂+ ⊂ Ω̂+∞. Damit
folgt I1 (γˆ+) ∈ P−1 (3) ∩ Ω̂+ ⊂ Ω̂+∞ und damit I1
(
Ĉ∗\Kˆ1
)
⊂ Ω̂+∞.
Da wir in (7.15) gezeigt haben, dass Ĉ∗\Kˆ1 ein einfach zusammenha¨ngendes Gebiet
ist, existiert aufgrund von (9.13) aus dem Anhang genau eine Lifung von I˜1, welche in
γˆ+ den Wert I1 (γˆ+) annimmt. Damit ist I1 diese Liftung.
Zu ii): Der Beweis geht analog zu dem gerade Gezeigten.
Zu iii): Sei K ⊂ Ω̂ kompakt. Dann existiert ein ρ > 1 mit K ⊂ Ê(ρ). Mit (7.8) gilt
P ◦ ξˆ2 (ηˆ1, ηˆ2) = ξ2 (η1, η2)→ η2, (η1 →∞), ηˆ1 ∈ Ĉ∗\Kˆρ
lokal gleichma¨ßig fu¨r ηˆ2 ∈ Ê(ρ).
Wegen (7.22) gilt ξˆ2
(
P˜−1 (]1,∞[) ∩ Ĉ∗+, P−1 (]0, 1[) ∩ Ω̂0
)
⊂ P−1 (]0, 1[)∩ Ω̂0. Analog
zu i) folgt die Behauptung. 
Wir haben in der vorangegangenen Bemerkung das Verhalten von ξˆ1 fu¨r η2 → 0 bzw.
η2 → 1 sowie das Verhalten von ξˆ2 fu¨r η1 → ∞ untersucht. Es bleibt also noch das
Verhalten von ξˆ1 fu¨r grosse η1 sowie das Verhalten von ξˆ2 fu¨r η2 nahe bei 0 bzw. 1 zu
untersuchen.
(7.36) Bemerkung, Definition:
i) Zu jedem ∅ 6= K ⊂ Ω̂ kompakt existiert ein ρ > 1 mit
ξˆ1(ηˆ1, ηˆ2) ∈ Ω̂+∞ fu¨r (ηˆ1, ηˆ2) ∈
(
Ĉ∗\Kˆρ
)
×K.
ii) Sei Z0 die Zusammenhangskomponente von P
−1 (K1(0)\{0}) mit ωˆ0 ∈ Z0.
Dann existiert zu jedem ∅ 6= K ⊂ Ĉ∗\Kˆ1 kompakt ein δ ∈]0, 1[ mit
ξˆ2(ηˆ1, ηˆ2) ∈ Z0 fu¨r (ηˆ1, ηˆ2) ∈ K ×
(
P−1 (Kδ(0)\{0}) ∩ Z0
)
.
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iii) Es gilt arg0
(
ξˆ1(ηˆ1, ηˆ2)
)
− arg (ηˆ1) → 0, (η1 → ∞), fu¨r (ηˆ1, ηˆ2) ∈ SˆA, lokal
gleichma¨ßig bezu¨glich ηˆ2.
iv) ln0
(
ξˆ1 (ηˆ1, ηˆ2)
)
+ ln0
(
ξˆ2 (ηˆ1, ηˆ2)
)
= ln (ηˆ1) + ln0 (ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA
Beweis:
Zu i): Sei ∅ 6= K ⊂ Ω̂ eine zusammenha¨ngende kompakte Menge und ηˆ2 ∈ K. Wir
wa¨hlen eine Kurve ϕ : [0, 1] → Ω̂ mit ϕ(0) = ωˆ0 und ϕ(1) = ηˆ2 und ein ̺ > 1 mit
K˜ := Spur (ϕ) ∪K ⊂ Ê(̺). Dann gilt Ĉ∗\Kˆ(̺) × K˜ ⊂ SˆA, und mit dem in (7.8)2)a)
errechneten asymptotischen Verhalten folgt
P ◦ ξˆ1 (ηˆ1, ηˆ2) = η1
(
1 +O
(
1
η1
))
, ηˆ1 ∈ Ĉ∗\Kˆ̺, η1 →∞, (7.37)
gleichma¨ßig bezu¨glich ηˆ2 ∈ K˜. Damit existiert ein ρ > ̺ > 1
ξˆ1 (ηˆ1, ηˆ2) ∈ P−1 (Ω∞) fu¨r (ηˆ1, ηˆ2) ∈
(
Ĉ∗\Kˆρ
)
× K˜.
Da Ĉ∗\Kˆρ zusammenha¨ngend ist, folgt aus der Stetigkeit von ξˆ1:
Es existiert eine Zusammenhangskomponente Z von P−1 (Ω∞) mit
ξˆ1 (ηˆ1, ηˆ2) ∈ Z fu¨r (ηˆ1, ηˆ2) ∈
(
Ĉ∗\Kˆρ
)
× K˜.
Ferner folgt aus (7.22):
ξˆ1 (rˆ, ωˆ0) ∈ Ω̂+ ∩ P−1 (]1,∞[) ⊂ Ω̂+∞ fu¨r rˆ ∈ P˜−1 (]1,∞[) ∩ Ĉ∗+. (7.38)
Somit ist Z = Ω̂+∞, und damit gilt die Behauptung.
Zu ii): Sei ∅ 6= K ⊂ Ĉ∗\Kˆ1 eine zusammenha¨ngende kompakte Menge und
ϕ : [0, 1]→ Ĉ∗\Kˆ1 eine Kurve mit ϕ(0) = γˆ+ und ϕ(1) ∈ K.
Wir wa¨hlen ein ̺ > 1 mit K˜ := Spur (ϕ) ∪K ⊂ Ĉ∗\Kˆ(̺).
Dann gilt K˜×Ê (̺) ⊂ SˆA und mit dem in (7.8)2) errechneten asymptotischen Verhalten
folgt
P ◦ ξˆ2 (ηˆ1, ηˆ2) = ξ2(η1, η2) = O (η2) , ηˆ2 ∈ Z0, (η2 → 0),
gleichma¨ßig bezu¨glich ηˆ1 ∈ K˜. Damit existiert ein δ ∈]0, 1[ mit
ξˆ2 (ηˆ1, ηˆ2) ∈ P−1 (K1(0)\{0}) , fu¨r (ηˆ1, ηˆ2) ∈ K˜ ×
(
P−1 (Kδ(0)\{0}) ∩ Z0
)
.
Da P−1 (Kδ(0)\{0})∩Z0 zusammenha¨ngend ist (vergleiche Beweis von (7.35)i)), folgt
aus der Stetigkeit von ξˆ2:
Es existiert eine Zusammenhangskomponente Z von P−1 (K1(0)\{0}) mit
ξˆ2 (ηˆ1, ηˆ2) ∈ Z, fu¨r (ηˆ1, ηˆ2) ∈ K˜ × P−1 (Kδ(0)\{0}) ∩ Z0.
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Ferner folgt aus (7.22):
ξˆ2 (γˆ+, ηˆ2) ∈ Ω̂0 ∩ P−1 (]0, 1[) ⊂ Z0 falls ηˆ2 ∈ P−1 (]0, ε[) ∩ Ω̂0 ⊂ Z0,
und damit gilt Z = Z0.
Zu iii): Folgt aus iv) und (7.35)iii).
Zu iv): Mit (7.1) gilt ξ1 (η1, η2) ξ2 (η1, η2) = η1η2 fu¨r (η1, η2) ∈ SA und in (7.8) haben
wir
ξ1 (]1,∞[×]0, 1[) ⊂]1,∞[, ξ2 (]1,∞[×]0, 1[) ⊂]0, 1[
gezeigt. Daher gilt
Ln(ξ1 (η1, η2)) + Ln(ξ2 (η1, η2)) = Ln(η1) + Ln(η2), (η1, η2) ∈]1,∞[×]0, 1[,
wobei mit Ln der Hauptzweig des Logarithmus gemeint ist.
Aus (7.22), der Definitionen von ln0 : Ω̂ → C und ln : Ĉ∗ → C (siehe (2.10), (2.11))
folgt fu¨r (ηˆ1, ηˆ2) ∈
(
P˜−1 (]1,∞[) ∩ Ĉ∗+
)
×
(
P−1 (]0, 1[) ∩ Ω̂0
)
:
ln0
(
ξˆ1 (ηˆ1, ηˆ2)
)
+ ln0
(
ξˆ2 (ηˆ1, ηˆ2)
)
= ln(ηˆ1) + ln0(ηˆ2). (7.39)
Sei nun ρ > 1. Wendet man in dem Gebiet
(
Ĉ∗\Kˆρ
)
× Ê(ρ) den Identita¨tssatz (9.6)
zweimal an, so gilt (7.39) fu¨r (ηˆ1, ηˆ2) ∈
(
Ĉ∗\Kˆρ
)
× Ê(ρ). Mit dem Identita¨tssatz fu¨r
holomorphe Funktionen mehrerer Variablen aus [5] folgt dann die Behauptung. 
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8 Entwicklungssa¨tze
Im vorherigen Kapitel haben wir die Funktionen ξˆ1, ξˆ2 eingefu¨hrt und deren analytisches
Verhalten untersucht. Mit deren Hilfe lassen sich nun partiell holomorphe Lo¨sungen
von A˜1w = 0, deren Definitionsbereich ein Teilgebiet von ξˆ1
(
SˆA/I
)
× ξˆ2
(
SˆA/I
)
ist, als
Lo¨sungen von A˜2u = 0 auffassen, wobei A˜1 und A˜2 in (1.10),(1.12) definiert wurden.
Separiert man jedoch A˜2w = 0, so enstehen die Differentialgleichungen (1.15) und
(1.16). Im folgenden geben wir fu¨r diese Differentialgleichungen globale Lo¨sungen im
Sinne von (2.8) an.
(8.1) Bezeichnung:
Fu¨r ν ∈ C und p = (α0, β0, α1, β1, γˆ) ∈ Λ bezeichnen wir
ν∗ := ν∗(p) := α0 + α1 − 1− ν.
8.1 Zu den Lo¨sungen der Differentialgleichung (1.16)
Fu¨r ν ∈ C und p = (α0, β0, α1, β1, γˆ) ∈ Λ sei der parameterabha¨ngige Differentialope-
rator Lhν(p) : H
(
Ω̂
)
→ H
(
Ω̂
)
definiert durch:(
Lhν(p)v
)
(zˆ) := z(z − 1)v′′ + [(2− α0 − α1) z + (α0 − 1)]v′ + νν∗v. (8.2)
v ist genau dann Lo¨sung von (1.16) im Sinne von (2.8), wenn v ∈ Kern (Lhν(p)) gilt.
Sei hier - wie im folgenden - mit 2F˜1 die bezu¨glich (a, b, c, z) ∈ C3×K1(0) holomorphe
hypergeometrische Reihe
2F˜1(a, b, c, z) =
∞∑
n=0
(a)n(b)n
n!Γ(c+ n)
zn, |z| < 1, (a, b, c) ∈ C3
gemeint.
(8.3) Definition:
1. Wir bezeichnen fu¨r beliebiges (a, b, c) ∈ C3 mit F (a, b, c; ·) : Ω̂ → C die analyti-
sche Fortsetzung von 2F˜1(a, b, c, ·) : K1(0)→ C bei ωˆ0 ∈ Ω̂.
Bekanntlich ist F : C3 × Ω̂→ C. stetig und partiell holomorph.
2. Mit Hilfe von F definieren wir fu¨r ν ∈ C die stetigen und partiell holomorphen
Funktionen
v∞ν , v
(i,j)
ν : Λ× Ω̂→ C, i, j ∈ {1, 2}
mit p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ω̂ durch:
v(1,1)ν (p, zˆ) := F (−ν,−ν∗, 1− α0, zˆ) ,
v(1,2)ν (p, zˆ) := zˆ
α0F (α0 − ν, α0 − ν∗, 1 + α0, zˆ) ,
v(2,1)ν (p, zˆ) := F
(
−ν,−ν∗, 1− α1, Tˆ (zˆ)
)
,
v(2,2)ν (p, zˆ) :=
(
Tˆ (zˆ)
)α1
F
(
α1 − ν, α1 − ν∗, 1 + α1, Tˆ (zˆ)
)
,
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sowie mit Sˆ aus (2.20)
v∞ν (p, zˆ) := zˆ
νF
(
−ν, α0 − ν, 1 + ν∗ − ν, Sˆ (zˆ)
)
.
Da fu¨r i, j ∈ {1, 2}, ν ∈ C und p ∈ Λ die Funktionen
v(i,j)ν (p, ·) ◦
(
P |bΩ0
)−1
: Ω0 → C, v∞ν (p, ·) ◦
(
P |bΩ0
)−1
: Ω0 → C
Lo¨sungen von (1.16) sind (siehe hierzu [15],[2]), so gilt v∞ν (p, ·), v(i,j)ν (p, ·) ∈ Kern
(
Lhν(p)
)
fu¨r i, j ∈ {1, 2}.
Nun werden wir einige Eigenschaften der oben definierten Funktionen auflisten:
(8.4) Bemerkung: Sei ν ∈ C und p = (α0, β0, α1, β1, γˆ) ∈ Λ.
i) Im Fall α0 6∈ Z bilden v(1,1)ν (p, ·), v(1,2)ν (p, ·) ein Fundamentalsystem aus Frobenius-
lo¨sungen von Lhν(p)η = 0 bei 0.
ii) Im Fall α1 6∈ Z bilden v(2,1)ν (p, ·), v(2,2)ν (p, ·) ein Fundamentalsystem aus Frobenius-
lo¨sungen von Lhν(p)η = 0 bei 1.
iii) Im Fall ν−ν∗ 6∈ Z bilden v∞ν (p, ·), v∞ν∗(p, ·) ein Fundamentalsystem aus Frobenius-
lo¨sungen von Lhν(p)η = 0 bei ∞.
iv) Die Zusammenhangsmatrix Q01ν (p) der Frobeniuslo¨sungen bei 0 und bei 1 wird
definiert durch:
sin(πα1)
π
(v(1,1)ν (p, ·), v(1,2)ν (p, ·)) =: (v(2,1)ν (p, ·), v(2,2)ν (p, ·)) ◦Q01ν (p).
Deren Eintra¨ge lassen sich in [18] nachlesen.
v) Die Frobeniuslo¨sungen bei 0 und 1 ha¨ngen mit denen bei ∞ wie folgt zusammen:
sin(π(ν − ν∗))
π
v(j,κ)ν (p, ·) = σ(j,κ)ν (p)v∞ν (p, ·)− σ(j,κ)ν∗ (p)v∞ν∗(p, ·),
wobei
σ(1,1)ν (p) = exp(−πiν)
1
Γ
(1 + ν − α0) 1
Γ
(−ν∗),
σ(1,2)ν (p) = exp(πi(α1 − ν))
1
Γ
(1 + ν)
1
Γ
(1 + ν − α1),
σ(2,1)ν (p) =
1
Γ
(−ν∗) 1
Γ
(1 + ν − α1),
σ(2,2)ν (p) =
1
Γ
(1 + ν)
1
Γ
(1 + ν − α0).
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vi) v
(1,2)
ν =
(
t0v
(1,1)
ν−α0
)
, v
(2,1)
ν =
(
t01v
(1,1)
ν
)
, v
(2,2)
ν =
(
t1t01v
(1,1)
ν−α1
)
,
v
(i,j)
ν = v
(i,j)
ν∗ , i, j ∈ {1, 2}.
In Punkt vi) la¨sst sich sofort nachpru¨fen. Hierbei ist
(
t0v
(1,1)
ν−α0
)
als
(
t0v
(1,1)
ν˜
)
|ν˜=ν−α0
zu verstehen. Analoges gilt fu¨r
(
t1t01v
(1,1)
ν−α1
)
. Die anderen Aussagen lassen sich in [2],
[15] oder in [14] nachlesen.
8.2 Entwicklung nach hypergeometrischen Funktionen
In diesem Abschnitt seien p = (α0, β0, α1, β1, γˆ) ∈ Λ, 1 < ρ ≤ ∞ und ν ∈ C mit
ν − ν∗ 6∈ Z.
Wir definieren, unter Beru¨cksichtigung von d∞
(
Ω̂+∞
)
= Ω̂+∞ den Funktionenraum
Vν(ρ) :=
{
f ∈ H
(
Ê(ρ) ∩ Ω̂+∞
)
| f ◦ d∞ = exp (2πiν) f
}
.
Aufgrund von ν − ν∗ 6∈ Z folgt Vν(ρ) ∩ Vν∗(ρ) = {0} sowie
v∞ν+n(p, ·) ∈ Vν (ρ) \{0}, v∞ν∗−n(p, ·) ∈ Vν∗ (ρ) \{0}, n ∈ Z.
Mit der Funktion ̟ aus (3.4) und einer Kurve C : [0, 1] → Ê(ρ) ∩ Ω̂+∞ mit P ◦ C
stu¨ckweise stetig differenzierbar und C(1) = d∞ (C(0)) la¨sst sich folgendes bilineares
Funktional definieren:
〈·, ·〉h : Vν(ρ)× Vν∗(ρ)→ C, 〈v, v∗〉h :=
1
2πi
∮
C
̟(−α0,−α1, 0, ·)v∗v. (8.5)
Die Definition ha¨ngt nicht von der Wahl der Kurve C ab, da Ê(ρ)∩ Ω̂+∞ einfach zusam-
menha¨ngend ist und fu¨r v ∈ Vν(ρ), v∗ ∈ Vν∗(ρ) und zˆ ∈ Ê(ρ) ∩ Ω̂+∞ gilt:
v (d∞(zˆ)) v∗ (d∞(zˆ))̟ (−α0,−α1, 0, d∞(zˆ)) = v (zˆ) v∗ (zˆ)̟ (−α0,−α1, 0, zˆ) . (8.6)
Ferner gilt mit zˆ ∈ Ω̂+ ∩ P−1
(
C\K1(0)
)
und n ∈ Z:
zˆα1−1−n (1− zˆ)−α1 = zˆα1−1−n (zˆ − 1)−α1 exp (2πiα1) = zα1−1−n (z − 1)−α1 exp (2πiα1)
= z−1−n
(
1− 1
z
)−α1
exp (2πiα1) ,
wobei hier bei den Potenzen jeweils der Hauptwert gemeint ist. Somit folgt〈
v∞ν (p, ·), v∞ν∗−n(p, ·)
〉
h
=
exp (2πiα1)
2πi
∮
|z|=r>1
z−1−n
(
1− 1
z
)−α1
F˜
(
−ν, α0 − ν, ν∗ − ν + 1; 1
z
)
× F˜
(
−ν∗ + n, α0 − ν∗ + n, ν − ν∗ + 1 + 2n; 1
z
)
dz.
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Hieraus ergibt sich
〈
v∞ν (p, ·), v∞ν∗−n(p, ·)
〉
h
= 0 fu¨r n 6= 0 und
〈
v∞ν (p, ·), v∞ν∗−n(p, ·)
〉
h
=
exp (2πiα1) sin(π(ν − ν∗))
π(ν − ν∗) 6= 0 fu¨r n = 0.
Die nun folgenden Sa¨tze lassen sich leicht modifiziert in [18], Seite 195 und in [19],
Seite 138 nachlesen:
(8.7) Satz:
Sei f ∈ Vν(ρ). Dann existiert genau eine Koeffizientenfolge (bn)n∈Z,∈ CZ mit
f(zˆ) =
∑
n∈Z
bnv
∞
ν+n(p, zˆ) , zˆ ∈ Eˆ(ρ) ∩ Ω̂+∞,
wobei die Reihen absolut lokal gleichma¨ßig bezu¨glich zˆ konvergieren und die bn, n ∈ Z
folgende Darstellung besitzen:
bn =
〈
f, v∞ν∗−n(p, ·)
〉
h〈
v∞ν+n(p, ·), v∞ν∗−n(p, ·)
〉
h
, n ∈ Z. (8.8)
Das asymptotische Verhalten der Funktionen v∞ν fu¨r Re(ν) → ±∞ la¨sst sich fol-
gendermaßen beschreiben (man betrachte hierzu [15], Seite 245 oder [18]):
(8.9) Bemerkung:
Fu¨r zˆ ∈ Ω̂+∞ gilt
v∞ν (p, zˆ) =:
1
Γ
(1 + ν∗ − ν) z α02 − 14 (z − 1)α12 − 14
(
4
ψ−10 (z)
) ν∗−ν
2
gν
(
1
ψ−10 (z)
)
,
mit einer Funktion gν : K1(0) → C, welche gν+n(x) = 1 + O
(
1
n
)
fu¨r |n| → ∞ lokal
gleichma¨ßig auf K1(0), erfu¨llt.
Sind die zu entwickelnden Funktionen zusa¨tzlich von einem Parameter aus Ĉ∗
abha¨ngig so notieren wir etwas allgemeiner als in [18]:
(8.10) Bemerkung:
Seien G ⊂ Ĉ∗ ein Gebiet und
f : G×
(
Ω̂+∞ ∩ Ê(ρ)
)
→ C partiell holomorph mit f(ηˆ1, ·) ∈ Vν(ρ) ∀ ηˆ1 ∈ G.
Dann existiert eine Funktionenfolge (bn)n∈Z, mit bn ∈ H (G), n ∈ Z, mit
f (ηˆ1, ηˆ2) =
∑
n∈Z
bn (ηˆ1) v
∞
ν+n(p, ηˆ2), (ηˆ1, ηˆ2) ∈ G×
(
Eˆ(ρ) ∩ Ω̂+∞
)
, (8.11)
wobei die Reihe absolut lokal gleichma¨ßig konvergiert. Zudem gilt:
bn (ηˆ1) =
〈
f (ηˆ1, ·) , v∞ν∗−n(p, ·)
〉
h〈
v∞ν+n(p, ·), v∞ν∗−n(p, ·)
〉
h
, n ∈ Z, ηˆ1 ∈ G, (8.12)
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sowie:
lim sup
n→∞
(|bn (ηˆ1)| (n!)2) 1n ≤ 1
ρ
, lim sup
n→∞
(|b−n (ηˆ1)| (n!)−2) 1n ≤ 1 (8.13)
lokal gleichma¨ßig bezu¨glich ηˆ1 ∈ G.
Beweis:
Mit Hilfe von (8.7) erha¨lt man fu¨r jedes ηˆ1 ∈ K die Entwicklung (8.11), welche absolut
lokal gleichma¨ßig (bezu¨glich ηˆ2 ∈ Ê(ρ)) konvergiert, sowie (8.12).
Mit (8.12) und (8.9) folgt dann (8.13). Aus (8.9) und (8.13) folgt dann die absolute
lokal gleichma¨ßige Konvergenz der Reihe in (8.11). 
Ferner entnehmen wir aus [18], Seite 195:
(8.14) Bemerkung:
Fu¨r jede kompakte Menge K ⊂ Ê(ρ) existiert eine Konstante 0 < k < ∞ und ein
1 < ρ0 < ρ mit K ⊂ Ê(ρ0), so dass∣∣v∞ν±n (ηˆ2)∣∣ ≤ k(n!)±2ρn0 , ηˆ2 ∈ K,n ∈ N.
8.3 Zu den Lo¨sungen der Differentialgleichung (1.15)
Mit ν ∈ C und p = (α0, β0, α1, β1, γˆ) ∈ Λ sei der parameterabha¨ngige Differentialope-
rator Lcν(p) : H
(
Ĉ∗
)
→ H
(
Ĉ∗
)
definiert durch:
(Lcν(p)u) (zˆ) := z
2u′′ +
(
(2− α0 − α1)z − γz2
)
u′ (8.15)
+
((
β0 + β1 − 1
2
γ(2− α0 − α1)
)
z + νν∗
)
u.
u ist genau dann eine Lo¨sung von (1.15) im Sinne von (2.8), wenn u ∈ Kern (Lcν(p))
gilt.
Transformiert man (1.15) mit u(z) = zν u˜ (z˜) , z˜ = γz, so erha¨lt man die Differential-
gleichung:
z˜u˜′′(z˜) + (2(ν + 1)− α0 − α1 − z˜)u˜′(z˜)− (ν + 1− α∗0(p)) u˜(z˜) = 0. (8.16)
Diese hat nun die Form der konfluenten hypergeometrischen Differentialgleichung (1.8)
mit c := 2(ν + 1)− α0 − α1 = ν − ν∗ + 1 und a := ν + 1− α∗0(p).
Zudem wissen wir aus [15]:
u˜ ist Lo¨sung von (8.16) genau dann, wenn w mit u˜(z) = exp(z)w (−z) Lo¨sung von
(1.8) ist mit c := ν − ν∗ + 1, a := ν + 1− α∗1(p) = ν + 1− α∗0(τ∞ (p)).
Somit gilt fu¨r u, u˜ ∈ H
(
Ĉ∗
)
mit u (zˆ) = exp (γz) u˜ (zˆ), zˆ ∈ Ĉ∗:
u˜ ∈ Kern (Lcν(τ∞ (p)))⇔ u ∈ Kern (Lcν(p)) .
131
Sei hier - wie im folgenden - mit φ˜ : C3 → C die bezu¨glich (a, c, z) ∈ C3 holomorphe
konfluente hypergeomerische Reihe
φ˜(a, c, z) =
∞∑
n=0
(a)n
Γ(c+ n)n!
zn, (a, c, z) ∈ C3
bezeichnet.
Wir definieren die partiell holomorphe Funktion φ : C2 × Ĉ∗ → C durch
φ(a, c, zˆ) := φ˜ (a, c, z) , (a, c, zˆ) ∈ C2 × Ĉ∗.
Fu¨r a, c ∈ C sei ψ (a, c, ·) : Ĉ∗ → C die analytische Fortsetzung von ψ˜ (a, c, ·) bei
γˆ0 ∈ Ĉ∗, mit ψ˜ aus (5.41).
Die partielle Holomorphie von ψ : C2 × Ĉ∗ → C, sowie
ψ (a, c, zˆ) ∼ zˆ−a
∞∑
n=0
(−1)n (a)n(a− c+ 1)n
n!
zn, fu¨r | arg (zˆ) | < 3π
2
, z →∞,
sind bekannt.
Nun wollen wir globale Lo¨sungen von Lcν(p)η = 0 mit Hilfe von φ und ψ darstellen.
Wir betrachten hierzu
(8.17) Bemerkung, Definition:
Sei m : Ĉ∗
2 → Ĉ∗ die eindeutige Liftung der Funktion
m˜ : Ĉ∗
2 ∋ (γˆ, zˆ)→ γz ∈ C∗,
mit m(γˆ0, γˆ0) = γˆ0. Diese ist partiell holomorph und erfu¨llt
arg (m (γˆ, zˆ)) = arg (γˆ) + arg (zˆ) , γˆ, zˆ ∈ Ĉ∗.
Beweis:
Aufgrund von (9.13),(9.14) aus dem Anhang existiert m und ist partiell holomorph.
Zudem gilt mit (2.12):
arg (m (γˆ, zˆ))− arg (γˆ)− arg (zˆ) ∈ 2πiZ, γˆ, zˆ ∈ Ĉ∗.
Mit arg (m˜ (γˆ0, γˆ0)) = arg (γˆ0) = 0 = arg (γˆ0) + arg (γˆ0) folgt aus der Stetigkeit von m
und arg die Behauptung. 
Ist nun y ∈ H
(
Ĉ∗
)
globale Lo¨sung von (8.16), so gilt mit der Kettenregel (2.4)iii)
(m (γˆ, ·))ν y ◦m (γˆ, ·) ∈ Kern (Lcν(p)) .
(8.18) Definition: Fu¨r ν ∈ C definieren wir die partiell holomorphen Funktionen
uν , u
1
ν , u
2
ν , H
1
ν , H
2
ν : Λ× Ĉ∗ → C
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mit p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ĉ∗ durch
uν(p, zˆ) :=m
ν (γˆ, zˆ)φ(ν + 1− α∗0(p), ν − ν∗ + 1, γz),
u1ν(p, zˆ) :=−
1
Γ
(α∗1(p)− ν)uν(p, zˆ),
u2ν(p, zˆ) := exp (iπ (α
∗
1(p)− ν))
1
Γ
(α∗0(p)− ν)uν (p, zˆ) ,
H1ν (p, zˆ) :=m
ν (γˆ, zˆ)ψ (ν + 1− α∗0(p), ν − ν∗ + 1,m (γˆ, zˆ)) ,
H2ν (p, zˆ) := exp (iπ (α
∗
1(p)− 1)) exp(γz)H1ν
(
τ−1∞ (p), zˆ
)
.
Hiermit gilt:
(8.19) Bemerkung:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und ν ∈ C.
i) Im Fall ν−ν∗ 6∈ Z bilden uν(p, ·), uν∗(p, ·) ein Fundamentalsystem aus Frobenius-
lo¨sungen bei 0 von Lcν(p)v = 0.
ii) H1ν (p, ·), H2ν (p, ·) bilden ein Fundamentalsystem aus asymptotischen Lo¨sungen bei
∞ von Lcν(p)v = 0.
iii) Die Frobeniuslo¨sungen und die asymptotischen Lo¨sungen bei ∞ ha¨ngen wie folgt
zusammen:
sin π(ν − ν∗)
π
Hjν = u
j
ν − ujν∗ , j = 1, 2. (8.20)
iv) Die MonodromiematrixM∞ν (p) der asymptotischen Lo¨sungen wird definiert durch(
H1ν (p, δ2π (zˆ)), H
2
ν (p, δ2π (zˆ))
)
=:
(
H1ν (p, zˆ), H
2
ν (p, zˆ)
) ◦M∞ν (p), zˆ ∈ Ĉ∗ (8.21)
Deren Eintra¨ge lassen mit Hilfe von [15] Seite 173 herleiten.
v) Hjν = H
j
ν∗ , j ∈ {1, 2},
Der letzte Punkt der obigen Bemerkung la¨sst sich leicht mit Hilfe der Asymptotik
nachpru¨fen, und die u¨brigen Punkte sind leicht modifiziert in [2],[15] und [10] nachzu-
lesen.
8.4 Entwicklung nach konfluenten hypergeometrischen Funk-
tionen
In diesem Abschnitt seien p = (α0, β0, α1, β1, γˆ) ∈ Λ, 1 < ρ ≤ ∞ und ν ∈ C mit
ν − ν∗ 6∈ Z und ν 6∈ α∗1(p) + Z.
Wir definieren den Funktionenraum
Uν (ρ) :=
{
f ∈ H
(
Ĉ∗\Kˆρ
)
|f ◦ δ2π = exp (2πiν) f
}
.
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Aufgrund von ν − ν∗ 6∈ Z folgt Uν(ρ) ∩ Uν∗(ρ) = {0}.
Da noch ν 6∈ α∗1(p)+Z gilt, folgt u1ν+n(p, ·) ∈ Vν (ρ) \{0} und u2ν∗−n(p, ·) ∈ Vν∗ (ρ) \{0}
fu¨r n ∈ Z.
Mit der Funktion
̟1 : C
2 × Ĉ∗ ∋ (a, γ, zˆ)→ exp (−γz) zˆa ∈ C (8.22)
und einer Kurve C : [0, 1]→ Ĉ∗\Kˆρ, mit C(1) = δ2π (C(0)) und P˜ ◦C stu¨ckweise stetig
differenzierbar, definieren wir das bilineare Funktional:
〈·, ·〉c : Uν(ρ)× Uν∗(ρ)→ C, 〈f, f∗〉c :=
1
2πi
∫
C
̟1(−α0 − α1, γ, ·)f ∗f. (8.23)
Man erkennt, dass die Definition nicht von der Wahl der Kurve C abha¨ngig ist, da
Ĉ∗\Kˆρ einfach zusammenha¨ngend ist, und fu¨r f ∈ Uν(ρ), f ∗ ∈ Uν∗(ρ) und zˆ ∈ Ĉ∗\Kˆρ
folgt:
f (δ2π(zˆ)) f
∗ (δ2π(zˆ))̟1 (−α0 − α1, γ, δ2π(zˆ)) = f (zˆ) f ∗ (zˆ)̟1 (−α0 − α1, γ, zˆ) .
Man erha¨lt sofort 〈uν(p, ·), uν∗−n(p, ·)〉c = 0, fu¨r n 6= 0 und fu¨r n = 0 gilt:〈
u1ν(p, ·), u2ν∗−n(p, ·)
〉
c
=− exp (iπ (α∗1(p)− ν∗)) γˆα0+α1−1
sin(π(ν − ν∗))
π(ν − ν∗)
sin(π(α∗1(p)− ν))
π
6= 0.
Die nun folgenden Sa¨tze lassen sich leicht modifiziert aus [10] und [18] herleiten.
Mit Hilfe der Transformation:
y(z) = t(y˜), y(z) = exp
(γ
2
z
)
z
α0+α1−1
2 y˜ (ζ) , ζ = −iγ
2
z (8.24)
transformieren wir die CHE (1.5) fu¨r z ∈ C\K1(0) in eine Differentialgleichung der
Form
y˜′′ +
(
1
ζ
+
a(ζ)
ζ2
)
y˜′ +
(
1 +
2iβ0+β1
γ
ζ
+
b(ζ)
ζ2
)
y˜ = 0, ζ ∈ C\K |γ|
2
(0). (8.25)
Hierbei sind a, b :
(
C\K |γ|
2
(0)
)
∪ {∞} → C holomorphe Funktionen.
Transformiert man (1.15) durch v = t(v˜), so erfu¨llt v˜ die Differentialgleichung:
v˜′′ +
1
ζ
v˜′ +
(
1 +
2iβ0+β1
γ
ζ
−
(
ν + 1−α0−α1
2
)2
ζ2
)
v˜ = 0. (8.26)
Fu¨r (f, f∗) ∈ Uν(ρ)× Uν∗(ρ) und M := Ĉ∗+ ∩ Ĉ∗\Kˆρ
f˜ := t
(
f ◦
(
P˜ |M
)−1)
und f˜ ∗ := t
(
f ∗ ◦
(
P˜ |M
)−1)
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gilt zudem mit ρ˜ ∈]ρ,∞[:
〈f, f∗〉c =
1
2πi
∮
|τ |=ρ˜ |γ|
2
1
τ
f˜(τ)f˜ ∗(τ)dτ. (8.27)
Mit der Transformation t aus (8.24) lassen sich folgende Sa¨tze und Bemerkungen
leicht aus [18] herleiten. Analog zu Satz (2.30) aus [18] gilt
(8.28) Satz:
Sei f ∈ Uν(ρ). Dann existiert eine Koeffizientenfolge (cn)n ∈ CZ mit
f(zˆ) =
∑
n∈Z
cnu
1
ν+n(p, zˆ), zˆ ∈ Ĉ∗\Kˆρ,
wobei die Reihe absolut lokal gleichma¨ßig bezu¨glich zˆ konvergiert und die cn folgende
Darstellung besitzen:
cn =
〈
f, u2ν∗−n(p, ·)
〉
c〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
, n ∈ Z.
Das asymptotische Verhalten der Funktionen uν fu¨r Re(ν) → ±∞ la¨sst sich wie
folgt beschreiben (man betrachte hierzu: [15], Seite 245):
(8.29) Bemerkung: Fu¨r ν ∈ C, p = (α0, β0, α1, β1, γˆ) ∈ Λ und zˆ ∈ Ĉ∗ gilt
uν(p, zˆ) =: γˆ
ν zˆν exp
(γ
2
z
) 1
Γ
(ν − ν∗ + 1) gν(z), zˆ ∈ Ĉ∗,
mit einer Funktion gν : C → C, welche gν+n(z) = 1 + O
(
1
n
)
fu¨r |n| → ∞ lokal
gleichma¨ßig bezu¨glich z ∈ C erfu¨llt.
Etwas allgemeiner als in [18] notieren wir:
(8.30) Bemerkung:
Seien G ⊂ Ω̂ ein Gebiet und
f : Ĉ∗\Kˆρ ×G→ C partiell holomorph mit f (·, ηˆ2) ∈ Uν(ρ), ηˆ2 ∈ G.
Dann existiert eine Funktionenfolge (cn)n∈Z, cn ∈ H (G), mit
f (ηˆ1, ηˆ2) =
∑
n∈Z
cn (ηˆ2)u
1
ν+n(p, ηˆ1), (ηˆ1, ηˆ2) ∈ Ĉ∗\Kˆρ ×G, (8.31)
wobei die Reihe absolut lokal gleichma¨ßig konvergiert mit
cn (ηˆ2) =
〈
f (·, ηˆ2) , u2ν∗−n(p, ·)
〉
c〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
, n ∈ Z, ηˆ2 ∈ G. (8.32)
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Zudem gilt:
lim sup
n→∞
(|cn (ηˆ2) | ((n)!)−1) 1n = 0, lim sup
n→∞
(|c−n (ηˆ2) | (n)!)
1
n ≤ |γ|ρ
4
. (8.33)
lokal gleichma¨ßig bezu¨glich ηˆ2 ∈ G.
Dies folgt mit (8.28) und (8.29) und den Definitionen von u1ν u
2
ν in (8.18) auf analoge
Weise zu (8.10).
Aus [18], Seite 205, (2.35) entnehmen wir zudem:
(8.34) Bemerkung:
Fu¨r jede kompakte Menge K ⊂ Ĉ∗\Kˆρ existiert eine Konstante 0 < k < ∞ und ein
1 < ρ < ρ0 mit K ⊂ Ĉ∗\Kˆρ0 so dass∣∣∣u1/2ν±n (ηˆ1)∣∣∣∣∣∣H1/2ν±n (ηˆ1)∣∣∣
 ≤ k(n!)
(
4
|γ|ρ0
)n
, ηˆ1 ∈ K,n ∈ N.
8.5 Charakteristische Exponenten und Floquetsche Lo¨sungen
(8.35) Definition:
Sei p ∈ Λ, ν ∈ C und y ∈ F
(
Λ× Ω̂
)
, mit y(p, ·) ∈ Kern (L(p)). Wir bezeichnen ν
als charakteristischen Exponent von L(p)η = 0 und y(p, ·), als Floquetsche Lo¨sung von
L(p)η = 0 zum charakteristischen Exponenten ν, genau dann wenn
(φ∞y)(p, ·) = exp (2πiν) y(p, ·).
Mit Ξ(p) bezeichnen wir die Menge der charakteristischen Exponenten von L(p)η = 0.
Da F∞(p, ·) ein Fundamentalsystem von L(p)η = 0 bildet, so ist ν ∈ C genau
dann ein charakteristischer Exponent von L(p)η = 0, wenn exp (2πiν) Eigenwert der
Monodromiematrix M∞(p) aus (5.36) ist.
In (5.36) haben wir
detM∞(p) = exp (2πi(α0 + α1)) ,
SpurM∞(p) = exp (2πiα∗0(p)) + exp (2πiα
∗
1(p)) + q˜(p) · (q˜ ◦ τ∞)(p)
=2 exp (πi(α0 + α1)) cos
(
2π(β0 + β1)
γ
)
+ q˜(p) · (q˜ ◦ τ∞)(p)
(8.36)
gezeigt. Mit (6.7) sowie (6.6)iii) folgt dann
SpurM∞(p) = 2 exp (πi(α0 + α1))∆(p),
mit
∆(p) := cos(π(α0 − α1))− 2π2(q ◦ τ0)(q ◦ τ1)
= cos(π(α0 + α1))− 2π2q (q ◦ τ0 ◦ τ1) .
(8.37)
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Damit gilt:
ν ∈ Ξ(p)⇔ cos(π(ν − ν∗ + 1))−∆(p) = 0⇔ ν∗ ∈ Ξ(p). (8.38)
(8.39) Bemerkung:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und ν ∈ Ξ(p). Dann gilt:
i) Ξ(p) = (ν + Z) (ν∗ + Z) ,
ii) Ξ(p) = Ξ (τ∗(p)) = Ξ (τ01(p)) = Ξ (τ∞(p)) = Ξ (τ0(p)) + α0 = Ξ (τ1(p)) + α1.
Beweis:
Zu i): Dies folgt aus (8.38) und den Eigenschaften der cos-Funktion.
Zu ii): Aufgrund von (8.37) folgt ∆ = ∆ ◦ τ0 = ∆ ◦ τ1.
In (6.6), (6.8) haben wir q ◦ τ∗ = q sowie q ◦ τ0 ◦ τ1 ◦ τ∗ = q ◦ τ0 ◦ τ1 gezeigt.
Mit α∗0(p) + α
∗
1(p) = α0 + α1 folgt dann ∆ = ∆ ◦ τ∗.
Mit (4.5)iv),v) und (6.6) folgt ∆ = ∆ ◦ τ01 = ∆ ◦ τ∞ und damit insgesamt
∆ ◦ σ = ∆, σ ∈ {τ0, τ1, τ01, τ∞, τ∗}.
Aufgrund von (8.38) gilt somit Ξ(p) = Ξ (τ∗(p)) = Ξ (τ01(p)) = Ξ (τ∞(p)).
Mit ∆ = ∆ ◦ τ0 = ∆ ◦ τ1 und
cos(π(ν − ν∗ + 1)) = cos(π(2(ν − α0) + α0 − α1)) = cos(π(2(ν − α1)− α0 + α1))
folgt dann Ξ(p) = Ξ (τ0(p)) + α0 = Ξ (τ1(p)) + α1. 
Nun fu¨hren wir folgende Bezeichnung ein:
(8.40) Bemerkung, Definition:
Fu¨r ν ∈ C, p = (α0, β0, α1, β1, γˆ) ∈ Λ und y ∈ F
(
Λ× Ω̂
)
definieren wir:
(πνy) (p, ·) := 1
2πi
exp (πi (1− α0 − α1)) ((φ∞y) (p, ·)− exp (2πiν∗) y(p, ·)) .
Dann gilt sin(π(ν−ν
∗))
π
y = πνy − πν∗y.
Im Fall ν ∈ Ξ(p) und y(p, ·) ∈ Kern (L(p)) gilt πνy(p, ·) ∈ Vν(∞).
Die Aussagen lassen sich in [19] und [18] nachlesen.
Wir wollen nun die Spezialfa¨lle auflisten, bei denen eine der Frobeniuslo¨sungen der
CHE oder eine der asymptotischen Lo¨sungen der CHE eine Floquetsche Lo¨sung ist.
(8.41) Bemerkung, Definition:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ.
Man bezeichnet eine Lo¨sung y ∈ Kern (L(p)) der Form
y (zˆ) = zˆσ0 (1− zˆ)σ1 h(z), zˆ ∈ Ω̂,
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mit σ0 ∈ {0, α0}, σ1 ∈ {0, α1} und h ganze Funktion als quasiregula¨re Lo¨sung.
Mit q aus (6.1) gilt:
∃y ∈ Kern (L(p)) quasiregula¨r ⇔ q(p) · q ◦ τ0 ◦ τ1(p) · q ◦ τ0(p) · q ◦ τ1(p) = 0
⇔ Ξ(p) ⊂ {0, α0, α1, α0 + α1}+ Z.
Wir verweisen hierzu auf die Arbeiten [19] und [18].
Zudem folgt aus den Darstellungen von M∞, detM∞ und SpurM∞:
(8.42) Bemerkung:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Dann gilt:
Ψ˜(p, ·) ∈ Kern (L(p)) ∩ Vν(∞) ∨Ψ(p, ·) ∈ Kern (L(p)) ∩ Vν(∞)
⇔ q˜(p) · q˜ ◦ τ∞(p) = 0⇔ Ξ(p) = {α∗0(p), α∗1(p)}+ Z.
8.6 Analytische A¨quivalenz
In diesem Abschnitt werden wir das Konzept der Analytischen A¨quivalenz, wie es in
der Arbeit [18] zu finden ist, fu¨r unseren Fall verallgemeinern.
Der Einfachheit halber werden wir in dem nun folgenden Satz entweder die in (8.42)
oder die in (8.41) besprochenen Spezialfa¨lle ausschließen.
Bezu¨glich der Spezialfa¨lle verweisen wir auf die Arbeit [18], mit deren Hilfe sich der
Satz entsprechend verallgemeinern ließe.
(8.43) Satz:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und ν ∈ Ξ(p).
1. Sei ν 6∈ {α∗0(p), α∗1(p)}+ Z vorausgesetzt.
Dann existieren ein Isomorphismus
H : Kern (Lcν(p))→ Kern (L(p))
mit H (H1ν (p, ·)) = Ψ(p, ·) und dazugeho¨rige holomorphe Funktionen
Hj : SA∪˙ ({∞} × C) ∪˙
(
C\K1(0)× {0, 1}
)→ C (j = 1, 2),
so dass fu¨r u ∈ Kern (Lcν(p)) und y := H(u) gilt:
y
(
ξˆ1(ηˆ1, ηˆ2)
)
= H1(η1, η2)u(ηˆ1) +H2(η1, η2)u
′(ηˆ1), (ηˆ1, ηˆ2) ∈ SˆA.
2. Sei α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1}+ Z vorausgesetzt.
Dann existieren ein Isomorphismus
G : Kern
(
Lhν(p)
)→ Kern (L(p))
mit G
(
v
(1,1)
ν (p, ·)
)
= Φ(p, ·) und dazugeho¨rige holomorphe Funktionen
Gj : SA∪˙ ({∞} × C) ∪˙
(
C\K1(0)× {0, 1}
)→ C (j = 1, 2),
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so dass fu¨r v ∈ Kern (Lhν(p)) und y := G(v) gilt:
y
(
ξˆ2(ηˆ1, ηˆ2)
)
= G1(η1, η2)v(ηˆ2) +G2(η1, η2)η2(η2 − 1)v′(ηˆ2), (ηˆ1, ηˆ2) ∈ SˆA.
Beweis:
Um diesen Satz zu zeigen gehen wir analog zu den Beweisen der Sa¨tze (1.24) und (2.24)
in [18] vor.
Zu 1.: Abku¨rzend schreiben wir Ψ1 := Ψ(p, ·),Ψ2 := Ψ˜(p, ·), sowie
M∞ :=M∞(p), M∞ν :=M
∞
ν (p),
wobei M∞(p) in (5.36) und M∞ν (p) in (8.21) definiert wurden. Sei
Y˜∞ (ηˆ2) :=
(
Ψ1 (ηˆ2) ,Ψ
2 (ηˆ2)
)
, ηˆ2 ∈ Ω̂,
Y∞,ν (ηˆ1) :=
(
H1ν (ηˆ1) , H
2
ν (ηˆ1)
)
, ηˆ1 ∈ Ĉ∗.
Damit gilt
Y˜∞ ◦ d∞ = Y˜∞ ◦M∞, Y∞,ν ◦ δ2π = Y∞,ν ◦M∞ν .
Aufgrund der Voraussetzungen (vgl. Abschnitt II.3 aus [18]) gibt es ein τ ∈ C∗ mit:
M∞ν ◦ T = T ◦M∞, T :=
(
1 0
0 τ
)
. (8.44)
Wir definieren nun (analog zum Beweis von Satz (2.24) aus [18]) mit T aus (8.44) die
Abbildung
H : Kern (Lcν(p)) =
{
Y∞,ν ◦ T · c|c ∈ C2
} ∋ Y∞,ν ◦ T · c→ Y˜∞ · c ∈ Kern (L(p)) .
Diese ist ein Isomorphismus und erfu¨llt H (H1ν ) = Ψ
1.
Als na¨chstes definieren wir die partiell holomorphe Funktion
Y∞ := Y˜∞ ◦ ξˆ1. (8.45)
Diese hat fu¨r (ηˆ1, ηˆ2) ∈ SˆA aufgrund des Umlaufverhaltens von ξˆ1 folgendes Umlauf-
verhalten bezu¨glich der ersten Variablen:
Y∞ (δ2π (ηˆ1) , ηˆ2) =Y˜∞ ◦ ξˆ1 (δ2π (ηˆ1) , ηˆ2) = Y˜∞ ◦ d∞ ◦ ξˆ1 (ηˆ1, ηˆ2)
=Y˜∞ ◦ ξˆ1 (ηˆ1, ηˆ2) ◦M∞ = Y∞ (ηˆ1, ηˆ2) ◦M∞.
(8.46)
Nun definieren wir mit T aus (8.44) die stetige und partiell holomorphe Abbildung
H (ηˆ1, ηˆ2) := Y∞(ηˆ1, ηˆ2) ◦ T−1 ◦
(
Y∞,ν(ηˆ1)
Y ′∞,ν(ηˆ1)
)−1
, (ηˆ1, ηˆ2) ∈ SˆA. (8.47)
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U¨ber die Gleichung
Y∞(ηˆ1, ηˆ2) = H (ηˆ1, ηˆ2) ◦
(
Y∞,ν(ηˆ1)
Y ′∞,ν(ηˆ1)
)
◦ T, (ηˆ1, ηˆ2) ∈ SˆA (8.48)
folgt fu¨r u := Y∞,ν ◦ T · c ∈ Kern (Lcν(p)), c ∈ C2:
H (u) ◦ ξˆ1 (ηˆ1, ηˆ2) = H (ηˆ1, ηˆ2) ◦
(
u(ηˆ1)
u′(ηˆ1)
)
, (ηˆ1, ηˆ2) ∈ SˆA.
Aus (8.48) und (8.46) folgt außerdem
H (ηˆ1, ηˆ2) ◦
(
Y∞,ν(ηˆ1)
Y ′∞,ν(ηˆ1)
)
◦ T ◦M∞ = Y∞(ηˆ1, ηˆ2) ◦M∞ = Y∞(δ2π (ηˆ1) , ηˆ2)
=H (δ2π (ηˆ1) , ηˆ2) ◦
(
Y∞,ν (δ2π (ηˆ1))
Y ′∞,ν (δ2π (ηˆ1))
)
◦ T
=H (δ2π (ηˆ1) , ηˆ2) ◦
(
Y∞,ν(ηˆ1)
Y ′∞,ν(ηˆ1)
)
◦M∞ν ◦ T, (ηˆ1, ηˆ2) ∈ SˆA.
Aus M∞ν ◦ T = T ◦M∞ folgt dann
H (δ2π (ηˆ1) , ηˆ2) = H (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA.
Aufgrund von (7.29), (8.45) und (8.47) erhalten wir:
H (ηˆ1, dj (ηˆ2)) = H (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA, j = 0, 1.
Damit existiert ein H : SA → C1×2 holomorph mit
H (η1, η2) = H (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA.
Nun ist fu¨r festes η2 ∈ Ω der Punkt η1 =∞ isolierte Singularita¨t von
H(·, η2) : S1,η2A → C1×2.
U¨ber (7.36)i), iii) und
ξ1(η1, η2) = η1
(
1 +O
(
1
η1
))
, η1 →∞, (8.49)
(η1, η2) ∈ D lokal gleichma¨ßig bezu¨glich η2 erha¨lt man dann:
1. Fu¨r ηˆ2 ∈ Ω̂ fest und
ηˆ1 ∈
{
zˆ ∈ Ĉ∗| | arg(zˆ) + arg(γˆ)| ≤ 3π
2
− δ
}
∩ Sˆ1,ηˆ2A , δ > 0 gilt:
Ψ1 ◦ ξˆ1(ηˆ1, ηˆ2) = ηˆα
∗
0(p)−1
1 O (1) , η1 →∞.
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2. Fu¨r ηˆ2 ∈ Ω̂ fest und
ηˆ1 ∈
{
zˆ ∈ Ĉ∗| | arg(zˆ) + arg(γˆ)− π| ≤ 3π
2
− δ
}
∩ Sˆ1,ηˆ2A , δ > 0 gilt:
Ψ2 ◦ ξˆ1(ηˆ1, ηˆ2) = exp (γη1) ηˆα
∗
1(p)−1
1 O (1) , η1 →∞.
Damit und mit (8.47) folgt (vgl. den Beweis von Satz(2.24) aus [18]), dass fu¨r η2 ∈ Ω
die Funktion H (·, η2) in ∞ holomorph fortsetzbar ist. Hierbei wird die Asymptotik
von Y∞,ν (ηˆ1) beno¨tigt.
Wir bezeichnen die holomorphe Fortsetzung wieder mit H (·, η2).
Mit der lokal gleichma¨ßigen Konvergenz in (8.49) ist dann insgesamt
H : SA ∪ ({∞} × Ω)→ C1×2
partiell holomorph und damit holomorph.
Da fu¨r alle ρ > 1 (
C\Kρ(0)
)
× E(ρ) ⊂ SA
gilt, hat fu¨r η1 ∈ C\Kρ(0) die Funktion H(η1, ·) isolierte Singularita¨ten bei 0 und bei
1. Aufgrund von (7.35)i)ii) und (8.47) folgt die holomorphe Fortsetzbarkeit von H auf
SA ∪ ({∞} × Ω) ∪
(
C
∗\Kρ(0)× {0, 1}
)
.
Somit sind die Punkte (∞, 0) (∞, 1) isolierte Singularita¨ten der FunktionH. Aus einem
Spezialfall des Kugelsatzes (siehe hierzu [5], Satz 1.3, Seite 34) folgt dann, dass sich H
in den Punkten (∞, 0) (∞, 1) holomorph fortsetzen la¨sst. Setzt man
H =: (H1, H2)
so folgt die Behauptung 1..
Zu 2.: Abku¨rzend schreiben wir
Q01 := Q01(p), Q
01
ν := Q
01
ν (p),
wobei Q01(p) in (6.1) und Q
01
ν (p) in (8.4) definiert wurden. Da α0, α1 6∈ Z voraus-
gesetzt wurde, bilden jeweils F0(p, ·) und F1(p, ·) ein Fundamentalsystem der Dif-
ferentialgleichung L(p)y = 0. Dies gilt auch jeweils fu¨r
(
v
(1,1)
ν (p, ·) , v(1,2)ν (p, ·)
)
und(
v
(2,1)
ν (p, ·) , v(2,2)ν (p, ·)
)
fu¨r die Differentialgleichung Lhν(p)v = 0.
Wir definieren abku¨rzend
Y˜j : Ω̂→ C2, Y˜j (ηˆ2) := Fj(p, ηˆ2), ηˆ2 ∈ Ω̂, j = 0, 1,
Yj,ν : Ω̂→ C2, Yj,ν (ηˆ2) :=
(
v(j+1,1)ν (p, ηˆ2) , v
(j+1,2)
ν (p, ηˆ2)
)
, ηˆ2 ∈ Ω̂, j = 0, 1.
Damit gilt also mit D1 :=
(
1 0
0 exp (2πiα1)
)
:
Y˜0 ◦ d1 = Y˜0 ◦Q−101 ◦D1 ◦Q01, Y0,ν ◦ d1 = Y0,ν ◦
(
Q01ν
)−1 ◦D1 ◦Q01ν .
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Aufgrund der Voraussetzungen (vgl. Abschnitt I.3 aus [18]) existieren
τ, τ˜1, τ˜2 ∈ C∗, mit:
Q01 ◦ T = T˜ ◦Q01ν , T :=
(
1 0
0 τ
)
, T˜ :=
(
τ˜1 0
0 τ˜2
)
. (8.50)
Wir definieren nun (vgl. Beweis von Satz(1.24) aus [18]) mit T aus (8.50) die Abbildung
G : Kern
(
Lhν(p)
)
=
{
Y0,ν ◦ T−1 · c|c ∈ C2
} ∋ Y0,ν ◦ T−1 · c→ Y˜0 · c ∈ Kern (L(p)) .
Diese ist ein Isomorphismus und erfu¨llt G
(
v
(1,1)
ν (p, ·)
)
= Φ(p, ·).
Als na¨chstes definieren wir die stetigen und partiell holomorphen Abbildungen
Yj : SˆA → C2 mit Yj := Y˜j ◦ ξˆ2, j = 0, 1. (8.51)
Dann gilt wegen des Umlaufverhaltens von ξˆ2:
Y0 (ηˆ1, d1 (ηˆ2)) =Y˜0 ◦ ξˆ2 (ηˆ1, d1 (ηˆ2)) = Y˜0 ◦ d1 ◦ ξˆ2 (ηˆ1, ηˆ2)
=Y˜0 ◦ ξˆ2 (ηˆ1, ηˆ2) ◦Q−101 ◦D1 ◦Q01
=Y0 (ηˆ1, ηˆ2) ◦Q−101 ◦D1 ◦Q01, (ηˆ1, ηˆ2) ∈ SˆA.
(8.52)
Definiert man mit T aus (8.50) die Abbildung G : SˆA → C2 durch
G (ηˆ1, ηˆ2) := Y0(ηˆ1, ηˆ2) ◦ T ◦
(
Y0,ν(ηˆ2)
Y ′0,ν(ηˆ2)
)−1
, (ηˆ1, ηˆ2) ∈ SˆA, (8.53)
so ist diese partiell holomorph und stetig.
Mit der Gleichung
Y˜0 ◦ ξˆ2 (ηˆ1, ηˆ2) = Y0(ηˆ1, ηˆ2) = G (ηˆ1, ηˆ2) ◦
(
Y0,ν(ηˆ2)
Y ′0,ν(ηˆ2)
)
◦ T−1, (8.54)
fu¨r (ηˆ1, ηˆ2) ∈ SˆA, gilt fu¨r v := Y0,ν ◦ T−1 · c ∈ Kern
(
Lhν(p)
)
, c ∈ C2:
G (v) ◦ ξˆ2 (ηˆ1, ηˆ2) = G (ηˆ1, ηˆ2) ◦
(
v(ηˆ2)
v′(ηˆ2)
)
, (ηˆ1, ηˆ2) ∈ SˆA.
Aufgrund des Umlaufverhaltens von ξˆ2 in (7.29) folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆA
G (ηˆ1, d0 (ηˆ2)) = G (ηˆ1, ηˆ2) .
U¨ber (8.54) und (8.52) die Gleichung:
G (ηˆ1, ηˆ2) ◦
(
Y0,ν(ηˆ2)
Y ′0,ν(ηˆ2)
)
◦ T−1 ◦Q−101 ◦D1 ◦Q01 = Y0(ηˆ1, ηˆ2) ◦Q−101 ◦D1 ◦Q01
= Y0 (ηˆ1, d1 (ηˆ2)) = G (ηˆ1, d1 (ηˆ2)) ◦
(
Y0,ν (d1 (ηˆ2))
Y ′0,ν (d1 (ηˆ2))
)
◦ T−1
= G (ηˆ1, d1 (ηˆ2)) ◦
(
Y0,ν(ηˆ2)
Y ′0,ν(ηˆ2)
)
◦ (Q01ν )−1 ◦D1 ◦Q01ν ◦ T−1, (ηˆ1, ηˆ2) ∈ SˆA.
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Aus Q01 ◦ T = T˜ ◦Q01ν und D1 ◦ T˜−1 = T˜−1 ◦D1 folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆA:
G (ηˆ1, ηˆ2) ◦ Y0,ν(ηˆ2) ◦
(
Q01ν
)−1 ◦ T˜−1 ◦D1 ◦Q01
=G (ηˆ1, d1 (ηˆ2)) ◦ Y0,ν (ηˆ2) ◦
(
Q01ν
)−1 ◦D1 ◦ T˜−1 ◦Q01
=G (ηˆ1, d1 (ηˆ2)) ◦ Y0,ν (ηˆ2) ◦
(
Q01ν
)−1 ◦ T˜−1 ◦D1 ◦Q01
und somit
G (ηˆ1, ηˆ2) = G (ηˆ1, d1 (ηˆ2)) , (ηˆ1, ηˆ2) ∈ SˆA.
Aufgrund von (7.29), (8.51) und (8.53) folgt außerdem:
G (δ2π (ηˆ1) , ηˆ2) = G (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA.
Damit existiert ein G : SA → C1×2 holomorph mit
G (η1, η2) = G (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA.
Nun ist fu¨r festes η2 ∈ Ω der Punkt η1 =∞ isolierte Singularita¨t von
G(·, η2) : S1,η2A → C1×2.
Wegen (7.35)iii) und (8.53) la¨sst sich G holomorph auf SA∪({∞} × Ω) fortsetzen. Wir
bezeichnen die Fortsetzung wieder mit
G : SA ∪ ({∞} × Ω)→ C1×2.
Fu¨r alle ρ > 1 folgt (
C\Kρ(0)
)
× E(ρ) ⊂ SA.
Somit hat fu¨r η1 ∈ C\Kρ(0) die Funktion G(η1, ·) isolierte Singularita¨ten bei 0 und bei
1.
Sei nun ηˆ1 ∈ Ĉ∗\Kˆρ fest. Aufgrund von (7.36) existiert ein δ ∈]0, 1[ mit
ξˆ2 (ηˆ1, ηˆ2) ∈ Z0, ηˆ2 ∈ P−1 (Kδ(0)\{0}) ∩ Z0,
wobei Z0 die Zusammenhangskomponente von P
−1 (K1(0)\{0}) mit ωˆ0 ∈ Z0 ist.
Damit folgt aus der Definition von Y0, Φ(p, ·) und v(1,1)(p, ·)
fu¨r ηˆ2 ∈ P−1 (Kδ(0)\{0}) ∩ Z0:
Y0 (ηˆ1, ηˆ2) =
(
Φ
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
, ξˆ2 (ηˆ1, ηˆ2)
α0 Φ
(
τ0(p), ξˆ2 (ηˆ1, ηˆ2)
))
=
(
Φ˜ (p, ξ2 (η1, η2)) , ξˆ2 (ηˆ1, ηˆ2)
α0 Φ˜ (τ0(p), ξ2 (η1, η2))
)
,
Y0,ν(ηˆ2) =
(
F˜ (−ν,−ν∗, 1− α0; η2) , ηˆα02 F˜ (α0 − ν, α0 − ν∗, 1 + α0; η2)
)
.
(8.55)
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Aufgrund von (7.36)iv) gilt
ξˆ2 (ηˆ1, ηˆ2)
α0 ξˆ1 (ηˆ1, ηˆ2)
α0 = ηˆα02 ηˆ
α0
1 , ηˆ2 ∈ P−1 (Kδ(0)\{0}) ∩ Z0.
Somit folgt mit dem Umlaufverhalten von ξˆ1 in (7.29), sowie (7.35):
ξˆ2 (ηˆ1, ηˆ2)
α0 = ηˆα02 h(η2), ηˆ2 ∈ P−1 (Kδ(0)\{0}) ∩ Z0
mit h : Kδ(0)→ C holomorph. Da wir
ξ2(η1, η2) = O(η2), η2 → 0, (η1, η2) ∈ D
in (7.8)2. gezeigt haben, so folgt sofort u¨ber (8.55) und (8.54), dass sich G auf
SA ∪ ({∞} × Ω) ∪
(
C
∗\K1(0)× {0}
)
holomorph fortsetzen la¨sst.
Mit (8.55) und (8.54) folgt zudem fu¨r
(
G1, G˜2
)
:= G:
lim
η2→0
G˜2(η1, η2) = 0 lokal gleichma¨ssig bzgl. η1 ∈ C∗\K1(0).
Aufgrund von (6.1) und (8.4) folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆA:
G (ηˆ1, ηˆ2) = Y0(ηˆ1, ηˆ2) ◦ T ◦
(
Y0,ν(ηˆ2)
Y ′0,ν(ηˆ2)
)−1
= exp
(γ
2
)
Y1(ηˆ1, ηˆ2) ◦Q01 ◦ T ◦
(
Q01ν
)−1 ◦ ( Y1,ν(ηˆ2)
Y ′1,ν(ηˆ2)
)−1
= exp
(γ
2
)
Y1(ηˆ1, ηˆ2) ◦ T˜ ◦
(
Y2,ν(ηˆ2)
Y ′2,ν(ηˆ2)
)−1
.
Geht man nun analog zum Beweis der holomorphen Fortsetzbarkeit von G in
SA ∪ ({∞} × Ω) ∪
(
C
∗\K1(0)× {0}
)
vor, so erha¨lt man die holomorphe Fortsetzbarkeit von G in
M := SA ∪ ({∞} × Ω) ∪
(
C
∗\K1(0)× {0, 1}
)
mit lim
η2→1
G˜2(η1, η2) = 0 lokal gleichma¨ssig bzgl. η1 ∈ C∗\K1(0).
Die holomorphe Fortsetzung bezeichnen wir ebenfalls mit G. Somit sind die Punk-
te (∞, 0) , (∞, 1) isolierte Singularita¨ten von G. Aus einem Spezialfall des Kugel-
satzes (siehe hierzu [5], Satz 1.3, Seite 34) folgt dann, dass sich G in den Punkten
(∞, 0) , (∞, 1) holomorph fortsetzen la¨sst.
Wegen der obigen U¨berlegungen existiert eine holomorphe Funktion G2 :M → C mit
G˜2(η1, η2) = η2(1− η2)G2(η1, η2), (η1, η2) ∈M.
Insgesamt folgt damit die Behauptung 2.. 
Betrachtet man in (8.43)1. den Grenzwert fu¨r η2 → 1 und in (8.43)2. den Grenzwert fu¨r
η1 →∞, so kann man mit (7.35)ii)iii) Teilaussagen von [18] zur analytischen A¨quivalenz
(vgl. (1.20), (2.20) aus [18]) gewinnen.
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8.7 Reihenentwicklungen von Produkten konfluenter Heun-
scher Funktionen
Fu¨r p ∈ Λ betrachten wir die partielle Differentialgleichung A˜2u = 0, wobei A˜2 in (1.12)
definiert wurde, und entwickeln in diesem Abschnitt Lo¨sungen der Form
U : SˆA ∋ (ηˆ1, ηˆ2)→ f ◦ ξˆ1(ηˆ1, ηˆ2) · g ◦ ξˆ2(ηˆ1, ηˆ2) ∈ C, f, g ∈ Kern (L(p)) , (8.56)
nach separierten Lo¨sungen der Form:
Uν : Ĉ∗ × Ω̂ :∋ (ηˆ1, ηˆ2)→ u˜ν (ηˆ1) vν (ηˆ2) ∈ C, (8.57)
mit u˜ν ∈ Kern (Lcν(p)), vν ∈ Kern
(
Lhν(p)
)
und ν ∈ Ξ(p).
Hierbei wird der Normalfall ν − ν∗ 6∈ Z vorausgesetzt.
Aufgrund von α∗1 − ν + α∗0 − ν = ν∗ − ν + 1 folgt damit α∗0 − ν 6∈ Z oder α∗1 − ν 6∈ Z .
(8.58) Satz:
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ, ν ∈ Ξ(p) mit ν − ν∗ 6∈ Z und f, g ∈ Kern (L(p)) mit
f ∈ Vν(∞). Dann gilt:
1. Im Fall α∗1(p)− ν 6∈ Z existiert genau eine Funktionenfolge (vν+n)n∈Z,
vν+n ∈ Kern
(
Lhν+n(p)
)
, mit
f ◦ ξˆ1 (ηˆ1, ηˆ2) g ◦ ξˆ2 (ηˆ1, ηˆ2) =
∑
n∈Z
u1ν+n (p, ηˆ1) vν+n (ηˆ2) , (ηˆ1, ηˆ2) ∈ DˆA
absolut lokal gleichma¨ßig.
Ferner gilt fu¨r n ∈ Z und ρ > 1:
vν+n (ηˆ2) =
〈
f ◦ ξˆ1 (·, ηˆ2) g ◦ ξˆ2 (·, ηˆ2) , u2ν∗−n(p, ·)
〉
c〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
, ηˆ2 ∈ Ê(ρ)
mit lim sup
n→∞
(|vν+n (ηˆ2) | (n!)−1) 1n = 0 und lim sup
n→∞
(|vν−n (ηˆ2) | (n)!)
1
n ≤ |γ|ρ
4
lokal
gleichma¨ßig bezu¨glich ηˆ2 ∈ Ê(ρ), wobei 〈·, ·〉c in (8.23) definiert wurde.
2. Es existiert genau eine Funktionenfolge (u˜ν+n)n∈Z, u˜ν+n ∈ Kern
(
Lcν+n(p)
)
, mit
g ◦ ξˆ1 (ηˆ1, ηˆ2) f ◦ ξˆ2 (ηˆ1, ηˆ2) =
∑
n∈Z
u˜ν+n (ηˆ1) v
∞
ν+n (p, ηˆ2) ,
(ηˆ1, ηˆ2) ∈ DˆA ∩
(
Ĉ∗ × Ω̂+∞
)
absolut lokal gleichma¨ßig.
Ferner gilt fu¨r n ∈ Z und ρ > 1:
u˜ν+n (ηˆ1) =
〈
g ◦ ξˆ1 (ηˆ1, ·) f ◦ ξˆ2 (ηˆ1, ·) , v∞ν∗−n(p, ·)
〉
h〈
v∞ν+n(p, ·), v∞ν∗−n(p, ·)
〉
h
, ηˆ1 ∈ Ĉ∗\Kˆρ
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mit lim sup
n→∞
(|u˜ν+n (ηˆ1)| (n!)2)
1
n ≤ 1
ρ
und lim sup
n→∞
(|u˜ν−n (ηˆ1)| (n!)−2)
1
n ≤ 1 lokal
gleichma¨ßig bezu¨glich ηˆ1 ∈ Ĉ∗\Kˆρ, wobei 〈·, ·〉h in (8.5) definiert wurde.
Beweis: Wir zeigen 1.
Sei α∗1(p)− ν 6∈ Z und U1(ηˆ1, ηˆ2) := f ◦ ξˆ1(ηˆ1, ηˆ2)g ◦ ξˆ2(ηˆ1, ηˆ2), (ηˆ1, ηˆ2) ∈ SˆA.
Aufgrund von (7.29) gilt fu¨r (ηˆ1, ηˆ2) ∈ SˆA:
U1 (δ2π (ηˆ1) , ηˆ2) = f
(
ξˆ1 (δ2π (ηˆ1) , ηˆ2)
)
g
(
ξˆ2 (δ2π (ηˆ1) , ηˆ2)
)
= f
(
d∞ ◦ ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
= exp (2πiν)U1 (ηˆ1, ηˆ2) .
Damit gilt fu¨r jedes ρ > 1: U1(·, ηˆ2) ∈ Uν (ρ), ηˆ2 ∈ Ê(ρ). Sei nun ρ > 1 fest gewa¨hlt.
Wegen (8.30) existiert eine Funktionenfolge (Aρn)n∈Z mit A
ρ
n ∈ H
(
Ê(ρ)
)
, n ∈ Z und:
U1(ηˆ1, ηˆ2) =
∑
n∈Z
Aρn (ηˆ2)u
1
ν+n(p, ηˆ1), (ηˆ1, ηˆ2) ∈
(
Ĉ∗\Kˆρ
)
× Ê(ρ)
absolut lokal gleichma¨ßig. Ferner folgt aus (8.30):
lim sup
n→∞
(|Aρn (ηˆ2) | (n!)−1) 1n = 0, lim sup
n→∞
(|Aρ−n (ηˆ2) | (n)!)
1
n ≤ |γ|ρ
4
, ηˆ2 ∈ Ê(ρ)
lokal gleichma¨ßig und〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
Aρn(ηˆ2) =
〈
U1(·, ηˆ2), u2ν∗−n(p, ·)
〉
c
=
∫
C
̟1(−α0 − α1, γ, ·)U1(·, ηˆ2)u2ν∗−n(p, ·).
Hierbei ist C : [0, 1] → Ĉ∗\Kˆρ eine Kurve mit P˜ ◦ C stu¨ckweise stetig-differenzierbar
sowie δ2π (C(0)) = C(1).
Mit dem Differentialoperator A˜2 aus (1.12) und Satz (9.30) aus dem Anhang folgt die
Behauptung, wobei man natu¨rlich zu beachten hat, dass sich jede lokale Lo¨sung von
Lhν+n(p)v = 0 auf Ω̂ analytisch fortsetzen la¨sst.
2. folgt auf analoge Weise. 
(8.59) Satz:
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ und ν ∈ Ξ(p) mit ν − ν∗ 6∈ Z.
1. Im Fall ν 6∈ {α∗0(p), α∗1(p)}+ Z gilt:
Fu¨r jedes g ∈ Kern (L(p)) existiert genau eine Funktionenfolge (vν+n)n∈Z,
vν+n ∈ Kern
(
Lhν+n(p)
)
, mit:
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
H1ν+n (p, ηˆ1) vν+n (ηˆ2) , (ηˆ1, ηˆ2) ∈ DˆA
(8.60)
146
absolut lokal gleichma¨ßig.
Ferner gilt fu¨r n ∈ Z, ρ > 1 und ηˆ2 ∈ Ê(ρ):
vν+n (ηˆ2) =
〈
(πνΨ)
(
p, ξˆ1 (·, ηˆ2)
)
g
(
ξˆ2 (·, ηˆ2)
)
, u2ν∗−n(p, ·)
〉
c〈
u1ν∗+n(p, ·), u2ν∗−n(p, ·)
〉
c
(8.61)
sowie lim sup
n→∞
(|vν±n (ηˆ2) |n!)
1
n ≤ ρ|γ|
4
lokal gleichma¨ßig bezu¨glich ηˆ2 ∈ Ê(ρ).
2. Im Fall α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1}+ Z gilt:
Fu¨r jedes g ∈ Kern (L(p)) existiert genau eine Funktionenfolge (u˜ν+n)n∈Z,
u˜ν+n ∈ Kern
(
Lcν+n(p)
)
, mit:
g
(
ξˆ1 (ηˆ1, ηˆ2)
)
Φ
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
u˜ν+n (ηˆ1) v
(1,1)
ν+n (p, ηˆ2) , (ηˆ1, ηˆ2) ∈ DˆA
absolut lokal gleichma¨ßig.
Ferner gilt fu¨r n ∈ Z, ρ > 1 und ηˆ1 ∈ Ĉ∗\Kˆρ:
u˜ν+n (ηˆ1) =
〈
g
(
ξˆ1 (ηˆ1, ·)
)
(πνΦ)
(
p, ξˆ2 (ηˆ1, ·)
)
, v∞ν∗−n(p, ·)
〉
h〈(
πν+nv
(1,1)
ν+n
)
(p, ·), v∞ν∗−n(p, ·)
〉
h
, (8.62)
sowie lim sup
n→∞
(|u˜ν±n (ηˆ1) |)
1
n ≤ 1
ρ
lokal gleichma¨ßig bezu¨glich ηˆ1 ∈ Ĉ∗\Kˆρ.
Beweis:
Zum ersten Teil des Satzes.
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Da die Voraussetzungen des Satzes (8.43)1. erfu¨llt sind,
ko¨nnen wir mit dem dort definierten Isomorphismus H die Funktionen
fν := H(u
1
ν(p, ·)), fν∗ := H(u1ν∗(p, ·)) ∈ Kern (L(p))
definieren. Man rechnet leicht nach, dass fν ∈ Vν(∞) und fν∗ ∈ Vν∗(∞) ist. Zudem
erfu¨llt H nach Definition H (H1ν (p, ·)) = Ψ(p, ·).
Da die Voraussetzungen des Satz (8.58) fu¨r ν und ν∗ erfu¨llt sind, existieren eindeutige
v1ν+n, v
2
ν∗−n ∈ Kern
(
Lhν (p)
)
mit:
fν
(
ξˆ1(ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
u1ν+n(p, ηˆ1)v
1
ν+n (ηˆ2) ,
fν∗
(
ξˆ1(ηˆ1, ηˆ2)
)
g
(
ξˆ2(ηˆ1, ηˆ2)
)
=
∑
n∈Z
u1ν∗−n(p, ηˆ1)v
2
ν∗−n (ηˆ2) ,
(8.63)
fu¨r (ηˆ1, ηˆ2) ∈ DˆA, wobei die Reihen absolut lokal gleichma¨ßig konvergieren.
Aus (8.20) folgt
sin π(ν − ν∗)
π
H1ν = u
1
ν − u1ν∗ , (8.64)
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und wegen der Linearita¨t von H gilt:
sin π(ν − ν∗)
π
Ψ(p, ·) ◦ ξˆ1 = fν ◦ ξˆ1 − fν∗ ◦ ξˆ1. (8.65)
In (7.29) und (7.35) haben wir
ξˆ2 (δ2π (ηˆ1) , ηˆ2) = ξˆ2 (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ SˆA,
sowie ξˆ2(ηˆ1, ηˆ2)→ ηˆ2, (η1 →∞) lokal gleichma¨ßig fu¨r ηˆ2 ∈ Ω̂ gezeigt.
Daher existiert fu¨r
M :=
{
(η1, ηˆ2) ∈ C∗ × Ω̂|(η1, η2) ∈ DA
}
∪˙
(
{∞} × Ω̂
)
eine stetige partiell holomorphe Funktion F :M → C mit
F (η1, ηˆ2) :=
{
g ◦ ξˆ2 (ηˆ1, ηˆ2) , (ηˆ1, ηˆ2) ∈ DˆA,
g(ηˆ2), (η1, ηˆ2) ∈ {∞} × Ω̂.
Seien h1, h2 :M → C die durch
hj(η1, ηˆ2) :=Hj (η1, η2)F (η1, ηˆ2) , (η1, ηˆ2) ∈M (j = 1, 2),
partiell holomorphen Funktionen mit H1, H2 aus (8.43).
Mit
h (η1, ηˆ2)u (ηˆ1) := h1(η1, ηˆ2)u (ηˆ1) + h2 (η1, ηˆ2)u
′ (ηˆ1)
fu¨r u ∈ Lcν(p) und (ηˆ1, ηˆ2) ∈ DˆA gilt dann:
fν
(
ξˆ1(ηˆ1, ηˆ2)
)
g
(
ξˆ2(ηˆ1, ηˆ2)
)
= h(η1, ηˆ2)u
1
ν(p, ηˆ1),
fν∗
(
ξˆ1(ηˆ1, ηˆ2)
)
g
(
ξˆ2(ηˆ1, ηˆ2)
)
= h(η1, ηˆ2)u
1
ν∗(p, ηˆ1),
Ψ1
(
p, ξˆ1(ηˆ1, ηˆ2)
)
g
(
ξˆ2(ηˆ1, ηˆ2)
)
= h(η1, ηˆ2)H
1
ν (p, ηˆ1)
fu¨r (ηˆ1, ηˆ2) ∈ DˆA. Sei nun ρ > 1 und ηˆ2 ∈ Ê(ρ) fest.
Wir entwickeln die Funktionen h1(·, ηˆ2), h2(·, ηˆ2) in Potenzreihen um ∞:
h1(η1, ηˆ2) =:
∞∑
n=0
h1,n(ηˆ2)
(
1
η1
)n
, h2(η1, ηˆ2) =:
∞∑
n=0
h2,n(ηˆ2)
(
1
η1
)n
,
fu¨r η1 ∈ C∗\Kρ(0) und bezeichnen die Partialsummen fu¨r k ∈ N mit
hk1(η1, ηˆ2) :=
k−1∑
n=0
h1,n(ηˆ2)
(
1
η1
)n
, hk2(η1, ηˆ2) :=
k−1∑
n=0
h2,n(ηˆ2)
(
1
η1
)n
,
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fu¨r η1 ∈ C∗\Kρ(0). Hiermit definieren wir:
hk (η1, ηˆ2)u (ηˆ1) := h
k
1(η1, ηˆ2)u (ηˆ1) + h
k
2 (η1, ηˆ2)u
′ (ηˆ1) ,
fu¨r k ∈ Z, u ∈ Lcν(p) und ηˆ1 ∈ Ĉ∗\Kˆρ. U¨ber die Dreitermrekursionen der Funktionen
u1ν(p, ·), u1ν∗(p, ·) und H1ν (p, ·), welche in [15] nachzulesen sind, erha¨lt man:
hk(η1, ηˆ2)u
1
ν (p, ηˆ1) =:
k∑
n=−k
cn(ηˆ2, k)u
1
ν+n (p, ηˆ1) ,
hk(η1, ηˆ2)u
1
ν∗ (p, ηˆ1) =:
k∑
n=−k
c∗n(ηˆ2, k)u
1
ν∗−n (p, ηˆ1) ,
hk(η1, ηˆ2)H
1
ν (p, ηˆ1) =:
k∑
n=−k
c˜n(ηˆ2, k)H
1
ν+n (p, ηˆ1) ,
fu¨r ηˆ1 ∈ Ĉ∗\Kˆρ. Andererseits folgt mit (8.64):
hk(η1, ηˆ2)u
1
ν(p, ηˆ1)− hk(η1, ηˆ2)u1ν∗ (p, ηˆ1) =
sin π(ν − ν∗)
π
hk(η1, ηˆ2)H
1
ν (p, ηˆ1)
=
sin π(ν − ν∗)
π
k∑
n=−k
c˜n(ηˆ2, k)H
1
ν+n (p, ηˆ1)
=
k∑
n=−k
c˜n(ηˆ2, k)u
1
ν+n (p, ηˆ1)−
k∑
n=−k
c˜n(ηˆ2, k)u
1
ν∗−n (p, ηˆ1) ,
(8.66)
fu¨r ηˆ1 ∈ Ĉ∗\Kˆρ. Somit gilt wegen Uν(ρ) ∩ Uν∗(ρ) = {0}:
k∑
n=−k
cn(ηˆ2, k)u
1
ν+n(p, ·) =
k∑
n=−k
c˜n(ηˆ2, k)u
1
ν+n(p, ·) ∈ Uν(ρ),
k∑
n=−k
c∗n(ηˆ2, k)u
1
ν∗−n(p, ·) =
k∑
n=−k
c˜n(ηˆ2, k)u
1
ν∗−n(p, ·) ∈ Uν∗(ρ).
Hieraus folgt
cn(ηˆ2, k) = c˜n(ηˆ2, k), c
∗
n(ηˆ2, k) = c˜n(ηˆ2, k)
und damit
cn(ηˆ2, k) = c
∗
n(ηˆ2, k). (8.67)
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Außerdem gilt mit (8.63) und den Darstellungen von v1ν+n und v
2
ν∗−n in Ê(ρ):
cn(ηˆ2, k) =
〈
hk(·, ηˆ2)u1ν(p, ·), u2ν∗−n(p, ·)
〉
c〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
−→
〈
h(·, ηˆ2)u1ν(p, ·), u2ν∗−n(p, ·)
〉
c〈
u1ν+n(p, ·), u2ν∗−n(p, ·)
〉
c
= v1ν+n (ηˆ2) ,
c∗n(ηˆ2, k) =
〈
hk(·, ηˆ2)u1ν∗(p, ·), u2ν+n(p, ·)
〉
c〈
u1ν∗−n(p, ·), u2ν+n(p, ·)
〉
c
−→
〈
h(·, ηˆ2)u1ν∗(p, ·), u2ν+n(p, ·)
〉
c〈
u1ν∗−n(p, ·), u2ν+n(p, ·)
〉
c
= v2ν∗−n (ηˆ2) ,
fu¨r k → ∞ und ηˆ2 ∈ Ê(ρ). Somit folgt mit (8.67) v1ν+n (ηˆ2) = v2ν∗−n (ηˆ2) fu¨r alle
ηˆ2 ∈ Ê(ρ) und damit:
v1ν+n = v
2
ν∗−n. (8.68)
Man erha¨lt also fu¨r (ηˆ1, ηˆ2) ∈ DˆA:
sin π(ν − ν∗)
π
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
= fν
(
ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
− fν∗
(
ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (η1, η2)
)
=
∑
n∈Z
u1ν+n (p, ηˆ1) v
1
ν+n (ηˆ2)−
∑
n∈Z
u1ν∗−n (p, ηˆ1) v
2
ν∗−n (ηˆ2)
=
sin π(ν − ν∗)
π
∑
n∈Z
v1ν+n (ηˆ2)H
1
ν+n (p, ηˆ1)
=
sin π(ν − ν∗)
π
∑
n∈Z
v2ν∗−n (ηˆ2)H
1
ν+n (p, ηˆ1) .
Ferner gilt mit (8.64), (8.65) und (8.40) wegen ν − ν∗ 6∈ Z fu¨r vν+n := v1ν+n:
vν+n (ηˆ2) =v
1
ν+n (ηˆ2) =
〈
fν
(
ξˆ1(·, ηˆ2)
)
g
(
ξˆ2(·, ηˆ2)
)
, u2ν∗−n
〉
c〈
u1ν+n, u
2
ν∗−n
〉
c
=
〈
(πνΨ)
(
p, ξˆ1(·, ηˆ2)
)
g
(
ξˆ2(·, ηˆ2)
)
, u2ν∗−n
〉
c〈
u1ν+n, u
2
ν∗−n
〉
c
, ηˆ2 ∈ Ê(ρ).
Aufgrund von (8.58)1. gilt
lim sup
n→∞
(|vν+n (ηˆ2) |(n!)2) 1n ≤ ρ|γ|
4
, ηˆ2 ∈ Ê(ρ) lokal gleichma¨ßig.
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Wegen (8.68) gilt zudem
lim sup
n→∞
(|vν−n (ηˆ2) |(n!)2) 1n = lim sup
n→∞
(|vν∗+n (ηˆ2) |(n!)2) 1n ≤ ρ|γ|
4
.
Mit (8.34) folgt dann die absolut lokal gleichma¨ßige Konvergenz der Reihe. Die Eindeu-
tigkeit der Folge (vν+n)n∈Z folgt aus der Eindeutigkeit der Folgen
(
v1ν+n
)
n∈Z,
(
v2ν∗−n
)
n∈Z
in (8.63).
Den zweiten Teil des Satzes beweist man auf analoge Weise. 
Wir bezeichnen im folgenden fu¨r p = (α0, β0, α1, β1, γˆ) ∈ Λ abku¨rzend:
Φ(1,1)(p, ·) := Φ(p, ·), Φ(1,2)(p, ·) := (t0Φ) (p, ·), Φ(2,1)(p, ·) := (t01Φ) (p, ·),
Φ(2,2)(p, ·) := (t01t0Φ) (p, ·), Ψ1(p, ·) := Ψ(p, ·), Ψ2(p, ·) := Ψ˜(p, ·).
(8.69) Satz:
Seien p = (α0, β0, α1, β1, γˆ) ∈ Λ mit α0, α1 6∈ Z und ν ∈ Ξ(p) mit ν − ν∗ 6∈ Z sowie
ν 6∈ {0, α0, α1, α0 + α1}+ Z.
Dann gibt es Koeffizientenfolgen
(
C
(l,i,j)
ν+n (p)
)
n
∈ CZ, l, i, j ∈ {1, 2} mit:
Ψl
(
p, ξˆ1(ηˆ1, ηˆ2)
)
Φ(i,j)
(
p, ξˆ2(ηˆ1, ηˆ2)
)
=
∑
n∈Z
C
(l,i,j)
ν+n (p)H
l
ν+n(p, ηˆ1)v
(i,j)
ν+n(p, ηˆ2)
absolut lokal gleichma¨ßig fu¨r (ηˆ1, ηˆ2) ∈ DˆA.
Die Koeffizienten C
(l,i,j)
ν+n (p), n ∈ Z, l, i, j ∈ {1, 2} sind eindeutig bestimmt.
Zudem gilt mit Cν+n(p) := C
(1,1,1)
ν+n (p), n ∈ Z und den Parametertransformationen aus
(4.2):
1. C
(1,1,2)
ν+n (p) = Cν−α0+n (τ0 (p)),
2. C
(1,2,1)
ν+n (p) = Cν+n
(
τ−101 (p)
)
,
C
(1,2,2)
ν+n (p) = Cν−α1+n
(
τ−101 ◦ τ1 (p)
)
,
3. C
(2,1,1)
ν+n (p) = exp (γ)Cν+n (τ
−1
∞ (p)) ,
C
(2,1,2)
ν+n (p) = exp (γ)Cν−α0+n (τ
−1
∞ ◦ τ0 (p)),
4. C
(2,2,1)
ν+n (p) = Cν+n
(
τ−1∞ ◦ τ−101 (p)
)
,
C
(2,2,2)
ν+n (p) = Cν−α1+n
(
τ−1∞ ◦ τ−101 ◦ τ1 (p)
)
.
Beweis:
Sei p ∈ Λ.
Aufgrund von (8.59) existieren eindeutige u˜ν+n(p, ·) ∈ Kern
(
Lcν+n(p)
)
, n ∈ Z, mit:
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
Φ
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
u˜ν+n (ηˆ1) v
(1,1)
ν+n (p, ηˆ2) , (ηˆ1, ηˆ2) ∈ DˆA
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absolut lokal gleichma¨ßig.
Ferner gilt fu¨r n ∈ Z, ρ > 1:
u˜ν+n (p, ηˆ1) =
〈
Ψ
(
p, ξˆ1 (ηˆ1, ·)
)
(πνΦ)
(
p, ξˆ2 (ηˆ1, ·)
)
, v∞ν∗−n(p, ·)
〉
h〈(
πν+nv
(1,1)
ν+n
)
(p, ·), v∞ν∗−n(p, ·)
〉
h
, ηˆ1 ∈ Ĉ∗\Kˆρ.
(8.70)
Mit Hilfe von (7.36) und (7.35)iii) zeigt man mit der Darstellung aus (8.70):
u˜ν+n (p, ηˆ1) = ηˆ
α∗0(p)−1
1 O(1), (η1 →∞),
fu¨r ηˆ1 ∈ Ĉ∗\Kˆ1, | arg (ηˆ1) + arg (γˆ) | ≤ 3π2 − δ, mit δ > 0 beliebig klein.
Damit folgt auf u¨bliche Weise die Existenz und die Eindeutigkeit eines C
(1,1,1)
ν+n (p) ∈ C
mit u˜ν+n(p, ·) = C(1,1,1)ν+n (p)H1ν+n(p, ·). Hieraus folgt die erste Behauptung.
Nun werden wir mit den Transformationen aus (4.3) die u¨brigen Entwicklungen her-
leiten.
Vorher bemerken wir: In (8.39) haben wir ν˜ := ν − α0 ∈ Ξ(τ0(p)) gezeigt. Ferner folgt
ν˜−ν˜∗(τ0(p)) = ν−ν∗ und ν˜ ∈ {0,−α0+α1,−α0, α1}+Z ⇔ ν ∈ {0, α0+α1, α0, α1}+Z.
Analoges gilt fu¨r ν˜ := ν − α1 ∈ Ξ(τ1(p)).
Zu 1.: Aus (7.36) folgt
(
ξˆ1 (ηˆ1, ηˆ2)
)α0 (
ξˆ2 (ηˆ1, ηˆ2)
)α0
= ηˆα01 ηˆ
α0
2 fu¨r (ηˆ1, ηˆ2) ∈ SˆA.
Mit ν˜ := ν − α0 ∈ Ξ(τ0(p)) gilt dann fu¨r (ηˆ1, ηˆ2) ∈ DˆA:
(t0Ψ)
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
(t0Φ)
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
(
ξˆ1 (ηˆ1, ηˆ2)
)α0
Ψ
(
τ0 (p) , ξˆ1 (ηˆ1, ηˆ2)
)(
ξˆ2 (ηˆ1, ηˆ2)
)α0
Φ
(
τ0 (p) , ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
Cν˜+n (τ0 (p)) ηˆ
α0
1 H
1
ν˜+n (τ0 (p) , ηˆ1) ηˆ
α0
2 v
(1,1)
ν˜+n (τ0 (p) , ηˆ2)
=
∑
n∈Z
Cν−α0+n (τ0 (p)) ηˆ
α0
1 H
1
ν−α0+n (τ0 (p) , ηˆ1)
(
t0v
(1,1)
ν−α0+n
)
(p, ηˆ2) .
Aufgrund von (8.4) gilt v
(1,2)
ν =
(
t0v
(1,1)
ν−α0
)
und unter Beru¨cksichtigung von (8.17) gilt
(m (γˆ, ηˆ1))
a = γˆaηˆa1 , fu¨r a ∈ C, ηˆ1, γˆ ∈ Ĉ∗.
Mit α∗0(τ0 (p)) = α
∗
0(p)− α0, folgt dann mit der Definition von H1ν−α0 (siehe Abschnitt
(8.3)):
ηˆα01 H
1
ν−α0 (τ0 (p) , ηˆ1)
= (m (γˆ, ηˆ1))
ν−α0 ψ (ν − α0 + 1− α∗0(τ0 (p)), 2(ν − α0 + 1) + α0 − α1,m (γˆ, ηˆ1))
=γˆν−α0 ηˆν1ψ (ν + 1− α∗0(p), 2(ν + 1)− α0 − α1,m (γˆ, ηˆ1))
=γˆ−α0H1ν (p, ηˆ1) , ηˆ1 ∈ Ĉ∗.
(8.71)
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Wegen (5.33) gilt (t0Ψ) (p, ·) = γˆ−α0Ψ(p, ·), und damit folgt
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
(t0Φ)
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
Cν−α0+n (τ0 (p))H
1
ν+n (p, ηˆ1) v
(1,2)
ν+n (p, ηˆ2) ,
(ηˆ1, ηˆ2) ∈ DˆA absolut lokal gleichma¨ßig.
Zu 2.: In (8.39) haben wir ν ∈ Ξ(p) = Ξ (τ−101 (p)) gezeigt.
Aufgrund von (7.23) folgt wegen (ηˆ1, ηˆ2) ∈ DˆA ⇔
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
)
∈ DˆA fu¨r (ηˆ1, ηˆ2) ∈
DˆA:
Ψ
(
τ−101 (p) , d
−1
1 ◦ Tˆ
(
ξˆ1 (ηˆ1, ηˆ2)
))
Φ
(
τ−101 (p) , Tˆ
(
ξˆ2 (ηˆ1, ηˆ2)
))
= Ψ
(
τ−101 (p) , ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))
Φ
(
τ−101 (p) , ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))
=
∑
n∈Z
Cν+n
(
τ−101 (p)
)
H1ν+n
(
τ−101 (p) , δ−π (ηˆ1)
)
v
(1,1)
ν+n
(
τ−101 (p) , Tˆ (ηˆ2)
)
.
Wegen (5.33) gilt fu¨r zˆ ∈ Ω̂:
Ψ(p, zˆ) =
(
t−101 φ
−1
1 Ψ
)
(p, zˆ) =
(
φ−11 Ψ
) (
τ−101 (p) , Tˆ (zˆ)
)
= Ψ
(
τ−101 (p) , d
−1
1 ◦ Tˆ (zˆ)
)
,
(t01Φ) (p, zˆ) =
(
t−101 Φ
)
(p, zˆ) = Φ
(
τ−101 (p) , Tˆ (zˆ)
)
,
sowie mit (8.4):
v
(1,1)
ν+n
(
τ−101 (p) , Tˆ (zˆ)
)
=
(
t−101 v
(1,1)
ν+n
)
(p, zˆ) = v
(2,1)
ν+n (p, zˆ) .
Aufgrund von τ−101 (p) = (α1,−β1, α0,−β0, δπ (γˆ)) und α∗0
(
τ−101 (p)
)
= α∗0(p) erhalten
wir fu¨r ηˆ1 ∈ Ĉ∗ :
H1ν+n
(
τ−101 (p) , δ−π (ηˆ1)
)
=(m (δπ (γˆ) , δ−π (ηˆ1)))
ν ·
ψ (ν + 1− α∗0(p), 2(ν + 1)− α0 − α1,m (δπ (γˆ) , δ−π (ηˆ1))) .
(8.72)
Da aus (8.17) sofort m (δπ (γˆ) , δ−π (ηˆ1)) = m (γˆ, ηˆ1), γˆ, ηˆ1 ∈ Ĉ∗ folgt, erha¨lt man
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
(t01Φ)
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
Cν+n
(
τ−101 (p)
)
H1ν+n (p, ηˆ1) v
(2,1)
ν+n (p, ηˆ2)
(8.73)
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absolut lokal gleichma¨ßig fu¨r (ηˆ1, ηˆ2) ∈ DˆA und damit die erste Behauptung.
Aus (7.36) und (7.23) folgt fu¨r (ηˆ1, ηˆ2) ∈ SˆA:(
Tˆ ◦ ξˆ1 (ηˆ1, ηˆ2)
)α1 (
Tˆ ◦ ξˆ2 (ηˆ1, ηˆ2)
)α1
=
(
d1 ◦ ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))α1 (
ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))α1
=
(
ξˆ1
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))α1 (
ξˆ2
(
δ−π (ηˆ1) , Tˆ (ηˆ2)
))α1
=δ−π (ηˆ1)
α1 (1− ηˆ2)α1 = exp (−iπα1) ηˆα11 (1− ηˆ2)α1 .
In (8.39) haben wir Ξ(τ1(p)) = Ξ(p)− α1 gezeigt.
Mit ν − α1 ∈ Ξ(τ1(p)) gilt dann mit (8.73) und dem gerade gezeigten fu¨r
(ηˆ1, ηˆ2) ∈ DˆA:
(t1Ψ)
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
(t1t01Φ)
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
(
Tˆ ◦ ξˆ1 (ηˆ1, ηˆ2)
)α1
Ψ
(
τ1 (p) , ξˆ1 (ηˆ1, ηˆ2)
)
·(
Tˆ ◦ ξˆ2 (ηˆ1, ηˆ2)
)α1
(t01Φ)
(
τ1 (p) , ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
Cν−α1+n
(
τ−101 ◦ τ1 (p)
)
exp (−iπα1) ηˆα11 H1ν−α1+n (τ1 (p) , ηˆ1) ·
(1− ηˆ2)α1 v(2,1)ν−α1+n (τ1 (p) , ηˆ2) .
Wegen (8.4) gilt v
(2,2)
ν =
(
t1v
(2,1)
ν−α1
)
und analog zu (8.71) gilt
ηˆα11 H
1
ν−α0 (τ1 (p) , ηˆ1) = γˆ
−α1H1ν (p, ηˆ1) , ηˆ1 ∈ Ĉ∗.
In (5.33) haben wir (t1Ψ) (p, ·) = exp (−iπα1) γˆ−α1Ψ(p, ·) gezeigt, und damit folgt die
Behauptung.
Zu 3.: In (8.39) haben wir Ξ(p) = Ξ (τ−1∞ (p)) gezeigt.
Aufgrund von (7.1) gilt ξ1(η1, η2) + ξ2(η1, η2) = η1 + 1, (η1, η2) ∈ SA.
Ferner gilt t−1∞ Φ = Φ wegen (5.19) und damit folgt unter Beru¨cksichtigung der Defini-
tion (5.29) von Ψ˜ fu¨r (ηˆ1, ηˆ2) ∈ DˆA:
Ψ˜
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
Φ
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=− exp (iπα∗1(p)) exp (γξ1(η1, η2))Ψ
(
τ−1∞ (p) , ξˆ1 (ηˆ1, ηˆ2)
)
·
exp (γξ2(η1, η2)) Φ
(
τ−1∞ (p) , ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
exp (γ)Cν+n
(
τ−1∞ (p)
)
(− exp (iπα∗1(p))) exp (γη1)H1ν+n
(
τ−1∞ (p) , ηˆ1
) ·
v
(1,1)
ν+n
(
τ−1∞ (p) , ηˆ2
)
.
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Mit der Definition von H2ν und
v(1,1)ν (p, zˆ) := F (−ν, ν + 1− α0 − α1, 1− α0; zˆ) = v(1,1)ν
(
τ−1∞ (p), zˆ
)
, zˆ ∈ Ω̂,
folgt dann die erste Behauptung.
Mit einer zu 1. analogen Argumentation folgt die zweite Behauptung. Zu 4.: Ausge-
hend von 3. gehen wir analog zu 2. vor und erhalten(
t−101 φ
−1
1 Ψ˜
)(
p, ξˆ1 (ηˆ1, ηˆ2)
)
(t01Φ)
(
p, ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
exp(−γ)Cν+n
(
τ−1∞ ◦ τ−101 (p)
)
H2ν+n
(
τ−101 (p) , δ−π (ηˆ1)
)
v
(2,1)
ν+n (p, ηˆ2)
absolut lokal gleichma¨ßig fu¨r (ηˆ1, ηˆ2) ∈ DˆA.
Wegen (5.33) gilt
(
t01Ψ˜
)
(p, zˆ) = exp (−γ)
(
φ−11 Ψ˜
)
(p, ·) und damit folgt
exp (−γ) Ψ˜(p, zˆ) =
(
t−101 φ
−1
1 Ψ˜
)
(p, ·).
Aufgrund von α∗1(p) = α
∗
1(τ01(p)), (8.18) und (8.72) folgt fu¨r ηˆ1 ∈ Ĉ∗:
− exp (−iπα∗1(p))H2ν+n
(
τ−101 (p) , δ−π (ηˆ1)
)
=exp (γηˆ1)H
1
ν+n
(
τ−1∞ ◦ τ−101 (p) , δ−π (ηˆ1)
)
=exp (γηˆ1)H
1
ν+n
(
τ−101 ◦ τ−1∞ (p) , δ−π (ηˆ1)
)
=exp (γηˆ1)H
1
ν+n
(
τ−1∞ (p) , ηˆ1
)
=− exp (−iπα∗1(p))H2ν+n (p, ηˆ1) .
Damit erha¨lt man die erste Behauptung. Die letzte Darstellung la¨sst sich dann analog
zum zweiten Teil von 2. zeigen. 
(8.74) Satz:
Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ und ν ∈ Ξ(p) mit ν − ν∗ 6∈ Z.
1. Im Fall ν 6∈ {α∗0(p), α∗1(p)}+ Z gilt:
Fu¨r jedes g ∈ Kern (L(p)) existiert eine Funktionenfolge (vν+n)n∈Z,
vν+n ∈ Kern
(
Lhν+n(p)
)
, mit
g (ηˆ2) =
∑
n∈Z
vν+n (ηˆ2) , ηˆ2 ∈ Ω̂,
absolut lokal gleichma¨ßig. Die vν+n, n ∈ Z, haben die Eigenschaften aus (8.61).
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2. Im Fall α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1}+ Z gilt:
Fu¨r jedes g ∈ Kern (L(p)) existiert eine Funktionenfolge (u˜ν+n)n∈Z,
u˜ν+n ∈ Kern
(
Lcν+n(p)
)
, mit
g (I1(ηˆ1)) =
∑
n∈Z
u˜ν+n (ηˆ1) , ηˆ1 ∈ Ĉ∗\Kˆ1,
absolut lokal gleichma¨ßig. Dabei ist I1 : Ĉ∗\Kˆ1 → Ω̂ aus (7.35). Die u˜ν+n, n ∈ Z,
haben die Eigenschaften aus (8.62).
3. Im Fall α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1} + Z gilt mit I0, I1 : Ĉ∗\Kˆ1 → Ω̂
aus (7.35):
Ψl (p, I1 (ηˆ1)) =
∑
n∈Z
C
(l,1,1)
ν+n (p)H
l
ν+n (p, ηˆ1) ,
Ψl (p, I0 (ηˆ1)) =
∑
n∈Z
C
(l,2,1)
ν+n (p)H
l
ν+n (p, ηˆ1) ,
Φ(i,j) (p, ηˆ2) =
∑
n∈Z
C
(1,i,j)
ν+n (p)v
(i,j)
ν+n (p, ηˆ2)
absolut lokal gleichma¨ßig bezu¨glich ηˆ1 ∈ Ĉ∗\Kˆ1 beziehungsweise ηˆ2 ∈ Ω̂.
Beweis:
Zu 1.: Sei p = (α0, β0, α1, β1, γˆ) ∈ Λ. Im Fall ν 6∈ {α∗0(p), α∗1(p)}+Z existiert aufgrund
von Satz (8.59)1. genau eine Funktionenfolge (vν+n)n∈Z, vν+n ∈ Kern
(
Lh(p)
)
, n ∈ Z
mit:
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
=
∑
n∈Z
H1ν+n (p, ηˆ1) vν+n (ηˆ2) , (8.75)
wobei die Reihe absolut lokal gleichma¨ßig fu¨r (ηˆ1, ηˆ2) ∈ DˆA konvergiert und die vν+n,
n ∈ Z, die Eigenschaften aus (8.59) haben. Damit gilt:
lim
n→∞
(|vν±n (ηˆ2) |n!)
1
n ≤ ρ|γ|
4
(8.76)
lokal gleichma¨ßig bezu¨glich ηˆ2 ∈ Ê(ρ).
Mit Hilfe der Transformation aus (8.24) la¨sst sich dann Satz (1.29) der Arbeit [10]
anwenden und es folgt:
Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
∼ γˆα∗0(p)−1ηˆα∗0(p)−11
∞∑
m=0
(−1)m c˜m (ηˆ2)
m!
(γη1)
−n
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fu¨r (ηˆ1, ηˆ2) ∈ Ĉ∗\Kˆρ × Ê(ρ), η1 →∞ mit | arg (γˆ) + arg (ηˆ1) | < 3π2 .
Fu¨r die c˜m (ηˆ2), m ∈ N, ηˆ2 ∈ Ê(ρ) gilt:
c˜m (ηˆ2) =
∑
n∈Z
vν+n (ηˆ2) (ν + n+ 1− α∗0(p))m (ν∗ − n+ 1− α∗0(p))m .
Damit gilt
γˆ1−α
∗
0(p)ηˆ
1−α∗0(p)
1 Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
g
(
ξˆ2 (ηˆ1, ηˆ2)
)
→ c˜0 (ηˆ2) =
∑
n∈Z
vν+n (ηˆ2) ,
fu¨r (ηˆ1, ηˆ2) ∈ Ĉ∗\Kˆρ×Ê(ρ), η1 →∞ mit | arg (γˆ)+arg (ηˆ1) | ≤ 3π2 − δ, δ > 0. Aufgrund
von (7.36)i),iii) und (7.8) und mit (7.35) folgt
γˆ1−α
∗
0(p)ηˆ
1−α∗0(p)
1 Ψ
(
p, ξˆ1 (ηˆ1, ηˆ2)
)
→ 1, g
(
ξˆ2 (ηˆ1, ηˆ2)
)
→ g (ηˆ2) ,
fu¨r (ηˆ1, ηˆ2) ∈ Ĉ∗\Kˆρ × Ê(ρ), η1 →∞. Damit folgt die Behauptung.
Zudem konvergiert die Reihe lokal absolut gleichma¨ßig wegen (8.76).
Auf analoge Weise folgt aus (8.69) fu¨r α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1}+ Z:
Φ (p, ηˆ2) =
∑
n∈Z
Cν+n(p)v
(1,1)
ν+n (p, ηˆ2),
absolut und lokal gleichma¨ßig fu¨r ηˆ2 ∈ Ω̂.
Zu 2.: Sei K ⊂ Ĉ∗\Kˆρ kompakt. Mit (7.36)ii) folgt die Existenz eines δ ∈]0, 1[ mit
ξˆ2(ηˆ1, ηˆ2) ∈ Z0 fu¨r (ηˆ1, ηˆ2) ∈ K × P−1 (Kδ(0)\{0}) ∩ Z0.
Betrachten wir die Reihe in (8.59)2.. Aus der Definitionen von Φ und v
(1,1)
ν folgt dann:
g
(
ξˆ1(ηˆ1, ηˆ2)
)
Φ˜ (p, ξ2(η1, η2)) =
g
(
ξˆ1(ηˆ1, ηˆ2)
)
Φ(1,1)
(
p, ξˆ2(ηˆ1, ηˆ2)
)
=
∑
n∈Z
u˜ν+n (ηˆ1) v
(1,1)
ν+n (p, ηˆ2)
=
∑
n∈Z
u˜ν+n (ηˆ1) F˜1 (−ν, ν + 1− α0 − α1, 1− α0, η2) ,
(8.77)
fu¨r (ηˆ1, ηˆ2) ∈ K ×
(
Ê(ρ) ∩ P−1 (Kδ(0)\{0}) ∩ Z0
)
, wobei die Reihen absolut lokal
gleichma¨ßig konvergieren. Sei nun r < δ klein genug mit Kr(0)\{0} ⊂ E(ρ). Aus
dem Maximumsprinzip folgt die absolut gleichma¨ßige Konvergenz der Reihe (8.77) fu¨r
(ηˆ1, η2) ∈ K ×Kr(0).
Betrachten wir nun in (8.77) η2 → 0, so erhalten wir mit mit (7.35)i)
g (I1 (ηˆ1))
1
Γ(1− α0) =
1
Γ(1− α0)
∑
n∈Z
u˜ν+n (ηˆ1)
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gleichma¨ßig fu¨r ηˆ1 ∈ K.
Auf analoge Weise folgt aus (8.69) fu¨r α0, α1 6∈ Z und ν 6∈ {0, α0, α1, α0 + α1}+ Z:
Ψ (p, I1 (ηˆ1)) =
∑
n∈Z
Cν+n(p)H
1
ν+n (p, ηˆ1) lokal gleichma¨ßig fu¨r ηˆ1 ∈ Ĉ∗\Kˆ1.
Zu 3.: Die restlichen Entwicklungen lassen sich auf analoge Weise zeigen. 
(8.74)iii) liefert insbesondere die in [18],[10] und [19] untersuchten globalen Entwick-
lungen fu¨r den Fall der CHE.
In dieser Arbeit wurden keine Entwicklungen auf DˆI untersucht.
Mit dem in (7.29) beschriebenen Umlaufverhalten von ξˆ1 und ξˆ2 lassen sich mo¨glicherweise
noch interessante Entwicklungen auf Teilgebieten von DˆI finden. Hierauf gehen wir je-
doch nicht mehr ein.
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9 Anhang
Anhang 1
Die folgenden Definitionen, Bemerkungen und Sa¨tze wurden, zum gro¨ßten Teil un-
vera¨ndert, aus dem Buch Riemannsche Fla¨chen von Otto Forster [3] u¨bernommen. Fu¨r
die Beweise der Sa¨tze und Bemerkungen, verweisen wir daher auf dieses Buch.
(9.1) Definition: Sei X eine zweidimensionale Mannigfaltigkeit. Eine komplexe Karte
auf X ist ein Homo¨omorphismus ϕ : U → V einer offenen Teilmenge U ⊂ X auf
eine offene Teilmenge V ⊂ C. Zwei komplexe Karten ϕi : Ui → Vi, i = 1, 2, heißen
biholomorph vertra¨glich, falls die Abbildung
ϕ2 ◦ ϕ−11 : ϕ1(U1 ∩ U2)→ ϕ2(U1 ∩ U2)
biholomorph ist.
Ein komplexer Atlas auf X ist ein System U := {ϕi : Ui → Vi|i ∈ I} paarweise
biholomorph vertra¨glicher Karten, die X u¨berdecken.
Zwei komplexe Atlanten U und U ′ heißen biholomorph vertra¨glich, falls jede Karte von
U mit jeder Karte von U ′ biholomorph vertra¨glich ist.
(9.2) Definition: Unter einer komplexen Struktur auf einer zweidimensionalen Man-
nigfaltigkeit X versteht man eine A¨quivalenzklasse biholomorph a¨quivalenter Atlanten
auf X.
(9.3) Definition: Eine Riemannsche Fla¨che ist ein Paar (X,
∑
) bestehend aus ei-
ner zusammenha¨ngenden zweidimensionalen Mannigfaltigkeit X und einer komplexen
Struktur
∑
auf X.
(9.4) Definition: Sei X eine Riemannsche Fla¨che und Y ⊂ X eine offene Teilmenge.
Eine Funktion f : Y → C heisst holomorph, wenn fu¨r jede Karte φ : U → V auf X
die Funktion
f ◦ φ−1 : φ(U ∩ Y )→ C
im u¨blichen Sinn auf der offenen Menge φ(U ∩Y ) ⊂ C holomorph ist. Die Menge aller
auf Y holomorphen Funktionen wird mit O(Y ) bezeichnet.
(9.5) Definition: Seien X und Y Riemannsche Fla¨chen. Eine stetige Abbildung f :
X → Y heißt holomorph, wenn fu¨r jedes Paar von Karten φ1 : U1 → V1 auf X und
φ2 : U2 → V2 auf Y mit f(U1) ⊂ U2 die Abbildung
φ2 ◦ f ◦ φ−11 : V1 → V2
holomorph im u¨blichen Sinn ist. Eine Abbildung f : X → Y heißt biholomorph, wenn
sie bijektiv ist und sowohl f wie auch f−1 holomorph sind.
(9.6) Satz: (Identita¨tssatz) Seien X,Y Riemannsche Fla¨chen und f1, f2 : X → Y zwei
holomorphe Abbildungen, die auf einer Teilmenge A ⊂ X, die einen Ha¨ufungspunkt
a ∈ X besitzt, u¨bereinstimmen. Dann sind f1 und f2 identisch.
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(9.7) Definition: Seien X,Y topologische Ra¨ume. Eine Abbildung p : Y → X heißt
unverzweigte U¨berlagerung falls sie lokal topologisch ist.
(9.8) Definition: Seien X,Y topologische Ra¨ume. Eine Abbildung p : Y → X heißt
unbegrenzte unverzweigte U¨berlagerung wenn folgendes gilt:
Jeder Punkt x ∈ X besitzt eine offene Umgebung U , so dass sich das Urbild p−1(U)
darstellen la¨ßt als:
p−1(U) =
⋃
j∈J
Vj,
wobei J eine beliebige Indexmenge ist, die Vj, j ∈ J paarweise disjunkte offene Teil-
mengen von Y und alle Abbildungen p|Vj : Vj → U Homo¨omorphismen sind.
(9.9) Satz: Seien X,Y Hausdorff-Ra¨ume und p : Y → X eine unverzweigte
U¨berlagerung.
1. Zu jeder Kurve u : [0, 1] → X und jedem Punkt y0 ∈ Y mit p(y0) = u(0) gibt es
genau eine Kurve : uˆ : [0, 1]→ Y von u mit p ◦ uˆ = u und uˆ(0) = y0.
2. Seien uˆ1, uˆ2 : [0, 1] → X Kurven mit uˆ1(0) = uˆ2(0). Sind dann die Kurven
u1 := p ◦ uˆ1 und u2 := p ◦ uˆ2 in X homotop, so haben uˆ1 und uˆ2 denselben
Endpunkt und sind in Y homotop.
(9.10) Satz: Sei X eine Riemannsche Fla¨che, Y ein Hausdorff-Raum und p : Y → X
eine unverzweigte U¨berlagerungsabbildung, dann gibt es genau eine komplexe Struktur
auf Y , so daß p holomorph wird.
(9.11) Definition: Seien X,Y, Z topologische Ra¨ume und p : Y → X und q : Z → X
unverzweigte U¨berlagerungen. Man nennt dann eine Abbildung f : Y → Z spurtreu
falls p = q ◦ f gilt.
(9.12) Definition: Seien X,Y, Z topologische Ra¨ume und p : Y → X eine unver-
zweigte U¨berlagerung und f : Z → X eine stetige Abbildung. Unter einer Liftung von
f bezu¨glich p versteht man eine stetige Abbildung g : Z → Y so dass f = p ◦ g gilt.
(9.13) Satz: Seien X,Y Hausdorfra¨ume und p : Y → X eine unbegrenzte unver-
zweigte U¨berlagerung. Weiter sei Z ein einfach zusammenha¨ngender, kurvenzusam-
menha¨ngender und lokal kurvenzusammenha¨ngender topologischer Raum und f : Z →
X eine stetige Abbildung. Dann gibt es zu jeder Wahl von Punkten z0 ∈ Z, y0 ∈ Y mit
f(z0) = p(y0) genau eine Liftung fˆ : Z → Y , mit fˆ(z0) = y0.
(9.14) Satz: Seien X,Y, Z Riemannsche Fla¨chen, p : Y → X eine holomorphe un-
verzweigte U¨berlagerung und f : Z → X eine holomorphe Abbildung. Dann ist jede
Liftung g : Z → Y von f holomorph.
(9.15) Definition: Seien X und Y zusammenha¨ngende topologische Ra¨ume und p :
Y → X eine unverzweigte unbegrenzte U¨berlagerung.
p heißt universelle U¨berlagerung, wenn sie folgende universelle Eigenschaft hat:
Zu jeder zusammenha¨ngenden, unbegrenzten unverzweigten U¨berlagerung q : Z → X
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und zu jeder Wahl von Punkten y0 ∈ Y, z0 ∈ Z mit p(y0) = q(z0) gibt es genau eine
stetige spurtreue Abbilldung f : Y → Z mit f(y0) = z0.
(9.16) Satz: Seien X,Y zusammenha¨ngende Mannigfaltigkeiten, Y einfach zusam-
menha¨ngend und p : Y → X eine unbegrenzte unverzweigte U¨berlagerung. Dann ist p
universelle U¨berlagerung von X.
(9.17) Satz: Sei X eine zusammenha¨ngende Mannigfaltigkeit. Dann existiert eine
zusammenha¨ngende, einfach zusammenha¨ngende Mannigfaltigkeit Xˆ und eine unver-
zweigte unbegrenzte U¨berlagerung p : Xˆ → X.
(9.18) Bemerkung: Insbesondere kann man damit zu jeder Riemannschen Fla¨che
eine universelle U¨berlagerung konstruieren, die nach (9.10) in natu¨rlicher Weise wieder
eine Riemannsche Fla¨che ist.
(9.19) Satz: Sei X eine einfach zusammenha¨ngende Riemannsche Fla¨che. Dann la¨ßt
sich X biholomorph auf die Riemannsche Zahlenkugel IP1, auf die Gaußsche Zahlene-
bene C oder auf den Einheitskreis K1(0) = {z ∈ C||z| < 1} abbilden.
(9.20) Satz: Sei X eine nicht kompakte Riemannsche Fla¨che, S ⊂ X eine abge-
schlossene diskrete Teilmenge und X ′ := X\S und sei p : Y → X ′ die universelle
U¨berlagerung von X ′. Weiter sei (U, z) eine Koordinatenumgebung eines Punktes a ∈ S
mit folgenden Eigenschaften:
1. z(U) ⊂ C ist der Einheitskreis und z(a) = 0.
2. U ∩ S = {a}.
Sei Z irgendeine Zusammenhangskomponente von p−1(U\{a}). Dann ist
p|Z : Z → U\{a} die universelle U¨berlagerung von U\{a}.
(9.21) Satz: Sei X eine einfach zusammenha¨ngende Riemannsche Fla¨che, a ∈ X,
U ⊂ X eine offene Umgebung von a und ϕ : U → C holomorphe Funktion, die sich in
X la¨ngs jeder von a ausgehenden Kurve analytisch fortsetzen la¨sst. Dann gibt es eine
auf ganz X holomorphe Funktion f , mit f |U = ϕ.
(9.22) Definition:
Seien X ein topologischer Raum, a ∈ X ein Punkt und ϕ1, ϕ2 : [0, 1]→ C Kurven mit
ϕ1(1) = a = ϕ2(0). Dann sei
(ϕ1 + ϕ2) : [0, 1]→ X, (ϕ1 + ϕ2) (t) :=
{
ϕ1(2t), t ∈
[
0, 1
2
]
ϕ2(2t− 1), t ∈
[
1
2
, 1
] .
Zudem bezeichnen wir die zu ϕ1 entgegengesetzte Kurve durch
−ϕ1 : [0, 1]→ X, −ϕ1(t) := ϕ1(1− t).
(9.23) Satz,Definition: Sei X ein topologischer Raum und a ∈ X. Die Menge
π1(X, a) aller Homotopieklassen von geschlossenen Kurven in X mit Anfangs- und
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Endpunkt a bildet mit der durch die Zusammensetzung von Kurven induzierten Ver-
knu¨pfung eine Gruppe, die Fundamentalgruppe von X bzgl. des Basispunktes a.
Ist b ∈ X ein von a verschiedener Punkt, der mit a durch eine Kurve in X verbunden
werden kann, so gibt es einen Isomorphismus f : π1(X, a)→ π1(X, b).
(9.24) Definition: Seien X,Y topologische Ra¨ume und p : Y → X sei eine un-
verzweigte U¨berlagerung. Unter einer Decktransformation dieser U¨berlagerung versteht
man einen Homo¨omorphismus f : Y → Y mit p = p ◦ f . Die Menge aller Decktrans-
formationen bildet bezu¨glich der Komposition von Abbildungen eine Gruppe, die mit
D(Y/X) bezeichnet werde.
(9.25) Satz: Sei X eine zusammenha¨ngende Mannigfaltigkeit und p : Y → X ihre uni-
verselle U¨berlagerung. Dann gibt es zu jedem Punktpaar (y0, y1) ∈ Y 2 mit p(y0) = p(y1)
genau eine Decktransformation f ∈ D(Y/X) mit f(y0) = y1. D(Y/X) ist isomorph
zur Fundamentalgruppe π1(X, a) (a ∈ X).
Anhang 2
Im folgenden benutzen wir, fu¨r unseren Zweck leicht modifizierte, Sa¨tze aus [15].
Es seien G1, G2 ⊂ C Gebiete und p0, p1, p2 ∈ H(G1) sowie q0, q1, q2 ∈ H(G2).
Wir definieren hiermit folgende Differentialoperatoren:
Pz : H(G1) −→ H(G1), Pz(w)(z) := p0(z)w(z) + p1(z)w′(z) + p2(z)w′′(z), (9.26)
Qt : H(G2) −→ H(G2), Qt(w)(t) := q0(t)w(t) + q1(t)w′(t) + q2(t)w′′(t). (9.27)
(9.28) Bemerkung: Sei ω eine nicht triviale Lo¨sung der Differentialgleichung
(q2ω)
′ = q1ω, (9.29)
Sei Qt wie in (9.27) und l : [a, b] −→ G2 eine stu¨ckweise stetig-differenzierbare Kurve.
Dann gilt fu¨r beliebige u, v ∈ H(G2):∫
l
ω · (Qt(u)v − uQt(v)) = ωq2 · (vu′ − uv′)|l.
Dies folgt sofort aus (ωq2(vu
′ − uv′))′ = ω(Qt(u)v − uQt(v)).
(9.30) Satz:
Voraussetzungen:
1. Seien Pz,Qt und ω wie in (9.26),(9.27) und (9.29).
2. K : G1 × G2 −→ C sei eine stetige und partiell-holomorphe Funktion, die die
partielle Differentialgleichung Pz(K) = Qt(K) lo¨st.
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3. v ∈ H(G2) lo¨se Qt(v) = 0.
4. Sei c eine stu¨ckweise-stetig differenzierbare Kurve, mit Spur(c) ⊂ G2. Es gelte:
(a) Fu¨r jedes z ∈ G1 sei:(
ωq2
(
v
∂K(z, ·)
∂t
−K(z, ·)v′
)) ∣∣∣∣
c
= 0.
(b) Im Fall, dass c ein uneigentlicher Integrationsweg ist, gelte:
Das uneigentliche Integral
u(z) :=
∫
c
K(z, ·)ωv
existiere bzgl. z ∈ G1 lokal gleichma¨ssig.
Behauptung: Die Funktion u : G1 → C ist holomorph und erfu¨llt Pz(u) = 0.
Aus [1], Seite 224, entnehmen wir:
(9.31) Lemma (Jordansches Lemma): Es sei eine Schar von Halbkreisen hn um
s = 0 links von der imagina¨ren Achse mit den Radien ̺n gegeben, wobei ̺0 < ̺1 < ... <
̺n →∞. Eine auf den Halbkreisen integrable Funktion f(s) genu¨ge auf dem Halbkreis
mit ̺n der Abscha¨tzung: |f(s)| ≤ δn, wo δn → 0 (n→∞).
Dann ist ∫
hn
exp(ts)f(s)ds→ 0 bei t > 0 fu¨r n→∞.
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10 Symbolregister
Symbol Seitenzahl Symbol Seitenzahl Symbol Seitenzahl
Ω 10 T 37 ξ˜1, ξ˜2 108
A 11 G 38 M2,η1 ,M1,η2 109
ξ1, ξ2 12, 102 τ∗ 40 Kˆρ 109
η1, η2 12 α
∗
0, β
∗
0 , α
∗
1, β
∗
1 40 Ê(ρ) 109
θ1, θ2 12 ϕξ, ϕˆξ, S
ξ
l 42 DˆI , DˆA 109
A˜1 12 Hˆϕ, Hϕ 43 Dˇ 110
A˜2, A˜3 13 L0,L1 43 S˜ 110
Ω+,Ω−,Ω0,Ω∞ 15 ω(·, ·), [·, ·] 50 SˆI , SˆA 111
Ω̂, Ĉ∗ 15 Φ,Φ˜ 53 Gˆ 111
ωˆ0, ωˆ+, ωˆ−, ωˆ−1 15 an 53 ξˆ1, ξˆ2 117
Ω̂0, Ω̂+, Ω̂−, Ω̂+∞, Ω̂
−
∞ 15 F0,F1 57 I0, I1 123
P, P˜ 15 Φˇ 58 Z0 124
ϑ0, ϑ1, ϑ∞ 16 Fˇ0 59 ν∗ 127
ϑˆ0, ϑˆ1, ϑˆ∞ 16 Ψ 63 Lhν(p) 127
γˆ0, γˆ+, γˆ− 17 θ0, θˆ0 64 F 127
Ĉ∗+ 17 L
−ξ
0 67 v
(i,j)
ν 127
H(G) 17 Ψ˜ 67 v∞ν 128
ln0, ln1, ln 21 F∞ 68 Q01ν 128
arg0, arg1, arg 21 q˜ 69 Vν(ρ) 129
zˆα, (zˆ − 1)α, (1− zˆ)α 21 M∞ 71 〈·, ·〉h 129
γˆα 21 Q01 82 L
c
ν(p) 131
D(Ω̂/Ω) 22 q 82 φ 132
d0, d1, d∞ 23 Q1,∞ 88 m 132
T, Tˆ 23 ζ 88, 102 uν , u
1
ν , u
2
ν 133
S 25, 110 Q0∞ 90 H1ν , H
2
ν 133
Sˆ 26 ck 97 M
∞
ν 133
D(Ĉ∗/C∗) 26 a1, ..., an 102 Uν 133
δϕ 26 [a1, ..., an] 102 ̟1 134
Qˆ 26 ψ 102, 132 〈·, ·〉c 134
Λ 27 Y 102 Ξ(p) 136
L(p) 27 H+, H− 103 ∆(p) 136
̟ 29 ψ0, ψ+, ψ− 104 πν 137
F(Λ× Ω̂) 36 G 104 H, H1, H2 138
φ0, φ1, φ∞ 36 E(ρ) 104 G, G1, G2 138
τ0, τ1, τ01, τ∞ 36 DI , DA 104 C
(l,i,j)
ν 151
t0, t1, t01, t∞ 36 D˜ 108
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