

















The ATLAS SCT alignment system and
a comparative study of misalignment




Thesis submitted in partial fulfilment
of the requirements for the degree of
Doctor of Philosophy
University of Oxford, Hilary Term 2004.

The ATLAS SCT alignment system and
a comparative study of misalignment
at CDF and ATLAS
Stephen M. Gibson
St. John’s College, University of Oxford
Thesis submitted in partial fulfilment of the requirements
for the degree of Doctor of Philosophy.
University of Oxford, Hilary Term 2004.
Abstract
A promising new frontier in particle physics will soon be accessible at the Large
Hadron Collider. The ATLAS experiment will exploit this opportunity to explore
the nature of electroweak symmetry breaking and search for physics beyond the
Standard Model. The accurate alignment of the ATLAS tracking detector will be
crucial for appropriate sensitivity to discovery and precision physics.
The challenge of aligning the colossal tracking detector of ATLAS has stimu-
lated the development of a novel alignment system, based on a geodetic grid of over
eight hundred length measurements between nodes attached to the detector support
structure. This thesis contributes to these developments in three main ways:
• Important improvements to the reliability, precision and scope of the sys-
tem’s essential interferometric length measurement technique (FSI) have been
demonstrated. A 170 mm stabilized interferometer has been measured to 7 nm.
The precision achieved with prototype interferometers of the same design as
for ATLAS, is a factor of 5 better than required.
• The first prototype FSI grids of multiple, simultaneous length measurements
have been constructed and rigorously tested. A method of precisely recon-
structing the shape of these grids has been developed. This method has been
verified with real measurements by exploiting the redundancy in the grid.
• Detailed simulations of the ATLAS SCT alignment system predict it should
be capable of reconstructing the SCT shape to within the required precision.
A grid design for the SCT End-cap has been developed.
Additionally, misalignments in CDF II were evaluated and mapped onto ATLAS
to provide an indicative estimate of ATLAS commissioning misalignments. These
studies predict misalignment induced momentum degradation will be significant for
pT & 30 GeV/c2 and the b-tagging performance will be degraded by at least 10%.
The SCT alignment system will play a vital role in ATLAS.
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The Large Hadron Collider presents an exciting opportunity to probe the na-
ture of electroweak symmetry breaking and to search for New Physics. The
challenging LHC environment places extraordinary demands on the detector
technologies and on the alignment of suitable tracking detectors. A novel
alignment system for the ATLAS SemiConductor Tracker has been developed
that will rapidly enhance the sensitivity of ATLAS to discovery and precision
physics. Movements of detector modules will be reconstructed in quasi real
time from over eight hundred length measurements between nodes attached to
the tracking detector. This thesis contributes to these developments.
Chapter 1 A brief review of current progress in particle physics, developments
for ATLAS and the motivation for the SCT alignment system.
Chapter 2 An introduction to the precise length measurement technique de-
veloped for the ATLAS SCT alignment system: Frequency Scanning
Interferometry. Crucial advances in the technique that improve the re-
liability, precision and scope of the measurements are presented. The
FSI measurements are assessed for tolerance to spurious effects that may
degrade the interferometer signals in ATLAS.
Chapter 3 For the first time, geodetic grids of multiple FSI measurements
have been constructed and measured. This chapter describes the exper-
imental set up of these prototype grids and important issues regarding
optimization of the interferometer signals.
Chapter 4 Shape deformations of the ATLAS SCT will be precisely recon-
structed from FSI grid measurements. In this chapter, the grid shape
reconstruction technique is developed using measurements of the proto-
type grids of Chapter 3. The first demonstration of precise grid shape
reconstruction with FSI is presented.
Chapter 5 This chapter presents the simulated performance of the FSI grids
that will monitor the ATLAS SCT. Development of the SCT End-cap
FSI grid is outlined.
Chapter 6 Analysis of misalignments at CDF II has provided an indication
of the commissioning misalignments that can be expected at ATLAS.
These studies are presented and the implications for ATLAS physics are
investigated. The studies emphasize the vital role of the ATLAS SCT
alignment system.
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1Chapter 1
Introduction
1.1 The Standard Model and Beyond
The Standard Model [SM] of particle physics has emerged from the twentieth
century theoretical and experimental endeavours to understand the fundamen-
tal constituents of matter and their interactions. The Standard Model is a
spontaneously broken, renormalizable, quantum gauge field theory, that has
successfully described the phenomenology of almost all high energy particle
physics, since the theory’s formulation in the 1970’s. The predictions of the
intermediate vector bosons, W±, Z0, and the top quark were a considerable
success of the theory. Its validity in the electroweak sector has been verified by
LEP during the past decade with unprecedented accuracy.
Despite the success of the Standard Model, it cannot be the final theory.
The inadequacies of the Standard Model and the future agenda for particle
physics may be considered under five categories (after [Quig02]):
Elementarity The constituent quarks and leptons seem elementary at the
current limits of resolution (∼10−18 m), but is there an underlying struc-
ture that might explain their properties?
Symmetry No¨ther’s theorem has proved a powerful tool to elucidate particle
interactions from symmetry properties. Which gauge symmetries exist
and why? How is the electroweak symmetry hidden? The search for a
more fundamental theory is largely a search for higher symmetry princi-
ples.
Unity The disparity between the strengths of the interactions is large, at the
energies accessible by current accelerators. Might the gauge couplings
unify near to the Planck scale? Quarks and leptons appear to be struc-
tureless, spin 1/2 particles: (how) are they related? Why are there at
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least three generations? Why is charge quantized? How can gravity be
incorporated? Various Grand Unified Theories seek to address these ques-
tions, some with considerable success, but which model matches reality?
An experimental lead is needed.
Identity Recent observations of neutrino oscillations [SuperK, SNO] necessi-
tate the first significant change to the Standard Model. What causes
neutrinos to apparently change identity? What determines the phase in
the quark-mixing matrix that describes CP violation?
Topology What is the fabric of space-time? Are there large extra dimensions?
An appealing solution to some of these problems is supersymmetry (SUSY),
discussed below. First, the current experimental status of the last, infamously
missing piece of the Standard Model is reviewed.
The Higgs boson
Weak isospin is not an exact symmetry due to the difference in mass within
the fermion doublets and between the masses of vector bosons. Attempting
to add mass terms to the electroweak Lagrangian destroys the gauge invari-
ance and results in a non-renormalizable theory. The Higgs mechanism [SM]
solves this problem by introducing a complex doublet of scalar fields which
have a scalar potential with a degenerate ground state. In this mechanism,
the SU(2)L⊗U(1)Y symmetry is spontaneously broken by the choice of ground
state about which to perform perturbative calculations. The mechanism gives
mass to the W±, Z0 bosons, leaving the photon as a massless neutral boson of
an unbroken U(1)em symmetry. The remaining degree of freedom is attributed
to the Higgs mass: a free parameter of the Standard Model that is yet to be
directly measured.
The existence of a Higgs boson or similar object(s), is also indicated by
the precision measurements of the e+e− → W+W− cross section at LEP, as in
Figure 1.1. The calculated cross section fits the data only when the tree level di-
agrams with trilinear gauge couplings, WWγ and WWZ0, supplement the neu-
trino exchange diagram. These additional diagrams lead to unitarity violating
divergences at high energies, which must be cancelled either by the introduction
of the Higgs channel or some other underlying mechanism. Similar unitarity







2 ≈ 1 TeV [Quig02].
A light Higgs boson is favoured by the current MW -mt-MH correlation, as
shown in Figure 1.2 and by global fits to electroweak data, as in Figure 1.3,
when analysed within the Standard Model framework. The 95% CL upper
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Figure 1.1: Cross section for e+e− → W+W− measured by the four LEP ex-
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Figure 1.2: Indirect (LEP 1, SLD)
and direct (LEP 2, Tevatron) mea-
surements of MW and mt. The mass
relationship as a function of the Higgs
















Figure 1.3: Indirect and direct exper-
imental limits on the Higgs showing
the χ2 of electroweak precision fit and
the 95% CL exclusion limit from direct
searches at LEP. [LEPEWG]
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limit including theoretical uncertainty is MH . 219 GeV and direct searches
conclude MH > 114.4 GeV [LEPEWG], so either the Higgs should soon be
discovered or the Standard Model analysis is misleading.
Supersymmetry
One of the most promising extensions to the Standard Model is supersym-
metry (SUSY), which introduces a fermion-boson symmetry and postulates
supersymmetric partners for all the known particles. Approximately doubling
the particle spectrum does not help reduce the number of free parameters, but
SUSY does have several attractive consequences. In the Standard Model, quan-
tum loop corrections to the squared mass of an elementary Higgs boson diverge
quadratically with the cut off scale, Λ [Ell98]. SUSY exploits the opposite signs
of boson and fermion loops to cancel the divergence and avoids artificial fine
tuning. SUSY also suggests convergence of the gauge couplings at high enough
energies and provides a mechanism for incorporating gravity.
1.2 The LHC and ATLAS
1.2.1 The Large Hadron Collider
The significance of the TeV scale to searches for the Higgs and New Physics,
and the energy limit of the LEP synchrotron, have stimulated the construction
of the Large Hadron Collider (LHC) facility at CERN. Counter-rotating beams
of protons will collide with unprecedented energy and luminosity providing
abundant event rates for rare physics channels. The 14 TeV proton-proton
centre-of-mass energy should provide several TeV to the hard physics process.
The luminosity should initially be Llow = 1033cm−2s−1, and then be increased
to the design luminosity, Lhigh = 1034cm−2s−1. Proton bunches will cross every
25 ns to produce about 23 interactions per crossing at design luminosity. First
collisions are scheduled for 2007.
1.2.2 The ATLAS Detector
Overview and physics aims
The inherent QCD background at a hadron collider presents a challenging en-
vironment from which to glean interesting physics. The LHC particle detectors
must have fast response times, fine granularity and be radiation hard. The
ATLAS detector [ATL99], shown in Figure 1.4, has been designed to meet
these stringent requirements. It is a general purpose detector that enables
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many known physics channels to be precisely measured and many new physics
channels to be searched for:
Higgs boson(s) Elucidating the mechanism of electroweak symmetry break-
ing is the priority for the LHC. H → ZZ∗ → 4l is the most promising
Higgs channel in ATLAS for 130 .MH . 180 GeV.
SUSY searches Supersymmetry signatures, often characterized by missing
ET and a lepton tag, should be clearly observable in ATLAS.
Top physics The LHC will be a top factory allowing precise measurements of
the top mass and interesting top phenomenology studies (e.g. t→ H+b).
Excellent b-tagging is required.
B-physics CP violation in the B-sector should be significant. Although AT-
LAS lacks the pi/K separation of LHCb [LHCb03], the copious b-quark
production rate can still be exploited by ATLAS, through b-tagging and
soft lepton tags.
The most exciting prospect is that of unexpected physics. Configuring AT-
LAS to difficult benchmark signatures should enhance sensitivity to any new
channels.
The data rate at ATLAS must be reduced for feasible readout and storage.
The numerous raw events are filtered by a three level trigger system. The aim
is to remove minimum bias events from the interesting physics. The 1 GHz
interaction rate is reduced to 100 kHz by the level 1 trigger, with events placed
in a pipeline pending the trigger decision. The second level trigger uses full
granularity to examine regions of interest identified by level 1. After the level
3 filter and event builder, the storage rate is 100 Hz, amounting to 1 Pbyte per
year of running. Computational grids are being developed to handle the data
analysis [Fos99].
Only the ATLAS Inner Detector, which is relevant to this work, is outlined
below with an emphasis on recent developments. Detailed descriptions of all
the sub-detectors shown in Figure 1.4, are provided elsewhere [ATL99].
Inner Detector
Charged particles emerging from the interaction point with pseudorapidity1
|η| < 2.5 are tracked by the ATLAS inner detector, shown in Figure 1.5, which
has three elements:
1η ≡ − ln tan(θ/2), where cos θ = pz/p defines the production angle θ with respect to the
beam axis.





Figure 1.5: The ATLAS Inner Detector is 7 m long with an outer radius of
1.15 m. [ATL97].
Pixels The Pixel Detector precisely measures particle tracks close to the in-
teraction point to assist the momentum and impact parameter measure-
ments and allow space-tagging of τ -leptons and b-quarks. The 3 detector
layers are built up from sensors, segmented into 46,080 pixels, each of
50×400 µm, to provide a 12 µm RΦ resolution and 66 µm in Z. In total,
nearly 80 million channels are contained within the 1.4 m long, 0.5 m
diameter detector.
The pixel layout has changed significantly since the TDR [ATL99]. Due
to a revised, multi-layer beam pipe design, the radius of the inner B-layer
has increased from 43.0 mm to 50.5 mm [Gad00]. The length of the pixels
has also increased from 300 to 400 µm. A pixel support tube will allow
the pixel detector to be inserted at a later date, but the material has
increased by a factor of 1.5 in radiation length [Gar03a]. The detector
may initially be configured with only 2 of the 3 layers.
SCT The SemiConductor Tracker provides eight precision measurements via
4 layers of back-to-back silicon microstrip detector modules. The 80 µm
strip pitch ensures a 16 µm RΦ resolution for each module and a stereo
angle of 40 mrad allows 580 µm in Z. The detector contains 61 m2 of silicon
detectors, with 6.2 million channels, read out by radiation hard optical
links at a total data transfer rate of up to 40 Gbytes s−1. The detector
radial coverage of 300-520 mm provides a large lever arm to contribute to
track momentum and impact parameter measurements, and aids pattern
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recognition: both current track finding algorithms start in the precision
trackers (Pixels + SCT).
The barrel region comprises four concentric carbon-fibre cylinders onto
which the modules are mounted via brackets. The close placement of the
modules requires precise, robotic mounting techniques. Both end-caps
contain nine coaxial wheels, each with up to three annular rings of tapered
modules. The SCT support structures are complete and are currently
being populated with services and modules, as shown in Figure 1.6.
Figure 1.6: The smallest SCT barrel (1.5 m, Ø 600 mm), complete with read-
out harnesses, but prior to module mounting.
TRT The Transition Radiation Tracker provides continuous tracking via an
array of Ø 4 mm straw drift-tubes and assists particle identification. A
double-threshold readout distinguishes between charge liberated by min-
imally ionizing particles and signals from transition-radiation produced
in polypropylene foils or fibres between the straws. When an ultra-
relativistic particle traverses the dielectric boundary, soft X-rays will be
produced, which should be detected by the predominantly xenon filled
drift-tubes. This enables discrimination of electrons from heavier parti-
cle tracks, which is particularly useful in B0d → J/ψK0s with J/ψ → e+e−,
to overcome the combinatorial background. The 370,000 straws improve
the combined detector momentum measurement and pattern recognition
and aid the level 2 trigger. Test beam results indicate a ∼130 µm RΦ
resolution is feasible. The barrel modules are now complete and are being
assembled onto the support structures. [Mits03]
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1.3 Alignment
The positions of the active detector elements within a particle tracker must be
very well known to accurately reconstruct tracks left by long lived charged par-
ticles. The procedure of determining the detector positions is called alignment.
In previous high energy physics experiments, sufficiently precise alignment has
traditionally been achieved with track data alone, by examining the hit resid-
uals from the fitted particle trajectories. Aligning the ATLAS Inner Detector
solely by this method presents several problems:
• The ATLAS Inner Detector is comparatively enormous: the pixels and
SCT are a factor of ten in volume larger than the current largest silicon
system (of CDF II). A critical concern for ATLAS is whether the large but
low mass tracking detector will be sufficiently stable to permit alignment
with tracks. Short-term detector instabilities threaten to severely degrade
the alignment precision achievable with tracking data alone (see below).
• The LHC presents new challenges to track based alignment methods,
which did not feature at LEP. The well determined beam energies at
LEP were entirely transferred via e+e− annihilation to the collision debris,
providing a valuable alignment constraint. At the LHC, only an a` priori
unknown fraction of the proton’s momentum will be carried by the quark
or gluon constituents that collide. In addition, the transverse momentum
of Z0 bosons will not be essentially zero as at LEP, so valuable back-to-
back dilepton decays cannot be exploited.
• In general, the detector occupancy will be extremely high due to pile-
up of minimum bias events. These low momentum events do not aid
alignment, due to the dominance of multiple scattering.
• The solenoidal magnetic field will be significantly non-uniform, especially
in the forward regions.
• Track based methods alone cannot remove a number of degenerate and
weakly constrained modes of detector deformations. [Hin04] (see Chap-
ter 5).
Nevertheless, the high LHC luminosity implies that only twenty four hours
of track data should suffice to align the Inner Detector to a statistical precision
of few microns, provided that the detector is stable. The challenge will be to
understand the detector stability, sagitta deformations (see Chapter 5) and
associated systematics. Several sources of instability could severely degrade
track based alignment methods for the ATLAS SCT. For example, the power
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dissipation in the front-end electronics will vary with luminosity by between
15-30 kW, leading to large and varying thermal gradients between the front-
end chips and cooling pipes. These will induce distortions of the SCT on time
scales potentially shorter than the twenty four hours needed to collect sufficient
track data for averaging.
Previous and Proposed HEP Alignment Systems
Several other High Energy Physics experiments have employed or proposed
systems to monitor the alignment of tracking detectors.
ALEPH The silicon vertex detector was monitored by an optical fibre laser
system that projected intense (6 W) laser pulses (50 ns) once per minute
onto the silicon detectors for direct acquisition. Temperature correlated
short term (several hours) movements of 5-12 µm were observed, with
longer term (months) movements2 of ∼20 µm. Periods of degraded b-
tagging performance were identified. The system did not permit complex
deformation reconstruction but rigid body alignment corrections were
implemented. [Sgu99]
DELPHI The microvertex detector employed capacitive displacement sensors
to monitor the alignment. Despite noise problems, movements of up to
15 µm radially and 50 µm in Rφ were measurable. [Cac92]
ZEUS Laser beams and transparent silicon detectors forming straightness
monitors parallel to the beam axis, have been installed in the microvertex
detector. [Mat01]
Mark II SLC Capacitive displacement sensors in the vertex detector moni-
tored diurnal variations of ∼20 µm. [Bre91]
CDF II A RASNIK system has been installed in the upgraded CDF detector,
as described in Chapter 6 [Sal98, Gol02].
CMS An alignment system to monitor the silicon tracker has been proposed
consisting of collimated laser beams traversing, primarily end-cap mod-
ules. The system is designed to provide an absolute accuracy of 100 µm
with a relative positional precision of 10 µm. A LINK laser system con-
nects the tracker alignment system with the muon alignment system,
which is based on point sources (LEDs) and CCDs. [Ost01]
ALICE An alignment system for the Inner Tracking System is under devel-
opment, based on microtelescopes and CCDs. [ALI99]
2Fibre pointing stability potentially contributed to the apparent long term movement.
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An Alignment System for the ATLAS SCT
The challenge of aligning the ATLAS Inner Detector, has stimulated the devel-
opment of novel optical techniques for in-situ monitoring of particle detectors.
An alignment system has been developed [How01] that will measure the SCT
shape on a time scale of a few minutes. The alignment system is based on a
geodetic grid of length measurements between nodes attached to the SCT. Com-
bining these measurements will allow the node positions to be reconstructed.
These node positions will be interpolated to determine the detector module co-
ordinates. Lengths in the geodetic grid will be measured simultaneously using
Frequency Scanning Interferometry (FSI). The system and its implementation
are detailed in Chapters 2 and 5.
The SCT alignment system is designed to function during the operation
of ATLAS, so that runtime alignment corrections can be applied, potentially
improving trigger efficiencies. The system will complement track data in the
complete alignment strategy, as described in Chapter 5. The main benefits of
the ATLAS SCT alignment system are:
• Continuous alignment during operation of ATLAS.
• An understanding of detector shape on day one of physics.
• Direct measurements of short timescale motions that degrade track based
alignment.
• Direct measurements of complex distortions that cannot be determined
with tracks alone.
• The system will quicken the detector commissioning phase and rapidly
enhance the sensitivity of ATLAS to discovery and precision physics,
beyond that achievable with tracks alone.
1.4 Conclusion
Within the next decade, the ATLAS experiment at the LHC will probe the
nature of electroweak symmetry breaking and explore an energy regime that
promises to revolutionize our understanding of the fundamental constituents
of matter. The challenging LHC environment places extraordinary demands
on detector technologies and on the alignment of suitable tracking detectors.
A novel alignment system has been developed that will rapidly enhance the
sensitivity of ATLAS to discovery and precision physics. This thesis contributes
to these developments.
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Chapter 2
Length Measurements with FSI
2.1 Introduction
Frequency Scanning Interferometry (FSI) enables remote, multiple, simultane-
ous and precise length measurements. This chapter concerns the development
of FSI as the basis for the ATLAS SCT alignment system, following the moti-
vation in Chapter 1.
An FSI system has been developed to overcome the challenges of making
robust, precise measurements within the hostile, inaccessible environment of
the ATLAS SCT, as discussed in Section 2.2.
Section 2.3 introduces the principles of FSI and reviews the prototype FSI
system and the FSI data analysis technique that was developed in previous
work. Advances in the FSI technique that improved the reliability and precision
of the measurements, are detailed in Section 2.4. These advances were required
for the FSI grid measurements described in Chapters 3 and 4.
The ATLAS FSI system must be tolerant to spurious reflections and to vary-
ing thermal gradients that modulate the refractive index of the gas within the
SCT, as discussed in Sections 2.5 and 2.6 respectively. Adverse effects on FSI
from poor quality retro-reflectors were investigated, as in Section 2.7. The FSI
components have been designed to minimize spurious effects, as summarized in
Section 2.8.
2.2 ATLAS SCT Alignment System
2.2.1 Alignment System Concept
An alignment system based on Frequency Scanning Interferometry (FSI) has
been developed to monitor shape deformations of the ATLAS semiconductor
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tracker (SCT) [How01]. The alignment system consists of a network of interfer-
ometers that measure the distances between nodes attached to the SCT. The
distance measurements form a geodetic grid, which is solved to reconstruct the
node positions. The requirement that grid shape variations are reconstructed
to 10 µm in three dimensions, as discussed in Section 5.2.1, imposes a precision
of 1 µm on each one dimensional distance measurement. Data from the FSI
system is combined with track and initial X-ray survey data and with informa-
tion from FEA models of the SCT support structure in a coherent alignment
strategy.
FSI relies on scanning the frequency of a narrow line-width laser to induce
simultaneous phase shifts in multiple interferometers. The length of each in-
terferometer is determined by comparing its phase shift with the phase shift in
a reference interferometer. The ratio of phase shifts gives the ratio of interfer-
ometer lengths. The technique is a form of absolute distance interferometry:
the lengths are determined afresh with each FSI scan, rather than observing
length differences by continuously monitoring the interferometer phase. The
FSI system can therefore be powered down as necessary, without penalty in
subsequent FSI measurements.
The FSI system provides precise, rather than accurate1, length measure-
ments relative to a thermally stabilized, evacuated reference interferometer.
The measurements need to be only precise, rather than accurate and trace-
able to the internationally defined metre, primarily because the location of the
geodetic grid nodes will not be known to micron level accuracy relative to the
module co-ordinates. This precludes the possibility of an absolute calibration of
the SCT alignment system, even with accurate length measurements. Instead,
the FSI system should be calibrated by an X-ray survey [Dou01] of the SCT
that determines the initial positions of all silicon modules. During ATLAS op-
eration, consecutive FSI scans will precisely follow short timescale movements
of the silicon modules induced by deformations of the SCT structure, allow-
ing appropriate corrections to be applied to track based alignment methods.
The calibration and implementation of the FSI system in ATLAS is discussed
further in Section 5.5.
2.2.2 Grid Line Interferometer
The hostile, inaccessible environment of the ATLAS SCT imposes strict re-
quirements on the design of the interferometers that constitute the on-detector
FSI system. The interferometers should:
• be remotely measured.
• be tolerant to harsh radiation. Particle collisions at the centre of ATLAS
will subject the SCT to a gamma dose of 10 MRad (in silicon) over 10
1Precision represents the spread of measurements about the mean, whereas accuracy
qualifies the relation of the mean to the true value.
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years and a total flux of around 1014 (1 MeV equivalent) neutrons [ATL97,
Tur01].
• have components of minimal mass and radiation length to reduce multiple
scattering of elementary particles.
• have compact components that operate within the confined space between
SCT modules, services and support structures.
• continue to function for the &10 year lifetime of ATLAS without access
for adjustment or maintenance.
The solution is a fibre coupled interferometer for each line in the ATLAS grid.
These Grid Line Interferometers (GLI) consist of two components with a com-
pact, rugged, low mass, zero-maintenance design, as shown in Figure 2.1. The
main component is called a quill consisting of two parallel single-mode fibres
and a fused silica beam-splitter. The other component is an external retro-
reflector. The GLI components are clustered into jewels2 that are secured to
the SCT support structure to form the grid nodes. A quill in one jewel points
to a retro-reflector in another jewel to form a GLI. The distance between the
quill and retro-reflector is measured by FSI.

















Figure 2.1: The Grid Line Interferometer design for the ATLAS FSI system.
The wide angle beam emerging from the quill provides tolerance to small mis-
alignments which may occur during the 10 year operational lifetime. As a trade
off, the interferometer provides a return signal of around only 1 pW per mW
of input power, for a 1 m GLI length.
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Light enters the interferometer via the delivery fibre. A partial reflection
from the beam-splitter forms the short path of the interferometer (the V-mode),
which is combined with a long path via the retro-reflector (the R-mode). The
resulting interference, described in Equation 2.4 is coupled into the return fibre
to a remote avalanche photodiode (APD).
The plane wave approximations at the return fibre for the spatial complex
amplitude of the two reflection modes are,
uV,R = UV,Re
iθV,R . (2.1)
The measured quantity is the intensity, which by the superposition principle
of light waves is the absolute square of the sum of these complex amplitudes
[Hec87]:
I = |uV + uR|2 = |uV|2 + |uR|2 + uVuR∗ + uV∗uR (2.2)
= UV
2 + UR
2 + 2UVUR cos(θV − θR). (2.3)
If PV,R denote the powers of the reflection modes coupled into the return fibre,
then the power of the resulting interference is,
PFSI = PV + PR + 2
√
PVPR cos(ΘGLI) (2.4)






ν = the frequency,
D = the optical path difference of the GLI.
Scanning the optical frequency therefore creates sinusoidal variation in the
interference signal in the return fibre that is measured by the APD. The mea-
sured mean power, PDC and mean amplitude, PAC, of the FSI fringes are:












where the visibility, γ = PAC
PDC
.
The beam-splitter design was tuned to maximize the signal to noise and
suppress unwanted multiple reflections (termed W-mode) within the beam-
splitter [Coe01, Mit02]. The beam-splitters installed in ATLAS have a thickness
of 2.5 mm and the front surface angled by 4.0◦ [Qui02].
3Equation 2.8 is used in Chapter 3
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2.3 Frequency Scanning Interferometry
This section reviews the culmination of previous developments of the FSI tech-
nique for the ATLAS SCT alignment system. [Nic96, Fox96, Gre99, Coe01,
Mit02]
2.3.1 Basic Principle of FSI
FSI is a technique for multiple, simultaneous and precise distance measure-
ments. A narrow line-width tunable laser simultaneously illuminates multiple
interferometers (the GLIs) to be measured and a reference interferometer. As
the optical frequency is scanned, a phase shift is induced in all interferometers,
at a rate that is proportional to the optical path difference (OPD) of each in-
terferometer. From Equation 2.5 and assuming a fixed OPD, the phase shift






∆ν = the frequency scan interval,
D = the OPD of the GLI.






where L = the OPD of the reference interferometer.








The length4 of any GLI, DGLI, is determined from this phase ratio, q, the
calibrated length, L, of the reference interferometer and the refractive indices







In practice, any drift in OPD of an interferometer induces a large error on
the phase ratio estimate, q, for short FSI scans. These errors are significantly
reduced by tuning the frequency of two lasers in opposite directions, so that
4The physical path difference between the two interferometer arms.
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the drift errors cancel to first order, as explained in Section 2.3.3. In isola-
tion, the dual laser drift cancellation technique does not provide the required
precision for the ATLAS FSI system. The required precision is achieved by
drastically extending the effective interval of the frequency scan, as described
in Section 2.3.3.
2.3.2 Prototype FSI System
Optical Layout
The FSI demonstration system, developed in previous work, was connected
to the prototype grid testing apparatus, described in Chapter 3 to form the
prototype FSI system, shown in Figure 2.2. The prototype grids were evaluated







































NBS = Non-polarising Beam-splitter
BD = Beam Dump
PD = Photodiode
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Lasers and Beam Delivery Reference Interferometer System
BD
Filter
Figure 2.2: The optical layout of the prototype FSI system comprising 3 parts:
the dual laser and beam delivery system, the reference interferometer system,
and the remote grid testing apparatus described in Chapter 3.
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The dual laser and reference interferometer system was arranged on a
steel optical table that was isolated from extraneous vibrations by pneumatic
dampers. The function of each optical component is summarized below. Fur-
ther details are documented elsewhere [Coe01, Mit02].
The following components formed the dual laser and beam delivery system:
Lasers Two narrow line-width (<300 kHz) coherent light sources were pro-
vided by a pair of semiconductor tunable lasers that shared an external
cavity diode Littman-Mettcalf design [Har91]. The cavity length could
be modulated via a piezo-electric actuated mirror to tune each laser fre-
quency; over a range of 67 GHz for Laser 1 (New Focus 6226) and 93 GHz
for Laser 2 (New Focus 6300). The wavelength of Laser 1 could also be set
in the range 818 nm to 851 nm in 0.01 nm steps. This enabled the coarse
tuning required to drastically extend the frequency interval of the FSI
scan, as in Section 2.3.3. Laser 2 had a midpoint wavelength of 836 nm.
Choppers (New Focus 3501) A pair of choppers were phase locked and ar-
ranged so that only one laser illuminated the interferometers during any
data acquisition cycle. In some FSI scans, extreme jitter of the chop-
per phase led to synchronization failure, called chopper cross-over, that
caused severe glitches in the unwrapped long reference phase, as in Sec-
tion 2.3.3.
Optical Spectrum Analyser Comprising a scanning Fabry-Pe´rot confocal
etalon and photodiode, this device enabled the laser spectra to be moni-
tored during tuning for phase continuity and single-mode operation.
Faraday Isolator The lasers were isolated from back reflections via down-
stream components, to guard against tuning disruption. These reflections
were attenuated by &30 dB with this device, which exploited the Faraday
effect to rotate by 45◦ the linear polarization axes of through going light.
Back reflections underwent a total rotation of 90◦ and were blocked by a
polarizer nearest the lasers.
Anamorphic Prism Pair The elliptical profiles of the laser beams were ap-
proximately circularized to improve fibre coupling and interferometer vis-
ibility.
Optical Fibre Coupler Light was focussed and launched into the fibre that
conveyed power to the prototype geodetic grid. The input end of the fibre
was finely positioned using a 3 axis stage, to coincide with the focus of
the incoming laser beam.
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CCD A camera was added to the system to aid realignment of Laser 2, which
had been removed and repaired. While Laser 1 illuminated the system,
the fibre coupler was adjusted to maximize the power coupled into the fi-
bre. The beam of Laser 2 was then iteratively steered with two mirrors to
maximize the light coupled from Laser 2 into the fibre and simultaneously
ensure both laser spots were coincident on the CCD. This procedure opti-
mized the collinearity of the laser beams. The visibilities in the reference
interferometers were checked and a small improvement (∆γLR〈γLR〉 ∼ 13%,
∆γSR
〈γSR〉 ∼ 2%) was found compared to the visibilities for the alignment of
Laser 2 before repair. During FSI measurements, the optical path to the
CCD camera was blocked.
The remaining components formed the reference interferometer system, that
precisely measured the frequency tuning interval:
Wave-meter (Burleigh 2100) A scanning Michelson interferometer provided
a check of the wavelength of each laser to ∼±0.1 nm.
Power Monitor A photodiode (Thorlabs PDA50) monitored variations in op-
tical power entering the reference interferometer system.
Etalon The coarse tuning frequency interval of Laser 1 was monitored by
an air spaced Fabry-Pe´rot etalon (Tec Optics EA 202) that had a free
spectral range of 10 GHz.
Long Reference Interferometer (LR) This defined the reference length
against which all other interferometers were compared. Stability of this
length was paramount to the repeatability of FSI measurements. The
design of this Michelson interferometer exploited low CTE (∼1 ppm K−1)
invar alloy rods to reduce thermally induced length changes. The LR was
surrounded by thermal insulation and one end was supported on Teflon
sheets to reduce friction caused by differential thermal expansion of the
optical bench relative to the LR. The physical path difference between the
two interferometer arms was assumed fixed at the previously estimated
value of 859.09 mm [Coe01].
Piezo mounted mirror The mirror in the long arm of the LR was mounted
on piezo-electric transducer. The mirror was displaced to modulate the
OPD and implement phase stepping, as described in Section 2.3.2.
Short Reference Interferometer (SR) This Michelson interferometer
shared the LR design, but had a shorter length of ∼170.42 mm. The SR
was essentially a stable reference GLI, used to resolve ambiguities in the
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data analysis by comparing the measured SR length with its previously
calibrated length. This verification process was automated, as described
in Section 2.4.3.
The grid testing apparatus is detailed in Chapter 3.
Data Acquisition (DAQ) System


































Figure 2.3: Control and data acquisition for the prototype FSI system.
A computer controlled the hardware and read out the acquired data in real
time via a National Instruments VME-MXI-2 interface to two cards:
Clock and Control Card (CNC) [Mit02] A custom-built card generated
synchronized control signals for laser tuning, beam chopping, phase step-
ping and thermometer multiplexing.
Burr-Brown MPV 901 ADC The filtered analogue signals from the pho-
todiodes and the multiplexed thermometer signals were digitized by this
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card and read out via VME to the computer. The 12 bit ADC had 16
channels.
At the start of an FSI scan the computer also directly set via GPIB5 the start
and stop wavelengths that defined the total coarse tuning frequency interval of
Laser 1.
DAQ Cycle
Data was acquired in two operational modes defined by the rate of laser fre-
quency tuning: fine tuning and coarse tuning. The devices recorded in each
operational mode are shown in Table 2.1. The read out sequence formed one
DAQ cycle which repeated every 2 ms. All devices were recorded during fine
tuning but only the etalon and the synchronization signal were recorded during
coarse tuning. This quasi-continuous monitoring of the etalon was required to
acquire sufficient data to count the narrow resonant frequency etalon peaks in
an automated procedure, for the purposes described in Sections 2.3.3 and 2.4.4.




3 APD 0 Etalon
4 APD 1 Etalon
5 APD 2 Etalon
6 APD 3 Etalon
7 APD 4 Etalon
8 APD 5 Etalon
9 APD 6 Etalon
10 SYNC SYNC
11 Power Monitor Etalon
12 Thermometer Multiplexer Etalon
Table 2.1: The sequence of a DAQ cycle during fine or coarse tuning. The
cycle repeated every 2 ms for the clock rate set.
LR Phase Stepping
The choppers were synchronized so that each laser alternately illuminated the
reference interferometer system for 4 consecutive DAQ cycles, to allow the
5General Purpose Interface Bus
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LR phase to be measured. During these 4 cycles the piezo mounted mirror
of the LR was displaced to modulate the LR OPD. The piezo displacement
was approximately linear and the time intervals between 4 LR intensity mea-
surements were approximately equal. The measurement were therefore made at
equal steps in LR phase, necessary for the phase extraction algorithm described
in Section 2.3.3.
One extra redundant DAQ cycle was allowed between alternate groups of
4 DAQ cycles, to contain chopper cross-over between lasers. The chopper cycle
therefore repeated every 10 DAQ cycles as shown in Figure 2.4. The DAQ clock
rate from previous work was retained at 500 Hz so the chopper cycle rate was
50 Hz.




















2 3 4 5 6 7 8 9 10DAQ Cycle
Figure 2.4: The sequence of 10 DAQ cycles in a chopper cycle. The voltage
ramp that controlled the LR piezo to implement phase stepping is shown. This
chopper cycle repeated every 20 ms for a DAQ rate of 500 Hz.
The CNC card controlled the timing of the voltage ramp that set the LR
piezo in motion. These timing signals were adjusted so that the 4 positions
of the piezo when the LR intensity was read, were equal for both lasers. Any
mismatch would lead to a systematic error between lasers during LR phase
extraction. A piezo balancing procedure similar to that documented elsewhere
[Mit02] was followed to determine the relevant pulse width shown in Table 2.2.
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Table 2.2: The width of the timing pulses determined by the piezo balancing
procedure, for a DAQ rate of 500 Hz.
2.3.3 FSI Data Analysis
The techniques described in this section were developed in earlier work [Coe01,
Mit02]. Advances on this previous work are described in Section 2.4.
Overview
An FSI measurement was performed by monitoring the phase shift in all inter-
ferometers as the optical frequency was scanned. Continuous changes in phase
of the LR could only be directly measured during fine tuning. In isolation,
the fine tuning ranges of the lasers were insufficient to achieve the required
precision. Therefore Laser 1 was coarse tuned between fine tuning subscans to
drastically extend the frequency interval of the complete FSI scan, as shown
in Figure 2.5. Laser 2 could not be coarse tuned. During fine tuning subscans




















Figure 2.5: An overview of the frequency tuning subscan sequence that formed
a basic FSI scan. The fine tuning ranges of both lasers are exaggerated.
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cancellation technique described below. During coarse tuning, Laser 2 was
simply rewound ready for the next fine tuning subscan. The etalon monitored
the coarse tuning interval of Laser 1 so that the total phase shift could be
determined by linking the fine tuning subscans, as described below.
LR Phase Extraction and Unwrapping
The change in laser frequency was monitored during fine tuning by measur-
ing the phase change in the LR. The LR phase was extracted by a modified
Carre´ algorithm [Coe01] detailed below, from the 4 LR intensity measurements
recorded for each laser during a chopper cycle. The phase steps were assumed
to be of equal size, αS, with 0 < αS < pi, and centred on the phase ΦMID. The
LR intensity for each phase step, n=1. . . 4, was,
In = I0
[



















I2 − I3 − 1
)]
(2.14)
provided (I2 − I3) 6= 0, otherwise:
αS =
{
0 if (I2 > I1) AND (I3 > I4)
pi if (I2 < I1) AND (I3 < I4)
(2.15)
or exceptionally, an error had occurred. The extracted LR phase modulo pi,





αS)(|I2 − I4|+ |I1 − I3|)
|I2 − I4| − |I1 − I3|
]
(2.16)
The interferometer phase Φ is the sum of the local phase φ and a multiple m
of 2pi. The following notation is introduced [Coe01]:
Φ = φ+ 2mpi (2.17)
= 〈φ,m〉
where −pi ≤ φ < pi and m is an integer, called the order number. The operator
fold() reduces the phase Φ to the local phase:
fold(Φ) = φ (2.18)
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The folded, extracted local LR phases φi from each chopper cycle, i, of a fine
tuning subscan that survived extraction errors [Coe01] were unwrapped with
the aim of producing a continuous function of LR phase measurements, Φi.
The original phase unwrapping and glitch finding algorithms [Coe01] did not
correct all phase discontinuities that disrupted FSI measurements. The phase
discontinuities arose from periods of multi-moded lasing or chopper cross-over.
The increasing propensity of multi-moded lasing motivated the development of
a new phase unwrapping algorithm, described in Section 2.4.2.
GLI Intensity Sine Fitting
The unwrapped LR phase provided a frequency axis against which the other
interferometer phases were compared. No phase stepping was performed in
the other interferometers. The required LR to GLI phase ratio, q, from Equa-
tion 2.11, was estimated by fitting the intensity of the GLI interference fringes
versus the LR phase, with,




from Equations 2.4, 2.6 and 2.7 and where α is an arbitrary phase offset.




[PFSI(PDC, PAC, q, α,Φi)− Yi(Φi)]2
PAC
(2.20)
where the summation is over all synchronous data points in a fine tuning sub-
scan and Yi(Φi) is the GLI intensity data.
For perfectly sinusoidal interference the variation of χ2 with q takes the
form of an inverted sinc function [Coe01], exhibiting a distinct, deep minimum
into which the fit should settle. Deviations from this form indicate an error,
such as a phase glitch, or poor quality GLI fringes, that typically resulted in a
large systematic error. This χ2 profile was therefore a useful diagnostic tool.
Sine fits were performed for all interferometer data from all fine tuning
subscans and for both lasers. The sine fitting dominated the computation time
of the analysis. For 12 interferometers6 and 4 fine tuning subscans the sine
fitting took ∼2.3 minutes on a 1.6 GHz Pentium r© 4 processor. A small PC
farm is envisaged to process data for the 842 GLIs of the ATLAS FSI system,
to provide the SCT alignment corrections in quasi real time.
67 GLIs, SR and 4 pseudo-GLIs from the 4 phase steps of the LR for cross-checking.
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Dual Laser Drift Cancellation
If the optical path difference of an interferometer linearly drifts during an FSI
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Any relative interferometer drift error, ε, is therefore magnified by a factor
Ω. In the prototype FSI system the fine tuning range ∆ν ≈ 70 GHz and
the mean laser wavelength, λ ≈ 836 nm, so Ω ≈ 5000. Therefore a 1 nm
relative linear drift between interferometers of length 1 m induces a 5 ppm
error (equivalent to 5 µm length error) in the phase ratio qk, determined from






(1 + Ωkεk). (2.28)
Importantly, by scanning the laser frequencies in opposite directions, the phase






7Opposite direction frequency scanning is not strictly required to reduce drift errors, but
tuning the lasers in the same direction was found to provide inadequate drift correction due
to increased sensitivity to errors in ρ [Coe04].
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where ρ = ε2Ω2
ε1Ω1
. The measurements are conducted to ensure the drift errors, ε1
and ε2, are approximately equal for both lasers, so that the ratio of drift error
terms, ρ, may be decoupled from interferometer drift, ρ ≈ Ω2
Ω1
.
An example of dual laser drift cancellation is shown in Figure 2.6.
Figure 2.6: Dual laser drift cancellation: the phase ratio estimate from two
lasers scanning in opposite directions may be combined to cancel linear drift
errors.
Subscan Linking
The above dual laser drift cancellation technique significantly improves the esti-
mate of the phase ratio, q, corresponding to the ratio of interferometer lengths.
Despite this improvement, the 1 µm length measurement precision required for
the ATLAS FSI system, is not directly met using the phase ratio estimated
from only one fine tuning subscan. The precision is primarily limited by the
fine tuning range of the lasers (tens of GHz) and the residual GLI phase errors
from the sine fit. The precision can be improved by extending the frequency
interval of the scan, which importantly reduces the relative contribution of the
GLI phase errors to the ratio of interferometer lengths.
In practice, the frequency interval is extended by coarse tuning one laser
between two fine tuning subscans. The coarse tuning provides a large and
rapid shift in frequency over several THz. The advantage of this method is
that the large frequency interval is spanned rapidly, to minimize the total scan
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time and thus reduce susceptibility to additional interferometer drift errors.
The challenge is that the frequency shift during coarse tuning is too rapid for
the LR phase to be reliably extracted by the phase stepping method described
above. Therefore, the phase difference between the two fine tuning subscans is
initially unknown. The process of linking the phase information between fine
tuning subscans is described in this section. Once the phase has been linked ,
the improved phase ratio is determined from the measured phase difference







First the LR phase is linked from subscan A to subscan B using the change in
laser frequency monitored by the etalon to determine ∆ΦAB. Only after the
LR phase is linked, can the GLI phase also be linked to determine ∆ΘAB.
Figure 2.7: Subscan linking for the Long Reference Interferometer (LR). A
comb of etalon peaks create reference markers that enable the phase informa-
tion from subscan A to be linked to subscan B. The LR phase values at a peak in
each subscan are well measured locally (green points), but the phase difference
between these points is initially unknown. An extrapolation from the peak in
subscan A predicts the phase at a peak in subscan B (pink point). The extrapo-
lation is then corrected using the difference between the predicted phase and the
locally measured phase in subscan B.
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The LR phase difference between subscans is determined with the aid of
the etalon, which generates a reference comb of peaks with equal frequency
spacing, as shown in Figure 2.7. Prior knowledge of the etalon to LR phase
ratio allows an extrapolation of the LR phase information from subscan A to
subscan B. The locally measured phase in subscan B can be used to correct the
prediction, provided that the extrapolation is correct to within ±pi as detailed
below.
The LR phase difference between the two fine tuning subscans, ∆Φ, is
initially estimated by counting the number of etalon peaks during coarse tuning:
∆Φ(N) = 2piNqET (2.31)
where qET is the best estimate of the phase ratio of the etalon and N is the
number of etalon peaks between a peak in subscan A and a peak in subscan B.
This estimated phase difference is added to the LR phase at the peak in
subscan A, Φa, to provide a prediction, Φc of the LR phase at the peak in
subscan B:
Φc = Φa +∆Φ(N) = 〈φc,mc〉 (2.32)
following the notation introduced on page 25. The difference between the
prediction and the locally measured LR phase at the peak in subscan B, Φb,
provides a correction, (φbc), to the total phase difference:
Φb − Φc = (φb − φc) + 2pi(nb + ψab −mc) = 〈φbc, 0〉 (2.33)
where ψab is the integer multiple of 2pi in LR phase between the phase con-
ventions in subscans A and B [Coe01]. Importantly, for this correction to be
valid, the prediction must lie within ±pi of the locally measured LR phase at
the peak in subscan B. Therefore the sum of order number terms on each side
of Equation 2.33 must be zero. On the left hand side, the order number terms
are within the brackets following 2pi and in the term8,
φb − φc = fold(Φb)− fold(Φc) = 〈φbc, g〉 (2.34)
where −1 ≤ g ≤ 1. Equating the order number terms in Equations 2.33 and
2.34:
ψab = mc − g − nb (2.35)
Once ψab is determined, the link corrected phase difference between the two
mid-points in subscans A and B may be derived,
∆ΦAB = ΦMID(B) − ΦMID(A)
= 〈φMID(B), (nMID(B) + ψab)〉 − 〈φMID(A),mMID(A)〉 (2.36)
8Note in general, fold(X − Y ) 6= fold(X) − fold(Y ), since −pi ≤ LHS < pi, whereas
−2pi < RHS < 2pi.
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The role the etalon played in monitoring laser tuning for LR phase linking,
is taken up by the linked LR phase for linking the GLI phase. The parameters
from the best fit sine function provide an estimate of the GLI phase at the





The difference between a GLI and the LR is that the GLI length drifts9.
Therefore the mid-point GLI phase in subscan B, ΘB, needs to be corrected
for the drift that occurred while the laser tuned between mid-points of each
subscan:
Θ˜B = ΘB −∆ΘDRIFT (2.38)
where ∆ΘDRIFT is the drift correction, explained below. All terms affected by
this drift correction are denoted by a tilde, ∼. The steps for linking the drift
corrected GLI phase are analogous to the steps for LR phase linking.
The GLI phase shift between subscans, ∆Θ, is initially estimated from the






The estimated phase difference is added to the mid-point GLI phase of sub-
scan A, ΘA, to provide a prediction, ΘC , for the mid-point GLI phase in sub-
scan B,
ΘC = ΘA +∆Θ = 〈θC,MC〉 (2.40)
As before, the difference between the prediction and the locally measured (drift
corrected) mid-point GLI phase of subscan B, Θ˜B, must lie within ±pi. By
analogy with Equations 2.33 and 2.34,
Θ˜B −ΘC = (θ˜B − θC) + 2pi(M˜B −MC) = 〈θ˜BC , 0〉 (2.41)
and θ˜B − θC = fold(Θ˜B)− fold(ΘC) = 〈Θ˜BC, G〉. (2.42)
Substituting Equation 2.42 into Equation 2.41,
Θ˜B −ΘC = 〈Θ˜BC, G〉+ 2pi(M˜B −MC) (2.43)
Equating the sum of order number terms to zero links the GLI phase between
the subscans,
M˜B =MC −G (2.44)
9LR drift can be attributed to the GLI, in a first order approximation [Coe01].
10Before any subscans are linked, qAV0 is taken as the mean q0 of all subscans.
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so that the link corrected GLI phase shift between the two mid-points of sub-
scans A and B,
∆ΘAB = ΘMID(B) −ΘMID(A)
= 〈θ˜B, M˜B〉 −ΘA (2.45)
The GLI drift between subscans was monitored using Laser 2, which was
fine tuned over the same range, as in Figure 2.5. The drift correction term,
∆ΘDRIFT, mentioned above was calculated by linking the GLI phase of Laser 2.
The linking for Laser 2, followed the identical procedure outlined above (omit-
ting the GLI drift correction) for Laser 1, to determine the total Laser 2 GLI
phase change between the two midpoints of subscans A and B,
∆ΘTOTAL2 = ΘMID(B),2 −ΘMID(A),2 (2.46)
This total Laser 2 GLI phase change may also be expressed as the sum of phase






By analogy with Equation 2.39, the current best estimate of the GLI phase
ratio, qAV0 , is combined with the linked LR phase difference to predict the GLI





To minimize the impact of errors in qAV0 on this prediction, Laser 2 is tuned to
make the frequency difference between the mid-points of each subscan as small
as possible. The drift term for Laser 2 is estimated by,




The phase change due to linear drift scales with laser frequency, from Equa-







which is the correction term applied in Equation 2.38. The mean frequencies
of the lasers were deliberately set so that ν1 ≈ ν2.






〈φMID(B), (nMID(B) + ψab)〉 − 〈φMID(A),mMID(A)〉
〈θ˜B, M˜B〉 −ΘA
(2.51)
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Air Refractive Index Corrections
In the prototype FSI system, the LR and GLIs shared the same laboratory
air11. The refractivity of dry air at 1000 mbar has the following dependency
on the temperature, T (in ◦C), [Coe01]:
%
106
= 266.62− 0.882(T − 20.0) (2.52)
The differing refractive indices of the air within the GLIs and the LR due to









[1 + %(TLR − TGLI)] (2.53)
2.4 Advances in FSI Technique
2.4.1 Introduction
The key to precise FSI measurements is to scan the largest possible frequency
interval in the shortest possible time. This reduces error contributions from
interferometer drift, as in Equations 2.26 and 2.27, to improve the measurement
precision.
In previous work [Coe01], FSI measurements over a frequency interval of
3.5 THz were achieved by rapidly coarse tuning one laser between two fine
tuning subscans. The frequency interval was limited by errors in linking the
interferometer phase between subscans. As discussed in Section 2.3.3, for the
linking corrections to be valid, the extrapolation in phase from any point in one
subscan to any point in the second subscan, must lie within ±pi of the locally
measured phase of the point in the second subscan, from Equations 2.33 and
2.41. The error on the best estimate of the phase ratio, q, limits the frequency
interval over which two fine tuning subscans can be validly linked and therefore
limits the measurement precision.
To improve the measurement precision, the frequency interval may be ex-
tended by sequentially linking a series of fine tuning subscans as follows. After
linking the first two subscans, the improved estimate of the phase ratio, qLINKAB
from Equation 2.51, enables a second extrapolation over a larger frequency in-
terval to another fine tuning subscan. This second link should again improve
the estimate of the phase ratio, so that the process may be iterated. In this
11In the ATLAS FSI system, the reference interferometer is evacuated and the GLIs are
immersed in the dry purge gas of the SCT (N2).
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manner, a series of fine tuning subscans, interspersed with periods of coarse
tuning, may be sequentially linked in order of increasing frequency interval,
until the required precision is achieved.
This technique of multiple subscan linking was implemented for the first
time, as described in Section 2.4.4. This was an important development for the
ATLAS FSI system because the technique improves not only the FSI measure-
ment precision but also the reliability of measurements by building up large
frequency intervals from smaller links, chosen to ensure that phase extrapola-
tion errors are well within the required ±pi.
All the FSI software developed in previous work was rewritten12,
• to implement multiple subscan linking.
• to implement reliable etalon peak counting and automatic verification
with the SR (see Section 2.4.3).
• to allow multiple GLIs to be recorded and analysed.
• to speed up data saving.13
• to avoid any unseen bugs propagating from the previous software.
• to rethink every algorithm, such as the phase unwrapping algorithm dis-
cussed in Section 2.4.2.
2.4.2 Improved Phase Unwrapping
As motivated in Section 2.3.3, a new LR phase unwrapping algorithm was
devised to reduce the probability of phase discontinuities, called phase glitches
[Coe01], arising in the unwrapped LR phase of a fine tuning subscan.
An example of a phase glitch induced by chopper cross-over is shown in
Figure 2.8. Chopper cross-over was normally contained within the redundant
DAQ cycles allocated for this purpose, as in Figure 2.4. Occasionally, a time
lag in the synchronization of the choppers caused the cross-over between lasers
to spill into the adjacent DAQ cycles allocated for Laser 1 or Laser 2, thereby
corrupting the interferometer signals. This is shown for the SR in Figure 2.8a,
where both or neither of the lasers illuminated the SR in the affected DAQ
cycles. The corrupted LR signal created errors during LR phase extraction;
either the wrong phase was extracted or an error flag was raised and the of-
fending data point was removed. The wrong phase and/or the missing data
12The software was written in collaboration with Paul A. Coe.
13The original software saved the data by individually writing each array element to a file,
rather than streaming the data to a file.
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Figure 2.8: An example of chopper cross-over (a) creating a glitch of 2pi in
the LR phase (b), when unwrapped with the original algorithm. When the SR
intensity is plotted versus the LR phase (d), the LR phase jump creates a mis-
match between the sinusoidal data on either side of the glitch, causing a misfit
that renders the subscan useless. An improved phase unwrapping algorithm
withstands the chopper cross-over (c), so that the fitted sinusoid (e) may be
successfully used in linking.
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often foiled the original phase unwrapping algorithm [Coe01] and caused one
or more phase glitches, such as the one in Figure 2.8b. The sinusoidal fits to all
interferometers were severely degraded by such glitches, which in the absence
of manual correction, rendered the subscan useless.
A new phase unwrapping algorithm was devised that was more tolerant to
phase extraction errors, particularly to large groups of removed data points
caused by temporary bursts of chopper cross-over or multi-moded lasing. In
the majority of cases, such as that shown in Figure 2.8c, the new algorithm
successfully unwrapped the LR phase that had contained glitches when un-
wrapped with the original algorithm. In these cases, the sinusoidal fits to the
interferometer signals were found to be of sufficient quality for reliable linking,
despite the missing or corrupted data.
The original and new unwrapping algorithms were both defeated by par-
ticularly awkward combinations of consecutive phase errors, induced by severe
multi-moded lasing and/or chopper cross-over. In these exceptional cases, the
subscan containing the phase glitch was inspected and the longest region of
continuous phase was manually selected for the sine fitting analysis, so that
linking could proceed as normal.
The ATLAS FSI system should have lasers less prone to multi-moded lasing
than the lasers of the prototype FSI system. In future, the chopper synchro-
nization should be improved or the redundant time allocated to contain chopper
cross-over could be extended.
2.4.3 Automated Etalon Peak Counting and Verification
When linking the LR phase, the extrapolation between subscans relies upon the
best estimate of the phase ratio of the etalon, qET, and on the number of etalon
peaks, N, between a peak in each subscan, as in Equation 2.31. In previous
work [Coe01], qET was estimated with sufficient precision to allow LR phase
linking over ∼ 3.5 THz, if the correct number of etalon peaks, N, were provided
by hand. Failure to provide the correct number of etalon peaks caused all GLI
lengths to be miscalculated. The number of etalon peaks was verified and
if necessary, manually corrected, by repeating the linking process for different
values of N and manually checking the linked length of the SR for compatibility
with its previously estimated temperature dependent value [Coe01]. This was
a tedious process for large data sets and typically there were ambiguous choices
of N, for which the linked and estimated SR lengths were compatible. As a last
resort, these ambiguities were resolved by counting the number of etalon peaks
recorded during the coarse tuning between subscans. The narrow etalon peaks
were sometimes missed during coarse tuning, due to the relative coarse tuning
and sampling rates, leading to miscount errors.
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New FSI software was written so that the choice of ADC channels recorded
in the DAQ cycle could be different for fine and coarse tuning subscans. The
etalon ADC channel was set to acquire data in almost every sequence of a DAQ
cycle during coarse tuning, as in Table 2.1. The etalon peaks were counted by
an algorithm that identified potential peaks when a threshold boundary was
crossed by the etalon intensity data, but only incremented the peak count
if sufficient tuning time had elapsed between adjacent potential peaks. The
number of peaks, Nc, counted by this algorithm was used in the following
automated procedure that reliably determined the correct number of etalon
peaks, N.
Etalon peak count verification with the SR
The number of etalon peaks, N, was verified by repeatedly linking the SR
between a pair of subscans for different values of N. Data for Laser 2 was
linked first, as the linked result was needed to implement inter-subscan drift
correction. The number of etalon peaks between subscans should have been
zero for Laser 2 because it was tuned over the same frequency range in both
subscans. To check the tuning range had not slipped by an etalon peak, the
linking was repeated for N= −1, 0,+1. The value of N that minimized:∣∣qLINKET − qXPDET ∣∣ (2.54)
was taken, where qXPDET is the expected value of the phase ratio of the etalon
and qLINKET was the value of the etalon phase ratio determined from the link.
The SR was then repeatedly linked for Laser 1 data, while the number of
etalon peaks, N, was varied about the value estimated from the peak count14
so that N=Nc
+4
−9. The value of N that minimized the quadrature sum of the
relative errors in the phase ratios qSR and qET:∣∣∣∣qLINKSR − qXPDSRqXPDSR
∣∣∣∣2 + ∣∣∣∣qLINKET − qXPDETqXPDET
∣∣∣∣2 (2.55)
(where qXPDSR is the expected SR length accounting for temperature)
was taken as the correct number of etalon peaks between the subscans and was
used in subsequent linking of all GLIs.
14Nc also includes the sum of etalon peaks recorded in the relevant portion of each fine
subscan between the two linked peaks. The search range was asymmetric due to a tendency
to undercount the etalon peaks. Note Nc was always negative because Laser 1 tuned down
in frequency.
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2.4.4 Multiple Subscan Linking
As outlined in Section 2.4.1, the technique of multiple subscan linking was
developed to improve the reliability and precision of FSI measurements. A set
of fine tuning subscans were interspersed with periods of coarse tuning to extend
the effective frequency range of the FSI scan, as shown in Figure 2.9. The
different combinations of pairs of fine tuning subscans were linked sequentially,
in order of increasing frequency interval separating the pair, as in Table 2.3.
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Figure 2.9: A typical frequency tuning sequence for multiple subscan linking.








1 1 ⇐⇒ 3 0.5 -59.59
2 5 ⇐⇒ 7 2.1 -202.87
3 3 ⇐⇒ 5 4.3 -409.00
4 1 ⇐⇒ 5 4.8 -468.59
5 3 ⇐⇒ 7 6.4 -611.87
6 1 ⇐⇒ 7 6.9 -671.46
Table 2.3: The 6 link permutations of subscan pairs from the 4 fine tuning
subscans of Figure 2.9. The subscan pairs were sequentially linked in order
of increasing frequency interval separating the pair (the linking bridge). The
mean sum of etalon peaks counted between each subscan pair is shown for 56
FSI scans recorded with this coarse tuning pattern.
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The laser tuning pattern for multiple subscan linking was implemented with-
out modifying the original clock and control card. Instead, the ability to pause
the coarse tuning of Laser 1 mid sweep was exploited. The size of each link
was controlled by adjusting the time intervals between pauses in coarse tuning.
An estimated 0.24 nm s−1 linear coarse tuning rate was assumed, although the
actual coarse tuning rate varied slightly due to non-reproducible motion of the
piezo-actuated mirror in the laser head. These variations were the source of
the differences between the linking bridge sizes set and those measured by the
10 GHz etalon, as in Table 2.3.
When linking the GLI phase between a pair of subscans, the extrapolation
relied upon the best estimate of the GLI phase ratio, qAV0 , in Equation 2.39, and
also on the link corrected LR phase difference between the subscan mid-points,
∆ΦAB. If the LR phase had been successfully linked, then errors on ∆ΦAB
were relatively small. The extrapolation errors were dominated by the error
on qAV0 , which was due to the residual phase error in the GLI intensity sine fit.












Figure 2.10: An example of multiple linking improving the estimate of the phase
ratio, q = ∆ΦREF
∆ΘGLI
. The extrapolation errors from subscan A to subscan B lie
within ±pi of the local phase of subscan B, so the subscans may be linked. The
improved estimate of the gradient allows a much larger link between subscans
A and C (and also between subscans B and C, although this is not shown).
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second subscan, as in Figure 2.10, then after linking the first two subscans, the
phase ratio estimate drastically improves to allow a much larger subsequent
extrapolation to another subscan.
The linking bridge size between adjacent subscans did not need to progres-
sively increase. The subscan pair permutations were sorted prior to linking
in order of increasing bridge size, by checking the sum of etalon peak counts
between each subscan pair. The coarse tuning pattern was chosen to include
at least one very short, safe link (<THz) well within ±pi and to ensure the
remaining progressively larger links were within the ±pi extrapolation limit,
with the minimum number of links to reduce the total measurement time and
hence adverse effects of interferometer drift.
56 FSI scans were recorded over 9.5 hours using the tuning pattern shown
in Figure 2.9 and were linked in the order shown in Table 2.3. The 6 estimates
of the SR length from each link permutation of subscan pairs, are shown for
all FSI scans in Figure 2.11a, plotted against the scan averaged temperature of
one invar rod of the SR. The SR had a negative CTE due to its construction,
as found in previous work [Coe01] in which the expansion was assumed linear.
Linear and second order polynomials were fitted to the SR length data
for each link permutation. The second order polynomial fit to data from the
largest link is shown in Figure 2.11b and the standard deviation of the fit
residuals was 7 nm for the 170 mm SR length (0.04 ppm). This represents the
statistical precision in determining the SR length when using that specific link
permutation.
The standard deviations of the residuals from either fit to data from each
link permutation are shown in Figure 2.11c. This length error, εGLI, was found
to reduce with linking bridge size. The reduction approximately follows an






where εΘ is the mean residual phase error on the GLI intensity sine fit. Devia-
tions from this form are thought to be due to fluctuations in the residual sine
fit phase errors of different subscans.
Note that the mean of the lengths from each link permutation do not co-
incide, indicating there is also a systematic error for each link. Importantly,
this systematic error does not reduce with increasing linking bridge size: even
though it generally appears to do so in Figure 2.11d, by the narrowing in of
the mean SR length from each link permutation data set. A remarkable ex-
ception is that the link size increases from link 3 to link 4 but the systematic
error does not reduce. The systematic error was found to be correlated with
the difference in mean frequencies of lasers for each link permutation, as shown
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Figure 2.11: An example of multiple subscan linking for the short reference
interferometer. The first scan was recorded 1.6 hours before the second.
Figure 2.12: The systematic error remaining on the SR linked length in Fig-
ure 2.11d is correlated with the difference in mean laser frequencies of a given
link. This is thought to be due to a residual interferometer drift error.
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in Figure 2.12. This correlation indicates that the remaining systematic er-
ror could be due to an interferometer drift error that has not been completely
cancelled. It is thought an error in the absolute frequency ratio of the two
lasers, ν1
ν2
, which is included in the drift correction of Equation 2.50, could be
the source of this error.15 Crucially, the systematic error reduces with the dif-
ference in the mean laser frequencies, so by setting these to be equal for the
largest link, the remaining systematic error can be significantly reduced and
almost eliminated.
The ATLAS FSI system only requires repeatable, precise measurements.
The linking pattern used during the calibration of the FSI system with the
X-ray survey (see section 5.5) and during operation in ATLAS should ideally
be kept the same, to reduce any systematic differences incurred by a change of
linking pattern. Also, the mean laser frequencies for the largest link should be
equalized to reduce systematics. It would be preferable to repeat the calibration
with a variety of linking patterns, in case the operational linking pattern needed
to be changed at a later date.
2.4.5 Multiple, Simultaneous GLI Measurements
In previous work [Coe01, Mit02] only single GLI length measurements were
performed. The ATLAS FSI grid contains 842 GLIs that should be simulta-
neously measured. The hardware of the prototype FSI system was upgraded
to include remote multiple GLIs, configured as a geodetic grid, that were all
simultaneously powered and read out, as discussed in Chapter 3. New software
was written to acquire and analyse data from the multiple GLIs, as required
for the grid measurements in Chapter 4.
2.4.6 GLI Measurement Precision
The measurement precisions for GLIs were typically ∼200 nm as calculated in
Chapter 4. The precision was much worse than for the SR, primarily due to the
low power return signals in the GLI design and unwanted W-mode reflections
that induce residual phase errors when sine fitting. The precisions were well
within the 1 µm precision required for the ATLAS FSI system.
15Since this was originally written, further data sets have been investigated showing a near
identical correlation under various drift conditions. A path difference in beam-splitter(s) of
the SR and/or LR of ∼mm would generate the observed -140 nm/THz shift in linked SR
length. The frequency dependence of the beam-splitter glass refractivity causes an effective
change in interferometer OPD with frequency. [Coe04]
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2.4.7 Recommendations for Future Improvements
In previous work [Mit02] the laser fine tuning rate was linearized and in most
cases studied an improvement in the measurement precision was observed.
Laser linearization was not implemented for multiple subscan linking because
the same voltage ramps were applied in each subscan to tune the lasers but the
tuning curves were either different in each subscan or non-reproducible. The
system could be modified to apply a different non-linear voltage ramp to the
different fine tuning subscans, to linearize the tuning rate.
In a few FSI scans, a poor GLI intensity sine fit in one subscan caused
the linking sequence to fail because of a poor estimate of the phase ratio, q,
even though the other subscans could otherwise be linked with the previous
best estimate of q. A method of identifying the quality of the phase ratio
estimate for a given link should be developed, so that links which worsen the
estimate could be omitted from the linking sequence. The tuning pattern could
be modified to allow redundant links for this purpose.
The sine fitting method was generally robust, although very occasionally
(< 1%) the fit failed for a given seed of the interferometer length, even though a
good fit was found for seed lengths very close to the original. A more robust sine
fitting method should be sought or the sine fit quality should be automatically
checked and the GLI intensity refitted with a slightly different seed if the fit
failed (within a limited number of iterations).
The unwanted W-mode reflections in the quills were normally the largest
source of error in the residual phase errors on the sine fit and limited the mea-
surement precision for a given linking bridge. Software methods for overcoming
the effects of unwanted reflections in sine fitting should be investigated.
Linking between lasers
A possible future improvement might be to link between lasers using a tun-
ing sequence similar to that shown in Figure 2.13. The final and largest link
would be between the two lasers in subscan 1. Such a scheme may create
new systematic errors, perhaps due to the opposite laser tuning directions and
piezo balancing errors. However, the scheme would have the triple advantage
of reducing the total measurement time, allowing more link permutations and
eliminating inter-subscan drift and associated errors from the final link. Further
investigation is required.




























Figure 2.13: A possible tuning sequence for multiple subscan linking. The same
total link size as in Figure 2.9 could be achieved in less time by linking between
lasers in the first subscan. This would eliminate inter-subscan drift errors in
the final linked length.
2.5 Spurious Reflections
2.5.1 Introduction
Spurious reflections within the ATLAS SCT that couple light into the return
fibre of a GLI cause beating in the interferometer signal [Coe01]. During sine
fitting of the GLI intensity, the unwanted interference often degrades the sine
fit and causes large residual phase errors, which are the dominant error in the
final linked length. Disentangling the correct GLI length becomes especially
problematic, when the optical path length traversed by the spuriously reflected
light is similar to that of the intended GLI. Two types of potential spurious
reflections in the ATLAS FSI system were investigated as summarized in Sec-
tions 2.5.2 and 2.5.3.
2.5.2 Glancing Incidence Reflections
In the ATLAS FSI grid many GLIs run close and often parallel to the interior
surface of the carbon-fibre cylinders that constitute the ATLAS SCT Barrel.
Reflections are particularly strong for materials at glancing angles of incidence.
The longest GLIs that span the 1.5 m barrel length are particularly susceptible
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to glancing incidence reflections. These potential reflections were replicated16
by setting up a 1.5 m mirror plane adjacent to a GLI, with the same proximity
as in the ATLAS design. The quill at one end of the mirror plane targeted a
retro-reflector mounted in a prototype jewel, as shown in Figure 2.14.
Figure 2.14: A prototype FSI jewel that held the retro-reflector targeted by a
quill at the far end of the mirror plane. The proximity of the mirror plane
matches that of the carbon fibre surface in the ATLAS SCT.
A set of consecutive FSI scans were recorded with and without the mirror
plane in place. The GLI length determined from each FSI scan is plotted in
Figure 2.15 against the scan averaged temperature of the optical table to which
the GLI was mounted. The expected thermal expansion of the steel, is shown.
The presence or absence of the mirror surface made no difference to the
measured lengths. The standard deviation of the residuals differences between
the measurements and the thermal expansion trend is 990 nm. Further details
can be found elsewhere [Coe02b].
2.5.3 GLI Protection Tubes
At the ends of the ATLAS SCT Barrel, FSI measurements from one cylinder to
another are protected by tubes, to prevent services obscuring the light path (as
in Figure 5.14). Due to the space constraints, these tubes are narrow compared
to the laser beam propagating inside them. The tubes had to be carefully
designed to allow light from the quill directly to and from the retro-reflector,
while suppressing any spurious reflections via the tube walls that might couple
light to the return fibre.
16The glancing incidence reflections test was performed in collaboration with Paul A. Coe.
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Figure 2.15: A 1.5 m GLI measured in the presence and absence of glancing
incidence reflections from a plane mirror adjacent to the GLI. The expected
thermal expansion trend is shown for comparison. The standard deviation of
residuals of the measurements from this trend is 990 nm.
Tube design evolution
Several designs were tested as summarized below and detailed in [Gib01a]. The
main steps in the design evolution are shown in Figure 2.16. Each tube was
tested by placing it between a quill and retro-reflector that formed a GLI and
comparing the interferometer fringes with those when no tube was present.
A CCD camera was also used in place of the retro-reflector, to examine the
interference pattern produced in the far field by reflections from each tube.
Two problems were encountered with various tube designs:
1. For tubes with a smooth flat side, strong reflections from the side wall led
to extra path lengths in the interferometer that were similar in length to
the direct GLI path. These produced slow beating with the direct path
signal in the interferometer fringes, dramatically degrading the quality of
fit. The far field image showed Lloyd’s Mirror type interference fringes
from the side walls, as in Figure 2.17, confirming the existence of strong
side reflections.
2. Tubes with a ribbed-baﬄe design eliminated the side reflections, but in-
troduced direct back scattering from the ribbing. These unwanted reflec-
tions also degraded the quality of fringes for the desired GLI signal.






Figure 2.16: Light path protection tube design evolution.
Figure 2.17: CCD image of the far field pattern produced via reflections from a
flat sided tube of square cross-section.
Some tubes with internal threading were tested, with the aim of avoiding
side reflections and back scattering. The CCD image still showed modest side
reflection, thought to be from the curved apex of the threads, and some beating
was also present in the interferometer fringes, corresponding to back scattering
from threads near to the delivery fibre.
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Tube design convergence
Threads were found to be ineffective baﬄes, which did not reduce the side
reflections enough. A better design can be made by altering the gradient of
the baﬄes to be steep enough to prevent side reflections but shallow enough to
avoid back scattering.
A tube comprising a series of conical baﬄes, which were shallower than the
threads or ribbing, prevents light being directly back scattered. Side reflections
are also suppressed, due to the angle of reflection increasing as the light is





Figure 2.18: Suppression of back scattering and side reflection using a series of
conical baﬄes.
A few iterations were required to achieve an appropriate gradient of the
baﬄes. A 65 mm tube made from a sequence of conical baﬄes was tested in a
GLI. A consecutive sets of FSI scans were recorded with and without the tube
and the measured length of the GLI is shown in Figure 2.19. The presence of
Figure 2.19: The measured GLI length with and without the protection tube.
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the tube was found to induce slight beating in the interferometer signals, but
made very little difference to the measured length. The standard deviation of
the measured lengths is 0.7 µm.
The design of the GLI protection tubes for ATLAS is shown in Figure 2.20.
The above test should be repeated for tubes of the final material (PEEK) when
available. A similar conical baﬄe design should be implemented in the T-posts,
shown in Figure 5.14.
Figure 2.20: The design of the GLI protection tubes consists of repeating units
that are connected to form a series of conical baﬄes to suppress internal reflec-
tions.
2.6 Rapid Optical Path Changes
2.6.1 Turbulence
Rapid variations in the refractive index of the gas within the ATLAS SCT
are a potential source of error in FSI measurements. The tolerance of an FSI
measurement to the effects of rapid refractive index variations was investigated
with some very basic tests.
The tip of a soldering iron was positioned just beneath the line-of-sight of
a GLI, and positioned midway between the quill and the retro-reflector. The
axis of the soldering iron was initially perpendicular to the line of sight, so
that only about a tenth of gas volume within the 252 mm GLI was drastically
disturbed by thermally driven convention currents and turbulent gas flows.
Two groups of 5 FSI measurements were made before the heat source was
applied. The soldering iron was then set to 330 ◦C for five further FSI mea-
surements, increased to the maximum 420 ◦C for another 5 measurements, and
then the soldering iron was switched off but was not removed and 5 further FSI
measurements were recorded as it cooled.
Throughout the measurements the temperature of the gas near to but not
directly above the soldering iron was monitored, giving the readings shown in
Figure 2.21. The variations within the GLI itself were much greater.
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Figure 2.21: The variation in gas temperature within a GLI, as an intense heat
source was applied from beneath the line-of-sight. Each point represents the
average temperature during one FSI fine tuning subscan, of which there were
four per FSI scan. The gas thermometer was near to but not above the heat
source.
The interferometer signal was severely degraded when the heat source was
applied, as shown in Figure 2.22. The rapid refractive index variations lead
to optical path length changes that are clearly visible as the local change in
wavelength of the FSI fringes.
Despite this horrendous, degraded signal the FSI length measurement pre-
cision is barely affected, as shown in Figure 2.23. The χ2 profile of the sine
fit is generally degraded but does exhibit the deep, distinct minimum required
for precise FSI measurements. Only the fitted wavelength and phase affect the
linked result. It is thought that because the variations are random and on short
timescales compared to the FSI subscan, any pull of the phase during the sine
fit is likely to average out.
A second test was performed with the axis of the soldering iron parallel
to and directly beneath the axis of the GLI, so that the significant majority
of the gas within the GLI was thermally agitated. In this very severe test,
the χ2 profile of the fitted signals often lost its distinct minimum and in most
cases the FSI measurements failed to link. More advanced software methods
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Figure 2.22: GLI signal degradation induced by an intense heat source under the
GLI creating turbulent gas flow and convection currents. The rapid refractive
index variations change the optical path length on short time-scales. However,
the χ2 profile of the fitted sinusoid exhibits a deep, distinct minimum at the
correct GLI length.
Figure 2.23: The measured length of a GLI was barely affected by degradation
of the GLI signal, as in Figure 2.22, induced by a 420◦C heat source. The
observed thermal expansion of 9.5 ppm/K is compatible with that for the steel
breadboard. The residuals from the best fit have a scatter of 198 nm.
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to overcome this could be investigated.
Nevertheless, the refractive index variations in the ATLAS SCT are ex-
pected to be very much smaller than the tests here, in which a thermal gradient
of ∼400 ◦C was applied. In ATLAS the difference between the module temper-
atures and the gas within the SCT should be only .25 ◦C [Due01]. Although
the total gas volume within each ATLAS GLI will be exposed to refractive
index variations, the FSI measurements are expected to be tolerant to these
effects.
2.6.2 Vibrations
Vibration of the ATLAS SCT support structure is expected to induce rapid
phase shifts in the interferometer signals. In this work no adverse effects from
vibrations under normal working conditions were observed. The tolerance of
FSI measurements to vibration is discussed in more detail elsewhere [Coe01,
Coe02b].
2.7 Retro-reflector Tests
Retro-reflectors are an essential part of the FSI system. The prohibitive cost of
suitably small, commercial retro-reflectors stimulated the in-house manufacture
of the retro-reflectors [Huf01]. The variable production quality required suitable
tests to be developed for quality assurance.
The WHIPM system [Huf01] had been developed for this purpose, which
allowed the optical surface profile of retro-reflectors to be examined via an
interferogram, an example of which is given in Figure 2.24.
The WHIPM system provided an excellent measure of the surface profile,
which was found to be (see below) strongly correlated with the suitability of
a retro-reflector for FSI measurements. However, some retro-reflectors that
passed the WHIPM test were unsuitable for FSI (see Section 3.5.1).
A complementary test was developed, in which the far field pattern from the
retro-reflector was examined. A retro-reflector was placed in a special holder
that allowed it to be rotated to any orientation about its axis of symmetry and
also rotated about the apex of the retro-reflector by 0◦ to 12.5◦ with respect to
an incident laser beam from a quill via a beam-splitter, as shown in Figure 2.25.
A CCD recorded the far field image in the plane equivalent to that of the quill.
Importantly, the intensity at the centre of this image indicated the intensity at
the quill return fibre.
An ideal retro reflector should have a bright central spot at all rotation
angles permitted by the holder. The majority of tested retro-reflectors did not
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Figure 2.24: The interferogram of a retro-reflector recorded with the WHIPM










Figure 2.25: The configuration for the far field retro-reflector test.
Figure 2.26: The far field images from a poor and very good quality retro-
reflector, distinguished by the absence or presence of a central bright spot, which
indicates the intensity at the return fibre of a quill.
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meet this requirement. The quality was assessed primarily from the central
spot intensity at the extreme orientations of the holder. The far field images
from poor and very good quality retro-reflectors are shown in Figure 2.26.
The far field test results were strongly correlated with the WHIPM test
results, except that some retro-reflectors that passed the WHIPM test were
rejected by the more stringent far field test.
The signal in a functioning GLI was significantly diminished by reorient-
ing a poor quality retro-reflector about its axis, when angled by ∼10◦ to the
beam from the quill. The far field test accurately predicted the orientation
in which a poor quality retro-reflector resulted in the success or failure of FSI
measurements. This test underlies the quality assurance for the retro-reflectors
installed in ATLAS.
2.8 FSI Component Design
The design of components for the ATLAS FSI system takes into account the
reflection issues discussed in Section 2.5. The quills and retro-reflectors are
accurately positioned in small support structures called jewels. The jewel de-
signs avoid spurious reflections by angling flat surfaces away from the incoming
beams of light targeting that jewel. The angles were also chosen to avoid re-
flections that couple light from one quill to another quill. Where the jewels
hold more than one retro-reflector, baﬄes were added to the design to prevent
more than one retro-reflector being viewed by any quill, as in Figure 2.27.
The quills are pre-aligned in a jig as shown in Figure 2.28 and tested to check
that no spurious reflections are present in the interferometer signals before the




Paths to other retro-reflectors
from this quill are blocked
Retro-reflectors
Figure 2.27: An ATLAS FSI jewel that supports three retro-reflectors. Small
baﬄes prevent more than one retro-reflector being viewed by any quill.
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Figure 2.28: An ATLAS FSI jewel, called a ‘scorpion’, is pre-aligned in a jig
that replicates the layout of the ATLAS SCT barrel.
2.9 Conclusion
The technique of Frequency Scanning Interferometry has been developed to
make robust, precise length measurements in the hostile, inaccessible environ-
ment of the ATLAS SCT. This work contributes important advances in the
FSI technique, which improve the reliability, precision and scope of the mea-
surements.
The key technique of multiple subscan linking has been implemented in the
prototype FSI system. With this technique, the length of a 170 mm reference
interferometer has been measured to a precision of 7 nm (0.04 ppm). The
precision has been shown to improve as the frequency interval of the total scan
is increased. Some residual systematic errors, which are thought to be due to
interferometer drift, were greatly reduced and almost eliminated by ensuring
the mean laser frequencies are set to be equal.
The prototype FSI system hardware and software was upgraded to measure
multiple GLIs for the first time, as detailed in the next chapter.
The FSI measurements have been shown to be tolerant to several types
of spurious effects that might degrade the interferometer signals in ATLAS.
Methods to suppress unwanted spurious reflections were developed and incor-
porated in the design ATLAS FSI components. In future, software methods to
combat the effects of signal degradation on the measurement precision should
be investigated.
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Chapter 3
Prototype FSI Grid Set-up
3.1 Introduction
The previous chapter focused on FSI applied to individual distance measure-
ments. However, multiple, simultaneous measurements are required for the
ATLAS SCT alignment system. This chapter presents the development of the
first, prototype FSI geodetic grids that employ multiple, simultaneous distance
measurements between grid nodes.
Geodetic Grids in ATLAS
The purpose of the FSI alignment system is to measure shape deformations of
the ATLAS SCT. This will be achieved by arranging the measurements as a
geodetic grid1: a network composed of a number of nodes and measurements
between nodes, each node generally being common to several measurements.
The grid shape is reconstructed by combining the measurements to solve for
the grid node co-ordinates. How the grid has been configured to fulfill its
role in ATLAS, is addressed with detailed simulations in Chapter 5. The grid
reconstruction software used for these simulations was validated with data from
the prototype grids described below.
Demonstration System
Several simple prototype grids were constructed to demonstrate the high pre-
cision shape reconstruction possible using FSI. A prototype grid with square
geometry was built to investigate node co-ordinate measurement in two di-
mensions. Subsequent adaptation to a tetrahedral geometry enabled three
dimensional co-ordinate measurement to be examined.
1also called a geodetic network
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A prototype grid formed part of the demonstration system, described in
Section 3.2, that allowed the grid to be powered and read out in a controlled
environment. Section 3.3 describes the construction of the prototype grids and
how they were configured to improve the study prospects. The preliminary
alignment of the grid components is described in Section 3.4. Initial trials and
optimization of FSI signals from the grid are discussed in Section 3.5, with an
emphasis on issues related to the measurement of the ATLAS FSI grids.
This chapter concerns only the set-up of the prototype grids. The investi-
gation of prototype FSI grid shape measurement is the concern of Chapter 4.
3.2 Demonstration System Set-up
Each prototype grid was evaluated in a mock-up of the ATLAS FSI system.
This was formed by connecting the dual-laser and reference interferometer sys-
tem [Coe01], previously described in section 2.3.2, to the grid testing apparatus
shown in Figure 3.1. An optical fibre conveyed light from the former to the
latter, to power the prototype grid. A fibre splitter-tree allowed all grid line
interferometers (GLIs) to be illuminated simultaneously. The GLI signals were
read out by avalanche photodiodes (APDs).
The grid testing apparatus was arranged so that the fibre splitter-tree and
APDs were remote from the FSI grid, as in the ATLAS FSI system. The com-
ponents were housed in two compartments representing the ATLAS equipment
(USA15) and detector (UX15) caverns. The grid was measured remotely via
the delivery and return fibres, shown with yellow and orange furcation tubes
respectively in Figure 3.1.
3.2.1 Environmental Chamber
The grid components were mounted on a Newport steel optical breadboard.
The breadboard was insulated with 50 mm high-density polystyrene foam to
reduce thermally driven motion of the grid nodes. During FSI measurements,
the insulation was completed with a foam lid to reduce turbulence and slow
down temperature changes of the air within the GLIs. A small hinged portion
of the lid allowed access to the grid with minimal disturbance to the air.
The temperature of the optical breadboard and of the air between the grid
nodes was monitored with type PTR 100 platinum resistance thermometers,
read out with a custom built low noise circuit [Coe01]. The grid air temperature
measurement allowed refractive index corrections to the optical path length of
the GLIs by the method described in Section 2.3.3. The air pressures within






























Figure 3.1: Overview of the grid testing apparatus. The arrangement was a
mock-up of the ATLAS system, in which the grid was powered and read out
with APDs remotely via optical fibres.
the reference interferometer system and the GLIs were assumed equal because
they shared the same laboratory air.
3.2.2 Fibre Splitter-Tree
Several commercially available optical fibre splitters were connected to form the
fibre splitter-tree shown in Figure 3.2. This divided the fibre coupled light from
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the dual-laser system between the multiple GLIs. The optical power conveyed
by and lost within each branch of the tree was estimated by systematically mea-
suring the light emerging from each connector and quill. These measurements,
presented in Figure 3.2, were taken while the grid was illuminated with Laser 1
at typical settings. The power reaching each GLI from Laser 2 was typically
one third that of Laser 1. The fibre-splitter insertion losses were consistent















































































Power quoted at each connection is
output measured from left connector.
Figure 3.2: The layout of the fibre splitter-tree that conveyed light from the dual
laser system to multiple grid line interferometers. The optical power measured
at each connection of the splitter-tree is shown.
The fibre splitter-tree initially had 6 outputs connected via temporary
splices to the delivery fibres of the 6 GLIs. In this set-up, the power of each
long GLI was approximately twice that of each short GLI. When a seventh in-
terferometer was later added (for reasons discussed in Section 3.3.3), the power
was taken from the long GLI with the strongest return signal. The seventh
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interferometer was connected by fusion splicing, due to the availability of suit-
able equipment. The temporary splices passed sufficient light to not require
reconnection by fusion splicing.
All connectors in the splitter-tree were angle polished to suppress internal
reflections that would otherwise interfere with and degrade the GLI signals. No
significant GLI signal degradation due to splitter-tree reflections was observed.
3.2.3 GLI Readout with APDs
The power of the beam emerging from each quill was typically 50 µW and the
return power was of order 10 pW.
The GLI signals were read out by Hamamatsu S2383-01 avalanche pho-
todiodes embedded in a custom built multichannel board [Mit02], shown in
Figure 3.3. This device was completed with seven further FC to ferrule optical
patch cords that were mated with APD-fibre couplers on the board, enabling






Figure 3.3: The avalanche photodiodes that read out the GLI signals.
The bias settings of the APDs were retained from previous work [Mit02].2
The voltage applied across the bias chain was typically -180 V during the FSI
2Only channels 0-6 were used. Due to a negative output voltage for channel 5, the amplifier
microchip at channel 5 was exchanged with that at channel 7.
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measurements described in Chapter 4. The APD gain was slightly temperature
dependent [Mit02] so the APDs were thermally insulated to slow down APD
gain changes during FSI measurements.
The mean voltage of a GLI signal recorded by the ADC was typically







Responsivity, R ≈ 0.5 AW−1,
APD gain, M ≈ 100 (for -180 V bias at 22◦C),
Feedback resistor, RF ≈ 82 MΩ,
Voltage gain, A ≈ 40,
Filter-amplifier gain, F ≈ 12.5.
For an ideal quill delivering Pdelivered = 50 µW towards a perfect retro-
reflector 0.2 m away, the power of light coupled into the return fibre of the







≈ 2 pW (3.2)
where:
wavelength, λ = 830 nm,
double GLI length, D = 0.4 m,
waist of the Gaussian beam, w0 = 3.4 µm, calculated from the fibre specifica-
tions [Fibre] at λ = 830 nm.
The typical visibility of the FSI fringes, γ ≈ 2/3, so from Equation 2.8,
assuming PV > PR,
PV ≈ 6.9PR. (3.3)
Combining Equations 2.6, 3.2 and 3.3,
PDC ≈ 16 pW. (3.4)
After accounting for fibre connection losses, the measured mean power of
the signal, Psignal was therefore compatible with the expected return power
due to the divergence of the Gaussian beam emerging from the quill given the
length of the GLI.
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3.3 Prototype Grid Design and Construction
3.3.1 Overview
Two prototype grids were constructed by different arrangements of the same
grid components. Each grid consisted of six distance measurements between
four nodes. The first grid had the nodes placed at the corners of a square
so that the measurement lines formed a braced-quadrilateral3, as shown in
Figure 3.4. This over-constrained geometry allowed the reconstruction process
to be checked for self-consistency. The second grid had a tetrahedral geometry,
described below. Each grid had one node mounted on a motion stage to permit
fine adjustment of the grid shape.
3.3.2 FSI Jewels
Ideally the distance measurements would have emanated from point like grid
nodes. In practice each grid node was defined within an extended object called
a jewel : a small stable support structure that accurately positions a cluster of
quills4 and/or retro-reflectors. A quill from one jewel pointed towards a retro-
reflector in another jewel to form a grid line interferometer (GLI). The quill
and retro-reflector separation was measured by FSI.
In principle, one retro-reflector may be common to several GLIs that con-
verge within the angular acceptance of the retro-reflector. In practice, the
studied grid geometries required multiple retro-reflectors in some jewels, due
to the large angular separation (∼45◦) of convergent grid lines. The jewel that
defined node B of the grid supported two retro-reflectors and one quill, as in
Figure 3.5. The GLI components were held in 6 mm diameter spheres posi-
tioned at a constant radius from the grid node, where the extended lines of
the GLIs converged. The distance measurements were therefore orthogonal to
movements of the GLI components caused by small jewel rotations about the
grid node, reducing systematic errors by design. The front surface of the jewel
was angled down by 4◦ to suppress spurious reflections.
3.3.3 Variable Grid Geometry
The 4 grid nodes are labelled A-D. 3 nodes were fixed but node C was mounted
on a motion stage (Melles Griot 17AMU 001/D), as in Figure 3.6. Node C could
be manipulated in the two translation and two rotation axes of the stage. Each
axis had a fine thread and UltraFineTMdifferential drive, although neither the
3A braced-quadrilateral is the simplest over-constrained figure used in surveying.
4described in Section 2.2.2





Figure 3.4: A prototype FSI grid formed by 6 grid line interferometers be-
tween the corners of a square. The 6 distance measurements formed a braced-
quadrilateral. A seventh interferometer provided an independent measurement
of the node C stage displacement. The grid was 254 mm by 254 mm square.
rotation axes nor the fine translation threads were adjusted after the position
and orientation of jewel C were initially set. Node C was only displaced with the
differential translation drives, between FSI measurements. No scale was present
on these drives, so to read and set the displacement of node C repeatably, a
fine wire was secured next to each drive adjustment arm, against which a mark
on the arm was compared. Despite the claimed 50 nm setting sensitivity, the




Figure 3.5: The jewel that defined grid node B was mounted on a pillar bolted
to the optical breadboard. The jewel held two retro-reflectors and one quill for
the three GLIs convergent on the node. The GLI components were held in 6mm
diameter spheres, clamped into the circular support frame of the jewel.
resolution on reading and setting the stage displacement was around ±1 µm
due to the thickness of the mark and wire and small parallax errors.
The resolution on reconstructing the stage displacement from FSI grid mea-
surements was finer than could be achieved by a manual reading of the stage dis-
placement. Therefore a seventh FSI interferometer, labelled X, was introduced
to independently measure the stage displacement. Further interferometers to
measure the orthogonal stage displacements were anticipated in designing the
apparatus, but were never realized due to lack of the fibre-splitters required for
additional simultaneous measurements.
The grid was later adapted to the tetrahedral geometry shown in Figure 3.7.
Node C was raised 100.0 mm by inserting four accurately machined pillars under
the aluminium plate that carried the motion stage and the seventh interferom-
eter. The resulting out-of-plane component of the GLIs convergent on node C
allowed three dimensional reconstruction of the nodes to be investigated.
3.3.4 GLI components
The quills in the prototype grids were manufactured by the same method as
those installed in the ATLAS FSI grid, with one exception: the beam-splitters
were glued to the quill bodies using an adjustable prototype jig, rather than the
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Figure 3.6: Grid node C was mounted on a motion stage to permit fine ad-
justment of the grid shape. The glass beam-splitters of three quills can be seen
protruding from the 26 mm radius circular support frame. The delivery and
return fibres for these quills trail from the back of this frame.
jig later designed for mass production. The beam-splitters used were 2.2 mm
by 2.2 mm square with a thickness of 2.9 mm from the quill body to the farthest
edge. The front surface of each beam-splitter was angled by approximately 4◦.
The quills were selected if the two fibres within each quill were parallel to less
than 0.5◦ [Reic01]. The quill fibre had an optical specification [Fibre] matching
that of the FSI fibre for ATLAS, but was not radiation hard.
The retro-reflectors were punched from aluminium slugs with a carbon steel
corner cube, cleaned and then coated with nickel followed by gold to enhance
reflectivity [Huf01]. Due to variable production quality, suitable retro-reflectors
for the prototype grids were selected, as in Section 3.5.1.
3.4 Alignment of Grid Components
Jewels A, B and D were mounted on pillars bolted to the optical breadboard.
Newport scientific grade breadboards have a surface flatness specification of
±0.1 mm over 600 mm square [New03]. In combination with the machining
tolerance of the pillars, this ensured the centre of these 3 jewels were planar to
within ±0.2 mm.









Figure 3.7: A three dimensional prototype FSI grid with tetrahedral geometry.
Grid node C was elevated 100 mm above the plane ABD.
Jewel C was mounted on the motion stage and the rotation axes were set
level and square. Before the GLI components were inserted into the jewels, a
fine wire was stretched between the quill and retro-reflector position of each
GLI. The vertical axis of the motion stage was adjusted until the two diagonal
wires that crossed in the centre of the grid just touched, ensuring the planarity
of all four nodes to ±1 mm. The planarity and 254 mm separation of the grid
nodes was confirmed with ruler measurements to < ±1 mm.
The GLI components were held in 6 mm diameter spheres to allow pointing
adjustment during initial alignment. Each retro-reflector sphere was adjusted
so that its axis was aligned with the relevant quill. No further adjustments were
necessary due to the large angular acceptance of the retro-reflector of around
±10◦. Each quill-sphere was adjusted as shown in Figure 3.8 with Laser 1 on
full power. The angular divergence of the Gaussian beam emerging from each
quill was ±4.5◦ (for the 1/e2 irradiance contour) so the diameter of the beam at
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the retro-reflector was about 30 mm for short lines and 45 mm for the long lines,
much larger than the Ø2.5 mm retro-reflector. The centre of the Gaussian beam
was aimed at the retro-reflector to maximize the reflected signal. The reflected
signal and the partial reflection from the quill beam-splitter were coupled into
the return fibre to a remote APD, which measured the resulting interference.
As the frequency of laser light was scanned, sinusoidal interference fringes were
monitored on an oscilloscope. Further fine adjustments to the pointing of
the quill were made to maximize the visibility of this sinusoidal interference.













Figure 3.8: Pre-alignment of a grid line interferometer. A quill in jewel D
targeted a retro-reflector in jewel A. A tool inserted into two pin holes through
the quill-sphere allowed the quill pointing to be adjusted to maximize the GLI
signal visibility.
3.5 GLI Signal Optimization
The majority of GLI signals were initially found to be of insufficient quality
for reliable and precise FSI measurements. Various methods were employed to
improve the GLI signals as described in this section.
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3.5.1 Replacement Retro-reflectors
The grid was initially equipped with retro-reflectors randomly chosen from a
batch of 24. The GLI signal quality from 5 of the 6 installed retro-reflectors, was
too poor to reliably extract the GLI lengths during the analysis. Replacement
retro-reflectors from the same batch reduced the spread on the GLI length pre-
dicted from each individual FSI sub-scan, as shown for one GLI in Figure 3.9.
Before the retro-reflector was replaced, the large spread adversely affected link-
ing the GLI phase. The linking extrapolation from the average mean q0 of the
FSI fine tuning sub-scans did not lie within the required ±pi GLI radians of
the drift corrected target value [Coe01]. The linked GLI length was there-
fore severely degraded, as in Figure 3.9. On replacing the retro-reflector, the
spread reduced sufficiently for the remaining errors to be significantly reduced
by linking.
Figure 3.9: The effect of changing a retro-reflector on the predicted GLI length
for both FSI sub-scans and after linking both sub-scans. On replacing the retro-
reflector the spread on the prediction from each sub-scan reduced sufficiently for
successful linking (FSI scan 12 required one GLI order correction).
Despite the replacement retro-reflector, FSI scan 12 required one GLI order
correction to the predicted GLI length. This was due to the large 3.5 THz
single linking bridge inducing an extrapolation error outside of the required
±pi GLI radians. The technique of multiple linking, described in Chapter 2,
eliminated the need for such manual GLI order corrections and automated the
linking process.
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The above observations stimulated a search for retro-reflectors of an appro-
priate quality for FSI. Measurements with the WHIPM system [Huf01] allowed
a set of 17 very good retro-reflectors to be selected from a batch of 192, on
the basis of reflectivity and interferogram figure [Huf02]. Five of these were
installed in the prototype grid and one formed part of the stage measurement
interferometer. These retro-reflectors were found to be suitable for FSI mea-
surements. One suitable retro from the original batch was retained. A rigorous
quality assurance programme has been developed and implemented for retro-
reflectors installed in ATLAS, as discussed in Section 2.7 [Coe02a, Huf01].
3.5.2 Introduction of Filter-amplifier
To improve the signal to noise, a multichannel 4-pole Butterworth low-pass
filter-amplifier [Hol66] was introduced between the APDs and ADC. The data
acquisition rate and frequency tuning rate were retained from previous work
[Mit02]. The time response of the filter was chosen so that any ringing had
settled to 1 bit of the 12 bit ADC just before the APDs were recorded in the
last DAQ step of each chopper cycle. This maximized the smoothing effect of
the filter without introducing a memory effect from the previous laser chopper
cycle that might otherwise cause systematic errors. Initially only GLI data
from the last DAQ step of each chopper cycle were collated for fitting in the
analysis.
For the data presented in Chapter 4, the FSI measurement precision was
further improved by around 10% by averaging the GLI intensity measurements
from the last three steps of each chopper cycle. The first step was still excluded
from the analysis. In previous measurements without the additional filter, the
GLI data from four steps of each chopper cycle were averaged [Mit02].
A GLI signal was simultaneously recorded without and with the filter-
amplifier, as in Figure 3.10. The best fit sinusoid amplitude IAC was less
for the unfiltered signal because the χ2 could be lowered during the search for
a minimum, by decreasing the value of IAC [Coe01]. A significant improvement
was found on the fit to the filtered data.
3.5.3 Suppression of Spurious Reflections
Optical cross-talk
Optical cross-talk was found between GLIs that illuminated the same grid node.
The cross-talk was manifest as high frequency jitter in the GLI signal, shown
in Figure 3.11. By temporarily obstructing light from the GLI at 45◦ incidence
to the GLI under study, the cross-talk vanished. This indicated spurious re-
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Figure 3.10: A GLI signal simultaneously recorded without and with the filter-
amplifier. A significant improvement was found on the fit to the filtered data.
flections from the front curved surface of the jewel coupled light from one quill
into the return fibre of another quill. The optical cross-talk did not significantly
degrade the fitted GLI signal χ2, as shown in Figure 3.11. The reflections were
suppressed by adding a diffuse black material to the front surface of jewels A
and B, where this problem was apparent.
Potential spurious reflections that couple light between GLIs were avoided
by design in the ATLAS FSI grid, as discussed in Section 2.8. Should any
severe optical cross-talk become apparent in the ATLAS FSI grid, the problem
could be eliminated by staggering the illumination of multiplexed groups of
GLIs, that do not exhibit optical cross-talk.
Direct reflections
Some GLI signals were also degraded by spurious reflections from the retro-
reflector adjacent to that of a given GLI, even though the axis of the adjacent
retro-reflector was angled away by 45◦. In these cases, the axial orientation
of the adjacent retro-reflector was such that one of its three mirrored planes
was almost perpendicular5 to the incident light of the given GLI. The spurious
reflection coupled light back to the same quill and interfered with the reflection
from the correct retro-reflector. As before, by temporarily obstructing the
spurious reflection, the signal degradation vanished. The spurious reflection
was eliminated by rotating the adjacent retro-reflector about its axis, until
none of the three planes of that retro-reflector were close to perpendicular to
the incident ray of the GLI that exhibited a degraded signal.
5within 7◦
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Figure 3.11: The degradation of a GLI signal caused by optical cross-talk from
an adjacent GLI, incident on the same target jewel. The cross-talk vanished
when the adjacent GLI was temporarily obstructed. Adding a diffuse material
to the front surface of the target jewel reduced the cross-talk present in the GLI
signal. In either case, the GLI χ2 profile exhibited a distinct, deep minimum,
into which the fit settled.
This type of spurious reflection should be avoided in the ATLAS FSI grid
by design, as discussed in Section 2.8.
3.5.4 Further Improvements
The following methods also improved the recorded GLI signals:
• Adjustment of the two temporary splices of each GLI.
• Adjustment of the optical connectors within the fibre splitter-tree and
between the temporary splices and the APDs.
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• Replacement of one quill that had a significant W-mode reflection.
• Observance of silence during FSI measurements, to avoid undue vibration
of the set-up. The tolerance of the ATLAS FSI system to SCT vibrations
is discussed in Section 2.6.2 [Coe02b].
3.6 Conclusion
The first, prototype FSI geodetic grids have been constructed as part of a
prototype ATLAS FSI system that has demonstrated remote, multiple, simul-
taneous, distance measurements between grid nodes.
The grid was powered via an optical fibre splitter-tree, distributing about
50 µW to each grid line interferometer. The 10 pW return signals were suc-
cessfully read out with multiple APDs.
Two grid geometries have been constructed by different arrangements of the
same grid components. In each grid, the position of one grid node was finely
adjustable. The grid components reduced by design systematic errors induced
by spurious reflections and small jewel rotations.
The GLI components were of the same design as for ATLAS. Each GLI
was aligned to maximize the interference signal during a frequency scan. The
GLIs signals were improved by various methods including: replacement of poor
quality retro-reflectors; introduction of a filter-amplifier; suppression of spuri-
ous reflections. The following should be noted for future FSI work:
• Optical cross-talk was observed between GLIs incident on the same target
jewel. This cross-talk did not significantly degrade the fit to the GLI
signals, but spurious reflections of this type should be avoided in FSI
jewel design where possible.
• Light incident from outside the nominal angular acceptance of a retro-
reflector may be returned, via only one or two of the mirrored surfaces.
A retro-reflector should be orientated about its axis to avoid returning
light to any quill not intended to target that retro-reflector.
• The majority of retro-reflectors from a manufacturing batch were found to
be unsuitable for precise FSI measurements. The retro-reflectors installed
in ATLAS should be appropriately evaluated and selected.
The FSI geodetic grids were set up to enable the tests described in Chap-
ter 4.
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Chapter 4
FSI Grid Shape Measurement
4.1 Introduction
ATLAS SCT shape deformations will be reconstructed from FSI data by com-
bining the distance measurements between nodes attached to the SCT. The
distance measurements form a geodetic grid that will be solved for the node
positions and hence the grid shape. Further software will then interpolate for
the module co-ordinates as discussed in Section 5.5.
This chapter concerns the first demonstration of FSI geodetic grid recon-
struction, with measurements of the prototype grids described in Chapter 3.
The prototype grids were configured for various tests of the measurement and
reconstruction method. The primary aim was to demonstrate prototype grid
reconstruction within the precision required for ATLAS.
To determine a particular grid shape, the distances between grid nodes were
simultaneously measured with the prototype FSI system. A software model
then combined the FSI measurements to reconstruct the grid node co-ordinates.
The software model also predicted the precisions on reconstructing the grid
node co-ordinates, which were evaluated with repeated FSI grid measurements.
To validate the grid reconstruction method, the data were checked for:
• compatibility of the predicted and measured precisions on reconstructing
the grid node co-ordinates.
• self-consistency in reconstructing an over-constrained grid.
• linearity in reconstructing the displacement of grid nodes.
The tests also sought to identify any issues related to the measurement
and reconstruction of the ATLAS FSI grids, and how these issues might be
addressed.
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4.2 Grid Shape Measurement Method
4.2.1 General Method
The FSI grid measurement and reconstruction method outlined in this section,
was tested in various ways with the prototype grids. In each test, the grid shape
was repeatedly measured and reconstructed, to assess the precision in deter-
mining the grid node co-ordinates. In certain tests the grid shape was altered
between measurements by adjusting the position of the grid node mounted on
the motion stage. The differences between the reconstructed grid shapes were
compared with the induced grid shape changes. In most tests, at least 5 grid
measurements were performed at any given stage position so that measurement
errors could be assessed.
4.2.2 FSI Grid Measurements
The first step in determining the grid shape was an FSI scan that simultane-
ously measured all GLIs on the time scale of a few minutes. The data presented
in this chapter were acquired by the FSI multiple linking technique, detailed in
Section 2.4.4, in which a set of fine tuning FSI sub-scans are interspersed with
periods of coarse tuning, to extend the effective frequency range of the scan
and improve the measurement precision.
The fine tuning FSI sub-scans of Laser 1 each had a frequency range of about
60 GHz. The combined frequency range of the coarse tuning intervals was about
6.9 THz, in all tests. The total linked frequency range of Laser 1 was centred
on the midpoint frequency of Laser 2 (midpoint wavelength ≈ 835.79 nm).
The coarse tuning pattern that defines the relative frequency separation of the
fine tuning sub-scans, was chosen so that the phase extrapolation for successive
links was within the required ±pi, with the minimum number of links, to reduce
total measurement time and hence the adverse effects of interferometer drift.
In some frequency regions, Laser 1 was observed to exhibit brief bursts of
multi-moded lasing during frequency tuning, which considerably reduced the
visibility of all interferometer signals and sometimes introduced a phase un-
wrapping glitch that was too severe to be automatically identified and corrected
by the algorithm described in Section 2.3.3. In these regions, the output of an
optical spectrum analyser showed between three and six Fabry-Pe´rot modes
lasing simultaneously. The coarse tuning pattern was therefore adjusted to
avoid the fine tuning intervals coinciding with frequency ranges of Laser 1 that
were prone to multi-moded behaviour. The course tuning pattern set when
acquiring each data set is shown in Table 4.1.
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A square linearity 1.2 10.0 4.8 0.5 4.3 2.1
B tetrahedral precision 1.2 10.0 4.8 0.5 4.3 2.1
C tetrahedral linearity 4.5 10.0 1.5 1.9 4.3 0.6
D tetrahedral planarity 4.5 10.0 1.5 1.9 4.3 0.6
E tetrahedral FSI 4.5 10.0 1.5 1.9 4.3 0.6
Table 4.1: The coarse tuning patterns used for each data set. The actual fre-
quency intervals were dependent on the slightly variable coarse tuning speed of
Laser 1, which may have reduced the largest link by up to 1 nm (0.4 THz).
4.2.3 Grid Shape Reconstruction
The grid shape was reconstructed for each FSI scan by following the analysis















Figure 4.1: Overview of analysis procedure to reconstruct the prototype grid
shape from FSI measurements.
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The GLI lengths were extracted from the interferometer data by the tech-
niques detailed in Chapter 2. Additionally, the following information and defi-
nitions were required to reconstruct the grid shape:
• nominal grid geometry and jewel design.
• a definition of co-ordinate frame in which to reconstruct the grid nodes.
• a definition of degrees of freedom of the grid nodes.
• the mechanical constraints.
• the scale.
• precisions on each FSI length measurement.
This information was coded in a model of the grid, written in the SIMUL-
GEO software package [Bru98]. The model was used to combine the GLI length
measurements from a given FSI scan to reconstruct the grid node co-ordinates.
4.2.4 SIMULGEO Reconstruction Software
SIMULGEO [Bru98] is a general purpose tool for the simulation and recon-
struction of opto-geometrical systems. The software was developed between
1995-2000 in collaboration with the CERN surveying group and has found ap-
plication in various HEP projects including CMS, ALICE and the NLC align-
ment and survey (LiCAS). The following features commend the software to the
simulation and reconstruction of FSI geodetic grids:
• a three dimensional geodetic grid of distance measurements between nodes
may be readily defined.
• the distance measurements need not converge on point-like grid nodes;
rather, distinct measurement nodes corresponding to GLI components
may be embedded within a co-ordinate frame to define an FSI jewel.
• the 6 external degrees of freedom (DoF) of a jewel that define its po-
sition and orientation, may be specified and if required, independently
constrained.
• the internal DoF of a jewel, such as the separation of GLI components
within the jewel, may be similarly specified and constrained.
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• by imposing constraints, mechanical properties may be modelled. The
constraints can be understood as the resistance of the constrained pa-
rameters to be adjusted during the reconstruction.
• the precision of each FSI measurement is accounted for in the adjustment
procedure.
• redundancy loops are accounted for.
• the algorithm has been optimized for calculation time and memory con-
sumption.
• a graphical user interface and display allows quick visualization of the
model.
• the software is written in the java language, has object-oriented design
and is platform independent.
Modes of operation
SIMULGEO has two modes of operation in the context of FSI geodetic grids:
error propagation: the precisions on the free parameters in the model (usu-
ally the grid node co-ordinates) are calculated from the precisions of each
GLI length measurement, the nominal grid geometry and the constraints.
reconstruction: the best estimate of the free parameters (usually the grid
node co-ordinates) are computed from a set of GLI length measurements
and precisions. The computation also requires the nominal grid geometry
and constraints.
Assumptions of algorithm
The algorithm encoded in SIMULGEO computes the error propagation by the
variance-covariance method and the reconstruction by an iterative least-squares
method [Bru98]. In both cases the algorithm assumes that the parameter errors
are Gaussian and uncorrelated.
4.3 Square Grid
4.3.1 Overview
This section describes studies of grid reconstruction with FSI measurements of
the square prototype grid described in Section 3.3. Initially, a model of the
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square grid was defined and an error propagation was performed with SIMUL-
GEO, to predict the precisions on reconstructing the node co-ordinates. These
predictions were checked with Monte Carlo data, to ensure the reconstruction
proceeded as expected.
The grid shape was repeatedly measured with FSI, following the procedure
summarized in Section 4.3.4. The extracted GLI lengths were checked for
correlations with the temperature of the optical bench, as in Section 4.3.5.
Reconstructing the grid shape from FSI measurements, required calibrating
the model, as summarized in Section 4.3.6. The redundancy in the grid allowed
the self-consistency of the reconstruction to be checked and compared with pre-
diction from simulation, as in Section 4.3.8. The linearity of the reconstruction
process was also examined, as in Section 4.3.9.
4.3.2 Reconstruction Model Definition
The square grid was reconstructed with a SIMULGEO model in which the DoF
of the grid components were defined as follows. Node A defined the origin, the
line from node A to node B defined the X-axis and all four nodes were assumed
to be coplanar. The rotational DoF of the jewels were assumed to be fixed.
The distance between nodes A and B defined one DoF and nodes C and D were
free to translate in the X-Y plane but constrained in Z, giving 5 DoF in total.
The 6 distance measurements thus provided an overconstrained geodetic grid.
For the initial error propagation described in the next section, perfect ge-
ometries of the jewels were specified in the model from engineering drawings.
The jewel geometries were later calibrated when combining real FSI measure-
ments as described in Section 4.3.6. The separation of GLI components within
a jewel was assumed constant after the calibration.
4.3.3 Preliminary Reconstruction Studies
Error Propagation
An error propagation was performed with the SIMULGEO model to predict the
precision on reconstructing the grid node co-ordinates. A precision of σ = 1 µm
was assumed for all length measurements. The predicted precisions are shown
in Figure 4.2. Node A defined the origin so has no error. Node B defined the
X-axis so has no error in the Y co-ordinate. The predicted precision on certain
node co-ordinates was less than the assumed measurement precision of 1 µm
due to redundancy.









Figure 4.2: The predicted precisions on the five free parameters of the square
grid, assuming a 1 µm FSI measurement precision. The line lengths and num-
bers indicate the predicted precision on reconstructing the co-ordinate of the
adjacent grid node, in the line direction.
Check with Monte Carlo
A set of simulated length measurements were reconstructed with the SIMUL-
GEO model, as a basic check of the reconstruction process. An independent
model of the square grid was written (not in SIMULGEO), to describe a per-
fect geometry, in which the grid nodes were separated by exactly 254 mm.
The GLI lengths were taken from this model and 10,000 copies of each length
were independently smeared with a Gaussian of width 1 µm to simulate length
measurement errors. The grid node co-ordinates were then reconstructed in
SIMULGEO from each set of smeared GLI lengths and are plotted in Fig-
ure 4.3.
Importantly, the mean values of the reconstructed co-ordinates matched
those in the original model geometry. The precision on each reconstructed
grid node co-ordinate was determined by a Gaussian fit, as in Figure 4.4. The
reconstructed precisions are compared with those predicted from the error prop-
agation in Table 4.2. The precisions are compatible within the statistical errors
estimated by Minuit [Jam75], showing that in this simple check, the reconstruc-
tion proceeded as expected.
The Monte Carlo check also revealed the correlations between certain free
parameters, such as the reconstructed X and Y co-ordinates of node C. The
major axis of the elliptical scatter of node C is not parallel to the X or Y axes,
primarily due to the additional diagonal line CA, reducing the scatter in the
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Mean x     254
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RMS x   0.001347













Mean x  4.87e-06
Mean y     254
RMS x   0.001379
RMS y   0.0009336
node D
Free
Figure 4.3: The simulated scatter in reconstructed co-ordinates of the four nodes
of the square grid, due to a 1 µm smearing of the GLI lengths, representing the
required ATLAS FSI measurement precision. The plot emphasizes the impact
of the DoF definitions in the model, in which node A defined the origin in the
model and node B defined was constrained to lie along the X-axis. Histograms
of the scatters are shown in Figure 4.4.
Y = X direction. The asymmetric DoF definitions of the model also affect
the correlation. The effects of similar correlations should be considered when
defining an appropriate set of DoF for the ATLAS FSI grid.
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 / ndf 2χ  43.247677 / 41
Constant  8.324759ℜ± 678.211243 
Mean      0.000009ℜ± 254.000000 
Sigma     0.000007ℜ± 0.000941 
X [mm]





 / ndf 2χ  67.211563 / 47
Constant  5.820925ℜ± 465.311310 
Mean      0.000014ℜ± 254.000015 
Sigma     0.000011ℜ± 0.001371 
X [mm]





 / ndf 2χ  41.794075 / 42
Constant  8.403621ℜ± 684.697388 
Mean      0.000009ℜ± 254.000000 
Sigma     0.000007ℜ± 0.000932 
Y [mm]





 / ndf 2χ  52.554279 / 47
Constant  5.677150ℜ±452.668304 
Mean      0.000014ℜ± 0.000005 
Sigma     0.000011ℜ± 0.001409 
X [mm]





 / ndf 2χ  30.263432 / 43
Constant  8.346521ℜ±680.026245 
Mean      0.000009ℜ± 254.000000 
Sigma     0.000007ℜ± 0.000938 
Y [mm]





Figure 4.4: Gaussian fits to the simulated scatters in reconstructed co-ordinates
















Bx 0.935 0.941 ±0.007 +0.006
Cx 1.369 1.371 ±0.011 +0.002
Cy 0.935 0.932 ±0.007 -0.003
Dx 1.414 1.409 ±0.011 -0.005
Dy 0.935 0.938 ±0.007 +0.003
Table 4.2: Comparison of predicted and simulated reconstructed precisions on
the square grid node co-ordinates, assuming a 1 µm measurement precision
required for the ATLAS FSI system.
4.3.4 Measurement Procedure
For the square grid, 35 FSI scans were recorded as node C was displaced along
the X-axis of the translation stage. 5 FSI scans were made at each of the 7 stage
positions. The differential translation drive was turned once between each set
of five scans, defining the step size of 47 µm ±1 µm.
The stage was then rewound and 5 further FSI scans were recorded at each
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of the first 4 stage positions (within stage setting errors).
For each of the 55 FSI scans, the measured GLI lengths were extracted by
the techniques of Chapter 2.
4.3.5 Consideration of Thermal Expansion
The temperature of the steel optical breadboard was monitored throughout the
FSI scans so that the effects of thermal expansion on the measured GLI lengths
could be studied. No significant correlation with the steel temperature was
found for any GLI length. This was primarily due to the very small maximum
change in steel temperature of ∆T = 0.087 K observed during these tests.
The expected corresponding length change for one of the short GLIs of length
L = 196 mm is
∆L ≈ αsteelL∆T
≈ 250 nm (4.1)
where the coefficient of expansion for stainless steel (18Cr+8Ni) αsteel = 14.7×
10−6 K−1 [Kay89]. The expected ∆L was of the same order as the FSI length
measurement precision. Therefore any correlation of GLI length with the steel
temperature could not be significantly resolved.
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Figure 4.5: The sum of lengths for interferometer X (measuring the stage dis-
placement) and (a) GLI CD or (b) GLI CA×√2; versus the scan averaged
steel optical breadboard temperature. These summed lengths should have been
approximately independent of stage displacement. The blue circles and red tri-
angles represent data before and after the stage was rewound. A significant
discontinuity is present between the mean of the two data sets.
4.3. Square Grid 85
During the FSI scans interferometer ‘X’ independently measured the dis-
placement of the stage, on the opposite side of the stage to GLI CD. The mea-
surements CD and X, and the stage translation were approximately collinear,
so it was expected that the sum of lengths CD and X would remain constant,
within measurement errors, for any stage translation. Instead, a significant
discontinuity was observed when these summed lengths were plotted against
the scan averaged GLI steel temperature, as shown in Figure 4.5(a). A dis-
continuity was also observed in a similar plot of the sum of X and GLI CA
multiplied by
√
2 for the geometry, shown in Figure 4.5(b). In both cases the
discontinuity occurred when the stage was rewound. The magnitude and sign
of the discontinuity cannot be explained by the thermal expansion of the steel
breadboard.
The discontinuity may possibly be explained by an expansion of the steel
and aluminum stage, due to a 1 K rise in stage temperature, probably caused
by prolonged thermal contact of the operator with the stage armature during
the rewinding procedure. A 1 K temperature rise would induce a 1.4 µm
expansion between the retro-reflector of interferometer X and the quill of GLI
CD, decreasing the summed lengths by this amount. For the same temperature
change, the quill of GLI CA would be displaced by 0.4 µm along the line of
sight. Since the stage temperature was not independently measured, such a
hypothesis cannot be proved.
The discontinuity may alternatively have arisen from a crucial component
C]ℜ°GLI Steel Temp. [  














Figure 4.6: The sum of lengths for GLIs forming the triangle ABD versus the
scan averaged steel optical breadboard temperature. The blue circles and red
triangles represent data before and after the stage was rewound. No significant
discontinuity was observed.
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on the stage being touched during the rewinding procedure. It is highly un-
likely that the discontinuity arose from systematic change in the prototype FSI
system, because all measured lengths would have been affected, which was not
the case. No significant discontinuity was present in the lengths of GLIs not
convergent on node C, as shown by a plot against temperature of the sum of
lengths of GLIs between nodes A, B and D, in Figure 4.6.
Due to the presence of the discontinuity, the last 20 FSI scans were discarded
in the following analysis. For the first 35 FSI scans the maximum temperature
change was only ∆T = 0.027 K, so thermal effects were assumed negligible and
were not studied further.
4.3.6 Calibration
To reliably reconstruct the grid geometry from real FSI measurements the
SIMULGEO model needed to be calibrated by defining the offsets of each quill
and retro-reflector from the grid node of the jewel. Only offsets along the GLI
direction were considered, since any offset of the measurement node in the
direction perpendicular to the GLI, would have only a very small effect on the
calibration and reconstruction1.
In the Monte Carlo model of Section 4.3.3, perfect nominal offsets were spec-
ified. For the prototype grid the real offsets could only be estimated within
±1 mm from engineering drawings, machining tolerances and ruler measure-
ments. The largest uncertainty was on the location of a quill within its sup-
porting slotted-sphere, in which the quill was manually glued. The location of
the apex of the retro-reflector was estimated to within ±0.5 mm.
Jewel Offset Calibration Procedure
A special model for calibration was written in SIMULGEO in which all grid
nodes were fixed at the corners of a square of side length 254 mm exactly. All
grid node degrees of freedom were fixed. The position of all retro-reflectors
within the jewel were fixed at an offset estimated from engineering drawings.
All 6 quills were free to translate along the line from the grid node of the jewel
supporting the quill, to the opposite retro-reflector. The 6 GLI measurements
were passed to SIMULGEO and the 6 quill offsets were reconstructed, for each
of the 35 FSI scans. The mean quill offsets were taken as the calibration
constants of subsequent reconstruction model.
1For a 1 mm orthogonal displacement of the quill, the difference in GLI length would be
only ∼ 1 µm. This is far less than the uncertainty on the retro-reflector location in the GLI
direction.
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This general procedure should enable initial calibration of the ATLAS FSI
grid. In the simple square geometry, the procedure is equivalent to defining
each quill offset by a subtraction of the mean GLI length and retro-reflector
offset from 254 mm for the short GLIs (or from
√
2× 254 mm for the diagonal
GLIs).
Notably, the procedure pinned the average shape of the grid as exactly
254 mm square. This baseline shape should therefore have been reconstructed
by the calibrated model. What the real shape of the grid was at the micron
level, does not matter, to first order. In the context of ATLAS, the relative
positions of the grid nodes and the modules will not be known to microns: FSI
measurements are only needed to precisely measure differences from a baseline
shape of the SCT, determined by the X-ray, as discussed in Section 5.5. What
does matter, is that the same shape is reconstructed if one or more FSI mea-
surements fail; this is the main reason for the calibration. The precisions on
the grid nodes should worsen if some GLI measurements fail, but the recon-
structed shape should remain consistent if the reconstruction model has been
correctly calibrated. The importance of correct calibration is demonstrated in
Section 4.3.8.
Calibration of the model FSI measurement precision
The precision on each FSI measurement needed to be defined in the SIMUL-
GEO model to reconstruct the grid. Na¨ıvely all measurement precisions could
have been defined as 1 µm. However, if the actual FSI precisions differed2, two
problems would arise:
• the precisions predicted by the error propagation would fail to match the
reconstructed precisions.
• the incorrect ratio of precisions would be relied upon in the adjust-
ment procedure of SIMULGEO resulting in a poor estimate of the re-
constructed grid node co-ordinates.
The measurement precisions were therefore estimated for inclusion in the
reconstruction model as follows, for two types of GLI measurements:
For the 3 GLIs not convergent on node C, the true GLI lengths were as-
sumed constant for all 35 FSI scans. For each GLI length measurement, xi,
the precision was taken as the unbiased estimate of the population standard
2The ratio of measurement precisions affects the reconstruction.













for N=35 FSI scans.
For interferometer X and the 3 GLIs convergent on node C, the true lengths
were not constant due to the stage translation between groups of 5 FSI scans.










(xij − x)2 (4.4)
for M=7 groups of N=5 FSI scans. The measurement precision was assumed
independent of the measured length because the stage translations were rela-
tively small.
The measurements precisions estimated by the above methods are presented
in Table 4.3. The precisions differ primarily due to the amount of W-mode
present in the return signal from each quill and also due to the retro-reflector
quality. Importantly, all FSI measurement precisions were far smaller than the
ATLAS requirement of ±1 µm.









Table 4.3: GLI measurement precisions for the square grid, estimated using
Equations 4.2 and 4.4.
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4.3.7 Reconstruction
The grid node co-ordinates were reconstructed in SIMULGEO with the cali-
brated model and are plotted in Figure 4.7 for each FSI scan. As for the Monte
Carlo study, node A had no scatter since it defined the origin and node B had
no scatter in the Y co-ordinate because it defined the X-axis. The scatter of
the X co-ordinate of node B is shown for clarity as a histogram in Figure 4.8.
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Mean y     254
RMS x  0.0004672
RMS y  0.0001285
node D
Figure 4.7: The scatter in reconstructed node co-ordinates of the square grid
for 35 FSI scans. The ranges of the axes have been retained from Figure 4.3
to allow a direct comparison with the scatter due to the required FSI precision
for ATLAS. The extended X-axis of node C allows the 7 positions of the stage
to be seen.
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 / ndf 2χ  1.902830 / 4
Constant  1.948400ℜ± 9.196458 
Mean      0.000044ℜ± 254.000000 
Sigma     0.000031ℜ± 0.000243 
X [mm]




Figure 4.8: The scatter in the reconstructed X co-ordinate of node B of the
square grid. The χ2/ndf for the fit was very sensitive to the histogram binning.
A bin width was selected that gave fit values approximately in the centre of the
range of fit values produced when a range of bin widths were tried. In the selected
case the χ2/ndf was less than 3.36/4 (the 50 % point in the χ2 distribution for
4 degrees of freedom).
As expected, the mean values of the reconstructed node co-ordinates matched
those set during the calibration. Importantly, the scatters on the reconstructed
node co-ordinates were found to be well within the ATLAS requirements, rep-
resented by the scatters of the Monte Carlo test in Figure 4.3, in which a
1 µm measurement precision was assumed. This was due to the sub-micron
measurement precisions of the real FSI measurements.
A further error propagation was performed with the calibrated model, which
included the measurement precisions from Table 4.3, to refine the predicted
precisions. The reconstructed precisions were estimated from the 35 sets of
reconstructed co-ordinates. The reconstructed precisions were calculated with
Equation 4.2 for nodes B and D, which were assumed stationary and with
Equation 4.4 for node C, due to the stage displacements.
The refined predicted precisions were compared with the reconstructed pre-
cisions, as in Figure 4.9, and were found to generally be in close agreement.
Any disagreement, particularly apparent for the X co-ordinate of node D, arose
mainly from the small number of grid measurements. The low statistic sample
produced non-Gaussian distributions of the measured lengths. This induced an
error in the estimate of the measurement precisions, that propagated though
the grid in the error propagation to adversely affect the predicted precisions.
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The same non-Gaussian distributions of GLI lengths, also lead to non-Gaussian
distributions of the reconstructed co-ordinates and hence induce errors on the
reconstructed precisions. If more grid measurements had been performed, these

















Figure 4.9: Comparison of the predicted and reconstructed precision on the
reconstructed grid node co-ordinates. The prediction was based on measurement
precisions estimated from the measured lengths of each GLI.
4.3.8 Grid Self-consistency
The redundancy in the grid was used to check the reconstruction process by
systematically removing one of the 6 GLI measurements from the analysis. The
5 DoF in the model were therefore solved with only 5 measurements, so the
grid was just constrained. The solution for one set of FSI measurements was
unique and independent of the ratio of measurement precisions.
Plots of the reconstructed co-ordinates of nodes B, C and D are shown in
Figures 4.10, 4.11 and 4.12 respectively, in which the lower plots correspond to a
different combination of 5 GLI measurements. It was found that the nodes were
still successfully reconstructed to within the requirements for ATLAS despite
the removal of any one of the 6 GLI measurements.
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Mean   254.000001
RMS    0.000241
Constant  1.948455ℜ± 9.196455 
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Figure 4.10: The X co-ordinate of node B of the square grid, reconstructed with
models having the combination of GLIs that omitted the GLI stated in the plot
title. Since B defined the X-axis in the model, the Y co-ordinate had no scatter.
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DB omitted
Figure 4.11: The reconstructed co-ordinates of node C of the square grid, show-
ing the 7 positions of the motion stage on which the node was mounted. The
GLI stated in the plot title was omitted in the analysis.
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Figure 4.12: The co-ordinates of node D of the square grid, reconstructed with
models having the combination of GLIs that omitted the GLI stated in the plot
title.
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Crucially, the mean reconstructed node co-ordinates for all analyses that
omitted a GLI, successfully matched those reconstructed when all 6 GLIs were
included. This was due to an appropriate calibration of the jewel offsets.
Miscalibration
The importance of the calibration was demonstrated by a similar set of anal-
yses in which the offsets of the FSI measurement nodes within the jewel were
set to crude (±1 mm) estimates from engineering drawings, manufacturing tol-
erances and ruler measurements of the components. The reconstructed node
co-ordinates from this poorly calibrated model are shown in Figure 4.13, again
including the analyses that omitted one GLI. The widths and correlations of
the local scatter in reconstructed node co-ordinates were similar to those for
the calibrated model for each combination of GLIs. However, the mean values
of the reconstructed node co-ordinates vary discontinuously on the order of
millimetres (comparable to the miscalibration) as each GLI is systematically
removed from the analysis.
These observations can be explained by the following analogy. Consider
the GLIs as springs connecting the measurement nodes of the jewels. The
spring constants are derived from the GLI measurement precisions. During
a reconstruction, the grid nodes move until the forces between the springs
balance, determining the shape of the grid.
In this analogy, during an appropriate calibration the jewels are pinned in
a given configuration, while the springs are allowed to relax to their natural
length (the mean GLI length) and the offsets of the measurement nodes from
the jewel centres (the grid nodes) are recorded. The ends of the spring are
then fastened into the jewel at the calibrated offset positions. When the grid
is subsequently reconstructed from the mean GLI lengths, the grid settles to
the shape in which it was pinned, corresponding to the natural length of the
springs. If one GLI was removed from the reconstruction, the grid would still
converge on the calibrated shape. Small perturbations of the spring lengths
would result in corresponding changes to the reconstructed grid shape, allowing
shape difference to be measured.
In the analogy, if poorly calibrated offsets were used to fasten the springs
into the jewel, the shape reconstructed from the mean GLI lengths would differ
from that of the calibrated model and internal tensions and compressions of
the springs would occur. Small perturbations in the GLI lengths would how-
ever cause corresponding changes to the reconstructed shape. To first order,
the poorly calibrated model fulfils the ATLAS requirement of correctly recon-
structing shape differences from all GLI measurements. However, if any GLI
was removed from the analysis, the sudden imbalance in spring forces would







































Figure 4.13: The square grid node co-ordinates for the 35 FSI scans as re-
constructed with a poorly calibrated model. As each GLI was systematically
removed from the analysis the local reconstructed scatter remained small, but
the mean values of the node co-ordinates varied discontinuously, on a similar
scale to the miscalibration (±mm).
drive the grid to an alternate shape, until equilibrium is again found. The
difference in shape would be on the scale of the miscalibration. The shape
of the grid would therefore discontinuously vary as each GLI is systematically
removed, as was observed in the above analysis.
A poor calibration would therefore have serious consequences for the ATLAS
SCT alignment system: the reconstructed shape would be severely altered if
any FSI length measurement failed.
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Error Propagation Comparison
For the appropriately calibrated model, the scatter on the reconstructed co-
ordinates varied as each GLI was systematically removed from the analysis,
as in Figures 4.10, 4.11 and 4.12. To check this variation in scatter, a set of
refined error propagations were performed using the measurement precisions
calculated in Section 4.3.6, for the different combinations of 5 GLIs. The re-
constructed precisions were calculated for each combination of 5 GLIs by the
method of Section 4.3.7. The refined predicted precisions are compared with
the reconstructed precisions for each GLI combination in Figure 4.14.
The comparison revealed that for some node co-ordinates and GLI com-
binations, the predicted and reconstructed precisions agree to the nanometre;
whereas for the other node co-ordinates, the predicted and reconstructed pre-
cisions differ by up to 450 nm. The following pattern was observed: only where
more than one GLI was directly used to reconstruct a node do the predicted
and reconstructed precisions not exactly agree.
These observations are explained by the identical estimation methods for
the GLI measurement precisions and the reconstructed measurement precisions,
operating on the low statistic sample of 35 grid measurements. As explained
in Section 4.3.7, the low statistic non-Gaussian distributions of the measured
GLI lengths induce errors in the estimates of the measurement precisions and
hence the predicted precisions. Also the non-Gaussian GLI length distributions
create non-Gaussian distributions in the reconstructed co-ordinates and hence
the reconstructed precisions. In the special case that only one GLI length
is used to directly reconstruct a node co-ordinate, then the GLI length and
node co-ordinate distributions must match exactly. The predicted precisions
and the reconstructed precisions therefore also match exactly, because they are
calculated by the same method from identical distributions.
For example, from Figure 4.14 the predicted and reconstructed precisions
on the X co-ordinate of node B are both 0.240 µm3 for all combinations in
which only GLI AB directly determines the parameter. The precisions differ
only when AB is omitted and the X co-ordinate is determined via the other
GLIs.
When all GLIs are included in the reconstruction, no exact matches are
found between the predicted and reconstructed precisions of any node co-
ordinate. With all GLIs, the grid is over-constrained so the free parameters
in the model converge on the best fit in the adjustment procedure. No node
co-ordinates therefore have the same distribution as any GLI length, so the pre-
dicted and reconstructed precisions should differ for the low statistics sample,
as was observed.
3The estimated measurement precision on GLI AB is also 0.240 µm, as in Table 4.3.























































































Figure 4.14: Comparison of predicted and reconstructed precisions on the 5 free
parameters of the square grid, for each model that omitted the GLI as shown.
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A few reconstructed precisions are larger for the analysis including all GLIs
than for some combinations of 5 GLIs. However, the co-ordinates for the over-
constrained model provide the best estimate of the shape differences of the
grid.
4.3.9 Linearity Test
The linearity of individual FSI measurements has been verified [Coe01]. The
linearity in reconstructing the position of grid nodes from combined FSI mea-
surements was checked for the square grid, as described in this section.
The linearity on reconstructing node C was checked as the stage that sup-
ported node C was translated. The precision on reconstructing node C from
the FSI grid measurements was found to be better than the resolution of
around ±1 µm on reading and setting the stage. The reconstructed X co-
ordinate of node C was therefore compared, as in Figure 4.15, with the seventh
FSI interferometer labelled ‘X’ that independently measured the stage trans-
lation to ±0.2 µm (from Table 4.3). The 7 stage positions can be seen, cor-
responding to 6 full turns of the differential translation drive. A straight line
fit to the data is shown to emphasize the important absence of any observable
non-linear trend. The residuals from the best fit straight line have a standard
deviation of (0.364±0.044)µm, as plotted in Figure 4.16. This spread is not sig-
nificantly larger than the reconstruction precision on the node C X co-ordinate
of 0.343 µm, estimated in Section 4.3.7. Therefore, any non-linearity due to the
FSI grid measurement and reconstruction method was found to be too small
to be resolved, over the 0.28mm translation range studied.
In Figure 4.15 the best fit straight line had an intercept compatible with
254 mm, expected from the calibration. The gradient was smaller than unity
by 0.0024, probably due to:
1. non-collinearity of the X-axis of the reconstruction model, the stage trans-
lation and the measurement direction of interferometer X. The X-axis of
the reconstruction model is defined by the line AB. A 0.5 mm offset of
node A or B with respect to C in the plane perpendicular to the stage
translation would be sufficient to cause the 0.7 µm observed difference be-
tween the reconstructed and independently measured X co-ordinate over
the 0.28 mm range of the translation.
2. a differential thermal expansion of the optical breadboard and the plate
on which the stage and interferometer X were mounted (although the
plate was bolted to the optical breadboard).
Reason 1 is considered the most probable.
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Figure 4.15: The reconstructed X co-ordinate of node C for the square grid
versus the independently measured stage position, where all GLIs was used to
reconstructed the grid. Magnified regions at the seven stage positions are plot-
ted. The best fit straight line is shown in green (gradient 0.997578). A straight
line with a gradient of 1 is shown in red for comparison.
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Cx residuals  / ndf 2χ  4.851447 / 5
Constant  1.587862ℜ± 7.669786 
Mean      0.000062ℜ± 0.000000 
Sigma     0.000044ℜ± 0.000364 







Figure 4.16: The residuals of the reconstructed X co-ordinate of node C for the
square grid from the best fit straight line shown in the plot of Figure 4.15.
Linearity with omission of GLIs
The linearity was also assessed for the reconstruction models that omitted
each GLI from the analysis. The reconstructed X co-ordinate of node C is
plotted against the independently measured stage translation in Figure 4.17.
The residual difference between the reconstructed X co-ordinate of node C
and the independent measurement are plotted for each omitted GLI model in
Figure 4.18. This is different to the plot of the Cx residuals from each best line
fit; rather the X co-ordinate of node C is compared with a common baseline for
all the GLI omission models. Notably, the reconstruction remains linear for all
GLI combinations and the spread is given by the value labelled ‘RMS y’. This
spread includes the ±0.2 µm error on the independent measurement.
Figure 4.19 shows the reconstructed Y co-ordinate of node C versus the
deviation of the reconstructed X co-ordinate from the independently measured
stage position, for each omitted GLI model. The Y-axes of Figure 4.18 form
the X-axes of Figure 4.19. Figure 4.19 indicates the variation in scatter and
correlations on the reconstructed co-ordinates of node C as each GLI is system-
atically removed from the analysis. The scatter in the X co-ordinate includes
the error in the independent measurement (and any non-linearity). As for the
other nodes, the scatter on node C was found to be well within the ATLAS
requirements, despite any GLI being omitted from the reconstruction.
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Figure 4.17: The reconstructed X co-ordinate of node C of the square grid versus
the independently measured stage position. The GLI stated in the plot title was
omitted in the analysis.
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Figure 4.18: The residual differences of the reconstructed X co-ordinate of node
C of the square grid and the independently measured stage position.
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Figure 4.19: The reconstructed Y co-ordinate of node C of the square grid
versus the deviation of the reconstructed X co-ordinate from the independently
measured stage position.
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4.3.10 Discussion and Conclusions
FSI geodetic grid shape measurement and reconstruction has been demon-
strated for the first time with the square prototype grid. The precisions
achieved on reconstructing the square grid node co-ordinates were on average
a factor of 4.6 better than the precision required for ATLAS.
The presented data were reconstructed with a software model that had one
particular DoF definition of the grid nodes. It could be argued that these DoF
did not naturally suit the set-up: perhaps the DoF could have been defined in
which the global co-ordinate frame coincided with the average position of the
fixed nodes A, B and D. Such a model was written, along with several others to
investigate the effect of different DoF definitions on the reconstruction. These
results have not been presented here, but it was found that if the models had
the same constraints and calibration, the DoF definitions did not significantly
affect the reconstructed grid shape. The grid shapes reconstructed with any of
these models for a set of GLI lengths, should be identical and related simply
by co-ordinate transformations.
An appropriate calibration of the reconstruction model was crucial to con-
sistently reconstruct the grid shape, when GLI measurements were individually
omitted from the analysis. The miscalibration did not significantly affect the lo-
cal scatter in reconstructed node co-ordinates, but the mean node co-ordinates
varied on the order of the miscalibration. These results emphasize the im-
portance of an appropriate calibration for the ATLAS FSI system, to ensure
the reconstructed grid shape is not significantly altered if one or more GLI
measurements fail.
The comparisons of the predictions and reconstructed precisions on the
reconstructed grid node co-ordinates, for both the simulated and prototype
grid measurements, demonstrated that the SIMULGEO models gave reliable
predictions on FSI geodetic grid rigidity. This provided an important validation
of SIMULGEO and its use for the simulations of the ATLAS FSI grids, detailed
in Chapter 5.
The reconstruction with the square grid assumed that all four nodes were
coplanar, so the grid was treated as two dimensional. The ATLAS FSI grids will
be three dimensional and co-ordinate measurement of this type was investigated
with the tetrahedral grid, as described in Section 4.4.
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4.4 Tetrahedral Grid
4.4.1 Overview
The square grid was adapted to the tetrahedral geometry, described in Sec-
tion 3.3.3, to allow investigations of grid node reconstruction in three dimen-
sions. The grid was reconstructed with a common software model, described
in Section 4.4.2, for all but one of the investigations. Initially the grid was
measured repeatedly, without adjusting the grid shape, to allow the length
measurement precisions to be determined and the reconstruction model to be
calibrated, as described in Section 4.4.4. The node mounted on the motion
stage was finely manipulated to test if the node position could be precisely
reconstructed in three dimensions from FSI measurements.
4.4.2 Reconstruction Model
A SIMULGEO model of the tetrahedral grid was defined in which node A was
the origin and the line from node A to node B formed the X-axis. The plane of
nodes A, B and D defined the X-Y plane. These 3 nodes had the same 3 DoF
as for the square grid model. Node C was free in all 3 translational DoF. The
rotational DoF of the jewels were assumed to be fixed. The model thus had 6
DoF determined by 6 distance measurements, so the tetrahedral grid was just
constrained.
The model was calibrated for reconstruction of real FSI measurements, as
discussed in Section 4.4.4, although preliminary studies were performed with a
model describing a perfect grid geometry.
4.4.3 Preliminary Reconstruction Studies
Error Propagations
An error propagation was performed with the SIMULGEO model, to predict
the precision on the reconstructed node co-ordinates for length measurement
precisions that exactly met the ATLAS requirement of 1 µm. The predicted
precisions on the reconstructed node co-ordinates, shown in Figure 4.20, were
found to be generally worse than the equivalent predictions for the square
grid, shown in Figure 4.2. The difference is primarily due to the square grid
being overconstrained and the tetrahedral grid, which had an additional DoF
in Z on node C, being just constrained. The predicted precision on any node
of the tetrahedral grid was therefore equal to, or worse than, the assumed
measurement precision of 1 µm. The Z co-ordinate of node C was predicted to
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be determined relatively poorly because of the small Z components of the GLIs
convergent on node C, which resulted from the skewed tetrahedral geometry.
A second error propagation was performed with a model of the tetrahedral









Figure 4.20: An error propagation for the tetrahedral grid, assuming the 1 µm
FSI measurement precision required for ATLAS. The predicted precisions on the
6 free parameters of model, including the Z co-ordinate of node C, are shown.









Figure 4.21: An error propagation for the tetrahedral grid, assuming a 1 µm
FSI precision and node C to be rigidly fixed in Z. The predicted precisions on
the 5 parameters are shown next to the relevant node. In this model the grid
was overconstrained.
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DoF that were overconstrained by the 6 GLI measurements. The redundancy
improved the predicted precisions on the node co-ordinates, to those in Fig-
ure 4.21, so that some precisions were less than the assumed 1 µm measurement
precision. The extra constraint assumed in this model would cause the incor-
rect X and Y co-ordinates of node C to be reconstructed, if node C moved in
Z by more than a few microns.
Check with Monte Carlo
A set of simulated length measurements were reconstructed with the tetra-
hedral grid model, in which node C was free in all 3 translational DoF. The
reconstruction process was checked and the correlations between reconstructed
node co-ordinates were evaluated. The GLI lengths were calculated from an
independent computer model that described a perfect geometry of the tetrahe-
dral grid: the grid nodes were separated by 254 mm in X and in Y, and node C
was raised above the plane ABD by exactly 100 mm. 10,000 copies of each GLI
length were independently smeared with a Gaussian of width 1 µm to simulate
length measurement errors. The grid nodes were reconstructed from each set
of smeared lengths with SIMULGEO.
As expected, the reconstructed co-ordinates of node A had no scatter, be-
cause node A defined the origin, nor did the Y co-ordinate of node B, because
AB defined the X-axis. The reconstructed co-ordinates of nodes B & D and of
node C are plotted in Figures 4.22 and 4.23 respectively.
The mean positions of all reconstructed nodes matched those in the original
model geometry. The reconstructed precisions were determined by a Gaussian
fit to each node co-ordinate and are compared with the predicted precisions in
















Bx 1.000 1.004 ±0.007 +0.004
Cx 1.747 1.741 ±0.012 -0.006
Cy 2.560 2.539 ±0.018 -0.021
Cz 5.651 5.590 ±0.040 -0.061
Dx 2.000 2.000 ±0.014 +0.000
Dy 1.000 1.004 ±0.007 +0.004
Table 4.4: Comparison of predicted and simulated reconstructed precisions on
the tetrahedral grid node co-ordinates, assuming a 1 µm measurement precision
required for the ATLAS FSI system.
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errors, estimated by Minuit [Jam75], demonstrating that the three dimensional
reconstruction proceeded as expected.
The Monte Carlo check also revealed the correlations between certain free
parameters. The correlations of the 3 co-ordinates of node C create an error
ellipsoid, that has its major axis tilted from the vertical, approximately towards
the centre of the grid, mainly as a result of the small Z components of the GLIs
convergent on node C. The tilt is not directly towards the centre of the grid
due to the asymmetric DoF definitions in the model.
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Figure 4.22: The simulated scatter in reconstructed co-ordinates of nodes B
and D of the tetrahedral grid, due to a 1 µm smearing of the GLI lengths,
representing the required ATLAS FSI precision. Node B defined the X-axis in
the model, so has no scatter in the Y co-ordinate.
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Figure 4.23: The simulated scatter in the 3 reconstructed co-ordinates of node
C of the tetrahedral grid, due to a 1 µm smearing of the GLI lengths. The
correlations of the different node C co-ordinates are shown for clarity. The
simulated reconstructed precisions were determined by a Gaussian fit to each
node C co-ordinate.
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4.4.4 Calibration
Jewel Offset Calibration
As found for the square grid, to reliably reconstruct the grid geometry from
real FSI measurements, the SIMULGEO model of the tetrahedral grid needed
to be calibrated. The grid geometry had been adapted from the square config-
uration by elevating node C through 100.0mm, as described in Section 3.3.3.
The quills in node C were reorientated and realigned with the corresponding
retro-reflectors of the other 3 nodes. Due to geometry changes caused by the
realignment, the offsets of each quill and retro-reflector from the grid node were
not retained from calibration of the square grid, but were instead recalibrated
as follows.
A special SIMULGEO model for calibration was written in which all grid
nodes were fixed at the nominal positions. Nodes A, B and D were defined as for
the square grid calibration, such that all retro-reflector locations were fixed and
the quills were free to translate along the GLI directions. The 3 quills of node C
were defined in distinct co-ordinate frames, as shown in Figure 4.24, that were
secured in a fixed orientations to the frame of jewel C. The positions of the quills
frames were set at a constant radius from the grid node, taken from engineering
drawings, to simulate the fixed position of the quill-spheres. The orientations










Figure 4.24: The skewed tetrahedral geometry of the three dimensional prototype
FSI grid and the equivalent rendering of the SIMULGEO model. The GLIs have
been overlaid with red lines for clarity. The quills were free to translate along
the GLI directions during the calibration.
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calculated (as ∼26.3◦ and ∼18.0◦ for GLIs BC or CD, and CA respectively)
from engineering drawings and confirmed with ruler measurements. These 3
quills were released to translate along the line of the GLI, which was assumed
to be from the centre of the quill-sphere to the apex of the opposite retro-
reflector. This procedure therefore accounted for the large lateral offset on the
quill measurement nodes, induced by the reorientation of the 3 quills of node C
during realignment.
The model was calibrated with data from the 41 FSI scans of the stability
test, described in Section 4.4.5. For each scan the 6 GLI lengths were passed
to SIMULGEO and the quill offsets were reconstructed. The mean quill offsets
were taken as the calibration constants.
Calibration of the model FSI Measurement Precision
The FSI measurement precisions required in the SIMULGEO model for grid
reconstruction, were calculated for all GLIs with Equation 4.2, for N=41 FSI
scans of the stability test. The estimated precisions are presented in Table 4.5.
The precisions were found to differ from those previously estimated for the
square grid, in Table 4.3. The differences are due to the effects of tempera-
ture, as discussed in Section 4.4.5, and the realignment of certain GLIs. The
measurement precision of GLI AB was worse for this data set, as discussed
in Section 4.4.5, although for all GLIs, the measurement precisions were far
smaller than the ATLAS requirement of 1 µm.









Table 4.5: GLI length measurement precisions for the tetrahedral grid, estimated
from the stability test data using Equation 4.2.
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4.4.5 Stability Test
Measurement Procedure
An initial test was performed to assess the precision in reconstructing the tetra-
hedral grid while the geometry was stable. 41 consecutive FSI scans were
recorded without adjustment of the stage supporting node C. The thermal in-
sulation around the grid was not opened during these measurements. This data
was used to calibrate the reconstruction models of all subsequent tests.
The measurements were recorded over 5.6 hours, during which time the
temperature of the optical breadboard rose approximately linearly by 0.285K.
Reconstruction
The grid node co-ordinates were reconstructed for each FSI scan with the cal-
ibrated SIMULGEO model, in which node C was free to translate in the Z
co-ordinate.
No scatter was found on the reconstructed co-ordinates of node A or on node
B in Y, due to the model definitions previously described. The reconstructed
co-ordinates of nodes B & D and of node C are plotted in Figures 4.25 and 4.26
respectively.
As expected, the mean values of the reconstructed co-ordinate matched
those set during the calibration. The reconstructed precisions were estimated
from the 41 sets of reconstructed node co-ordinates. All nodes were assumed
to be stationary in this test, so the estimated reconstructed precisions were
calculated with Equation 4.2 for all nodes.
Importantly, the precisions on the reconstructed co-ordinates were found
to be on average a factor of 4.3 better than the precisions predicted when the
required ATLAS FSI precision was assumed. The average improvement was
less than the improvement of 4.6 for the square grid, because the reconstructed
X co-ordinate of node B exhibited a particularly non-Gaussian distribution in
this test. This was a direct result of the least precise GLI measurement, AB,
as in Table 4.5.
A refined error propagation was performed in which the measurement pre-
cisions from Table 4.5 were assumed. The predicted precisions were compared
with the estimated reconstructed precisions, as in Figure 4.27, and were found
to generally be in close agreement. Any differences results from the non-
Gaussian distribution of the low statistic sample of 41 FSI scans, as discussed
in Section 4.3.7, and from any real relative node movements.
The correlated scatters in the reconstructed node co-ordinates, shown in
Figures 4.25 and 4.26, approximately matched those found in the Monte Carlo
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Figure 4.25: The scatter in reconstructed co-ordinates of nodes B and D of the
tetrahedral grid, for 41 FSI grid measurements of a stable grid. Node B defined
the X-axis in the model, so has no scatter in the Y co-ordinate. The scatter on
node B was found to be particularly non-Gaussian for this test.
test shown in Figures 4.22 and 4.23, given the low statistics and the effects of
real relative node movements, discussed below.
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Figure 4.26: The scatter in the 3 reconstructed co-ordinates of node C of the
tetrahedral grid, for 41 FSI grid measurements, without adjusting the position
of node C.

















Figure 4.27: Comparison of the predicted and reconstructed precision on the 6
reconstructed tetrahedral grid node co-ordinates. The prediction was based on
measurement precisions estimated from the measured lengths of each GLI.
Consideration of Thermal Expansion
The scatters on the reconstructed node co-ordinates also included any real
relative movement of the nodes, that could for example have been caused by
the thermal expansion of the set-up. Figure 4.28 shows the correlation of
each reconstructed node co-ordinate with the temperature of the steel optical
breadboard.
The increase in the Z co-ordinate of node C of over 3.5 µm is too large to be
explained by a simple correlation with temperature. The differential expansion
of the aluminium pillars on which node A and node C were mounted, would
induce an increase in the Z co-ordinate of node C of:
∆L ≈ αaluminiumL∆T
≈ 0.66 µm (4.5)
where:
coefficient of expansion αaluminium = 23.1× 10−6 K−1 [Kay89],
distance in Z between nodes A and C, L = 100 mm,
measured temperature change of optical breadboard, ∆T = 0.285 K.
The reconstructed X and Y co-ordinates of node C, both decreased slightly
with temperature, in contradiction to the increase of about 0.8 µm expected
from the temperature rise, as calculated from Equation 4.1.
The increase in the reconstructed Y co-ordinate of node D was compatible
with the 0.8 µm expected from thermal expansion over the distance from node
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Figure 4.28: Correlation of the 6 reconstructed node co-ordinates with the tem-
perature of the steel optical breadboard. The co-ordinate axes of the plots share
a common 6 µm range to aid comparison.
A to D. The X co-ordinate of node D should have remained fixed with respect
to node A, for a linear expansion of the breadboard, but instead increased
slightly. Importantly, the reconstructed X co-ordinate of node B increased in a
non-linear fashion by around 1.5 µm, which is more than the 0.8 µm expected
from thermal expansion.
The observations may be explained solely by the poor measurement of GLI
AB. The temperature correlations of the 6 measured GLI lengths are shown in
Figure 4.29.
The reconstructed positions of nodes B and D with respect to node A were
determined entirely from the GLIs within the triangle ABD, because the grid
was just constrained. The X co-ordinate of node B was determined directly
from the GLI AB, as apparent from the identical distributions of Bx and AB
shown in the upper left plots of Figures 4.28 and 4.29 respectively. Also, the
Y co-ordinate of node D is determined directly from the GLI DA, for small
Y movements of node D, as shown by the identical distributions in the upper
right plots of the same Figures. The X co-ordinate of node D was determined
via DB from the reconstructed position of node B. Therefore the non-Gaussian
distribution on AB was propagated to and included in the reconstructed X
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Figure 4.29: Correlation of the 6 measured GLI lengths with the temperature of
the steel optical breadboard. A scale of 6 µm has been retained from Figure 4.28
to allow a direct comparison.
co-ordinate of node D.
The measured length of GLI CD varied very little with temperature. There-
fore the erroneous non-Gaussian distribution on Dx was propagated to the re-
constructed co-ordinates of node C. Node C was constrained strongly in X by
the measurement CA and in Y by the measurement BC. The large but erro-
neous increase of Dx with temperature, therefore forced node C upwards in Z
during the reconstruction to create the observed erroneously large correlation
of the Cz with temperature. Node C also moved towards slightly towards the
centre of the grid, reducing the X and Y co-ordinates, due to the slight tilt of
the error ellipsoid of node C, previously discussed in the Monte Carlo test of
Section 4.4.3.
The observations are therefore explained by the non-Gaussian measurement
of GLI AB. The slight S-shape in the distribution of GLI AB with tempera-
ture is also faintly apparent in the reconstructed Z co-ordinate of node C. A
correlation was found between these parameters as in Figure 4.30.
The stability test demonstrates that although the reconstructed co-ordinate
did not exhibit the expected correlations with temperature, the reconstruction
did proceed as expected from the available GLI data. Importantly, the recon-
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Figure 4.30: Correlation of the reconstructed Z co-ordinate of node C with the
measured length of GLI AB, for the tetrahedral grid.
struction highlighted the error on the measurement of GLI AB, because the
scatter on the reconstructed Z co-ordinate of node C was much larger than
could be explained by thermal effects. The source of the increased measure-
ment error on GLI AB was not obvious in further analysis of the interferometer
data. Even when including this measurement error and the effects of thermal
expansion, the precision on the three dimensional FSI grid reconstruction was
found to be well within the ATLAS requirements.
4.4.6 Grid Self-consistency
The stability test data were reconstructed with a modified SIMULGEO model,
in which node C was fixed rigidly in Z, so that only 5 DoF were solved for with
the 6 GLIs. This over constrained model allowed a self-consistency check of the
grid reconstruction, by systematically omitting GLIs from the analysis. The
reconstructed co-ordinates for nodes B, C and D are plotted in Figures 4.31,
4.32 and 4.33 respectively for all analyses.
As found for the self-consistency check of the square grid, the mean values
of the reconstructed node co-ordinates were independent of the combination
of GLIs in the model, due to the appropriate calibration. The scatters on
all reconstructed nodes were well within the precisions predicted when the
required ATLAS FSI measurement precision was assumed, as in the second
error propagation of Section 4.4.3.
The poor measurement of GLI AB for this test is apparent in the recon-
structed X co-ordinate of node B. A non-Gaussian distribution was recon-
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structed only for models in which AB was directly relied upon to determine the
X co-ordinate of node B: when AB was omitted, the distribution had a more
Gaussian shape. Notably, for the redundant model including all GLIs, the Bx
distribution is not significantly affected by the poor measurement. The redun-
dancy allowed the ratio of GLI measurement precisions to be accounted for in
the adjustment procedure of SIMULGEO by assigning weights in accordance
with the precisions. This reduced the adverse effects on the reconstruction of
the non-Gaussian distribution of GLI AB. This emphasizes the importance of a
redundant grid and the need for an appropriate calibration of the measurement
precisions, for the best estimates on the node co-ordinates.
The precisions on each set of reconstructed node co-ordinates were calcu-
lated with Equation 4.2, for N = 41 FSI scans. The variation in the scatter was
checked by an error propagation for each combination of 5 GLIs, assuming the
length measurement precisions in Table 4.5. The predicted and reconstructed
precisions on the node co-ordinates are compared for each model in Figure 4.34.
In general a close agreement was found between the predicted and the re-
constructed precisions. The agreement to the nanometre for some node co-
ordinates is explained as in Section 4.3.8.
The precisions include any effects of thermal expansion, particularly that
induced by movement of node C in Z, which was assumed fixed in Z relative to
node A. All precisions were well within the ATLAS requirements.
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Figure 4.31: The X co-ordinate of node B of the tetrahedral grid, assuming
node C fixed in Z, reconstructed with models having the combination of GLIs
that omitted the GLI stated in the plot title. The measured length of GLI AB
had a non-Gaussian distribution.
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Figure 4.32: The reconstructed X and Y co-ordinates of node C of the tetrahe-
dral grid, assuming node C was fixed in Z. The GLI stated in the plot title was
omitted in the analysis.
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Figure 4.33: The co-ordinates of node D of the tetrahedral grid, assuming node
C fixed in Z, reconstructed with models having the combination of GLIs that
omitted the GLI stated in the plot title.























































































Figure 4.34: Comparison of predicted and reconstructed precisions on the 5 free
parameters of the tetrahedral grid, assuming node C fixed in Z, for each model
that omitted the GLI as shown.
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4.4.7 Linearity Test
Measurement Procedure
The linearity on reconstructing the position of node C of the tetrahedral grid
was evaluated as described in this section. 35 FSI scans were recorded as node C
was displaced along the X-axis of the translation stage. 5 FSI scans were made
at each of the 7 stage positions. The differential translation drive was turned
once between each set of five scans, defining the step size of 47 µm ±1 µm.
The measurements were recorded over 4.5 hours, during which time the
temperature of the optical breadboard rose by 0.077 K.
Reconstruction
For each FSI scan the measured GLI lengths were extracted and the grid shape
was reconstructed with the common calibrated SIMULGEO model, in which
node C was free in Z. The reconstructed co-ordinates of node C are plotted
in Figure 4.35. The 7 positions of the translation stage are apparent as the 7
groups of 5 points. The small reconstructed scatter of node C in the ZY plane
indicates that the translation was approximately in the direction of the X-axis,
defined as the direction between nodes A and B in model. The correlation of
Z & Y shown in Figure 4.35 approximately matches the expectation from the
Monte Carlo test shown in Figure 4.23.
The reconstructed X co-ordinate of node C was compared, as in Figure 4.36,
with the stage displacement measured by interferometer X. The residuals from
the best fit straight line were fitted by a Gaussian of width (0.339± 0.041)µm,
as plotted in Figure 4.37. The estimated reconstructed precision on node C
in X was 0.300 µm from Figure 4.27. Therefore any non-linearity over the
0.28 mm translation range studied was unresolvable.
The gradient of the best fit straight line was smaller than unity by 0.0046,
which is almost double the difference from unity observed in the square grid
linearity test. This is most probably due to the further non-collinearity of the
x-axis of the reconstruction model, the stage translation and the measurement
direction of interferometer X, caused during the adaption to the tetrahedral
geometry. Unfortunately, the design of the set-up did not allow the plate sup-
porting the stage to be raised without dismantling the stage and interferometer
X from the plate. Although every effort was made to ensure a consistent ori-
entation of the stage and interferometer X direction, the difference observed
would be caused by a further 0.5 mm relative shift in the ZY plane of nodes A
or B.
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Figure 4.35: The reconstructed co-ordinates of node C for the tetrahedral grid
for the linearity test. The 7 positions of the stage can been seen.
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Figure 4.36: The reconstructed X co-ordinate of node C for the tetrahedral grid
versus the independently measured stage position, where all GLIs were used
to reconstructed the grid. Magnified regions at the seven stage positions are
plotted. The best fit straight line is shown in green (gradient 0.995360). A
straight line with a gradient of 1 is shown in red for comparison.
128 Chapter 4. FSI Grid Shape Measurement
<X>-X [mm]




















Cx residuals  / ndf 2χ  2.124917 / 6
Constant  1.705297ℜ± 8.237123 
Mean      0.000057ℜ± 0.000014 
Sigma     0.000041ℜ± 0.000339 
Cx residuals from best fit [mm]




Figure 4.37: The residuals of the reconstructed X co-ordinate of node C from
the best fit straight line to the plot of Figure 4.36.
4.4.8 Planarity Test
Measurement Procedure
The tetrahedral geometry allowed the reconstruction of displacements of node C
in three dimensions to be investigated. The full extent of the X and Z differen-
tial axes were explored by recording ∼5 FSI scans at 9 different stage positions,
which formed a 3×3 grid in the XZ plane. This allowed the planarity of the
reconstruction to be evaluated. The step size of 141 µm ±2 µm between each
stage position corresponded to 3 full turns of the X or Z differential translation
drive.
The measurements were recorded over 6.3 hours, during which time the
temperature of the optical breadboard rose by 0.259 K.
Reconstruction
The grid shape was reconstructed for each FSI scan with the common calibrated
SIMULGEO model. The reconstructed co-ordinates of node C were found to
closely follow the nine positions of the translation stage, as in Figure 4.38. The
planarity of the reconstructed co-ordinates, is less than the fitted Gaussian
width of 1 µm ±0.1 µm to the Y co-ordinate of node C. This is likely to
be an overestimate due to the slight tilt in Y with increasing Z of the plane
reconstructed co-ordinates that was observed, as shown in the ZY projection
of Figure 4.38. The tilt angle of ∼0.4◦ is thought to be due to a misalignment
in the set-up of the stage Z axis with the plane of grid nodes ABD, combined
with the effects of thermal expansion.
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Figure 4.38: The reconstructed co-ordinates of node C for the tetrahedral grid
for the planarity test, showing the 9 stage positions that form a 3×3 array. A
tilt of ∼0.4◦ in the ZY projection of the plane of reconstructed co-ordinates was
observed.
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4.4.9 Predetermined Position Reconstruction
Measurement Procedure
In the final test with the tetrahedral grid, node C was sequentially moved in a
complex pattern of predetermined positions and a single FSI scan was recorded
at each stage position. The test aimed to demonstrate the typical role of FSI
in ATLAS, in which a single FSI scan is required to precisely determine a
particular SCT shape, in case the shape changes are too fast for the precision
to be improved by multiple FSI scans.
The position of node C was manipulated with the X and Z differential
translation drives of the stage, in quarter turn intervals. The step size between
adjacent node positions was 12 µm ±1 µm, which is equivalent to the RΦ
precision required for the ATLAS FSI system.
The measurements were recorded over 6.7 hours, during which time the
temperature of the optical breadboard rose by 0.412 K. This was the largest
temperature change for any grid test, due to the repeated opening of the ther-
mal insulation to adjust the stage, between each ∼8 minute FSI scan.
Reconstruction
The grid shape was reconstructed for each FSI scan with the common calibrated
SIMULGEO model. The reconstructed co-ordinates of node C followed closely
the 39 positions of the stage, as plotted in Figure 4.39.
The reconstructed position of node C was found to lie within the XZ plane,
to within 0.80 µm ±0.09 µm calculated from the width of a Gaussian fit to the
reconstructed Y co-ordinate of node C. A tilt in Y with increasing Z that was
found, that was consistent with the 0.4◦ observed in the planarity test. The
spread in Y was less than for the planarity test, because of the tilt and reduced
range in Z of the measurements.
Importantly, the FSI grid shape measurements precisely determined the
complex pattern of node movements to well within the ATLAS requirements, as
shown in Figure 4.40. The precision was demonstrated by taking the residual
differences between the reconstructed co-ordinates and a set of expected co-
ordinates based on a quantized constant separation of the node positions, as in
Figure 4.41. The scatter in these residuals is dominated by the effective stage
setting sensitivity, rather than the FSI measurement precision, which is shown
for stability test data in Figure 4.42 for comparison.
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Figure 4.39: The reconstructed co-ordinates of node C for the tetrahedral grid.
The predetermined complex pattern of 39 stage positions was precisely recon-
structed by FSI grid measurements. A tilt of ∼0.4◦ in the ZY projection of the
plane of reconstructed co-ordinates was observed.
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Figure 4.40: The reconstructed co-ordinates of node C of the tetrahedral grid
precisely followed the complex pattern of 39 node positions to which node C was
sequentially set. The positions are clearly distinguishable, despite the small
separation between adjacent points of 12 µm, corresponding to the required RΦ
precision for the ATLAS FSI system.
Figure 4.41: The residuals of the po-
sitions in Figure 4.40, and the ex-
pectations from perfect stage move-
ments. The scatter was dominated
by the stage setting sensitivity, rather
than the FSI precision, in Fig. 4.42.
Figure 4.42: The scatter in recon-
structed positions of node C for the
stability test, in which the stage sup-
porting node C was not adjusted. The
scatter is due to the FSI precision (and
the thermal expansion of the set-up).
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4.4.10 Discussion and Conclusions
Three dimensional FSI geodetic grid shape measurement has been demon-
strated for the first time with the tetrahedral grid. The precisions achieved
on the reconstructed tetrahedral grid node co-ordinates were on average a fac-
tor of 4.3 better that the precision required for ATLAS.
A method for calibrating the software model of a three-dimensional FSI grid
has been developed, that could be extended to aid calibration of the ATLAS
FSI system. The grid shape was successfully reconstructed with the calibrated
model, despite the removal of any one GLI from the analysis, when node C was
assumed fixed in Z.
The correlations between the node co-ordinates reconstructed from FSI grid
measurements were consistent with the expectations from simulated data. An
analysis of correlations of the reconstructed node positions and GLI lengths
with temperature highlighted the poor measurement on GLI AB.
The deliberate displacements of one grid node were precisely followed in the
reconstruction of FSI grid measurements. Any non-linearity or non-planarity of
the reconstructed co-ordinates were less than the FSI measurement precision.
Complex patterns of node movements were precisely reconstructed from a
single FSI grid measurement at each node position, as required for the ATLAS
FSI system.
4.5 Conclusion
Small shape deformations of the first two and three dimensional FSI geodetic
grids have been precisely reconstructed from simultaneous FSI length mea-
surements between grid nodes. The precisions on the node co-ordinates were
found to be on average a factor of &4 better than the precision required for the
ATLAS FSI system.
Reconstruction models were developed to allow the shape of the prototype
grids to be determined from FSI measurements. An important calibration
technique was developed, that could be extended to the ATLAS FSI system.
An appropriate calibration was crucial for the grid shape to be reconstructed
consistently when redundant grid lines were removed.
The precisions on the reconstructed node co-ordinates improved for a re-
dundant grid. The overconstrained grid allowed the poorer measurements to be
assigned less weight in the adjustment procedure, resulting in a better estimate
of the node positions.
Correlations between the reconstructed node co-ordinates were as expected
from simulated data. Such correlations could be important in defining an ap-
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propriate set of degrees of freedom for the ATLAS FSI grids.
Each of the simultaneous FSI measurements were in general found to be
very precise (∼ 200 nm), despite any remaining optical cross-talk between
GLIs in the set-up. For one GLI the measurement precision was found to be
particularly poor (∼ ±554 nm), although the reconstruction was tolerant to
this in the case of a redundant grid. This emphasizes the need for estimated
GLI measurement precisions to be included in the reconstruction models for
the ATLAS grids.
The simulated predictions of rigidity of the prototype grids closely matched
those calculated from the reconstructed grid shapes for repeated grid measure-
ments, inspiring confidence in the simulated predictions on the rigidity of the
ATLAS FSI grids described in Chapter 5.
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Chapter 5
ATLAS FSI Grid Simulations
5.1 Introduction
The prototype grids of Chapters 3 and 4 are very simple in comparison to the
ATLAS SCT alignment grid, which consists of 842 measurement lines arranged
in a complex geometry. The ATLAS grid is divided into three sections that
simultaneously monitor the SCT barrel (512 lines) and the two SCT end-caps
(165 lines each).1 Such a vast grid could not be fully prototyped, due to
limited resources and available power from the prototype FSI system. The
expected precision in reconstructing the ATLAS grid has been calculated with
detailed computer models, written in the same simulation software as used to
successfully reconstruct the prototype grids (see Chapter 4).
The presented studies are the first simulations of the final design of the
ATLAS FSI grid. This chapter summarizes detailed investigations of the prop-
agation of errors through the various sections of the grid. The studies aimed
at understanding the performance of the grid and determining if and how, var-
ious regions of the grid relate to each other, during the reconstruction process.
The knowledge gained should enable the node reconstruction method to be
optimized for ATLAS alignment.
The studies address how each grid section has been configured to fulfill the
ATLAS alignment requirements, which are reviewed in Section 5.2. The SCT
Barrel and SCT End-cap grid sections are evaluated in Sections 5.3 and 5.4
respectively. The implementation of the FSI system and how it could be inte-
grated with track alignment is outlined in Section 5.5.
1Relative alignment of the SCT barrel and end-caps will be performed with tracks.
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5.2 ATLAS and FSI Grid Design
5.2.1 ATLAS Alignment Grid Requirements
To ensure that misalignments do not degrade any track parameter resolution by
more than 20%, the SCT detector modules should be aligned with a precision
in RΦ of 12 µm [ATL97, Wei97].2 The less stringent corresponding Z and
R alignment requirements, of 50 µm and 100 µm respectively for the SCT
barrel, should be easily met by an FSI grid that fulfills the RΦ requirement, as
shown in previous studies [Fox96]. The requirement has been re-expressed as a
precision of around 10 µm on the three dimensional reconstruction of the FSI
grid nodes [Nic96]. However, the SCT module co-ordinates will be interpolated
from the FSI grid node positions and refined with track data, as discussed in
Section 5.5. Interpolation errors are not yet known, but it has been suggested
that to achieve the required precision on the module co-ordinates, the RΦ
precision of the alignment grid should be around 5 µm [Fox96].
Expected SCT deformations
The purpose of the alignment grid is to determine deformations of the SCT. Sev-
eral potential deformations have been investigated with FEA models [Cug01],
including those induced by movements of structures attached to the SCT,
namely the SCT support rails and the pixel detector support tube. Impor-
tantly, certain deformations are invisible to track based alignment methods,
which rely on the deviation of the track residuals from a helical path. These
deformations cause tracks to remain helical but change one or more track pa-
rameters (e.g. curvature) and are impossible to correct in some cases, with
track data alone [Hin04]. Certain classes of deformation may be constrained by
comparing the track momentum with the energy measured in the calorimeters,
for oppositely charged tracks. However this method is subject to complicated
systematic effects because the numerous track statistics required can only be
accumulated over time-scales that may exceed those of the deformations, and
the method cannot constrain all deformation classes. Therefore, an important
requirement is that the alignment grid is sensitive to all deformations that are
not well constrained by tracks (such as sagitta deformations). Considering the
deformation of the SCT as being decomposed into a set of eigenmodes, then
the FSI system should be sensitive to the low spatial frequency eigenmodes,
which are the least accessible with track data.
2An RΦ alignment of 1 µm is estimated for the MW fitting requirement [Hay00]. This
aim may be achievable with combined track and FSI alignment methods.
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5.2.2 Geodetic Grid Design
For a geodetic grid to be over-constrained, the sum of measurements and im-
posed physical constraints must be greater than the number of degrees of free-
dom (DoF) of the grid nodes. A well designed grid can then be solved to allow
reconstruction of the grid node positions and the orientations of extended ob-
jects.
As demonstrated in Chapter 4, the precision in reconstructing the grid
node co-ordinates is strongly dependent on the number and arrangement of
the grid line interferometers (GLIs). Without spatial constraints, a rigid grid
may be configured with relatively few GLIs, by arranging them into rigid shapes
such as equilateral triangles and braced-quadrilaterals. In the SCT however,
mechanical boundaries confine the GLIs to compact regions between module
layers, services and support structures. The number of GLIs required to achieve
adequate grid rigidity increases in regions with awkward spatial constraints.
Redundancy in the grid improves the grid rigidity, as shown with the pro-
totype grids in Chapter 4 and by definition ensures that the grid can still be
reconstructed in the case of redundant GLI measurement failure. However, the
number of GLIs is limited principally by the power of the laser system and
cost.
The ATLAS alignment grid has been configured for rigidity and redundancy,
within the restrictions outlined above. Further information on geodetic grid
design can be found elsewhere [Fox96, Kua96].
5.3 SCT Barrel Grid Simulations
This section presents detailed studies of error propagation through the SCT
Barrel grid. Previous investigations of the SCT barrel grid indicated that
the ATLAS requirements could be met with a geodetic grid similar to those
studied earlier [Fox96]. The preliminary grid designs were developed into the
final design [How01], which has subsequently been evaluated in more detail, as
described here.
5.3.1 SCT Barrel Grid Design
The ATLAS SCT barrel consists of four concentric carbon-fibre cylinders sup-
porting the silicon strip detector modules. Carbon-fibre flanges are attached at
the ends of each cylinder to increase rigidity. The cylinders are joined together
by eight radial interlink beams at each flange. The cylinders are labelled as
barrel 3 to barrel 6, with increasing radius.
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The SCT barrel alignment system is separated by mechanical boundaries
into four inner barrel grids (one per barrel) and two barrel-flange grids. The
grids are formed between FSI jewels that are rigidly attached to the carbon-
fibre support structures.
Each inner barrel grid monitors the shape of the barrel to which it is at-
tached. The inner barrel grid is constricted to a small annular region in the
RΦ plane, having the radial width of the flange from the inner surface of the
barrel. The grid comprises 32 grid nodes connected by 80 GLIs, configured as
8 unit cells that each survey an octant of the barrel. The GLIs of each octant
run approximately parallel to the barrel axis. Two additional GLIs from each
octant measure radially inwards to a retro-reflector located on a module of
the adjacent smaller barrel3, to help constrain the radial deformations of the
barrels.
The two barrel-flange grids monitor the relative positions and orientations
of the four barrels. The grid measurements link the barrels in the transverse
RΦ plane at either SCT barrel flange. Each barrel-flange grid comprises 72
GLIs divided into eight sectors, situated between the radial interlink beams.
The measurements also help to constrain deformations of the end-flanges of
each barrel.
5.3.2 Overview of Barrel Grid Simulations
The SCT barrel alignment system must combine information from the 512
GLIs forming the grid sections described above, to determine the shapes and
relative positions and orientations of the barrels. This task was broken down
and studied in the following phases:
• inner barrel grid
(a) single barrel octant; the unit cell (11 GLIs, including 1 GLI from
adjacent octant)
(b) single barrel quadrant (21 GLIs, including 1 GLI from adjacent
quadrant)
(c) complete inner grid of a single barrel (96 GLIs; 80 GLIs, excluding
radial lines)
• barrel-flange grid linking one end of all barrels (72 GLIs)
• complete SCT barrel grid (512 GLIs; 464 GLIs, excluding radial lines)
3The inner grid of the smallest SCT barrel does not have these radial GLIs.
5.3. SCT Barrel Grid Simulations 139
The aim was to elucidate the rigidity and redundancy of each grid sec-
tion and aid understanding of the complete barrel grid. Several progressively
complex simulations were performed in each phase, with models written in
the SIMULGEO [Bru98] software described in Section 4.2.4. The precision of
the grid was evaluated with the error propagation mode of the software. The
simulation method differed from Chapter 4 in that some grid nodes were lo-
cally constrained with particular weights, as detailed in each simulation section,
rather than fixed absolutely. The weights were accounted for in the adjustment
procedure, giving a more realistic estimate of the grid precision.
The SCT barrel grid is not over-constrained solely by length measurements,
but also relies on physical constraints imposed by the allowed deformations
of the carbon-fibre support structure. Nothing was assumed regarding corre-
lated movements of FSI nodes induced by certain modes of barrel deformation.
Rather, where necessary, each jewel was constrained simply by tolerances esti-
mated with FEA models [Cug01].
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Figure 5.1: The ATLAS SCT barrel 3 alignment grid. The interior surface of
the Ø 560 mm carbon-fibre cylinder is shown as photographed from the beam
axis. 80 Grid Line Interferometers are formed between 32 FSI jewels. The
jewels are rigidly attached to the carbon-fibre, forming 4 rings, R1-R4, that are
approximately equidistant in Z along the 1.5 m barrel length. Rings R2 and R3
consist entirely of jewels called scorpions that hold the majority of quills on the
barrel. Each scorpion can be seen between a curving pair of yellow furcation
tubes, which protect the optical fibre powering the quills. Rings R1 and R4
consist entirely of endjewels that hold mainly retro-reflectors and are attached
close to the rigid barrel-flanges. The barrel jewels are the grid nodes, labelled
by barrel B3-B6, ring R1-R4 and azimuth A0-A7.
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The inner alignment grid for barrel 3 of the ATLAS SCT is shown in Fig-
ure 5.1.
(a) Single Barrel Octant Grid
An isolated octant of the barrel grid was simulated to evaluate the precision
in reconstructing the octant grid, without the additional redundancy of adja-
cent octants. The intent was to aid understanding of the complete grid and
verify that one octant grid meets the ATLAS requirements. This verification
would ensure that the alignment system locally meets the specification even if
measurements connecting grid octants fail.
One octant of a single barrel grid consists of 6 FSI jewels connected by
11 GLIs, as shown in Figure 5.2. The octant is configured as two adjacent
braced-quadrilaterals that each resemble the prototype square grid of Chap-
ter 4, distorted into a trapezium. The FSI jewels represented by circles in










Figure 5.2: One octant of the inner alignment grid for a single SCT barrel.
The alignment system of SCT barrel 3 is shown on the left with the GLIs of
one octant overlaid with red lines. The octant grid is shown schematically with
the node labels on the right. The grid spans the 1.5 m barrel length.
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A model of the octant grid was written in SIMULGEO. The grid dimensions
and the relative displacements of the quill and retro-reflector nodes within
the jewels were taken directly from engineering drawings [Bar01, Bro02]. No
relative movement was allowed between the nodes within a jewel.
The model required a reference co-ordinate frame to be defined. Three
non-collinear points are sufficient to define a co-ordinate frame that has 6 ex-
ternal DoF and 3 internal DoF. For the octant grid simulation, the three grid
nodes R1A0, R1A1 and R4A0 were chosen to define the co-ordinate frame, due
to their large separation. Node R1A0 defined the origin and the 3 internal
DoF were defined as the RΦ co-ordinate of node R1A1 and the Z and RΦ co-
ordinates of node R4A0. The precision on reconstructing all other grid nodes
was determined with respect to this reference frame.
A completely free simulation of the octant grid does not solve independently.
Even when neglecting jewel rotations, the 6 FSI jewels have 18 translational
DoF, 6 of which are taken up in the definition of the reference frame. The 12
remaining DoF cannot be solved with just 11 GLI measurements.4
Substantially more GLIs would be needed to solve for all translational and
rotational DoF of the jewels. Instead, the grid relies on additional constraints
imposed by the rigidity of the carbon-fibre support structure. In particular, the
rotations of each jewel about the local axes should be tightly constrained. These
local rotations were fixed almost completely (to 0.1 µrad) in the simulations.
This simple simulation omitted the radial measurements from the adjacent
barrel. The radial co-ordinates of the jewels were instead fixed to 5 µm. Initially
rigid barrel-flanges were not assumed. All jewels not defining the reference
frame, were free to move in RΦ and Z.
The grid was solved in three dimensions, assuming a 1 µm measurement
precision for all GLIs. The simulated precisions in determining the RΦ and Z
co-ordinates of each grid node are plotted against the Z location of the grid
node in Figure 5.3.
The pattern of simulated precisions is peculiar to the DoF definitions in the
model. In general, the RΦ precision worsens with the Z location of the grid
node from Ring 1. This is because Ring 1 contained the reference node, R1A0,
that defined the RΦ reference and also because the nodes R1A0 and R1A1
defined the baseline for the RΦ plane. The worsening of the RΦ precision with
distance from this baseline is comparable to the increase in lateral sway of a
tall structure, such as a tower block, with height from its base. This analogy
also explains the stark contrast in magnitude of the RΦ and Z precisions in
Figure 5.3: the lateral sway is much larger than the extension or compression
4The remaining DoF can be imagined as the grid folding about the line through nodes
R2A0 and R3A0.
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Figure 5.3: The RΦ and Z precisions on the grid nodes of an octant grid of
Barrel 3, simulated without assuming rigid barrel-flanges. The precision is
plotted versus the grid node Z location from Ring 1.
of the tower block height.
The Ring 4 node Z precisions are better than the measurement precision
because of the over-constraints created by direct in-Z measurements and in-
direct measurements from the baseline. The GLIs connecting the two central
nodes to the baseline are angled away from the Z direction, reducing the Z
component of the measurements and worsening the Z precision.
The above simulation demonstrates the precision achievable with a single
octant grid, when nothing is assumed about the relative separation of the end-
jewels within a ring. In this case the RΦ precision clearly does not meet the
ATLAS specifications. However in the SCT, the endjewels are attached delib-
erately close to the rigid carbon-fibre flanges. Also, FSI nodes situated near
the endjewels, on the opposite side of the flange, are monitored by the barrel-
flange grid. The relative RΦ position of adjacent endjewels within a ring should
therefore be known to better than 2 µm [Lau01].
The simulation was modified to include the 2 µm RΦ constraint. The
endjewels of Ring 4 were defined in a distinct co-ordinate frame that was free to
translate in Z and RΦ of R4A0 and rotate about the local R-axis of R4A0. The
precisions were evaluated repeatedly for each barrel radius5 and are compared
in Figure 5.4.
A clear improvement in both the RΦ and Z precisions is observed when the
rigidity of the barrel-flange is included in the model, as shown by the Barrel 3
results in Figure 5.4 compared with Figure 5.3. The two extra constraints
5For barrels 4 and 6 a small additional azimuthal offset of the central jewels exists in the
grid design, but was excluded from the simulations to simplify the comparison.
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Figure 5.4: The RΦ and Z precisions on the grid nodes of an octant grid for
each Barrel 3-6. The rigidity of the barrel-flanges was modelled. The precision
is plotted as a function of the grid node Z location from Ring 1.
reduce the number of DoF to be solved, increasing the grid redundancy and
hence rigidity.
On comparing the grid node precisions for different barrels, the RΦ preci-
sion was found to improve and the Z precision to worsen, as the barrel radius
increased. The barrels have a common length and grid arrangement. There-
fore the length:width aspect ratio of the octant grid reduces with radius; from
7:1 for Barrel 3 to 4:1 for Barrel 6. As the barrel radius increases, an RΦ
component increase and Z component decrease occurs for GLIs connecting the
endjewels with the two central jewels, producing the observed consequences on
the grid rigidity. The RΦ component changes faster than the Z component due
to the geometry, so the effect is larger for the RΦ precision than for Z.
The octant grid simulation has shown that valuable alignment information
may be gained, without relying on assumptions regarding the barrel-flange.
When the rigidity of the barrel-flange is modelled, an isolated octant grid meets
the ATLAS requirements, with the jewel rotations constrained.
(b) Single Barrel Quadrant Grid
The barrel octant grid simulation was extended to a quadrant of the barrel, to
examine how the additional redundancy improved the precision in reconstruct-
ing certain nodes. The quadrant grid contains four additional jewels (R1A2,
R2A1, R3A1 and R2A2) making a total of 10 jewels linked by 21 GLIs.
The definition of the reference co-ordinate frame was identical to that in the
octant grid model, to allow a direct comparison. The additional jewels were
5.3. SCT Barrel Grid Simulations 145
free in Z and RΦ and were fixed to 5 µm in R.
Initially, nothing was assumed regarding the barrel-flange rigidity. The
precision on determining the RΦ co-ordinate of a jewel in each ring is plotted
against the Z co-ordinate of the jewel in Figure 5.5.
Figure 5.5: The RΦ and Z precisions on the grid nodes of a quadrant grid
of Barrel 3, simulated without assuming rigid barrel-flanges. The precision is
plotted versus the grid node Z location from Ring 1.
A comparison of Figure 5.5 and the corresponding Figure (5.3) for the
octant, reveals no significant improvement in the RΦ or Z precision on any
jewel of the original octant grid: the same pattern of precisions is observed.
This important null result shows that without barrel-flange assumptions, the
addition of an adjacent octant does not significantly improve the octant grid
rigidity.
As with the octant, the simulation was modified to model the rigidity of the
barrel-flanges. Ring 1 was the reference and Ring 4 was defined in a distinct
co-ordinate frame that was free to translate in Z and rotate about the local
R-axis of R4A0 and also about the Z-axis of the barrel, to simulate coupled
RΦ movement of the jewels constituting Ring 4. Nodes R1A2 and R4A2 were
fixed locally within the relevant rings to 5 µm in R, 2
√
2 µm in RΦ and 2 µm
in Z [Lau01].
The simulation was performed for each barrel radius and the precisions are
compared in Figure 5.6.
As with the octant grid, a clear improvement is observed in both the RΦ and
Z precisions for each node of the quadrant grid, when the rigidity of the barrel-
flange is modelled, as shown by the Barrel 3 results in Figure 5.6 compared with
Figure 5.5. Importantly, on comparing Figures 5.6 and 5.4, the improvement
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Figure 5.6: The RΦ and Z precisions on the grid nodes of a quadrant grid for
each Barrel 3-6. The rigidity of the barrel-flanges was modelled. The precision
is plotted as a function of the grid node Z location from Ring 1.
is greater for the quadrant than for the single octant. The extra redundancy
of the additional adjacent octant improves the rigidity of the original octant.
The variation of RΦ and Z precisions with barrel radius is similar to that













non-rigid 11 9 2 2
Octant
rigid 11 7 4 4
non-rigid 21 17 4 2
Quadrant
rigid 21 11 10 5
Table 5.1: Redundancy of the octant and quadrant models, with and without
barrel-flange constraints.
The quadrant simulations show that only when rigid flanges are modelled,
does an adjacent octant create extra rigidity in the original octant. This can be
explained by examining the DoF and redundancy in each model as in Table 5.1.
When the flange-rigidity is added to the octant grid model, the redundancy in-
creases by 2. When the flange-rigidity is added to the quadrant grid model, the
redundancy per octant increases by 3, providing two extra redundant grid lines
in the total quadrant. These are the source of the observed extra improvement
in the rigidity of the overall quadrant and hence the original octant. The rigid
flanges aid transmission of grid rigidity between octants.
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(c) Inner Grid of Single Barrel
In the final step of this phase, the complete inner barrel grid was simulated for
each barrel. A SIMULGEO model was written to describe all FSI components
shown in Figure 5.1, comprising 4 rings of 8 FSI jewels. The SIMULGEO
rendering of the model is shown in Figure 5.7. The GLIs of one quadrant of
the barrel grid have been overlaid with red lines for clarity.
Figure 5.7: A SIMULGEO model of the inner barrel grid, superimposed on an
FEA model of Barrel 3. The grid line interferometers that monitor one barrel
quadrant are shown.
A multitude of ways to define the DoF in the model exist. A minimal set
of simulations is presented here to highlight important results.
A simple model was defined in which the four rings of jewels were treated
as distinct objects, each with 6 DoF, and no relative movement was allowed
between the jewels within a ring. Ring 1 was the reference. Rings 2-4 were free
in all 6 DoF. This simple model relates the movement of large structures and
should enable a quick assessment of some basic eigenmode deformations of each
barrel shape. The model has obvious limitations as it restricts the majority of
translational DoF of the grid nodes.
The simulation was performed for all barrel radii. The transverse transla-
tional and axial rotational precisions on Rings 2-4 are compared for barrels of
different radii in Figure 5.8.
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Figure 5.8: Simulated precisions for a simple model of the inner barrel grid
which assumed rigid rings of jewels. The left plot shows the translational pre-
cision in the RΦ plane of each Ring. The right plot shows the axial rotational
precision on each Ring. The precisions are plotted versus the Z location of
the Ring from the reference Ring, R1. The simulations for all barrel radii are
compared.
Figure 5.9: The equivalent RΦ translational precision at the barrel surface,
calculated from the combined precisions of Figure 5.8. The precision is plotted
versus the Z location of the Ring from the reference Ring, R1. The simulations
for all barrel radii are compared.
Both types of precision worsen with the increasing separation in Z from
the reference Ring, as explained by the tower block analogy described in the
octant grid simulation phase. The precisions improve with barrel radius, due
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to the reducing length:width aspect ratio of the octant grid. The equivalent
translation at the surface of each barrel due to the axial rotation, is found by
simply multiplying by the barrel radius. This was added in quadrature with the
transverse translational precision for each ring to give the combined effective
translation at the barrel surface, as in Figure 5.9.
The deformations of the real barrel will be far more complex than allowed
for in this simple model. However, this model should be able to precisely
determine the average position and orientation of rings of FSI jewels in a single
barrel, for quick assessment purposes.
More complex deformations were allowed by defining a model of the inner
barrel grid in which all jewels were constrained in R to 5 µm but free in RΦ
and Z. The reference frame was formed by the 3 nodes R1A0, R1A4 and R4A0.
Node R1A0 was rigidly fixed to the reference frame, R1A4 was rigidly fixed in
Z and RΦ and R4A0 was rigidly fixed in RΦ. The three nodes therefore defined
the XZ plane.
For this model, only results from Barrel 3 are presented, as this is the worst
case, due to the aspect ratio of the barrel.
Figure 5.10 shows the RΦ and Z precisions on each jewel of a given ring,
plotted against azimuthal position of the jewel. The node precisions worsen
with azimuthal separation from the reference nodes. These degradation pat-
terns have symmetry about the XZ plane, which is defined by the reference
nodes. The RΦ and Z precisions for jewels in the central two rings are within
the 10 µm required for ATLAS, even without the assumption of rigid barrel
flanges. Extra redundancy gained by closing the grid loop around the barrel
improves the grid rigidity.
The simulation was repeated omitting all four GLIs connecting the central
jewels in octant A7 to the endjewels in octant A0, so that the redundancy loop
around the barrel was cut completely. Figure 5.11 shows the impact of cutting
the grid on the RΦ and Z precisions of each jewel as plotted against azimuthal
position of the jewel.
A dramatic worsening in both precisions is observed with the azimuthal
separation of the jewels from the reference nodes. With this definition of DoF,
the precisions clearly fail to meet the ATLAS requirements on all grid nodes.
The 7 remaining octants still individually meet the ATLAS requirement, but
this simulation shows that the accumulative error of multiple adjacent octants
is very large, when the rigidity of the barrel-flange is not assumed. The simu-
lations show the importance of the closed redundancy loop of the grid around
a single barrel.
The final model of the inner barrel grid presented here, includes the rigidity
of the barrel-flanges. The jewels in the two central rings were constrained to
5 µm in R and free in RΦ and Z. Rings 1 and 4 were defined as extended
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Figure 5.10: Simulated precisions for the inner grid of Barrel 3, without assum-
ing rigid barrel-flanges. The RΦ and Z precisions on each jewel of a given ring
are plotted against azimuthal position of the jewel. Jewels R1A0, R1A4 and
R4A0 were absolutely fixed in RΦ and jewels R1A0 and R1A4 were absolutely
fixed in Z. The node precisions worsen between the reference nodes.
objects, in which the jewels were all locally constrained to 2 µm in R, RΦ and
Z, to model the barrel-flange rigidity [Lau01]. Ring 1 was the reference and
Ring 4 was free in all 6 DoF.
The DoF definitions had rotational symmetry about the barrel Z axis, so
the simulation yielded identical precisions on each jewel of Ring 2 or of Ring 3.
The precision on each jewel in Ring 4 was calculated by summing in quadrature
the relevant translational and rotational precisions on Ring 4 and accounting
for each barrel radius. The equivalent translational precisions of each node are
shown in Figure 5.12.
The simulated precisions are well within the ATLAS requirements, given
the above assumptions on barrel-flange rigidity. The impact of the assumed
constraints on the RΦ precision was investigated by repeating the Barrel 3
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Figure 5.11: Simulated precisions for the inner grid of Barrel 3, without assum-
ing rigid barrel-flanges, in which the grid has been cut between octants A7 and
A0. The RΦ and Z precisions on each jewel of a given ring are plotted against
azimuthal position of the jewel. A dramatic worsening in both precisions is
observed with the azimuthal separation of the jewels from the reference nodes.
simulation and varying the value of the constraints in the model. The RΦ
precision was found to not vary dramatically with the constraints in R or RΦ
of each jewel, for Rings 1 and 4. However a significant variation was found on
the RΦ precision of the nodes in the each central ring with the Z constraint on
the endjewels in Ring 1 and 4, as in Figure 5.13. This variation indicates the
reliance of the barrel grid reconstruction on the rigidity of the barrel flange in
Z.
The inner barrel grid simulations indicate that the ATLAS requirements
should be met if the described assumptions on the barrel-flange rigidity and
the local deformations of the carbon-fibre cylinders prove to be true. If the
assumptions are flawed, models with fewer assumptions still indicate valuable
information may be obtained from the FSI alignment system. The simulations
have also revealed some weaknesses and strengths of the inner barrel grid.
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Figure 5.12: The equivalent RΦ and Z precisions of the jewels in Rings 1-4,
versus the Z location of the jewel from Ring 1. The precisions for all barrel
radii are compared. An endjewel Z constraint of 2 µm was assumed.
Figure 5.13: The variation in RΦ precision on the nodes in Rings 2 and 3 with
the Z constraint on the endjewels in Ring 1 and 4. The simulation was for
Barrel 3.
5.3.4 SCT Barrel-Flange Grid
The SCT barrel-flange grid, shown in Figure 5.14, consists of 72 FSI measure-
ments that connect the four barrels in the transverse plane at one end of the
SCT barrel.
The primary purpose of the barrel-flange grid is to monitor the relative
positions and orientations of the four barrels. These DoF are particularly diffi-
cult to reliably determine with tracks, because progressive relative translations
and/or rotations of the four barrels lead to sagitta deformations, discussed in
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Figure 5.14: The ATLAS SCT barrel-flange alignment grid at one end of the
four barrels. The quills are held in T-shaped posts that are attached to barrels
3-5. Each quill forms a GLI with a retro-reflector on the adjacent barrel. The
72 GLIs are represented by red lines. The GLIs run inside tubes that protect
the lines of sight against obstruction.
Section 5.2.1. It is therefore essential that the FSI alignment system monitors
these DoF with excellent precision.
The secondary purpose of the barrel-flange grid is to help constrain the
shape deformations of each barrel-flange, to aid the internal alignment of each
barrel.
The barrel-flange grid contains 8 pairs of retro-reflectors per barrel (except
for barrel 3) that straddle the 8 interlink beams. Each retro-reflector pair is
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located near to one of the 8 endjewels of the inner barrel grid, on the opposite
side of the flange. Eight further retro-reflectors per barrel, excluding barrel 3,
are located on the flange about midway between the interlink beams. The
quills are held in T-shaped posts that are attached to barrels 3-5. Each quill
forms a GLI with a retro-reflector on the adjacent barrel. The T-posts are not
located near to any node of the inner barrel grid.
The barrel-flange grid was modelled in SIMULGEO. Each barrel-flange was
defined within a distinct co-ordinate frame, that was allowed to translate and
rotate only in the RΦ plane. All flanges were rigidly fixed in Z and in rotation
about X and Y axes, effectively creating a two-dimensional grid.
The T-posts were defined in distinct co-ordinate frames that were fixed
to the relevant flange with a 2 µm constraint in R, RΦ and Z, to model the
barrel-flange rigidity [Lau01]. The orientation of a T-post with respect to its
flange was fixed absolutely. The retro-reflector pairs that straddle the interlinks
had identical constraints to the T-posts. No relative movement was allowed
between quills within a T-post or between the retro-reflectors within a pair
that straddles an interlink. The remaining retro-reflectors were individually
fixed to the relevant flange by 2 µm in all 3 DoF.
In repeated simulations, each barrel-flange was systematically defined as
the reference. The model therefore solved only 9 free DoF, corresponding to
the 2 translations and 1 rotation in the RΦ plane of each other flange. The
2 translational precisions of a flange were identical, due to symmetry. The
simulated precisions are plotted in Figure 5.15.
Figure 5.15: The translational and rotational precisions on each barrel-flange
in the RΦ plane, for a simulation of the SCT barrel-flange grid that modelled
the rigidity of the flanges. The simulation was systematically repeated with each
barrel flange defined as the reference, while the other barrel flanges were free.
5.3. SCT Barrel Grid Simulations 155
Figure 5.16: The equivalent translational precision at the barrel surface, calcu-
lated from the combined precisions of Figure 5.15, for a simulation of the SCT
barrel-flange grid that modelled the rigidity of the flanges.
The simulated precisions are well within the ATLAS requirements. The
precisions degrade with increasing radial difference between the flange and the
reference flange. The pattern of degradation for the translational precision of
each flange, shown in Figure 5.15, is symmetric; for example, the translational
precision of B5 with respect to B3 is the same as B4 with respect to B6.
The corresponding symmetry is skewed for the axial rotational precision; for
example the axial rotation of B4 with respect to B6 is more precisely determined
than for B5 with respect to B3.
An estimate on the translational RΦ precision at the barrel surface was
calculated by summing in quadrature the translational and rotational precisions
on each flange, after accounting for the relevant barrel radius. This equivalent
translational precision has skewed symmetry as shown in Figure 5.16. The
skewed symmetry is due to the differing barrel radii and lengths of the T-posts
on each barrel.
The simulated precisions were found to be very sensitive to the barrel-flange
rigidity constraints. When the flanges were modelled to be completely rigid,
all simulated precisions improved on the above by a factor of 3 and retained
the patterns of degradation. The rigidity of the real ATLAS barrel-flange is
therefore critical to the precision achievable with this model.
Limitations and future work
The above model should allow a quick assessment of the average position and
orientation of the barrel-flanges. However, the model only solves for 9 DoF with
156 Chapter 5. ATLAS FSI Grid Simulations
72 GLIs, so clearly neglects the majority of information that the grid provides
regarding the shape deformation of each flange. More DoF of the grid nodes
need to be released to allow the shape deformations in the model. However,
difficulty arises in defining appropriate DoF with SIMULGEO, due to the grid
configuration and the limitations of the software.
A SIMULGEO model that would allow some deformations of each barrel-
flange could be defined by releasing the R and RΦ co-ordinates of each pair
of retro-reflectors that define a node on an interlink. The small R component
of the GLIs from the T-posts to the interlink nodes, should allow the R co-
ordinate to be determined, in addition to the RΦ co-ordinate of the interlink
nodes. This should help constrain the endjewels on the opposite side of the
flange to the interlink nodes. However, no such measurements exist between
the interlinks on Barrel 3.
Within each sector of the barrel-flange grid, the radial GLIs emanating from
the 3 T-posts connect 4 nodes that lie on an approximately radial line between
the interlinks. However, the radial co-ordinates of these nodes are not related
to the rest of the grid by any direct FSI measurements. These nodes are also
not located near to any other grid nodes, for example of the inner barrel grid,
that might constrain them. A completely free model of the barrel-flange grid,
therefore does not solve.
However, due to the carbon-fibre barrel-flange, the radial position of the 4
nodes between the interlinks should be correlated with the radial positions of
the nodes on the interlinks. The exact correlation is likely to be complicated
and dependent on the eigenmode deformations of the SCT barrel. In a na¨ıve
model, the radial position of each node could be locked to the average radial
position of the two adjacent interlink nodes. However, SIMULGEO does not
permit the average position between grid nodes to be defined, particularly due
to further complications created by the closed loop of nodes around the barrel.
A possible solution is to fit circular eigenmodes directly with the FSI mea-
surements to determine the shape deformations. The effect of local deforma-
tions of the T-post, should also be investigated.
Additionally, FEA models indicate that the positions of the 4 nodes be-
tween the interlinks are not correlated with the positions of just the interlink
nodes, but all nodes in the SCT barrel grid, due to eigenmode deformations
of the complete structure [Cug01]. In the future, it is planned to extend the
simulations of the barrel-flange grid to incorporate knowledge of the structure
gained through measurements and FEA models.
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5.3.5 Complete SCT Barrel Grid
The progressively complicated simulations of the previous sections culminated
in the simulation of the complete SCT Barrel grid, consisting of 4 inner barrel
grids and 2 barrel-flange grids. The SIMULGEO rendering of the model is
shown in Figure 5.17. The GLIs of one quadrant of the inner grid of barrel 6
and one quadrant of one SCT barrel-flange grid have been overlaid with red
lines for clarity.
Figure 5.17: A SIMULGEO model of the complete SCT barrel grid, superim-
posed on an FEA model of the SCT barrel. The red lines represent the 39
grid line interferometers that monitor one quadrant of the outer barrel and one
quadrant of one SCT barrel-flange. The total SCT barrel grid comprises 512
GLIs.
Assumptions of the model
The definitions in the complete SCT barrel grid model combined aspects of
the most advanced models of each previous simulation phase. The four barrels
were defined in distinct co-ordinate frames. A barrel comprised 6 rings of
jewels, corresponding to the four rings of jewels of the inner barrel grid and
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two rings of jewels for the barrel-flanges. Rings 1, 4 and the two barrel flange
rings were defined as distinct frames within each barrel. However, Ring 1 and
the adjacent barrel-flange ring were rigidly locked together, as were Ring 4 and
its adjacent barrel-flange. Thus each ring of endjewels and adjacent barrel-
flange ring created one three-dimensional composite object, with 6 external
DoF. These objects are referred to as Ring 1 and Ring 4 in the rest of this
section.
Each endjewel in Rings 1 and 4 was rigidly fixed to the pair of retro-reflectors
nearest to that endjewel on the opposite side of the flange, to create one grid
node. This node was locally constrained to its ring, to 2 µm in R, RΦ and Z,
to model the expected barrel-flange rigidity [Lau01]. The T-posts and other
retro-reflectors of the barrel-flange grid were also locally constrained to 2 µm
in R, RΦ and Z.
The jewels in the central two rings, R2 and R3, were free in RΦ and Z and
constrained to 5 µm in R. In the SCT barrel grid design there are GLIs that
measure from each central jewel to a retro-reflector on the nearest module,
radially inward from the jewel. These GLIs were omitted from the model
described here, so that the results from the SCT barrel grid could be directly
compared with the results from the inner barrel grid simulation, which also
omitted these GLIs.
No relative displacement was allowed between the measurement nodes within
any jewel. All jewels were locally constrained almost completely (to 0.1µrad)
in their orientation.
All precisions were calculated with respect to Ring 1 of Barrel 3, which was
defined as the reference. Each Ring 4 of all barrels was free in all 6 DoF. Each
Ring 1 of Barrels 4-6 was free in 5 DoF, but the Z coordinate was constrained
almost completely (to 0.1 µm) to the Z location of Ring 1 of Barrel 3. The Z
constraint is discussed below.
The grid was solved assuming a 1 µm measurement precision on all GLIs.
Around 5 minutes were required to read the model into SIMULGEO and the
calculation took less than 30 seconds, on a 1.6 GHz Pentium r© 4 processor. The
calculation consumed 7,706 kbytes of memory. The calculation time is dom-
inated by the inversion and diagonalization of the covariance matrix [Bru98].
The covariance matrix rank was 922, due to solving all free and constrained
parameters, for the best estimate on the precisions. When only the free pa-
rameters were solved and the constrained parameters were assumed absolutely
rigid, the covariance matrix rank was only 167 and the calculation time was
less than 1 second.
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Simulation results and discussion
The grid simulation yielded identical precision estimates for each jewel within
Ring 2 or within Ring 3, as expected by symmetry. For Ring 1 or Ring 4,
the simulation yielded identical translational precisions in X and Y, and iden-
tical rotational precisions about X and about Y, also expected by symmetry.
The translational RΦ and Z precisions on a grid node at the Barrel surface
was estimated for each barrel by summing in quadrature the translational and
rotational precisions on Ring 1 or Ring 4, after accounting for the relevant
barrel radius. These equivalent RΦ and Z translational precisions for Rings 1
and 4, and the individual RΦ and Z translational precisions on any grid node
of Rings 2 and 3, are plotted for each barrel in Figure 5.18.
Figure 5.18: Simulated precisions for the complete SCT barrel grid, in which
the rigidity of the barrel flanges was modelled. Ring 1 of Barrel 3 was the
reference. The equivalent RΦ and Z translational precisions on a grid node
from each Barrel and Ring are plotted on the left versus the Ring Z location
from the reference Ring and versus the Barrel radius on the right.
Notably, all precisions are within, or very close to within the most stringent
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5 µm RΦ ATLAS requirement. The Z precisions are about 2 µm or better.
The precisions for the complete SCT barrel grid were sequentially examined
and compared with the relevant results from the previous simulation phases.
When the RΦ precision for the SCT barrel grid, shown in Figure 5.18(a),
is compared to that of an isolated Barrel 3 inner grid, shown in the left plot
of Figure 5.12, an improvement on the RΦ precision is apparent for Ring 4 of
Barrel 3. The RΦ precisions on Rings 2 and 3 for Barrel 3 are also improved
slightly. The precision has improved because the extra constraints of multiple
rigid barrel-flanges increase the extra redundancy of the SCT barrel grid com-
pared with inner barrel grid. The effect is comparable to the effect of extra
redundancy previously noted between the isolated barrel octant and quadrant
grids. For the SCT barrel grid, the additional redundancy of the adjacent
barrels clearly improves the rigidity of each barrel grid.
Interestingly, for Barrel 3 in the SCT barrel grid, the equivalent RΦ preci-
sion on Ring 4 is better than on Ring 3, despite Ring 4 being further from the
reference Ring. Extra redundancy causes the complete Ring 4 of Barrel 3 to
be very well determined: more so than for the RΦ precision on the individual
nodes of Ring 3 of Barrel 3, due to the poor aspect ratio of the octant grid of
Barrel 3. The octant aspect ratio is better for Barrels 4-6, so the RΦ preci-
sion on Barrels 4-6 degrades with Z displacement from the reference Ring, as
expected.
Figure 5.18(b) shows the RΦ precision of a node in each Ring plotted against
the Barrel radius. When these data are compared with the B3 data in the left
plot of Figure 5.16, a small improvement on the equivalent RΦ precision is
apparent on Ring 1 of Barrels 4-6. This is again due to increased rigidity from
the extra redundancy of multiple rigid barrel-flanges. The precisions on Rings 2
and 3 reduce with barrel radius, due to the reducing length:width aspect ratio
of the octant grid.
The equivalent Z precisions on nodes from each Ring in Barrel 3 of the
SCT barrel grid, in Figure 5.18(c), are almost identical to those of the isolated
Barrel 3 inner grid, shown in the right plot of Figure 5.12. The Z precisions do
not improve because there are no extra Z constraints between barrels.
Figure 5.18(d) shows that Z precisions on each Ring of the Barrels, degrades
approximately linearly with Barrel radius.
Impact of constraints
The above model constrained almost completely (to 0.1 µm) the Z co-ordinate
of each Ring 1 of Barrels 4-6, to that of Ring 1 of Barrel 3. The simulation was
repeated with this constraint loosened to 10 µm. The effect was to degrade
all Z precision on Barrels 4-6 by around 10 µm (a quadrature sum of 10 µm
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with the originally simulated values), but the RΦ precisions were negligibly
affected. The grid did not solve when these Z DoF were completely released
because there are no GLIs in this model that measure between barrels with any
Z component. However, it is expected that these Z constraints should not be
necessary when the omitted GLIs, which have a significant Z component, are
included.
Further simulations investigated the effect of releasing the angular con-
straint about Z, of all jewels in Rings 2 and 3. This constraint was progres-
sively loosened from 0.1 µrad in orders of magnitude. A constraint of 100 µrad
or less had very little effect on any precision. A constraint of 1000 µrad, de-
graded the RΦ precision on all jewels in Ring 2 to 13.0-14.6 µm and in Ring 3
to 13.4-15.4 µm. All Z precisions were very little affected. FEA models in-
dicate the maximum rotation of the central jewels about this axis should be
approximately 100 µrad [Cug01].
Summary of SCT Barrel Grid Simulations
Simulations of the near complete SCT barrel grid indicate that the required
precision for the ATLAS FSI alignment system should be achieved, if certain
assumptions on the rigidity of the SCT support structure prove to be true. In
the future, it is planned to develop these models, to reduce the need for some of
these assumptions or to confirm them with measurements of prototype support
structures.
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5.4 SCT End-cap Grid Simulations
5.4.1 Overview
This section summarizes how the SCT End-cap alignment grid was designed
and configured to fulfill its role in ATLAS. The layout of the SCT End-cap
and the ATLAS requirements are first reviewed, the design history is summa-
rized and the ATLAS SCT End-cap design that is currently in production is
evaluated.
5.4.2 End-cap Layout and Alignment Requirements
Both SCT End-caps are identical in design and should have rotational symme-
try about an almost vertical line through the interaction point when installed in
ATLAS. Each SCT End-cap consists of nine wheels of modules that are coaxial
with the beam-line. The modules of a wheel are secured to a carbon-fibre disc
in three annular rings of increasing radius. The modules of an inner and outer
ring are mounted on the opposite side of the disc to the middle ring of modules,
ensuring complete coverage. The separation in Z between discs is configured
to maximize the efficiency of at least four SCT silicon plane transitions per
track [Hay02].
The nine wheels of modules are each mounted via 12 special disc fix-
ings [Wer03] within a support cylinder. The cylinder is suspended via two
wings at four points on the squirrel cage rails, attached to the solenoidal mag-
net. Small movements of the squirrel cage rails would distort the SCT End-cap
and induce relative shifts and internal deformations of the module wheels. The
FSI system should monitor these distortions and others induced by varying
thermal gradients, dehumidification and cooling pipe forces, with high preci-
sion.
The alignment requirements for the SCT End-cap are the same as those
discussed in Section 5.2.1, except that the Z and R requirements are modified
to 200 µm and 50 µm respectively [ATL97].
The layout imposes awkward constraints on the FSI alignment system.
There is almost no free space in which to mount FSI components on the side
of the disc that has two rings of modules. The largest FSI components are
therefore installed on the side of the disc with only one ring of modules.
5.4.3 Grid Design History
The original SCT End-cap FSI grid design [Huf99] was abandoned, owing to the
design changes caused by the need for an insertable pixel detector. The design
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radius of the inner thermal enclosure increased, obstructing critical lines of
sight in the grid. The grid was completely redesigned, based on grid simulations
performed by the author.
Several very different grid configurations were envisaged and compared.
The primary requirement was for lines of sight that connected at least three
well separated nodes on a disc to one node on the adjacent disc, to allow three
dimensional reconstruction of the node on the adjacent disc. Designs were
considered and excluded on the following grounds:
• A grid with four nodes per disc and a square cross-section, is not suffi-
ciently rigid (diagonal cross-bracing is obstructed by the thermal enclo-
sure).
• A grid with four nodes per disc at the corners of a square, rotated by 45◦
on alternate discs allows all possible connections of nodes on adjacent
discs for increased rigidity. However, several lines of sight are obstructed
by the inner thermal enclosure.
• A pentagonal design, with an equivalent rotation of nodes on alternate
discs, does fit around the inner thermal enclosure, but significantly in-
creases the number of GLIs required.
The initial studies converged on a grid design with an equilateral triangular
cross-section, in which 6 outer nodes on adjacent discs are connected by all
n(n−1)
2
= 15 possible lines of sight. Such a grid is therefore rigid and redun-
dant. The lines of sight have just enough clearance around the inner thermal
enclosure and are efficiently few in number, given the rigidity and redundancy
this configuration provides.
5.4.4 Grid Connecting Adjacent Discs
For the grid with a triangular cross-section, the arrangement of GLIs between
adjacent discs is shown in Figure 5.19. This forms the baseline design of the
final grid.
The three outer nodes of a disc are sufficient to define a co-ordinate frame
for the disc that has 6 external and 3 internal DoF. The outer nodes of adja-
cent discs are connected by 9 GLIs, shown by red lines in Figure 5.19. The
9 measured lengths suffice to determine the 6 external and 3 internal DoF of
the adjacent disc, if the relative positions of nodes in the first disc are known.
Three GLIs connect the outer nodes to form a triangle in the plane of the disc,
shown by green lines in Figure 5.19. These in-plane triangles add redundancy
and help determine the 3 internal DoF of the outer nodes of the disc. The
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Figure 5.19: The basic FSI grid configuration between adjacent discs of the SCT
End-cap.
15 GLIs between the outer nodes thus form a rigid geodetic grid that is re-
peated between all nine discs of the SCT End-cap. This rigid triangular-prism
cage overdetermines the relative positions and orientations of the discs and the
relative positions of the 3 outer nodes within the plane of each disc.
The discs are held in tension at twelve points around the outer rim of the
disc. FEA models have shown that the low frequency eigenmodes (the lowest
eigenmode frequency was calculated as 22.1 Hz) of the disc cause the inner rim
of the disc to deform predominantly out-of-plane in the Z direction [Snip03].
The grid was therefore initially configured with additional measurements to 3
nodes on the inner rim of the disc, as shown by blue lines in Figure 5.19, to
monitor these out-of-plane disc deformations.
The baseline grid was evaluated with a SIMULGEO model. The geodetic
grid between the outer nodes was found to provide excellent rigidity. The
simulations indicated that lateral displacements of the outer nodes on the last
disc could be monitored with respect to the first disc, with a precision of less
than 7 µm and the displacements in Z to less than 2 µm. More detailed results
are documented elsewhere [Gib01b].
Notably, the proximity in Z between the two discs nearest the ATLAS inter-
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action point (discs 1 and 2) significantly degrades the precision in determining
the out-of-plane deformation of these discs. The precision on the local Z co-
ordinate of an inner node of a disc varies with Z separation of the outer and
inner nodes of adjacent discs, as in Figure 5.20, due to the varying Z component
of the GLI between these nodes. The R-component of this GLI also varies, so
any radial movement of the inner node, which was assumed constant in the
model, would induce a systematic error in determining the Z co-ordinate of the
inner node. This error would increase with the proximity of the discs, due to
the increasing R:Z component ratio of the GLI.
Figure 5.20: Simulated precision on the out-of-plane deformation of a disc, for
a preliminary design of the end-cap grid. After accounting for the dimensions
of the FSI jewels in the preliminary design, the relevant node Z separation
for discs 1 and 2 was 35.5 mm, as indicated by the vertical line, leading to a
10.8 µm precision.
5.4.5 Design Evolution
Further grid designs were therefore created and studied to improve the precision
described above. The further studies were also stimulated by the following
reasons:
• the proximity of the first two discs also degraded the precision on outer
nodes.
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• the relative separation of particular measurement nodes within a jewel
slightly degraded some precisions, so an improved design was sought.
• technical difficulties arose in constructing small enough FSI jewels to fit in
the limited space in Z and maintain both the minimum optical-fibre bend
radius and a sufficient length for the short GLIs to be well determined
with FSI.
• the length of optical fibre for the FSI system was specified to ensure
enough fibre for the baseline grid design was manufactured within tol-
erances. When the fibre was purchased, the fibre exceeded the baseline
length and allowed some additional GLI channels to be included.
Instructive grid design failures
Various designs were considered and simulated, but shall not all be discussed
here. However, particular design failures aided understanding of the strengths
and weaknesses of the final grid design. One such interesting design was formed
by inverting the layout of outer nodes between proximate pairs of discs (1 & 2
and 4 & 5), in an attempt to avoid the problem of short GLIs in Z between discs.
In the model, the translational precisions on each disc were calculated with
respect to a reference disc. The disc defined as the reference was systematically
varied in repeated simulations and the calculated translational precisions are
plotted in Figure 5.21.
A clear weakening of the grid was observed between disc pairs where the
inversion of the node layout was applied. When disc 1 was the reference the
translational precision of all other discs dramatically worsened. When disc 2,
3 or 4 was the reference, the dramatic worsening only started at disc 5 (disc 1
is also relatively poor). When disc 5 or higher was the reference, the dramatic
worsening started at disc 4 and progressed in the opposite Z direction. These
observations revealed there were poor linkages between discs 1 & 2 and 4 & 5,
that lead to a large angular error about X and about Y between discs of an
adjacent pair. The discs on the far side of these poor links were therefore
increasingly free to sway in the transverse plane with respect to the reference
disc, due to hinging about the weak connections.
These results indicate that inversion of the outer node layout between adja-
cent discs induces poor grid rigidity. In addition, the failed design demonstrates
that the reference frame definition in the model can significantly alter the ap-
parent precisions on the grid nodes. However, if all models have identical con-
straints, the grid shapes reconstructed with any of the models for a set of GLI
lengths, should be identical and related simply by co-ordinate transformations.
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Figure 5.21: Precisions on the translational precisions on the SCT end-cap
discs, as simulated with a poor end-cap grid design. The precisions are plotted
versus each disc, for nine simulations in which each disc was systematically
defined as the reference. Identical axis scales allow a clear comparison.
Additional grid nodes
In the baseline design described in Section 5.4.4, the three nodes at the inner
radius, were connected to the well determined outer nodes by only one GLI,
to monitor the out-of-plane deformations of the disc. This configuration suf-
fers from the proximity problems discussed in Section 5.4.4. In addition, the
measurements of out-of-plane deformation provide little data on the in-plane
deformation of modules within a wheel, particularly in the RΦ direction, which
is required to fine precision.
However, by including three additional nodes on the inner rim of a disc, as
shown by the nodes labelled type-B in Figure 5.22, two GLIs may be formed
between these nodes and the well determined outer nodes of the adjacent disc.
These GLIs measure both the local Z and RΦ co-ordinates of the type-B nodes
within a disc, to simultaneously monitor the out-of-plane and in-plane disc
deformations. These measurements are also orthogonal to the radial component
of the type-B nodes, so should not be degraded by small radial movements of
the inner rim of the disc, as might be the case for the type-A nodes.
The very different disc separations in Z and the variation in number of
modules rings on the last three discs, complicated the design process and layout
of the final design. Several iterations of grid design were required to optimize
the configuration of GLIs from the outer nodes to the various inner nodes. The
following constraints were adhered to:







Figure 5.22: The possible GLIs between the 3 outer nodes and 6 inner nodes of
adjacent SCT End-cap discs. The two GLIs connected to Type-B nodes monitor
the Z and RΦ movement of the node. Connections are also possible between
directly opposite inner nodes of adjacent discs.
• the allocated envelopes for FSI components.
• a sufficient clearance for all lines of sight.
• suppression of potential optical cross-talk between GLIs.
• an integer number of fibre ribbons per disc with minimal redundant fibre.
• limited total GLI channels due to FSI electronics constraints.
Connections directly between the inner nodes on adjacent discs were also
optimized for redundancy. The iterations converged on the final design as
presented and evaluated in the next section.
5.4.6 SCT End-cap Grid Evaluation
Grid layout
The alignment grid for each SCT End-cap contains 165 length measurement
lines, as shown in Figure 5.23. The grid layout has a triangular cross-section,
with all nine discs of the SCT End-cap having three nodes at the outer radius.
Lines between these outer nodes form a rigid geodetic grid. Additional lines
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extend to nodes at the inner rim of each disc, allowing the out-of-plane and
in-plane deformations of each disc to be monitored. The number of inner nodes
per disc is either 3 or 6, as detailed elsewhere [Gib03].
Assumptions of the model
A SIMULGEO model was written that described the grid geometry. The disc
dimensions and relative separation of measurement nodes within the jewels
were taken from engineering drawings [Wil03]. The simulated grid cross-section
was equilateral, although the actual design is very slightly isosceles due to
engineering constraints.
Each disc was defined in a distinct co-ordinate frame. The frame was defined
by the 3 outer nodes of the disc and was free in all 6 external DoF. Relative
movement of the outer nodes was allowed, by releasing the radial co-ordinates
of the three outer nodes in the model. A small lateral translation of any outer
node with respect to the reference frame was therefore interpreted in the model
as being due to a lateral translation and/or axial rotation of the disc.
All grid nodes were defined as extended objects to model the FSI jewels.
The orientation of the jewels within the local frame of the disc was completely
constrained. The FSI components on the opposite sides of the disc at the same
grid node location were rigidly fixed to each other and defined one grid node.
The jewels at the inner radius of type-A were completely constrained in
the local R and RΦ co-ordinates but free in Z, within the disc. The local Z
co-ordinate corresponds to an out-of-plane deformation of the disc. The jewels
of type-B were completely constrained in R and free in RΦ and Z, in the frame
of the disc.
One disc was defined as the reference, by constraining absolutely the 6 DoF
to the global co-ordinate frame. All internal DoF of the reference disc were
free.
A 1 µm FSI measurement precision was assumed on all GLIs. Less than
1 minute was required to read the model into SIMULGEO and the calculation
took less than 1 second, on a 1.6 GHz Pentium r© 4 processor and consumed
230 kbytes of memory.
5.4.7 Simulation results and discussion
The grid simulation yielded identical precision estimates on jewels of the same
type within a disc as expected by symmetry. The calculated translational
precisions on the X and Y co-ordinates of each disc were also identical, as were
the rotational precisions about X or about Y.
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Figure 5.23: The 165 length measurement lines of the FSI alignment grid for
the nine discs of the SCT End-cap. A three dimensional rendering of the SCT
End-cap is shown at the top, a side view is shown in the middle and a plan
view is shown at the bottom. The cross-sectional views show that the triangular
grid geometry fits neatly within the annular cross-section of the End-cap discs.
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The disc defined as the reference was systematically varied in repeated sim-





































































































































Figure 5.24: Simulated precisions on the external degrees of freedom of the SCT
End-cap discs. The precisions are plotted versus each disc, for nine simulations
in which each disc was systematically defined as the reference.
The geodetic grid performs extremely well, determining the transverse XY
translation of disc 9 with respect to disc 1 to 5.6 µm. Notably, in the model
where disc 9 is the reference, the XY translation of disc 1 with respect to disc 9
is 4.3 µm. This is due to the first few discs, nearest to the interaction point
(1-5), being closer together in Z than the farthest discs (6-9). The angular
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precision degrades more rapidly when the discs are closer in Z, as observed in
the lower plots of Figure 5.24. When disc 1 is the reference, the translational
error therefore increases more rapidly with distance from the reference disc,
than when disc 9 is the reference. This highlights the benefit in choosing
a reference frame in which the majority of nodes are the most stable. For
example if the central disc is held reference, the XY translational precisions on
discs 1 and 9 improve to 1.6 µm and 2.6 µm respectively.
The equivalent RΦ precision of a point on a disc with respect to the reference
frame was estimated by summing in quadrature the XY translational and axial
rotational precisions, accounting for the radial co-ordinate of the point, as
plotted in Figure 5.25. The plot is for the worst case where disc 1 was the
reference.
Figure 5.25: Equivalent RΦ precision on a point at a particular radius within
each disc with respect to disc 1, which defined the reference.
Notably, the equivalent RΦ precisions are well within the 12 µm ATLAS
requirement, especially since only four adjacent discs can be traversed by any
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one track. The FSI system should perform very well, if the above assumptions
prove to be true.
The precisions on the internal DoF of each disc are plotted in Figure 5.26.
Due to the varying grid configuration not all discs have all node types, so only
the measured DoF are plotted.
Figure 5.26: Simulated precisions on the internal degrees of freedom of the
SCT End-cap discs. The local precision on the grid nodes with respect to the
disc frame are plotted versus disc number. All internal DoF precisions were
independent of which disc defined the reference in the model.
Notably, all precisions on the internal DoF are well within the ATLAS
requirements and should help to determine the deformations of each disc with
excellent precision. The small variation in precisions is due to the varying
separation in Z between discs and number of GLIs incident on a particular
node. For example, the precisions on the outer nodes of disc 1 and 9 are
slightly worse, because the GLIs measure from only one side of those discs.
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5.4.8 Conclusions
The SCT End-cap Grid simulations show the precision requirements of [ATL97]
are met on the FSI nodes, with the above assumptions. These calculations
indicate that the alignment system will be able to monitor displacements of
the nodes on the last disc with respect to the first, to a precision of less than
7 µm for lateral displacements, and to less than 2 µm in Z.
5.5 ATLAS FSI System Implementation
The simulations in this chapter indicate that the FSI system should be capable
of precisely reconstructing the displacements of nodes attached to the ATLAS
SCT. The ultimate aim however, is to determine the SCT module co-ordinates,
through the combination of data from the FSI system and from tracks, and
through knowledge of the SCT support structure. This section outlines how this
task might be broken down and developed into a coherent alignment strategy.
The aim is to provide a suggested but not exhaustive guide for future work.
FSI length measurements The multiple, simultaneous length measurements
made by the ATLAS FSI system, will be the first step in determining
the shape of the SCT. The on-detector FSI hardware is currently being
installed. Developments continue for the off-detector FSI laser system
and read-out hardware. The prototype FSI system software should be
developed to allow signals from the 842 GLIs in ATLAS to be reliably
processed to generate precise length measurements.
Grid node reconstruction These precise length measurements will be com-
bined to reconstruct the ATLAS FSI grid node co-ordinates. The SIMUL-
GEO models described in this chapter could be built upon and additional
software could be developed to address some limitations of SIMULGEO
in defining complex mechanical constraints. The following features would
aid the reconstruction of ATLAS FSI grids:
• Identification and removal of outlying/biased FSI measurements.
• Ability to define the average position between a set of grid nodes.
• Ability to define sophisticated correlations of node positions (for
example, with eigenmode deformations of the support structure, as
discussed below).
The computational optimization of SIMULGEO [Bru98] indicates each
section of the ATLAS grid should be reconstructed on short time-scales.
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If further constraints are added to the models, these time-scales would
increase with the cube of the number of parameters [Bru98]. If necessary,
at the cost of some precision, the grid could be broken down into the
natural sub-grids and solved independently, for later recombination in a
simple master model.
Node interpolation by shape fitting The reconstruction software will pro-
duce grid node positions with associated errors, which must be interpo-
lated to find the module co-ordinates. Shape fitting algorithms are being
developed to fit models of the detector support structure to the grid node
positions.
The current grid simulation software only permits simple mechanical con-
straints. The shape fitting algorithms should allow the expected deforma-
tions of the support structures, to improve the precision and reliability of
the method and exclude unphysical solutions. FEA models and analytical
models that parameterize the detector shape should be investigated.
Calibration A method of relating the fitted support structure shapes to the
module co-ordinates should be developed. These relations, which may be
considered as module offsets from the fitted shape, must be determined.
An X-ray survey [Dou01] of the SCT should determine the initial module
co-ordinates and a simultaneous FSI scan should enable calibration of
these module offsets. The precision with which the alignment system can
predict the module co-ordinates should improve with time, as track data
is used to refine the calibration.
Additionally, the node offsets within the FSI jewels should be calibrated
by the methods in Chapter 4.
Validation Each step outlined above should be tested both in software and via
an experimental programme based on FSI measurements and simultane-
ous independent measurements (e.g. ESPI) of a prototype SCT support
structure. The tests would allow the shape reconstruction models to be
tuned to match real measurements. The effects of temperature variations
on module positions should also be investigated.
Integration with tracks The spatial frequency information and time depen-
dencies of particle tracking data and FSI system data complement each
other very well. Track data accesses the high spacial frequency eigen-
mode deformations, over long time-scales, and FSI data constrains the
low spatial frequency modes, on short time-scales. The best alignment
precision should be achieved by combining these data.
176 Chapter 5. ATLAS FSI Grid Simulations
In particular, the alignment system will be critical to understanding and
correcting for sagitta deformations and short term distortions, that oth-
erwise degrade purely track based alignment methods. Combined with
tracking data, the FSI system should also aid alignment of the Pixels and
TRT, which do not have separate alignment systems. The SCT alignment
system should therefore be a valuable tool in aligning the ATLAS Inner
Detector.
5.6 Conclusion
This chapter has presented detailed simulations of the FSI geodetic grids that
will monitor the ATLAS SCT. The simulations systematically evaluated the
various grid sections. In general, the simulations indicate that the FSI system
should be capable of reconstructing displacements of the grid nodes to well
within the required precision.
Simulations of the SCT barrel grid indicate that the required precision
should be achieved, if certain assumptions on the mechanical rigidity of the
SCT support structure prove to be true. The rigidity of the end-flange was
found to be an important constraint, which strengthened the grid rigidity and
redundancy. Additionally, the local rotations of the FSI jewels must be less
than about 100 µrad to have negligible effect on the reconstruction, which
is similar to the maximum rotation estimated from FEA calculations. The
strengths and weakness of the grid were investigated, by evaluating how the
sequential addition of grid sections improves the precision. The importance
of maintaining the closed loop of GLI measurements around one barrel was
demonstrated.
An FSI grid for the SCT End-cap has been developed through detailed
simulation studies. The grid design was optimized for rigidity and redundancy,
while accounting for several conflicting constraints. Instructive grid design
failures highlighted the strengths and weakness of the certain configurations and
demonstrated the relevance of the global reference frame definition. Simulations
of the optimized design indicate the grid nodes should be reconstructed to well
within the required precision, provided certain mechanical constraints prove to
be true.
The future challenge will be to combine data from the FSI system and from
tracks to align the ATLAS Inner Detector. A programme to guide these future




Misalignment at CDF and
ATLAS
6.1 Introduction
Tagging the flavour of b-jets is crucial to the identification of many Higgs and
SUSY channels expected at the LHC. Misalignment of the ATLAS inner de-
tector degrades the tracking resolution and hence the lifetime-based b-tagging
performance. During ATLAS commissioning the main challenge faced in align-
ing the detector will be to understand systematics caused by sagitta deforma-
tions and detector instabilities. The ATLAS SCT alignment system should
quicken the commissioning phase by helping to elucidate complex and time-
varying detector deformations. The extent of these deformations is difficult to
accurately predict from engineering constraints. In this chapter, misalignments
observed at a current experiment during its commissioning phase are examined
and the implications for ATLAS are investigated. The aim is to provide an
indicative estimate of the misalignments that are to be tackled at ATLAS and
to emphasize the need for the SCT alignment system.
6.2 CDF II and Alignment
Due to similarities with ATLAS and as the current best hadron collider ex-
periment at the high energy frontier, the Collider Detector at Fermilab (CDF)
was chosen as the current experiment, with which to study the effects of mis-
alignment. The upgraded detector, called CDF II [CDF96b], resumed data
taking in autumn 2001 to study pp collisions at
√
s = 1.96 TeV provided by
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the Tevatron. This current data taking period, called Run IIa, is the source of
the CDF II data in this chapter [Pau03].
The CDF II tracking system relevant to this chapter is briefly summarized.
Figure 6.1: rz cross-section of half of
the CDF II silicon tracking system.
The z scale is compressed.
Figure 6.2: View in the rφ plane of
the CDF II silicon tracking system.
The CDF II silicon tracking system (SVX) [Sil00] is shown in Figures 6.1
and 6.2. This system provides up to 8 precision hits per track from the three
subsystems: a single layer of single-sided silicon detectors (Layer 00) is mounted
directly onto the beam-pipe to improve the impact parameter resolution and
b-tagging performance; the Silicon Vertex Detector (SVX II) comprises 5 con-
centric layers of double-sided silicon ladders; and the Intermediate Silicon Layer
(ISL) comprises 3 concentric but not hermetic layers of double-sided silicon lad-
ders. A drift chamber called the Central Outer Tracker (COT) completes the
CDF II inner tracking system [Bur01].
The relative alignment of the tracking subsystems is monitored by a RAS-
NIK system [Sal98, Gol02]. The global alignment can be actively controlled
with micro motors, called inchworms, based on piezoelectric actuators. Time
periods in which the detector was particularly stable were identified with the
RASNIK alignment system; the observed relative detector movements were
< 5 µm in a day. On more typical days, movements of ∼ 30 µm were observed,
corresponding to changes in the solenoid current. The tracking system returned
to its nominal position during data taking, although some creep of the nominal
position was observed over the course of a month.
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The CDF II alignment system plays an important role in identifying stable
detector periods and flagging when new global detector alignment constants
need to be defined, as provided by track analysis [McN01]. In this study, data
from CDF II were reconstructed with two different sets of alignment constants
corresponding to those from an initial mechanical survey of the tracking system
and from the best alignment constants as of September 2003. These data were
compared to check the impact of initial misalignments on track parameter
resolutions.
6.3 Momentum Resolution Degradation
6.3.1 Introduction
In general, misalignments degrade all of the 5 measured helical track parame-
ters: d0, z0, φ0, cot θ, Q/pT . In this section, the degradation due to misalign-









A2 + (B/pT )2 = A⊕B/pT (6.1)
where pT = p sin θ (GeV)
1. The two terms A and B correspond respectively
to the contribution from the intrinsic detector resolution and the contribution
from multiple scattering. These terms are different for CDF II and ATLAS,
due to the different detector designs. The ATLAS silicon trackers (pixels &
SCT) provide better intrinsic detector resolution than the CDF II silicon sys-
tem but contain more material2, resulting in a larger multiple scattering term
for ATLAS than for CDF II. These differences must be accounted for when
studying the effects of misalignment in the different experiments.
The aim of this study was to determine the difference in the σ(1/pT ) param-
eterization at CDF II between the initial and best alignments, in order to map
the effects of misalignment at CDF II onto ATLAS. This was achieved by com-
paring the mass resolution of a narrow resonance in CDF II as reconstructed
with either the initial survey or best alignment constants. Any difference in
the measured width of the invariant mass peak was assumed to be the result
of the initial misalignment.
1In this chapter mass, momentum and energy are quoted in natural units: c = ~ = 1.
2The radiation length for CDF II silicon system is roughly 0.1 X0/ sin θ for |η| < 1 and
about twice this for 1 < |η| < 2 [Sil00]. The radiation length expected for the ATLAS
silicon trackers (pixels + SCT) is around 0.2 X0 for |η| < 1 rising to around 0.6 X0 at
|η| = 2 [Haw04]
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0.00092 + (0.0066/pT )2 (6.2)
where pT = p sin θ (GeV). CDF II was designed to have δpT/pT
2 < 0.1% GeV
[Bur01].
The measured curvature for stiff tracks should be degraded the most by mis-
alignments, whereas multiple scattering dominates at lower track momentum.
It was necessary to choose a resonance for which the tracks left by the decay
products were of sufficient momenta for the misalignment induced degradation
to be observable.
The resonant channel J/ψ → µ+µ− was considered, but does not meet this
requirement because the low mass of the J/ψ, mJ/ψ = 3096.87 ± 0.04 MeV
[PDG02], leads to decay products with low momenta. Hence, for a J/ψ pro-




)2, so the J/ψ mass resolution at CDF II is dominated by multi-
ple scattering.
The resonant channel Υ(1S)→ µ+µ− was studied instead, becausemΥ(1S) =
9460.30 ± 0.26 MeV [PDG02] so for a decay at rest, both terms are of the
same magnitude: 0.00092 ≈ (0.0066/mΥ(1S)
2
)2. The 1/pT degradation due to
misalignment should therefore be observable in the Υ(1S)→ µ+µ− channel at
CDF II.
6.3.2 Υ(1S) Resonance at CDF II
A data sample from CDF II that contained Υ → µ+µ− events was kindly
provided for this analysis [Pau03]. In this data sample, the tracks were re-
constructed with the best available alignment constants for the event selection
procedure. These tracks were then refitted with either the alignment constants
from the initial mechanical survey or from the current3 best alignment con-
stants. These two data samples were then sorted by run and event numbers
and duplicate tracks from the combinatorial selection process were removed.
Only tracks that were present in both data samples were included in the anal-
ysis. Four or more rφ silicon hits were required for each track. A pT cut of
3 GeV was present in the data sample as shown by the pT distributions in
Figure 6.3. No further pT cuts were made.
The invariant mass distribution of pairs of oppositely charged muons from
each event is plotted in Figure 6.4, in which the first three Υ S-wave resonances
are apparent. A Gaussian + linear background fit to the Υ(1S) peak, over the
3The data were processed in September 2003.
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Figure 6.3: Muon transverse momentum distributions for CDF run IIa data
for initial mechanical survey and best alignments. The plots only include pairs
of oppositely charged muons that left at least 4 rφ silicon hits and have an
invariant mass between 9.1 GeV and 9.8 GeV.
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Figure 6.4: Υ(1S) invariant mass peak reconstructed from CDF run IIa data
with initial survey and best alignments. The Υ(2S) and Υ(3S) are also visible.
The change in the mass resolution, σ, is indicative of the misalignment.
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dimuon invariant mass range of 9.1-9.8 GeV yielded a width of 72.6 MeV for
the initial alignment and 61.1 MeV for the best alignment.4 The Υ(1S) mass in
either case is lower than the world average mass, primarily because no vertex
constraint was applied and also no corrections for the momentum scale and
internal bremsstrahlung were applied as had been in other work [CDF96a].
6.3.3 Monte Carlo Tuning Method
The difference observed in the Υ(1S) widths indicates the difference in misalign-
ment between the initial mechanical survey and the best alignment constants.
In order to apply the observed effect to ATLAS, the ratio of resolution terms
in the σ(1/pT ) parameterization of Equation 6.1 was determined by tuning a
Monte Carlo simulation of the Υ(1S) dimuon decay to match the observed peak
widths.




, should be degraded by
approximately Gaussian errors, so 1
pT
was smeared in the Monte Carlo. Mis-
alignments were assumed to contribute only to the detector resolution term,
A in Equation 6.1. The multiple scattering terms were assumed identical
BS = BB = B, where the subscripts S and B denote the survey and best
alignments. Defining the difference in detector resolution terms to be due to













= AB ⊕BB/pT = AB ⊕B/pT (6.4)
The ratio F PTS/B = AS/AB was sought.
Simulation Chain
Signal generation The Monte Carlo event generator, PYTHIA 6.203 [Sjo01],
was configured for a pp collider at
√
s = 1.96 TeV to replicate the Teva-
tron. 10,000 events were simulated in which a Υ(1S) produced in gluon-
gluon fusion was forced to decay via µ+µ−.
ATLFAST These events were passed through the ATLAS fast simulation,
ATLFAST [Ric98], with the muon track smearing turned off. ATLFAST
4Both widths reduced very slightly if a vertex constraint was also applied, but with
negligible effect on the following analysis because only the width ratio matters to first order.
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formed part of the analysis chain only to apply muon level 1 trigger cuts
of pT > 1.4 GeV and η < 2.5, and to allow access to the unsmeared track
data in the ATLAS release 6.6.0 Athena framework, in which the data
were analysed.
Custom track smearing The track smearing was performed by a simple cus-
tom algorithm that smeared the inverse transverse momentum according
to the parameterization in Equation 6.1. A further cut of pT > 3.0 GeV
was performed to simulate the cut present in the CDF II pT distributions
in Figure 6.3.
Figure 6.5 shows the result of smearing the inverse track momenta accord-
ing to the CDF parameterization given in Equation 6.2. A parametrized fit to
the difference in 1/pT between the smeared and unsmeared track demonstrates
the smearing proceeded as expected. The invariant mass distribution of pairs
of oppositely charged muons in the lower two plots show the Υ(1S) peak recon-
structed from unsmeared and smeared tracks. A Gaussian fit to the lower right
plot yields a Υ(1S) mass resolution of 52.6 MeV for the CDF parameterization
constants (A=0.0009, B=0.0066). This does not match the mass resolution of
61.1 MeV found for the best alignment at CDF II in Section 6.3.2, because the
parameterization for the CDF II detector should be slightly different than for
CDF, due to more material, and because no vertex constraint was applied.
The Monte Carlo was tuned by repeating the track smearing for differ-
ent values of A while retaining a constant value of B. The fitted Υ(1S) mass
resolution in each case is plotted in Figure 6.6 as a function of the smearing
parameter A. These results were interpolated by a second order polynomial fit,
to evaluate the two values of A for which the simulated Υ(1S) mass resolution
should match that found in CDF II. Finally the smearing was repeated for
each of these two values, given in Table 6.1, to produce the simulated Υ(1S)
peaks in Figure 6.7, for which the mass resolutions are compatible with those
from CDF II data in Figure 6.4. The misalignment induced degradation factor
is estimated from Table 6.1 as F PTS/B = AS/AB ≈ 1.4. The implications for









Survey 72.6 0.00183 0.0066
Best 61.1 0.00134 0.0066
1.4
Table 6.1: Smearing parameters for which the simulated Υ(1S) mass resolutions
matched those from CDF II data for the survey and best alignments.
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6.3.4 1/pT Comparative Method
A method was devised to estimate the difference, AAL = AS−AB, directly from
the CDF II data, to corroborate the Monte Carlo tuning method. The method
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Figure 6.5: Reconstruction of Υ(1S) → µ+µ− as simulated with and without
track 1/pT smearing, according to the CDF 1/pT resolution parameterization
(A=0.0009, B=0.0066).
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Figure 6.6: The simulated fitted mass resolution of the Υ(1S) as a function
of the smearing parameter A. The parameter B was 0.0066 in all simulations.
The gray lines highlight the two values of A, given in Table 6.1, for which the
simulation matched CDF II data for survey and best alignments.
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Figure 6.7: Reconstructed Υ(1S) → µ+µ− for track smearing parameters esti-
mated from Figure 6.6. The fitted mass resolutions closely match those observed
in CDF II data for the survey and best alignment data samples.
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by which the CDF II data samples were generated enabled a direct comparison
of the two tracks that corresponded to the same particle, but that were recon-
structed with the two different sets of alignment constants. The effective 1/pT
smearing for the tracks in the alignment data samples was assumed to have



















where Gn(0, 1) is a Gaussian distributed random number of µ = 0, σ = 1. On
taking the difference, (6.5) - (6.6), in the inverse pT of the two tracks for a















This difference in the inverse pT of particle tracks reconstructed with each
set of alignment constants is plotted in Figure 6.8, for all tracks that con-
tributed6 to the fitted Υ(1S) peaks in Section 6.3.2. The width of a Gaussian




distribution provides, from Equation 6.8, an estimate
of AAL ≈ 0.00048. This estimate closely matches the equivalent estimate from
the Monte Carlo tuning method of AAL = AS −AB ≈ 0.00049, from Table 6.1.
The assumptions in the above parameterization imply that there should





), but a significant pT dependence
was observed, as shown in Figure 6.9. This pT dependence is thought to arise
either from correlations between the misalignment and the detector resolution
and multiple scattering terms, or from a systematic (rather than random) mis-
alignment such as the sagitta deformation suggested below. The pT dependence
does not invalidate the Monte Carlo Υ(1S) method or the 1/pT comparative
method, which both integrate over all tracks to average out the pT dependence
and to provide a general and indicative measure of the misalignment.
5Correlations are assumed between the different alignment data samples for the multiple
scattering and detector resolution terms. A simple correlated Monte Carlo study confirmed
only the alignment term remains.
6Only oppositely charged muon pairs having an invariant mass of 9.1-9.8 GeV were in-
cluded in the plots of Figures 6.8, 6.9 and 6.10.
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Figure 6.8: CDF run IIa data. Difference between the inverse transverse mo-
mentum of each track, when reconstructed with the mechanical survey and best
alignment constants. The width of this distribution σ=0.00048 GeV−1 is in-
dicative of the misalignment.
An interesting misalignment effect is revealed by independently plotting the
1/pT difference for µ
+ or µ− tracks, as in Figure 6.10. The distributions for µ+
or µ− are individually asymmetric, but the combined distribution is symmetric.
This observation suggests that some of the misalignment is due to a sagitta
deformation, perhaps caused by the incremental relative rotation of tracking
layers about the beam axis. A deformation such as this would create a curvature
error of opposite sign for the oppositely charged tracks, producing the observed
asymmetries in the measured track momentum. Similar sagitta deformations
in ATLAS should be identified and constrained by the SCT alignment system.
6.3.5 Conclusion
The effect of misalignments at CDF II on the transverse momentum resolution
has been studied. On examining the Υ → µ+µ− channel and by tuning the
track smearing parameterization in Monte Carlo to match the CDF II data, a
degradation factor of 1.4 was found between the initial and best alignments.
The Monte Carlo study was corroborated directly from CDF II data using a
1/pT comparative method. This second method also indicated sagitta defor-
mations were a substantial source of the misalignment at CDF II during the
commissioning phase.
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Figure 6.9: CDF run IIa data. The difference in pT and in 1/pT between survey
and best alignments, as a function of pT . A set of Gaussian fits in slices of pT




) is pT dependent, rather than pT independent as
expected from the simple parameterization assumed.
6.4 Effect of Momentum Resolution Degrada-
tion
Effect of misalignment on 1/pT resolution and on ATLAS physics
The design of the ATLAS inner detector has changed from that presented in the
Physics TDR, resulting in some loss of detector performance [ATL97, Haw04].
Further performance losses due to detector misalignments could have a consid-
erable impact on ATLAS physics, particularly during detector commissioning.
The 1/pT resolutions given below correspond to the ATLAS inner detector
geometry as given in the Physics TDR and to the updated geometry in recent
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Figure 6.10: CDF run IIa data. The difference in 1/pT between the survey
and best alignments, for: µ+ in blue, µ− in red, and all muons in black. The
opposite asymmetries in the individual µ+ and µ− distribution indicate a sagitta
misalignment.
Monte Carlo simulations (Data Challenge 1) [Gar03a] :
σLINTDR (1/pT ) = 0.0004 + 0.0147/pT TDR geometry (6.9)
σLINDC1 (1/pT ) = 0.0006 + 0.0180/pT DC1 geometry (6.10)
for pT in GeV.
Assuming that the ATLAS inner detector suffers a misalignment induced
degradation factor of 1.4 in the resolution term, as observed during commis-
sioning at CDF II, then the 1/pT resolution during commissioning at ATLAS
would be degraded to7:
σCOMS (1/pT ) ≈ 0.0008(4)⊕ 0.0180/pT (6.11)
The multiple scattering term should dominate any misalignment effect in
the 1/pT resolution of ATLAS for pT . (0.0180/0.0006) = 30 GeV. The ef-
fect of misalignments on the 1/pT resolution in ATLAS should therefore be
7Note that the parametrization in Equation 6.10 is a linear sum of terms a and b/pT , rather
than the quadrature sum, as used in the ATLAS TDR and for the above CDF II analysis. In
the asymptotic limits at low or high pT , the parameterizations are approximately equivalent:
a + b/pT = a ⊕
√
2ab/pT ⊕ b/pT ≈ a ⊕ b/pT . The quadrature sum parameterization was
taken in the following analysis, in which only the ratio of the a terms is relevant.
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negligible for low pT B-physics. The above study indicates that misalignments
would severely degrade the resolution in higher pT physics channels, but the
extrapolation to high pT is not necessarily valid, considering that the studied
CDF II data only contained tracks of low pT (. 10 GeV). However, this large
degradation factor and associated loss in detector performance emphasizes the
importance of reducing the misalignments in ATLAS as quickly as possible,
with the aid of the SCT alignment system.
Detector misalignments are expected to have a significant effect on the
impact parameter resolution, as discussed in Section 6.5, with resulting degra-
dations in b-hadron lifetime measurements, the b-tagging performance and the
efficiency of the B-physics trigger [Bai01].
6.5 Impact Parameter Degradation
6.5.1 Introduction
The long lifetime and high mass of b-hadrons causes tracks left by their de-
cay products to have large impact parameters8. The displaced vertex may be
exploited to tag the b-jet provided that the tracking detector can resolve the
impact parameter with sufficient precision. The CDF II data sample which
contained tracks reconstructed with different alignments, as described in Sec-
tion 6.3.2, allowed investigations into the effect of misalignment on the impact
parameter resolution, σ(d0), which is parameterized by:
σ(d0) =
√
a2 + (b/pT )2 = a⊕ b/pT (6.12)
for σ(d0) in µm and pT in GeV.
The two terms represent, a, the asymptotic resolution at infinite momentum
and b, the dependence on multiple scattering at low momentum. The aims of
this study were to find the ratio in the resolution term, a, due to misalignment
and to apply this effect to ATLAS.
6.5.2 Impact Parameter Distribution
The impact parameter distribution was investigated for each CDF II alignment
data sample. Tracks were selected by the method in Section 6.3.2, so that 4 or
more rφ silicon hits were required for oppositely charged pairs of muon tracks
that had an invariant mass of 9.1-9.8 GeV. The track impact parameters for
8The impact parameter of a track is the smallest separation between the fitted track helix
and the primary vertex.
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Figure 6.11: The impact parameter distribution observed in CDF II data for
tracks reconstructed with survey and best alignment constants. The width of the
distribution σobs(d0) was estimated by sequential double Gaussian fits in slices
of pT . The fitted width of the narrowest Gaussian of each pT slice as a function
of pT , were fitted by the function σobs(d0) = a
′ ⊕ b′/pT as shown.
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the survey and for the best alignment constants are plotted in Figure 6.11.
The width of these observed impact parameter distributions σobs(d0) includes
the contribution from the primary vertex distribution, σBS, as discussed in Sec-
tion 6.5.3. The track impact parameters were plotted as a function of the track
pT , as shown in the central two plots of Figure 6.11. σobs(d0) was estimated
for sequential slices in pT , by a double Gaussian fit. The fitted width of the
narrowest Gaussian for each pT slice is plotted as a function of pT in the lower
plots of Figure 6.11, for the survey and best alignments. A function of the form:
a′ ⊕ b′/pT was fitted to these plots, yielding the fit parameters in Table 6.2.
6.5.3 Beam Spot Size
The primary vertex distribution, or beam spot size, σBS, must be accounted
for to find the impact parameter resolution, σ(d0), because these are combined
to give the observed impact parameter distribution [Don01]:
σobs(d0) = σ(d0)⊕ σBS [µm] (6.13)
The σobs(d0) fit parameters, a
′ and b′, can therefore be related to the σ(d0)
parameters, a and b, in Equation 6.12 by:
a′ ⊕ b′/pT = a⊕ b/pT ⊕ σBS (6.14)
Assuming a common multiple scattering term b′ = b:
a =
√
a′2 − σBS2 = a′ 	 σBS (6.15)
Therefore the resolution term may be corrected if the beam spot size is known.
Unfortunately, σBS is not yet well measured at CDF II, with estimates rang-
ing from 25 µm to 35 µm; a default value of 30 µm is currently recom-
mended [Pau04].
6.5.4 Misalignment Induced σ(d0) Degradation
Assuming σBS = 30 µm, the corrections to the resolution term, a, are as shown
in Table 6.2.
The ratio of the σBS corrected resolution terms for the survey and best
alignments was found to be F d0S/B = aS/aB ≈ 1.4. The misalignment induced
degradation factor is compatible with the factor, F pTS/B, found for the pT reso-
lution in Section 6.3. A check of the sensitivity of F d0S/B to the σBS correction
value is shown in Figure 6.12. The non-linearity in this plot creates an average
degradation factor higher than that at σBS = 30 µm. However, the degradation
factor corresponding to this default beam spot size, σBS = 30 µm, was taken
in the following analysis.
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a′ [µm] b′ [µmGeV ] a = a′ 	 σBS [µm]
Factor aS/aB
Survey 43.74 216.8 31.8
Best 37.51 188.1 22.5
1.4
Table 6.2: The evaluated parameters in the fit of a′⊕b′/pT to σobs(d0) versus pT ,
of Figure 6.11. After correcting the fitted resolution terms a′S,B for a beam spot
size of 30 µm, the misalignment induced degradation factor is F d0S/B = aS/aB ≈
1.4.
Figure 6.12: The sensitivity of the misalignment induced degradation factor
aS/aB in σ(d0), to variations in the beam spot size taken as a correction. The
mean degradation factor of this plot is 1.48.
Future work
Notably the fitted multiple scattering parameters have the ratio, b′S/b
′
B = 1.15,
rather than being equal as expected. Why the multiple scattering term should
apparently change with misalignment should be investigated in future work.
6.6 Effect of Impact Parameter Degradation
6.6.1 Introduction
The previous section concluded that a significant degradation factor, F d0S/B ≈
1.4, occurred in the impact parameter resolution of CDF II, due to misalign-
ments during commissioning. In this section, the effect is mapped onto ATLAS
and the implications for b-tagging are investigated.
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Effect of misalignment on ATLAS impact parameter resolution
The ATLAS Inner Detector impact parameter resolution for the DC1 geometry
has been parameterized as [Gar03a]:
σLINDC1(d0) = a+ b/pT (6.16)
= 11.7 + 106.8/pT [µm] (6.17)
for d0 in µm and pT in GeV. This linear sum parameterization is not the same
as the quadrature sum parameterization used in the above CDF II analysis and
in the ATLAS TDR. However, at low and high pT the parameterizations should
be equivalent so to a good approximation the ATLAS DC1 parameterization
is:
σ(d0) = a⊕ b/pT (6.18)
≈ 11.7⊕ 106.8/pT [µm] (6.19)
When the misalignment factor, F d0S/B = 1.4(1), is applied, the resolution should
be degraded during commissioning to:
σCOMS(d0) = (F
d0
S/B × a)⊕ b/pT (6.20)
≈ 16.5⊕ 106.8/pT [µm] (6.21)
In the following analysis, this misalignment effect was applied to ATLAS DC1
data that had already been reconstructed. The tracks were therefore already
effectively smeared by σ(d0), so the impact parameter of each track had to be
smeared by an additional term, aAL, such that:
σCOMS(d0) = aAL ⊕ σ(d0)
= aAL ⊕ a⊕ b/pT (6.22)
Equating (6.20) with (6.22):
(F d0S/B × a) = aAL ⊕ a
aAL = (F
d0
S/B × a)	 a
aAL ≈ 11.6(5) [µm] (6.23)
The DC1 simulations included an estimated LHC beam spot size of σLHCBS =
15 µm, so the observed impact parameter distribution during commissioning
should be:
σobs(d0) = aAL ⊕ a⊕ b/pT ⊕ σBS
= 11.6(5)⊕ 11.7⊕ 106.8/pT ⊕ 15 [µm] (6.24)
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6.6.2 b-tagging
The ability to identify b-jets is critical to many discovery channels at the LHC,
in which new particles, such as Higgs bosons, couple preferentially to heavy
quarks. The b-jets must be efficiently distinguished from the enormous light-
jet and gluon-jet background. Various lifetime-based b-tagging algorithms have
been developed with this aim and the algorithms continue to be enhanced. In
this section, the degradation in the b-tagging performance due to misalignment
is investigated for two benchmark algorithms.
b-tagging algorithms
The two b-tagging algorithms [ATL99, Gar03a] studied are based on the track
impact parameter significance, S = sign × |d0|/σd0 , which assigns a higher
weight to precisely measured tracks. The sign of the impact parameter sig-
nificance is defined using the nearest jet direction, to be positive if the track
crosses the jet-axis in front of the primary vertex, and negative otherwise.
On average, tracks from b-hadrons have large and positively signed impact
parameters, while tracks from light-jets have impact parameters compatible
with zero. The track significance distribution therefore exhibits a long tail at
positive values for b-jet tracks, in contrast to the narrow distribution for light
jets, as shown in Figure 6.13. This difference is exploited in the b-tagging
method. The distributions both contain a central core described by a Gaus-
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Figure 6.13: The transverse impact parameter significance distributions for
tracks in u-jets and b-jets and the corresponding jet weight for the 2D b-tagging
algorithm.
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sian of width ∼1, representing correctly reconstructed tracks coming from the
primary vertex. The light jets have a slight positive asymmetry arising from:
long-lived particle decays (so called V 0’s, e.g. Λ, K0), daughters of heavy
quarks formed in the fragmentation, and interactions with material.
The significance distributions are used to construct likelihood functions
fb(St) and fu(St) for the track, t, to belong to a b-jet or u-jet. A weight is
assigned to each track according to the ratio:
wt = fb(St)/fu(St) (6.25)
which represents the test statistic with which one may obtain the highest pu-
rity sample for a given signal efficiency, according to the Neyman-Pearson
lemma [PDG02]. A jet weight is defined as the sum of logarithms of the track





The weight distributions for b- and u-jets are illustrated in Figure 6.13. Ap-
plying a cut on the jet weight yields a u-jet rejection factor Ru = 1/u, for a
specified b-jet selection efficiency, b.
The benchmark b-tagging algorithm of the ATLAS TDR, referred to here





The b-tagging performance has been improved by combining the transverse and
longitudinal impact parameter significances into a single weight:
w3Djet(Sd0 , Sz0) =
∑
i∈jet
log[fb(Sd0 , Sz0)/fu(Sd0 , Sz0)] (6.28)
The 2-dimensional function for this 3D algorithm is shown in Figure 6.14. A
binning in the (Sd0 ,Sz0) plane, as defined elsewhere [Cor03], is currently used
to compute the likelihood functions in the 3D method.
The impact of misalignment on b-tagging performance for the two algo-
rithms was investigated.
6.6.3 Signal Generation and b-tagging Tools
Data sample
A large sample of WH → µνµqq events were generated, simulated and re-
constructed for b-tagging studies in the ATLAS Data Challenge(DC1 phase 1)
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Figure 6.14: The transverse and longitudinal impact parameter significances
form a 2D dimensional track weight in the (Sd0,Sz0) plane, from which the
likelihood function is constructed for the 3D b-tagging method.
framework [DC1]. In this study, 10k bb events and 40k uu events from DC1
were analysed, corresponding to a Standard Model Higgs boson with a mass of,
mH = 120 GeV. The events were generated with PYTHIA 6.203. The detector
response was simulated using DICE and GEANT 3.21, and the data were recon-
structed with ATRECON, using xKalman++, as described elsewhere [Gar03a].
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b-tagging code
The b-tagging algorithms outlined above were implemented in C++ code, that
was developed from the original FORTRAN version written by E. Ros for the
ATLAS TDR. The code was translated and updated by M. Vos for DC1 studies
and most recently updated by J. E. Garcia [Gar03b].
6.6.4 Degradation of b-tagging Performance
The implications for b-tagging of commissioning misalignments, mapped to
ATLAS from those observed at CDF II, are investigated in this section. The
degradation in impact parameter resolution calculated in Section 6.6.1 was
applied to the reconstructed tracks, by smearing the impact parameter of each
track by the additional misalignment term, aAL = 11.6(5) µm, in Equation 6.24.
The b-tagging performance was calculated with and without this additional
smearing term, for the 2D and 3D b-tagging algorithms. The normalized track
significance and weight for u- and b- jets in the 2D algorithm are plotted with
and without the additional smearing term in Figure 6.15.
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Figure 6.15: Effect of misalignment on the transverse impact parameter sig-
nificance distributions for tracks in u-jets and b-jets and the corresponding jet
weight for the 2D b-tagging algorithm.
The relation of the u-jet rejection, Ru, to the b-tag efficiency, b, is plotted
for both b-tagging algorithms in Figure 6.16. The u-jet rejections at the often
quoted values of b-tag efficiency of 50% and 60% are presented in Table 6.3.
The commissioning misalignment applied creates a degradation in b-tagging
performance of around 10%.
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Figure 6.16: b-tagging in ATLAS with and without misalignment. The u-jet
rejection versus b-tag efficiency is shown for the 2D and 3D algorithms.
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2D algorithm 3D algorithm
Perfect Misaligned Perfect Misaligned
b = 50% 155± 8 138± 6 348± 22 316± 19Ru(b) b = 60% 47.1± 1.1 43.6± 1.0 89.0± 3.4 81.7± 2.7
b = 50% 0.89 0.91RMisalignedu
RPerfectu b = 60% 0.92 0.92
Table 6.3: The effect of the predicted commissioning misalignment on b-tagging.
σRφ = 5 µm σRφ = 10 µm σRφ = 20 µm
σZ = 15 µm σZ = 30 µm σZ = 60 µm
b = 50% 0.95 0.89 0.652D R
Misaligned
u
RPerfectu b = 60% 0.98 0.91 0.74
b = 50% 0.99 0.91 0.673D R
Misaligned
u
RPerfectu b = 60% 0.97 0.92 0.71
Table 6.4: The effect of random shifts of detector modules on b-tagging [Cor03].
This result may be compared with a different b-tagging study [Cor03] in
which random Gaussian shifts in Rφ and Z of pixel and SCT detector modules
were applied. This independent study used a slightly different algorithm to
analyse ttH (120 GeV) and tt events, but the degradation ratio should be
comparable to the study presented above, to first order. The degradation in
u-jet rejections for different random misalignments found in that study are
summarized in Table 6.4. On comparing the ∼10% degradation found for the
above study, in Table 6.3 with those in Table 6.4, a match occurs for the case
where the applied random misalignments were σRφ = 10 µm and σZ = 30 µm.
The extent of the b-tagging degradation due to the predicted commission-
ing misalignment, is significant and shows the importance of reducing these
misalignments as quickly as possible to increase the sensitivity of ATLAS to
many discovery physics channels.
However, the degradation could be larger, because the misalignment ob-
served at CDF II is thought to be due primarily to a sagitta deformation, as
discussed in Section 6.3.4. In this case, the misalignment errors in a partic-
ular detector region should be correlated, giving rise to smaller errors in the
measured impact parameter, due to the vertex constraint in the alignment
procedure.
Also, the uncertainty of the beam spot size may have resulted in an under-
estimate of the degradation factor, given the sensitivity of the prediction to
the beam spot size. As shown in Figure 6.12, the factor ranges from 1.3 to
1.9 for the beam spot sizes measured at CDF II. In future, the commissioning
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misalignments predicted over this range could be applied systematically in these
studies to evaluate the further degradation in b-tagging performance.
6.7 Conclusion
The effect of misalignments at CDF II on the transverse momentum and impact
parameter resolutions have been studied. The resolution term in both of these
track parameters was degraded by ∼1.4 for the initial alignment compared to
the current best alignment. These effects were mapped onto the ATLAS detec-
tor to predict the track parameter degradation during detector commissioning.
The implications for ATLAS physics have been examined. The effect of
momentum degradation on low pT (. 30 GeV) physics should be negligible at
ATLAS, due to the dominance of multiple scattering. Higher pT channels are
expected to be significantly degraded. The predicted degradation in the impact
parameter resolution caused a 10% degradation in the b-tagging performance.
A substantial source of the misalignment at CDF II is thought to be due to
a sagitta misalignment. The importance of quickly reducing the misalignments,
to increase the sensitivity of ATLAS to discovery and precision physics has been
emphasized by these studies. The SCT alignment system should be a valuable
tool in ATLAS to quicken the commissioning phase and improve the ultimate
alignment precision.




A novel alignment system has been developed for the ATLAS SemiConductor
Tracker. This system will directly measure short time-scale motions and com-
plex deformations of the ATLAS SCT, which are inaccessible with and also
degrade, track based alignment methods. This system forms part of a coher-
ent alignment strategy that will rapidly enhance the sensitivity of ATLAS to
discovery and precision physics. This thesis contributes to the development of
this alignment system.
The alignment system is based on a geodetic grid of length measurements
between nodes attached to the SCT. These length measurements within AT-
LAS are possible by the specially developed technique of Frequency Scanning
Interferometry. This work contributes important advances in the FSI tech-
nique, which improve the reliability, precision and scope of the measurements.
These improvements enabled a 170 mm stabilized reference interferometer to
be measured with a precision of 7 nm (0.04 ppm).
The FSI measurements were shown to be tolerant to several types of spuri-
ous effects that might degrade the interferometer signals in ATLAS. Methods
to suppress unwanted spurious reflections were developed and incorporated in
the design of ATLAS FSI components.
The first, prototype FSI geodetic grids have been constructed as part of a
prototype ATLAS FSI system, that has demonstrated remote, multiple, simul-
taneous length measurements between grid nodes. Precise length measurements
were possible with FSI, despite the low power signals (∼10 pW) inherent with
the fibre-coupled, zero-maintenance interferometer design. Methods to opti-
mize the interferometer signals were developed. Some optical cross-talk was
observed between interferometers, but this had negligible effect on the χ2 pro-
file, which indicates the quality of a sine fit to the interferometer signals. The
lengths of robust, fibre-couple interferometers, which had compact components
of the same design as for ATLAS, were measured with an average precision of
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∼200 nm; well within the required precision of 1 µm.
The ATLAS FSI system will monitor shape deformations of the SCT, as
reconstructed from FSI measurements. Investigations of shape reconstruction
were performed with the prototype grids. A reconstruction method was devel-
oped, that was checked by Monte Carlo studies and with data from the proto-
type grids. Fine adjustments to the prototype grid shape were reconstructed
very precisely: by a factor of &4 better than the required precision. Indepen-
dent measurements verified the node reconstruction was linear to within the
resolution of the measurements. Complex patterns of node movements, were
reconstructed in three dimensions from single FSI grid measurements at each
node position, as required for the ATLAS FSI system.
The reconstruction process was checked by exploiting the redundancy in the
prototype grids. The systematic removal of a redundant measurement from the
grid in the analysis had almost no effect on the mean reconstructed position
of the grid nodes, after an appropriate calibration of the model. A similar
calibration will be crucial in ATLAS to prevent grid reconstruction errors if
one or more redundant grid lines fail. The reconstruction models should also
include estimated length measurement precisions, for the best precision on
the node co-ordinates. The simulated rigidity of the prototype grids closely
matched that found from the repeated measurements of the prototype grids,
indicating the simulation and reconstruction methods are sound.
The FSI grids of the ATLAS SCT were simulated in detail. In general
the simulations indicate the FSI system should be capable of reconstructing
displacements of the grid nodes to well within the required precision. Certain
assumptions on the rigidity of the support structures must be met for the
predicted precisions to be valid. FEA models indicate this should be the case.
An FSI grid for the SCT End-cap was developed in this work and optimized
for rigidity and redundancy. The future challenge will be to combine data from
the FSI system and from tracks, and incorporate knowledge of the support
structures, to align the ATLAS Inner Detector. A programme to guide these
future developments has been suggested.
The magnitude of commissioning misalignments at CDF II were studied
and mapped onto the ATLAS detector. The intrinsic resolution term in the
both the transverse momentum and impact parameter resolutions was degraded
by ∼1.4. The implications are that for low pT physics in ATLAS, the effect
of misalignment induced momentum degradation should be negligible, but is
expected to be significant for pT > 30 GeV. The b-tagging performance of the
commissioning alignment was degraded by 10%. The vital role of the SCT
alignment system is emphasized by these studies.
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