Introduction
[89.0.1] A large number of problems in theoretical physics, including Schrödingers, Maxwell and Newtons equations, can be formulated as initial value problems for dynamical evolution equations of the form d dt f (t) = Bf (t)
where t ∈ R denotes time and B is an operator on a Banach space. [89.0.2] Depending on the initial data f (0) = f 0 describing the state or observable of the system at time t = 0 the problem is to find the state or observable f (t) of the system at later times t > 0. dt α f (t) = Bf (t) (2) in which the first order time derivative d/dt is replaced with a certain fractional time derivative "d α /dt α " of order α > 0 (see e.g. [1] - [24] and the Chapters IV-VIII in this book). [89. 1.2] A number of fundamental questions are raised by such a replacement.
[89. 1.3] In order to appreciate these it is useful to recall that the appearance of d/dt in eq. (1) reflects not only a basic symmetry of nature but also the basic principle of locality. [89. 1.4] Of course, the symmetry in question is time translation invariance.
[89. 1.5] Remember that d ds
a In classical mechanics the states are points in phase space, the observables are functions on phase space, and the operator B is specified by a vector field and Poisson brackets. In quantum mechanics (with finitely many degrees of freedom) the states correspond to rays in a Hilbert space, the observables to operators on this space, and the operator B to the Hamiltonian. In field theories the states are normalized positive functionals on an algebra of operators or observables, and then B becomes a derivation on the algebra of observables. The equations (1) need not be first order in time. An example is the initial-value problem for the wave equation for g(t, x) ∂ 2 g ∂t 2 = c 2 ∂ 2 g ∂x 2 in one dimension. It can be recast into the form of eq. 
[90.0.1] Equation (2) abandons T (t) as the general time evolution, and this raises the question what replaces eq. (4), and how a fractional derivative can arise as the generator of a physical time evolution. [90.0.2] Most workers in fractional calculus have avoided these questions, and my purpose in this chapter is to review and discuss an answer provided recently in [6, 7, 8, 9, 10, 11] .
[90. 1.1] Derivatives of fractional order 0 < α ≤ 1 were found to emerge quite generally as the infinitesimal generators of coarse grained macroscopic time evolutions given by [6, 7, 8, 9, 10, 11] T α (t)f (t 0 ) =
where t ≥ 0 and 0 < α ≤ 1.
[90. 1.2] Explicit expressions for the kernels h α (x) for all 0 < α ≤ 1 are given in eq. (69) below.
[90. 1.3] It is the main objective of this chapter to show that (in a certain sense) all macroscopic time evolutions have the form of eq. (5), and that fractional time derivatives are their infinitesimal generators.
[90.2.1] Given the great difference between T α (t) in eq. (5) and T 1 (t) = T (t) in eq. (4) Its validity or applicability in physical experiments depends on the degree to which the system can be isolated (or decoupled) from its past history and its environment. [90. 2.6] According to this view the irreversible flow of time is more fundamental than the time reversal symmetry of Newtons or other equations.
[90. 2.7] My starting point is therefore that for a general time evolution operator T(t) the evolution parameter t is not a time instant (which could be positive or negative), but a duration, which cannot be negative.
[90. 3.1] An immediate consequence of the postulated law of irreversibility is that the classical irreversibility problem of theoretical physics becomes reversed.
b A simple translation with unit "speed" reflects the idea of time "flowing" uniformly with constant velocity. This idea is embodied in measuring time by comparison with periodic processes (clocks). A competing idea, related to the flow of time represented by eq. (5), is to measure time by comparison with nonperiodic clocks such as decay or aging processes. 
and the time evolution T 1 (t) = T (t) in (5) [91.1.1] The basic result in eq. (5) was given in [6] and subsequently rationalized within ergodic theory by investigating the recurrence properties of induced automorphisms on subsets of measure zero [9, 10, 11] . [91. 1.2] In these investigations the existence of a recurrent subset of measure zero had to be assumed. [91. 1.3] Such an assumption becomes plausible from observations in low dimensional chaotic systems (see e.g. [25, 26] and Chapter V). [91. 1.4] A rigorous proof for any given dynamical system, however, appears difficult, and it is therefore of interest to rederive the emergence of T α (t) from a different, and more general, approach.
Foundations

Basic Desiderata for Time Evolutions
[91.2.1] The following basic requirements define a time evolution in this chapter.
( 
Evolutions, Convolutions and Averages
[93. 1.1] There is a close connection and mathematical similarity between the simplest time evolution T(t) = T (t) and the operator M(t) of time averaging defined as the mathematical mean
where t > 0 is the length of the averaging interval. [93. 1.2] Rewriting this formally as
exhibits the relation between M(t) and T (t).
[93. 1.3] It shows also that M(t) commutes with translations (see eq. (10)).
[93. 
where the kernel
is the characteristic function of the unit interval. 
where again 0 < t < s is required for the Laplace convolution in the last equation.
[94.0.1] The similarity between eqs. (15) and (13) However, while the translations T (t) fulfill eq. (7) and form a convolution semigroup whose kernel is the Dirac measure at 1, the averaging operators M(t) do not form a semigroup as will be seen below.
[94. (10)) are of convolution type [27] . [95.2.1] The weight function or kernel m(x) corresponding to a distribution µ(x) is defined as m(x) = dµ/dx whenever it exists.
[95. 3.1] The averaging operator M(t) in eq. (11) corresponds to a measure with distribution function
while the time translation T (t) corresponds to the (Dirac) measure δ(x − 1) concentrated at 1 with distribution function
[95. 3.2] Both averages are causal, and the latter is degenerate.
[95. 4.1] Repeated averaging leads to convolutions. [95. 4.2] The convolution κ of two distributions µ, ν on R is defined through
[95. 4.3] The Fourier transform of a distribution is defined by
where the last equation holds when the distribution admits a weight function. [95. 4.4] A sequence µ n (x) of distributions is said to converge weakly to a limit µ(x),
if
holds for all bounded continuous functions f .
[96. 
for all t ∈ R and f ∈ L p (R), and such that f ∈ L p (R) and 0 ≤ f ≤ 1 almost everywhere implies 0 ≤ Tf ≤ 1 almost everywhere. [96. 1.4] Then there exists a uniquely determined bounded measure µ on R with mass µ(R) ≤ 1 such that
Proof.
[96. 1.5] For the proof see [28] .
[96. 1.6] The preceding theorem suggests to represent those time evolutions that fulfill the requirements 1.-4. of the last section in terms of convolution semigroups of measures. 
is called a convolution semigroup of measures on R.
[ Let T(t) be a strongly continuous time evolution fulfilling the conditions of homogeneity and causality, and being such that f ∈ L p (R) and 0 ≤ f ≤ 1 almost everywhere implies 0 ≤ Tf ≤ 1 almost everywhere. [97. 1.4] Then T(t) corresponds uniquely to a convolution semigroup of measures µ t through
with supp µ t ⊂ R + for all t ≥ 0.
Proof. 
Time Averaging and Coarse Graining
where 0 < t < ∞ would be macroscopic times. [97.3.3] However, apart from special cases, the limit will in general not exist. [97.3.4] Consider for example a sinusoidal f (t) oscillating around a constant. [97. 3.5] Also, the infinite translation T ∞ is not an average, and this conflicts with the requirement above, that coarse graining should be a smoothing operation.
[97. 
is a number independent of the instant s i . [97. 4.3] Thus, if one wants to study the macroscopic time dependence of f , it is necessary to consider a scaling limit in 
becomes again an averaging operator over the infinitely rescaled observable. [98.0.2] Now M(1) still does not qualify as a coarse grained time evolution because M(1)M(1) = M(2) as will be shown next.
[98. 
and
[98. 1.3] Thus twofold averaging may be written as
where
is the new kernel. [98. 1.4] It follows that M 2 (t) = M(2t), and hence the averaging operators M(t) do not form a semigroup. If the rescaling factor is called σ n > 0 one is interested in the limit n, s → ∞ with s = s/σ n fixed, and σ n → ∞ with n → ∞ and fixed t > 0 lim n,s→∞ s=σns
whenever this limit exists. [99.0.4] Here s > 1 denotes the macroscopic time.
[99.1.1] To evaluate the limit note first that eq. (11) implies
where f τ (t) = f (tτ ) denotes the rescaled observable with a rescaling factor τ . 
for all c ∈ R, where E 1,2 (x) is the generalized Mittag-Leffler function defined as
for all a > 0 and b ∈ C. [99. 1.4] Using the general relation
gives with eqs. (37) and (38)
where f (u) is the Laplace transform of f (s). [99. 1.5] Noting that E 1,3 (0) = 1/2 it becomes apparent that a limit n → ∞ will exist if the rescaling factors are c The scaling limit was called "ultralong time limit" in [10] [page 100, §0] chosen as σ n ∼ n. [100.0.1] With the choice σ n = σn/2 and σ > 0 one finds for the first factor
[100.0.2] Concerning the second factor assume that for each u the limit
exists and defines a function f (u).
and it follows that
[100.0.4] With t = t/σ Laplace inversion yields
[100.0.5] Using eq. (12) the result (47) may be expressed symbolically as
with t = t/σ. [100.0.6] This expresses the macroscopic or coarse grained time evolution T (t) as the scaling limit of a microscopic time evolution T (t). [100.0.7] Note that there is some freedom in the choice of the rescaling factors σ n expressed by the prefactor σ.
[100.0.8] This freedom reflects the freedom to choose the time units for the coarse grained time evolution.
[100.1.1] The coarse grained time evolution T (t) is again a translation. [100. 1.2] The coarse grained observable f (s) corresponds to a microscopic average by virtue of the following result [29] .
[page 101, §1]
is bounded from below and one of the limits
exists then the other limit exists and
[101. Let µ be a probability distribution on R, and σ n > 0, n ∈ N a sequence of rescaling factors. A coarse graining limit is defined as lim n,s→∞ s=σns 
, where µ(s) is nondegenerate then for any choice of a n > 0 and b n there exist a > 0 and b such that
[102. 
if and only if for any a 1 , a 2 > 0 there are constants a > 0 and b such that the distribution function ν(x) = ν(x; µ) obeys the relation
Proof. [102.2.4] In the previous section the coarse graining limit was evaluated for the distribution µ χ from eq. (18) and the corresponding ν was found in eq. (47) 
[page 103, §0] one computes the Fourier transformation of M(t; µ) n f with respect to s
[103.0.1] By assumption f (ω/σ n )/σ n has a limit whenever σ n → ∞ with n → ∞.
[103.0.2] Thus the coarse graining limit exists and is a convolution operator whenever [30] it will be shown that this is true if and only if the characterization (53) and σ n → ∞ with n → ∞ apply.
[103.0.4] To see that
holds, assume the contrary. Then there is a subsequence σ n k converging to a finite limit.
so that
for all ω.
[103.0.6] As n k → ∞ this leads to | µ(ω)| = 1 for all ω and hence µ must be degenerate contrary to assumption.
[103.1.1] Next, it will be shown that
[103.1.2] From eq. (56) it follows that lim n→∞ | µ(ω/σ n )| = 1 and therefore
Substituting ω by σ n ω/σ n+1 in eq. (60) and by σ n+1 ω/σ n in eq. (61) shows that 
[104.0.3] Taking the limit n → ∞ then gives | ν(0)| = 1 implying that ν is degenerate contrary to assumption.
[104.1.1] Now let 0 < a 1 < a 2 be two constants. [104.1.2] Because of (56) and (59) it is possible to choose for each ε > 0 and sufficiently large n > n 0 (ε) an index m(n) such that
[104. 1.3] Consider the identity
By hypothesis the distribution functions corresponding to [ µ (tω/σ n )] n converge to ν(s) as n → ∞. 
holds.
[104. 
for all integers n ≥ 0.
[ 
of a distribution µ or of a density m = dµ/dx.
[105. 
where 0 < α ≤ 1, b > 0 and c ∈ R are constants and h α (x) = h α (s; 1, 0). 
where the convolution is now a Laplace convolution because of the condition supp
[105. 3.9] Iterating this equation (with a 1 = a 2 = 1) shows that there is an n-dependent constant a(n) such that
[page 106, §0] and hence
[106.0.1] Thus a(n) satisfies the functional equation
whose solution is a(n) = n 1/γ with some real constant written as 1/γ with hindsight. [106.0.2] Inserting a(n) into eq.(72) and substituting the function g(x) = log µ(x) gives
[106.0.3] Taking logarithms and substituting f (x) = log g(e x ) this becomes 
which leads to
by identification with eq. (153) 
where 0 < α ≤ 1 and Λ(n) is slowly varying, i.e. lim n→∞ Λ(bn)/Λ(n) = 1 for all b > 0 (see Chapter IX, Section 2.3).
Proof. [33] [107.0.8] Let µ n (ω) = µ(ω) n . [107.0.9] Then for all ω and any fixed k
[107.0.10] On the other hand
where the remainder tends uniformly to zero on every finite interval. In order that a causal coarse graining limit based on M(t; µ) gives rise to a macroscopic average with h α (x; b, c) it is necessary and sufficient that µ(ω) behaves as
in a neighbourhood of ω = 0, and that Λ(ω) is slowly varying for ω → 0. [108.1.5] In case 0 < α ≤ 1 the rescaling factors can be chosen as
while the case α > 1 reduces to the degenerate case α = 1.
[108. 
defines a family of one parameter semigroups T α (t) with parameter t = t α b indexed by α. 
where 0 < α ≤ 1, b > 0 and c ∈ R are the constants from theorem 2.4 and the last equality defines the operators T α (t) with t = t α b and c = c/(tb) 1/α . [109.0.3] Fourier transformation then yields
and the semigroup property (7) follows from 
[110. 
Proof. See Chapter III.
[ [111.3.1] The function f (s) = f 0 where f 0 is a constant is asymptotically and strictly stationary under the fractional time evolutions T α (t). [111.3.2] This follows readily by insertion into the definition, and by noting that h α (x) is a probability density.
[111. 4.1] In addition to the conventional constants there exists a second class of stationary states given by 
where relations (170) and (172) Using the integral (178), the reduction formulae (167) and (169), and property (171) one finds
[112.0.3] An application of the series expansion (181) gives
[112.0.4] For s/t → ∞ only the k = 0 term in the series contributes and this shows that [112.2.1] The Riemann-Liouville algorithm for fractional differentiation is based on integer order derivatives of fractional integrals.
The right-sided RiemannLiouville fractional integral of order α > 0, α ∈ R of a locally integrable function f is defined as
[page 113, §0] for x > a, the left-sided Riemann-Liouville fractional integral is defined as
for x < a.
[113.1.1] The following generalized definition, based on differentiating fractional integrals, seems to be new.
The (right-/left-sided) fractional derivative of order 0 < α < 1 and type 0 ≤ β ≤ 1 with respect to x is defined by
for functions for which the expression on the right hand side exists. Fractional derivatives of type β = 1 are discussed in Chapter I and were employed in [4] . [113. 1.5] It seems however that fractional derivatives of general type 0 < β < 1 have not been considered previously. [113. 1.6] A relation between fractional derivatives of the same order but different types is given in Chapter IX.
[113. 1.7] For subsequent calculations it is useful to record the Laplace-Transformation
where the inital value (D 
for f with initial condition 
[114.0.3] This may be seen by inserting f (t) into the definition
and using the basic fractional integral [114.1.1] The new types of stationary states for which a fractional integral rather than the function itself is constant were first discussed in [6, 9] . [114.1.2] It seems to me that the lack of knowledge about fractional stationarity is partially responsible for the difficulty of deciding which type of fractional derivative should be used when generalizing traditional equations of motion.
[114.2.1] Another simple instance of a fractional differential equation is the equation
with C ∈ R a constant, and with initial condition
as before. [114.2.2] Laplace transformation using eq. (106) gives
and thence
[page 115, §0] [115.0.1] For β = 1 this reduces to
Generalized Fractional Relaxation
[115.1.1] Consider the fractional Cauchy problem
for f with initial condition
where C is a ("fractional relaxation") constant.
[115.1.2] Laplace Transformation gives
[115. 1.3] To invert the Laplace transform rewrite this equation as
with
[115. 1.4] Inverting the series term by term using L x α−1 /Γ(α) = u −α yields the result
[115. 1.5] The solution may be written as
using the generalized Mittag-Leffler function defined by 
where E α (x) = E α,1 (x) denotes the ordinary Mittag-Leffler function.
Generalized Fractional Diffusion
[116.2.1] Consider the fractional partial differential equation for f :
0+ f (r r r, t) = C ∆f (r r r, t)
with Laplacian ∆ and fractional "diffusion" constant C.
[116. 2.2] The function f (r r r, t) is assumed to obey the initial condition
f (r r r, 0+) = f 0r r r = f 0 δ(r r r)
where δ(r r r) is the Dirac measure at the origin. 
and Laplace transformation of eq. (127) now yields
[116. 2.4] Using the result (124) for the inverse Laplace transform of (120) gives
[116.2.5] Setting= 0 shows that the solution of (127) cannot be a probability density except for β = 1. [116. 2.6] For β = 1 the spatial integral is time dependent, and f would need to be divided by t (1−β)(α−1) to admit a probabilistic interpretation. 
[page 117, §0] which leads to f (r r r, u) = f 0 (2πC)
with r = |r r r|. 
leads to 
[117.0.4] Inserting this, using eq. (78), and restoring the original variables then yields
for the Mellin transform of f . 
[118.0.2] The result reduces to the known result [15, 8] for β = 1. [118.0.3] In that case f (r r r, t) is also a probability density. [118.0.4] For β = 1 the function f (r r r, t) does not have a probabilistic interpretation because its normalization decays as t (1−β)(α−1) .
Relation with Continuous Time Random Walk
[118.1.1] The fractional diffusion eq. (127) of type β = 1 has a probabilistic interpretation as noted after eq. (131). [118. 1.2] f (r r r, t) may be viewed as the probability density for a random walker or diffusing object to be at position r r r at time t under the condition that it started from the origin r r r = 0 0 0 at time t = 0. This probabilistic interpretation is very helpful for understanding the meaning of the fractional time derivative appearing in eq. (127). [118.2.1] In a continuous time random walk one imagines a random walker that starts at r r r = 0 0 0 at time t = 0 and proceeds by successive random jumps [43, 44, 45, 46, 47, 48] .
[118.2.2] The probability density for a time interval of length t between two consecutive jumps is denoted ψ(t) and the probability density of a displacement by a vector r r r in a single jump is denoted p(r r r). where Φ(t) is the probability that the walker survives at the origin for a time of length t. [118.2.4] Here the walker is assumed to be prepared in its initial position from which it develops according to ψ(t 
[119. 
[119. 1.4] Equating these two equations yields
[119. 1.5] Because the left hand side does not depend on u and the right hand side is independent ofthey must both equal a common constant τ For the waiting time density one finds
which may be inverted in the same way as eq. (120) to give
where E a,b (x) is again the Mittag-Leffler function defined in eq. (40).
[119.2.1] For α = 1 the waiting time density becomes exponential
[page 120, §0] [120.0.1] For 0 < α < 1 characteristic differences arise from the asymptotic behaviour for t → 0 and t → ∞. [120.0.2] The asymptotic behaviour of ψ(t) for t → 0 is obtained by noting that E α,α (0) = 1, and hence
for t → 0. 
for x → ∞ and hence
for t → ∞. [120.0.6] This shows that fractional diffusion is equivalent to a continuous time random walk whose waiting time density is a generalized Mittag-Leffler function.
[120.0.7] The waiting time density has a long time tail of the form usually assumed in the general theory [53, 49, 54, 46] and exhibits a power law divergence at the origin.
[120.0.8] The exponent of both power laws is given by the order of the fractional derivative.
H-Functions
Definition
[120.1.1] The H-function of order (m, n, p, q) ∈ N 4 and with parameters A i ∈ R + (i = 1, . . . , p), B i ∈ R + (i = 1, . . . , q), a i ∈ C(i = 1, . . . , p), and b i ∈ C(i = 1, . . . , q) is defined for z ∈ C, z = 0 by the contour integral [55, 56, 57, 58, 59 ]
where the integrand is 
and empty products are interpreted as being unity.
[121.0.3] The parameters are restricted by the condition
where 
was employed.
[122.0.1] The H-functions are analytic for z = 0 and multivalued (single valued on the Riemann surface of log z).
Basic Properties
[122. Let S n (n ≥ 1) denote the symmetric group of n elements, and let π n denote a permutation in S n . [122. 1.3] Then the product structure of (154) implies that for all π n ∈ S n , π m ∈ S m , π p−n ∈ S p−n and π q−m ∈ S q−m 
[page 124, §0] holds.
[124. 
whenever the inequality
is fulfilled. 
whenever D ≤ 0, L is as in (158) or (160) and the poles in P a are simple.
Appendix: Proof of Proposition 2.2
[126.1.1] The proof given below follows Ref. [30] . [126. 1.2] Suppose lim n→∞ µ n (s) = µ(s) and lim n→∞ µ n (a n s + b n ) = ν(s) with µ(s) and ν(s) both nondegenerate. 
[126. 1.4] Pick a sequence of integers n 1 < n 2 < . . . < n k < . . . such that lim k→∞ a n k = a and lim k→∞ b n k = b exist with 0 ≤ a ≤ ∞ and −∞ ≤ b ≤ ∞. 
and hence for every v < u it follows that ν(v) = 0 because (a n v +b n ) → −∞ with n → ∞.
[126. 2.5] For v > u, on the other hand, lim sup(a n v + b n ) = ∞ and hence ν(v) = 1 for v > u. [126.2.6] Thus the assumption a = ∞ contradicts to ν(s) being nondegenerate.
[126. 3.1] It follows that also b must be finite. [126.3.2] In fact if lim n→∞ (a n x + b n ) = ∞ then ν(x) = 1 while for lim n→∞ (a n x + b n ) = −∞ follows ν(x) = 0. 
[127. 1.3] On the other hand because lim n→∞ (a n x + b n ) = ax + b one has for sufficiently large n that
where ε > 0 is chosen such that the distribution function µ is continuous at the points ax + b − ε and ax + b + ε. [127. 1.4] Hence by monotonicity µ n (ax + b − ε) ≤ µ n (a n x + b n ) ≤ µ n (ax + b + ε)
and for n → ∞ µ(ax+b−ε) ≤ lim inf n→∞ µ n (a n x+b n ) ≤ lim sup n→∞ µ n (a n x+b n ) ≤ µ(ax+b+ε). (191) [127. 1.5] Because ax + b is a point of continuity for µ(x) and ε is arbitrary it follows that lim n→∞ µ n (a n x + b n ) = µ(ax + b)
and hence ν(x) = µ(ax + b) proving the assertion.
