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Abstract
Charged (nano)particles confined in electrodynamic traps can evolve into
strongly correlated Coulomb systems, which are the subject of current investi-
gation. Exciting physical phenomena associated to Coulomb systems have been
reported such as autowave generation, phase transitions, system self-locking at
the ends of the linear Paul trap, self-organization in layers, or pattern formation
and scaling. The dynamics of ordered structures consisting of highly nonideal
similarly charged nanoparticles, with coupling parameter of the order Γ = 108 is
investigated. This approach enables us to study the interaction of nanoparticle
structures in presence and in absence of the neutralizing plasma background,
as well as to investigate various types of phenomena and physical forces these
structures experience. Applications of electrodynamic levitation for mass spec-
trometry, including containment and study of single aerosols and nanoparticles
are reviewed, with an emphasis on state of the art experiments and techniques,
as well as future trends. Late experimental data suggest that inelastic scatter-
ing can be successfully applied to the detection of biological particles such as
pollen, bacteria, aerosols, traces of explosives or synthetic polymers.
Email addresses: bogdan.mihalcea@inflpr.ro (Bogdan M. Mihalcea),
vladimir_filinov@mail.ru (Vladimir Filinov)
Preprint submitted to Elsevier November 7, 2019
ar
X
iv
:1
91
0.
14
32
0v
2 
 [p
hy
sic
s.p
las
m-
ph
]  
6 N
ov
 20
19
Brownian dynamics is used to characterize charged particle evolution in time
and thus identify regions of stable trapping. An analytical model is used to
explain the experimental results. Numerical simulations take into account the
stochastic forces of random collisions with neutral particles, the viscosity of the
gas medium, the regular forces produced by the a.c. trapping voltage, and the
gravitational force. We show that microparticle dynamics is characterized by a
stochastic Langevin differential equation. Laser plasma acceleration of charged
particles is also discussed, with an emphasize on dielectric capillaries and Paul
traps employed for target micropositioning.
Keywords: Paul trap, ergodic dynamics, complex plasmas, strongly coupled
plasmas, solitary waves, electrodynamic balance, mass spectrometry, aerosols,
nanoparticles, Raman spectroscopy, Mie theory, laser plasma accelerated
particle physics
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1. Introduction
Until the 1950s experimental investigations performed in atomic and molec-
ular physics were limited in sensitivity, as the spectral resolution achievable
was severely limited by the thermal motion of the atoms that is responsible
for the Doppler broadening of the spectral emission lines. The occurrence of
Doppler-free spectroscopy techniques enabled scientists to mitigate the Doppler
non-relativistic effects. Nevertheless, time-of-flight (ToF) broadening of spectral
lines caused by the limited period of time that atoms spent in the interaction
region with a laser beam, also imposes restrictive boundaries to the spectral
resolution of resonance microwave and optical lines [1, 2, 3, 4]. In order to
enhance the precision of such spectroscopic measurements ingenious methods
were required to maintain the atoms within the interaction region as long as
possible, under minimal perturbations produced by collisions with other atoms
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or molecules, or via the interaction with the containing vessel walls.
In their perpetual quest aimed at disclosing nature’s inner secrets, physicists
and chemists always aspired towards the ideal of isolating and investigating
single atoms in a perturbation free, pristine environment. Such an objective
seemed to be quite far-fetched as E. Schro¨dinger stated in 1952: We never
experiment with just one electron or atom or (small) molecule. In thought
experiments we sometimes assume that we do, this invariably entails ridiculous
consequences. ... We are scrutinising records of events long after they have
happened [5]. After few years Schrodinger’s statement was invalidated by W.
Paul, who invented the radiofrequency (RF) trap (also called Paul trap) [6, 7, 8]
that became an invaluable instrument for modern spectroscopy, opening new
pathways towards investigating atomic properties and testing quantum physics
laws with unbeatable accuracy [9, 10].
Another ion trap pioneer is H. Dehmelt whose contributions are mainly
linked to the development and use of the Penning trap [11, 12, 13]. He invented
ingenious methods of cooling, perturbing, trapping (one single electron was
trapped for more than 10 months [14, 15]), and probing the trapped particles,
thus forcing them to reveal their intrinsic properties [16]. In the combined
electric and magnetic fields in the Penning trap, charged particles describe a
complex motion [9, 17, 18]. Penning traps exhibit unique features that makes
them suited to perform tests of fundamental physics. For example, ultra-fine
Penning trap-measurements of masses and magnetic moments for elementary
particles (electrons, positrons, protons and antiprotons) validate charge, parity
and time reversal (CPT) conservation, and enable accurate determination of the
fine-structure constant α and of other fundamental constants [11, 17, 19, 20].
Laser cooling of ions was first proposed by H. Dehmelt and D. J. Wineland
since 1975 [21], and then achieved in 1978 [22, 23]. Both Wolfgang Paul and
Hans Dehmelt were awarded the Nobel Prize in 1989 ”for the development
of the ion trap technique”. Progress in the development of extremely stable
laser sources allows scientists to manipulate and control the inner as well as
the outer degrees of freedom of atoms and even molecules with ever increasing
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precision, right down to the quantum limit. Trapping and cooling techniques for
electrically charged particles have expanded the frontiers of physics, leading to
the emergence of new areas such as quantum engineering or quantum metrology,
which explains why the Nobel Prize in Physics in 1997 was jointly awarded
to S. Chu, C. Cohen-Tannoudji and W. D. Phillips for the development of
methods to cool and trap atoms with laser light [23]. J. L. Hall and T. W.
Ha¨nsch were awarded the Nobel Prize in Physics in 2005 for their contributions
to the development of laser-based precision spectroscopy, including the optical
frequency comb technique [24]. Finally, the Nobel Prize in Physics in 2012 was
jointly awarded to Serge Haroche and David J. Wineland for ground-breaking
experimental methods that enable measuring and manipulation of individual
quantum systems [25, 26]. Thus, impressive progress was achieved in quantum
metrology by enabling measurements of unprecedented accuracy on space and
time [23, 27, 28]. Both the plasma state of matter as well as systems of charged
dust particles in plasma exhibit a great interest for modern physics [29, 30,
31, 32, 33, 34, 35, 36, 37, 38]. When the potential energy associated to the
Coulomb interaction between charged dust particles significantly exceeds their
kinetic energy, they can evolve into ordered structures called Coulomb or plasma
crystals, that represent the subject of recent investigations performed onboard
the International Space Station (ISS) [39, 40].
The paper is a review on strongly coupled Coulomb systems of finite dimen-
sions, such as electrically charged particles confined in quadrupole or multipole
electrodynamic traps, either under Standard Ambient Temperature and Pres-
sure Conditions (SATP) or in vacuum [41]. An extended review of the under-
lying physical mechanisms is also performed. Microparticle electrodynamic ion
traps (MEITs) are versatile tools than can be used to investigate properties of
individual charged particles (with dimensions ranging from 10 nm to 100 µm),
such as aerosols, liquid droplets, solid particles, nanoparticles, DNA sequences
and even microorganisms. When the background gas is weakly ionized, the as-
sociated dynamics exhibits strong coupling regimes characterized by collective
motion as damping is low. Late experimental evidence suggests that multi-
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pole trap geometries present certain advantages, among which better stability
due to the existence of multiple regions of stable trapping and less sensibility
to environment fluctuations. The mathematical models used and the numer-
ical simulations performed simply create a clear and thorough picture on the
phenomena that are investigated. We study particle oscillations around equilib-
rium positions where gravity is balanced by the trapping potential. Close to the
trap centre the particles are almost frozen which means they can be considered
motionless due to the very low amplitude of oscillation.
Particular examples of such systems would be electrons and excitons in
quantum dots [42] or laser cooled ions levitated in Paul or Penning type traps
[9, 10, 23, 43, 44]. We can also mention ultracold fermionic or bosonic atoms
confined in atom traps or in the periodic potential of an optical lattice [45]. Ex-
perimental investigations of charged particles in external potentials have largely
profited from the invention of ion traps [6, 7], as they have greatly influenced
the future of modern physics and state of the art technology [8, 9, 13, 46].
2. Particle levitation techniques
2.1. The electrodynamic (Paul) trap. The underlying physics. Electrodynamic
levitation
Electrically charged particles such as ions or microparticles can be levi-
tated by using electromagnetic fields. Trapping of particles in a harmonic
potential requires generating an electric restoring potential ~F = −q ~E which
increases linearly with the distance from the trap centre, such as ~F ∝ −~r.
The corresponding trapping forces are characterized by a quadrupole potential
Φ = Φ0
(
αx2 + βy2 + γz2
)
/r20, where Φ0 denotes the electric potential applied
to a quadrupole electrode configuration, r0 is the trap radius, while α, β, γ rep-
resent weighing factors that determine the shape of the electric potential given
by the solution of the Laplace equation ∆Φ = 0. For a 3D electric field we infer
α = β = −2γ. The potential is attractive in the x and y directions, and repul-
sive along the z direction. According to the Earnshaw theorem a static electric
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field cannot achieve 3D binding [8, 9, 10]. In order to overcome this problem two
main types of traps have been developed: (1) the Penning trap, which employs
a static electric field to achieve axial confinement and a superimposed static
magnetic field that provides radial confinement, and (2) the Paul or RF trap,
which relies on an oscillating, inhomogeneous electric field [12, 47] that creates
a dynamic pseudopotential. A sketch of a quadrupole ion trap (QIT) is shown
in Fig. 1. In our review we mainly consider levitation of particles in RF or Paul
traps, as the subject is extremely vast.
We return to the trapping potential to emphasize that if an oscillating electric
field is applied to the trap electrodes (see Fig. 1), a saddle shaped potential is
created [48] that harmonically confines ions in the region where the field exhibits
a minimum, under conditions of dynamical stability. The resulting potential is
attractive in the x and y (radial) directions for the first half-cycle of the field,
and attractive in the z (axial) direction for the second half. An adequately
chosen amplitude and frequency Ω of the oscillating RF field ensures trapping
of charged particles of mass m and charge q in all three dimensions, by means
of a ponderomotive force oriented towards the trap centre. The 3D Paul trap
provides a confining force with respect to a single point in space called the node
of the RF field, which recommends its use for single ion experiments or for the
levitation of 3D crystalline ion structures [12].
Considering the electric field in a two dimensional geometry along the x and
y axis only (linear Paul trap), we find α = −β, γ = 0. In such case, confinement
of a charged particle is accomplished only in the (radial) x and y direction. An
additional static dc-potential applied along the z direction is required to confine
the particle both radially and axially [47].
The electrodynamic (Paul) trap was invented in the 1950s by Prof. Wolfgang
Paul and his coworkers at the University of Bonn, Germany [6, 7, 8, 9]. The
device was the subject of a patent awarded in 1954, for a three dimensional
(3D) quadrupole ion trap (QIT) which consists of a ring electrode and two
endcap electrodes [6, 12, 49]. By applying a RF potential to the ring electrode a
quadrupole trapping field is produced in all three dimensions. A sketch of a QIT
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is shown in Fig. 1. Many other kinds of QITs exist, most notably the 2D linear
ion trap with quadrupole potential in the radial plane and a d.c. field for axial
trapping. The quadrupole ion trap is a remarkably versatile mass spectrometer
that is capable of multiple stages of mass selection (tandem mass spectrometry),
high sensitivity, and moderate mass resolution and mass range. In combination
with electrospray ionization (ESI), the QIT is widely used for the study of polar
molecules such as peptides and proteins [50].
Electrically charged particles and ions levitated in oscillating radiofrequency
(RF) fields represent a special class of physical systems, where classical and
quantum effects [13, 23] compel to establish a dynamical equilibrium as they
weight each other. Classical particle dynamics in a Paul trap is characterized
by Mathieu equations [9, 51, 52]. The stable solutions of the Mathieu equation
are found by employing the Floquet theory [9]. Rapid trapping field oscilla-
tions generate an effective Kapitza-Dirac potential that restrains the motion
of electrically charged ions to a well defined region of space, which leads to a
quasi-equilibrium distribution [53]. A picture of a three-dimensional (3D) Paul
or Penning trap is given in Fig. 1 [11, 13]. We do not discuss stability and solu-
tions of the Mathieu equation, as the subject is widely covered in the literature
[8, 9, 12, 54, 55].
The method of trapping charged particles using time-varying electric fields
is not restricted to atomic or molecular ions, it equally applies to charged mi-
croparticles. The first demonstration of microparticle trapping was performed
by Straubel [56], who confined charged oil drops in a simple quadrupole trap
operated in air. Wuerker has obtained stable arrays of positively charged alu-
minum particles using a 3D Paul trap operated in vacuum [57]. The particles
repeatedly crystallized into a regular array and then melted, owing to the dy-
namical equilibrium between the trapping potential and inter-particle Coulomb
repulsion. A similar experiment was performed by Winter and Ortjohann, thus
demonstrating storage of macroscopic dust particles (anthracene) in a 3D Paul
trap operated under SATP conditions [58], as friction in air was proven to be an
efficient mechanism to cool the microparticles. The mechanism is similar with
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Figure 1: Basic design characteristic to three dimensional (3D) Paul and Penning traps. The
inner electrode surfaces are hyperboloids. Dynamic stabilization in the Paul trap is given by
supplying a RF voltage V0 cos (Ωt). Static stabilization in the Penning trap is achieved by
means of a d.c. voltage U = U0 and an axial magnetic field liable for the radial confinement.
Picture reproduced from [13], by courtesy of G. Werth.
cooling of ions in ultrahigh vacuum conditions owing to the collisions with the
buffer gas molecules [9]. The dynamics of a charged microparticle in a Paul trap
near SATP conditions was studied by Izmailov [59] using a Mathieu differential
equation with damping term and stochastic source, under conditions of com-
bined periodic parametric and random external excitation. Further research on
electrodynamic traps is presented in [60, 61].
The combination between a Paul and Penning trap which uses both RF volt-
age and an axial magnetic field is called a combined trap [62]. Particle dynamics
in nonlinear traps has also been explored. It was found that ion motion is well
described by the Duffing oscillator model [63, 64] with an additional nonlinear
damping term [65, 66]. Regions of stable (chaos) and unstable dynamics were
illustrated, as well as the occurrence of strange attractors and fractal properties
for the associated dynamics. The dynamics of a parametrically driven levitated
nanoparticle is investigated in [67].
Ion traps have also opened new horizons towards performing investigations
on the physics of few-body phase transitions [31, 68, 69, 70, 71, 72, 73] or
the study of nonlinear dynamics and (quantum) chaos. Quantum engineer-
ing has opened new perpectives in quantum optics and quantum metrology
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[23, 74]. Applications of ion traps span mass spectrometry, very high preci-
sion spectroscopy, quantum physics tests, study of non-neutral plasmas [75, 76],
quantum information processing (QIP) and quantum metrology [17, 23, 77, 78],
use of optical transitions in highly charged ions for detection of variations
in the fine structure constant [13, 17] or very accurate optical atomic clocks
[3, 24, 79, 80, 81, 82, 83, 84].
The ability to confine single particles or nanoparticles under conditions of
minimal perturbations and then expose them to laser beams, makes it possible
to perform light scattering measurements without the presence of parasitic ef-
fects owing to the interaction with other particles that may be of different sizes
and morphology, and different chemical and/or optical properties. This can be
achieved by trapping a charged microparticle using an electrodynamic balance
(EDB) or ion trap, by optical levitation, or by acoustic levitation. The tech-
nique called electrodynamic levitation is used to isolate and analyze aerosols
and microparticles, with an aim to study the mechanisms from the Earth at-
mosphere and supply information about the optical properties of the species
of interest [85]. The EDB is an outcome of the quadrupole electric mass filter
of Paul [7, 9], and of the bihyperboloidal electrode configuration introduced by
Wuerker et al [57], which is mentioned earlier.
A hyperbolic geometry classical 3D Paul trap used at INFLPR in the exper-
iments performed by Prof. V. Gheorghe with an aim to levitate 137Ba+ ions in
high vacuum
(
10−4 ÷ 10−5 Torr), is shown in Fig. 2 and Fig. 3 [86, 87, 88].
In the conventional operation of an EDB an alternating current (a.c.) poten-
tial is applied to the ring electrode, and a direct current (d.c.) field is generated
by applying equal but opposite polarity d.c. potentials to the endcap electrodes.
The a.c. field is used to trap the particle in an oscillatory mode, and the d.c.
field serves the purpose of the Millikan condenser to balance the gravitational
force and any other vertical forces that act upon the particle. A photodiode
array is mounted on the ring electrode as shown in Fig. 59, with an aim to
measure the irradiance of the scattered light as a function of angle, and a pho-
tomultiplier tube (PMT) is located at right angles to the incident laser beam to
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Figure 2: Classical Paul 3D trap with hyperbolic geometry used at INFLPR to trap 137Ba+
ions in vacuum. The upper images show the 3D hyperbolic trap attached to the vacuum
flange, while the lower images show the upper and lower endcap (slit) electrode, respectively.
The lower endcap electrode exhibits 2 slits with dimensions 16× 3 mm, corresponding to the
location of two platinum belts covered with BaCl2 solution [86, 87].
Figure 3: Classical Paul 3D trap with hyperbolic geometry used at INFLPR to trap 137Ba+
ions in vacuum. The left image shows the 3D hyperbolic trap where the ring electrode is
pierced to allow radiation access. The right image shows the upper endcap (sieve) electrode
with 256 holes of 2.4 mm diameter, equally spaced at 0.6 mm, that achieves a transparency
of 56 % in the 2.5 ÷ 25 µm range. This particular design of the sieve electrode facilitates
collection of fluorescence radiation. The trap dimensions are r0 = 1.75 cm and z0 = 1.24 cm
[86, 88].
record the irradiance at a single angle as a function of time. The appropriate
a.c. trapping frequency depends on the particle mass and drag force on the par-
ticle. When the vertical forces (e.g., gravity) are balanced by the additional d.c.
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electric field applied between the upper and lower trap electrodes, the particle
can be maintained at the midpoint of the EDB provided that the a.c. potential
is not too large [89]. If the a.c. field is too large the particle ends up in being
expelled from the balance chamber. This effect is used to isolate single particles
by varying the a.c. potential and frequency to eliminate undesired particles.
The principles and stability characteristics of the EDB were first analysed by
Frickel et al. [90], while other aspects of the EDB are discussed by Davis and
Schweiger [43, 85, 91].
2.2. Anharmonic contributions in RF linear quadrupole traps
As the RF linear Paul trap is widely used in physics and chemistry, an im-
portant feature is the trap capacity as there are situations that impose levitation
of large ion clouds. Due to the presence of anharmonic terms in the series ex-
pansion of the trap potential [92], there is a limit on the trap capacity (the
number of ions that may be confined). The effects of anharmonic terms in the
trapping potential for linear chains of levitated ions are presented in [93]. Two
paramount effects can be distinguished, as the authors demonstrate. The first
effect consists in a modification of the oscillation frequencies and amplitudes of
the ions normal modes of vibration for multi-ion crystals, which is due to the
fact that each ion experiences a different potential curvature. The second effect
reported is amplitude-dependent shifts of the normal-mode frequencies, which is
the outcome of elevated anharmonicity or higher excitation amplitude [93]. The
issue of anharmonic contributions to the electric potential generated by a linear
RF trap is investigated in [94, 95, 96]. Although the anharmonic part is quite
comparable in the trap centre region for all the configurations investigated, the
behaviour is quite different as one moves further away from the trap centre.
2.3. Particle dynamics in the trap. Equations of motion. Stability analysis
Particle dynamics in an electrodynamic trap is described by a Mathieu equa-
tion, which is a particular case of the Hill equation [97, 98]. Paul traps are able
to levitate charged microparticles over a wide range of charge-to-mass ratios, by
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modifying the a.c. voltage amplitude and frequency [9, 99]. However, the spa-
tial charge potential caused by the presence of other trapped particles changes
the limits of the stability diagram depending on the type of particle ordering,
particle size, and particle species. The RF and d.c. endcap voltages also in-
fluence the shape of the trapped particles. By increasing the RF voltage and
the specific charge-to-mass ratio Q/M , the operating point of the trap can shift
towards the border of the Mathieu stability diagram, case when the particle
species can end up by being expelled out of the trap.
A harmonically trapped and laser-cooled ion represents a key system for
quantum optics [100], used in order to investigate pure quantum phenomena
[26]. Fundamental tests on quantum mechanics have thus been made possi-
ble together with applications such as high-resolution spectroscopy, quantum
metrology [22, 101], quantum computation [102, 103, 104, 105, 106], studies of
quantum chaos and integrability [107, 108], nonequilibrium quantum dynamics
of strongly-coupled many-body systems [109, 110], quantum sensing [111], or
the realization of optical clocks with exceptional accuracy [3, 80, 83, 110]. One
of the most promising systems that reduces decoherence effects [23] down to
a level where quantum state engineering (state preparation) can be achieved,
consists of one or more trapped ions [26, 112]. In a good approximation the
centre of mass (CM) of a trapped ion experiences a harmonic external trapping
potential. Hence, the ion trap can be assimilated with a quantum harmonic
oscillator [113, 114].
We will shortly present the classical theoretical model proposed to charac-
terize regular and chaotic orbits for a system of two ions (charged particles)
within a 3D Paul trap, depending on the chosen control parameters [115]. We
consider the case of two ions of mass M1 and M2, levitated within a quadrupole
(3D) Paul trap characterized by the force constants k1 and k2, respectively. The
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reduced equations of motion can be cast into [115]:
M1x¨ = −k1x+ a (x− y)M2y¨ = −k2y − a (x− y) , (1)
where a represents the constant of force that characterizes the Coulomb repelling
between the two trapped ions. The trap control parameters are:
ki =
Miq
2
iΩ
8
, qi = 4
Qi
Mi
V0
(z0Ω)
2 , i = 1, 2. (2)
which implies a time average on the micromotion at frequency Ω, where the
higher order terms in the Mathieu equation that describes ion dynamics are
discarded. V0 stands for radiofrequency (RF) voltage supplied to the 3D Paul
trap electrodes and Qi represents the ion electric charge. The Coulomb force
constant is a ≡ 2Q2/r3 < 0, as it results from the series expansion of Q2/r2
around an average deviation of the trapped particle with respect to the trap
centre r0 ≡ (x0 − y0) < 0, determined by the initial conditions. The kinetic and
potential energy for the system of two trapped ions are:
T =
M1x˙
2
2
+
M2y˙
2
2
, U =
k1x
2
2
+
k2y
2
2
+
1
2
a (x− y)2 . (3)
We choose
k1
2
= Q1β1, x = z1, y = z2 , (4)
We assume the two ions possess equal electric charges Q1 = Q2. The Lagrange
function is written in the standard form L
(
ζi, ζ˙i
)
= T − U , and the Lagrange
equations are
d
dt
(
∂L
∂ζ˙i
)
− ∂L
∂ζi
= 0, i = 1, 2 , (5)
where ζi are the generalized coordinates, and ζ˙i represent the generalized veloc-
ities. In case of a one-dimensional system of s particles (ions) or for a system
with s degrees of freedom, the potential energy can be expressed as:
U =
s∑
i=1
kiζ
2
i
2
+
1
2
∑
1≤i<j≤s
aij (ζi − ζj)2 . (6)
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By performing a series expansion of the Coulomb potential in spherical coor-
dinates and assuming a diluted medium, we can write the interaction potential
as
Vint =
1
4piε0
∑
1≤i<j≤s
QiQj
|−→ri −−→rj | . (7)
We denote [116]
k1 = 2Q1β1 , β1 =
4Q1V
2
0
M1Ω2ξ4
− 2U0
ξ2
, (8)
where ξ2 = r20 + 2z
2
0 . We choose the case in which U0 = 0 (the d.c. trapping
voltage) and r0 is negligible, with r0 and z0 the trap semiaxes. The trap control
parameters are U0, V0, ξ0 and ki [117]. We choose an electric potential V =
1
|z|
which we expand in series around z0 > 0
V (z) =
1
z0
− 1
z20
(z − z0) + 1
z30
(z − z0)2 − . . . (9)
with z − z0 = x− y. Then, the expression of the potential energy in eq. 3 for a
system of two ions in the trap can be cast into:
U =
k1x
2
1
2
+
k2x
2
2
2
+
1
4piε0
Q1Q2
|x1 − x2| , (10)
and it represents the sum of the potential energies of the two ions assimilated
with two harmonic oscillators, while the third term in the relationship 10 de-
scribes the Coulomb interaction between the ions. As Hamilton’s principle re-
quires for the potential energy to be minimum in order for the system to be
stable, we search for a minimum of U . A system of equations results, then after
some calculus we obtain
λ = 3
√
1
4piε0
k21k
2
2
(k1 + k2)
2 Q1Q2 , (11)
which enables us to determine the points of minimum x1 and x2 of the system
in an equilibrium state. We choose
z0 = x1 min − x2 min = λ k1k2
k1 + k2
(12)
and denote
z = x1 − x2 , x1 = x1 min + x , x2 = x2 min + y ⇒ z = z0 + x− y . (13)
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We revert to the expansion of the trap electric potential in eq. (9), then express
the potential energy as
U =
k1
2
x21 min +
k2
2
x22 min +
k1
2
x2 +
k2
2
y2 + λz0 +
λ
z0
(z − z0)2 − . . . , (14)
where x1 min = λ/k1, x2 min = λ/k2. From eqs. (3) we obtain a/2 = λ/z0.
According to the principle of least action the system is stable when the potential
energy is minimum, which means that the Lagrange function reaches a maximum
value.
2.3.1. Solutions of the equations of motion
We search solutions such as x = A sinωt and y = B sinωt, which we intro-
duce in the equations of motion 1. The resulting determinant of the system of
equations is: ∣∣∣∣∣∣ a− k1 +M1ω
2 −a
−a a− k2 +M2ω2
∣∣∣∣∣∣ = 0 . (15)
The stability requirement for the system demands for the determinant of this
equation to be zero
(
a− k1 +M1ω2
) (
a− k2 +M2ω2
)− a2 = 0 . (16)
The discriminant of eq. (16) can be cast as
∆ = [M1 (a− k2) +M2 (a− k1)]2 + 4M1M2a2 (17)
As it is well known a liniar homogeneous system of equations admits nonzero
solutions only if the determinant associated to the system is zero. Hence, the
solution of eq. (16) can be expressed as:
ω1,2 =
M1 (k2 − a) +M2 (k1 − a)±
√
∆
2M1M2
(18)
A solution for this system would be
x = C1 sin (ω1t+ ϕ1) + C2 sin (ω2t+ ϕ2) , (19a)
y = C3 sin (ω1t+ ϕ3) + C4 sin (ω2t+ ϕ4) . (19b)
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Such a solution represents in fact a superposition of two oscillations with sec-
ular frequencies ω1 and ω2, that stand for the eigenfrequencies of the system
investigated. ϕ1 ÷ ϕ4 stand for the initial phases, while C1 ÷ C4 are a set of
constants. Assuming that a  k1,2 (a requirement that is frequently met in
practice) in eq. (16), we can define the condition of strong coupling as∣∣∣∣ aki
∣∣∣∣ ∣∣∣∣M1 −M2M2
∣∣∣∣ , (20)
where the modes of oscillation are
ω21 =
1
2
(
k1
M1
+
k2
M2
)
, ω22 =
1
2
(
k1 + 2a
M1
+
k2 + 2a
M2
)
. (21)
By studying the phase relations between the solutions of eq. (1) we notice
that the ω1 mode describes a translation of the two ions where the distance r0
between them is constant, while the Coulomb repulsion between them remains
unchanged, a fact that is indicated by the absence of the term a in the first
eq. (21). This mode of translation generates an axial current which can be
detected. In case of the ω2 mode the distance between the ions increases and
then decreases around the location of a fixed centre of mass (CM), situation
when the electric current and implicitly the signal are zero. Although this mode
can not be electronically detected, optical detection is possible. Therefore, for
collective modes of motion the theory predicts that only a peak of the mass will
be detected corresponding to the average mass of the two ions. In case of weak
coupling the inequality in eq. (20) reverses, while from eq. (18) we infer
ω21,2 = (k1,2 + a) /M1,2 , (22)
that is every mode of the motion corresponds to a single mass, and the resonance
is shifted by the term a. Moreover, within the limit m1 = m2 the strong coupling
requirement in eq. (20) is always satisfied no matter how weak the Coulomb
coupling, which renders the weak coupling condition inapplicable in practice.
Fig. 4 (a) illustrates the phase portrait for a system of two ions (particles),
when the ratio between the frequencies is ω1/ω2 = 1.5/2. The theory of differ-
ential equations states that when the ratio of the eigenfrequencies is a rational
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Figure 4: Phase portrait for the two ion system with initial conditions: (a) C1 = 0.8, C2 =
0.6, C3 = 0.75, C4 = 0.6, ϕ1 = pi/3, ϕ2 = pi/4, ϕ3 = pi/2, ϕ4 = pi/4, ω1/ω2 = 1.5/2. The
dynamics is periodic; (b) ω1/ω2 = 1.5/
√
2. Ion dynamics is ergodic; (c) C1 = 0.8, C2 =
0.6, C3 = 0.76, C4 = 0.6, ϕ1 = pi/3, ϕ2 = pi/4, ϕ3 = pi/2, ϕ4 = pi/3, ω1/ω2 = 1.8/2. Ion
dynamics is unstable, onset of chaos; (d) case ω1/ω2 = 1.83/1.85. Regular motion. Pictures
reproduced from [115].
number ω1/ω2 ∈ Q, the solutions of the equations of motion (19) are periodic
trajectories. Ion dynamics is then characterized as stable. If the ratio between
the eigenfrequencies is an irrational number ω1/ω2 /∈ Q, iterative rotations at
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Figure 5: Phase portrait for the two ion system with initial conditions: (a) onset of chaos
ω1/ω2 = 1.78/1.85; (b) chaotic dynamics ϕ1 = pi/3, ϕ2 = pi/4, ϕ3 = pi/4, ϕ4 = pi/3, ω1/ω2 =
1.83/1.85. Pictures reproduced from [115].
irrational angles occur around a point [118]. Such iterative irrational rotations
are called ergodic, which is stated by the theorem of Weyl [119, 120]. The angu-
lar frequencies between points located on the circles take discrete values. Fig. 4
(b) and (c) illustrate the ergodic dynamics [121] of the system under investi-
gation. In this case ion dynamics is unstable while exhibiting traces of chaos.
Fig. 5 (a) - (b) illustrate the onset of chaos or presence of chaos. According to
Gutzwiller: ”Ergodicity implies that the phase space M cannot be decomposed
into subsets with non-vanishing measure each of which remains invariant” [118].
2.4. Dynamics of a system of two ions in a Paul trap
2.4.1. Hamilton function associated to the system. Hessian matrix
The relative motion of two ions of equal electric charges can be expressed as
[122, 123, 124, 125]
d2
dt2

x
y
z
+ [a+ 2q cos (2t)]

x
y
−2z
 = µ2x|r|3

x
y
z
 , (23)
where µx =
√
a+ 12q
2 represents the radial secular characteristic frequency,
while a and q stand for the adimensional trap parameters in the Mathieu equa-
tion, namely
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a =
8QUdc
MΩ2 (r20 + 2z
2
0)
, q =
4QUac
MΩ2 (r20 + 2z
2
0)
.
Udc and Uac stand for the d.c and RF trap voltage respectively, Q is the
particle electric charge, Ω is the RF voltage frequency, while r0 and z0 represent
the trap radial and axial dimensions. For a, q  1, eq. (23) can be investigated
in the pseudopotential approximation, in which the motion is averaged over the
driving terms that induce a high frequency oscillating motion (micromotion)
[123]. Then, an autonomous Hamilton function results which can be expressed
in scaled cylindrical coordinates (ρ, φ, z) as
H =
1
2
(
p2ρ + p
2
z
)
+ U (ρ, z) , (24)
where
U (ρ, z) =
1
2
(
ρ2 + λ2z2
)
+
ν2
2ρ2
+
1
r
(25)
and r =
√
ρ2 + z2 , λ = µz/µx , µz =
√
2 (q2 − a). ν is the scaled axial (z)
component of the angular momentum Lz and it represents a constant of motion,
while µz represents the second secular frequency [124]. Both λ and ν are positive
control parameters. For arbitrary ν and λ = 1/2, 1, 2, eq. (25) is integrable and
even separable except the case when λ = 1/2, and |ν| > 0 (ν 6= 0). After some
calculus we obtain
λ2 = 4
q2 − a
q2 + 2a
, ν2 =
2L2z
q2 + 2a
, (26)
and we distinguish between three cases: (a) λ = 1/2, (b) λ = 1, and (c) λ = 2
[125, 126]. By using the Morse theory [127, 128], the critical points of the U
potential can be determined as solutions of the system of equations:
∂U
∂ρ
= ρ− ν
2
ρ3
− 1
r2
ρ
r
= 0 ,
∂U
∂z
= λ2z − 1
r2
z
r
= 0 , (27a)
with ∂r/∂ρ = ρ/r and ∂r/∂z = z/r. Further on, we find that
z
(
λ2 − 1
r3
)
= 0 , (28)
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which obviously leads to two possible cases: z = 0, and r3 = 1/λ2. An extended
treatment of the problem is found in [115]. By studying the sign of the Hessian
matrix eigenvalues one can analyze and classify the critical points, as well as
the system stability. The degenerate critical points (characterized by detH =
0) compose the bifurcation set, whose image in the control parameter space
(namely the ν − λ plan) establishes the catastrophe set of equations which
defines the separatrix:
ν =
√
λ−8/3 − λ−2/3 or λ = 0 (29)
Fig. 6 shows the bifurcation diagram for the system of two ions levitated
in a Paul trap. The relative motion of the ions is governed by the Hamiltonian
function described by eqs. (24) and (25). The diagram illustrates the stability
and instability regions where the ion dynamics is integrable and non-integrable,
respectively. It can be noticed that chaos prevails. Ion dynamics is integrable
when λ = 0.5, λ = 1, and λ = 2.
We resume by emphasizing that when the electric potential is time inde-
pendent or in the case of the pseudopotential approximation for RF traps, an
autonomous Hamilton function can be associated to the ion system. In that
case, the family of electric potentials can be classified according to the Morse
theory, the bifurcation theory [129, 130], the ergodic theory and the catastrophe
theory [118, 131, 132]. This classification qualitatively determines the structure
of the phase space, the minimum, maximum, and critical points, the periodic
orbits and the separatrices. Besides the case of axial motion, ion (particle) dy-
namics in a nonlinear trap is generally non-integrable [133] and chaotic orbits
prevail in the phase portrait, except specific neighborhoods around the points of
minimum which consist of regular orbits according to the Kolmogorov-Arnold-
Moser (KAM) theory. Those points of minimum exhibit a particular interest
with an aim to implement quantum logic operations for systems of trapped ions.
Dynamical systems of trapped ions (particles) can be investigated by using the
dynamical group theory to describe regular and chaotic dynamics of the system
20
	0
	20
	40
	60
	80
	100
	0 	0.5 	1 	1.5 	2 	2.5
Radial	symmetry
Spherical	symmetry
Axial	symmetry
Bifurcation	Set
ν
λ
ν=sqrt(λ**(-8/3)-λ**(-2/3))
λ=0.5
λ=1
λ=2
λ=0
Figure 6: The bifurcation set for a system of two ions confined in a Paul trap. Picture
reproduced from [115].
[92, 134], depending on the control parameters determined by the RF trapping
field and the trap geometry [115].
2.5. Trap geometries. Nonlinear traps
One of the major concerns for scientists was the design of ion traps with
considerably reduced dimensions, required by applications such as optical clocks
[82, 110, 135]. Downsizing trap dimensions comes at the expense of some un-
wanted drawbacks, such as increased sensitivity to trap design imperfections or
the occurrence of stray potentials [136].
An experiment focused on levitating single ions in a novel RF QIT with
spherical shape is described in [137]. By optimizing the spherical ion trap (SIT)
geometry, nonlinearity is sensibly reduced by eliminating the electric octupole
moment.
A novel miniature Paul ion trap design is reported in [138] that exhibits an
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integrated optical fibre cavity. Optimal coupling of the ions to the cavity mode is
achieved by moving the ion with respect to the cavity mode. The trap features a
novel design that includes extra electrodes on which additional RF voltages are
applied to fully control the pseudopotential minimum in three dimensions. This
method lifts the need to use 3D translation stages for moving the fibre cavity
with respect to the ion and achieves high integrability, mechanical rigidity and
scalability. As it does not rely on modifying the capacitive load of the trap, the
method leads to precise control of the pseudopotential minimum [138].
2.6. Optical levitation and optical tweezing
It seems that the radiation pressure concept was probably first suggested by
Kepler in 1619 when he advanced this hypothesis to elucidate why comet tails
always point away from the sun [139]. A fundamental concept that emerged from
the work of Maxwell was the idea to use electromagnetic radiation to manipulate
matter using light pressure, or what is commonly known as radiation pressure.
The first step is the pioneering work of Lebedev at the beginning of the 1900s,
where a proof of concept is made with respect to the pressure force exerted by
the electromagnetic radiation [140, 141]. Optical trapping was first reported in
1970 when Arthur Ashkin demonstrated that micron-sized dielectric particles
could be accelerated and manipulated (trapped) in stable optical potentials
produced by counter-propagating laser beams [142]. Over the next 15 years
Ashkin and others experimented with various optical systems that could trap
microscale objects, as well as atoms and molecules. In 1986 Ashkin and his
colleagues developed a single-beam optical trap [143] that was later given the
name of optical tweezers [67]. This beam is so sharply focused that it generates
an optical gradient force that balances the radiation pressure and establishes
a stable optical trap in three dimensions (3D) [144]. A simplified sketch of an
optical trap is given in Fig. 7.
Until then, noncontact and noninvasive optical trapping has been mainly ap-
plied to manipulate transparent materials such as biological cells, microorgan-
isms, or polystyrene latex spheres [145]. Many experiments have been performed
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Figure 7: Simplified view of an optical trap. Photo reproduced from Block lab at Stanford
University https://blocklab.stanford.edu/optical tweezers.html
in an attempt to reveal the features of optical trapping and its applicability to
less transparent materials. For instance, optical trapping of micron-sized [146]
and nanometre-sized [147] metal particles has been demonstrated in the 1990s.
The optical forces generated are in the femto (fN) to tenths of picoNewton
(pN) range, which renders them extremely suited to investigate physics at the
mesoscopics scale [148]. Optical tweezers represent an extremely sensible nano-
manipulation technique.
Optical levitation has been successfully implemented in two size ranges: (a)
in the subnanometre scale where lightmatter mechanical coupling enables cool-
ing of atoms, ions and molecules down to the quantum limit, and (b) in the
micron scale where the momentum transfer resulting from light scattering al-
lows manipulation of microscopic objects such as cells. Nevertheless, it be-
comes problematic when one tries to employ these techniques to the intermediate
nanoscale range, that encompasses structures such as quantum dots, nanowires,
nanotubes, graphene and 2D crystals. These structures are of critical impor-
tance for nanomaterials-based applications. Recently, new approaches have been
developed and tested with respect to trapping of plasmonic nanoparticles, semi-
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conductor nanowires and carbon nanostructures. A detailed review on recent
advances in state-of-the-art optical trapping at the nanoscale is performed in
[149]. The review focuses on some of the most remarkable advances, among
which we can enumerate controlled manipulation and aggregation of single and
multiple nanostructures, force measurement under conditions of femtonewton
resolution, and biosensors. Thus, the ability to manipulate nanoparticles is vi-
tal in nanoscale science and technology. As object dimensions scale down to
the sub-10 nm regime, it imposes a great challenge for the conventional optical
tweezers. This is why a lot of effort has been invested to explore alternative ma-
nipulation methods including using nanostructures, electron beams, scanning
probes, etc. [150].
Computational modelling can be applied for example to simulate particle dy-
namics in optical tweezers. This approach is effective when dealing with systems
that exhibit many degrees of freedom, or to perform experimental simulations.
Ion dynamics simulation in optical traps is centered on modelling of the optical
force, but to enhance precision it should also consider non-optical forces among
which the most prominent are the Brownian motion [151] and viscous drag. A
review that focuses on the theory and practical principles of simulation of op-
tical tweezers, while also discussing the challenges and mitigation of the known
issues can be found at [152].
A comprehensive review of optical trapping and manipulation techniques for
single particles in air, including different experimental setups and applications
can be found in the paper of Gong et al [153]. An experimental method that
relies on employing dynamic split-lens configurations, with an aim to achieve
trapping and spatial control of microparticles by means of the photophoretic
force, is reported in [154].
It is known that nonspherical particles can severely influence processes that
occur in the atmosphere such as radiative forcing, photochemistry, new particle
formation and phase transitions [155]. Hence, in order to further investigate and
characterize the properties associated with these particles and to quantify their
effect on global climate, it is of utmost importance to perform measurements on
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single particles. Such step requires further refining of the experimental setup and
a more detailed understanding of the physical processes associated with optical
levitation. An investigation of optical trapping of nonspherical particles in air
is performed in [156], where an analytical model aimed at better explaining the
physical mechanisms is suggested by the authors. The 6D motion of a trapped
peanut-shaped particle (3D for translation and 3D for rotation) is analyzed by
means of a holographic microscope. In addition, optical forces and torques
exerted by the optical trap on the peanut-shaped particle are calculated using
FDTD simulations. A good agreement with the experimental results is obtained
for the particle motion, while there are still some specific aspects of the particle
motion that cannot be explained [156].
Section 9.6 refers to Raman spectroscopy and optical trapping, with re-
spect to the state-of-the-art experimental techniques and methods. A first ex-
perimental demonstration of an optically levitated Yttrium Iron Garnet(YIG)
nanoparticle in both air and vacuum is discussed in [157], as well as a scheme to
achieve ground state cooling of the translational motion. The theoretical cooling
scheme suggested is based on the sympathetic cooling of a ferromagnetic YIG
nanosphere with a spin-polarized atomic gas. Finally, late research and results
in the field of optical trapping of ions is supplied in [158].
2.7. Acoustic levitation
Both electromagnetic and acoustic waves exert radiation forces upon an ob-
stacle placed in the path of the wave [139]. The forces are in a direct relationship
with the mean energy density of the wave motion [159, 160]. Acoustic levita-
tion uses the acoustic radiation pressure associated with plane acoustic (sound)
waves to confine solids, fluids, and heavy gases. Acoustic standing waves have
been widely used to trap, pattern, and manipulate particles. An overview of
dust acoustic waves can be found in [161]. Nevertheless, there is still one major
obstacle to cross: there is little knowledge about force conditions on particles
which mainly include acoustic radiation force (ARF) and acoustic streaming
(AS) [162, 163]. Recently, a numerical simulation model has been suggested
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with an aim to evaluate the acoustic radiation force and streaming for spherical
objects located in the path of a standing wave. The model was verified by com-
paring the results with those obtained from the analytical solution, proposed
by Doinikov [164]. Unlike analytical solutions, the proposed numerical scheme
is applicable to the case of multiple spheres in a viscous fluid [162].
Acoustic levitation uses acoustic radiation pressure forces to compensate
the gravity force and levitate objects in air. Although acoustic levitation was
firstly investigated almost a century ago, levitation techniques have been limited
until recently to particles that are much smaller than the acoustic wavelength.
Late experiments show that acoustic standing waves can be employed to steady
levitate an object whose dimensions are larger with respect to the acoustic
wavelength, under SATP conditions. Levitation of a heavy object (that weighs
2.3 g) is demonstrated by using a setup consisting of two 25 kHz ultrasonic
Langevin transducers connected to an aluminium plate [165]. The sound wave
emitted by the experimental setup generates both a vertical acoustic radiation
force that compensates gravity, and a sideways restoring force that provides
horizontal stability to the levitated object. An analysis of the levitation stability
is achieved by means of using a Finite Element Method (FEM) to determine
the acoustic radiation force exerted upon on the object. Consequently, recent
advances in acoustic levitation allow not only suspending, but also rotating and
translating objects in space (3D) [165, 166].
In-depth informations about the acoustic radiation pressure and its applica-
tions can be found in Ref. [159, 160, 166]. Investigation of force conditions on
micrometer size polystyrene microspheres in acoustic standing wave fields is per-
formed in [163], by using the COMSOL Mutiphysics particle tracing module.
The velocity of particle movement is experimentally measured by employing
particle imaging velocimetry (PIV). Use of acoustic levitation to confine mi-
croparticles in an electrodynamic trap is presented in Section 5.9.
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2.8. Instability in electrodynamic traps. Solutions
For high values of the trapping voltage frequency, microparticles are con-
fined in well defined regions in space and perform oscillations around points of
dynamic equilibrium [167]. The particles located close to the trap centre can be
practically considered as motionless. The amplitude of oscillation for trapped
particles increases as they are located farther with respect to the trap centre.
In addition, particle trajectories can be used to map the electric field within
the trap. When the a.c. voltage frequency is reduced, particles that remain
confined start to move chaotically. A structure consisting of charged particles
that strongly interact via the Coulomb force is called quasicrystal [41]. Transi-
tion of particles from a regular motion towards a chaotic regime in case of a low
frequency of the a.c. trapping voltage, is called melting [57]. A Coulomb cloud
of atomic ions is obtained in [61].
Storage instabilities of electrons levitated in a Penning trap at low magnetic
fields are determined in [168]. The occurrence of these instabilities is attributed
to the presence of higher order static perturbations in the trapping potential.
The stability properties of a linear RF ion trap with cylindrical electrodes are
explored in [169]. Instabilities analogous to those experimentally reported in
case of 3D ion traps are identified for an ideal linear trap. It is demonstrated
they are caused by higher order contributions in the series expansion of the
trapping electric potential, which deviates from an ideal one.
Experimental investigations of the stability region of a Paul trap with very
strong damping demonstrate that the adimensional trapping parameter q can
reach values up to 25 times greater than the maximum value in absence of
damping [170]. The considerable increase in the size of the stability region
that is observed at high pressures can be explained by the numerical solution
of the Mathieu differential equation with damping term. Nonlinear dynamics
in Penning traps with hexapole and octupole terms of the electric potential is
explored in [171, 172].
To confine charged dust particles in a dynamical trap under SATP condi-
tions, friction between charged particles and air must be considered. Moreover,
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the trap parameters must be chosen carefully because the stability region is
shifted [9]. One of the most difficult tasks to perform in experiments consists
in charging the aerosol particles with electric charges that have the same sign
[173]. In order to achieve similar charge-to-mass ratios, electrically charged oil
drops have been used [174]. The drops assemble into a Coulomb structure un-
der SATP conditions. To confine charged particles of silicon carbide (SiC) and
alumina (Al2O3), classical quadrupole traps [175, 176, 177] and multi-electrode
traps consisting of 8, 12 or 16 cylindrical brass electrodes (with 3 or 4 mm di-
ameter) can be used [178, 179]. Experiments confirm that a 12 electrode trap
geometry yields to higher stability and smaller amplitude of oscillation of the
levitated microparticles. Confinement conditions prove to be very sensitive to
the trap geometry. Quadrupole traps are used more frequently, as they pro-
vide better control of the trapping parameters. The radius of the multipole
traps designed and tested [178, 179, 180] ranges between 1÷1.5 cm. Negatively
charged particles of Al2O3 with diameters between 60÷200 microns (with mass
of 4.18 × 10−10 kg and 1.55 × 10−8 kg, respectively) are located close to the
trap axis line if their number is small. If the number of particles is larger they
start to move chaotically yielding a dusty cloud. To estimate the electric charge,
the particle cloud is subjected to the action of acoustic waves that induce para-
metric oscillations of the particles [89, 181]. The value of the experimentally
determined charge-to-mass ratio is around 5.4× 10−4 C/kg.
Ion and particle traps represent multiskilled instruments to explore nonequi-
librium statistical physics, where dissipation and nonlinearity can be very well
controlled. In case of ion chains dissipation is achieved by means of laser heat-
ing and cooling, while nonlinearity is the outcome of trap anharmonicity and
beam shaping. Ion dynamics is governed by an equation similar to the complex
Ginzburg-Landau equation. As an exotic feature, the system can be described
as both oscillatory and excitable at the same time. The experiment is presented
in Ref. [182], while the approach also allows controllable experiments with noise
and quenched disorder.
A theoretical model used to describe the ion transient response to a dipolar
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a.c. excitation in a QIT is presented in [183], where high frequency ion motion
components were also considered.
The electric potential is a pure quadrupole one in case of an ideal ion trap,
and ion dynamics is described by a Hill (Mathieu) equation. Real traps used in
experiments do not generate a quadrupole field due to geometric imperfections
(electrode truncation) or misalignment of electrodes. The nonlinearity that real
traps exhibit is the outcome of weak multipole fields (e.g., hexapole, octupole,
decapole, and higher order fields). Ion dynamics in such a trap is governed by
a nonlinear Mathieu equation that can not be solved analytically. The theo-
retical lines of instabilities in the first region of stability of the Paul trap for
perturbations of order n = 3 to n = 8 are illustrated in Fig .8.
In Ref. [184] a technique is used to calculate the axial secular frequencies of
a nonlinear ion trap with hexapole, octupole and decapole terms of the electric
potential, based on the modified LindstedtPoincare´ method. The equations
of ion motion in the resulting effective potential are shown to be similar to a
Duffing equation [64].
The harmonic balance method was introduced to examine the coupling ef-
fects induced by hexapole and octupole fields on ion motion in a QIT. Ion motion
characteristics and buffer gas damping effects have been investigated in presence
of both hexapole and octupole fields [185]. It was suggested that hexapole fields
yield to higher impact on ion motion centre displacement, while octupole fields
prevail on ion secular frequency shift. In addition, the nonlinear features caused
by hexapole and octupole fields could add or cancel each other. The method
was further used to devise an ion trap with improved performance, based on a
particular combination of hexapole and octupole fields [185].
A detailed analysis based on numerical simulations of ion dynamics for a
nonlinear RF (Paul) trap with terms of the electric potential up to the order 10,
is performed in [186]. The Hill-Mathieu equations of motion that characterize
the associated dynamics are numerically solved by employing the power series
method. The stability diagram is qualitatively discussed and buffer gas cooling
is implemented using a Monte Carlo method that takes dipole excitation in
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Figure 8: Theoretical lines of instabilities in the first region of stability of the Paul trap for
perturbations of order n = 3 to n = 8. Picture reproduced from [9] by courtesy of G. Werth.
consideration. The method was then demonstrated in case of a real trap, and
a good agreement with experiments and numerical simulations was obtained.
RF ion traps encompass complex electric field shape which yields to complex
ion motion. The paper of Li [187] reports on SIMION simulations that show
classical chaotic behaviour of ions levitated in a toroidal ion trap. Fractal-like
patterns were illustrated in a series of zoomed-in regions of the stability diagram.
Late papers investigate the dynamics of a collection of charged particles
(ions) in a dual-frequency Paul trap [188, 189]. In Ref. [188] the authors in-
fer the analytical expressions for the single particle trajectory and the plasma
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distribution function assuming a Tsallis statistics, by emphasizing on the differ-
ence between the trap configuration used and a conventional Paul trap. Use of
a secondary RF frequency in a dual-frequency Paul trap allows one to modify
the spatial extent of charged particles confinement. The plasma distribution
function and temperature are periodic, provided that the ratio of the eigen-
frequencies is a rational number ω1/ω2 ∈ Q, case when the solutions of the
equations of motion are periodic trajectories [115]. Then, the resulting period
of plasma oscillation is given by the Least Common Multiple (LCM) of the time
periods corresponding to the two driving frequencies and linear combinations
of them. The plasma temperature is spatially varying and the time-averaged
plasma distribution has been found to be double humped beyond a certain spa-
tial threshold, indicating the presence of certain instabilities [190, 191]. The
effect of dual frequency in a Paul trap on the energy level shifts of the atomic
orbitals is investigated, and the uncertainties in second order Doppler and Stark
shift are found to be of the same order as that of a single-frequency Paul trap
[188].
In addition, it was demonstrated that the effective rotational potential can
be used to describe dynamics of various diatomic particles with different cen-
tres of mass (CM) and charges, levitated in a plane quadrupole RF trap. By
comparison between ”the model of pseudopotential for localization of a single
ion and the proposed model of the effective rotational potential for diatomic
structure”, one can determine ”additional positions of quasi-equilibrium for the
CM of the diatomic particle and orientation angle of the molecule” [192].
Electrodynamic (ED) levitation of one or a few charged droplets using Paul
traps opens new pathways towards explaining the Rayleigh instability and the
interplay between various inter-particle forces that yield to pattern formation
[122, 182]. Very recent papers [193, 194] focus on developing a theory for two-
dimensional patterns formed during levitation of two to a few droplets in an
EDB. The theory is based on an extension of the classical Dehmelt approxima-
tion to interacting particle systems. Among other original contributions, the
theory demonstrates solutions to the inter-particle separations, secular frequen-
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cies, stabilities of two-drop systems, and collapse of droplets onto the X − Y
plane. The theory is also applied to predict size and shape of closed structures
that occur for few-drop systems.
Spontaneous wave-function collapse models have been proposed in an at-
tempt to reconcile deterministic quantum mechanics with the nonlinearity and
stochasticity of the measurement operation. According to these models ran-
dom collapses in space of the wave function of any system occur spontaneously,
leading to a progressive spatial localization free of the measurement process.
Noninterferometric tests of spontaneous collapse models for a nanoparticle lev-
itated in a Paul trap, in ultrahigh cryogenic vacuum, are reported in [195].
2.9. Chaos
Quadrupole ion traps (QITs) [8, 9, 49] have proven to be extremely versatile
tools in atomic physics, high-precision spectroscopy [7], quantum metrology [22],
physics of quantum information, studies of chaos and integrability for dynami-
cal systems [53, 107, 108, 122, 125, 196, 197], mass spectrometry [55], quantum
optics [23, 198], in performing fundamental tests on quantum mechanics con-
cepts [100, 199] and investigations of non-neutral plasmas [13, 23, 76, 116, 200].
Deterministic chaos deals with long-time evolution of a system in time. A dy-
namical system represents a system that evolves in time. Chaos is related to
the study of the dynamical systems theory [118, 201] or nonlinear dynamics
[65, 125, 202, 203]. Dynamical systems can be either conservative, in case when
no friction is present and the system does not give up energy in time, or dissipa-
tive when we frequently encounter a behaviour called limit cycle, in which the
system approaches some asymptotic or limiting condition in time [63, 118, 131].
Under certain conditions, the asymptotic or limiting state is where chaos occurs.
We can ascertain that chaos develops in deterministic, nonlinear, dynamical
systems. Other chaos-related geometric objects, such as the boundary between
periodic and chaotic motions in phase space, may also exhibit fractal properties.
The dynamics associated to a single charged particle in a Paul trap, in pres-
ence of a damping force, has been theoretically and experimentally investigated
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in [59, 204]. Izmailov investigates damped microparticle motion in presence
of combined periodic parametric and random external excitations, using the
singular perturbation theory [59]. The modified stability diagrams in the pa-
rameter space have been calculated in [204], showing that the stable regions in
the a − q parameter plane are not only enlarged but also shifted. It was also
emphasized that in certain cases the damping force may induce instability in
the particle dynamics. Later, Sevugarajan and Menon developed a model re-
lating perturbation in the ion axial secular frequency to geometric aberration,
space charge, dipolar excitation, and collisional damping in nonlinear Paul trap
mass spectrometers [205]. A multipole superposition model that considers both
hexapole and octupole superposition has been introduced to account for field
inhomogeneities. Dipolar excitation and damping were also considered in the
equation of ion motion. The perturbed secular frequency of the ion was in-
ferred by use of a modified LindstedtPoincare´ perturbation technique. It was
also showed that the shift in ion secular frequency with the axial distance from
the centre of the trap exhibits quadratic variation. Another interesting paper of
Sevugarajan and Menon investigates the role of field inhomogeneities in alter-
ing stability boundaries in nonlinear Paul traps mass spectrometers, taking into
account higher order terms in the equation of motion [206]. The contribution of
hexapole and octupole superposition in shifting the stable trapping region, as
well as ion secular frequencies in nonlinear Paul traps have also been explored.
The paper of Zhou et al [207] uses the Poincare´-Lighthill-Kuo (PLK) method
to infer an analytical expression on the stability boundary and ion trajectory.
A multipole superposition model mainly including octupole component is pro-
posed by the authors, with an aim to model the electric field inhomogeneities.
Using the method described, both the dynamic shift and secular frequency of
ions have been expanded to asymptotic series.
A nonlinear chaotic system, the parametrically kicked nonlinear oscillator,
may be realized in the dynamics of a trapped, laser-cooled ion, interacting with
a sequence of standing wave pulses [65, 66, 208, 209, 210]. RF ion traps are
usually associated with complex electric field shape and sensibly intricate ion
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motion. Classical chaotic behavior of ions in a toroidal ion trap is explored in
[187] by employing SIMION simulations. It is demonstrated that chaotic motion
occurs due to the presence of nonlinear terms of the electric fields generated by
the trap electrodes.
The quasistationary distribution of Floquet-state occupation probabilities
for a parametrically driven harmonic oscillator coupled to a thermal bath is in-
vestigated in [211]. Late investigations on the stochastic dynamics of a particle
levitated in a periodically driven potential are presented in [212]. Results show
that in case of atomic ions confined in RF Paul traps, noise heating and laser
cooling typically respond slowly with respect to the unperturbed motion. These
stochastic processes can be characterized in terms of a probability distribution
defined over the action variables. In addition, Ref. [212] presents a semiclassical
theory of low-saturation laser cooling applicable from the limit of low-amplitude
motion to the extent of large-amplitude motion, that fully describes the time-
dependent and anharmonic trap. Thus, a detailed study of the stochastic dy-
namics of a single ion is achieved. Another paper investigates a single atomic
ion confined in a time-dependent periodic anharmonic potential, in presence of
stochastic laser cooling [213]. It is demonstrated how the competition between
the energy gain from the time-dependent drive and damping leads to the sta-
bilization of stochastic limit cycles. Such distinct nonequilibrium behavior can
be observed in experimental RF traps loaded with laser-cooled ions.
Further on, we present ion (particle) dynamics in a nonlinear quadrupole
Paul trap with octupole anharmonicity. The system is better characterized as
dissipative. Particle dynamics is described by a nonlinear Mathieu equation
[214, 215]. All perturbing contributions such as: (i) damping, (ii) multipole
terms of the potential, and (iii) harmonic excitation force, are considered in this
approach. In order to complicate the picture and approximate real conditions
it is also considered that the particle (ion) undergoes interaction with a laser
field [65]. The resultant equation of motion is shown to be similar to a per-
turbed Duffing-type equation, which is a generalization of the linear differential
equation that describes damped and forced harmonic motion [64].
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2.9.1. Dynamics of a particle confined in a nonlinear trap
We investigate the dynamics of a charged particle (ion) confined in a quadrupole
nonlinear Paul trap [167], which we treat as a time-periodic differential dynam-
ical system. Dissipation in such system is very low which leads to a number
of interesting phenomena. The equation of motion along the x-direction for a
particle of electrical charge Q and mass M , which undergoes interaction with
a laser field in a quartic potential V (u) = µu4, µ > 0 in presence of damping
[65], can be expressed as
d2u
dτ2
+ γ
du
dτ
+ [a− 2q cos (2τ)]u+ µu3 + α sinu = F cos (ω0t) (30)
where u = kx, with k a constant, τ = Ωt/2, α = 2k2Ω0 cos θ/MΩ
2, and γ, µ
stand for the damping and anharmonicity coefficient, respectively. The adimen-
sional parameters are
a =
−8QU0
MΩ2d
, q =
4qV0
MΩ2d
, d = r20 + 2z
2
0 , (31)
where the geometrical parameters r0 and z0 represent the trap semiaxes. Gen-
erally, for a typical Paul trap a = 0.1 and q = 0.7. The frequency of the applied
a.c. voltage is denoted by Ω, U0 and V0 are the static and time-varying trap-
ping voltages, whereas Ω0 is the Rabi frequency for the ionlaser interaction, and
cos θ is the expectation value of the x projection spin operator for the two-level
system with respect to a Bloch coherent state [216, 217, 218, 219, 220, 221, 222].
The expression F cos (ω0t) stands for the driving force, an external excitation
at frequency ω0.
Equation (30) can also be regarded in a good approximation as Newton’s law
for a particle located in a double-well potential. The force F cos (ωt) represents
an inertial force that arises from the oscillation of the coordinate system. The
mathematical analysis of equation (30) (which is dimensionless) requires using
some techniques from the global bifurcation theory [63, 118, 130, 131, 132, 202].
We investigate equation (30) by means of numerical simulations, in an attempt
to gain more insight on the behaviour of such kind of strongly nonlinear systems.
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The dynamical behaviour of the equation of motion is studied numerically by
varying the damping and the driving frequency parameters, as well as the am-
plitude parameter. We finally discuss the possibility of observing chaos in such
a nonlinear system [208, 210, 223, 224]. Chaotic regions in the parameter space
can be identified by means of Poincare´ sections [63, 118, 119, 131, 132, 202, 225],
as illustrated in [226] where integrable and chaotic motion of a single ion is in-
vestigated for five-wire surface-electrode Paul traps.
2.9.2. Nonlinear parametric oscillator in a Paul trap. Phase-space orbits, Poincare´
sections and bifurcation diagrams. The onset of chaos. Attractors
We consider the trapped particle as a forced harmonic oscillator, described
by a non-autonomous or time-dependent equation of motion. Forced oscilla-
tors exhibit many of the properties associated with nonlinear systems. Most
nonlinear systems are impossible to solve analytically, which is why numerical
modelling is a powerful tool to investigate the associated dynamics. The tra-
jectory represents the solution of the differential equation starting from a set of
initial conditions. A picture that illustrates all the qualitatively different tra-
jectories of the system is called a phase portrait. The appearance of the phase
portrait is controlled by fixed points. In terms of the original differential equa-
tion, fixed points represent equilibrium solutions. An equilibrium is considered
as stable if all sufficiently small disturbances away from it damp out in time
[63, 118, 131, 202, 225].
A numerical integration of the equation of motion (30) is performed employ-
ing the fourth-order RungeKutta method [227, 228]. In order to illustrate the
dynamics of the trapped particle (ion) we represent the trajectories in the 2D
phase space (phase portraits) [132, 228] and in the extended phase space as seen
in Fig. 9, with an aim to emphasize the regular and chaotic orbits.
By analyzing the associated phase portraits we observe that the cubic term
in eq. (30) −µu3 provides a nonlinear restoring force for large values of x, while
the linear term pushes away from the origin. The potential for this oscillator
exhibits a double-well structure. For certain initial conditions there exists an
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 9: Phase-space orbits and Poincare´ sections for an ion confined within a nonlinear
trap. Pictures reproduced from [65] under permission of the authors. Copyright Institute of
Physics.
unstable equilibrium point at x = 0, and given some damping the particle has to
fall into one side of the well or the other if it approaches the equilibrium point
with just enough energy to move over it. The homogeneous problem (non-
driven oscillator) contains no surprises in it. Given an initial condition there
is a unique phase-space trajectory that leads to the particle winding up at the
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bottom of one of the two wells, after the mechanical energy is converted to heat.
When the oscillator is driven by a periodic force the system can reach a limit
cycle, where as much mechanical energy is lost per cycle as is dumped into the
system by the crank. Chaos appears as a result of the two wells connected by
the unstable equilibrium point. The phase portraits clearly reflect the existence
of one (see Fig. 9 c) or two attractors (see Fig. 9 a, b, and d)), and of fractal
basin boundaries for the trapped particle (ion) assimilated with a periodically
forced double-well oscillator. For some of the parameter values presented in
Fig. 9 the system clearly exhibits two periodic attractors, corresponding to
forced oscillations confined to the left or right well. Depending on the initial
conditions, the system can converge rapidly to one of the two attractors after
an initial transient phase. The basins of attraction generally have a complicated
shape and the boundary between them is fractal [202]. As illustrated by the
phase portraits, there are particular cases when the dynamics is characterized
by periodicity.
The Poincare´ sections are also represented in Fig. 9. We emphasize the
appearance of what we consider to be strange attractors in the ion dynamics.
A strange attractor represents the limiting set of points to which the trajectory
tends (after the initial transient) every period of the driving force. Fig. 9(f)
represents a fractal set. This particular type of oscillator is also known as
strange attractor, a clear indication that the system is chaotic [202, 225]. Chaos
prevails too in the other cases but the system exhibits periodic orbits (see Fig. 9
g, h and i).
From calculus we can ascertain that the frontiers of the stability diagram
are shifted towards negative regions of the a axis in the plan of the control
parameters (a, q), as already reported by Hasegawa, Sevugarajan, and Zhou
[204, 205, 206, 207]. In order to better characterize the phenomena involved we
have represented the phase portraits, Poincar sections, and bifurcation diagrams
for an ion (particle) levitated in the trap, both in the absence and presence of a
laser field, as illustrated in Fig. 10 and Fig.11. The damped Duffing oscillator
generally exhibits an aperiodic appearance as the system is chaotic [64, 202].
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x (t) changes sign frequently which means that the particle crosses the hump
repeatedly, as expected for strong forcing. The change of sign is in agreement
with [205], where the perturbed secular frequency of the ion has been obtained
by using a modified LindstedtPoincare´ perturbation technique. Sevugarajan
and Menon also show that this perturbation is sign sensitive for octupole su-
perposition and sign insensitive for hexapole superposition [205].
A more detailed insight results from the Poincare´ section, which results
by plotting (x (t) , y (t)) whenever t is an integer multiple of 2pi. Practically
we strobe the system at the same phase for each drive cycle. Looking at the
Poincare´ section we observe that the points fall on a fractal set, which we inter-
pret as a cross section of a strange attractor for equation (30). The successive
points x (t) , y (t) are found to hop erratically over the attractor while the system
exhibits sensitive dependence on the initial conditions, which is the signature of
chaos.
In the case of a trapped ion (particle) in the presence of laser radiation, the
phase portrait illustrates the existence of two attractors (as shown in Fig. 11)
which seem to be periodic. We can discuss forced oscillations confined to the
right or left well, because two basins of attraction emerge. The points on the
Poincare´ section fall on a fractal set which is again the signature of chaos. Thus,
laser radiation renders the motion chaotic. The bifurcation diagram shows a
period-doubling bifurcation for F ≈ 0.7, and a mixture of order and chaos for
0.85 6 F 6 1.9. For larger values of the kicking term ion dynamics is ordered.
2.9.3. Nonlinear Dynamics in a Paul trap. Conclusions
We have performed a qualitative investigation of the dynamical stability of
an ion confined within a nonlinear quadrupole Paul trap, with anharmonicity
resulting from the presence of higher order terms in the series expansion of the
electric potential [65]. The system exhibits a strongly nonlinear character. Reg-
ular and chaotic regions of motion are emphasized within ion dynamics. System
dynamics is chaotic when long-term behaviour is aperiodic. For particular initial
conditions some of the solutions obtained present a certain degree of periodicity,
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Figure 10: Phase portrait, Poincare´ section and bifurcation diagrams for a particle (ion)
confined in a nonlinear trap. The values of the control parameters are a = 0.1, q = 0.7,
γ = 0.3, ω = 1.25, Ω = 4, F = 0.5, µ = 1, and α = 0. The second bifurcation diagram
corresponds to 0 < F < 5. The first bifurcation diagram magnifies the area corresponding to
0 < F < 1. Pictures reproduced from Ref. [65] under permission of the authors. Copyright
Institute of Physics.
although the dynamics is irregular. The damped parametric oscillator exhibits
fractal properties and complex chaotic orbits. Chaotic (fractal) attractors were
identified for particular solutions of the equation of motion. The motion on the
strange attractor exhibits sensitive dependence on initial conditions. This means
that two trajectories starting very close together will rapidly diverge from each
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Figure 11: Phase portrait, Poincare´ section and bifurcation diagram for an ion confined in a
nonlinear Paul trap, in presence of laser radiation. The values of the parameters are a = 0.1,
q = 0.7, γ = 0.3, ω = 1.25, Ω = 4, F = 2, µ = 1, and α = 0.3. Pictures reproduced from Ref.
[65] under permission of the authors. Copyright Institute of Physics.
other, and will exhibit utterly different behaviour thereafter. Strange attractors
are often fractal sets [132, 202].
Global changes in the state of a physical system are generally described by
means of dynamical maps. Illustrative examples span classical nonlinear sys-
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tems undergoing transitions to chaos. Ref. [229] suggests a model that extends
the concept of dynamical maps to a many-body system, where both coherent
and dissipative elements are taken into consideration. The stroboscopic dynam-
ics of a complex many-body spin model is analyzed using a universal trapped
ion quantum simulator. Experimental errors are discussed and experimental
protocols are devised to mitigate against.
Classical motion of a single damped ion confined in a Paul trap is usually
described by a damped harmonic oscillator model, such as the Duffing oscilla-
tor [63, 64, 65, 66]. A study of the quantum Hamiltonian for a boson confined
in a nonlinear ion trap is performed in [230], where the expected value of the
quantum Hamiltonian on coherent states is obtained. The resulting equation
of motion is shown to be equivalent to the one describing a perturbed classical
oscillator. Quantum damping motion of a trapped ion system is investigated in
[210], by constructing a non-Hermitian Hamiltonian with dipole and quadrupole
imaginary potential. Different real energy spectra and stable quantum states are
obtained for both PT symmetry and asymmetry cases, as well as the imaginary
spectrum and decaying quantum state for the PT asymmetry case. The results
apply to the quantum dynamics of trapped ions. In a recent paper nonlinear
dynamics of a charged particle in a RF multipole ion trap is explored using the
method of direct averaging over rapid field oscillations [197], which represents
an original approach. The existence of localization regions for ion trap dynamics
is identified. Illustrations of Poincare´ sections demonstrate that ion dynamics
is highly nonlinear [197] as also emphasized in [65]. Ref. [212] predicts a regime
of anharmonic motion in which laser cooling becomes diffusive, while it can also
turn into effective heating. This implies that a high-energy ion could be easily
lost from the trap despite being laser cooled. This loss can be counteracted
using a laser detuning much larger than the Doppler detuning. It is often more
meaningful to characterize systems possessing complex dynamics through cer-
tain quantities involving asymptotic time averages of trajectories. Examples of
such quantities are power spectra, generalized dimensions, Lyapunov exponents
and Kolmogorov entropy [132, 202, 225, 228]. Under particular conditions these
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quantities can be calculated in terms of averages of periodic orbits.
A novel approach to characterize nonstationary oscillators by means of the
so called point transformations in demonstrated in [221]. One of the main
benefits of using the point transformation method lies in the fact that conserved
quantities along with the structure of the inner product are preserved [132, 231,
232]. In addition, these transformations can be constructed to be invertible,
which represents another remarkable feature. The authors demonstrate how
point transformation enable one to solve the Schro¨dinger equation for a wide
diversity of nonstationary oscillators. Therefore, it is expected that the method
[221] can be applied to study the dynamics of particles in electromagnetic traps
[7, 9, 13, 19].
3. Non-neutral, complex plasmas. Coulomb systems. Examples and
discussion
3.1. Complex plasmas and Coulomb systems
Coulomb systems can be described as many-body systems consisting of iden-
tical particles that interact by means of electrostatic forces. When the potential
energy associated to the Coulomb interaction is larger than the kinetic en-
ergy of the thermal (Brownian) motion [151], the system is strongly coupled
as it presents a strong spatial correlation between the electrically charged par-
ticles, similar to liquid or crystalline structures [41, 233]. Strongly coupled
Coulomb systems encompass various many-body systems and physical condi-
tions, such as dusty (complex) plasmas or non-neutral and ultracold plasmas
[54, 69, 70, 75, 234, 235].
Complex plasmas represent a unique type of low-temperature plasmas char-
acterized by the presence of electrons, ions, neutral atoms and molecules, and
highly charged nano- or microparticles, by chemical reactions, and by the inter-
action of plasmas with solid surfaces [30, 42, 236, 237, 238, 239]. The particles
usually bear large electrical charges and exhibit long-range Coulomb interaction
which leads to the occurrence of strong coupling phenomena in the system [69],
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such as collective effects which result in the formation of plasma crystals [240].
Complex plasmas are encountered in astrophysics as interstellar dust clouds, in
comet tails or as spokes in the ring systems of giant gas planets [31, 68]. They
are also present in the mesosphere, troposphere and magnetoshere of the Earth
[241, 242, 243], near artificial satellites and space stations, or in laboratory ex-
periments [42, 244]. Dust particle interaction occurs via shielded Coulomb forces
[236, 241], the so-called Yukawa interaction [31, 245]. Yukawa balls are reported
in case of harmonically confined dusty plasmas [45, 238, 246, 247]. Attention
paid to the domain has witnessed a spectacular increase after the discovery of
plasma crystals [73, 76, 247, 248, 249] and the detection of spokes in the rings
of Saturn by the Voyager 2 mission in 1980 [31, 241], as illustrated in Fig. 12.
Complex plasmas are intensively investigated in research laboratories as they
are expected to shed new light on issues regarding fundamental physics such as
phase transitions [72], self-organization, study of classical and quantum chaos
or pattern formation and scaling [31, 45, 244]. Present interest is focused on
strongly coupled Coulomb systems of finite dimensions [250]. Particular exam-
ples of such systems would be electrons and excitons in quantum dots [42] or
laser cooled ions confined in Paul or Penning type traps [7, 9, 13, 18, 75].
A comprehensive overview on dynamical processes that occur in complex
(dusty) plasmas is written by Piel and Melzer [247, 251]. Collective effects in
dusty plasmas are extensively presented in [252]. It is shown that the composite
structure is liable for the remarkable properties of this particular type of plas-
mas, among which the most prominent are the formation of liquid or solid phases
under conditions of strong electrostatic coupling or using intensive nonuniform
magnetic fields to levitate Coulomb clusters formed by charged diamagnetic par-
ticles [253]. Investigations begin with single particle effects, with an emphasis
on levitation, harmonic and nonlinear oscillations. Few particle systems and
the Yukawa interaction are also examined. Many-body systems are described
by means of low-frequency electrostatic waves and instabilities that occur in
complex plasmas. We also mention another paper of Piel et al [254] which in-
vestigates some exotic features of complex plasmas such as charge accumulation
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Figure 12: Cassini spacecraft images dark spokes on Saturn’s B ring. Photo reproduced
from NASA https://solarsystem.nasa.gov/resources/14893/detailing-dark-spokes/. Copy-
right NASA.
in the ion wake, ion drag (under microgravity conditions) and spherical plasma
crystals [247]. The characteristic features and intrinsic properties of complex
plasmas are also detailed in [255]. Inclusive reviews on complex plasmas are
written by Fortov et al [30] and Morfill [244], and the reader interested in get-
ting introduced into the domain should also refer to the books of Tsytovich,
Fortov, and Bonitz [31, 42, 69, 238].
A review on non-neutral plasmas levitated in ion traps and of their char-
acteristic properties can be found in [54]. Ion traps represent versatile tools
to investigate many-body Coulomb systems, or dusty and non-neutral plasmas.
The electrodynamic (Paul) trap uses a RF electric field which generates an oscil-
lating saddle shaped potential that confines charged particles in a region where
the electric field exhibits a minimum, under conditions of dynamical stability
[8, 9, 178]. The dynamical time scales associated with trapped microparticles
lie in the tens of milliseconds range, while microparticles can be individually
observed using optical methods [43, 256, 257, 258]. As the background gas is
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dilute, particle dynamics exhibits strong coupling regimes characterized by col-
lective motion [54, 69, 70, 75]. Dust particles may give birth to larger particles
which might evolve into grain plasmas [69]. The mechanism of electrostatic
coupling between the grains can vary widely from the weak coupling (gaseous)
regime to the pseudo-crystalline one [54, 76, 259]. Complex plasmas can be de-
scribed as non-Hamiltonian systems of few or even many-body particles. They
are investigated in connection with issues regarding fundamental physics such
as phase transitions, self-organization, study of classical and quantum chaos,
pattern formation and scaling [31, 42, 242].
3.2. Non-neutral plasmas. One component plasmas - OCPs
First experimental observations of ordered structures consisting of charged
iron and aluminium microparticles confined in a Paul trap, in vacuum, were
reported in 1959 [57]. Phase transitions occur as an outcome of the dynami-
cal equilibrium between the trapping potential and the inter-particle Coulomb
repulsion [71, 72]. The emergence of correlations was reported for strongly cou-
pled ion plasmas [233]. One year later an experiment reported the storage of
macroscopic dust particles (anthracene) in a Paul trap, operating under SATP
conditions [58]. Electrodynamic traps and ion trapping techniques combined
with laser cooling mechanisms [7, 8, 13, 23, 260] allow scientists to investigate
the dynamics of small quantum systems and prepare them in well-controlled
quantum states [17, 26, 28]. Trapped ions or particles represent one-component
plasmas (OCP). The OCP model is a reference one for the study of strongly
coupled Coulomb systems [75, 76, 235, 261].
A one-component plasma (OCP) can be regarded in a very good approxi-
mation as the simplest statistical mechanical model of a Coulomb system. This
feature has drawn vivid attention on OCPs in the last 40 years. An exten-
sion of the Debye-Hu¨ckel (DH) theory has been employed to characterize OCPs
in [261]. The approach enables one to perform analytic calculations of all the
thermodynamic functions, as well as of the structure factor which is a major
progress.
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A non-neutral plasma can be described as a many-body collection of charged
particles that does not embrace the overall charge neutrality condition. Vari-
ous areas of application of non-neutral plasmas include: precision atomic clocks,
trapping of antimatter plasmas and antihydrogen production, quantum comput-
ers, nonlinear vortex dynamics and fundamental transport processes in trapped
nonneutral plasmas, strongly-coupled one-component plasmas and Coulomb
crystals [262], coherent radiation generation in free electron devices such as
free electron lasers, magnetrons and cyclotron masers, and intense charged par-
ticle beam propagation in periodic focusing accelerators and transport systems
[75].
A classical plasma which consists of ions dressed with electrons exhibits
a well-defined thermodynamics. In the strong-coupling regime the plasma is
a solid while on passing to the weak-coupling regime it becomes gradually a
liquid, then a non-ideal gas, and finally in the weak-coupling limit it behaves as
an ideal classical gas [263].
New methods for trapping ions such as the Orbitrap, the digital ion trap
(DIT), the rectilinear ion trap (RIT), and the toroidal ion trap, the development
and application of the quadrupole ion trap (QIT) and the quadrupole linear
ion trap (LIT), as well as introduction of high-field asymmetric waveform ion
mobility spectrometry (FAIMS) are presented extensively in [264].
3.2.1. Electrodynamic traps as tools for confining OCPs
If only a single component charged particle species is confined in a Paul
trap it represents a confined One Component Plasma (OCP). By modifying
the trap parameters the plasma can perform phase transitions between gas-like,
liquid-like and crystal-like states. The crystal state is the most interesting for
experiments with trapped particles. The melting point of the crystal can be used
to estimate a translational temperature of the trapped charged particles. The
plasma state can be described by the coupling parameter [41, 44, 54, 76, 116,
247], and it is essentially controlled by the trap parameters. Other examples
of OCP systems are found in many other fields of physics, as they have been
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investigated theoretically over time [29, 38, 233].
In case of quadrupole traps, the second-order Doppler effect is the result
of space-charge Coulomb repulsion forces acting between trapped ions of like
electrical charges. The Coulombian forces are balanced by the ponderomotive
forces produced by ion motion in a highly non-uniform electric field. For large
ion clouds most of the motional energy is found in the micromotion [9, 265, 266].
Multipole ion trap geometries significantly reduce all ion number-dependent
effects resulting through the second-order Doppler shift, as ions are weakly
bound with confining fields that are effectively zero through the inner trap
region and grow rapidly near the trap electrode walls. Owing to the specific
map shape of trapping fields, charged ions (particles) spend relatively little
time in the high RF electric fields area. Hence the RF heating phenomenon
(micromotion) is sensibly reduced. Multipole traps have also been used as tools
in analytical chemistry to confine trapped molecular species that exhibit many
degrees of freedom, and thus study cold collisions and low temperature processes
[226, 267, 268, 269, 270, 271]. Space-charge effects are not negligible for such
traps. Nevertheless, they represent extremely versatile tools to investigate the
properties and dynamics of molecular ions or to simulate the properties of cold
plasmas, such as astrophysical plasmas or the Earth atmosphere.
The thermodynamic properties associated to a non-ideal classical Coulomb
OCP rest on a single parameter, that is the coupling parameter which we denote
by Γ. In the particular case of a Yukawa OCP when the pair interaction is
screened by background charges, the thermodynamic state also depends on the
range of the interaction via the screening parameter. An original approach used
to define and measure the coupling strength in Coulomb and Yukawa OCPs is
proposed in [235], based on the radial pair distribution function (RPDF).
Stable confinement of a single ion in the radio-frequency (RF) field of a Paul
trap is well known, as the Mathieu equations of motion can be analytically
solved [8, 55, 215, 272]. This is no longer the case for high-order multipole fields
where the equations of motion do not admit an analytical solution. In such case
particle dynamics is quite complex as it is described by non-linear, coupled,
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non-autonomous equations of motion. The solutions for such system can only
be found by performing numerical integration [9, 31, 79].
Images of ordered 2D and 3D structures of microparticles levitated in ring
and linear geometry microparticle electrodynamic ion traps (MEITs) are shown
in Fig. 13.
(a) (b)
Figure 13: Stable 2D and 3D structures consisting of 26 µm-diameter particles trapped un-
der SATP conditions by different geometry microparticle electrodynamic ion traps (MEITs).
Image (a) shows many hundreds of particles held in a ring trap, with the ring plane nearly
horizontal. Image (b) illustrates levitation of 14 particles in a linear Coulomb crystal. Source:
Images reproduced from [258] by courtesy of K. Libbrecht.
The paper of Foot et al [189] introduces an electrodynamic ion trap in which
the electric quadrupole field oscillates at two different frequencies. By operating
the trap as described, the authors report simultaneous tight confinement of ions
with extremely different charge-to-mass ratios, e.g., singly ionized atomic ions
together with multiply charged nanoparticles (NPs). The stability conditions
for two-frequency operation are inferred from the asymptotic properties of the
solutions of the Mathieu equation [214, 215], which emphasizes the effect of
damping on parametric resonances. The model suggested illustrates very well
the effect of damping. Is is demonstrated that operation of the trap in a two-
frequency mode (with frequency values as widely separated as possible) is most
effective when the two species mass ratios and charge ratios are sufficiently
large. The system can be assimilated with two superimposed Paul traps, each
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one of them operating close to a frequency optimised to tightly confine one of
the species, which results in strong confinement for both particle species used.
Such hybrid trap and its associated operation mode grants an advantage with
respect to single-frequency Paul traps, in which the more weakly confined species
develop a sheath around a central core consisting of tightly confined ions [189].
By employing of a non-neutral plasma method, a linear trapping model that
accounts for large ion clouds has been demonstrated which will become the core
of an atomic clock [273]. A novel cryogenic Penning trap geometry, intended to
perform high resolution spectroscopy and experiments and enhanced resolution
imaging of levitated particles is described in [274].
3.3. Weakly-coupled plasmas
Brydges and Martin achieve an extensive review of low density Coulomb sys-
tems in Ref. [275], which presents results on the correlations of low density clas-
sical and quantum Coulomb systems under equilibrium conditions in 3D space.
The exponential decay of particle correlations in the classical Coulomb system,
the Debye-Hu¨ckel screening, is compared and confronted with the quantum case
where strong arguments are offered to account for the absence of exponential
screening. The paper also examines experimental results and techniques for
elaborate calculations that determine the asymptotic decay of correlations for
quantum systems.
An elaborate review paper that emphasizes recent advances on the statistical
mechanics and out-of-equilibrium dynamics of solvable systems with long-range
interactions is presented in [276]. The review is focused on a comprehensive
presentation of the concept of ensemble inequivalence, as exemplified by the
exact solution in the microcanonical and canonical ensembles of mean-field type
models. Long-range interacting systems display an extremely slow relaxation
towards thermodynamic equilibrium and convergence towards quasi-stationary
states, which represents an exotic feature. Such an unusual relaxation process
can be explained by introducing an appropriate kinetic theory that relies on
the Vlasov equation. In addition, a statistical approach based on a variational
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principle established by Lynden-Bell is demonstrated to explain qualitatively
and quantitatively some features of quasi-stationary states.
By introducing a modified Thirring model and then comparing the equilib-
rium states of the unconstrained ensemble with respect to the canonical and
grand-canonical ones, it was demonstrated that systems with long-range in-
teractions can evolve into states of thermodynamic equilibrium in the uncon-
strained ensemble [277]. Moreover, it also results that the parameter space that
determines the possible stable configurations is expanded when the system is
restrained by fixing the volume and the particle number. These parameters
oscillate in case of the unconstrained ensemble, along with the system energy.
First-order phase transitions are also reported for the model introduced. The
control parameters for the unconstrained ensemble are temperature, pressure,
and chemical potential, while the replica energy represents the free energy. In
contrast, macroscopic systems with short-range interactions are unable to reach
equilibrium states if the control parameters are the temperature, pressure, and
chemical potential.
3.4. Strongly-coupled Coulomb systems. OCPs revisited.
Since the beginning of the 1980s strongly coupled and non-neutral plasma
systems confined in Paul and Penning traps have been the subject of a vivid
scientific interest [29, 41, 76, 116, 233, 278, 279, 280, 281, 282, 283, 284], due to
their intriguing properties and wide area of applications.
A review on strongly coupled plasma physics and high-energy density matter
is Ref. [285], which focuses on OCPs and the physical mechanisms associated
to these particular type of plasmas. Examples supplied such as white dwarfs,
trapped laser-cooled ions and dusty plasmas [247, 254] better emphasize the
wide area of applications and explain the vivid interest towards investigating
strongly coupled plasmas. The kinetic theory for strongly coupled Coulomb sys-
tems based on a density-functional theory (DFT) approach, namely the Kubo-
Greenwood model, is presented in [286].
A strongly coupled non-neutral 9Be+ ion plasma with a coupling parameter
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of approximately 100 or greater is reported in [278]. The ions are confined in
a Penning trap, then laser cooled. Measurements were performed with respect
to the plasma shape, rotation frequency, density and temperature. Among
the most remarkable works on strongly-correlated non-neutral plasmas are the
papers of Dubin and O’Neil [76, 281, 284]. We also mention the book of Fortov
et al [70] which explores the physics of strongly coupled plasmas. A new frontier
in the study of neutral plasmas are the ultracold neutral plasmas [287, 288, 289,
290, 291, 292, 293].
Dust particles confined in an electrodynamic trap experience a large number
of forces. The prevailing forces acting upon the micrometer sized particles of
interest are the a.c. trapping field (whose outcome is the ponderomotive force
caused by particle motion within a strongly nonlinear electric field) and gravity.
The gravitational force can be expressed as [31]
Fg = mg =
4
3
pia3ρdg , (32)
where g stands for the gravitational acceleration, m represents the dust mass, a
is the dust particle radius and ρd corresponds to the dust particle density. The
electric field yields a force
Fel = −Qe = −ZeE , (33)
where Q = Ze is the electric charge of the dust particle, and e = 1.6 · 10−19 C
stands for the electric charge associated to the electron. When a temperature
gradient arises within a neutral gas background, a force called thermophoretic
drives the particles towards regions of lower gas temperature. The particle
is also subject to the action of the ion drag force, caused by a directed ion
flow [69, 70, 294]. To summarize, the forces that act upon a particle (or an
aerosol) include the radiation pressure force, the thermophoretic force [247], the
photophoretic force [295], electric forces and possibly magnetic forces, to which
we add the aerodynamic drag and the force of gravity [69].
A one-component plasma (OCP) consists of a single species of charge sub-
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merged in the neutralizing background field [70, 76]. Single component non-
neutral plasmas confined in Penning or Paul (RF) traps exhibit oscillations and
instabilities owing to the occurrence of collective effects [54]. The dimensionless
coupling parameter that describes the correlation between individual particles
in such plasma can be expressed as
Γ =
1
4piε0
q2
aWSkBT
, (34)
where ε0 is the electric permittivity of free space, q stands for the ion charge,
aWS is the Wigner-Seitz radius, kB denotes the Boltzmann constant, and T is
the particle temperature. The Wigner-Seitz radius results from the relation
4
3
pia3WS =
1
n
, (35)
where n is the ion (particle) density. Although the Wigner-Seitz radius measures
the average distance between individual particles, it does not coincide with the
average inter-particle distance. The Γ parameter represents the ratio between
the potential energy of the nearest neighbor ions (particles) and the ion thermal
energy. It describes the thermodynamical state of an OCP. Low density OCPs
can only exist at low temperatures. Any plasma characterized by a coupling
factor Γ > 1 is called strongly coupled. For Γ < 174 the system exhibits a liquid-
like structure, while larger values might indicate a liquid-solid phase transition
into a pseudo-crystalline state (lattice) [54, 58]. OCPs are supposed to exist
in dense astrophysical objects [296]. An example of a high temperature system
would be a quark-gluon plasma (QGP) used to characterize the early Universe
and ultracompact matter found in neutron or quark stars [45, 242].
Colloidal suspensions of macroscopic particles and complex plasmas rep-
resent other examples of strongly coupled Coulomb systems [297]. Trapped
micrometer sized particles interact strongly over long distances, as they carry
large electrical charges. Friction in air combined with large microparticle mass
results in an efficient particle cooling, which leads to interesting strong coupling
features. The signature of such phenomenon lies in the appearance of ordered
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structures, liquid or solid like, as phase transitions occur in case of such sys-
tems [9, 10, 70, 75, 76]. The presence of confining fields maintains the particles
localized together in an OCP. Trapped and laser cooled ions offer a good, low
temperature realization of a strongly coupled ultracold laboratory plasma.
The equation of motion for a particle trapped in air can be expressed in
a convenient form by introducing dimensionless variables defined as Z = z/z0
and τ = Ωt/2, where z0 represents the trap radial dimension (a geometrical
constant) and Ω stands for the frequency of the a.c. trapping voltage. The
nondimensional equation of motion can be cast into [90]
d2Z
dt2
+ γ
dZ
dt
+ 2βZ cos(2τ) = σ , (36)
where γ stands for the drag parameter, β is the a.c. field strength parameter
and σ represents a d.c. offset parameter, defined as [298]
γ =
6piµdpκ
mΩ
, β =
4g
Ω2
(
Vac
Vdc
)
, σ = − 4g
Ω2z0
(
Vdc
V ∗dc
)
, (37)
where V ∗dc satisfies
Fz −mg = qC0V
∗
dc
z0
. (38)
C0 and C1 are two geometrical constants (C0 < 1) and b = z0C0/C1. For a
negative charged particle the right hand term of eq. (36) is a positive quantity.
When the d.c. potential is adjusted to compensate the external vertical forces
(gravity) Vdc = V
∗
dc, σ = 0, and the particle experiences stable confinement.
Other relevant quantities are the gas viscosity coefficient µ, the particle diameter
dp, the particle mass m, while b represents the geometrical constant of the
electrodynamic balance (EDB) [91, 194, 299].
If a larger number of electrically charged particles are trapped together the
Coulomb interaction will affect the individual particle motion and the spatial
charge will alter the trap potentials. In case of particles with electric charges
that bear the same sign, the Coulomb repulsion makes ideal trapping impos-
sible. Coupling strongly dependens on the trap parameters. The dynamics of
a strongly coupled plasma in a trap is highly nonlinear, while computer sim-
ulations using molecular or Brownian dynamics should provide accurate quan-
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titative data. A molecular dynamics simulation for hundreds of ions confined
in a Paul trap has been performed in [300]. The simulations account for the
trapped particles micromotion and inter-particle Coulomb interactions. A ran-
dom walk in velocity has been implemented in these calculations with an aim to
bring the secular motion to a temperature that is numerically measured. When
coupling is large the ions build concentric shells that undergo oscillations at the
RF frequency, while the ions within a shell create a 2D hexagonal crystal-like
lattice [300]. Molecular dynamics simulations with low energy ions levitated in
a nanoscale Paul trap, in both vacuum and aqueous environment, are presented
in [301]. A wide collection of papers related to the domain of strongly coupled
Coulomb systems is Ref. [297]. A concise introduction on the Coulomb crystals
that occur when levitated ions are cooled at very low temperatures is given in
[298].
As already mentioned in Section 3.1, complex plasmas comprise electrons,
ions, neutrals, and macroscopic solid dust particles of nano- or micron size
[31, 33, 242]. The dust grains [302] may exhibit a positive or negative electric
charge, depending on the charging mechanisms involved. Experiments per-
formed show that dust grains acquire a negative charge typically of the order of
103 ÷ 105 elementary charges due to the electron and ion stream [303]. As the
dust particle component is strongly coupled with respect to other plasma com-
ponents, occurrence of ordered structures was experimentally reported. These
structures are also known as plasma crystals [248, 249, 304]. In Ref. [303] mi-
cron sized dust grains are trapped in a low-temperature RF discharge, and the
dynamic light scattering (DLS) technique is applied to the dust component of
a complex plasma. The electric force that occurs in the plasma-wall sheath of
the lower electrode compensates external forces such as gravity and ion drag.
Intricate 3D crystal structures are experimentally observed. Relaxation into
an equilibrium state of dust grain dynamics in plasma after interaction with a
laser beam is experimentally and qualitatively investigated in [259], where the
associated physical mechanisms are also discussed.
Strong correlation effects that occur in classical and quantum plasmas are
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investigated in [235, 262]. Coulomb (Wigner) crystallization phenomena are an-
alyzed with an emphasis on one-component non-neutral plasmas in traps, and
on macroscopic two-component neutral plasmas. The paper also explains how
to achieve Coulomb crystallization in terms of critical values of the coupling
parameters and the distance fluctuations and the phase diagram of Coulomb
crystals. Numerical simulations of strongly coupled dust particles, that take
into account the influence of the buffer gas medium (viscosity) as well as the
random forces exerted upon the particles, have been carried out in [305] under
SATP conditions. The simulations help in identifying optimum operating val-
ues for the electric field amplitude and frequency, that are required in order to
achieve stable capture of dust particles in a linear Paul trap. The possibility
to levitate Coulomb clusters, that consist of charged diamagnetic particles in
a nonuniform magnetic field, is investigated both theoretically and experimen-
tally in [253]. The numerical simulations performed illustrate the appearance
of standing waves of the dust particle density, caused by the dynamic effects
induced by the periodic external low frequency electric field. The neutral gas
pressure effect over the crystallization of 3D cylindrical complex plasmas under
laboratory conditions, is investigated in [306].
Calculation results of the inner pressure and energy of strongly coupled
Coulomb systems levitated in a Paul trap, have been carried out by employing
the statistical theory applied to the liquid state. Pair correlation functions of
the Coulomb systems have been inferred. The system total energy, the internal
pressure, and the Coulomb coupling parameter Γ have been computed using the
inter-particle Coulomb potential [307].
3.5. Mesoscopic systems. Phase Transitions
Experimental investigations of charged particles levitated in external poten-
tials have recorded significant progress that coincided with the advent of ion
traps. The paper of Wuerker et al reports ordered structures obtained with
aluminium microparticles that are cooled as an outcome of collisions with a
background buffer gas [57]. Experiments describe crystallization into a regular
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array, followed by melting when both the RF trap potential and cooling force
change. Other experiments also report similar phenomena [122]. The transi-
tion from an ion cloud to a crystal-like structure corresponds to a chaos-order
transition. These intriguing phenomena are a convincing proof that a Paul trap
represents a powerful tool to investigate the physics of few-body phase transi-
tions and thus gain new insight on such mesoscopic systems [73, 308].
The dynamics of a single stranded DNA (ssDNA) molecule can also be in-
vestigated by using nanoscale, linear 2D traps operating in vacuum [309]. By
employing molecular dynamics simulations, it is demonstrated that a line charge
can be efficiently trapped for a well defined range of stability parameters. A 40
nm long ssDNA does not fold or curl in the Paul trap, but could experience ro-
tations around the CM. Rotations could be prevented by applying a stretching
field in the axial direction,which leads to enhanced confinement stability.
A novel versatile method to achieve one-by-one coupling of single nano-
and microparticles is demonstrated in Ref. [310]. The setup relies on a seg-
mented linear Paul trap that levitates particles in combination with an optical
microscope, as this particular geometry enables fast particle characterization
and alignment-free assembly of particles. Using fluorescent quantum dot clus-
ters and dye-doped polystyrene beads electromagnetic coupling is achieved by
attaching them to spherical silica microresonators. Thus, coupled systems of
levitated particles can be extensively investigated. The particles can also be
deposited on the facets of optical fibers which is also demonstrated experimen-
tally. An ”optical fiber microfluidic control device based on photothermal effect
induced convection” is demonstrated in [311], ”which can achieve manipulation
and particle sorting in range of hundreds of microns”. The setup design is sim-
ple as it uses three single-mode optical fibers regularly arranged, reducing the
cost associated with optical tweezers.
Phase transitions represent an intriguing feature of complex plasmas, and
an important research focus in many-body physics over the last decades. The
ordered structures collapse (sometimes the process is called melting) due to
a variation of the discharge pressure or discharge power. The phenomenon is
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the outcome of the high thermal energies that dust particles acquire. Phase
transitions of a 3D complex plasma can be investigated by means of the DLS
technique [312]. Anisotropy in the plasma-wall sheath plays an important role
in this case [303]. Physical mechanisms such as ion flow in the sheath yield to
an ion two-stream instability and a phonon instability, both liable for the phase
transitions and for the remarkably high kinetic energy of the dust component in
the disordered phase state [313]. Measurements on phase transitions phenomena
are very delicate and very few experiments have been performed up to now,
especially on systems with very few crystal layers [69].
An area of vivid interest regarding nonneutral plasmas is connected to phase
transitions to liquid and crystal states, when the coupling parameter [90, 235,
298]
Γ =
e2
akBT
(39)
is sufficiently large, a condition that is satisfied for low temperatures. As seen
in eq. 39, the coupling parameter represents the ratio between the nearest-
neighbour Coulomb energy
(
e2/a
)
and the thermal energy of the particle (ion),
where a = 34pin¯ stands for the Wigner-Seitz radius and n¯ is the average particle
density.
Structural phase transitions for trapped ions are investigated in [314], where
molecular dynamics simulations are employed to investigate the structural tran-
sition from a double ring to a single ring of ions. Qualitative investigations on
the process of two-ion crystals splitting in segmented Paul traps, as well as the
challenges raised by the precise control of this process are presented in [315].
Due to strong Coulomb repulsion cold ions represent a remarkable tool to ex-
plore phase transitions under stable confinement conditions. A recent paper
reports on ordered stuctures and phase transitions of up to sixteen laser-cooled
40Ca+ ion crystals in a custom-made surface-electrode trap (SET) [316]. Ex-
perimental results are shown to exhibit very good agreement with the numerical
simulations. Preparation and coherent control of the angular momentum state
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of a two-ion crystal is demonstrated in [317].
Spontaneous symmetry breaking is a fundamental concept in many areas of
physics, including cosmology, particle physics and condensed matter. An ex-
ample would be the breaking of spatial translational symmetry which underlies
the formation of crystals and the phase transition from liquid to solid state.
Using the analogy of crystals in space, the breaking of translational symmetry
in time and the emergence of a time crystal was recently proposed, but was
later shown to be forbidden in thermal equilibrium. However, non-equilibrium
Floquet systems which are subject to a periodic drive can exhibit persistent
time correlations at an emergent subharmonic frequency. This new phase of
matter has been dubbed a discrete time crystal. The experimental observation
of a discrete time crystal in an interacting spin chain of trapped atomic ions
is reported in [318]. A periodic Hamiltonian is applied to the system under
many-body localization conditions, and a subharmonic temporal response that
is robust to external perturbations is monitored. Observation of such a time
crystal opens the door to the study of systems with long-range spatio-temporal
correlations and novel phases of matter that emerge under intrinsically non-
equilibrium conditions [318].
4. Strongly coupled plasmas confined in quadrupole and multipole
electrodynamic traps
4.1. Stable 2D and 3D structures. Phase transitions
As a general rule the particle size and inter-particle distance allow one to use
simple diagnostic means, e.g. optical measurements in the visible range. Results
of such investigations can be used to interpret properties of crystals, liquids and
colloidal suspensions [33]. So far, plasma crystals have been obtained in plasmas
of glow and high-frequency discharges at low pressures (1÷ 100Pa) or using a
beam generated by a charged particle accelerator [30, 31]. Investigations have
been performed on crystal-liquid-gas phase transitions, on the temperature in-
fluence on dusty structures (starting from SATP conditions down to cryogenic
59
ones) [319], or about oscillations and waves that propagate in dusty plasma
structures [30, 31]. The response of dusty plasma structures with respect to
external actions such as pulsed electric [320, 321, 322] and magnetic fields, laser
radiation, thermophoretic force [323], electron beam [324], etc., has been ex-
tensively investigated. 3D structures consisting of a large number of particles
have been explored in experiments performed aboard the orbital space station
MIR and the International Space Station (ISS) [31, 37, 40]. Some technological
applications of dusty plasmas are considered in [32].
As Coulomb crystals consisting of dust particles with electric charges of
identical sign are unstable and particles are pushed apart by the Coulomb re-
pulsion, a stable crystal can occur only in the presence of a trap potential
[71, 122, 314, 315, 316]. These traps result for low pressure electrical discharges
in regions of strong non-uniform electrical field. The trap can develop in the
near-electrode layer of a capacitive RF discharge, or in a striation of the glow
discharge positive column. The gravity force acting upon a charged particle is
balanced by a longitudinal electrical field aligned in an axial direction, in case of
a discharge that exhibits cylindrical symmetry. The radial electric field emerges
due to the ambipolar diffusion of electrons and ions to the walls, which re-
sults in the confinement of charged particles in the radial direction. The electric
charge of the dust particles can rise up to values that are several thousand times
larger with respect to the electric charge of the electron, as it is determined by
the electron temperature and the particle size [30, 31]. The dimension of levi-
tated dust particles generally lies in the 1 ÷ 50 µm range, but not necessarily
[58, 176, 177, 181, 256]. The size range is determined by the electric charge of
the particle and the electrical discharge fields that accomplish levitation. The
parameter fields for ordered dusty structures in low pressure electrical discharges
are determined by plasma parameters that limit the investigated properties of
plasma crystals.
An additional restriction concerning the occurrence of Coulomb crystals in
gas-discharge plasmas results from the fact that the electrical charges of the
dust particles depend on the electron temperature, which in turn depends on
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the reduced electrical field intensity. If the electrical charges of dust particles
and the trap that confines them are created independently, ordered structures
of charged dust particles can also be produced for various conditions. A method
to generate dusty plasma crystals uses a proton beam with an average energy of
about 2 MeV. The proton beam ionizes the gas and additional trap electric fields
are generated by electrodes supplied with d.c. voltages [325]. Once the pressure
increases the crystal is destroyed. Then, levitation of charged particles no longer
exists and particles are expelled out of the discharge as the electric fields that
create the trap vanish. For example, the phenomenon occurs when the glow
d.c. discharge striations fade, and the longitudinal electrical field gradient that
provides stability of levitating particles (compensating the gravitational force)
also vanishes. When the pressure increases, the radial electrical force drops off.
Hence, in presence of an ion drag force and of the thermophoretic forces that
develop due to a temperature gradient, confinement of particles in the radial
direction becomes impossible [30, 31].
A demonstration on the occurrence and manipulation of a wide variety of
ion Coulomb crystals (ICCs) consisting of small numbers of ions levitated in a
3D Penning trap, is performed in Ref. [326]. Various 2D and 3D structures are
reported, such as linear strings, intermediate geometries, planar structures, etc.
In addition, a phase transition which starts from a linear string structure and
ends into a zigzag geometry is observed for the first time in a Penning trap.
Experimental results show a good agreement with simulations, while the latter
demonstrate that the rotation frequency of a small crystal is especially influ-
enced by the laser parameters, independent of the number of ions and the axial
confinement strength. The system described is shown to be of interest for ap-
plications which span areas such as quantum simulation, QIP, or for performing
tests of fundamental physics models from quantum field theory to cosmology
[11, 17, 18, 20].
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4.1.1. Microparticle electrodynamic traps-MEITs
Further on we will shortly present MEITs and the physics associated to them
[258]. MEITs have demonstrated to be versatile instruments, that are suited
to characterize the physico-chemical properties of single charged particles with
dimensions ranging between 100 nm ÷100 µm, such as aerosols [90, 327, 328],
liquid droplets [193, 194, 329], solid particles [57, 58, 175, 330], nanoparticles
[331], and even microorganisms [332] or DNA segments [309]. Stable 2D and
3D structures consisting of 26 µm diameter particles levitated under SATP
conditions by ring-type microparticle electrodynamic ion traps (MEITs), are
shown in Fig. 14. The trapping voltage supplied to the planar ring electrode is 6
kV a.c. at 60 Hz frequency. The particles are negatively charged monodispersed
Lycopodium club-moss spores, illuminated with laser light [258].
Figure 14: Stable 2D and 3D structures consisting of 26 µm-diameter particles trapped under
SATP conditions by ring-type microparticle electrodynamic ion traps (MEITs). The trapping
voltage supplied to the planar ring electrode is 6 kV a.c. at 60 Hz frequency. The particles
are negatively charged monodispersed Lycopodium club-moss spores, illuminated with laser
light. Source: images reproduced from [258] by courtesy of K. Libbrecht.
4.1.2. Coulomb structure in a linear Paul trap affected by electrical pulses
Fig. 15 shows the schematic diagram of the power supply for an electrody-
namic trap. Oscillations are excited by rectangular electric pulses applied to
the additional electrodes located at the trap ends, separated by a distance of
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5 cm. The pulses amplitude ranges between 10÷ 320 V and the frequency lies
between 1÷ 20 Hz. The relative pulse duration can be adjusted in the interval
0.01 ÷ 0.99. The electrodynamic trap presented in [333] consists of four cylin-
drical parallel, longitudinal electrodes, placed at the vertices of a square with
a side of 2 cm. The electrodes are 10 cm long with a 4 mm diameter. A sinu-
soidal voltage is applied, of opposite phase between adjacent electrodes. The
a.c. voltage amplitude is around 4.5 kV at a frequency of 50 Hz.
Figure 15: Scheme of the linear electrodynamic trap. Notations: trap electrodes - 1, dust
particles - 2, generator of rectangular pulses - 3. Source: picture reproduced from [333] with
permission of the authors.
Polydisperse Al2O3 particles are used in the experiments described in [333].
Electrical charging of the particles is achieved by employing the induction method.
The particles are placed on a flat electrode that is gradually shifted towards the
electrodynamic trap. Then, a positive electric potential is applied to the elec-
trode. When the potential is higher than 5 kV the particles are attracted and
absorbed into the trap. The motion of the particles is recorded using a CCD
camera HiSpec1, at a maximum resolution of 1240×1024 pixels. The frame rate
can reach up to 524 frames per second at maximum resolution. Illumination of
the particles is implemented by a flat laser beam with a diameter of 1 mm. The
laser wavelength is 532 nm and the output power ranges up to 150 mW.
Fig. 16 illustrates oscillations of the Coulomb structure in a linear electrody-
namic trap, for different values of the pulse frequency. The pulse amplitude is
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Figure 16: Coulomb structure in a linear electrodynamic trap at moments of highest com-
pression (right column) and stretching (left column): a), b) pulse frequency 1 Hz; c), d) pulse
frequency 5 Hz, e), f) pulse frequency 9 Hz. Source: images reproduced from [333] with
permission of the authors.
320 V. The relative pulse duration is 0.5, while pulses are in phase. By increas-
ing the frequency, the amplitude of the oscillations drops to almost undetectable
at 20 Hz; the oscillations cease to affect the middle region of the structure. At a
frequency of 1 Hz, the structure at the moment of maximum compression corre-
sponds to the structure in case of a constant potential supplied at the additional
electrodes.
4.2. Confinement regions in the voltage–frequency plane
Let us consider the confinement region in the Uω−f plane, shown in Fig. 17.
For each value of the frequency, the confinement region is bounded by lower and
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upper values of the a.c. trapping voltage. Besides this region the trap cannot
confine dust particles. On the other hand, if the a.c. voltage is low then the
total restoring force that holds the particle inside the trap will be smaller then
the gravity force, and particles will fall down out of the trap. Otherwise, if the
a.c. voltage value is too high then the trapping field might be large enough to
push the particle out of the trap during a half-period of oscillation.
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Figure 17: Boundaries for dust particle confinement in the Uω − f plane. Experimental
parameters: f = 50÷ 500 Hz , Uend = 4000 V, ρparticle = 0.38 · 104 kg/m3, rparticle = 7 µm,
Qparticle = 50000e, η = 17 · 10−6 Pa · s - dynamic viscosity, T = 300K. Source: picture
reproduced from [334] with permission of the authors.
4.3. Mass dependent particle separation in electrodynamic traps
Fig. 18 shows the results of simulations performed for dust particle confine-
ment in a four wire (electrode) trap. We can also observe levitation of trapped
particles for three different values of the charge-to-mass ratio. Inside the trap
there are 30 particles of type A (black circles) with Q/MA = 6.9 · 1016e/kg
and mpA = 1.3 · 10−12 kg, 5 particles of type B (grey squares) with Q/MB =
6.9 · 1016e/kg and mpB = 2.6 · 10−12 kg, and finally 5 particles of type C (grey
diamonds) with Q/MC = 3.4 · 1016e/kg and mpC = 2.6 · 10−12 kg.
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Figure 18: Typical dust particle levitation in the linear Paul trap. Left panel – side view,
right panel – end view. Experimental parameters: f = 50 Hz , Uend = 900 V, Uω = 4400
V, rp = 7 µm, η = 17 · 10−6 Pa·s – dynamic viscosity, T = 300 K. Symbols: black circles –
particles of type A: ρpA = 0.38 ·104 kg/m3, QpA = 9 ·105e; grey squares – particles of type B:
ρpB = 0.76 ·104 kg/m3, QpB = 1.8 ·106e; grey rhombus – particles of type C: ρpC = 0.76 ·104
kg/m3, QpC = 9 · 105e.
Fig. 18 illustrates how an electrodynamic trap can be used to perform dust
particle separation. Type C particles are located below type A particles, as they
have identical electric charge but are two times more heavier. Particles of type
B and those of type A possess the same charge-to-mass ratio, but type B ones
are two times more heavier and carry a double electrical charge in comparison
with type A particles. Due to their double electric charge, type B particles are
more strongly attracted and thus levitate closer to the trap axis. As illustrated
in Fig. 18, type A particles establish an oscillating cylinder under the trap axis.
The inter-particle interaction also contributes to the spatial separation and to
the ordering of dust particles along the trap axis [335].
4.4. Confinement of a maximum number of particles
Fig. 19 presents the regions of confinement for a maximum number of par-
ticles (corresponding to the maximum trap capacity), for a given value of the
trapping voltage frequency and different values of the charge-to-mass ratioQ/M ,
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under SATP conditions. The region that confines a maximum number of parti-
cles lies within the curve corresponding to a specific value of the trapping voltage
frequency. The range of Q/M values modifies for a certain value of the maxi-
mum number of trapped particles, and it is determined by the boundary points
of an intersection of the straight line drawn through a point corresponding to a
specific number of particles with the curve obtained in the simulation. As the
particle number in a dusty structure rises, the confinement region shrinks. Such
a phenomenon is illustrated by the solid lines in Fig. 19.
Figure 19: Dependence of the maximum number of trapped particles on the frequency of the
a.c. voltage and on the charge-to-mass ratio Q/M , under SATP conditions. The values of the
a.c. voltage frequency are : 1–30 Hz, 2–50 Hz, 3–80 Hz, 5–150 Hz, 6–200 Hz. Source: picture
reproduced from [294] with permission of the authors.
In order to establish the maximum trap capacity, a large number of particles
are injected into the trap. As the frequency rises, the region that confines a fixed
number of particles extends. The maximum number of particles corresponds to
a maximum of the curve in Fig. 19. The highest number of particles confined
in the trap is reached only for a single value of the charge-to-mass ratio Q/M .
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4.4.1. Experimental setup
The experimental setup that uses a linear quadrupole trap to capture and
confine electrically charged dust particles is presented in Fig. 20. The electrodes
of the dynamic trap and the endcap electrodes are made of 12 cm long copper
rods with a diameter of 3 mm. The distance between the electrode axes is 1.3
cm. The endcap electrodes are placed along the trap axis, at a distance of 65
mm apart. The cylindrical trap electrodes achieve radial confinement of the
particles, while the endcap electrodes maintain the particles contained within
the axial region of the trap. The a.c. voltage applied across the four cylindrical
electrodes ranges from 0÷ 2000 V, its frequency can be modified by means of a
generator. A d.c. voltage of 900 V is applied between the endcap electrodes. To
mitigate against the action of external electric fields, the trap is placed inside a
grounded metal shield (chassis). The high voltage supply wires are placed at a
safe distance, in order to prevent the electric field they generate from perturbing
the trapping field. The wires are cabled along the metal surface of the shield.
Particles are detected by means of a high speed video camera HiSpec, at a
maximum resolution of 1280× 1024 pixels. To better observe the particles with
dimensions ranging between 10÷150 microns, a laser diode (λ = 550 nm, power
= 10 ÷ 100 mW) is used or a laser sheet with a diameter of 150 microns. The
trap is placed inside a transparent box to severely limit the influence of air flows
on the particle dynamics [336].
4.4.2. Experimental details and characteristic parameters
Polydisperse Al2O3 particles with dimensions ranging between 10 ÷ 80 mi-
crons, and hollow borosilicate glass spheres with dimensions that lie within the
30÷100 micron range have been used in the experiments. As the numerical sim-
ulations illustrate, the quadrupole trap exhibits selectivity with respect to the
mass and the electric charge of the particles. Therefore, the trap will capture
only those particles that specifically meet the required confinement conditions.
In order to levitate the microparticles and build up a stable ordered structure,
a special source of electrically charged particles has been devised and tested.
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Figure 20: Scheme of the experimental setup used to study the behaviour of charged dust
particles in a quadrupole dynamic trap. Legend: 1, 2, 3, 4 are the trap dynamic electrodes, 5
denotes the endcap electrodes, 6 is the laser diode, 7 stands for the high speed camera, Sac
is a source of a.c. voltage, Sdc is a source of d.c. voltage. Source: picture reproduced from
[294] with permission of the authors.
Electrical charging of the microparticles is achieved by employing a streamer
discharge in the electric field of a plane capacitor. The source allows us to
positively charge particles up to 105 ÷ 106e, while in the same time it delivers
them an initial velocity of 0.5 ÷ 2 m/s. Selection of particles with the desired
charge-to-mass ratio is achieved in the electric field of a plane capacitor, towards
which a flow of charged particles is directed. The capacitor plates are arranged
in a horizontal plane and the distance between them is around 10 cm. In order
to achieve stable confinement, a positive potential generated by a d.c. voltage
source is applied to the lower capacitor plate. The voltage value is modified such
as to balance the gravity force acting upon the charged particles. The particles
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that satisfy this condition move along the capacitor plates, and they finally end
up confined in the trap. Moreover, in order to provide stable confinement of
the particles a mandatory condition lies in reducing the particle velocity. The
neutral drag force efficiently brakes the articles by air friction (SATP condi-
tions) when the capacitor electric field vanishes. The particles move across the
quadrupole trap where low-velocity grains that possess an adequate charge-to-
mass ratio are captured. We will describe the method used to determine the
particle electric charge. The trap supply voltage is initially switched off. As
an outcome of gravity particles fall and precipitate on a substrate. The dimen-
sions of the precipitated particles are estimated using an optical microscope.
The particle weight is evaluated by assuming it exhibits a spherical shape. The
electric charge of the particle is determined from the condition that the gravity
force in the plane capacitor gap is balanced by the electric field in the area. The
principle of the method in described in Section 7.4.
4.5. Ordered Coulomb particle structures
Examples of experimentally observed ordered Coulomb structures consisting
of aluminum oxide particles with dimensions ranging between 10÷ 80 µm at a
frequency f = 80 Hz, are shown in Fig. 21. The ordered structure usually
comprises 50 up to 100 particles, as their number depends on the frequency and
amplitude of the a.c. trapping voltage.
Fig. 22 shows the structure established by hollow glass microspheres of diam-
eter 30÷ 100 µm. The maximum number of particles that compose the ordered
structure does not exceed 50. Owing to a large friction force, the chaotic move-
ment of the particles is negligible as most of them oscillate at small amplitudes,
in synchronism with the a.c. electric field. The particles that are closest to the
trap axis exhibit low displacements, while only several particles located far from
the trap axis oscillate with large amplitude. It seems likely that these particles
are positioned at the border of the stability boundary.
The ordered Coulomb structure was observed for about 12 hours. We show
the Coulomb interaction is strong and the mean inter-particle distance stays
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Figure 21: a) Photo of the trap and ordered structure of aluminum oxide particles with
10 ÷ 15 µm diameter. Uac = 2000 V, f = 80 Hz, Udc = 900 V; b) Magnified image of
the ordered Coulomb structure. The area of the view is 17 × 9.5 mm2. The inter-particle
distance between grains of similar size ranges between 400÷ 800 µm, the distance between a
big particle and a smaller one is around 1800 ÷ 2000 µm. Source: images reproduced from
[294] with permission of the authors.
about the same. The electrical charge of the trapped particles is estimated us-
ing the method described above, and we obtain values that span an interval
105÷ 106 e. We emphasize that in contrast to dusty structures in a plasma, the
trapped microparticles settle into a Coulomb system in absence of the neutraliz-
ing plasma background. Since the trap confines particles with equal charge-to-
mass ratios, the ordered structures can incorporate particles of different sizes.
An example of such a structure is shown in (Fig. 21 b), where in the lower part
of the dusty structure one can distinguish a large particle. The inter-particle
distance between equally sized grains varies between 400 ÷ 800 µm, and the
distance between the large particle and smaller ones is around 1800÷ 2000 µm.
By considering that the trap confining force is proportional to a space shift and
the repulsive force between the particles is Coulombian, it follows that that the
electric charge of the large particle is 6÷9 times greater than the electric charge
of smaller sized particles.
By further lowering the value of the endcap voltage, particles reach the trap
extremities and leave it by moving along the endcap electrodes. When the
number of particles in the trap drops down to 10 or even less, the microparticles
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Figure 22: Snapshot of a segment of the ordered Coulomb structure for hollow glass spheres
with a diameter ranging between 30 ÷ 50 µm. Uac = 2000 V, f = 80 Hz, Udc = 900 V.
The area of the view field is 11 × 7.5 mm2. The inter-particle distance spans values from
1300÷ 1800 µm. Source: image reproduced from [294] with permission of the authors.
align along the trap axis and set up a linear chain. Even if the length of the trap
electrodes is equal to 12 cm, numerical simulations were performed for a length
of 15 cm of the cylindrical electrodes. Simulations show that a change in the
trap electrodes length could result into a slight change in the electric field at a
peripheral region near the electrodes end. As illustrated in Fig. 21 and Fig. 23
particles are not present in this region. The same remark is valid with respect
to the small difference between the Lh values used in experiment and numerical
simulation, respectively.
Ordered Coulomb structures that encompass a large number of particles
are of interest for applications such as nuclear batteries [337], where the stable
structures of radioactive particles have to levitate in a high density gas media.
These structures can be obtained using electrodynamic traps. Fig. 24 shows a
fragment of a large stable Coulomb structure that encloses around 2000 particles.
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Figure 23: Photo of the trap and ordered Coulomb structure made of aluminum oxide particles
with dimensions of 10÷ 15 microns. Uac = 2000 V, f = 80 Hz, a) Udc = 900 V; b) Udc = 750
V. Source: images reproduced from [294] with permission of the authors.
4.5.1. Comparison of experimental and simulated results
The left panel in Fig. 25 presents the experiment of dust particle confinement
in a slim Paul trap. Aluminum oxide Al2O3 (ρp = 0.38 × 104 kg/m3) dust
particles with radius rp = 10÷15 µm are injected inside a two wire trap (2WT).
The trap electrodes are supplied at an a.c. voltage Uω sin(ωt), where Uω = 4400
V. The estimated value of the electrical charge of trapped microparticles is
Qp ∼ 105 ÷ 5× 105 e. The experimental trap parameters are: wire (electrode)
length – Lm = 15 cm, distance between wires – Lb = 1.3 cm, endcap electrode
spacing – Lh = 6 cm, endcap electrode length – 4.5 cm. The d.c. voltage
supplied to the endcap electrodes is 900 V.
A numerical simulation of this experiment has been performed. The values
of the trap parameters used in the simulation are: rp = 10 µm, ρp = 0.38× 104
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Figure 24: Fragment of the large stable Coulomb structure containing about 2000 particles
kg/m3, and Qp = 4.5×105e. The simulation results on dust particle confinement
are presented in the right panel of Fig. 25. The experimental and numerical
simulation results are in good agreement, as they validate each other.
Figure 25: Comparison between experimental results and numerical simulations with respect
to dust particle confinement in a linear Paul trap. Left panel – the typical experimental
observation of the particle confinement, right panel – numerical simulation of experiment.
Experimental parameters: f = 50 Hz , Uend = 900 V, Uω = 4400 V, rp = 10 ÷ 15 µm,
ρp = 0.38 × 104 kg/m3 , η = 17 × 10−6 Pa·s, T = 300 K; Numerial simulation parameters:
rp = 10 µm, ρp = 0.38×104 kg/m3, Qp = 4.5×105e. Source: pictures reproduced from [334]
with permission of the authors.
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4.6. Hamiltonians for systems of N particles. Semi-classical dynamics in com-
bined 3D traps. Ordered structures
Collective dynamics for systems of ions confined in quadrupole 3D traps
with cylindrical symmetry is characterized in [9, 338]. We consider a system
consisting of N ions (particles) in a space with d dimensions, Rd. The coordi-
nates in the space (manifold) of configurations Rd are denoted by xαj , α =
1, . . . , N , j = 1, . . . , d. In case of linear, planar or space models, we choose
d = 1, d = 2 or d = 3, respectively. We introduce the kinetic energy T , the
linear potential energy U1, the quadrupole trap potential energy U , and the
anharmonic trap potential V [94, 95, 96]:
T =
N∑
α=1
d∑
j=1
1
2mα
p2αj , U1 =
1
2
N∑
α=1
d∑
j=1
δjxαj , (40a)
U =
1
2
N∑
α=1
d∑
i,j=1
κijx
2
αj , V =
N∑
α=1
v (xα, t) (40b)
where mα is the mass of the ion denoted by α, xα = (xα1, . . . , xαd), and δj and
κij might eventually be functions that depend on time. The Hamilton function
associated to the system of N ions, denoted by H, can be cast as
H = T + U1 + U + V +W ,
where W represents the interaction potential between the ions.
If the ions (particles) possess equal masses, we introduce d coordinates xj of
the CM of the system
xj =
1
N
N∑
α=1
xαj , (41)
and d (N − 1) coordinates yαj with respect to the relative motion of the ions
yαj = xαj − xj ,
N∑
α=1
yαj = 0 . (42)
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Further on we introduce d collective coordinates sj and the collective coor-
dinate s, defined as
sj =
N∑
α=1
y2αj , s =
N∑
α=1
d∑
j=1
y2αj . (43)
By calculus, we obtain
N∑
α=1
x2αj = Nx
2
j +
N∑
α=1
y2αj . (44)
sj =
1
2N
N∑
α,β=1
(xαj − xβj)2 , s = 1
2N
N∑
α,β=1
d∑
j=1
(xαj − xβj)2 . (45)
From eq. (45) it results that s represents the square of the distance measured
from the origin (fixed in the CM) to the point that corresponds to the system
of N ions from the space (manifold) of configurations. The relation s = s0 with
s0 > 0 constant determines a sphere of radius
√
s0, with its centre located in the
origin of the space (manifold) of configurations. In case of ordered structures of
N ions, the trajectory is restricted within a neighborhood ‖s− s0‖ < ε of this
sphere, with ε sufficiently small. On the other hand the collective variable s can
be also interpreted as a dispersion:
s =
N∑
α=1
d∑
j=1
(
x2αj − x2j
)
. (46)
We further introduce the moments pαj associated to the coordinates xαj . We
also introduce d impulses pj of the CM, and d (N − 1) moments ξαj of the
relative motion characterized as
pj =
1
N
N∑
α=1
pαj , ξαj = pαj − pj ,
N∑
α=1
ξαj = 0 , (47)
with pαj = −i~ (∂/∂xαj). We also introduce
Dj =
1
N
N∑
α=1
∂
∂xαj
, Dαj =
∂
∂xαj
−Dj ,
N∑
α=1
Dαj = 0 (48)
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In addition
N∑
α=1
∂2
∂x2j
= ND2j +
N∑
α=1
D2αj (49)
When d = 3 we denote by Lα3 the projection of the angular momentum
of the α particle on the axis 3. Then, the projections of the total angular
momentum and of the angular momentum of the relative motion on the axis 3,
denoted by L3 and L
′
3 respectively, satisfy
N∑
α=1
Lα3 = L3 + L
′
3 , Lα3 = xα1pα2 − xα2pα1 , (50a)
L3 = p1D2 − p2D1 , L′3 =
N∑
α=1
(yα1ξα2 − yα2ξα1) . (50b)
In case of a quadrupole combined (Paul and Penning) trap that exhibits
cylindrical symmetry, for a constant axial magnetic field B0, the Hamilton func-
tion for the system of N ions of mass M and equal electric charge Q can be cast
into [9, 92, 339]
H =
N∑
α=1
 1
2M
3∑
j=1
p2αj +
Kr
2
(
x2α1 + x
2
α2
)
+
Ka
2
x2α3 −
ωc
2
Lα3
+W , (51)
with
Kr =
Mω2c
4
− 2Qc2A (t) , Ka = 4Qc2A (t) , ωc = QB0
M
,
where ωc is the cyclotronic frequency in the Penning trap, c2 depends on the
trap geometry, and A (t) represents a function that is periodic in time [92].
Then H can be expressed as the sum between the Hamiltonian of the CM of the
system HCM , and the Hamiltonian H
′ which characterizes the relative motion
of the ions:
H = HCM +H
′ , (52a)
HCM =
1
2NM
3∑
j=1
p2j +
NKr
2
(
x21 + x
2
2
)
+
NKa
2
x23 −
ωc
2
L3 , (52b)
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H ′ =
N∑
α=1
− ~2
2M
3∑
j=1
ξ2αj +
Kr
2
(
y2α1 + y
2
α2
)
+
Ka
2
y2α3
− ωc
2
L′3 +W . (52c)
We assume W as an interaction potential that is invariant to translations (it
only depends of yαj). The ordering of ions within the trap can be illustrated by
standard numerical programming, using the Hamilton function given below
Hsim =
n∑
i=1
1
2M
#»pi
2 +
n∑
i=1
M
2
(
ω21x
2
i + ω
2
2y
2
i + ω
2
3z
2
i
)
+
∑
1≤i<j≤n
Q2
4piε0
1
|~ri − ~rj | , (53)
where the second term describes the effective electric potential of the electro-
magnetic trap and the third term accounts for the Coulomb repulsion between
the ions (particles).
4.7. Applications: The electrodynamic trap with corona discharge
Multiple experiments have been performed under SATP conditions, in an
attempt to generate structures of electrically charged dust particles in the ther-
mal plasma of a gas burner or in a corona discharge. In case of the thermal
plasma Coulomb crystals do not occur [30], due to strong gas flows and high
temperature gradients that result in fast destruction of dust particles in the high
temperature gas. Since many years the corona discharge was used to remove
dust in electrostatic precipitators, to separate particles, and to achieve colouring
of powder. Therefore, the mechanisms used to electrically charge dust particles
as well as their subsequent dynamics in the corona discharge are quite well
known [340]. Nevertheless, stable dusty structures in the corona discharge have
not been obtained yet.
The possibility to use a corona discharge in a nuclear excited dusty plasma,
with an aim to achieve better stability of the plasma-dust structures and to ac-
complish a more efficient conversion of nuclear energy into radiation, has been
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investigated in [341]. The electric field distribution and other characteristics of
the corona discharge in a nuclear excited dusty plasma have been obtained in
the special case of a cylindrical geometry, at pressures ranging between 1÷ 100
atm. A mathematical model was developed to describe the behaviour of dust
particles in a nuclear excited plasma. The model can characterize the following
basic physical processes: (1) screening of Coulomb forces, (2) energy exchange
and the stochastic nature of the interaction of dust particles with a buffer gas
and the surrounding plasma, and (3) the strong spatial inhomogeneity of a nu-
clear excited plasma. Calculations for potential and nonpotential forces that
act on dust particles have been carried out. In case of potential forces, station-
ary crystal-like dust structures are observed. For nonpotential forces, ordered
vortices rotating towards each other are reported [342]. The production of well
ordered plasma-dust structures out of a fissionable material is also shown to be
possible under conditions of a corona discharge, in a nuclear excited plasma.
Experimental studies of an argon-xenon gas mixture [342] demonstrate that
micron sized dust particles can evolve into levitating stable and rotating or-
dered structures, and even the occurrence of dust crystals in an adequate trap
is demonstrated.
A study on the possibility and the conditions required to confine dust parti-
cles in a linear Paul trap operating under SATP conditions, in a corona discharge
plasma or in a nuclear-excited plasma is performed in [334]. The behaviour of
dust particles is simulated by means of Brownian dynamics [151]. Numerical
simulations are carried out for an adequate choice of the dust particle param-
eters and of the a.c. trapping voltages. Optimum values for the dust particle
parameters and for the trapping voltage are established, with an aim to achieve
stable confinement. The simulations performed allow one to identify the regions
of stable confinement, as well as the influence of the particle mass and electric
charge, or of the trapping voltage and frequency. The results of numerical simu-
lations are in good agreement with the experimental results obtained in a linear
Paul trap [334].
In the framework of the statistical theory of liquids, the thermodynamic
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parameters of a strongly nonideal Coulomb microparticle structure confined in
a linear Paul trap (operated under SATP conditions) are calculated using the
Brownian dynamics method. The Coulomb potential of inter-particle interaction
and the calculated pair correlation functions of the Coulomb structure are used.
The average inter-particle interaction parameter (the coupling parameter Γ),
the internal energy of the Coulomb structure, and the pressure it imposes on
the trap are inferred. It has been found that these parameters decrease with
increasing size and charge of particles, caused by an increase in the average
equilibrium inter-particle distance in the electrodynamic trap. As the system
approaches a steady state, the energy and pressure also drop off due to an
increase in the average inter-particle distance caused by a partial ordering of
the Coulomb system of particles [343].
The electrodynamic trap that creates a corona discharge is investigated in
[344]. Neutral dust particles are injected into the trap, where they are elec-
trically charged in the plasma of the corona discharge. As a result the trap
confines charged particles in presence of a plasma cloud. The electrodynamic
trap consists of four horizontally positioned electrodes made of wire. Each elec-
trode is 10 cm long and its diameter is 300 µm. The distance between the
electrodes is 10 mm. The Corona discharge between the electrodes is ignited
using a voltage of 5 kV. The ac voltage frequency is 50 Hz. The experiments
use polydisperse Al2O3 powder [344]. To observe the associated dynamics par-
ticles are illuminated using a laser that operates at a wavelength of 532 nm,
at a maximum power of 150 mW. Particles are recorded by means of a HiSpec
1 digital camera, at a maximum resolution of 1280 × 1024 pixels. The camera
allows recording at a maximum frame rate of up to 506 frames/s.
The electrically neutral particles are injected inside the trap from the upper
side. The particles acquire electric charge in the field of a corona discharge dur-
ing their downwards motion. Then some of the particles are captured inside the
trap. For particles with a diameter larger than 1 µm the main charging mech-
anism is field charging. In this case the charge of the particle can be estimated
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using the expression [345]: Q = 3ε0Ed
2
(
1 + 2 ε−1ε+2
)
, where E is the electric field
intensity, ε0 represents the (absolute) vacuum permittivity, d is the size of the
particle, and ε stands for the relative permittivity. The electric field intensity
essentially depends on the particle position inside the trap. For example, a 10
µm diameter particle located near an electrode can accumulate up to 4 × 104
units of electron charge e. The captured particles create a stable structure near
the trap axis. The presence of the electric wind caused by the direct movement
of ions complicates the particle confinement mechanism in a trap with corona
discharge, with respect to the case of a classical electrodynamic trap. The photo
of a stable structure of aluminium oxide particles in a linear electrodynamic trap
with corona discharge is shown in Fig. 26. The amplitude of the a.c. voltage is 7
kV and the electric current value is around 80 µA. The trapped particles size is
estimated to lie between 10÷ 40 µm [344]. The dimensions of the structure are
1.4× 0.2× 0.15 cm, and it consists of approximately 55 particles. The average
inter-particle distance is 0.8 mm.
Figure 26: Stable structure of aluminium oxide particles in a linear electrodynamic trap with
corona electrodes. Source: image reproduced from [344] with permission of the authors.
4.8. Applications: Charged microparticle confinement by oscillating electric fields
in a gas flow
Dust particles (microparticles) are often present in the atmosphere around
nuclear power plants or in energy devices, such as etching and fusion installa-
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tions. Removal of microparticles out of these devices is an important issue. One
of the ways to improve the filtration efficiency lies in perturbing the micropar-
ticles by various physical factors, with an aim to alter their physical properties.
For example, in case of electrostatic filters the microparticles build up electric
charge in the corona discharge, and then accumulate at the electrodes [346].
Under certain conditions a corona discharge sensibly enhances the efficiency of
electrostatic filters, thus providing a high degree of cleaning [347, 348]. However,
electrostatic filters are not efficient in capturing microparticles with dimensions
ranging between 0.6 ÷ 1.6 µm. Unfortunately, the issues of selective particles
removal cannot be solved by corona discharge precipitators.
Confinement of electrically charged microparticles in an electrodynamic trap
has been investigated under static conditions in gas media, for SATP conditions
[294, 334]. The regions of particle capture have been studied for a wide range
of parameters such as: the microparticle electric charge, mass and radius, the
oscillating electric field strength and frequency. Different versions of improved
linear electrodynamic trap geometries that achieve a more effective capture of
microparticles have been suggested in [176, 177, 180, 334, 349].
Ref. [350] presents theoretical and experimental studies of charged micropar-
ticle capture in a linear Paul trap, in gas flow. The regions of microparticle and
trap parameters required to achieve particle confinement are investigated un-
der normal SATP conditions. The model used shows that the interaction force
between the microparticle and the trap electrodes (2) depends on:
Φp =
UacQp
2 ln(R2/R1)
. (54)
The numerical simulation performed in [350] considers a microparticle character-
ized by a density ρp = 3.99 g/cm
3. We mention that Uac stands for the trapping
voltage, while R2 and R1 represent the radii of the grounded cylindrical shell
surrounding the trap and trap electrode respectively.
Fig. 27 presents the confinement regions for charged microparticles (areas 1,
2, 3, 4), in case of a gas flow velocity value around 5 cm/sec. The lower and
upper bounds of particle confinement regions are denoted by the corresponding
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Figure 27: Regions of confinement versus the microparticle diameter dp. The regions are
located between the upper and lower bounds presented by the corresponding lines for different
electric field frequencies: 1 – f = 30 Hz, 2 – f = 50 Hz, 3 – f = 100 Hz, 4 – f = 200 Hz.
Line 5 that describes Φm and the region denoted as 6 are related to the trap and particle
parameters used in experiments performed in [350]. Source: picture reproduced (modified)
from [350] under permission of the authors.
lines. Above the upper bound the electric field is strong enough to push the
microparticle out of the trap. Below the lower bound the particle cannot be
captured, as the trap field cannot compensate gravity forces. The black line
(denoted as 5) corresponds to
Φm =
UacQm
2 ln(R2/R1)
, Qm = 3piε0d
2E
(
1 + 2
ε− 1
ε+ 2
)
, (55)
where Qm is the maximum electric charge that a particle can accumulate in the
corona discharge [345]. Within the simulations performed the magnitude of the
electric field strength in the corona discharge was chosen E = 20 kV/cm. The
shaded region (denoted as 6) characterizes microparticles used in the experi-
ments discussed below.
From Fig. 27 one can draw the following conclusions:
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• the regions of confinement for a particle with a diameter less than 10 µm
are located above curve 5, so these particles cannot be trapped,
• confinement regions for frequencies ranging between f ∼ 30÷50 Hz (areas
1 and 2) start for particle dimensions around d ∼ 0.6µm; in order to
capture a particle of smaller dimensions, the electric field frequency has
to reach a value of about ∼ 100 Hz (areas 3 and 4),
• as the electric field frequency rises, the voltage amplitude value required
to achieve particle capture also increases.
Fig. 28 shows the analogous regions of confinement versus microparticle di-
ameter at frequency f = 100 Hz, for gas flow velocities equal to 5, 10, and
20 cm/sec respectively. Fig. 28 also illustrates that the confinement region be-
comes narrower by increasing the gas flow velocity, owing to the shift of the
lower bound (border) upwards for virtually an unmodified position of the upper
bound.
( 
  
  
  
  
  
)
(      )
Figure 28: Regions of confinement (between corresponding lines) versus microparticle diameter
dp for different gas flow velocities: 1 – vf = 5 cm/s, 2 – vf = 10 cm/s, 3 – vf = 20 cm/s. Line
4 corresponds to Φm. Source: picture reproduced from [350] under permission of the authors.
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Fig. 29 shows the upper bound of the particle capture region as a function
of the gas flow velocity versus the electric field frequency (black line). The
physical reason for the black line rise lies in the fact that all dynamical time
scales associated to particle motion in the trap should be reduced by augmenting
the gas flow velocity.
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Figure 29: The upper bound of the particle capture region. Φp = 5 × 10−13 ÷ 5.3 × 10−9 J
(qp = 4× 103 ÷ 4.2× 107 e, Uω = 8 kV, dp = 2 µm). Source: picture reproduced from [350]
under permission of the authors.
4.8.1. Experimental setup for the study of particle capture in gas flows
To study the physical mechanisms responsible for particle capture, the charged
particles have to be drifted by the gas flow across the trap. An image of the
experimental setup is presented in Fig. 30. The setup consists of three separate
modules located in a gas channel: 1 represents the corona discharge module used
to charge microparticles, 2 is the trap module, and 3 stands for the air-exhauster
module.
The corona discharge module consists of one row of discharge electrodes,
and two rows of grounded electrodes located above and below the discharge
electrodes, at a distance of 12 mm apart. The discharge electrodes are made
of wires with a diameter of 70 µm, arranged at a distance of 1 cm apart with
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Figure 30: The sketch of the experimental setup used for charged microparticle capture within
a linear trap, in a gas flow. The gas channel consists of 3 modules: 1 represents the corona
discharge module, 2 is the trap module, 3 denotes for the air-exhaust module. Source: image
reproduced (modified) from [350] under permission of the authors.
respect to each other. A d.c. voltage Uc with a peak value up to 15 kV is applied
to the discharge electrodes. The grounded electrodes are made of metal rods
with d = 3 mm diameter. This particular design generates an ion breeze (wind)
in two opposite directions, thus compensating its influence on the column of air
within the channel.
Diagnostics and observation of microparticles is achieved using a laser light
sheet with a 1 cm spot. The sheet height allows microparticle observation both
within the trap volume and outside of it. The laser light sheet parameters
are: wavelength 532 nm and power up to 230 mW. Microparticles are recorded
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using a HiSpec 1 Fastec Imaging camera (with a characteristic resolution of
1280× 1024 pixels), located along the laser light sheet (Fig. 30).
The air-exhaust module is located at the end of the gas channel. The exhaust
fan blows out (generates) a gas flow with velocities that reach up to vf = 50±11
cm/s. Polydisperse aluminium oxide Al2O3 powder was used in the experiments
[350]. The microparticle density is ρp = 3.99 g/cm
3 for a typical size ranging
between 4÷ 80 µm.
The experiment starts by turning off the exhaust fan and by supplying a d.c.
voltage Uc = 15 kV to the discharge electrodes. Then, particles are injected
in the corona module. By traveling through the corona discharge area the
particles acquire a positive charge q and fall inside the trap module, where they
are captured between the electrodes. Fig. 31(a) shows an example of the stable
Coulomb structure of charged microparticles captured in the trap. The captured
microparticles oscillate around equilibrium positions at a frequency of 50 Hz.
Most of the particles are captured inside the trap below the central axis, while
others are trapped above it.
Figure 31: The structure of charged microparticles captured by the electrodynamic trap (a)
in a static gas media (vf = 0 cm/s) and (b) in the gas flow (vf = 50 cm/s). Source: image
reproduced from [350] under permission of the authors.
To study the effect of the gas flow on an ensemble of captured microparticles,
the exhaust fan is turned on. Most of the microparticles are blown out of the
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trap and only a few particles remain trapped inside it (see Fig. 31(b)). The
particle structure shifts below the central axis of the trap if the inter-particle
distances increase.
We emphasize that the regions of particle trapping observed in the exper-
iments turn out to be larger than those obtained from numerical simulations.
Thus, from Fig. 29 it follows that particle capture at a frequency f = 50 Hz
is possible if the gas flow velocity is lower than vf = 10 cm/s, while in experi-
ments the capture is observed for vf = 50 cm/s. To explain this deviation let us
note that in simulations the drag force of gas flow is estimated using the Stokes
formula for spherical particles, while in the experiments performed the particle
shape varies from spherical to slab. An alternative estimation of the drag force
can be obtained from Newton’s regime [351] for particles of different shapes. In
that case the drag force is characterized by the expression Fdrag = ρfvf
2SpCx/2,
where ρf is the mass density of the gas, vf is the velocity of a microparticle rel-
ative to the velocity of the gas flow, Sp is the reference area of the microparticle,
and Cx is the drag coefficient that lies between 0.09÷ 1.15. The dependence of
the Stokes force and of the drag force Fdrag versus the microparticle diameter
is illustrated in Fig. 32, for a value of the gas velocity vf = 50 cm/s. In Fig. 32
the characteristic Stokes force is at least ten times larger than the drag force
Fdrag, under identical conditions. Therefore, to achieve microparticle capture
the gas velocity value could be higher, while the value of Φp might be lower.
The capture regions in Fig. 27 and Fig. 28 are shifted downwards, while the
capture region in Fig. 29 is shifted upwards. The numerical estimations of gas
velocity for dust particle capture validate the experimental results.
To measure the dimensions of microparticles captured in the electrodynamic
trap we employ two methods that are explained in Fig. 33 (a) and (b). The first
method (see Fig. 33 (a)) uses a hole in the wall of the gas channel between the
trap electrodes. During the microparticle confinement experiment the hole is
closed. When microparticles are captured the exhaust fan is turned off, the hole
is opened, and the clean ebonite wand that is initially negatively charged due to
friction is inserted through the hole inside the gas channel. Positively charged
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Figure 32: Dependence of Stokes and drag forces on microparticle diameter dp. Source:
picture reproduced (modified) from [350] under permission of the authors.
microparticles are then captured by the ebonite wand that is extracted from the
gas channel afterwards. Then, the ebonite wand is discharged and microparticles
are removed by shaking it and precipitate on the subject glass. The second
method (see Fig. 33 (b)) uses a slit in the wall of the gas channel under the
trap. The slit is closed during the experiment. After the microparticles are
captured, the exhaust fan is turned off and the slit is opened. The clean subject
glass is inserted within the gas channel. The electrodynamic trap is then turned
off and microparticles fall down on the subject glass. For both methods used
the microparticle dimensions are measured by means of a microscope.
In contrast to the simulations performed where spherical shaped particles
were considered, the experiments use powder of polydisperse microparticles of
complex shape. To define the effective particle size for each microparticle, the
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Figure 33: Picture of the mechanism of captured microparticles collection: (a) by using an
electrically charged ebonite wand, and (b) by means of a subject glass slide. Source: picture
reproduced (modified) from [350] under permission of the authors.
smallest particle size dmin and the largest one dmax have been considered. The
effective microparticle diameter is defined as dp =
dmin+dmax
2 . The accuracy of
the microparticle diameter measurement is around 4 µm. Fig. 34 shows three
distributions of microparticles versus the effective particle sizes. The first one
represents the initial distribution Pi (dp) of particles introduced in the flow.
The second distribution refers to microparticle dimensions obtained by using
the ebonite wand Pe (dp), while the third distribution is the one obtained by
using the subject glass slide Pg (dp).
Fig. 35 presents the function P (dp) described by the expression
P (dp) =
Pe (dp) + Pg (dp)
2Pi (dp)
.
The function P (dp) represents in fact the relative distribution of particles de-
pending on their effective dimensions. In Fig. 35 the maximum of the captured
microparticles distribution is shifted towards small sized particles, with respect
to the initial powder. The result indicates that the trap is selective as the
capture process is more efficient for smaller sized particles.
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Figure 34: The initial and captured microparticle distributions: 1 represents the distribution
of particles on the subject glass; 2 stands for the distribution of particles entrained by the
ebonite wand; 3 is the initial distribution. The average diameter of the microparticles in
the experiment (curves 1 and 2) is dp = 32 µm with rms deviations σ = 0.02 and σ =
0.01, respectively. Source: picture reproduced (modified) from [350] under permission of the
authors.
4.9. Applications: Cleaning dusty surfaces using electrodynamic traps
In Ref. [352] a method is proposed to achieve cleaning of dusty surfaces, as an
application of linear electrodynamic traps. A linear quadrupole electrodynamic
trap (shown in Fig. 36) consisting of four parallel cylindrical steel electrodes,
each one with a diameter of 3 mm and a length of 30 cm, has been designed
and tested. The electrodes are located on the vertices of a square that has a
side of 2 cm. The a.c. voltage Ua sin(ωt) at frequency f = ω/2pi = 50 Hz is
applied to the trap electrodes (where opposite electrodes are in phase), while
the electric potential phase shift between neighboring electrodes is equal to pi.
The electrodynamic trap is placed inside an optically transparent plastic box to
guard against instabilities induced by air flows [336]. To forbid particle escape at
the left end of the trap (see Fig. 36) an additional electrode is mounted, supplied
with a d.c. electrical potential U = 1 kV. We remark that trapped particles
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Figure 35: Relative distribution of particles versus the effective sizes. Source: picture repro-
duced (modified) from [350] under permission of the authors.
are restricted to escape even when there is no endcap electrode present, as a
result of the repulsive potential that occurs, created by charged particles that
accumulate at the left wall of the plastic box. Electrically neutral polydisperse
Al2O3 particles are placed on a glass substrate located below the trap. Video
recording of the particles that are illuminated by means of a laser beam is
achieved using a HiSpec 1 video camera. All experiments are carried out under
SATP conditions.
Experimental results. Capture and retention of particles. As the amplitude Ua
of the a.c. voltage increases to a critical value (for example 2.5 kV, in case of
a 0.5 cm distance between the substrate and the trap electrodes), the electric
field begins to attract and then capture dust particles. Fig. 37 shows images
of the Al2O3 particles captured within the trap. These particles are attracted
from the glass substrate located at a distance of 0.5 cm apart with respect to
the trap electrodes. By observing the space delimited by the substrate (3) and
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Figure 36: Trap design, front and side views. Notations: 1÷ 4 – trap electrodes, 5 – end-
cap electrode, 6 – levitated particles, 7 – glass substrate with dust particles, 8 – optically
transparent plastic box. Source: picture reproduced (modified) from [352] under authors
permission.
the electrode (1), one can notice how particles are dragged from the substrate
towards the trap. Particles captured by the trap that slowly move towards the
free end are also visible. When the Ua voltage value rises from 3.5 kV (Fig. 37a)
to 5 kV (Fig. 37 b), the number of confined particles significantly increases.
Fig. 37 c shows the open end of the trap. We notice how trapped particles shift
towards the open end, then leave the trap and fall down. This effect can be
used to clean very dusty surfaces, and then collect the trapped particles into a
special container located at the open end.
Figure 37: Images of Al2O3 particles dragged from the glass substrate located at a distance
of 0.5 cm with respect to the trap electrodes, for different trapping voltage amplitudes: a)
Ua = 3.5 kV, b) and c) Ua = 5 kV; 1 and 2 indicate the trap electrodes, 3 denotes the glass
substrate that holds the particles. Source: images reproduced (modified) from [352] under
authors permission.
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Fig. 38 shows images of a glass substrate located at 1 cm distance (38a),
0.5 cm distance (38b), and 0.15 cm distance (38c) with respect to the trap
electrodes supplied at Ua = 5 kV. Dark areas in the images indicate substrate
regions that are cleaned of particles. These areas are located near the projection
of electrodes (indicated by solid lines) on the substrate. When the distance
between the substrate and the electrodes decreases, the surface area rendered
free of particles increases. Fig. 38d shows an image of the substrate obtained
after it was shifted normal to the axis of the electrodes, parallel to its own
surface. The wide dust-free areas are clearly visible. Dashed lines denote the
initial projections of the trap electrodes on the substrate, while solid lines mark
their final position.
Figure 38: Images of a cleaned substrate placed at different distances l apart with respect
to the electrodes of the electrodynamic trap for Ua = 5 kV: a)l = 1 cm, b) and d)l = 0.5
cm, c)l = 0.15 cm. Projections of the electrodes are represented by solid lines. In image
d) the initial and final projections of the electrodes are recorded by dashed and solid lines,
respectively. Source: images reproduced (modified) from [352] under authors permission
Fig. 39 shows an image of the particle trajectories (observed from the end
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of the trap) for an exposure time that is equal to one period T = 2pi/ω of
the a.c. voltage. As illustrated some of the particles are dragged inside the
trap. A certain number of the particles exhibit curved trajectories near the
electrodes, an indication of the phenomenon of particle reflection followed by
a shift (movement) oriented downwards. Fig. 39b shows an enlarged image
of a single particle trajectory near the bottom right electrode (the electrode is
marked by a black circle, while the white spot represents a glare). The particle is
reflected when the electrode changes its polarity. An analysis of Fig. 39 allows us
to advance an interesting assumption about the mechanism of particle drag into
the trap. Electrical charging of dust particles might be caused by polarization
and triboelectric physical mechanisms. A neutral dust particle located on a
substrate is polarized by the electric field. Then, the particle begins to move
and accumulates electric charge as an outcome of friction with the substrate
and with other particles [353].
Figure 39: The trajectory of particles in an electrodynamic trap (observed from the end of
the trap). Voltage amplitudes: a) Ua = 4 kV, b) Ua = 3 kV. Source: image reproduced
(modified) from [352] under permission of the authors
The charged particles whose velocity is directed into the trap (for an appro-
priate polarity of the electrode) can be captured. However, even in this case
the trap not will hold all particles. Fig. 40 shows several successive images of
the trajectory of a particle whose velocity is directed towards the trap volume,
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after reflection from the electrode (Fig. 40a). Since the voltage amplitude value
Ua = 2.5 kV is too low for confinement, the particle falls down (Fig. 40b, 40c).
Figure 40: The trajectory of the particle (marked by an arrow) for an a.c. voltage amplitude
Ua = 2.5 kV, a value that is insufficient to achieve trapping. The time interval between two
successive images is 3T , while the exposure time is equal to T (the period of the a.c. voltage).
Source: images reproduced (modified) from [352] under permission of the authors.
When the a.c. voltage amplitude increases, the conditions for particle uplift
and capture are enhanced. Fig. 41 shows three images of the trajectory of
a particle reflected from the electrode towards the trap volume, for a voltage
amplitude value of 3.5 kV. In that case the confining forces generated by the
oscillating electric field intensify and the particle climbs towards the trap centre.
Other captured particles behave in a similar manner.
4.10. Numerical simulation of dust particles behaviour in electrodynamic traps
The experimental observations discussed above agree with the results of the
numerical simulations performed with respect to charged particle confinement.
Two independent numerical approaches have been used, namely the methods of
Brownian and molecular dynamics. By using the methods specific to Brownian
dynamics [294, 354], we have performed numerical simulations of the motion of
charged particles for different linear trap setups. The trapping conditions for
both a single particle and an ensemble of particles have been obtained.
The idea behind the simulations was to find out the conditions which trigger
the uplift of charged particles from the substrate, followed by their capture inside
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Figure 41: The trajectory of the trapped particle (marked by an arrow), for an a.c. voltage
amplitude Ua = 3.5 kV. The particle shifts towards the trap centre. The time interval between
successive images is 3T , while the exposure time is equal to T . Source: images reproduced
(modified) from [352] under permission of the authors.
the trap. It is quite natural that for low trapping voltages the electric field is
not able to lift the charged particle. Experimental results show that this issue
occurs for trapping voltage amplitudes that are below 2.5 kV. As we increase
to higher voltage amplitudes Ua, if the particle velocity at an initial moment
of time is oriented towards the trap, the capture probability is high. Fig. 42
shows the simulated particle trajectory for Ua = 3.7 kV, using the molecular
dynamics method. At an initial moment, the particle with a radius of 20 µm
and an electric charge of around 105e is placed below the bottom of the trap.
The particle velocity value is about 0.5 m/s, directed upwards. The value of the
voltage amplitude under simulation was close to the experiment value of 3.5 kV,
in Fig. 41. The particle is captured inside the trap and its trajectory is similar
to the one observed experimentally, as shown in in Fig. 41.
Using numerical simulations we have also tried to establish the conditions
under which the charged particle is lifted from the surface of the substrate, en-
ters the trap and then leaves it, as experimentally observed. Fig. 43 shows the
simulation of the trajectory for a charged particle initially located under the
trap (asterisk), for Ua = 8 kV; the particle radius is r = 15 µm and the electric
charge value q = 2.3× 106e. Numerical simulations have been performed using
the Brownian dynamics method. The particle is lifted inside the trap where it
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Figure 42: The simulated trajectory of a particle whose velocity is directed upwards. The
horizontal and vertical coordinates of the particle relative to the trap axis are plotted. Source:
picture reproduced (modified) from [352] under permission of the authors.
follows a complex motion between the electrodes, before quickly falling down in
the end as an outcome of the agreement in the direction of gravity and electric
forces. Simulations performed allow us to identify the conditions that enable
lifting and capture of charged particles inside the trap, for sufficiently large val-
ues of the electric charge and of the trapping voltage. Both the experiment and
simulations performed demonstrate that in order to achieve particle confine-
ment the electric charge should be about 3× 105e, while the voltage amplitude
range would lie between 3÷ 5 kV. For higher values of these parameters (106e,
8 kV) the efficiency of particle capture deteriorates significantly. This conclu-
sion is important in practice, especially when using linear traps to clean dusty
surfaces, since it indicates that an increase of the oscillating voltage amplitude
does not always result into enhanced efficiency for particle capture mechanisms.
In order to establish the regions of stable particle confinement, mathematical
(numerical) simulations on the dynamics of a single particle or of an ensemble
of charged particles confined in a quadrupole Paul trap have been carried out
in [294], for different values of the air pressure. The sketch of the quadrupole
98
Figure 43: Numerical simulation of the dynamics of a particle with a radius of 15 µm and
an electric charge of 2.3 × 106e captured inside the trap, for an a.c. voltage amplitude of 8
kV. The small dot close to the X axis denotes the initial particle position. The horizontal
and vertical coordinates of the particle relative to the trap axes are plotted. Source: picture
reproduced (modified) from [352] under permission of the authors.
trap geometry used is shown in Fig. 44. The trap consists of four cylindrical
electrodes with diameter d = 3 mm and length Lm = 15 cm, supplied by means
of an a.c. voltage, and two 4.5 cm long endcap electrodes supplied with a d.c.
voltage. The endcap electrodes are located at each extremity of the geometrical
trap axis, separated at a distance of Lh = 6 cm apart. The distance between
the axes of dynamical electrodes is Lb = 1.3 cm.
In [334] the motion of dust particles is described by means of the Brownian
dynamics, taking into account the viscosity of the buffer gas and the stochastic
forces that act on dust particles, owing to the neutral and plasma particles. The
inter-particle interaction and dust particle interaction is taken into account by
considering the Coulomb forces. The dynamics of dust particles is assumed to
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Figure 44: Sketch of the linear quadrupole trap. 1, 2, 3, 4 denote the trap dynamic electrodes,
and 5 stands for the endcap electrodes. Source: picture reproduced (modified) from [294] with
permission of the authors.
be described by a Langevin equation:
md
d2ri
dt2
= Ftr(ri) + Fint (ri)− 6piηRd
(
dri
dt
− vf
)
+ FBr (ri) + Fmg , (56)
where md is the dust particle mass, rj is a radius-vector for the j-th particle; j
= 1, 2, ..., N ; N represents the number of dust particles; Ftr(rj) = −∇iU is an
external potential force of the trap; Fint(ri) = −∇iU is the force that describes
pair interaction between particles, while U stands for the potential energy of
dusty particle interaction; Fmg is the gravity force; FBr is the Langevin delta
correlated source of forces which models random forces acting on a dust particle
owing to the buffer gas particles; Rd is the radius of a dust particle, η ≈ 0.02
mPa · s represents the dynamical viscosity of air at SATP conditions, and vf is
velocity of the air flow. The dust particle dynamics is simulated by the numerical
integrator of the Langevin equation.
The physical factors that affect dust particle dynamics can be estimated by
means of the typical values of the forces that act upon the particles. The typical
physical parameters values used in the numerical simulations are: inter-particle
distance r ∼ 10−4 m; typical electric charge of the particle Q ∼ 105e; trapping
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voltage U ∼ 103 V. Thus, we obtain the following estimations for the forces in
the Langevin equation, in case of particles with a diameter of several microns:
Fint (rs, ri) =
k · qs · qi
r2
∼ 10−10N, Ftr (ri) = Uqi/r ∼ 10−8N, (57)
F img = mig ∼ 10−10 ÷ 10−13N. (58)
As it approaches a neutral molecule the ion polarizes it, and hence interacts
with the induced dipole. The force that describes that interaction is
FBr (ri) =
2α˜q2
r5
∼ 10−10,
where α˜ stands for the polarizability of the molecule, and α˜ ∼ r2neutral/8 [355].
The Stokes force FStokes = 6piηRddri/dt takes values ranging between 10
−11 ÷
10−13N , for particle velocities dri/dt ≈ 10−2 ÷ 10−4 m/s.
4.10.1. Electromagnetic field of the trap
To simulate the electromagnetic field within the trap we assume the wires
are surrounded by a grounded cylindrical electrode that creates a cylindrical
capacitor, with a diameter much larger than the distance between the wires
D >> Lb. Under this assumption each electrode and the surrounding cylinder
can be considered as a cylindrical capacitor. By assigning a voltage difference
between an electrode and an external cylinder, one can calculate the charge ac-
cumulated on the internal electrode. To allow for finite length of electrodes and
calculate the forces acting on a dust particle, each electrode is mathematically
divided into small sections and it is assumed that each of these sections can be
regarded as a point charge. The resulting Coulomb force acting on a charged
dust particle is estimated as a sum of the contribution of each point charge
located at the electrodes.
By dividing the wires on large number N˜ of uniformly charged points, the
total force acting upon any particle from a wire can be calculated as a sum of
Coulombian forces:
Fint(ri) =
∑
k
LUQi
2N˜ ln
(
R2
R1
)
(ri − rk)2
, (59)
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where L is the electrode length, U represents the amplitude of the applied a.c.
voltage, ω = 2pif is the a.c. voltage frequency, Qi stands for the electric charge
of particle i, ri and rk are the radius – vectors of the dust particle and of the
point on the wire respectively, R2 is the radius of a grounded cylinder, and R1
denotes the radius of a wire.
Figure 45: Contour plots of the time evolution of the electric field. Two diagonally connected
electrodes are supplied at U˜ = Uωcos(ωt), while the other two electrodes are supplied at
U = Uωsin(ωt). The darker regions in the figure correspond to potential wells that attract
the particles, while the lighter ones describe potential hills that repel the grains. In the left
picture the inner region of the trap corresponds to a potential hill, while in the right picture
it corresponds to a potential well. The potential fields are located at the trap centre, normal
to the trap axis, so that the contribution of the electrostatic field generated by the endcap
electrodes can be disregarded. Source: image reproduced from [334] with permission of the
authors.
A uniform charge distribution along the trap wires can occur in case of more
or less uniform dust particle distribution along the trap axis. In case of endcap
electrodes with fixed potential such a situation does not appear. To estimate
the electric field generated by the endcap electrode, it is necessary to solve
a cylindrical Laplace’s equation in orthogonal elliptic - hyperbolic coordinates
(σ − τ).
∆U =
1
α2(σ2 − τ2)
[
∂
∂σ
[
(σ2 − 1)∂U
∂σ
]
+
∂
∂τ
[
(1− τ2)∂U
∂τ
]]
, (60)
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where 2α = Lh is the distance between the endcap electrodes. Thus, for a dust
particle the electrostatic intensity at a point in space of coordinates (σ, τ) can
be expressed as:
E (τ, σ) ∝ exp
(
− 1
1− α2 ln
(
τ2 +
α2σ2 − 1
1− α2
)
+
1
1− α2 ln
(
1
α2 − 1
)
− 1
)
(61)
τ =
√
(z + α)
2
+ x2 + y2 −
√
(z − α)2 + x2 + y2
σ =
√
(z + α)
2
+ x2 + y2 +
√
(z − α)2 + x2 + y2
The a.c. voltage Uω is applied to the trap electrodes as follows: two diagonal
electrodes are supplied with an a.c. voltage U = Uω cos(ωt), while the other
two electrodes are supplied at U˜ = Uω sin(ωt). The trapping voltage frequency
is ω = 2 · pif (as shown in Fig. 44). The setup generates an oscillating electric
field inside the trap. The equipotential surfaces of the electric field for three
different instances of time : t = 14pi,
3
4pi,
5
4pi are illustrated in Fig. 45. In order
to prevent dust particle escape from the trap, a d.c. voltage Uend is supplied
between the endcap electrodes that repels particles towards the inner volume of
the trap.
4.10.2. Regions of single particle confinement
We revert to the dynamic equation (56). The trapping force exerted upon
a dust particle depends on the product between the dust particle charge and
the a.c. trapping voltage. Thus, for the lower boundary of the dust particle
confinement region an inverse dependence between the a.c. voltage and the dust
particle charge is expected. The left panel in Fig. 46 confirms this dependence
that is predicted by calculations.
The right panel in Fig. 46 also shows the analogous lower boundary of dust
particle confinement for two different a.c. voltages (Uω = 2200 V and Uω =
22000 V). The lower boundary is presented by the dependence of the dust charge
versus its mass. These results support the prominent role of the charge-to-mass
ratio Qm , as it results from equation 56 and from the above estimations of the
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Figure 46: The lower boundary of the regions of dust particle confinement. Left panel: Uω
versus particle charge; Right panel – Q versus particle mass for two different a.c. voltages. The
area above the line corresponds to particle confinement. Left panel parameters: Qparticle =
10e, Uω = 135 V, f = 50 Hz, Uend = 135 V, ρparticle = 1, 5 · 104 kg/m3 , rparticle = 1 µm,
η = 17 · 10−6 Pa · s - dynamic viscosity, T = 300 K. Right panel parameters: f = 100 Hz,
Uend = 700 V, Uω = 2, 2÷22 kV, ρparticle = 0.38 ·104 kg/m3, rparticle = 1 µm, η = 17 ·10−6
Pa · s - dynamic viscosity, T = 300 K. Source: picture reproduced from [334] with permission
of the authors.
r.h.s. forces in eq. 56, for the experimental conditions considered. The applied
a.c. voltages are lower than the breakdown voltage for air.
Let us consider regions of stable confinement for a single particle and in-
vestigate the dependence on the a.c. voltage frequency. For each value of the
frequency, the confinement region is limited by upper and lower values of the
charge-to-mass ratio Q/m (Fig. 47). In a similar manner, for each value of the
charge-to-mass ratio Q/m the confinement region is limited by lower and upper
frequencies. Beyond that region the trap cannot confine particles. By increasing
the dynamical viscosity of the medium, the confinement region becomes wider.
As an example, Fig. 47 shows the results of simulations for two different values
of the viscosity: η = 1.7 µPa · s (squares) and η = 17 µPa · s (circles). Dissipa-
tion of dust particles kinetic energy in case of a low value dynamical viscosity
of the medium is lower, and therefore velocity and kinetic energy of a particle
are larger due to the electric field. For higher particle velocities, the boundary
frequency should be higher in order to prevent particle escape out of the trap
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Figure 47: Regions of stable confinement of a single dust particle in dependence of frequency
f and charge-to-mass ratio Q/m, for different dynamical viscosities η = 1.7 µPa · s (shaded
region 1) and η = 17 µPa · s (unshaded region 2). The particle and trap parameters are:
Q = 20500 ÷ 685000e, U = 4400 V, d.c. voltage = 900 V, particle density ρ = 0.76 × 10−4
kg/m3, particle radius 9 µm. Source: picture reproduced from [294] with permission of the
authors.
at half–cycle of the a.c. voltage. The results of calculations presented in Fig. 47
demonstrate that by using quadrupole dynamic traps it is possible to confine
particles with larger mass and dimensions, with respect to the situation of low
pressure plasmas of RF or d.c. glow discharges.
5. Waves in Plasmas
5.1. Solitary waves in long charged particle structures confined in the linear Paul
trap
Charged dust particles embedded into plasmas do not only change the elec-
tron – ion composition and thus affect conventional wave modes (e.g., ion –
acoustic waves), but they also: (a) introduce new low-frequency modes asso-
ciated with the microparticle motion, (b) alter the dissipation rates and, (c)
give rise to instabilities [247], etc. Investigations on dust acoustic solitary waves
in plasmas were carried out over more than several decades [356]. The par-
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ticle electric charges vary in time and space which leads to important qualita-
tive differences between dusty plasmas [247] and usual multicomponent plasmas
[30, 31, 42, 161, 237, 250, 357, 358, 359, 360, 361], because in addition to positive
ions and electrons other components are present such as negative ions or dust
particles. Dust acoustic waves in a charged dust component were investigated in
a complex plasma at low-pressure, a model for which the analytical and numer-
ical fluid models and kinetic approaches are treated extensively in [30, 31, 237].
The main difficulty in solving this issue lies in the fact that a complex plasma
represents a nonlinear medium, where the waves of finite amplitude cannot be
considered independently. Nonlinear phenomena in complex plasmas are very
diverse, due to a large number of different wave modes that can be sustained.
The wave amplitude can reach a nonlinear level because of different physical
processes and mechanisms. This is not necessarily an external forcing or an
outcome of the wave instabilities it can also be a regular collective process of
nonlinear wave steepening. In absence of dissipation (or for low dissipation)
nonlinear steepening can be balanced by wave dispersion, which in turn can
result in the formation of solitons [362]. When dissipation in the system is large
it can overcome the role of dispersion, case when the balance between nonlin-
earity and dissipation can generate shock waves [30, 31, 237]. A very effective
method for studying these phenomena is the particle-in-cell (PIC) simulation
[363, 364, 365, 366].
Propagation of nonlinear waves in dusty plasmas is investigated in [367],
where the KadomtsevPetviashivili (KP) equation is inferred in an unmagne-
tized dusty plasma with variable dust charge and two temperature ions. More-
over, the system is better characterized by means of a Sagdeev potential, which
enables one to explore the stability conditions and the existence of solitonic
solutions. A travelling rarefaction soliton propagates in most cases. The am-
plitude of solitary waves of the KP equation diverges at critical values of the
plasma parameters. Solitonic solutions of the modified KP equation with finite
amplitude are derived for such case [367]. A study of the characteristics of
freak waves in dusty plasma containing two temperatures ions is presented in
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[361], by modulating the KP equation to infer the nonlinear Schrdinger equation
(NLSE). Nonlinear propagation of dust-acoustic (DA) solitary waves [359, 368]
in a three-component unmagnetized dusty plasma consisting of Maxwellian elec-
trons, vortex-like (trapped) ions and arbitrarily charged cold mobile dust rain,
is investigated in [369]. It is demonstrated that the dynamics of small but
finite amplitude DA waves is regulated by a nonlinear equation of modified
Korteweg-de Vries (mK-dV) type. The basic characteristics and propagation of
dust-acoustic (DA) shock waves (DASHWs) [161] in self-gravitating dusty plas-
mas containing massive dust of opposite polarity, trapped ions, and Boltzmann
electrons are explored in [370, 371]. The reductive perturbation technique is
applied to infer the standard modified Burgers equation (mBE). Collision of
ion-acoustic solitary waves in a collisionless plasma [372] with cold ions and
Boltzmann electrons is studied using numerical simulations in [366, 373]. All
these nonlinear phenomena have important applications in space and astrophys-
ical environments.
In contrast to the studies mentioned above, we firstly discuss the experimen-
tal generation of density waves in a strongly coupled one component Coulomb
system consisting of micron sized particles (interacting via a non screened Coulomb
potential) under SATP conditions (in air). Microparticles are levitated in a long,
linear quadrupole electrodynamic Paul trap [190]. In particular, the possibil-
ity of generating density waves in the form of individual solitary humps is also
demonstrated. The physical possibility of generating waves that are equiva-
lent to the solitary density waves is discussed by Arnold, as it is caused by the
nonuniform velocity distribution of moving particles [374].
The analysis of the experimentally observed solitary density waves [190] is
based on some statements of the catastrophe theory [374], that allow one to
identify these waves as caustics. The conclusion is based on the fact that the
density profile of the experimentally obtained solitary waves can be described
under a good accuracy, by the theoretical dependence predicted by the caustic
theory [374] (const/
√
, where  is the distance with respect to the singularity of
the caustic). Strictly speaking, this classification can be applied to collisionless
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system of particles, when small deviations from constancy in the initial velocity
distribution lead to particle accumulations for sufficiently long periods of time.
According to Arnold’s remarks [374] ’this conclusion still holds when one goes
from a one dimensional medium to a medium filling a space of any dimension,
and when one allows for the effects on the motion of particles of an external
force field or a field originating from the medium, and also when the effects
of relativity and the expansion of the universe are accounted for . . . . Ya. B.
Zel’dovich called such caustics pancakes (’bliny’ in Russian ; at first pancakes
were interpreted as galaxies, later as clusters of galaxies) . . . The predictions
of the theory of singularities for the caustics geometry, wave fronts and their
metamorphoses, have been completely confirmed in experiments . . . ’.
As demonstrated in [190, 191] solitary caustics can be considered as new
experimental support of the general versatility of the caustic theory in describing
different physical phenomena, not only in collisionless systems of particles but
also when the inter-particle interaction and the interaction with external fields
in viscous media are strong. Further on we show that under SATP conditions,
the generation of solitary density waves in strongly coupled one component
Coulomb systems of particles is possible, when the energy losses caused by air
viscosity can be compensated by the energy contribution of the a.c. electric
field in the trap.
5.2. Multiparticle trapping in linear Paul trap
Experimental investigations on the excitation and development of dust par-
ticle density disturbances in charged particle structures were performed using a
linear quadrupole electrodynamic trap (Fig. 48) [190]. The trap consists of four
parallel steel cylindrical electrodes, with a diameter of 3 mm and a length of 30
cm. An a.c. electric potential Ua sin(2pift) with frequency f = 50 Hz is applied
between the four trap electrodes, placed at the corners of a square with a side
of 2 cm. The phase shift of the electric potential between adjacent electrodes
is equal to pi. At the left end of the trap (see Fig. 48) an additional electrode
is mounted, supplied at a constant electric potential U = 1 kV, that prevents
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the particles from escaping along the trap axis. The right end of the trap is left
open, but the end electrode effects [375] also prevent particle escape.
1
2 5 1
23
4
67
U=const
Uasin(ωt)
Uasin(ωt)
-Uasin(ωt)
-Uasin(ωt)HV8
Figure 48: Image of the trap, front and side views. Legend: 1 ÷ 4 – trap electrodes, 5 –
end electrode, 6 – confined particles, 7– optically transparent plastic box., 8 – flat charging
electrode
Figure 49: Stable structure of charged dust particles in an electrodynamic trap
The electrodynamic trap is placed in a optically transparent plastic box to
mitigate against air flows [336]. Polydisperse Al2O3 particles are trapped, with
diameter ranging between 10÷ 40 µm. The particles are positively charged on
the surface of a flat electrode (labeled as 8) supplied at 10 kV, by using an
induction method (see Fig. 48). The electrode is brought inside the trap from
below, through a hole drilled in the plastic box. The particles are accelerated by
an electric field produced between the charging electrode and the trap electrodes,
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and then attracted in the trap. After this the flat electrode is removed. Video
recording of the particles that are illuminated using a laser beam is performed
by means of a HiSpec 1 video camera. The trap captures particles for a certain
range of charge-to-mass ratios, as presented in [294].
Fig. 49 shows the stable structures obtained for charged dust particles, for
an a.c. voltage Ua = 3.6 kV. Although the observed structure slightly oscillates
with the frequency of the a.c. supply voltage, the inter-particle distances re-
main approximately constant. In order to characterize particle correlations, the
electric charge of the particles and the average inter-particle distance have been
estimated. The electric charge of the particles was not measured in [294]. The
average electric charge value was estimated using some of the results previously
obtained in [376, 377], and the average value found was about 5 × 104e. The
average inter-particle distance is around 1 mm, estimated from typical pho-
tos of particle configurations using a specially written computer code. Thus,
the Coulomb interaction at the average inter-particle distance is approximately
equal to 105 in units of atmospheric gas temperature at 300 K.
5.3. Pair correlation functions
The average pair correlation function was obtained for structures analogous
to those presented in Fig. 49. By video recording the particle motion at a frame
rate of two hundred frames per second, the pair correlation function is estimated
using a special computer code for each frame. The average pair correlation
function is shown in Fig. 50. To obtain the correct correlation function, the
diameter of the laser beam should not exceed the mean inter-particle distance.
Two cylindrical lenses are used to create a flat laser beam with a diameter of
roughly 0.25 mm. The lenses are arranged so that the constriction region is
achieved at the centre of the Coulomb structure.
The pair correlation function presented in Fig. 50 exhibits two peaks, a fea-
ture that can be explained due to various dimensions and electric charge values
of the particles that compose the Coulomb structure. The main peak occurs
for an inter-particle distance of roughly 1 mm. The suggested pair correlation
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Figure 50: The pair correlation function of the Coulomb structure
function makes it possible to state the existence of short – range order structures
and the absence of long – range ones, which is typical for liquid – like parti-
cle ordering. Hence, the Coulomb structure consists of dust particles that are
strongly correlated for short distances, while the pair correlation function points
out to the liquid – like ordering, with a correlation radius of roughly two average
inter-particle distances. From the physical point of view, such behaviour of the
pair correlation functions can be explained by chaotic overlapping of the long –
range Coulomb tails of the inter-particle interaction.
5.4. Occurrence and evolution of solitary density waves in a linear trap
Density waves can arise in such type of Coulomb structures after the injection
of additional particles (Fig. 51). Additional particles are injected into the trap
originating from the surface of the flat electrode (Fig. 51(a)), after which a
hump density wave occurs in the Coulomb structure that propagates towards
the right edge of the trap at a velocity of around 4 cm/s (Fig. 51(b)).
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Figure 51: The occurrence of hump density waves in the Coulomb structure after the injection
of additional particles
Density waves can also occur in a stable Coulomb structure when the op-
erating parameters of the electrodynamic trap are modified, for example when
the a.c. trapping voltage rises up to a value of 5.1 kV. In this case, dust density
waves appear in the long range dust particle structure (see Fig. 49). During
propagation the wave shape changes very little. Propagation of a density wave
in the vicinity of an end electrode is illustrated in Fig. 52. The wave propa-
gates towards the end electrode with a velocity of 5.9 cm/s (Fig. 52(a)). After
approaching the end electrode within a minimum distance of 1 cm (Fig. 52(b)),
the wave stops for approximately 0.5 s then starts propagating in the reverse
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(backward) direction with a velocity of 4.1 cm/s (Fig. 52(c)). We emphasize
that the characteristic time of all dust particle dynamic processes in the trap is
related to a frequency value that is typical of the order of several Hz, or tens of
Hz. An analogous reflection occurs when the hump wave approaches the right
end of the trap. The reflection is caused by the longitudinal electric field that
is present at the boundary of the trap, as an outcome of the curvature of the
electric field lines [375].
(a)
(b)
(c)
Figure 52: Reflection of the wave from the left end electrode (bright spot). UA = 5.1 kV,
f = 50 Hz. (a) The wave propagates towards the locking electrode; t = 0 s; (b) The wave
stops at the end of the locking electrode at 0.3 s; t = 0.43 s; (c) The wave propagates in the
opposite direction; t = 1.01 s.
Fig. 53 illustrates the time evolution of the density hump wave that appears
in the central region of the trap. One second later after its ocurrence, the hump
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wave divides into two separate humps (Fig. 53(b)) that propagate in opposite
directions with a relative speed of 7.3 cm/s.
(a)
(b)
(c)
Figure 53: The time evolution of the hump density wave. UA = 5.1 kV, f = 50 Hz. (a) t = 0
s; (b) t = 0.42 s; (c) t = 1.1 s.
More interesting experimental observations are shown in Fig. 54, which il-
lustrates the simultaneous existence of five hump density waves for Ua = 5 kV
and f = 50 Hz. For these particular values of the trap parameters density waves
chaotically propagate along the trap in different directions, while they can also
merge and split.
5.5. One-dimensional particle-in-cell simulations
In order to describe the dynamics of a system of electrically charged particles
levitated in a Paul trap, a fairly complex theoretical model is required that takes
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Figure 54: Hump density waves chaotically propagating in different directions, for UA = 5.1
kV and f = 50 Hz
into account both the time-varying electric field created by the trap electrodes
and the space-charge field created by the particles. Up to now, there exists no
adequate theoretical model in literature to describe such phenomenon. That
is the main reason why the theoretical description of such phenomenon starts
from considering a one component plasma (OCP) fluid model, an approach that
can at least qualitatively clarify certain physical features of the system [190].
Simple simulations of density waves are performed using the one-dimensional
kinetic approximation, under which a system of identical charged particles is
considered. Each particle has an associated mass m and an electric charge q. It
is assumed that the particles are cold and their dynamics can be described in a
collisionless approximation. The corresponding system of Vlasov equations can
be expressed as:
∂f
∂t
+ v
∂f
∂x
− ∂ϕ
∂x
∂f
∂v
= 0,
∂2ϕ
∂x2
= −n , n =
∞∫
−∞
f(x, v, t) dv , (62)
where f is the particle distribution function, n denotes the particle density, ϕ
represents the electric field potential, while x, t and v represent the coordinate,
time, and velocity, respectively. The equations are given in normalized form
with
n0, L, [m/4piq
2n0]
1/2, L[4piq2n0/m]
1/2,
4piqn0L
2, 4piqn0L, (mn0)
(1/2)/
√
4piqL
(63)
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as units of density, length, time, velocity, potential, electric field and particle
distribution function respectively. n0 stands for the maximum value of the
particle density at t = 0, while L is the half-length of the particle structure
under consideration.
5.5.1. Initial and boundary conditions
The system of equations (62) should be built up using additional initial and
boundary conditions that characterize a particular problem. Several possible
initial particle distributions have been taken into account. However, it should
be noted that the experimental particle density is nonuniform, for example due
to the end effects that crop up in the endcap electrodes area [190]. Hence, to
study the occurrence of density waves and perform numerical simulations it is
necessary to use a nonuniform density distribution as an initial condition. We
emphasize on the fact that density waves start to develop precisely in the end
regions, but only for a.c. supply voltages higher than 5.1 kV. As an example
we present the evolution of a system of identical positively charged particles,
characterized by the following density distribution at an initial moment of time
t = 0:
n =

0 at −1.1 ≤ x ≤ −1.0
cos[pi(x+ 0.5)] at −1.0 ≤ x ≤ 0.0
cos[pi(x− 0.5)] at 1.0 ≤ x ≤ 1.1
0 at 1.0 ≤ x ≤ 1.1

(64)
We assume the particles are cold and their flow velocity is zero at an initial
moment of time t = 0. The constant value of the electric field E = E0 is
defined on the left boundary of the region (x = −1.1), while E = −E0 defines
the right boundary (x = 1.1). Calculations are performed by choosing a value
E0 = 0.1. Thus, it is assumed that the electrodes are located at the boundaries
of the system, and the electric fields in the area prevent the electrically charged
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particles from escaping out of the region [−1.1, 1.1].
The time evolution of such a system of charged particles is studied using
the particle-in-cell (PIC) method, developed and widely used to investigate the
dynamics of a collisionless plasma [363, 364, 365, 366]. By using the PIC method
the material medium is represented by a set of particles that move under the
influence of an electromagnetic field, which in turn is determined by the particle
distributions and their associated electric currents.
Generally, the particle motion obeys certain boundary region conditions. In
this case, for particles located at the boundaries x = ±1.1 there are no additional
conditions other than the influence of the given electric field. Sufficiently fast
particles can leave the system at one of the boundaries. The motion of each
charged particle depends on its initial position. It turns out that for a convenient
representation of the solutions obtained, it makes sense to distinguish particles
located at t = 0 in the region x < 0 (particles 1), from particles whose initial
coordinates lie in the region x > 0 (particles 2). In calculus we consider an
identical value 8 ·105 for the number of particles in each ’sort’. To represent the
dynamics in the phase plane (space) only the data for each 200th particle have
been used.
5.6. Caustic solitary density waves in collisionless approximation
We consider the results of the numerical simulation of the problem under
investigation. Fig. 55 shows the evolution of the particle system state at different
moments of time. For each instant of time, the phase plane and the density
distribution are shown in a double figure. It can be seen that for t = 1.9
(Fig. 55(a)), the initial cosine distribution of the density for each sort of particles
(shown by the dotted curves) changes into a homogeneous one.
At the left and right boundaries of the region of uniformly distributed par-
ticles, as well as in the point of contact (x = 0) of particles 1 and particles 2,
a sharp change in the particle velocities is reported. Basically, it is exactly at
these points that the derivatives of the particle velocities with respect to the
coordinate tend to infinity, and the flow begins to acquire a two-stream nature.
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More clearly, these phenomena are observed later at t = 2, 7 (Fig. 55(b)). At
the points at which the two streams merge, density peaks appear for each sort
of particles. The peak density of particles is several times larger than the initial
density amplitude. The location of particle stream mergers can be defined as a
caustic by analogy with an optical caustic, that represents the place where the
rays merge [374]. At t = 2.7 the formation of four caustics is clearly visible.
Two caustics develop near the boundaries of the region, due to particle reflection
at the electrodes. In the centre caustics arise because the initial non-uniform
particle distribution evolves with the emergence of particle flows that move to-
wards each other. The phase curve v (x) of all particles (namely, particles 1 and
particles 2) is three-valued, corresponding to a three-stream flow.
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Figure 55: The phase plane for particles 1 (red on-line) and particles 2 (blue on-line) top in
each double figure. Particle density for particle species 1 (red on-line) and particle density for
particle species 2 (blue on-line) is presented in the bottom panel of each double figure. The
particle density is represented by the right axis of coordinates. The figures refer to different
moments of time t: (a) 1.9, (b) 2.7, (c) 4.0, (d) 7.0, (e) 13.5, (f) 19.0, (g) 22.1, (h) 24.0. The
dashed line in Fig. (a) shows the initial density distribution.
At subsequent moments of time corresponding to t = 4 (Fig. 55(c)) and t = 7
(Fig. 55(d)), the peak values of the density in caustics drop while the phase space
curves illustrate well the fact that density peaks are located at the points where
the streams merge. We emphasize that the two extreme caustics developed near
the electrodes practically remain still for a long time. Simultaneously, the two
central caustics diverge from the centre and give rise to caustic waves. We point
out that a caustic motion is observed in the study of the nonlinear dynamics of
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one-dimensional flows, for a self-gravitating cold nondissipative substance [378].
In this case particles are attracted to each other and the particle countermotion
arises naturally. The development of caustics in a system consisting of several
kind of charged particles is also possible. Such a phenomenon was observed in
a simulation of the expansion of a plasma with negative ions in vacuum [379].
At subsequent instants of time t ≥ 9, the central caustics goes across almost
immobile extreme caustics and vanishes at the electrodes. In that case the
particles leave the region located between the electrodes. It is interesting to note
that only particles 2 (initially located in the region x > 0) exit (leave) to the
left, while particles 1 (initially located in the region x < 0) exit to the right. In
this situation with two near-electrode caustics, the escape of particles continues
till t = 13. Then, particles cease to cross the boundaries and begin to stem near-
electrode caustics, which now consists of particles of another sort (Fig. 55(e),
t = 13.5). These new caustics slowly approach the previously developed near-
electrode caustics and together with them new particle streams arise.
Stream interaction leads to the formation of ring-like structures in the phase
plane (space), around which there are large enough humps of the particle density
(Fig. 55(f), t = 19). Gradually, these humps of density contract and then turn
into peaks with increasing height. The maximum density is achieved at t = 22.1
(Fig. 55(g)). Simultaneously, closed ring-shaped structures in the phase plane
begin to gradually rotate and remodel (Fig. 55(h), t = 24). Moreover, the
number of streams increases and new caustics are generated both in the centre
and at the peripheral region. In time, the number of caustics will increase and
the distance between them will shrink.
Thus, a system of particles with identical mass and electric charge confined
between the reflecting electrodes evolves such as to create two near-electrode
caustics and two central caustics, which eventually diverge from the centre and
reach the end electrodes. Experimentally obtained central caustics are ilustrated
in Fig. 53. Particles can leave the interelectrode region. As time goes by,
development of new caustics is possible both near the electrode area and in the
central region. New central caustics also diverge from the centre. Eventually,
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the flow will acquire a multi-caustic and multi-stream character.
5.7. Caustic solitary density waves in the strongly coupled Coulomb charges in
Paul trap
The solitary density waves appear in the long range structure of charged
dust particles (see Fig. 49 (a) and 56 (a)), when the a.c. voltage supplied to
the trap electrodes rises up to 5.1 kV [190]. In such case the density waves
chaotically propagate along the trap axis in different directions.
(a)
(b)
Figure 56: (a) Solitary density waves chaotically propagating in different directions, for Ua = 5
kV and f = 50 Hz. (b) Typical example of the upper part of the axillary symmetric density
hump with line approximating its external bound.
Fig. 56 (b) presents the upper part of the axillary symmetric solitary density
hump (wave), with its external upper bound approximated by the smooth line.
Similar accumulations of particles have been considered in [374]. Following the
basic ideas revealed in [374] we will consider the physical reason which leads
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to the occurrence of density waves in experiments and simulations [190]. To
achieve such step we will briefly remind the results of density wave simulation.
As mentioned before, at t = 1.9 (Fig. 55(a)) the initial cosine distribution of
the particle density of each sort of particles changes into a space homogeneous
one, but nonuniform in the velocity distribution. The field v (x) at time t = 1.9
can be considered as the initial velocity distribution of the particles that are
uniformly distributed along the trap axis.
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Figure 57: Experimental and simulated space density distribution of the typical density humps
of generated waves. Legend: 1 - experimental data; 2 - left caustic at t = 4.0 in Fig. 55 (c) ;
3 - const1/
√
; 4 - centre caustic at t = 2.7 in Fig. 55 (b); 5 - const2/
√
.
When the particles begin to move, starting from a certain moment in time
faster particles begin to leave the slower ones behind. Thus, the initially uniform
space distribution (density) of particles changes with time. So, deviations from
stability in the initial velocity distribution lead to the accumulation of parti-
cles as illustrated in Fig. 55 (b) and (c) (density peaks are analogues of traffic
congestion). If the density profile in this accumulations can be described by a
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dependence proportional to −1/2 ( is the distance from the top of the density
hump), we can identify the observed density humps as the caustics [374].
The bottom panel in Fig. 57 presents the density profiles of the experimental
and simulated particle accumulations, as well as their dependence const/
√

versus the distance , with fit constants (const1 and const2) at different moments
of time. Experimental and simulated density profiles of the wave humps are in
a good agreement with each other, and depend on const/
√
. Thus, we can
identify particle accumulations as caustic density waves.
5.8. Energy income and energy loss for density waves in a Paul trap
Let us consider the energy that is characteristic to particle motion in the
classical linear Paul trap [7]. If the z axis is directed along the trap symmetry
axis, the Mathieu equation that describes the dynamics of a single particle can
be expressed as
d2x
dτ2
+ (ax + 2qx cos 2τ)x+ b
dx
dτ
= 0, (65a)
d2y
dτ2
+ (ay + 2qy cos 2τ)y + b
dy
dτ
= 0, (65b)
where
ax = −ay = 4QU
mr20ω
2
, qx = −qy = 2QV
mr20ω
2
,
are the adimensional characteristic constants for the trap geometry, V is the
amplitude of the a.c. voltage, U stands for the d.c. voltage (V = 0 in our
case), τ = Ωt/2 represents the dimensionless time, b = 2γ/mω is the damping
parameter, Q denotes the particle charge, γ = 6piηR stands for the linear damp-
ing coefficient, η is the dynamic air viscosity under SATP conditions, while R
represents the radius of a spherical particle.
The stable behaviour of the dust particle structure or the occurrence of
density waves depend on the energy income and energy loss for the dust particle
levitated in a Paul trap. We consider the mechanical work per particle of the
electrical field in the trap WE , and the mechanical work of the viscosity forces
Wfr. The work of the electric field can either increase or decrease the charged
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particle energy, while particle energy losses are defined by the the work peformed
by the viscosity forces. The corresponding mechanical works are described by
the scalar product between forces and particle displacements:
WE(t) =
∫ t
0
dτ
(
FE(τ)| dr
dτ
)
, (66)
Wfr(t) =
∫ t
0
dτ
(
Ffr(τ)| dr
dτ
)
, (67)
where brackets denote the scalar product of vectors FE(τ) and drdτ . Particle
motion within the trap can occur along the classical trajectories r(τ) with ve-
locity dr/dτ , where FE(τ) is the electrical trap force acting upon a particle,
and Ffr(τ) = −6piηR drdτ represents the damping force. Fig. 58 illustrates the
time evolution of the energy income WE(t) and energy loss Wfr(t), for a single
particle confined in the trap.
Shifts in oscillations of lines observed in Fig. 58 illustrate that changes in
particle velocity are lagging with respect to changes in the electrical trap forces,
that are proportional to the particle acceleration. That is the physical reason
behind the energy exchange between particles and the electric field within the
trap. The decay of the difference (WE −Wfr) indicated by line 3 shows the
transition to a stable regime in Fig. 48 (b), while line 6 indicates that higher
a.c. voltages supplied to the trap electrodes result in an increase of the energy
income which represents the physical reason for density waves that develop in
many particle structures (Fig. 49 (a)).
The right panel in Fig. 58 shows the stability diagram for 30 µm particles
(which is the most probable particle size according to [376]) in the ax−qx plane,
when γ = 0 (line 1) and γ = 6piηR (line 2). Point 3 in Fig. 58 corresponds to the
experimental parameters of the stable Coulomb structure in Fig. 48 (b). Point
4 located near the boundary of the stability region corresponds to density wave
generation (Fig. 56 (a)). These points are obtained as numerical solutions of
equations (65a). Further on, we are going to obtain the experimental diagram of
exciting density waves in strongly coupled Coulomb systems of particles confined
124
0 5 10 15 20
0,01
0,1
1
10
100
6
5
4
3
1
2
  
 
 
W
(t)
t
0,0 0,5 1,0 1,5 2,0 2,5 3,0
0,0
0,5
1,0
1,5
43
2
1
a x
qx
 
 
Figure 58: (Left panel) Energy income and energy loss for one particle confined in the trap.
Stable particle structure (Fig. 48 (b)): lines 1 - WE , 2 -Wfr, 3 - (WE −Wfr). Density wave
generation (Fig. 56 (a)) : lines 4 - WE , 5 -Wfr, 6 - (WE −Wfr). Mechanical work W is given
in conditional units. (Right panel) Stability diagram of a single particle in a quadrupole Paul
trap in the (ax − qx) plane. Above the stability lines 1 and 2 the particle is ejected from
the trap (more details can be found in [170, 204, 257]). For line 1 the air viscosity is zero;
in case of line 2 air viscosity is considered for SATP (normal) conditions. Points presenting
experimental results: 3 – stable particle structure (Fig. 48 (b)), 4 – dust wave generation
(Fig. 56 (a)).
in air, under SATP (normal) conditions.
The physical mechanism responsible for particle motion along the trap axis
in a viscous gas is not yet completely explained. The mechanisms responsible
for the energy transfer from transverse oscillations of the trap electric field into
the longitudinal direction are still unknown. This change is likely possible due
to the strong inter-particle interaction that results in fast thermalization in
case of strongly coupled nonequilibrium systems of particles. Other possibilities
are shown in [380] where dielectric nanoparticles levitated in a dynamic trap
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are considered, and both degrees of freedom are coupled to the cavity field.
The longitudinal electric field can also occur as a result of the accumulating
volume charge, that appears after the build up of charge density accumulations.
Contrary to the case of the glow gas-discharge plasma, such physical mechanisms
as the energy transfer in all particle degrees of freedom related to the dependence
of the electric charge on the space position or the random fluctuations [381, 382,
383] do not occur in our experiments, due to the electric charge conservation for
particles confined in the trap, for periods of time of up to several hours [376]. A
detailed treatment of the problem of energy redistribution in the particle motion
along the trap axis represents an objective of further investigations.
5.8.1. Discussion
The paper [190] represents the first pioneering work on density wave prop-
agation in a linear structure of strongly coupled charged particles. The soli-
tary density wave is demonstrated to occur as a single hump for a quadrupole
electrodynamic trap operating under SATP (normal) conditions, when energy
losses due to air viscosity can be compensated by the energy increase owing
to the a.c. trapping fields. Generation of density waves is demonstrated by
adding charged particles to the electrodynamic trap or by performing a smooth
increase of the a.c. voltage amplitude. The physical possibility of analogous
hump density waves (caustics) is discussed by V. I. Arnold [374], as it is caused
by the nonuniform velocity distribution of dust particles.
The density waves that crop up can be identified as caustics according to
Arnold’s definition [374], as the experimental wave density profile can be de-
scribed by theoretical dependencies predicted by the caustic theory (const/
√
,
where  is the distance from the caustic singularity). The results of experimental
investigations can be considered as new proofs that confirm the versatility of the
caustic theory in describing different physical phenomena, not only for collision-
less systems of particles but also when inter-particle interaction and interaction
with external fields in viscous media are strong. Generation of a density wave in
a quadrupole electrodynamic trap has to be demonstrated, when energy losses
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due to the drag force can be compensated by the energy contribution of the
a.c. trapping fields. Therefore, these waves can be regarded as the outcome of
some sort of self-sustaining waves in a non-equilibrium environment and may
be identified as autowaves. The mathematical apparatus required to describe
the wave phenomenon has to be further developed. In opposition, the energy
of solitons has to be preserved as they are required to satisfy a certain set of
additional physical criteria [362].
5.9. Studies on the interaction between an acoustic wave and levitated micropar-
ticles in a linear Paul trap
We study the effect that a low frequency acoustic wave inflicts upon a cloud
of particles levitated in a linear Paul trap, under SATP conditions. An acous-
tic wave represents a type of longitudinal wave that consists of a sequence of
pressure pulses or elastic displacements of the material, whether gas, liquid,
or solid, in which the wave propagates. The speed of an acoustic wave is de-
termined by the temperature, pressure, and elastic properties of the medium
it crosses. In case of an electrodynamic trap, application of an acoustic wave
creates an additional force field that superposes over the trapping field. The
combined effect of the two force fields may result in thermalization and stabi-
lization of the particle. Thus, improved manipulation of the levitated particles
is achieved by implementing better control over the position in space, as well as
a more precise selection of the specific charge ratio Q/M . In case of a 3D Paul
trap the particle dynamics strongly depends on the specific charge ratio. As
the effect of an acoustic wave is essentially mechanic, it is possible to decouple
the mass M and the electric charge Q respectively, in the equation of motion.
The parameters that characterize an acoustic wave are the intensity and the
associated frequency. Both parameters span a wide range of values, so that the
mechanical effect of the acoustic wave can be determined in a precise manner.
The experiments are presented in [89, 181].
Generally, a two-dimensional (2D) quadrupole field is generated by applying
a trapping RF-voltage V0 cos Ωt between diagonally connected pairs of cylinders
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mounted parallel and equidistantly spaced around the trap central axis, where
Ω stands for the RF frequency. Particle dynamics in the x − y (radial) plane
that is normal to the trap longitudinal axis z, is governed by the same Mathieu
type of equation as is the case for a 3D cylindrical Paul trap [9, 384]. The setup
used in [89] consists of 4 equidistant, radially spaced electrodes (E1 ÷ E4) and
two endcap electrodes (E5 and E6), as illustrated in Fig. 59. The a.c trapping
voltage Vac = V0 cos (Ωt) is applied between the E2 and E3 electrodes, where
Ω = 2piν0, ν0 = 50 Hz. A d.c. voltage Ux is applied to the lower electrode
E4 with an aim to perform particle diagnosis and compensate gravity, while
the upper trap electrode E1 is connected to the ground potential. An axial
confinement voltage denoted by U0 is applied between the endcap electrodes
E5 and E6 in order to prevent particle escape along the trap axis. Under the
assumption that the trap length L is sensibly larger than the trap radius R, the
electric potential near the axis region (afar from the ends) is [9]
Φ (x, y, t) =
x2 − y2
2R2
(U0 + V0 cos Ωt) , x, y  R (68)
Figure 59: Experimental setup for acoustic wave excitation. Picture reproduced from [89]
with kind permission from O. Stoican
The trap geometry used in [89] is variable (L = 3÷7 cm), a common feature
that is shared with other previously designed linear traps [176, 177]. During the
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experiments, the value of L was kept constant at 3.5 cm. According to [89] the
equations of motion in the x− y (radial) plane for a particle levitated in a Paul
trap and located in the region close to the trap axis, that undergoes action of
an acoustic wave, can be expressed as
M
d2x
dt2
= − Q
R2
(U0 + V0 cos Ωt)x− kdx
dt
+ Facx (t) , (69)
M
d2y
dt2
=
Q
R2
(U0 + V0 cos Ωt) y − kdy
dt
+ Facy (t) , (70)
where Fac is the force exerted upon the particle by the acoustic wave, while
the second term in each equation describes the force of drag experienced by
an object that moves through a fluid, either liquid or air. The drag force is
contrary to the direction of the incoming flow velocity. For example, the drag
force acting upon an object that moves in a fluid is
D =
1
2
CρAv2 , (71)
where C stands for the drag coefficient that varies with the speed of the body in
motion, ρ is the density of the fluid, A represents the cross-section area of the
body that is normal to the flow direction, and v denotes the speed of the object
with respect to the fluid. Considering spherical particles, the force of viscosity
(or the drag force) on a small sphere moving through a viscous fluid is given by
the Stokes law
Fd = 6piηRpv , (72)
where η is the dynamic viscosity (in case of air, under SATP conditions η =
18.5 µPa·s), Rp stands for the particle radius, and v denotes the flow veloc-
ity relative to the particle. The microparticle weight is considered negligible.
Further on we introduce the adimensional time denoted as ξ = Ωt/2 [9], which
changes the system of equations (69) into
d2u
dξ2
+ δ
du
dξ
+ (au + 2qu cos (2ξ))− fac u = 0, u = x, y , (73)
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with
ax = −ay = 4QU0
MΩ2R2
, qx = −qy = 2QV0
MΩ2R2
, δ =
12piηRpv
MΩ
, fac u (t) =
4Fac u
MΩ2
.
(74)
The values of the adimensional parameters determine the frontiers of the
stability domains for the solutions of the Mathieu equation [8, 9, 55]. The first
stability domain of the Mathieu equation is illustrated in Fig. 60. If the adiabatic
approximation is valid ( |ax|, |ay|  1 and |ax|, |ay|  1 ), the solutions to the
system of eqs. (73) are bound and may be expressed as [9]
x (t) = x0 cos (ωxt+ ϕx)
(
1 +
qx
2
cos Ωt
)
, (75)
y (t) = y0 cos (ωyt+ ϕy)
(
1 +
qy
2
cos Ωt
)
, (76)
where x0, y0, ϕx, ϕy are determined from the initial conditions, and
ωx =
Ω
2
√
q2x
2
+ ax, ωy =
Ω
2
√
q2y
2
+ ay . (77)
Figure 60: The first stability domain of the Paul trap including the lines of constant values
for βr and βz . Picture reproduced from [9] by courtesy of G. Werth.
Thus, the dynamics of a single particle (ion) in the radial (x− y) plane is a
harmonic oscillation at two characteristic frequencies ωx and ωy (called secular
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motion), which is amplitude modulated at the drive frequency Ω (micromotion)
[258, 266]. If one disregards the micromotion, the ion dynamics in the radial
plane x − y can be assimilated with the motion of a particle in a harmonic
potential.
5.9.1. Experimental setup
The experimental setup (shown in Fig. 59) relies on the method described
in [385]. The beam generated by a cw laser diode (650 nm, 5 mW) is directed
along the longitudinal axis of the trap. The electric potential along the trap z
axis is well characterized by eq. (68). A photodetector (PD) placed outside the
trap, normal to the beam direction, is used to collect a fraction of the radiation
scattered by the trapped microparticles. Background light effects are mitigated
using a dedicated electronic circuit. Acoustic excitation of trapped microparti-
cles is performed by means of a loudspeaker, that generates a monochromatic
acoustic wave with frequency νA. The scattered radiation intensity is amplitude
modulated by the particle motion. The spectrum of frequency components or
more precisely the frequency-domain representation of the signal is visualized
by means of a spectrum analyzer. The experimental setup (shown in Fig. 61) is
an enhanced version of the previous setup used in [181].
Figure 61: Experimental setup for acoustic wave excitation. Measurement chain. Picture
reproduced from [89] with kind permission from O. Stoican.
Polydisperse Al2O3 microparticles with dimensions ranging between 60 ÷
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200 µm have been used. When the operating point in the stability diagram of
the Mathieu equation reaches the boundary (springpoint, according to [299]),
large amplitude oscillations of the microparticle occur which end in particle loss.
Experimental data taken in absence and in presence of the acoustic excitation
are reproduced in Fig. 62 and Fig. 63.
Figure 62: Spectra of the photodetector output voltage in absence of acoustic excitation.
Experimental parameters: ν0 = 80Hz, V0 = 3.3 kV, Ux = 0 V. Picture reproduced from [89]
with kind permission from O. Stoican.
Fig. 63 clearly illustrates how an acoustic wave induces additional lines in
the motional (dynamic) spectrum of the trapped microparticles. If the value
of the acoustic wave frequency νA is close to the value of the a.c. voltage
frequency ν0, an amplitude modulation of the photodetector voltage is reported.
The phenomenon is identical with the beat frequency between two wavelengths.
A numerical analysis is also performed in [89], while the results show a good
agreement with the experiment. Based on the experimental results it is supposed
that the operating point in the stability diagram of the linear trap under test
corresponds to qx ≈ 0.908 (namely Q/M ≈ 5.4 × 10−4 C/kg, according to eq.
74). If the specific charge ratio Q/M is known as well as the microparticle mass,
then the value of the electric charge Q can be estimated.
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Figure 63: Spectrum of the photodetector output voltage in case of acoustic wave excitation
microparticles. Experimental parameters: ν0 = 80 Hz, V0 = 3.3 kV, Ux = 0 V, U0 = 920 V,
sound level ≈ 85 dB. fA in the picture corresponds to νA in our case. Picture reproduced
from [89] with kind permission from O. Stoican.
6. Multipole linear electrodynamic traps. Discussion and area of ap-
plications
We review some of the most important milestones that describe experiments
with microparticles in quadrupole and multipole traps, in an attempt to describe
state of the art in the field. Among the first papers aimed at investigating
confinement of ion clouds in multipole traps we can mention Refs. [386] and
[387]. Particle (ion) dynamics has been studied by means of the numerical
integration of the equations of motion, while ion stability was shown to be phase
and position dependent. The trajectories envelope and the phase-dependence
of ion location in the quadrupole and hexapole RF traps was emphasized.
An electrodynamic trap, used for investigating charging processes of a single
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grain under controlled laboratory conditions, is proposed in [388]. A linear
cylindrical quadrupole trap was used, where every electrode was split in half
in order to achieve a harmonic trapping potential and thus perform precise
measurements on the specific charge-to-mass ratio, by determining the secular
frequency of the grain. The approach relies on a method previously applied
in case of microparticles [181]. In Ref. [294] mathematical simulations are
used to investigate a dust particles behaviour in a Microparticle Electrodynamic
Ion Trap (MEIT) with quadrupole geometry. Regions of stable confinement of
a single particle are reported in dependence of frequency and charge-to-mass
ratio. An increase of the mediums dynamical viscosity results in extending
the confinement region for charged particles. Ordered Coulomb structures of
charged dust particles obtained in a quadrupole trap operated under SATP
conditions are also reported by the group from the JIHT Institute in Moscow,
RAS [389]. Very recent papers focus on measuring the charge of a single dust
particle [390, 391], on the effective forces that act on a microparticle levitated in
a Paul trap [375, 392], or confinement of microparticles in a gas flow [393, 394].
Other papers report on the dynamics of micrometer sized particles levitated in
a linear electrodynamic trap that operates under SATP conditions, where time
variations of the light intensity scattered by the microparticles are recorded
and analyzed in the frequency domain [89, 256]. The paper of Marmillod et
al presents a RF/high voltage pulse generator that provides suitable waveforms
required to operate a planar multipole ion trap/time-of-flight mass spectrometer
[395].
A late paper focused on MEITs and the physics associated to them [258]
investigates ring electrode geometry and quadrupole linear trap geometry cen-
timeter sized traps, used as tools for physics teaching labs and lecture demon-
strations. A viscous damping force is introduced to characterize the motion of
particles confined in MEITs operating under SATP conditions [257]. With re-
spect to the microparticle species used, it is demonstrated that Stokes damping
describes well the mechanism of particle damping in air. The secular force in
the one-dimensional case is inferred. Nonlinear dynamics is also observed [63],
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as such mesoscopic systems [396] are excellent tools to perform integrability
studies and investigate quantum chaos [65].
Investigations on higher pole traps intended to be used for ion trapped based
frequency standards were first reported in Ref. [397]. A 12-pole trap was tested
and ions have been shuttled into it originating from a linear quadrupole trap.
The outcome of the experiments was a clear demonstration that a multipole
trap holds larger ion clouds with respect to a quadrupole trap. The paper also
emphasizes on the issue of space charge interactions that are non-negligible in
a multipole trap. The Boltzmann equation that characterizes large ion clouds
in the general multipole trap of arbitrary order was solved. The authors state
that fluctuations in the numbers of trapped ions influence the clock frequency
much less severely than in the quadrupole case, which motivates present and
future quest towards developing and testing multipole traps for high-precision
frequency standards [10, 81]. An interesting paper [398] reports on the JPL
multipole linear ion trap standard (LITS) which has demonstrated excellent
frequency stability and improved immunity from two of its remaining systematic
effects: the second-order Doppler shift and the second-order Zeeman shift. The
authors report developments that reduce the residual systematic effects to less
than 6×10−17, and the highest ratio of atomic transition frequency to frequency
width (atomic line quality factor) ever demonstrated in a microwave atomic
standard operated at room temperature.
An Electron Spectrometer MultiPole Trap (ES-MPT) setup was devised by
Jusko and co-workers [399]. A radio-frequency (RF) ion trap and an electron
spectrometer were used in the experiment, with an aim to estimate the energy
distribution of electrons produced within the trap. Results of simulations and
first experimental tests with monoenergetic electrons from laser photodetach-
ment of O− are presented. Other papers of the group from the Charles Univ. of
Prague approach the study of associative photodetachment of H− +H using a
22-pole trap combined with an electron energy filter [400], study of capture and
cooling of OH− ions in multipole traps [267, 401] or H− ions in RF octupole
traps with superimposed magnetic field [402].
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Numerical simulations of the kinetic temperature of ions levitated in a cryo-
genic linear multipole RF trap, that are subject to elastic collisions with a buffer
gas are presented in [403]. The ion temperature dependence on the trapping
parameters is analyzed in detail. A disadvantageous ion-to-neutral mass ratio
combined with high trapping voltages might result in ion heating, at temper-
atures which are much above the trap temperature. Transversal probability
distributions are obtained for a 22-pole ion trap and various trapping voltages.
As the trapping voltage increases, the ions are pushed closer to the RF elec-
trodes. A new design of the 22-pole cryogenic electrodynamic trap is discussed
in [404], where buffer gas-cooled H2D
+ ions are confined at a nominal trap tem-
perature of 14 K. One of the experimental issues in case of cryogenic traps lies
in the realization of a RF resonator that should dissipate very little power [405].
A linear octupole ion trap that is suitable for collisional cryogenic cooling and
spectroscopy of large ions is investigated in [406]. The strong radial confine-
ment achieved by the trap is superior to the performance of a 22-pole trap as it
enhances the dissociation yield of the stored ions to 30 %, which recommends
it for laser spectroscopy studies [2]. A 22 pole ion trapping setup intended for
spectroscopy has been tested in [407], using CH+5 and H3O
+ ions that are buffer
gas cooled by using He at a temperature of 3.8 K.
Multipole ion traps designs based on a set of planar, annular, concentric elec-
trodes are presented in [408]. Such millimeter (mm) scale traps are shown to
exhibit trap depths as high as tens of electron volts. Several example traps were
investigated, as well as scaling of the intrinsic trap characteristics with voltage,
frequency, and trap size. Stability and dynamics of ion rings in linear multi-
pole traps as a function of the number of poles is studied in [409]. Multipole
traps present a flatter potential in their centre and therefore a modified density
distribution compared to quadrupole traps. Crystallization processes in multi-
pole traps are investigated in [410], where the dynamics and thermodynamics
of large ion clouds in traps of different geometry is explored. Applications of
QIT and multipole ion traps span areas such as Quantum Information Process-
ing (QIP), metrology of frequencies and fundamental constants [17, 46, 100],
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production of cold molecules and the study of chemical dynamics at ultralow
temperatures (cold ionatom collisions) [411]. A most recent paper reports on a
microfabricated planar ion trap featuring 21 d.c. electrodes, intended to study
interactions of atomic ions with ultracold neutral atoms. The design also in-
tegrates a compact mirror magneto-optical chip trap (mMOT) for cooling and
confining neutral 87Rb atoms, that are transferred into an integrated chip-based
Ioffe-Pritchard trap potential [412].
6.1. Improved stability in multipole ion traps. Optimizing the signal-to-noise
ratio
In case of quadrupole traps the second-order Doppler effect is the result
of space-charge Coulomb repulsion forces acting between trapped ions of like
electrical charges. The Coulombian forces are balanced by the ponderomotive
forces produced by ion motion in a highly non-uniform electric field. For large
ion clouds most of the motional energy is found in the micromotion. Multi-
pole ion trap geometries significantly reduce all ion number-dependent effects
resulting through the second-order Doppler shift, as ions are weakly bound with
confining fields that are effectively zero through the inner trap region and grow
rapidly close to the trap electrode walls. Because of the specific map shape
of trapping fields, charged particles spend relatively little time in the high RF
electric fields area. Hence the RF heating phenomenon (micromotion) is sensi-
bly reduced. Multipole traps have also been used as tools in analytical chem-
istry to confine trapped molecular species that exhibit many degrees of freedom
[267, 269, 270, 271]. Space-charge effects are not negligible for such traps. Nev-
ertheless, they represent extremely versatile tools to investigate the properties
and dynamics of molecular ions or to simulate the properties of cold plasmas,
such as astrophysical plasmas or the Earth atmosphere. Stable confinement of
a single ion in the radio-frequency (RF) field of a Paul trap is well known, as
the Mathieu equations of motion can be analytically solved [8, 9, 51, 55].
New Structures for Lossless lon Manipulations (SLIM) module were recently
developed to explore ion trapping at a pressure of 4 Torr [413]. Based on
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such setup ions can be trapped and accumulated with up to 100 % efficiency,
contained for minimum 5 hours with insignificant losses and then rapidly ejected
outside the SLIM trap. Such features open new pathways for enhanced precision
ion manipulation.
6.2. Regions of stability in multipole traps. Discussion
A linear quadrupole Paul trap uses a combination of time varying and static
electric potentials, to create a trapping configuration that confines charged par-
ticles such as ions, electrons, positrons, micro or nanoparticles (NPs) [46, 100,
414]. A radiofrequency (RF) or a.c. voltage is used in order to generate an
oscillating quadrupole potential in the x − y plane, which achieves radial con-
finement of the trapped particles. Axial confinement of positively charged ions
(particles) is achieved by means of a static potential applied between two end-
cap electrodes located at the trap ends, along the trap axis (z plane). The RF
or a.c. field induces an effective potential which harmonically confines particles
in a region where the field exhibits a minimum, under conditions of dynamic
stability [8, 9, 55, 257, 258]. As it is almost impossible to achieve quadratic a.c.
and d.c. endcap potentials for the whole trap volume, it can be assumed that
near the trap axis the electric potential can be regarded as harmonic, which is
a sufficiently accurate approximation.
Stable confinement of a single ion in the radio-frequency (RF) field of a Paul
trap is well known, as the Mathieu equations of motion can be analytically
solved [8, 9, 55]. This is no longer the case for high-order multipole fields
where the equations of motion do not admit an analytical solution. In that case
particle dynamics is quite complex, as it is described by non-linear, coupled,
non-autonomous equations of motion. The solutions for such system can only
be found by performing a numerical integration [9, 31, 55, 79]. The assumption
of an effective trapping potential still holds and ion dynamics can be separated
into a slow drift (the secular motion) and the rapid oscillating micromotion
[401, 415]. The effective potential in case of an ideal cylindrical multipole trap
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can be expressed as
V ∗(r) =
1
4
n2(qVac)
2
mΩ2r02
(
r
r0
)(2n−2)
, (78)
where Vac is the amplitude of the RF field and n is the number of poles (for
example n = 2 for a quadrupole trap, n = 4 for an octupole trap and n = 6
for a 12-pole trap). The larger the value of n, the flatter the potential created
within the trap centre and the steeper the potential close to the trap electrodes.
Recent experiments show that in case of linear multipole RF (Paul) traps,
single ring structures occur as an outcome of the radial potential geometry. By
investigating the stability of these tubular structures as a function of the number
of trap poles, it turns out that the ions arrange themselves as a triangular lat-
tice folded onto a cylinder [409]. Numerical simulations performed for different
lattice constants supply the normal mode spectrum for these ion structures.
Nonlinear dynamics of a charged particle in a RF multipole ion is investi-
gated in [197] and the expression of the 2D electrical potential of the trap is
supplied. The existence of localization regions for ion dynamics in the trap is
demonstrated. The associated Poincare´ sections illustrate ion dynamics to be
highly nonlinear. Another paper proposes a new method to analyze the poten-
tial field in multipole ion traps [416], which shows a good agreement with both
the numerical calculations and experimental data. Results show that for mul-
tipole traps the associated dynamics exhibits multiple stable quasi-equillibrium
points. The high-order Laplace fields that appear in multielectrode trap systems
yield quasi-periodic or chaotic nonlinear ion motion, which is demonstrated as
an Ince-Strutt-like stability diagram. A numerical demonstration is performed
for a 22-pole trap [416].
6.2.1. Multipole trap geometries. Experimental setups
We report three setups of Multipole Microparticle Electrodynamic Ion Traps
(MMEITs). The first geometry consists of eight brass electrodes of 6 mm di-
ameter equidistantly spaced around a 20 mm radius, and two endcap electrodes
located at the trap ends that are 65 mm apart. The second trap geometry con-
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sists of twelve equidistantly spaced brass electrodes (a1÷ a12) and two endcap
electrodes (b1 and b2), as illustrated in Fig. 64. The electrode diameter is 4 mm,
the trap radius is 20 mm, while the electrode length does not exceed 85 mm.
A sketch of the 12-electrode trap geometry designed and tested is shown in
Fig. 64. Both setups are intended to study the appearance of stable and or-
dered patterns for different microparticle species. Alumina microparticles (with
dimensions ranging between 60 ÷ 200 microns) were used in order to illustrate
the trapping phenomenon, but other species can be considered. Specific charge
measurements over the trapped microparticle species can also be performed by
refining the setup. The 12-electrode trap tested is characterized by a variable
geometry [89, 176, 177], as its length can vary between 10÷75 mm. The endcap
electrode denoted as b2 is located on a piston which slides along the z axis of
the trap. An electronic supply system deliveres an a.c. voltage Vac with an
amplitude of 0 ÷ 4 kV and a variable frequency in the 40 ÷ 800 Hz range, re-
quired in order to achieve radial trapping of charged particles. A high voltage
step-up transformer driven by a low frequency oscillator (main oscillator) O1
delivers the Vac voltage, as shown in Fig. 65. An auxiliary oscillator O2 is used
to modulate the amplitude of the Vac voltage. The modulation ratio can reach
a peak value of 100%, while the modulation frequency lies in the 10 ÷ 30 Hz
range.
Photos of both 8-electrode and 12-electrode traps are presented in Fig. 66.
The electronic system also supplies a variable d.c voltage Ux (also called diagnose
voltage) applied between the upper and lower multipole trap electrodes, used to
compensate the gravitational field and shift the particle position along the x axis.
Ions confined in linear Paul traps under ultrahigh vacuum conditions do arrange
themselves along the longitudinal z axis and within a large region around it,
where the trapping potential is very weak. The situation is sensibly different in
case of electrically charged microparticles, which we explain in Section 6.3. An
extra d.c. variable voltage Uz is applied between the trap endcap electrodes, in
order to achieve axial confinement and prevent particle loss at the trap ends. The
Ux and Uz voltages range between 100÷ 700 V, and their polarity is reversible.
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Figure 64: A sketch of the 12-electrode linear Paul trap geometry. a) cross-section;
b) longitudinal section; c) electrode wiring. Picture reproduced from [178] with kind permis-
sion of the authors. Copyright AIP.
Both the Ux and Uz voltages are obtained using a common d.c. double power
supply that delivers a voltage of ± 700 V at the output. Because the absorbed
d.c. current is very low, the d.c. voltages are supplied to the electrodes by
means of potentiometer voltage dividers as shown in Fig. 65.
The supply system is a single unit which delivers all the necessary trapping
voltages, as illustrated in Fig. 67. A microcontroller based measurement elec-
tronic circuit allows separate monitoring and displaying of the supply voltage
amplitudes and frequencies (for the a.c. voltage and modulation voltage). In
order to visualize and diagnose the trapped particles, the experimental setups
are equipped with two different illumination systems. The first system is based
on a halogen lamp whose beam is directed normal to the trap axis. The second
system consists of a laser diode solidary attached to one of the endcap electrodes,
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Figure 65: Block scheme of the electronic supply unit. Picture reproduced from [178] with
kind permission of the authors. Copyright AIP.
whose output beam is directed parallel to the trap axis.
If the a.c. voltage is lower than 3 kV stable particle oscillations are ob-
served, until the d.c. potential is adjusted to balance vertical forces such as
gravity. When such condition is satisfied the oscillation amplitude becomes
vanishingly small and the particle experiences stable trapping [90]. The traps
that we tested are fitted to study complex Coulomb systems (microplasmas)
confined in multipole dynamic traps operating at SATP conditions. The exper-
imental results clearly demonstrate that the stability region for multipole traps
is sensibly larger in comparison to the case of a quadrupole trap (electrodynamic
balance configuration) [91, 258, 294, 397].
The electrolytic tank method was used to map the radiofrequency field po-
tential within the inner volume of the 12-electrode and 16-electrode traps. A
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Figure 66: Photos of the 8-electrode and 12-electrode linear Paul trap geometries designed
and tested in INFLPR. Images reproduced from [178] with kind permission of the authors.
Copyright AIP.
a) b)
Figure 67: (a) Electronic supply unit used for the 8-pole, 12-pole, and 16-pole traps designed
in INFLPR, versus (b) EIT setup with Ring Trap geometry included, designed and tested by
Newtonian Labs. Image (a) reproduced from [178] under kind permission of the authors, and
image (b) reproduced from http://newtonianlabs.com/eit/BirdsEyeView1.html, by courtesy
of K. Libbrecht
precision mechanical setup has been designed and realized in order to chart the
electric field within the traps. Dedurized water was used as an electrolyte solu-
tion. Two a.c. supply voltage values were used: 1 V and 1.5 V, respectively. We
emphasize that these are the amplitude values measured. Measurements were
performed for an a.c. frequency value of Ω = 2pi × 10 Hz. Figures 68 and 69
show the experimentally obtained contour and 3D maps of the trap potential
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(rms values).
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Figure 68: Contour and 3D plots for the 12-electrode Paul trap potential when Vac = 1V .
Picture reproduced from [178] with kind permission of the authors. Copyright AIP.
6.2.2. Results
Different linear multipole electrodynamic trap geometries operating under
SATP conditions have been investigated. Work was focused on an 8-electrode, a
12-electrode, and a 16-electrode trap geometry respectively, with an aim to study
conditions for stable microparticle confinement and to illustrate the emergence
of planar and volume structures for these microplasmas. Microparticles are
radially confined due to the a.c. trapping voltage Vac, which is set at a value of
2.5 kV. Levitated microparticles can be shifted both axially and vertically using
two d.c. voltages: Uz and Ux. The geometry of the 8-electrode trap has proven
to be very critical, different radii have been tested and the trap has gone through
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Figure 69: Contour and 3D plots for the 12-electrode Paul trap potential when Vac = 1.5V .
Picture reproduced from [178] with kind permission of the authors. Copyright AIP.
intensive tests with an aim to optimize it. It presents a sensibly higher degree
of instability compared to the 12-electrode and 16-electrode geometries. A 16
electrode trap designed and tested in INFLPR is shown in Fig. 70. The trap
geometry consists of 16 brass electrodes of 60 mm length and 4 mm diameter,
equidistantly spaced on a 46 mm diameter. If the AC potential is not too
large (Vac < 3.5 kV), stable oscillations will occur until the d.c. potential is
adjusted to balance vertical forces such as gravity. When this condition is
fulfilled the oscillation amplitude becomes vanishingly small and the particle is
stable trapped [417].
The 12-electrode (pole) trap has been studied more intensively as particle
dynamics is far more stable. The traps are loaded with microparticles by means
of a miniature isolated screwdriver. The peak of the screwdriver is inserted
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Figure 70: Image of a 16 electrode trap with variable geometry, designed and tested in IN-
FLPR, for levitating microparticles under SATP conditions. The trap radius is 23 mm. Image
reproduced from [179] with kind permission of the publisher.
into the alumina powder. When touching the screwdriver to one of the trap
electrodes, the particles are instantly charged and a small part of them are
confined, depending on their energy and phase of the a.c. trapping field. Thus
a trapped particle microplasma results (very similar to a dusty plasma, which is
of great interest for astrophysics), consisting of tens up to hundreds of particles.
Such a setup is suited in order to study and illustrate particle dynamics in
electromagnetic fields, as well as the appearance of ordered structures, crystal
like formations [176, 177, 178, 257, 258].
The a.c. potential within the 12 and 16 electrode trap was mapped using
an electrolytic tank filled with dedurized water. Further on, we will describe
the method used for the 16-pole trap. The trap was immersed within the water
around 38 mm of its total length. A needle electrode was used to measure the
trap voltage, immersed at 16 mm below water level. The needle electrode can be
displaced 36 mm both horizontally and vertically, using a precision mechanism.
The trap potential was mapped using a transversal (radial) section located at
22 mm with respect to the immersed end, for 2 mm steps on both vertical
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and horizontal position. The experimental setup including the trap and the
electrolytic tank is shown in Fig. 71. The Paul trap was supplied with a sine
wave delivered by a function generator at 46.1 Hz frequency. An oscilloscope was
used to monitor the sine wave. The rms value of the a.c. voltage was measured
using a precision voltmeter. Maps of the trap potential were obtained for a
0.5 V amplitude sine wave supplied to the trap electrodes. The sine wave was
applied between even and respectively uneven electrodes, connected together.
In Fig. 72 we show maps of the trap potential for a supply voltage of 1.5 V
amplitude (1.037 V rms value) sine wave.
Figure 71: Use of electrolytic tank method to chart the map of the electric field within the 16
electrode trap. Image reproduced from [179] with kind permission of the publisher
Practically, stable confinement is achieved especially in the 12-electrode
(pole) and 16-electrode traps, as we have observed thread-like formations (strings)
and especially 2D (some of them zig-zag) and 3D structures of microplasmas.
The stable structures observed have the tendency of aligning with respect to the
x component of the radial field. The ordered formations are not located along
the trap axis, but rather in the proximity of the electrodes. The laser diode
has been shifted away from the initial position (along the trap axis), towards
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outer regions of the trap. We report stable confinement for hours and even days.
Laminary air flows that cross the trap volume break an equilibrium which might
be described as somehow fragile and some of the particles can neutralize at the
electrodes. Nevertheless, we have also tested the trap under conditions of in-
tense air flows and we have observed that most of the particles remain trapped,
even if they rearrange themselves after being subject to intense and repeated
perturbations. When a transparent plastic box was used in order to shield the
trap, a sensible increase in the dynamical stability of the particle motion has
been achieved, as well as the emergence of larger clouds. Experimental evidence
presented demonstrates that a 16 electrode trap design is characterized by an
extended region of lower field with respect to the 8-electrode and 12-electrode
geometries we have tested. Moreover, the 16-electrode trap design is suitable
for various applications where larger signal-to-noise ratios are required.
We illustrate below maps of the trap potential for a supply voltage of 1.5 V
amplitude (1.037 V rms value) sine wave.
In Fig. 73 we present some images that illustrate the stable structures we
have been able to observe and photograph in the 12-pole trap. All photos were
taken with a high sensitivity digital camera, using the halogen lamp in order to
illuminate the trap. Pictures taken using the laser diode were less clear due to
reflection of light on the trap electrodes. We report filiform structures consisting
of large number of microparticles far from the trap centre, where the trapping
potential is extremely weak. This leads to the conclusion that microparticle
weight is not balanced by the trapping field in the region located near the
trap centre. Moreover, most of the ordered structures observed were generally
located very close to the trap electrodes, at distances about 2 ÷ 10 mm apart
from them. The a.c. frequency range was swept between Ω = 2pi×50÷2pi×100
Hz.
The trap geometries investigated are characterized by multiple regions of
stable trapping, some of them located near the trap electrodes. Most of the
photos taken illustrate such phenomenon along with the numerical simulations
performed. At least three or four regions of stable trapping were identified, but
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Figure 72: Maps of the 16-electrode trap potential: contour plot, pseudocolor plot, surface plot
and ribbon plot for an input sine wave of 1.5 V amplitude (1.037 V rms). Picture reproduced
from [179] with kind permission of the authors. Copyright AIP.
due to camera limitations focusing was achieved for a limited region of space.
When looking with bare eyes and for an adequate angle of observation, spatial
structures were observed in different regions within the trap volume. We can
ascertain that the multipolar trap geometries investigated, and especially the
linear 12- and 16-electrode Paul traps exhibit an extended region where the
trapping field almost vanishes. The amplitude of the field rises abruptly when
approaching the trap electrodes, which leads to stable trapping along with the
occurrence of planar and volume structures in a layer of about a few millimeters
thick, which practically spans the inner electrode space. We also report parti-
cle oscillations around equilibrium positions, where gravity is balanced by the
trapping potential. Close to the trap centre particles are almost frozen, which
means they can be considered motionless due to the very low amplitude of their
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Figure 73: Photos of the ordered structures observed in the 12-electrode Paul trap. Images
reproduced from [178] with kind permission of the authors. Picture reproduced from [179]
with kind permission of the authors. Copyright AIP.
oscillation. The oscillation amplitude increases as one moves away from the
trap centre. We also report regions of dynamical stability for trapped charged
microparticles located far away from the centre of the trap, as illustrated in
Fig. 73. The values of the specific charge ratios for the alumina microparticles
range between 5.4× 10−4 ÷ 0.13× 10−3 C/kg [177, 181].
The experimental results reported deal with trapping of microparticles in
multipole linear ion (Paul) traps (MLIT) operating in air, under SATP con-
ditions. We suggest such traps can be used to levitate and study different
microscopic particles, aerosols and other constituents or polluting agents which
might exist in the atmosphere. The research performed is based on previous
results and experience [176, 180, 181, 256, 305, 375]. Numerical simulations
were run in order to characterize microparticle dynamics.
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6.3. Analytical and numerical modelling. Instabilities. Mitigation
In addition to experimental work, numerical simulation of charged particle
dynamics was carried out under conditions close to the experiment. Brownian
dynamics was used to study charged microparticle motion and thus identify
regions of stable trapping. Numerical simulations take into account stochastic
forces of random collisions with neutral particles, viscosity of the gas medium,
regular forces produced by the a.c. trapping voltage and gravity. Thus, mi-
croparticle dynamics is characterized by a stochastic Langevin differential equa-
tion [294, 305]:
mp
d2r
dt2
= Ft(r)− 6piηrp dr
dt
+ Fb + Fg (79)
where m and rp represent the microparticle mass and radius vector, η is the
dynamic viscosity of the gas medium with η = 18.2 µPa·s, and Ft(r) is the
ponderomotive force. The Fb term stands for the stochastic delta-correlated
forces accounting for stochastic collisions with neutral particles, while Fg is the
gravitational force. We consider a microparticle mass density value ρp = 3700
kg/m3 [181, 256], valid for all simulations performed [178, 418]. In order to
solve the stochastic differential equation (79), the numerical method developed
in [419] was used. The average Coulomb force that acts on a microparticle
(as an outcome of the contribution of each trap electrode) can be expressed as
the vector sum of forces of point-like charges uniformly distributed along the
electrodes, as demonstrated in [294, 375]:
|Ft(r)| =
∑
s
LUq
2N ln
(
R2
R1
)
(rs − r)2
, (80)
where L is the length of the trap electrodes, U is the trapping voltage: Vac sin(Ωt)
or Vac sin(Ωt + pi), q is the microparticle charge, N is the number of point-like
charges for each trap electrode, R2 and R1 represent the radii of the grounded
cylindrical shell surrounding the trap and trap electrode respectively, while r
and rs denote the vectors for microparticle and point-like charge positions re-
spectively. Numerical simulations were run considering the following trap pa-
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rameters: length of electrodes L = 6.5 cm, Vac = 2 kV, R2 = 25 cm, R1 = 3
mm, and a trap radius value rt = 2 cm. For such model the results of the
computations depend on Φp, defined in Sec. 4.8 by eq. 54.
To investigate the influence of the number of trap electrodes on the sta-
bility of alumina (dust) particles, we study the average amplitude of particle
oscillations. We consider the dynamics of a number of 20 microparticles con-
fined within the trap and average the amplitudes of particle oscillations. To
achieve that we choose a period of time long enough (around ten periods of the
a.c. trapping voltage), so as to obtain stable particle oscillations. Trajectories
for 20 particles confined in 8-electrode, 12-electrode, and 16-electrode traps re-
spectively, are shown in Fig. 74. As the number of trap electrodes increases,
particle trajectories are shifted downwards because of a smaller gradient of the
a.c. electric field, as illustrated in Fig 74.
In order to achieve dust particle confinement, besides the a.c. trapping volt-
age there are several other parameters that have to be considered: the a.c.
voltage frequency, the influence of the trap geometry (by means of the trap
geometrical parameters), the particle dimension and its geometrical shape, or
the inter-electrode distance value. Ref. [393, 418] demonstrate the connection
between stable dust particle confinement and the a.c. field frequency or the spe-
cific charge ratio Q/M , for the two trap geometries considered and two different
values of the viscosity. The first trap geometry consists of 4 wires (see Fig. 44),
while the second geometry comprises only 2 wires, supplied at an a.c. voltage
Uω sin(ωt).
As it follows from Fig. 75, for each frequency of the a.c. voltage the regions
of confinement are bounded by the lower and upper values of the specific charge
ratio. Beyond these regions the trap cannot confine dust particles. In the left
panel of Fig. 75 the confinement region characteristic to the two wire trap (2WT)
is shifted, while in the same time it is wider with respect to the confinement
region in case of a 4 wire trap (4WT). This result is an outcome of the smaller
boundary gradients for the potential field inside the 2WT trap, with respect to
case of the 4WT. Thus, in order to maintain particles levitated inside the 2WT
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Figure 74: End views of the microparticle tracks in (a) 8-electrode, (b) 12-electrode, and (c) 16
electrode traps at f = 60 Hz. Big black dots correspond to trap electrodes (not in scale). The
microparticle electric charge value was chosen q = 8 · 104e. The d.c. voltage was disregarded
in the simulations. Images reproduced from [178] with kind permission of the authors under
AIP Copyright, and from [179] with kind permission from the publisher.
trap a higher value of the charge-to-mass ratio is required.
A comparison between the left and central panels in Fig. 75 shows that
the confinement region becomes wider for both trap geometries as the viscosity
increases. Simulations were carried out for two different values of the dynamic
viscosity: η = 1.7×10−6 Pa·s, and η = 17×10−6 Pa·s. The confinement regions
also depend on the complicated interplay between the trap confining forces and
viscosity, suppressing dust particle oscillation and possible resonance. A lower
viscosity value results in smaller dissipation of the dust particle energy, thus
increasing the velocity and implicitly the energy that a particle acquires from
the trap field. Experimental results suggest that the 4WT geometry is better as
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Figure 75: Regions of dust particle confinement in the f – Q/M plane, for two trap geometries
and two different values of the viscosity. The parameter values are: f = 30 ÷ 200 Hz ,
Uend = 900 V, Uω = 4400 V, ρp = 0.38× 104 kg/m3, rp = 7 µm, Qp = 2× 104e÷ 6.8× 105e,
η = 17 × 10−6 Pa·s – dynamic viscosity, T = 300K. Source: picture reproduced (modified)
from [393] with permission of the authors.
it implies a lower value of the specific charge ratio Q/M or of the a.c. voltage
Uω required to confine particles.
In order to solve the stochastic differential equation (79), the numerical
method developed in [419] is used. Numerical simulation is performed consider-
ing the following trap parameter values: electrode length L = 6.5 cm, R2 = 25
cm, R1 = 3 mm, trap radius rt = 4 cm, and a.c. voltage amplitude Uω = 2 kV.
In Fig. 76 hills correspond to potential barriers and pits correspond to po-
tential wells that attract microparticles. White holes inside the hills correspond
to trap electrodes. Every half-cycle period of the a.c. voltage barriers and wells
swap positions, and each particle oscillates between these positions. Particle os-
cillations result in dynamic confinement [294]. Fig. 77 presents the confinement
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regions for electrically charged microparticles confined in 8, 12 and 16 electrode
trap geometries, that are investigated in [178, 179]. The confinement regions
are identified as follows: for an 8 electrode trap the trapping region is located
between solid gray lines, for a 12 electrode trap the area delimited by dark gray
dash lines, and for a 16 electrode trap the zone delimited by black dash-dot-dot
lines. Beyond these regions multipole traps cannot confine particles. In case of
low values of the electric charge, the a.c. field can no longer compensate the
gravity force and particles flow across the trap. When the particles reach the
right-hand area of the trapping region, the electric field pushes them out of the
trap during one half-cycle of the oscillation.
The dependence between the particle oscillation amplitude and the number
of electrodes is illustrated in Fig. 78. In Fig. 78(a), for a rather low value of
the electric charge, the dependency of the averaged amplitude of motion on the
frequency f exists only for 12 and 16 electrode traps, because the regions of
particle confinement for these traps are wider than the one corresponding to an
8 pole trap. The dependence of the oscillation amplitude on the number of trap
electrodes is complex and it depends on the electric charge and inter-particle
interaction, as mentioned before. The higher the frequency of the a.c. field, the
lower the oscillation amplitude. For an 8 electrode trap, a resonance effect at
60 Hz is identified for particles with an electric charge value of q = 8× 104e.
Experimental investigations are performed in quadrupole and octupole ver-
tically oriented traps. Fig. 79 and Fig. 80 show photographs of a horizontal cut
of dusty structures confined for various frequencies of the a.c. trapping voltage.
The voltage amplitude is 4.25 kV. The bright spot in the centre of the photos
represents the end electrode that provides particle levitation.
In case of the quadrupole configuration for a frequency f = 50 Hz, the
particles are located near the symmetry axis of the trap. By increasing the
frequency the amplitudes of particle oscillations decrease, while the inter-particle
distances expand. When the frequency increases from 50 Hz to 130 Hz the
oscillation amplitude drops off by 65%, from 0.65 mm down to 0.23 mm. In
case of the octupole trap the particles are approximately arranged in a circle,
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Figure 76: 3D plots for a 8 (a), 12 (b) and 16 (c) pole traps. Source: pictures reproduced
from [178, 418] with kind permission from the authors. Copyright AIP.
whose diameter increases with the frequency (from 16 mm to 27 mm, when the
frequency rises from 50 Hz to 130 Hz). The oscillation amplitude and the inter-
particle distance depend on the frequency, in a similar manner to the situation in
a quadrupole trap. However, the dependence is less significant: by incrementing
the frequency from 50 Hz to 130 Hz the oscillation amplitude drops off only by
40%, from 0.62 mm down to 0.37 mm.
6.4. Perspectives and new technological approches
A most recent paper introduces a multipole plasma trap that represents a
novel approach based on using RF electric multipole fields to levitate charged
particles of a plasma within a 3D volume. A new concept is illustrated in [420]
whereupon one of the trap electrodes is replaced with the aperture of a linear
multipole stage, which acts as a pipe by channeling plasma out of a source
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Figure 77: Regions of single particle confinement depending on the frequency f of the a.c.
trapping voltage and on the particle charge qp. Calculations are performed for the following
parameter values of the microparticle species used: radius rp = 5 µm, electric charge qp =
3×104e÷5×1011e. Vertical lines 1 – 4 correspond to electric charge values of qp = 4, 6, 8, 10×
104e, considered in order to estimate the oscillation amplitude in the trap. Source: graphic
reproduced from [179, 418] with kind permission of the authors. Copyright AIP.
region into the trap volume. This linear multipole plasma transport can be also
used to investigate 2D multipole confinement, whether an axial magnetic field
is present or not.
7. Mass spectrometry using electrodynamic traps
Electrodynamic traps have proven to be versatile tools to perform chemical
characterization of microparticles [421, 422, 423]. A 3D Paul trap can be used to
perform both microparticle or even molecule levitation and mass analysis [424].
Chemical characterization is then achieved by employing optical methods such
as absorption, fluorescence, and Raman spectroscopy [2]. After investigation by
means of optical methods the microparticle is analyzed using mass spectrom-
etry. Current methods for ion generation include laser ablation, desorption or
photoionization.
Accurate control and manipulation of trapped ion species plays an important
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Figure 78: Dependence of the average oscillation amplitude on the number of trap electrodes,
the particle charge qp and the a.c. voltage frequency f . Calculations are performed using the
following parameters: particle radius rp = 5 µm, electric charge qp = 3 × 104e ÷ 1.2 × 105e.
Source: picture reproduced from [418] with permission of the authors.
role in advancing many technologies, including ion-based quantum information
processing (QIP), mass spectrometry (MS), quantum metrology and quantum
engineering. In the field of life sciences and chemical analysis, MS using ion and
charged particle traps is a versatile and powerful analytical tool to investigate
chemical and biological species. Specimens with diameters ranging between 10
nm ÷20 µm, i.e. DNA sequences, proteins, virus, cells, bacteria, and generally
NPs can be diagnosed with high resolution and accuracy. In an attempt to
further increase the resolution of MS, integration of advanced optical detection
is considered a key approach [425]. Similarly, optical spectroscopy of nanometre
sized particles depends on ion trap capacity. Gas phase nanoparticles ranging
from 3 nm to 15 nm in diameters have been confined and levitated, using a
Trapped Reactive Atmospheric Particle Spectrometer (TRAPS) with a maxi-
mum trap capacity of 5× 108 particles and a residence time of 12 sec, for X-ray
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Figure 79: Dust structure in a quadrupole trap: f = 50 Hz (a), f = 110 Hz (b).
Figure 80: Dust structure in an octupole trap: f = 50 Hz (a), f = 110 Hz (b).
and optical spectroscopy [426]. Recent progress include ion traps that are de-
veloped with integrated fiber optics, able to efficiently collect fluorescence light
from the ion [427, 428]. It is obvious that ion manipulation finds use in various
applications such as miniaturized chemical detectors, vacuum technology, ultra-
precise atomic clocks, QIP and secure communication schemes. Therefore, new
approaches for particle (ion) control and manipulation are a mandatory step
towards implementing the next generation of advanced technologies [429, 430].
A linear ion (Paul) trap (LIT) uses a superposition of time varying, strongly
inhomogeneous (a.c.) and d.c. electric potentials, to achieve a trapping field
that dynamically confines ions and other electrically charged particles [9, 52,
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55, 257, 431, 432]. When the a.c. trapping voltage frequency lies in the few Hz
up to MHz or even GHz range, electrons, molecular ions or electrically charged
micro and nanoparticles with masses of more than 10 u (atomic mass units)
are confined [430]. Ion dynamics in a Paul trap is described by a system of
linear, uncoupled equations of motion (Hill equations [98]), that can be solved
analytically [97, 215, 294, 433]. The linear trap geometry can be used as a
selective mass filter or as an actual trap, by creating a potential well for the
ions along the z axis of the electrodes [177, 401]. In addition the linear design
results in increased ion storage capacity, faster scan times, and simplicity of
construction. A Paul trap runs in the mass-selective axial instability mode by
scanning the frequency of the applied a.c. field [434, 435, 436]. Pictures of
a linear and of an annular trap geometry intended for microparticle levitation
under SATP conditions are presented in Fig. 81 [176, 177].
a)
b)
Figure 81: Sketch of (a) linear and (b) ring geometry Paul traps, intended for levitating
microparticles under SATP conditions. Image reproduced from [177] with kind permission of
the publisher.
Recent sampling and ionization methods extend mass spectrometry (MS)
to many applications, such as investigation of biomolecules, aerosols, explo-
sives, petroleum, and even microorganisms [332]. Recent advances towards the
miniaturization of mass spectrometers are presented in [437, 438, 439]. The ap-
proaches used consist either in minimizing the RF electronics and the vacuum
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system, or in using new materials such as polymers or ceramics. One of the
challenges in chemical physics lies in the ability to control ion temperatures. To
achieve this goal low-temperature photoelectron spectroscopy instruments have
been developed, aimed at investigating complex anions in the gas phase, in-
cluding multiply charged ones and molecules [440]. Such an experimental setup
consists of an electrospray ionization (ESI) source, a 3D Paul trap where ions
are laser cooled, a ToF mass spectrometer (MS), and a magnetic-bottle photo-
electron analyzer. The device allows a good control of the ion temperatures in
the 10÷ 350 K range.
7.1. The quadrupole Paul trap as a mass spectrometer
Since its early days the Paul trap (3D QIT) [6, 7, 9, 441, 442] has proven to be
a versatile device that uses path stability as a means of separating ions according
to their specific charge ratio. Mass analysis is mainly performed using either
one of two techniques: (a) mass selective resonance detection, when presence of
ions is detected by means of an external electronic circuit connected between the
endcap electrodes, or (b) mass selective storage, in which the positive ions are
expelled through holes pierced in the endcap electrodes onto the first dynode of
an electron multiplier or into a channeltron. Mass selective storage is based on
external detection, which lifts many of the issues associated with mass-selective
detection [52, 55, 431, 443, 444, 445, 446].
The resonance detection technique represents the original method to perform
mass analysis using an ion trap [6, 441]. It employs supplying a small a.c.
voltage of frequency ωac between the endcap electrodes, in addition to the d.c.
and RF ion trapping voltages U0 and V cos (ωt), applied between the endcap
and ring electrodes. Any trapped ions that exhibit a mass to charge ratio m/z
[443] in such a way that their fundamental frequency of motion in the axial
direction ωz is equal to the perturbing field frequency value ωac, will resonate.
Ions get neutralized at the endcap electrodes, while the resulting current is
detected [434, 447, 448, 449]. Broad-band nondestructive ion detection can be
achieved in a QITMS by excitation of a cloud of trapped ions with different
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masses, followed by recording of ion image currents induced on a small detector
electrode embedded in the surrounding endcap electrode [450, 451].
The mass selective storage technique for mass analysis of ions was devised
by Dawson and Whetten [446, 452]. Mass spectrometers based on this tech-
nique have been experimentally tested and investigated [49, 52, 55, 448, 452].
Operation of a QIT based on this technique requires that the applied d.c and
RF trapping voltages are chosen such that the range of m/z values trapped in
the device is made so narrow, that only ions of a particular m/z ratio can be
confined. Ejection and detection of the trapped ions is usually accomplished by
applying a voltage pulse between the endcaps. The ions expelled reach an elec-
tron multiplier and the corresponding electric current is measured. To achieve
a mass scan over a wide range of ion masses, an experiment must be performed
for every possible m/z value within the chosen range [434, 448, 453].
If a scan line is selected that crosses the stable region of a Paul trap near
its upper corner, only a narrow range of masses will achieve stable confinement
within the trap volume (see Fig. 82). The resolving power of the trap is enhanced
as the scan line approaches the crest of the stable area.
Figure 82: Scan line with constant ratio a/q for operation of a Paul trap as a mass spectrom-
eter. Picture reproduced from [13] by courtesy of G. Werth.
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The Quadrupole Ion Trap Mass Spectrometry (QITMS) is a promising tech-
nique to perform mass analysis of micron-sized particles such as biological cells,
aerosols, and synthetic polymers [454, 455]. The trap can be operated in the
mass-selective axial instability mode [435, 436]. Microparticle diagnosis can be
achieved by operating the QIT as an EDB, for low frequency values of the a.c.
field applied to the trap electrodes (typically less than 1 kHz) [81, 442, 456].
Because of this low frequency, in order to achieve high mass measurement ac-
curacy (better than 1 ppm) only one particle is analyzed at a time, over a
time period ranging from seconds up to minutes. A specific charge m/z can be
isolated in the ion trap by ejecting all other m/z particles, when scanning var-
ious resonant frequencies. Moreover, an ion trap can be coupled to an Aerosol
Mass Spectrometer (AMS) to investigate atmospheric aerosol (nano)particles
[90, 457, 458, 459, 460].
7.2. Advantages of ion trap mass spectrometry
Due to intrinsic features such as high sensitivity, compact size, somewhat
large operating pressure and the unique capacity to achieve multistage tan-
dem mass analysis (MSn), QITs have been largely used as mass analyzers
[52, 81, 264, 432, 435, 461]. First experimental setups were based on classi-
cal 3D Paul traps with hyperbolic-shaped electrodes [55, 19, 431, 441, 442, 448].
Practical realization of such geometries is frequently associated with mechanical
imperfections and electrode misalignments [462], that degrade the strength of
the quadrupole trapping field and lead to the occurrence of higher order terms
in the series expansion of the electric potential [55, 463, 464, 465, 466]. Ion dy-
namics in a nonlinear resonance ion trap used to perform MS is characterized by
a nonlinear Mathieu differential equation [467]. The performances of commer-
cial quadrupole mass spectrometers (QMS) characterized by imperfections have
been investigated with respect to an ideal hyperbolic 3D Paul trap geometry,
using the computer simulation program SIMION 3D [441]. In addition, the case
of a QMS in which a static magnetic field is applied axially in the z-direction
along the length of the mass filter is presented in [468]. A technique that relies
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on the variation of the electric field within a cylindrical ion trap (CIT) mass
spectrometer while it is in operation, is presented in [469]. By employing this
technique, the electrodes of the CIT are split into a number of mini-electrodes,
supplied at different voltages in order to achieve the desired field. The fun-
damental principles of quadrupole mass spectrometers (QMS) are discussed in
[455].
An issue of high interest for MS experiments is related to the effects induced
by supplying various d.c. magnitudes and polarities to only one of the endcaps
of a 3D QIT. A monopolar d.c. field is obtained by supplying a d.c. potential to
the exit endcap electrode, while the entrance endcap electrode is kept at ground
potential. Control over the monopolar d.c. magnitude and polarity during
time periods associated with ion accumulation, mass analysis, ion isolation,
etc., leads to increased ion capture efficiency, increased ion ejection efficiency
during mass analysis, and effective isolation of ions using lower a.c. resonance
ejection amplitudes [470, 471]. As an outcome of these remarkable experimental
improvements the performance of a 3D ion trap used for MS experiments is
greatly enhanced.
Late experiments show that decent performance can also be achieved using
simplified trap geometries such as hybrid [472], spherical [137], linear [473],
planar [408, 412, 423, 464, 465, 474], and cylindrical (toroidal) setups [187,
475, 476, 477, 478, 479] that exhibit the advantage of enhanced compactness,
while being easier to design and machine [475]. Reduced power operation of
a mass analyzer under conditions of minimum loss of spectral resolution and
mass range is beneficial when discussing in terms of portability. Given that
the RF amplitude required to perform mass analysis scales with the square
of the analyzer dimensions, minimization of QITs has represented a primary
concern. The performance of a miniature, stainless steel, rectilinear ion trap
(RIT) is investigated in [480]. Portable mass spectrometers usually employ
cylindrical ion traps (CIT). A LIT exhibits sensibly improved trapping capacity
and trapping efficiency with respect to a 3D QIT [9, 49, 55]. A rectilinear ion
trap geometry used in a miniaturized MS system was able to achieve a resolution
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of ∆m/z = 0.6 Th (FWHM -full width at half-maximum) and a mass range
of up to m/z ∼ 900 [481]. Electrode misalignments in linear ion traps have
been investigated in [482], by employing SIMION to model the case of a two-
plate linear ion trap. Geometric misalignments in six degrees of freedom were
analyzed with respect to the resolving power and ion detection efficiency. A
new fabrication method, numerical simulations performed with SIMION, and
experimental results for micromachined CIT (m-CIT) arrays suggested for use
in miniaturized mass spectrometers are presented in [483].
Intensive efforts of the scientific community have been performed towards
miniaturization of ion traps for portable MS applications. The most demand-
ing technological challenge lies in limiting the energy consumption of particular
components of a mass spectrometer, such as the vacuum system, the ion source,
and the RF amplifier [422, 484, 485]. The development of a multichannel arbi-
trary waveform generator intended for QIP using ITs is described in [486]. A
technique that achieves active stabilization of the harmonic oscillation frequency
of a laser-cooled atomic ion confined in a RF Paul trap is demonstrated in [487].
The solution relies on sampling and rectifying the high voltage RF applied to
the trap electrodes. Thus, the 1 MHz atomic oscillation frequency is stabilized
to a value that is below 10 Hz. Use of this technique is expected to enhance the
sensitivity of ion trap (IT) based MS, and the fidelity of quantum operations
in IT quantum information processing (QIP). A low power RF amplifier circuit
for ion trap applications is presented and tested in [488]. A different paper
describes the design and operation of a multichannel, low-drift, low-noise d.c.
voltage source, particularly designed for supplying the electrodes of a segmented
LIT [489].
Digital QMS(s) exhibit certain unique features and render more simple var-
ious ion handling operations, as they provide an enhanced control over the
frequency, duty cycle, and amplitude of the trapping potentials. The work of
Brabeck et al [490] demonstrates how matrix solutions of the Hill differential
equation can be used to explore the influence of the additional degrees of free-
dom on ion stability. In order to illustrate these effects, the paper provides the
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stability diagrams corresponding to a digital mass filter that employs asymmet-
ric driving potentials.
Chemical physics relies strongly on QIT as versatile investigation tools. ITs
are currently used to investigate both external and internal dynamical systems.
An interesting discussion focused on linear and nonlinear resonances in QITs is
carried out in [491], with an emphasis on the effect of quadrupole field nonlin-
earity.
The mass/charge range of a MS that operates either at the boundary of the
first stability region of the Mathieu equation or in the resonance ejection mode
[470, 492], is usually limited by the highest RF voltage that can be supplied to
the trap electrodes. High voltages are dangerous for miniature instruments as
they might induce discharges onto the electrodes which are separated by small
distances. To overcome this technological challenge an alternative approach
to mass range extension has been used, based on a method of scanning the
resonance ejection frequency nonlinearly in the form of an inverse Mathieu q scan
[493, 494]. The method has been tested experimentally in case of a benchtop
LTQ linear ion trap and for the Mini 12 miniature LITMS. In both situations,
an increase in mass range of up to 3.5 times is reported [494].
7.3. Trap operation in the mass-selective axial instability mode
Operation of an ion trap in the mass-selective axial instability mode was
reported for the first time in 1984 [434]. It is based on the fact that if the
working point (az, qz) moves along a scan line which crosses either the βz = 0
or βz = 1 boundary, then the trapped ion will rapidly develop axial instability
and get expelled onto an appropriately positioned detector. Experimentally,
the simplest way to achieve axial instability lies in supplying the ring electrode
with RF power only, which renders the scan line coincident with the qz axis
[55, 434]. The method begins by creating ions using electron bombardment or
photoionization, and maintaining the RF trapping voltage constant. Then, the
RF voltage is ramped linearly in such a way that the az, qz values of the ions
shift to the βz = 1 boundary, at which point ions are expelled out of the trap
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whilst the m/z value increases, as illustrated in Fig. 83.
Figure 83: Stability diagram for the quadrupole ion trap plotted in (az , qz) space. The points
marked m1, m2, and m3 (m1 < m2 < m3) refer to the coordinates of three ions: m1 has
already been ejected, m2 is on the point of ejection, while the species m3 is still trapped.
Reproduced from R. E. March and J. F. J. Todd (Eds.), Practical Aspects of Ion Trap Mass
Spectrometry, Vol. III, page 11, Figure 1.7. CRC Press, Boca Raton, FL, 1995. Copyright
1995 by CRC LLC. Reproduced with permission of CRC Press LLC in the format Jour-
nal/magazine via Copyright Clearance Center.
Charge detection QITMS has demonstrated to be a remarkable technique
suited for high-speed mass analysis of micron-sized particles, such as biological
cells and aerosols [436]. The paper of Nie [435] describes the technique, and
explains how the trap can operate in the mass-selective axial instability mode
by scanning the frequency of the applied a.c. field. A calibration method
is presented, aimed at finding the points of ejection in the stability diagram
(qeject) of the individual particles that are investigated.
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7.4. Specific charge measurement techniques based on ion trap mass spectrome-
try
We basically describe the method employed to measure the specific charge
for different microparticle species levitated in different Paul trap geometries
tested at INFLPR, operated under SATP conditions. The equation of motion
for a particle of mass M and charge Q confined within the trap is [176, 177]:
F = QE−Kr +mg +QEdc , (81)
where r = (x, y, z) is the particle vector position, andK (K > 0) is the coefficient
describing the aerodynamical drag force. E represents the trap electric field,
Mg stands for the gravitational force, and Edc = V2/ (2r0) is the electric field
produced by applying a static potential difference between the upper and lower
rods (electrodes) of a quadrupole LIT separated at 2r0, in order to shift the
particles towards the trap centre.
We introduce the τ = Ωt/2 and Λ = K/ (MΩ) parameters, where Ω is the
RF drive frequency. We also denote X = eΛτx, Y = eΛτy, Z = eΛτz. Then,
the Mathieu equations that characterize the trapping process are homogeneous
along the X and Y axes, with well known solutions and stability domains. The
Z-axis dynamics is described by an inhomogeneous Mathieu equation. In this
case stability is obtained for (a) iµ real; (b) µ real and |µ| < Λ; (c) µ − i real
and |µ − i| < Λ. Hence, the stability regions corresponding to the solutions of
the inhomogeneous equations of motion in presence of drag forces include not
only the stability regions of the homogeneous equations but also a part of the
instability regions, which means they are extended.
Typically, parametric excitation of the trapped microparticle motion is achieved
by applying a low amplitude and variable frequency additional a.c. voltage in
series with the Vac trapping voltage. When the supplementary a.c. field fre-
quency is twice that of the secular motion, microparticles (located at the limit of
the first Mathieu stability domain) resonantly absorb energy from the field while
their secular motion amplitude exponentially increases [495]. If the trap contains
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a number of noninteracting particles, besides normal resonance at the secular
motion frequency and parametrical resonance at the double secular frequency,
other weak resonances are observed [496] as a consequence of the presence of
coupled terms for various combinations of the motion frequencies.
When the coupling parameter between particles (the ratio between Coulom-
bian and thermal energy) is greater than 175, solid effects occur in the levitated
particles system [9, 13, 41, 54, 76, 116]. As the inter-particle distance is larger
for trapped microscopic particles than for trapped ions, it is much easier to
observe such behaviour. In Fig. 84 we supply a picture of the inter-particle
distance d for a variable linear trap geometry designed and tested in INFLPR
[176, 177] and presented in Fig. 81, for SiC microparticles with homogeneous,
well-defined dimensions ranging between 50÷ 1000 µm. N represents the num-
ber of microparticles, while L is the trap length.
Figure 84: Picture of inter-particle distance d for a variable linear trap geometry designed
and tested in INFLPR [176, 177] presented in Fig. 81, for SiC microparticles with dimensions
ranging between 50 ÷ 1000 µm. N represents the number of microparticles, while L is the
trap length. Reproduced from [177] with kind permission of the publisher.)
One up to thousands of microparticles can be trapped along the trap axis.
Ordered structures (planar, zig-zag, and volume structures) are reported within
the LIT confinement volume. The Q/M specific charge ratio for SiC micropar-
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ticles has been estimated from the Q/M = 2g ∆z0/∆V2 relation as about 10
−4
C/kg, for a static trapping voltage V0 = 500 V [177], where ∆z0 stands for the
axial shift of the microparticle motion corresponding to a variation of the V2
voltage denoted by ∆V2. The absolute electric charge is evaluated from the elec-
trostatic equilibrium conditions for microparticles confined along the trap axis,
considering the V2/2 generated electrical forces and the inter-particle Coulom-
bian repulsion. For a value V2 = 500 V and L = 75 mm, an electric charge
value Q of around 10−11 C is inferred. By knowing the specific charge value,
the microparticle mass can be instantly evaluated. As the SiC density value is
known, the microparticle radius [497] can be inferred.
The specific charge has been estimated for different trapped microparticle
species, and the values are obtained are displayed in Tabel 1 [177].
Table 1: Averaged values of the specific charge ration for different microparticle species levi-
tated in the linear Paul trap presented in Fig. 81
Microparticle species SiC Anthracene Alumina Hydroxyl appatite
Q¯/M¯ × 10−4 [C/kg] 3.482 2.974 4.147 4.873
A different diagnosis method employs parametrical excitation of the mi-
croparticle motion. The parametrical excitation voltage frequency is ω/2pi.
When the value of ω is twice the secular motion frequency, parametrical reso-
nance occurs. Experimental measurements performed for 100 µm diameter SiC
microparticles, Ω/2pi = 100 Hz and Vac = 2.5 kV, reveal parametrical reso-
nance at about 25 Hz. Hence, the specific charge of the SiC microparticles was
evaluated as 5× 10−4 C/kg [176].
Measurements of charge density of tapered optical fibers using charged polystyrene
particles confined in a linear Paul trap operating under SATP conditions are
reported in [498].
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8. Aerosols and nanoparticles
According to [90] aerosols can be described as two-phase systems consisting
of the suspended solid or liquid phase, levitated (immersed) in the surrounding
gas phase. Despite their small size aerosols yield a major impact on global cli-
mate and health, but the underlying mechanisms and subsequent effects are still
far from being explained. Typically, ambient aerosol particles are characterized
by dimensions ranging from a few nm to a few hundred micrometers, while they
consist of a wide variety of materials. About 90 % of the aerosols found in the
atmosphere are generated by natural sources. Volcanoes eject huge amounts of
ash and volcanic debris in the troposphere, as well as sulfur dioxide and other
gases. Sea spray is another important source of natural aerosols [499], or the
wind carrying desert sand particles or soil dust (including specific minerals) to
either sea or land areas [500]. Both species of previously described aerosols are
larger particles with respect to their human-made counterparts. Phytoplankton
is also responsible for the emission of gases such as dimethyl sulfate.
Solid and liquid aerosol particles that consist of a significant fraction of bi-
ological materials are called bioaerosols. Their dimensions vary between 0.1 ÷
250 µm. Airborne bacteria, viruses, toxins and allergens, or fungal spores,
represent important types of bioaerosols [501]. Bioaerosols have a tremendous
economic impact in the transmission of diseases of humans (e.g., flu, severe
acute respiratory syndrome (SARS)), other animals, agricultural crops, and
other plants, while also causing asthma or allergies [502, 503]. Hence, detec-
tion and characterization of bioaerosols is an issue of vivid interest. Moreover,
as the world is confronted with an increasing wave of terrorist attacks, de-
tection of bioaerosols or other aerosols associated with traces of explosives or
chemical weapons is a matter of utmost importance. Hence, there is a need
for improved methods and instrumentation for rapidly characterizing harmful
bioaerosols [504, 505]. Such instruments could also be used in studying and
monitoring disease dissemination [506, 507].
We also mention the contribution of cosmic aerosols that is negligible with
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respect to the aerosol sources described above. Space weather is a relatively
new and important field of research, as it represents a branch of space physics
and aeronomy. It strongly influences radio communications, space missions, di-
agnostics of ionospheric and space plasmas, detection of pollutants and re-entry
objects, weather prediction, and the phenomenon of global warming. Recent
scientific progress and results clearly show that nano- and micrometre-sized
electrically charged particles coming from the interplanetary space and present
in the Earth’s atmosphere, can alter both the local properties and diagnostics
of the interplanetary, magnetospheric, ionospheric and terrestrial complex plas-
mas. The various sources of charged dust particles and their effects on the
near-Earth space weather are extensively presented in Ref. [243]. The remain-
ing 10 % of aerosols are considered anthropogenic or of human origin, as they
are produced by a variety of sources. Even if less abundant than their natural
counterparts, anthropogenic aerosols can prevail the air downwind of urban and
industrial areas [90, 331, 508, 509, 510, 511].
Aerosols play a prominent role in a wide range of scientific areas. We em-
phasize that aerosols are also intensively used in the pharmaceutical industry,
while technological applications include spray drying or delivery of fules for
combustion.
8.1. Atmospheric aerosols. Sources. Classification. Physical and chemical prop-
erties
We can distinguish between primary and secondary aerosol sources. The
primary sources of aerosols are mostly of natural origin. Among them we can
enumerate oceans (sea salt aerosols), desert and semiarid regions, biological ma-
terial, smoke resulted from burning of biological material, direct anthropogenic
particle emissions such as soot, road dust, suspended particulate matter, or
interplanetary dust particulates. Secondary (indirect) aerosol sources which
represent the major source of particles below 1 µm in radius, are generated by
conversion of available natural and man made atmospheric trace gases into solid
and liquid particles. Extraterrestrial particles are generated by meteor showers
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or comet debris that disintegrate on collision, get trapped in the Van Allen ra-
diation belts and occur mostly over the Earth poles [155]. Atmospheric aerosols
represent a mixture of solid or liquid particles suspended in air [512]. Similar to
astrophysical dusty plasmas, atmospheric aerosols are made out of micro- and
nanoparticles (NPs) [155, 417, 513].
Human industrial activity that leads to the release of anthropogenic aerosols
in the atmosphere is responsible for adverse health effects, producing haze in
urban areas or even deposition of acids [504, 505, 514, 515]. Anthropogenic
aerosols alter the radiation balance of the Earth (albedo) [516]. Although NPs
represent the largest portion of ambient aerosol concentration, in fact they rarely
account for a significant fraction of the total mass [417]. NPs can emerge from
primary or secondary processes [517]. Primary particles are generated directly at
source, while secondary ones occur from the condensation of gas-phase species.
The main aerosol species that exist in the atmosphere include sea salt, mineral
dust, sulfate, nitrate, and carbonaceous aerosols (black carbon - BC [518] and
organic carbon) [155].
Different micron sized organisms immersed in air are called airborne par-
ticles or bioaerosols, a category which mainly includes pathogenic and non-
pathogenic, live or dead fungi and bacteria, viruses, allergens, pollen, etc., most
of them held responsible for the increasing incidence of health issues of human
beings and other living animals [501, 502, 503, 519]. Unfortunately, pathogenic
bioaerosols are also used as biological weapons, such as the bio-terrorist at-
tacks that took place in 2001 using Bacillus antracis spores. Together with the
pandemic outbreak of flue due to influenza AH1N1 virus in 2009, these events
represented strong arguments that emphasize the significance of bioaerosol re-
search [504, 506]. It is a matter of utmost importance, as it is considered
that bioaerosols are considered to represent future weapons of mass destruc-
tion (WMD). Currently, there is a vivid interest to investigate and explain the
mechanisms responsible for the occurrence and transport of bioaerosol, with an
aim to identify the associated health risks for population and limit the expo-
sure. In-depth details on indoor bioaerosol sampling and dedicated analytical
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techniques are found in [506, 507], where the authors show that apart from
bioaerosol recognition further development of their control mechanisms repre-
sents a primary concern [512, 519].
The complex picture associated to an aerosol, which is the outcome of the
heterogeneity in particle size, chemical composition, phase, and mixing state, is
further complicated by the inherently rapid coupling with the surrounding gas
phase [520].
8.2. Global climate and environment protection. Aerosols and quality of life
The direct relationship between the presence of aerosols in the atmosphere
and factors such as the quality of life, raises scientific challenges and makes
chemical analysis of aerosol particles an issue of great interest [90, 521]. Ocean-
derived microbes in sea spray aerosol (SSA) possess the ability to affect global
climate and weather, by acting as ice nucleating particles in clouds [499, 522].
As the atmosphere is characterized by a large variety of organic compounds
with complex structure and in many cases with intrinsic fragility, study of at-
mospheric chemistry and global climate evolution uses different tools and meth-
ods in order to achieve such goal [155, 508, 523, 524]. Many questions are
still left unanswered, as well as the accompanying mechanisms that account
for these effects. For example, the processes responsible for the formation of
secondary organic aerosol (SOA) components are not yet explained. Different
types of particles can clump together to form hybrids that are difficult to dis-
criminate. Changes in humidity or temperature may result in drastic changes
in how certain aerosol species behave and interact with cloud droplets. Hence,
there is a vivid interest towards developing new sensitive mass spectrometric
methods with soft ionization techniques that can help in identifying such com-
ponents among atmospheric particles, while also characterizing the underlying
mechanisms. The main objective lies in building new tools for laboratories and
ground-based aerosol monitoring stations, able to supply relevant data that are
missing or are rendered incomplete using methods other than ion trap MS.
Late studies demonstrate that presence of atmospheric aerosol particles in
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the atmosphere has significant direct and indirect effects on air quality, global
climate and hydrological processes [504, 508, 522, 525], things related to the
phenomenon of global warming and the quality of life [90, 519, 523, 524]. The
impact produced by aerosol particles is the outcome of their physical and chem-
ical properties [43, 99, 500, 509]. Aerosols are presumed to have a larger impact
on climate compared to greenhouse gases [522], according to the Intergovern-
mental Panel on Climate Change (IPCC) Working Group (WG) I 4-th and
5-th Assessment Report (AR4 & AR5), released in 2007 and 2013 respectively
[526]. Nevertheless there still is a high uncertainty about it, owing to the aerosol
complex composition and a still incomplete picture needed to characterize the
interactions between aerosols and global climate [90, 417, 504, 509, 525]. We can
distinguish between two types of interaction: direct and indirect interactions.
By indirect effect hydrophilic aerosols act as cloud condensation nuclei (CCN),
affecting cloud cover and implicitly the radiation balance. Direct interactions ac-
count for the light scattering mechanism on aerosols, resulting in cooling effects.
On the other hand, aerosols containing black carbon (BC) [518, 527, 528] or
other substances absorb incoming light, thus heating the atmosphere [90, 155].
According to the measurements performed, the direct radiative effect of BC
would be the second-most important contributor to global warming, after ab-
sorption by carbon dioxide (CO2) [528]. In addition to scattering or absorbing
radiation, aerosols can alter the reflectivity or albedo of the planet. The impact
of aerosols and the associated interactions are shown in Fig. 85.
In addition, nonspherical particles have a major impact on the Earth at-
mosphere as they influence processes such as radiative forcing [155, 527, 529],
photochemistry, new particle formation, and phase transitions [156]. The sci-
entific community is highly interested in explaining the physical properties and
chemical composition of submicron aerosol particles, in an effort to better char-
acterize radiative forcing [527, 529] and air quality [90, 417, 460, 504, 508, 530].
Organic Aerosol (OA) represents the prominent fraction of non-refractory sub-
micron particle mass (between 18 and 70 %), while in tropical forest regions OA
stands for almost 90 % of the total fine aerosol mass. Thus, OA is the most
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Figure 85: Natural and anthropogenic aerosol sources. Aerosol particles alter global climate,
both individually and by performing as cloud condensation nuclei (CCN), thus influencing
the energetic balance of the Earth (or albedo). Thus, gathering of accurate data to help
understand the physical and chemical mechanisms characteristic to aerosols is a mandatory
step to explain their effects on Earth’s climate. Picture reproduced from [525].
abundant but least characterized fraction of atmospheric aerosol particles, as
an outcome of its highly complex chemical composition [327].
There is a large interest towards minimizing the uncertainties associated
with data collection when evaluating the impact of aerosols on global climate
[433, 505, 513, 529, 531, 532]. Different approaches and methods have been
developed for analyzing particles ranging from 10 nm to 10µm in diameter size,
which consist of salts, soot, crustal matter, metals, and organic molecules, often
mixed together [533, 534]. Late investigations show that the largest uncertainty
in the radiative forcing of climate stems from the interaction of aerosols with
clouds [155, 519, 525]. Thus, accurate characterization of aerosols and of their
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intrinsic properties is a mandatory step towards explaining many important
processes in the atmosphere while also characterizing the energy balance of the
Earth [155, 417, 508, 523]. The incoming solar radiation is modified when it
passes through the atmosphere by two fundamental processes: light scattering
and light absorption [527]. One can frequently find the term attenuation or
light extinction, which includes both processes. The attenuation of the light
by these processes results in important climatic consequences. Aerosol particles
both absorb and scatter the light, with the efficiency of the processes being
highly dependent on their size and shape, chemical composition, morphology,
and the wavelength of the incident radiation. Aerosol dimensions vary between
0.001 ÷ 100 µm, but the maximum in scattering efficiency is found for aerosol
particles with dimensions ranging from 0.1÷ 1 µm [155].
The European Space Agency (ESA) considers that Earth observation will
result in a reliable assessment of the global impact of human activity and the
likely future extent of climate change [535]. Radiative forcing can not be es-
timated with precision at current time, so reliable assessment depends on the
development of global models for aerosols and clouds that are well supported by
observations [504, 505, 529]. The ESA Living Planet Programme includes the
EarthCARE (Earth Clouds, Aerosol and Radiation Explorer) mission, which
investigates the aerosols’ interaction with clouds. The primary target of the
EarthCARE mission scheduled for launch in 2021, is to advance knowledge of
the role that clouds and aerosols play in reflecting incident solar radiation back
into space and trapping infrared radiation emitted from Earths surface [535].
An enhanced understanding and better modeling of the relationship between
clouds, aerosols, and radiation is considered to be one of the highest priori-
ties in climate research, weather prediction and quality of life assurance. The
mission will employ state of the art high-performance lidar and radar tech-
nology to perform global observations of the vertical structure of clouds and
aerosols [505], while in the same time performing measurements of radiation
[504, 512, 536, 537, 538, 539].
The field application of an aerosol concentrator, in parallel with the use of
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an atmospheric pressure chemical ionization ion trap mass spectrometer (APCI-
IT-MS), represents a state of the art technique that is used to characterize
aerosol particles, with an emphasize on OA [327]. Field measurements showing
that atmospheric secondary organic aerosol (SOA) particles can be present in a
highly viscous, glassy state have triggered intensive investigations that approach
the issue of low diffusivities of water in glassy aerosols [540]. Moreover, water
diffusion experiments on highly viscous single aerosol particles levitated in an
EDB demonstrate a typical shift behaviour of the Mie scattering resonances
[541]. This represents a clear indicator on the changing radial structure of
the particle, which provides an experimental method and approach aimed at
monitoring the diffusion process inside the particle.
Bioaerosols largely influence the Earth system, especially as an outcome of
the interplay between the atmosphere, biosphere, climate, and public health.
As shown in Section 8.1, airborne bacteria, fungal spores, pollen, and other
bioparticles can induce or aggravate human, animal, and plant diseases [519].
In addition, bioaerosols may serve as nuclei for cloud droplets, ice crystals, and
precipitations, thus strongly influencing climate and rainfalls [508].
8.3. Hazardous effects of aerosols and nanoparticles on humans. Fine particu-
late matter and coarse particle pollution
Late studies aimed towards the assessment of the impact of airborne NP ex-
posure on human health has resulted in extensive research activity directed to-
wards better characterizing these particles and understanding which properties
are the most prominent in the context of health effects [515]. Therefore, compre-
hension of the sources, chemical composition, physical structure and ambient
concentrations of nanoparticles has enhanced significantly in the last decade
[331, 505, 514, 517].
Airborne particles with dimensions < 100 nm are called ultrafine particles
or NPs. Ultrafine aerosol concentrations in urban areas strongly depend on
time and physical location [542]. Aerosol particles with diameter less than 10
µm enter the pulmonary bronchi, while those whose diameter is lower than
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2.5 µm reach the pulmonary alveoli, a region where gas exchange takes place,
and from here they are carried into blood [502]. Aerosols and NPs are known
to inflict harmful effects on humans. There is a strong effort towards limit-
ing the maximum concentration and enforce safety levels for the atmospheric
aerosol micro and nanoparticles (including dust) most hazardous to human
health [501, 503, 507]. We distinguish between two main categories: (i) fine
particles with a diameter less than 2.5 microns (also called fine particulate mat-
ter or PM2.5), which are the most dangerous, and (ii) larger particles with a
diameter less than 10 microns but larger than 2.5 microns, namely the particu-
late matter PM10 (also called coarse particles). Important steps are being taken
worldwide to limit pollution levels caused by PM2.5 and PM10 NPs, in order
to minimise their harmful effects on humans and biological tissue. In the EU
and USA directives are enforced which regulate the PM2.5 and PM10 NP levels.
Member States must set up sampling points in urban and also in rural areas. In
some fields of engineering, PM2.5 and PM10 particles are called NPs [514, 517].
Besides particulate matter, these sampling points must perform measurements
on the concentration of sulphur dioxide, nitrogen dioxide and oxides of nitro-
gen, lead, benzene and carbon monoxide. Measurements are performed to assess
the impact of street characteristics and traffic factors, in order to evaluate the
exposure of people to BC [543, 544].
Strong evidence indicates that breathing in PM2.5 over the course of hours to
days (short-term exposure) and months to years (long-term exposure) can cause
serious public health effects that include premature death, adverse cardiovas-
cular and respiratory effects, or even harmful developmental and reproductive
effects [545]. Lung cancer seems to be associated with the emission of NPs
produced by diesel engines [531]. Scientific data also indicates that breathing
in larger sizes of particulate matter (coarse particles or PM10) may also have
public health consequences [515]. In addition, particle pollution degrades public
welfare by producing haze in cities or constantly increasing the rate of allergies
for population living in urban areas. People with obesity or diabetes are more
vulnerable to increased risk of PM - related health effects. This is why constant
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monitoring of the various polluting agents is a major concern for health services
and life quality assurance in Europe, USA, and in other countries throughout
the world [545, 546]. Aerosol characteristics exhibit large fluctuations in time
as the anthropogenic part is quite substantial in urban areas, causing incidence
of associated health effects to be sensibly higher. This is an issue of utmost
interest, as the largest fraction of the population in Europe is located around
urban areas and it is therefore severely exposed to degraded and degrading air
quality effects. Current ambient air quality monitoring network is solely based
on fixed monitoring sites, which does not not always reflect the exposure impact
and the associated effects on humans [502, 503, 508, 519, 523].
Investigations demonstrate that breathable aerosols with dimensions rang-
ing between 1 ÷ 10 µm, are mostly dangerous for human health as they are
responsible for respiratory (allergic asthma and rhinitis, airway inflammation)
and infectious human diseases [506]. Regular or ordinary human activities gen-
erate bio-aerosols. Airborne bio-aerosols are carried by air flows, which means
they can be inhaled or attached to human bodies [501, 503]. A mandatory
requirement to enforce occupational safety and public health purposes lies in
monitoring and controlling bio-aerosol concentration in the air.
Recent research indicates that NPs are also associated with toxic effects on
humans [546], as they are widely used by the cosmetics industry. Many sun-
screens contain NPs of zinc oxide or titanium dioxide. There are manufacturers
that have added C60 fullerenes into anti-aging creams, because these particles
can act as antioxidants. Strong evidence suggests that normally inert materials
can become toxic and damaging when they are nano-sized. Evidence collected
indicates that NP effects on human (living) tissue are extremely dangerous [546].
As many metals are toxic, the metallic content of the nanoparticulate burden
represents an important factor to consider when attempting to assess the impact
of NP exposure on human health [331]. Special care must be taken for people
occupied in this area or exposed to nanomaterials, which strongly motivates
the need to further analyze and characterize nanomaterial systems [534]. NPs
can be classified into different classes based on their properties, shapes or sizes.
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The main categories include fullerenes, metal NPs, ceramic NPs, and polymeric
NPs. NPs possess unique physical and chemical properties due to their high
surface area and nanoscale size [547].
8.4. Investigation methods. Quantitative uncertainties. Mitigation
Laboratory techniques aimed at investigating aerosol properties and asso-
ciated physico-chemical processes usually involve the study of single particles,
particle ensembles, or they collect aerosol properties out of bulk phase stud-
ies [457, 548]. Techniques aimed at investigating single aerosol particles help
in better characterizing the sources, chemistry, and evolution of atmospheric
aerosols. Single-particle techniques provide for: (1) measurement on the com-
position of single particles of roughly one picogram of mass, even if they oc-
cur in very low concentration, (2) rapid measurement of temporal and spatial
fluctuations of specific aerosol species, especially those that exhibit low concen-
tration, and (3) information on the morphology and internal structure of single
particles [548]. The techniques that are used to characterize single particles
in atmospheric aerosols are: (a) laser-induced-fluorescence (LIF), (b) aerosol
laser-ablation mass spectroscopy, and (c) two-dimensional (2D) angular elastic
scattering.
On the other hand, quantitative uncertainties in the amount of aerosols,
and especially aerosol properties need to be mitigated. It is obvious that only
more accurate measurements combined with complex computer modelling will
provide the critical information that scientists need, with an aim to fully inte-
grate aerosol impact into climate models and thus minimize uncertainty about
how the climate will evolve in the future. Aerosol MS has proven to be a very
promising and versatile technique to perform diagnosis of such aerosol compo-
nents [85, 90, 417]. Aerosol mass spectrometers generally use time-of-flight mass
spectrometers or linear quadrupole mass filters. Recent investigations demon-
strated that an ion trap is a very powerful tool to perform chemical analysis of
aerosol particles.
LIDAR techniques provide important information regarding the particle ef-
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fective radius for anthropogenic aerosols, in case of forest fire smoke or for
mixtures of anthropogenic aerosols and biomass burning generated aerosols
[537, 538, 539]. Moreover, multiwavelength Raman lidar observations performed
in Europe and worldwide supply important data regarding natural sources of
pollution and human produced pollution in the free troposphere [512].
The effect of aerosols is considered to be the major cause of uncertainty
in the global climate radiation balance calculations. Aerosol extinction rests
on the wavelength, size, concentration, composition, and to a lesser extent,
the aerosol shape. Consequently, new methods and techniques are required to
characterize and model these quantities. The size distribution of larger aerosols
can be monitored by means of a multistatic lidar, at least in the spherical
approximation. Aerosols that are small compared to the incident wavelength
exhibit a Rayleigh-like scattering dependence, as their size cannot be estimated
using multistatic lidar techniques. Raman lidar measurements, Mie models of
extinction and backscatter Angstrom ratios demonstrate that small aerosols
bring a relevant contribution to optical scattering, while also indicating that
size information can be extracted from lidar gathered data.
Measurements performed on particle ensembles, that represent selected nar-
row size ranges of accumulation mode particles (1 µm diameter), generally pro-
duce a rapid assessment of a statistically averaged property. This approach
allows scientists to explore the aerosol optical properties, chemical aging, and
phase behaviour [90, 520, 523, 549, 550].
The Earth atmosphere consists of absorbing aerosol particles ranging from
high-absorbing BC to less-absorbing mineral dust and brown carbon [518, 528,
521]. The absorption of aerosol particles [527] has a major impact on climate,
while it also poses a high risk to public health [508, 523, 524]. This explains the
primary concern towards monitoring and characterizing the regional and global
distribution of these aerosol particulates. Characterization of the temporal and
spatial distribution of absorbing aerosol particles demands a complex and varied
approach. Remote sensing using laser and radar ground stations, as well as
satellite monitoring, is a mandatory approach to achieve extended spatial and
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temporal coverage. In situ airborne and surface measurements bring important
supplementary data. To these, we add single-particle measurements that provide
critical insights that would be lost when performing ensemble measurements
[90, 508, 520, 523, 551].
Cloud physics research has been long time performed in the laboratory, us-
ing a wide range of techniques. Experimental studies of cloud particles (haze
droplets, cloud droplets, ice crystals, etc.) may be classified in two main cate-
gories: (a) those that require large populations of particles such as cloud cham-
bers [552, 553], and methods that isolate individual particles [43, 99, 299, 554]
such as EDB [91, 329], optical tweezers [67, 520], acoustic levitation [89, 166],
etc. Single-particle studies avoid population effects, by containing the particles
in a very well defined region of space under conditions of minimal perturbation
[56, 57, 58, 175, 176, 554].
In Fig. 86 we supply an image of a segmented quadrupole linear Paul trap
designed and tested in INFLPR, used to levitate anthropogenic aerosols, in
our case humic acid or ammonium sulphate (NH4)2SO4. Experiments are in
progress and different trap geometries are currently under test, as well as a
new microsystem based programmable voltage source that delivers three d.c.
voltages (0 ÷ 1000 V), and an a.c. voltage source that delivers a 3.5 kV peak
voltage at a variable frequency.
Experiments performed demonstrate that a time series of optical resonance
spectra of an evaporating, non-spherical, irregular aerosol particle levitated in
an EDB, exhibits patterns which are associated to its evaporation kinetics [555].
Simulated spectra of an evaporating, model aerosol particle show comparable
features. These patterns can be used to characterize the particle size varia-
tion with time. The complex physical and chemical mechanisms that govern
the size, composition, phase and morphology of aerosol particles in the atmo-
sphere, represent a major challenge for scientists which try to characterize and
model them. Measurements performed on single aerosol particles (2 ÷ 100µm
in diameter) levitated in electrodynamic, optical and acoustic traps, allow one
to investigate the individual processes under minimal perturbation and well
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Figure 86: Levitation of solid aerosol particles of humic acid in a segmented Paul trap geometry
under test in the spring of 2019 at INFLPR. The trap is operated under SATP conditions.
The three independent sections of the trap can be observed in the images. Above the central
section of the trap lies the collimation lens, located at one of the ends of an optical fiber that
picks up the fluorescence signal and delivers it to a spectrometer. Work in progress
controlled laboratory conditions [549]. In addition, particle size measurements
can now be prepared with unprecedented accuracy (sub-nanometre) and over a
wide range of timescales. Hence, one can precisely identify the physical state of
a particle, while its chemical composition and phase can be determined under
conditions of high spatial resolution.
Femtosecond spectroscopy opens new perspectives in bioaerosol sensing. On
one side, the induced nonlinear light emission from the particles is remarkably
peaked in the backward direction which is favorable for remote detection, and
on the other side quantum control schemes allow discrimination from major
interference such as soot and other organic non-biological particles [556]. Op-
tical trapping represents another versatile tool intended for the investigation of
aerosol droplets, where the measurements techniques and methodologies include
the observation of elastically-scattered light, the measurement of a Raman or flu-
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orescence fingerprint, and the application of conventional brightfield microscopy.
An in-depth treatment of optical trapping and the associated techniques can be
found in [520].
Use of the light scattering mechanism to explore small airborne particles and
reveal their intrinsic features represents a remarkable analytical tool in aerosol
science. The scientific community makes intensive efforts to characterize the
scattering and absorption cross-sections of aerosol particles, as there is a large
uncertainty in explaining the physico-chemical mechanisms responsible for the
complex interaction between atmospheric particles and solar radiation in Earths
atmosphere [90, 508, 517, 523, 524]. The optical properties associated to an in-
dividual aerosol particle determine the amount ofscattering and absorptionthat
occurs during its interaction with electromagnetic radiation, and depend upon
the size, shape, morphology, real and imaginary parts of the particle refractive
index and of the incident radiation wavelength. Scattering of electromagnetic
radiation by particles can be divided into three main categories: (a) Rayleigh
scattering, (b) Mie scattering, and (c) optical scattering. We can distinguish
among the three regimes as the wavelength of the radiation is: (a) much larger,
(b) of the same order, or (c) much smaller, with respect to the particle size. The
Rayleigh and optical scattering can be regarded as approximate solutions to the
scattering problem, while the Lorenz-Mie theory supplies an analytical solu-
tion to investigate scattering of an electromagnetic plane wave by an isotropic,
homogeneous sphere [557, 558, 559].
The Lorenz-Mie theory is valid for all three scattering regimes, but its ap-
plication is often restrained due to its high demands on computational time and
the friendly features of the approximate models that are used to investigate the
Rayleigh or geometric regimes [560]. A Lorenz-Mie calculation is based on the
evaluation of the scattering coefficients. Ref. [557] presents an optical trapping
setup intended for accurate studies of the physico-chemical processes, which en-
ables performing single particle measurements. The paper demonstrates that
Mie resonances should be used to determine the size and refractive index of
optically trapped particles. State of the art results are focused on methods
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to infer the refractive index of aerosol particles from measured optical prop-
erties, using refractive index retrievals (also known as inverse Mie methods).
As stated in [561], retrievals of the aerosol refractive index are based on two
fundamental methods: (i) measurements of the extinction, absorption and/or
scattering cross-sections or efficiencies of size- (and mass-) selected particles for
mass-mobility refractive index retrievals (MM-RIR), and (ii) measurements of
aerosol size distributions and a combination of the extinction, absorption and/or
scattering coefficients for full distribution refractive index retrievals (FD-RIR).
The method is demonstrated for the study of pure and mixtures of ammonium
sulfate and nigrosin aerosol [561].
To conclude, we emphasize that the wide variety of atmospheric aerosol
chemical composition and physico-chemical properties requires single-particle
analysis, in order to to fully characterize the chemical evolution of particles
and their effects on the environment, clouds, global climate, and health. Late
progress and advances with respect to state-of-the-art techniques for individual
particle analysis are presented in a comprehensive manner in [562]. The ap-
proach focuses on ”online single-particle mass spectrometry, experiments per-
formed with levitated isolated particles using an EDB or aerosol optical tweez-
ers, and the use of electron, X-ray, and Raman spectromicroscopies for detailed
analysis and chemical mapping of particles collected on substrates.”
8.5. High precision mass measurements for aerosols and nanoparticles
Mass spectrometry (MS) provides high sensitivity coupled with a fast re-
sponse time to probe chemically complex particles [81, 432, 456]. Off-line MS
techniques require sample collection on filters, but can provide detailed molec-
ular speciation. In particular, off-line MS techniques using tandem MS exper-
iments and high resolution mass analyzers provide improved insight into sec-
ondary organic aerosol formation and heterogeneous reaction pathways [563].
Mass spectrometry techniques are used to perform realtime measurements and
thus acquire information about the aerosol properties. The Aerosol Mass Spec-
trometer (AMS) uses aerodynamic lens inlet technology together with thermal
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vaporization and electronimpact (EI) MS to measure the realtime nonrefrac-
tory (NR) chemical speciation and mass loading as a function of the size of fine
aerosol particles (with aerodynamic diameters ranging between ∼ 50 and 1,000
nm). The original AMS is based on a quadrupole mass spectrometer (QMS)
with EI ionization. A review of aerosol mass spectrometry is given in Ref.
[533]. More recent versions employ ToF mass spectrometers and produce full
mass spectral data for single particles [460]. AMS are used to perform in situ
measurements on gas vehicle emission and aerosol phase composition [564].
A nanoaerosol mass spectrometer (NAMS) employed for real-time charac-
terization of individual airborne NPs is described in Ref. [534]. The NAMS
includes an aerodynamic inlet, a quadrupole ion guide, a quadrupole ion trap,
and a ToF mass analyzer. Charged particles in the aerosol are drawn through
the aerodynamic inlet, focused through the ion guide, and then captured in the
ion trap. Trapped particles are irradiated with a high-energy laser pulse to reach
the complete ionization limit where each particle is thought to be completely
disintegrated into atomic ions. Within this limit, the relative signal intensities of
the atomic ions give the atomic composition. The method is first demonstrated
with sucrose particles produced with an electrospray generator. A method to
deconvolute overlapping multiply charged ions (e.g. C3+ and O4+) is presented
in [534].
A novel Ion Trap Aerosol Mass Spectrometer (IT-AMS) for atmospheric
particles has been developed and characterized in [328]. Using this instrument
the chemical composition of the non-refractory component of aerosol particles
can be measured quantitatively. The setup makes use of the well-characterized
inlet and vaporization/ionization system of the Aerodyne Aerosol Mass Spec-
trometer (AMS). While the AMS uses either a linear quadrupole mass filter
(Q-AMS) or a time-of-flight mass spectrometer (ToF-AMS) as the mass ana-
lyzer, the IT-AMS utilizes a 3D QIT. The main advantages of an ion trap are
the possibility of performing MSn-experiments as well as ion/molecule reaction
studies. The IT-AMS is operated under full PC control and can be used as a
field instrument due to its compact size. A detailed description of the setup
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is presented. Experiments show that a mass resolving power larger than 1500
can be reached. This value is high enough to separate different organic species
at m/z ∼ 43. Calibrations with laboratory-generated aerosol particles indicate
a linear relationship between signal response and aerosol mass concentration.
These studies, together with estimates of the detection limits for particulate
sulfate (0.65 µg/m3) and nitrate (0.16 µg/m3) demonstrate the suitability of
the IT-AMS to measure atmospheric aerosol particles. An inter-comparison be-
tween the IT-AMS and a Q-AMS for nitrate in urban air yields good agreement
[328].
8.6. Aerosol mass spectrometry (AMS) investigations for organic and inorganic
aerosols
Particulate matter (PM) emissions from various sources represent a major
source of concern as they contribute to the degradation of air quality, especially
in urban environments but not restricted to. Adverse effects of PM10 and PM2.5
particles on human health are discussed in Section 8.3. One of the methods used
to evaluate their impact and determine the exposure level is based on using Op-
tical Remote Sensing (ORS) techniques. The principle of the method relies on
using path-integrated multi-spectral light extinction measurements in a vertical
plane by ORS instruments downwind of a passing PM source. The light ex-
tinction measurements performed assist in extracting path-averaged PM2.5 and
PM10 mass concentrations, using inversion of the Mie extinction efficiency ma-
trix for a wide range of size parameters [504]. Light extinction can be computed
using the Lorenz-Mie theory [565], provided one knows the optical properties
and the size distribution of PM. If the PM is non-absorbing, then light extinc-
tion is the outcome of scattering alone. Hence the refractive index will exhibit
a non-zero real part and a zero imaginary part. The extinction efficiency de-
pends on the particle diameter d, and electromagnetic radiation wavelength λ.
In case of a broad spectral band the extinction efficiency must be calculated for
each combination of particle size and corresponding wavelength. Mass aerosol
concentrations can be determined by means of the ORS method [504].
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Generally, properties of boundary-layer aerosols associated with local and
regional emissions of particles and gases are very different with respect to those
of free-tropospheric particles. Climate models show that particles persist in
the boundary layer over the continents and they are precipitated within 2-4
days, around a radius of up to 2000 km with respect to their origin. Instead,
free-tropospheric particles are often carried over large distances across different
continents, where the transport times may are usually longer than 1 week. These
particles play a prominent role in the cloud formation processes, a feature that
makes them important agents with respect to the aerosol indirect effect [504].
Multiwavelength Raman lidars have been used in the recent years to characterize
geometrical, optical, and microphysical properties of free-tropospheric pollution.
Different aerosol types have been monitored such as anthropogenic pollution,
forest-fire smoke particles from North America and Siberia, arctic area pollution,
and the drift of dust particles coming from the Sahara desert [504].For a quite
comprehensive overview of light detection and ranging (lidar) techniques aimed
at characterizing desert dust, the reader should refer to [566]. Another review
paper that approaches fundamentals, technology, methodologies and state-of-
the art of the lidar systems used to retrieve aerosol information is the paper of
Comero´n et al [536]. Late results and directions of research can be also found
in the paper of Hallen [537]. Recent advances and ”state of the art science in
techniques for individual particle analysis” are found in [562].
8.7. Analytical and numerical modeling of the problems of interest with respect
to aerosol dynamics and elaboration of prediction models
Detailed information about the extent and distribution of stratospheric aerosols
is necessary to perform climate modeling, as well as to validate aerosol mi-
crophysics models and investigate geoengineering. In addition, stratospheric
aerosol loading has to be determined with sufficient precision, so as to enhance
the retrieval accuracy of key trace gases (e.g. ozone or water vapour) when ex-
plaining remote sensing measurements of the scattered solar radiation. The most
frequently used markers to characterize stratospheric aerosols are the aerosol ex-
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tinction coefficient and the A˚ngstro¨m coefficient. It is considered that a best
approach is based on the use of particle size distribution parameters together
with the aerosol number density. The paper of Malinovska et al [567] suggests
a new retrieval algorithm to infer the particle size distribution of stratospheric
aerosol from space-borne observations of the scattered solar radiation in the
limb-viewing geometry.
8.8. Need for a complete system covering both non-refractory and refractory
particles found in the atmosphere
Single particle mass spectrometers (SPMSs) represent versatile instruments
employed to infer the chemical composition and mixing state of aerosol particles
in the atmosphere under ever changing environmental conditions. Moreover,
SMPSs can deliver high temporal resolution without prior sample preparation
and produce in situ single particle structure data. SMPSs have demonstrated
excellent abilities in detecting microbes, and late experiments show that aerosol
ToF mass spectrometers are able to identify aerosolized microbes in ambient sea
spray aerosol [499].
A very recent paper demonstrates how mass spectrometry can be achieved
with arrays of 20 multiplexed nanomechanical resonators, where each resonator
is designed with a distinct resonance frequency which becomes its individual
address [568]. The paper also reports on mass spectra of metallic aggregates in
the MDa range characterized by more than one order of magnitude enhancement
in the analysis time with respect to individual resonators. A 20 NEMS array
is probed in 150 ms, under conditions of the same mass limit of detection as a
single resonator [568]. Excellent agreement is reported with a conventional ToF
spectrometer operated in the same system.
A laser ablation aerosol particle ToF mass spectrometer (LAAPTOF) is used
in [569] to investigate single aerosol particles. During the experiments seven ma-
jor particle classes have been identified. As an outcome of the precise particle
identification and well-characterized overall detection efficiency (ODE) char-
acteristic to this instrument, particle similitude can be conveyed into corrected
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number and mass fractions without requiring a reference instrument. An aerosol
mass spectrometer (AMS) was also used, where the two MS exhibit good corre-
lation regarding total mass for more than 85 % of the measurement time, which
represents a trace that non-refractory species measured by AMS may originate
from particles consisting of internally mixed non-refractory and refractory com-
ponents. The paper reports on finding specific relationships between LAAPTOF
ion intensities and AMS mass concentrations for non-refractory compounds, for
particular measurement periods [569]. The approach used enables the non-
refractory compounds measured by AMS to be assigned to different particle
classes.
9. Single particles confined in electrodynamic traps. Methods of in-
vestigation
9.1. Light scattering mechanisms
Investigation of light scattering mechanisms by small random particles has
raised an enormous interest for science since the 1950s. Among the most promi-
nent works in the domain we mention the books of van der Hulst [570] and
Bohren [571], to which we add [90, 155, 417, 508, 513, 523, 524, 572]. We distin-
guish between (a) elastic scattering where the photon energy does not change,
and (b) inelastic scattering when the photon energy modifies as well as the inner
energy of the scattering particle. We can further classify elastic scattering as:
1. Rayleigh scattering 7−→ photon scattering from small, uncharged but po-
larizable particles (such as atoms or molecules), whose dimensions are
considerable smaller than the radiation wavelength. Polarization of scat-
tering particles makes the scattered radiation to be emitted uniformly in
all directions. Rayleigh scattering exhibits wavelength dependence where
shorter wavelengths are scattered more than higher ones,
2. Mie or Debye scattering 7−→ photon scattering from relatively large parti-
cles or molecules with dimensions comparable or larger than the incident
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radiation wavelength or larger. The resulting radiation is non-uniformly
scattered and shows little dependence on the wavelength. Forward Mie
scattering is stronger than backward scattering, because the relative phase
differences of contributions from different scattering locations on the par-
ticles dwindle,
3. Thomson scattering 7−→ photon scattering on charged particles.
Inelastic scattering can be also classified as:
• Brillouin scattering 7−→ a mechanism which typically occurs in photon
scattering from solid materials. It involves acoustical phonons with char-
acteristic frequencies in the GHz region. The incident radiation wave-
length is altered by the energy levels of sound waves or phonons in the
solid material, but these shifts are quite small,
• Raman scattering 7−→ a mechanism where the frequency of the scattered
radiation changes. It is used to perform diagnostic analysis. Raman scat-
tering is typically weak and considerably less intense than the Rayleigh
scattered light, which explains the special care in the design and opera-
tion of Raman spectrometers. For Raman scattering at gas molecules, the
vibration and rotation states of the molecules change; as a general rule
the molecules possess a higher energy after scattering, which suggests a
correspondingly lower photon energy of the scattered light (Stokes com-
ponents). When molecules are previously excited, anti-Stokes components
with increased optical frequency are reported. Analogously, Raman scat-
tering can arise in solids, involving phonons with frequencies in the THz
region, also called optical phonons.
We can also remind Compton scattering which is basically an inelastic form
of Thompson scattering that occurs when the energy of the incident radiation
starts to become comparable to the rest energy of the charged particle.
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9.2. Single particles levitated in particle traps
As already shown, an electrodynamic balance (EDB) represents a device
used to levitate charged particles/droplets or ions, either in vacuum or under
SATP conditions. Particular trap geometries such as ring shaped [137] and
hyperboloidal shaped electrodes [9, 55, 193, 573, 574], segmented [82] and planar
geometries [408, 412, 423, 464, 465, 474], or even toroidal shaped electrodes
[187, 475, 476, 477, 478, 479] are employed to generate a quadrupole electric
field. Use of EDBs has pushed forward the domain of mass spectrometry, while
providing chemists and physicists an invaluable tool to explore microparticles
and NPs and thus investigate their physico-chemical properties [457, 548].
In the last two decades a considerable effort was invested to devise new
methods and techniques to investigate chemical reactions and NPs at the single
molecule level. Single molecule manipulation techniques include scanning probe
microscopy (SPM) such as the Atomic Force Microscope (AFM) and the Scan-
ning Tunneling Microscope (STM) [15], near-field scanning optical microscopy
(NSOM) and variations of. However, these techniques raise technological chal-
lenges with respect to the highly complex tip-sample and sample-surface inter-
actions. One of the first attempts to circumvent the issues related to SPM based
techniques consists in developing a new single molecule control method, which
relies on a trap setup that is largely modified with respect to a conventional 3D
QIT [575]. The method enables in situ investigation of single molecules and NPs
by enabling ultra-sensitive detection, and the device is called single nanoparticle
ion trap (SNIT).
New storage devices based on inhomogeneous, time-dependent electric fields,
characterized by trap geometries such as quadrupole, linear octupoles, higher-
order multipoles or series of ring electrodes are described in [268]. Different
species of charged particles can be levitated, starting from electrons via molec-
ular ions and NPs.
Manipulation of microparticles and NPs (including molecules) in vacuum
represents one of the challenges of modern science, as it enables investigations on
proteins, DNA segments, viruses and bacteria [309, 332], dusty plasmas [30, 244],
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or detection of tiny forces [576, 577]. Measurements on single aerosol particles
(ranging from 2 to 100 µm in diameter) levitated in electrodynamic, optical, and
acoustic traps or deposited on a surface, allow individual processes and physical
mechanisms to be studied in isolation under controlled laboratory conditions
[549].
Non-destructive, optically detected mass measurements on single microparti-
cles and NPs particles using electrodynamic (Paul) traps have been performed in
several groups around the world. A technical limitation of these setups comes
from the fact that they use different particle injection methods. The major
drawback when using such methods is caused by an imprecise control over the
particle mass and range, which strongly affects the reproducibility and control
of the experiment. Nanoparticle Mass Spectrometry (NPMS) is a very powerful
and versatile tool to perform NP diagnosis. Very recent experiments suggest
a novel technique called electrospray ionization (ESI) NP source [578]. The
method is based on using a pair of radiofrequency (RF) ion guides, that provide
collisional cooling and focusing of the NP beam generated by the source, while
also acting as prefilters (in fact, mass filters) and sorting species as a function
of the specific mass-to-charge (Q/M) ratio.
Trapping of single particles or colloidal molecules in a planar aqueous Paul
trap (PAPT) setup is described in [550]. Optical trapping of an ion is described
in [579]. Trapping is demonstrated in regions that are located in closest vicinity
of the electrodes, while showing that hybrid setups combining both optical and
RF potentials can efficiently cover the full spectrum of composite confinements
- from RF to optical. Experiments demonstrate the perturbing influence of the
static electric potential, that can easily restrain successful optical trapping. Dif-
ferent analytic models have been tested, suggesting that recoil heating stands
for the most prominent heating effect, as the experimental results indicate [580].
The ion lifetime in an optical dipole trap is constrained by photon scattering.
State-of-the-art experimental techniques such as optical repumping may lead
to a remarkable lifetime increase by three orders of magnitude [581]. By em-
ploying these techniques optical trapping and isolation of ions can be performed
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on a level that is comparable to neutral atoms. Such almost decoherence-free
techniques enable scientists to accomplish isolation from the environment. This
achievement represents a major breakthrough that opens new pathways towards
novel regimes of ultracold interactions of ions and atoms at collision energies
considered previously inaccessible. This approach enables performing a novel
class of experimental quantum simulations with ions and atoms in a variety
of versatile optical trapping geometries, such as bichromatic traps or higher-
dimensional optical lattices [581].
A late experiment reports on single micron-sized melamine-formaldehyde
particles levitated in the sheath of an RF-plasma and exposed to an intense
laser beam, while being trapped in optical tweezers [582]. A reversible change
in the particles’ properties is observed, such as a gain in particle charge where
the initial charge restores within minutes. Another state-of-the-art experiment
reports on a cold-damping scheme used to cool one mode of the CM motion of
an optically levitated NP in ultrahigh vacuum (10−8 mbar), whose temperature
drops off from room temperature down to an extremely low value of 100 µK
[583].
The outcome of laser phase noise heating on resolved sideband cooling, in
the context of cooling the CM motion of a levitated NP in a high-finesse cavity
is analyzed in Ref. [584]. As phase noise heating does not represent a funda-
mental physical constraint, the paper explores the regime where it becomes the
main limitation in Levitodynamics. The interest in investigating this regime
is motivated given that it represents the main restriction in reaching the mo-
tional ground state of levitated mesoscopic objects under conditions of resolved
sideband cooling.
The dynamical backaction effect and the possibility of cooling a levitated
nanosphere in the absence of a cavity, or when the nanosphere is trapped outside
a cavity and excites a continuum of electromagnetic modes is explored in [585],
where both Stokes and anti-Stokes processes are considered.
Another field of large scientific interest is the study of micro and nanome-
chanical oscillators [67] and especially of their associated quantum mechanical
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motion, as the results are expected to provide novel insights into the boundary
between the quantum and classical worlds. Cooling of a dielectric nanoscale
particle trapped in an optical cavity is investigated in [380]. An experimental
spectrometer setup based on two separate cryogenic ion traps that enable for-
mation and characterization of solvated ionic clusters, such as water, methanol,
and acetone around a protonated glycylglycine peptide is described in [586]. A
novel technique demonstrates that levitated electromechanics can be successfully
employed for electronic detection, cooling and precision sensing of (single) mi-
croparticles and NPs [587]. The technique uses charged particles levitated in an
ion trap, coupled to an RLC circuit. Sub-Kelvin temperatures are achievable
with room temperature circuitry, and it is estimated that trap operation in a
cryogenic environment will enable ground-state cooling for micron-sized parti-
cles. It is also suggested that hybrid levitated opto-electromechanical setups
are supposed to open new pathways towards deep cooling into the quantum
regime, enabling scientists to engineer highly nonlinear states such as squeezed
states [587]. Levitated nano-mechanical resonators, and especially experimental
aspects related to the precise control of the nonlinear and stochastic bistable
dynamics of a levitated nanoparticle in high vacuum are investigated in [588].
9.3. Investigation of chemical and optical properties of trapped particles or mi-
crodroplets using optical techniques. General considerations
Charge detection quadrupole mass spectrometry (CD-ITMS) driven by rect-
angular and triangular waveforms (rect-CD-ITMS and tri-CD-ITMS) has been
developed in an attempt to achieve a better characterization of microparticles.
Experimental results indicate that the rect-CD-ITMS and tri-CD-ITMS can
operate well and perform mass measurement of microparticles by using the fre-
quency scan. By increasing the applied voltage and signal-to-noise ratio (S/N)
of the charge detector, the mass resolution can be further improved. In addition,
the rect-CD-ITMS and tri-CD-ITMS can be used to characterize red blood cells
(RBCs) [589].
On the other hand, handling and control of single cells and large biomolecules
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[145] is a prerequisite for various medical and biological techniques, starting with
in vitro fertilization to genetic engineering. To achieve this different techniques
and devices for micromanipulation have been devised and tested: (a) optical
tweezers [67, 143, 146, 147, 149, 150] that provide single particle manipulation
but limited trapping capacity as an outcome of the strong focusing requirement;
and (b) dielectrophoresis that enables massive manipulation under conditions of
insufficient spatial resolution. A promising approach is demonstrated in [590],
that associates advantages characteristic to both methods and allows optical
trapping and manipulation of microparticles suspended in water, due to laser-
induced convection currents. Experimental results show that for low laser power
(0.8 mW) particles are trapped at the centre of the beam, while at higher powers
(∼ 3 mW) particles arrange themselves in a ring that encircles the beam. This
behaviour is the result of the action of two competing forces: the Stokes and
the thermo-photophoretic forces. Numerical simulations establish that thermal
gradients achieve trapping. A comprehensive guide that approaches subjects
such as the optical properties of aerosol particles, multiple light scattering and
Fourier optics of aerosol media, or optical remote sensing techniques, is Ref.
[572].
Laser trapping of NPs is demonstrated in [144], with an emphasize on col-
loidal metal NPs that exhibit remarkable features due to their particular in-
teraction with electromagnetic radiation, caused by surface plasmon resonance
effects. An experimental method that relies on the use of dynamic split-lens con-
figurations with an aim to achieve trapping and spatial control of microparticles
through the photophoretic force, is presented in [295]. Optical trapping allows
high precision investigations of many microphysical and chemical processes, as
it enables measurements on the single-particle level as demonstrated in [557],
where the size and refractive index of single aerosol particles are determined
using angular light scattering and Mie resonances.
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9.4. Light scattering measurements in particle traps
As a rule when studying light scattering, photoemission from a particle sur-
face, processes of evaporation and condensation of a drop, or chemical reactions
with a participation of solid particles [9, 99, 175, 554], one preliminary charged
particle has to be placed in the trap. Particle confinement is achieved at low
gas pressures within the trap. The dynamics of charged dust particles and their
capability to build up Coulomb structures in the Paul trap at low pressures
are examined in [57]. The single trapped particle moves along Lissajous curves
depending on the parameters of the applied trapping voltage. As mentioned in
[57], such a trap with a single particle could serve as an analog computer for
solving the Mathieu equation. Large number of particles can be confined in a
trap, but in this case particles move chaotically depending on the frequency and
amplitude of the trapping voltage applied to the electrodes.
Experiments performed have demonstrated that alumina or SiO2 spheres
(grains) with diameter ranging between 0.1 ÷ 1 µm can be simply detected
by means of light scattering. Relevant information about the q/m ratio (also
called specific charge) can be inferred by performing the Fourier analysis of the
recorded signal, which is modulated by the particle secular motion [268]. Recent
techniques and late results with respect to the measurement of elastic scattering
and absorption of aerosols are presented in [458]. Both spectroscopy and angular
measurement of intensity can be employed to infer the size of aerosol particles.
Moreover, additional properties can be retrieved from the angular dependence
of scattering.
The paper of Gouesbet reviews laser based optical techniques used to char-
acterize discrete particles embedded in flows [591]. Measuring the absorption of
a single aerosol particle is a difficult task, due to the complexity associated with
the problem. Among the few techniques available, there is none suitable for
measuring the single-particle absorption of coarse-mode nonspherical aerosols.
Nevertheless, analysis of two-dimensional angular optical scattering (TAOS)
patterns provide a possible solution to perform such task. TAOS patterns of
single aggregate particles made out of spheres are reported in [555], where opti-
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cal resonance spectroscopy is employed to size evaporating solid, non-spherical
particles. Single bi-sphere particles levitated in an EDB have been used to
record 2D angular scattering patterns at different angles of the coordinate sys-
tem of the aggregate, with respect to the incident laser beam [592]. Numerical
simulations were also used to perform a qualitative analysis of the experimental
results, based on using the Mackowski code. The Brownian motion allows one
to sort out high symmetry patterns for analysis. In another experiment, by
employing a Multiple-Sphere T-Matrix (MSTM) code, captured TAOS patterns
with geometries similar to a previously designed instrument have been simulated
[551]. By discriminating the speckle size and the integrated irradiance of these
simulated TAOS patterns, one can distinguish between high-absorbing, weak-
absorbing, and non-absorbing particles over the size range of 2 µm to 10 µm.
The size of the particle can be estimated due to the presence of the speckle in
the scattering pattern. The next step lies in characterizing particle absorption
using the integrated irradiance.
9.5. Elastic scattering. Lorenz-Mie theory
Important aspects on the Lorenz-Mie scattering theory [565] have been pre-
sented in Section 8.4. Many key technologies heavily rely on NPs and the area
of applications is exponentially growing, starting from pygments used in paints
and cosmetics, drug delivery, chemical and biological sensing, gas sensing, CO2
capture, etc. [547]. Beyond their important applications related to multiple
high technology areas (see Section 8.3), NPs also present a vivid interest for
fundamental research, especially for the areas of complex plasmas and astro-
physics.
In situ analysis of NPs can be performed by employing the method of
multiple-wavelength RayleighMie scattering ellipsometry. In Ref. [240] the
method is applied to characterize NPs levitated in low-pressure plasmas. The
experiments demonstrate that the size distribution and the complex refractive
index can be determined with high precision. Moreover, the RayleighMie scat-
tering ellipsometry also applies to achieve in situ analysis of NPs under high
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gas pressures and in liquids.
Interpretation of elastic scattering data based on Mie theory [565] enables
accurate measurements on the size and refractive index of microspheres. These
measurements can be subsequently employed to analyze droplet evaporation
and condensation processes for pure components and multicomponent droplets
[85]. Moreover, the Rayleigh limit of charge on a droplet can be investigated
using elastic scattering, in order to determine the size and charge corresponding
to droplet explosions. Phase function measurements (intensity versus scattering
angle) and data gathered from morphology-dependent resonances (MDRs) pro-
vide alternative methods to determine the size and refractive index of droplets
and microspheres [156, 436, 549, 592], and thus characterize coated spheres
[85, 593].
A QIT calibrated for microparticle MS that is employed to levitate dye-
labeled polystyrene microspheres and study the associated fluorescence spectra,
is presented in [594]. The absolute mass and electric charge of the particle are
resolved by measuring its secular oscillation frequencies. The microsphere ra-
dius is calculated by employing the Lorenz-Mie theory [558, 559, 565, 595] to
interpret the fluorescence emission spectrum, that is dominated by optical cav-
ity resonances [594]. The laser-induced coalescence of two conjoined polystyrene
spheres levitated in a QIT, is investigated by monitoring optical morphology de-
pendent resonances (MDRs) that show up in the fluorescence emission spectrum
[593]. Surface tension drives the heated bisphere into an individual sphere. At
the end of the structural transformation phase, the particle dimensions are in-
ferred by analyzing the frequency shifts of the non-degenerate azimuthal MDRs.
The relaxation time of the viscous sphere is then used to infer the polystyrene
viscosity and temperature. An overview of light scattering experiments aimed
at measuring one or more elements of the scattering matrix as functions of the
scattering angle, for ensembles of randomly oriented small irregular particles in
air is given in [596].
Elastic light scattering shows sensitivity to aerosol particle size, shape, com-
plex refractive index, and the molecular density distribution within the particle.
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As it provides high finesse, the technique is frequently used to achieve real-time
information and perform in situ classification of the aerosol type. Elastic light
scattering is especially recommmended in discriminating hazardous bioaerosols
among normal atmospheric background constituents [90, 508, 523, 524]. Re-
markable progress recorded due to improved theoretical models and enhance-
ment of the computing power has enabled performing numerical simulations that
are able to infer light scattering patterns and mechanisms out of very complex
and highly irregular systems. A new method that provides simultaneous mea-
surements of the back-scattering patterns and of images of single laser-trapped
airborne aerosol particles is presented in [597].
An algorithm used to calculate electric and magnetic fields inside and around
a multilayered sphere is developed in [598]. The algorithm includes explicit
expressions for the Mie expansion coefficients inside the sphere.
An EDB can be used to levitate highly viscous single aerosol particles for
water diffusion experiments, as demonstrated in [541]. The particle growth and
reduction of the shell refractive index are experimentally observed via redshift
and blueshift behaviour of the Mie resonances, respectively. The particle radius
as well as a core-shell radius ratio are inferred from the measured shift pattern
and Mie scattering calculations.
A system used to characterize individual aerosol particles using stable and
repeatable measurement of elastic light scattering is described in [599]. The
technique relies on using a linear electrodynamic quadrupole (LEQ) particle trap
that levitates charged particles injected using ESI. The particles are confined
along the stability line which coincides with the trap centre. Optical interroga-
tion is employed to investigate the particles, the scattered light is collected and
intensities are calculated based upon the Lorenz-Mie scattering theory. Corre-
lation of scattered light measurements for different wavelengths enables one to
distinguish and categorize inhomogeneous particles [599].
Measurements performed towards determining the size and absorption of sin-
gle nonspherical aerosol particles from angularly-resolved elastic light scattering
are presented in [551]. The paper describes how the analysis of two-dimensional
201
angular optical scattering (TAOS) patterns provides a technique that enables
measuring the absorption of a single aerosol particle.
Investigations with respect to the optical absorption cross section for ho-
mogeneous spheres that interact with electromagnetic radiation in the visible
range, calculated with the Mie equations, are performed in [600]. Four regimes
can be distinguished: the Rayleigh Regime, the Geometric Regime, the Reflec-
tion Regime, and a Crossover Regime.
9.6. Inelastic scattering. Raman and fluorescence spectroscopy
Inelastic scattering (Raman and fluorescence scattering) is employed to de-
termine the chemical composition of microparticles and to study gas/particle
and gas/droplet chemical reactions. In addition, inelastic scattering was also
used to monitor polymerization of monomer microparticles. It is demonsrated
that the temperature of a microparticle can be inferred by measuring the ratio
of the anti-Stokes to Stokes scattering intensities. Moreover, inelastic scattering
can be used to detect of biological particles such as pollen and bacteria [85, 574].
Characterization of ions produced as a result of the interaction between a
high energy laser pulse and NPs is indispensable to perform quantitative de-
terminations of the composition and size of NPs, by means of single particle
mass spectrometry (SPMS). The paper of Zhou et al [601] introduces a one-
dimensional hydrodynamic model to explain the interaction mechanisms, show-
ing that the laser field is coupled to the non-equilibrium time-dependent plasma
hydrodynamics of the heated aluminum particles. The properties of ions gen-
erated during the interaction with a strong laser pulse (532 nm wavelength,
100 mJ/pulse) are investigated, for nanosecond pulses and particle dimensions
ranging between 20÷ 400 nm, that are most relevant for SPMS.
Raman spectroscopy of single particles levitated in an EDB is described
in [459]. The most prominent applications include the study of atmospheric
aerosols. The EDBs provide the advantage of enabling investigations of var-
ious atmospheric processes and phenomena that involve kinetic effects. Both
static EDBs and the recently developed scanning EDBs (SEDBs) techniques are
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extremely suited to perform hygroscopic measurements and investigate phase
transformations of levitated aerosol particles. Moreover, homogeneous reactions
of Organic Aerosol Particles (OAP) can be investigated using this approach
[459].
The synergy between optical trapping and Raman spectroscopy [459] opens
new pathways to explore, characterize, and identify biological micro-particles.
More precisely, optical trapping lifts the limitation imposed by the relative inef-
ficacy associated to the Raman scattering process. As a result of applying this
technique, Raman spectroscopy can be employed to study individual biological
particles in air and in liquid, providing the potential for particle identification
with high specificity, or to characterize the heterogeneity of individual particles
in a population [602]. An introduction about the techniques used to integrate
Raman spectroscopy together with optical trapping, and thus achieve qualita-
tive studies on single biological particles levitated in liquid and air can be found
in [603].
The time evolution of fluorescence and Raman spectra of single solid par-
ticles optically trapped in air is observed in [604]. Initially the spectra exhibit
strong fluorescence with weak Raman peaks, then the fluorescence is bleached
within seconds and only clean Raman peaks are reported. The experiment
uses an optical trap that is assembled by using two counter-propagating hol-
low beams. Both absorbing and non-absorbing particles in the atmosphere are
strongly trapped. The setup provides a novel method to investigate dynamic
changes in the fluorescence and Raman spectra collected from a single optically
trapped particle, under SATP conditions.
A custom-geometry LIT designed for fluorescence spectroscopy of gas-phase
ions at ambient to cryogenic temperatures is described in [605]. Laser-induced
fluorescence emitted by the trapped ions is collected from between the trapping
rods, normal to the excitation laser beam directed along the axis of the LIT. The
original design allows an enhanced optical access to the ion cloud with respect to
similar designs. As a general rule, studies of ions in the gas phase are associated
with fluorescence spectroscopy due to the possibility to precisely control the
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solvation state of a chromophore. There are certain technical challenges to be
solved when combining mass spectrometry with fluorescence spectroscopy, as
ion density is low and scattering elements are persistent along the excitation
laser beam path [605].
Characterization of the physico-chemical properties of molecules implies
studying their temporal reactions within a micro-sized particle in its natu-
ral phase. A late experiment reports on measurements performed of tempo-
ral Raman spectra in different submicron positions of a laser-trapped droplet
composed of diethyl phthalate and glycerol [606]. Thus, laser-trapping Raman
spectroscopy (LTRS) allows one to characterize single airborne particles, single
cells, spores, etc., by supplying information on the particles size, shape, sur-
face structure, extinction coefficient, refractive index, elastic scattering pattern,
fluorescence, and Raman shifts, etc.
9.7. Particle detection and investigation. Laser induced breakdown spectroscopy
(LIBS).
Laser Induced Breakdown Spectroscopy (LIBS) is a non-destructive atomic
emission spectroscopy technique that employs a high energy laser pulse as the
excitation source [2]. The laser atomizes and excites a small amount of material
at the samples surface (in the nanogram to picogram weight range), developing
a plasma plume that emits light at frequencies characteristic to the chemical
elements present in the sample. As LIBS is basically a surface interrogation
technique, it may not identify species present in the inner side of a sample unless
the sample is homogenized prior to analysis. The sensitivity of LIBS lies in the
ppm range, the analysis is performed in real-time, and no preliminary sample
preparation is typically required (unless homogenation is desired). LIBS yields
atomic emission and plasma emission spectra that can be used to determine
elemental composition of single particles [548].
The influence of water content, droplet displacement, and laser fluence on
the laser-induced breakdown spectroscopy (LIBS) signal of precisely controlled
single droplets is investigated in [607]. NP analysis is extremely valuable for
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many applications. One of the disadvantages associated to optical excitation
techniques stems from the bounded resolution which is the outcome of the
diffraction limit. Single particle nanoanalysis was previously unattainable by
means of LIBS, but recently attogram-scale absolute limits of detection have
been achieved by employing optical trapping and levitation to isolate single
particles [608]. The multielemental capabilities of this approach are demon-
strated by subjecting two different types of nanometric ferrite particles to LIBS
analysis [609].
10. Linear Paul traps as tools in laser plasma accelerated particle
physics
Strongly nonlinear longitudinal waves in plasma are introduced in [610], in
a incessant quest to identify physical mechanisms for plasma accelerators of
charged particles that allow one to achieve high acceleration rates and energy.
One of the major issues in physics was to find a method to confine charged
particles. As a combination of static fields cannot achieve that, a solution was
devised in the 1950s when the concept of alternating gradient (AG) focusing was
implemented [611, 612]. The basic idea lies in creating an array of electrostatic
lenses arranged in an AG configuration. The particles can be accelerated or
decelerated by applying an appropriate high-voltage switching sequence to the
lenses. By periodically switching the orientation of the two transverse fields,
a net focusing force is generated, oriented along both transverse coordinates.
Thus, confinement of a charged particle beam in both transverse dimensions is
achieved by combining two magnetic quadrupoles of opposite polarity into a dou-
blet [613, 614, 615, 616]. The method is applied to confine ions in quadrupole
mass filters, in Paul traps [6, 7, 56], and in all type of particle accelerators
[521]. Generally, the time-varying sinusoidal voltage applied to a quadrupole
trap can exhibit an arbitrary waveform, provided that a stable solution of the
Hill (Mathieu) equation [98] that describes particle dynamics results. Thus,
a square time-varying trapping voltage can be used. Two decades ago it was
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suggested to make use of the analogy between the dynamics of charged parti-
cles in the non-homogenous magnetic quadrupole field of accelerators or storage
rings, and that of an electric quadrupole trap excited by square voltage pulses
[617, 618]. Instead of using typical sinusoidal voltages, controllable, pulsed RF
voltages are applied to the trap electrodes with an aim to investigate collective
beam dynamics in various lattice structures [60, 619]. Moreover, the collective
dynamics of a one-component plasma (OCP) in a RF quadrupole trap is physi-
cally equivalent to that of a charged-particle beam that propagates throughout
a periodic magnetic lattice. Experiments focused on using linear Paul traps
to study space-charged-dominated beams have been reported in the last two
decades [60, 613, 614, 620, 621, 622]. Moreover, Ref. [623, 624] focus on emula-
tions of beams in the ultra strongly coupled regime of Coulomb crystallization.
In addition to the significant contributions of the group at the Aarhus Uni-
versity, the group from the Hiroshima University has designed two different
classes of trap systems, one of which uses a RF electric field (Paul trap) while the
other uses an axial magnetic field (Penning trap) to achieve transverse plasma
confinement [615, 625, 626]. These systems are called S-POD (Simulator of Par-
ticle Orbit Dynamics) [627]. Their intrinsic feature is the capability to approxi-
mately reproduce the collective motion of a charged-particle beam propagating
through long alternating-gradient (AG) quadrupole focusing channels using the
Paul trap, and long continuous focusing channels using the Penning trap. Such
an interesting feature allows one to investigate various beam-dynamics issues
using compact setups, without the need for large-scale accelerators. Linear and
nonlinear resonant instabilities of charged-particle beams traveling in periodic
quadrupole focusing channels have been experimentally investigated using a
compact non-neutral plasma trap [625]. The linear Paul trap system named
S-POD was applied to investigate a collection of space-charge-induced phenom-
ena. To emulate lattice-dependent effects periodic perturbations are applied to
the quadrupole electrodes, which yields to additional resonance stop bands that
shift depending on the plasma density. The loss rate of trapped particles was
measured as a function of bare betatron tune, with an aim to identify resonance
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bands in which the plasma becomes unstable. When an imbalance is created
between the horizontal and vertical focusing, the instability bands split [615].
Experimental results suggest that the instability band is somewhat insensitive
to the phase of the quadrupole focusing element location within the doublet
configuration over a significant range of parameters. The Penning trap with
multi-ring electrode geometry has been employed to study beam halo forma-
tion driven by initial distribution perturbations [626]. A similar apparatus to
the S-POD, the Intense Beam Experiment (IBEX), has been designed at the
Rutherford Appleton Lab (RAL)-UK. To use either of these experimental se-
tups to investigate beam dynamics under conditions of more intricate lattice
configurations, novel diagnostic techniques have to be devised and tested for
Paul traps. Such a technique is demonstrated in [628], where a new method
is described to measure the beta function and the emittance at a given time
in a Paul trap. A novel technique is also demonstrated in [629], where direct
measurement of low-order coherent oscillation modes in a LPT is performed by
detecting the image currents induced on the electrodes surfaces. The technique
is based on picking up weak signals from the dipole and quadrupole oscilla-
tions of a plasma bunch, which are then subjected to Fourier analysis. Late
experiments report on Paul-trap systems that allow positioning of fully isolated
micrometer-scale particles with micrometer precision as targets in high-intensity
laser-plasma interactions [630].
Besides quadrupole traps, multipole geometries have been also investigated.
The configuration that has been experimentally tested includes additional elec-
trodes that enable one to control the strengths and time profiles of the low-order
nonlinear fields that occur in the trap, independently of the linear focusing po-
tential [631]. Thin metallic plates are inserted in between the cylindrical elec-
trodes (rods) of a quadrupole Paul trap. The size and arrangement of the extra
electrodes are optimized by using a Poisson solver. Simple scaling laws are in-
ferred, to perform a quick estimate of the sextupole and octupole field strengths
as a function of the plate dimensions. Particle tracking simulations that were
performed clearly demonstrate the possibility to achieve controlled excitation of
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nonlinear resonances in the multipole Paul trap.
10.1. Trapping of nanoparticles using dielectric containers and capillary tubes
A transportable setup intended for trapping an assembly of solid nanoparticles-
NPs (with dimensions in the micrometer or nanometer range), within a limited
and well-defined region of space and without mechanical contact with the walls
of an enclosure or any other supporting element, is described in [632]. The NPs
are levitated within a dielectric container of random shape, fully closed or par-
tially open, placed between the electrodes of a linear quadrupole electrodynamic
(Paul) trap, as shown in Fig. 87. There are several methods to achieve electrical
charging of the NPs as follows: (i) as an outcome of the physical contact due to
the interaction with the dielectric wall of the container, (ii) by providing addi-
tional electrodes where high voltage pulses are applied, (iii) by sudden variation
of the electric voltage supplied to the trap electrodes, or (iv) as a consequence of
an ionizing radiation beam (generated by an external source) which acts upon
the particles. The container, identified as (8) in Fig. 87, is made of a dielectric
material. The dielectric container can be fully transparent, half-transparent, or
opaque, as it can be also filled with gas, with a mixture of gases, or it might be
evacuated. Even capillary tubes can be used as containers. The system devised
is able to confine conductive powders (either semiconductor, dielectric, or even
radioactive), different types of germs, bacteria, viruses, seeds, or other microbi-
ological material. The system is also adequate for use in setups and equipments
intended for investigation, manipulation, measurement and determination of
the physico-chemical characteristics and properties of trapped microparticles or
NPs. In addition, the system provides a large optical access for the trapped mi-
croparticle species, and it can also be employed to investigate the effect of fields
of force or of external radiation sources upon micron sized particles levitated in
electrodynamic (Paul) traps.
The NPs located inside the container are levitated in a well defined gaseous
environment, whose pressure and chemical composition are controlled. More-
over, the particles can be also trapped in vacuum. Such a system enables ma-
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Figure 87: Longitudinal and two transversal (corresponding to the A-A anb B-B plans) cross-
sections of the micro- and nanoparticle trapping setup in capillary dielectric tubes, based on
a quadrupole linear Paul trap. Legend: 1a ÷ 1d – trap electrodes; 2a and 2b – cylindrical
endcap electrodes; 3 – electrode cross section tangent to the circle of radius r0; 4 – quadrupole
trap z axis; 5 – laser beam generated by the laser diode denoted as 6; 8 – dielectric container
and electric charging system; 9a and 9b – spacer rings; 10 – trapped nanoparticles. Picture
reproduced from [632] with kind permission from O. Stoican.
nipulation and investigation of toxic, radioactive or biological material, thus
excluding the possibility of contaminating human personnel or the surround-
ing environment. The recipient containing the solid particles that are to be
trapped can be prepared at a different location, then safely carried (in absence
of contamination) to the location where the setup or analysis and measurement
system is placed.
We will further explain the operation of the experimental setup described
in [632], used to confine NPs in dielectric containers and capillary tubes. The
system relies on a quadrupole electrodynamic trap that consists of four cylin-
drical, equidistantly spaced electrodes. The electrode cross section is a circular
surface, tangent to a circle of radius r0, denoted as (3) in Fig. 87. Moreover,
two additional endcap electrodes are placed in a plane that is normal to the
one holding the trap electrodes, at equal distance with respect to the trap ends.
The trap geometry can exhibit a larger number of electrodes, provided that this
number is even. Fig. 87 shows a longitudinal section and two cross sections of
the experimental setup tested. Two cylindrical endcap electrodes are located
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coaxially with respect to the trap axis (4). One of or both endcap electrodes
are perforated along the longitudinal axis, with an aim to allow illumination of
the trapped NPs (denoted as 10) by means of a laser beam (5) generated by a
cw laser diode (6). The laser diode is not required if the confined particles are
observed directly, or indirectly by means of radioactive or X-ray emission.
Solid particles to be confined are located within a container made of a di-
electric material, be it transparent, semi-transparent, or opaque. The container
is located within the space delimited by the trap cylindrical electrodes 1a ÷ 1d,
and by the trap endcap electrodes, 2a and 2b. The container vessel (8) may
exhibit different shapes and geometries, its cross section might change along
the longitudinal axis, it can either exhibit or not cylindrical symmetry, it can
be open at both ends or it can be open at one end and closed in the oppo-
site end, it can be fully closed or somewhat closed at both ends. The setup in
Fig. 87 shows a dielectric container that has a cylindrical shape, while being
fully closed at both ends. Either one of them or both endcap electrodes can
change position and shift along the trap axis, which modifies the extent of the
inner space delimited by the trap cylindrical electrodes. Fig. 87 also illustrates
the possibility of shifting the (2b) electrode along the trap axis (4), as its new
position is denoted by a dashed line. Thus, containing recipients of various
lengths can be introduced in the inner inter-electrode space. The setup also
allows for the possibility to detach one or more trap electrodes, in an aim to
remove or introduce the container that holds the particles to be confined [632].
In addition, Fig. 87 also illustrates the possibility to detach the (1a) electrode
in an attempt to insert the dielectric container (8) in the inner inter-electrode
space, while its new position is represented by a dashed line. The maximum
dimensions of the dielectric container cross-section must be chosen so as to en-
able its location inside the inner volume delimited by the cylindrical electrodes
(1a) ÷ (1d), (2a) and (2b). Thus, even capillary tubes can be used as particle
containers. Mechanically, the container (8) can be positioned by means of two
spacer rings (9a) and (9b) (see Fig. 88), located at both ends. The radiation
(12) emitted by the trapped particles (10) is observed in a plan that is normal
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to the trap axis (4), and it can either be scattered light, radioactive emission, or
X-radiation. The emitted radiation crosses the walls of the container (8) and is
observed by means of an instrument (denoted as 13), such as the objective of a
microscope or of another optical instrument, a CCD camera, a photomultiplier,
an array of photoelectric cells, a Geiger counter, etc.
Figure 88: View of the experimental setup for trapping nanoparticles based on a dielectric
container. Legend: 1a and 1b – trap electrodes; 2a and 2b – cylindrical endcap electrodes; 4 –
quadrupole trap z axis; 5 – laser beam generated by the laser diode denoted as 6; 8 – dielectric
container; 9a and 9b – spacer rings; 10 – levitated nanoparticles; 22- conducting wire; 23 –
electronic module that delivers high voltage pulses of amplitude Up. Picture reproduced from
[632] with kind permission from O. Stoican.
Analogous to other traps [177, 178, 179], the power supply delivers a high
a.c. voltage Uac and two d.c. voltages, namely an Uz voltage applied at the
endcap electrodes to achieve axial confinement, and a diagnosis voltage Ux ap-
plied between the upper (1a) and lower (1b) trap electrodes, whose electrical
polarity can be reversed by means of an electronic switch. All supply voltages
are measured with respect to the (1a) electrode that is connected to the ground
potential, taken as reference. The diagnosis voltage Ux compensates gravity and
enables the experimentator to shift the particle position in the radial plane.
The experimental parameters that allow stable trapping for particles with a
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particular value of the specific chargeQ/M depend on the NP dimensions, on the
Ux and Uz voltages, as well as on the trapping voltage Uac amplitude (V0) and
frequency f0. Generally, for a linear electrodynamic trap with 2n cylindrical
electrodes, where n ∈ N is a natural number (n = 2, 3, . . .), when both the
Ux and Uz voltages are zero and the polar coordinate r is much smaller than
the distance between the trap axis and the electrode surface r0, the analytical
expression of the multipole field generated in a point close to the trap axis is
[403, 633]
Φ (r, φ, t) = V0
(
r
ro
)n
cos (nφ) sin (ω0t) , (82)
where r and φ are the polar coordinates of the specific point, and ω0 = 2pif0.
The experimental setup suggested in [632] can exhibit either a quadrupole or a
multipole geometry with an even number of electrodes, and the NPs are confined
within a dielectric container. According to literature [52], trapping of particles
is performed in optimum conditions if
Q
M
<
1.816 pi2r20 f
2
0
V0
(83)
In order to find the optimum trapping point, depending on the dimensions
and specific charge Q/M of the naniparticle species used, the a.c. voltage Uac
amplitude (V0) and frequency f0 can be modified, along with the values of the
trapping voltages Ux and Uz. Such an operation practically shifts the operating
point in the Mathieu equation stability diagram, with an aim to achieve stable
trapping. Electrical charging of the NPs can be achieved:
1. as an outcome of the physical contact between particles confined in the
dielectric container (8), without the need of extra electrodes or of another
ionizing system,
2. as a result of the interaction between the NPs confined in the dielectric
container (8) and its dielectric surface,
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3. by applying a high voltage electric pulse Up across an electrode located
within the dielectric container (8). According to Fig. 88 the electrode
can consist of a thin conducting wire (22) that crosses the container (8)
parallel to the trap axis (4), located close to the inner surface in order to
severely reduce perturbations of the electric field distribution near the trap
axis. Thus, the trapping electric field can be considered as approximately
harmonic. The conducting wire (22) is connected to an electronic module
(23) that delivers high voltage pulses of amplitude Up at the output,
4. an overvoltage can be applied for a short period of time, superimposed
over the Ux diagnosis voltage. To achieve that, the secondary winding of
a step-up transformer is connected to the (1b) electrode. The output of a
pulse generator is fed into the primary winding of the step-up transfomer,
5. by switching the electrical polarity of the d.c. voltage Ux, applied between
the electrodes denoted by (1a) and (1b). It can be done by either acting
upon a mechanical switch, or by means of an electronic switch,
6. the NPs located within the container (8) can be acted upon for a specific
period time by an ionizing radiation radiation beam, such as ultraviolet
(UV) radiation, X radiation or radiation emitted by a radioactive source.
The radiation interacts with the NPs that are to be trapped, by ionizing
and implicitly charging them.
10.2. Use of linear Paul traps for target positioning
Theoretical and experimental investigations with respect to laser plasma
acceleration of particles also use isolated mass-limited targets, that result in in-
creased ion energies and peak spectral distributions of interest for a large number
of applications [634, 635]. Different approaches used to realize mass-limited tar-
gets use micrometer sized water droplets, gas-cluster targets with dimensions
in the 100 nm range, and objects carried by thin structures with dimensions
ranging between 100 nm up to a few microns [636]. For all cases presented the
range of target dimensions is restricted. In order to lift all target restrictions
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as well as unintended interactions, Paul traps have been used in combination
with high-power laser systems in an attempt to position isolated micron-sized
targets in the laser focus with high accuracy. The Paul trap employed in the
experiment described allows sensibly higher laser energies and a significantly
larger range in what concerns the diameter size of the target [636, 637]. The
trap represents a major progress with respect to recent Paul trap geometries
used in similar experiments [632, 638]. The most notable difference lies in the
fact that instead of friction between the target particles with the surrounding
gas, the Paul trap used in [636, 637] employs an ion gun to achieve charging.
Thus, specific charge ratios Q/M that are a few orders of magnitude higher
are obtained, which leads to a minimization of the residual motion of trapped
targets at comparable kinetic energies. The particle motion and implicitly its
kinetic energy is not damped by friction with air, but it is produced by an opto-
electronic feedback loop that runs continuously, which allows trap operation at
pressure values that go below 10−5 mbar [637]. Thus, diagnostics are not influ-
enced by the background gas environment. The setup allows target positioning
with an accuracy value that lies within the micron range, that is, better than
the typical FWHM diameter of high power laser foci (few-µm).
Similar to the setup described in [632], the transportable setup used in [637]
uses a quadrupole Paul trap with cylindrical rods and provides a large optical
access to the particle species of interest. There is a vivid scientific interest to-
wards using micron-scale particles as targets for high-intensity laser-plasma ac-
celeration experiments. A tightly focused laser pulse interacts with the strongly
coupled plasma that consists of levitated particles, confined within a well defined
region in space located in the trap centre. Both the focusing optics and laser
diagnosis packages should be provided for the experiment. The resulting ultra-
short and intense X-ray, ion, and electron bursts are expected to have important
applications in physics and medical research. In comparison with metallic foils
or bulk foils targets [639], well isolated targets could exhibit major advantages,
especially in what regards the maximum energy of energetic ions, as well as
their energy distribution and source size distribution. The setup can provide
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targets of any solid material with diameters currently ranging from 500 nm ÷
up to 50 µm. An almost interaction free environment is created as any particle
interaction with nearby structures or background gas is sensibly reduced, while
the positioning accuracy is controlled down to micron level precision [637].
The trap uses a cylindrical electrode geometry which yields to the occurrence
of higher order terms of the electric potential, such as the those corresponding
to the 12-pole and 20-pole order. As the trapping field is far from being a
pure quadrupole one (in fact it is anharmonic), the equations of motion in
the radial plane (x and y directions) are coupled. Higher order terms lead to
unstable trajectories and may even result in chaotic motion, as an outcome
of the phenomenon of resonant heating [640]. The trap is operated with q <
0.4, namely in a region of the stability diagram where only very high order
instabilities exist. In addition, due to the fact that the target levitates close to
the trap centre higher order instabilities are reduced to the minimum. Axial
confinement along the z axis is achieved by supplying additional d.c. voltages
on the endcap electrodes of 3 mm diameter (located 10÷ 20 mm apart), which
leads to an additional motion along the trap axis. Anharmonic fields vanish in
the trap centre and they are discarded in the discussion. The particle trajectory
is measured electro-optically and filtered electronically. An electrical feed-back
field is used with a proper phase-shift to turn the harmonic macromotion into
the dynamics of a damped harmonic oscillator, which efficiently damps the
macromotion [637].
The Paul trap based setup developed for laser-plasma experiments is shown
in Fig. 89. A vacuum chamber allows reaching pressures down to the 10−6
mbar. Generally, laser plasma accelerators operate at pressure values around
10−5 mbar to minimize the effects of the gaseous environment on the laser beam,
and to provide appropriate detection of laser-plasma accelerated particles. The
Paul trap consists of four cylindrical copper rods of 5 mm diameter equidistantly
spaced around the trap centre. The trap radius is r0 = 8.1 mm. Due to the large
optical access provided by the geometry used, large-numerical-aperture optics
can be employed, characteristic for experiments with ultrahigh-intensity lasers.
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All a.c. and endcap electrodes are positioned in precision manufactured ceramic
seats, which electronically isolate them with respect to each other. Moreover,
each a.c. electrode and each endcap electrode is connected to its individual
voltage supply. The a.c. trapping voltage can reach a maximum value of 3 kV
with Ω = 2pi ·5 kHz, while the d.c voltage applied between the endcap electrodes
can rise up to 450 V.
Figure 89: Paul trap setup used for taget positioning. The setup comprises a vacuum chamber,
the trap and connected power supplies, an ion gun to charge the target particles, a laser
to illuminate target particles, and the optical measurement and feedback setup. Picture
reproduced from [637] by courtesy of T. Ostermayr.
The setup includes a particle reservoir located above the trap centre that
is filled with a few milligrams commercial sample of monodisperse spherical
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particles, used as target. By means of a mechanical loading system, particles
fall into the trap through a 100 µm hole. An ion beam – generated by an ion
gun – is fed into the trap and charges the particles. Thus, a few particles are
confined within the trap. The endcap voltage is dropped off to a value of a few
volts before trapping, which yields a strong Coulomb repulsion that expels most
of the particles out of the trap leaving just a single one. Then, the ion gun is
shut off and the pressure is reduced to a lower value. Simultaneously, the a.c.
and d.c. trapping voltages are increased to their maximal values to ensure tight
confinement in the radial plan. To visualize the particles a 660 nm laser diode
(delivering 50 mW of output power) is used. Two thirds of the output power are
coupled into a single-mode fiber. An adjustable collimator lens performs laser
beam focusing to a spot size between 0.25 and 1 mm FWHM (Full-Width at
Half Maximum) in the trap centre. Three independent imaging systems collect
the stray light from target. A position-sensing diode (PSD) is employed to
record the CM motion of the particle’s image. The frequency of the particle
motion is inferred by means of a Fast Fourier Transform (FFT) algorithm. The
coordinate signal is phase-shifted and delivered as an additional voltage to the
trap electrodes, which leads to an effective damping of the particle motion in
absence of a particular gas.
The key parts of the concept used are the optical setup and the optoelec-
tronic damping that are responsible for achieving experiments with well posi-
tioned targets at high-vacuum conditions, which eliminates the need for buffer
gas that would affect the high-power laser and diagnostics for the laser plasma
interaction. The setup represents a remarkable improvement as it can be cus-
tomized to fit any interaction chamber geometry. Another critical issue lies in
the fact that the system should be able to collect the small amount of stray
light created by microscopic target particles. Since only the CM of the particles
image is tracked by the PSD, a large aperture lenses is used with comparably
small depth of focus (∼ 1 ÷ 2 µm) to provide enhanced collection efficiency at
cost of image sharpness (which is almost irrelevant if we track CM only) if the
particle moves along the focal plane before reaching its final damped state in
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focus of the lens system. The fiber-coupled laser is fed into the vacuum chamber
by means of a vacuum feedthrough, to reduce the influence of stray light to a
minimum.
10.3. Particle acceleration using PW class lasers and strongly coupled plasmas
levitated in electrodynamic traps
Plasma acceleration is a technique to accelerate charged particles, such as
electrons, positrons and ions, using an electric field associated with electron
plasma wave or other high-gradient plasma structures (like shock and sheath
fields) [641, 642, 643]. The plasma acceleration structures are created using
ultra-short laser pulses or energetic particle beams, that are matched to the
plasma parameters [644, 645, 646]. These techniques offer a way to build high
performance particle accelerators of much smaller size than conventional devices.
It was suggested for the first time in 2009 to use compact Laser Plasma
Accelerators (LPAs), with an aim to produce broadband radiation similar to
the outer space and use it for radiation hardness testing of electronic parts
[647, 648]. LPAs offer cost-effective radiation generation, which makes them
extremely suited for testing radiation resistivity of electronic components [649].
Besides that, LPAs have the potential to become versatile tools for reproducing
certain aspects of space radiation, under far better reproducibility than state-of-
the-art technology [650], among which we can enumerate existing linear particle
accelerator, cyclotron (MeV energy protons), synchrotron (energetic protons in
the GeV range), or electron synchrotron facilities [643]. Ground-based con-
ventional particle accelerators cannot reproduce the exponential electron beam
distribution spectrum that occurs in space, and a typical approach to ground-
based radiation hardening assessment (RHA) involves investigating the impact
of radiation at multiple monochromatic energies, and then extrapolating the
results to other energies based on modeling and simulation. The primary de-
ficiency in such ground-based approaches is that the naturally occurring space
radiation environment energy spectrum is dramatically different from the out-
put of a conventional Earth-bound accelerator. On Earth, accelerators based
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on classical technology do not generate particle energy spectra that follow the
exponential distribution found to characterize particle energy spectra in space,
but deliver instead nearly monoenergetic distributions.
Petawatt (PW) laser technology and the mechanism of plasma acceleration
of charged particles (especially electrons and protons) finds extremely important
areas of applications for space technology. The advantage of plasma accelera-
tion lies in the fact that the acceleration field is much stronger than that of
conventional RF accelerators. In case of RF accelerators the field exhibits an
upper limit, determined by the threshold for dielectric breakdown of the accel-
eration tube. Such a phenomenon limits the acceleration gain over any given
area, requiring large dimension accelerators in order to achieve high energies.
Present interest is focused on using ultrashort high intensity laser pulses that are
matched to the plasma parameters. Using such mechanisms it is possible to cre-
ate very large electric field gradients and very compact structures, with respect
to classical accelerators. The basic idea lies in using LPA techniques with an
aim to reproduce the cosmic radiation environment, in terms of particle species
(electrons and protons) [639, 649]. This is an issue of large interest for the
European Space Agency, in support of the Jupiter Icy Moon Explorer (JUICE)
mission aimed at exploring Jupiter and three of its moons: Ganymede, Europa
and Callisto [651]. The basic idea is to demonstrate the concept of laser plasma
acceleration of electrons and protons [639] up to energies of tens of MeV, or
even larger than 100 MeV. The outcome lies in achieving an exponential energy
distribution of the generated electrons, that would be similar to the distribution
met in the Jovian system. Nevertheless, while space radiation can be character-
ized as continuous, the LPA technique generates a discontinuous flux of charged
particles [648].
As shown in Section 10.2, custom designed Paul trap systems allow accurate
positioning of micrometer-sized particles with micron precision, which makes
them extremely useful as targets in high intensity laser-plasma interactions. A
setup intended for a laser plasma experiment is proposed in [637]. The sketch
of the setup is reproduced in Fig. 90. The high power laser beam is delivered
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via the beam-line system (BLS) and then focused on the trap using an off-axis
parabolic (OAP) mirror. The laser focus is monitored via an optical system
consisting of a microscope objective and a mirror. The black dotted line labeled
as focus diagnostics denotes the optical path of the microscope. Electron, ion,
and X-ray detectors can be put in the plane of laser propagation, marked as
green.
Figure 90: Paul trap setup used in laser plasma acceleration experiment. Picture reproduced
from [637] by courtesy of T. Ostermayr.
Fast mechanical shutters are used to reduce the influence of stray light.
Laser beam powers of up to 500 TW and energies up to 150 J have been used.
The secular frequency of the levitated microparticles is measured by real-time
tracking of the PSD signal. As the trap parameters (r0, Ω, and V ) are known,
by measuring the secular frequency one can determine the charge-to-mass ratio
Q/M and the strength of the confinement. Thus, the particle position can
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be established with remarkable accuracy. Repetitive measurements performed
for 10 µm diameter polystyrene particles yield a value of 0.29 C/kg for the
charge-to-mass ratio, and an electric charge value Q = 9.9× 105e (for a secular
frequency value ωsec/2pi = 125 Hz). Thus, measurements performed on single
levitating particles demonstrate reproducibility, stability, and high accuracy in
determining the particle location [637]. The most important parameter that
reflects the quality of damping is the residual motion of a levitated particle,
which can be estimated using the in situ focus diagnostics. The method used is
based on determining the CM and then plot the 2D histogram of the occurrence
of a specific particle position [637]. The very low values of the Full-Width at
Half Maximum (FWHM) of the motion demonstrate that strong confinement
is achieved, which leads to high accuracy in pinpointing the particle position
and long trapping times. Thus, CM tracking is shown to be the most accurate
method to determine the residual motion.
An experimental demonstration of the acceleration of a clean proton bunch
is performed in [652]. To achieve that, a microscopic and three-dimensionally
(3D) confined near critical density plasma is created that evolves from a 1 µm
diameter plastic sphere, which is levitated and positioned with micrometer pre-
cision in the focus of a Petawatt laser pulse. The emitted proton bunch is
reproducibly observed with central energies between 20 and 40 MeV and nar-
row energy spread (down to 25%), showing almost no low-energetic background.
To put this energy spread in perspective, typical laser-plasma accelerators using
extended bulk foil targets produce beams with ultrabroad energy spectra de-
caying exponentially towards their maximum energy. Using 3D particle-in-cell
(PIC) simulations the acceleration process is fully characterized, emphasizing
the transition from organized acceleration to Coulomb repulsion. This reveals
limitations of current high power lasers and viable paths to optimize laser-driven
ion sources.
Finally, theoretical and experimental aspects of relativistic intense laser-
microplasma interactions and potential applications are presented by T. Oster-
mayr in [630]. The book describes the Paul-trap based target system, devel-
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oped and tested so as to provide fully isolated, well defined and well positioned
micro-sphere-targets, for experiments with well focused PW laser pulses. The
interaction between the PW laser pulses and the micro-spheres converts these
targets into microplasmas [76, 284, 283], able to emit proton beams with ki-
netic energies higher than 10 MeV [630, 652]. The spatial distribution and the
kinetic energy spectrum of the proton beam can be modified by changing the
acceleration mechanism. The results span from broadly distributed spectra in
cold plasma expansions, to spectra with relative energy spread that is reduced
down to 25 % in spherical multi-species Coulomb explosions and in directed
acceleration processes. Both analytical modeling and the numerical simulations
show good agreement with the experimental results. The 3D PIC simulations
performed characterize the complete acceleration process and clearly empha-
size the transition from regular acceleration to Coulomb repulsion [652]. This
is a strong argument towards employing microplasmas to engineer laser-driven
proton sources.
A sketch of the experimental setup used in [652] is shown in Fig. 91. The
targets are extracted out of a reservoir by mechanical vibration. As particles fall
freely inside the operating trap, electrical charging is achieved by means of an ion
gun. The trapped particle amplitude is reduced using a two phase mechanism:
buffer gas cooling at 10−4 mbar pressure, followed by electro-optical damping for
a vacuum pressure lower than 10−5 mbar. Similar to the experiment described
in [637] stray light is collected onto a PSD, and a small fraction of it is imaged
onto a CCD camera. The hollow spheres are created by covering polystyrene
spheres with a PMMA layer. Then, the polystyrene cores are subsequently
dissolved away.
Other issues are also approached in Ref. [630], such as future perspectives
and directions of action for the study of laser-microplasma interactions using
non-spherical targets.
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Figure 91: Paul trap setup used in laser plasma proton acceleration experiment: (a) Incoming
PHELIX laser beam, (b) Paul trap power supply, (c) 660 nm illumination laser, (d) electroop-
tical diagnostics for target damping and positioning, (e) Paul trap electrodes, (f) trapped
target scatter screen for transmitted light with (g) and without (h) target, (i) magnetic spec-
trometer, (j) IP raw proton/ion data (without degraders). Picture reproduced from [652] by
courtesy of T. Ostermayr.
11. Conclusions and perspectives
The paper is a review on the physics and applications of strongly correlated
Coulomb systems levitated in electrodynamic (Paul) traps. After a short in-
troduction into the physics of particle traps at the beginning of Section 2, the
issue of the anharmonic contributions to the electric potential generated by a
linear RF trap is discussed, with respect to recent investigations [96]. Parti-
cle dynamics is examined, for a classical system of two particles levitated in a
3D Paul trap. A theoretical model is introduced, with an aim to characterize
regular and chaotic orbits for the system described, depending on the chosen
control parameters [115]. The phase portraits illustrate ordered and chaotic
orbits, while particle dynamics is shown to be ergodic. By studying the sign of
the eigenvalues of the Hessian matrix one can analyze and classify the critical
points, as well as the system stability. Recent advances in the development of
nonlinear traps are mentioned, before introducing optical levitation and acous-
tic levitation techniques. The problem of instabilities in electrodynamic traps
is also approached, with respect to the most relevant and recent contributions
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to the domain. Chaos is reviewed in Sec. 2.9, where the dynamics of a charged
particle confined in a quadrupole nonlinear Paul trap is investigated. Phase por-
traits, Poincare´ sections and bifurcation diagrams illustrate the onset of chaos,
as well as the existence of attractors in the associated dynamics, which can be
characterized as strongly nonlinear.
Non-neutral, complex plasmas and Coulomb systems are investigated in Sec-
tion 3. Strongly coupled Coulomb systems encompass various many-body sys-
tems and physical conditions, such as dusty (complex) plasmas or non-neutral
and ultracold plasmas [12, 54, 69, 70, 244]. We emphasize that ion traps rep-
resent versatile tools to investigate many-body Coulomb systems, or dusty and
non-neutral plasmas. The dynamical time scales associated with trapped mi-
croparticles lie in the tens of milliseconds range, while microparticles can be indi-
vidually observed using optical methods. As the background gas is dilute, parti-
cle dynamics exhibits strong coupling regimes characterized by collective motion
[9, 247, 252, 253]. Weakly-coupled plasmas and strongly-coupled Coulomb sys-
tems are presented in Sections 3.3 and 3.4, respectively. Section 3 illustrates
how a Paul trap represents a versatile tool to investigate the physics of few-
body phase transitions and thus gain new insight on such mesoscopic systems
[73, 308].
Strongly coupled plasmas confined in quadrupole electrodynamic traps are
reviewed in Section 4. Stable 2D and 3D structures are discussed, including
Coulomb structures [294, 333, 343, 344, 350, 377], as well as Microparticle elec-
trodynamic ion traps (MEITs) [258], with an emphasize on latest techniques,
experimental results, and applications. Hamiltonians for systems of N particles
are used to describe ordered structures and collective dynamics for systems of
charged particles (ions) levitated in quadrupole 3D traps with cylindrical sym-
metry. The Hamilton function for the system of N particles of mass M and
equal electric charge Q, confined in a combined quadrupole 3D trap is obtained
[92, 115, 338].
Waves in plasmas are investigated in Section 5, using particle-in-cell (PIC)
simulations. Caustic solitary density waves are discussed for microparticles lev-
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itated in electrodynamic traps [190, 191]. Analytical and numerical simulations
are performed, in order to better explain the physical mechanisms and phenom-
ena observed. The interaction between an acoustic wave and levitated micropar-
ticles is also investigated [89]. Section 6 presents the physics of multipole traps
and their associated advantages, along with the latest experimental techniques
and results [178, 179]. Analytical and numerical simulations are supplied that
support the experimental data and results.
Sections 7 and 9 review mass spectrometry methods and techniques to in-
vestigate single particles levitated in electrodynamic or optical traps [153, 609].
Emphasis is placed on mass spectrometry techniques [13, 55, 432], as well
as on novel methods based on elastic and inelastic scattering of light, us-
ing the Mie theory [541, 558, 565], or Raman and fluorescence spectroscopy
[459, 560, 595, 603]. Recent experiments seem to indicate that inelastic scatter-
ing can be successfully applied to the detection of biological particles such as
pollen, bacteria, aerosols, traces of explosives or synthetic polymers [602].
Despite their micro and nanometer range size aerosols have a major impact
on global climate and health, but the underlying mechanisms and subsequent
effects are still far from being explained. Section 8 brings new perspectives and
sheds new light on aerosol and nanoparticle diagnosis [331, 530, 549, 562], with
a special emphasis on the optical properties associated with them [90, 155, 417,
505, 508]. Novel methods and techniques are described, aimed at investigating
and characterizing these particles.
Section 10 focuses on laser plasma accelerated physics and the use of elec-
trodynamic traps as targets for high power lasers. Two decades ago, it was
suggested to employ the analogy between the dynamics of charged particles in
the non-homogenous magnetic quadrupole field of accelerators or storage rings,
and that of an electric quadrupole trap excited by square voltage pulses [618].
Instead of using typical sinusoidal voltages, controllable, pulsed RF voltages
are applied to the trap electrodes with an aim to investigate collective beam
dynamics in various lattice structures [619]. Moreover, the collective dynamics
of a one-component plasma (OCP) in a RF quadrupole trap is physically equiv-
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alent to that of a charged-particle beam that propagates throughout a periodic
magnetic lattice [615, 625]. Such an interesting feature allows one to investigate
various beam-dynamics issues using compact setups, without the need for large-
scale accelerators. Theoretical and experimental investigations with respect to
laser plasma acceleration of particles also use isolated mass-limited targets, that
result in increased ion energies and peak spectral distributions of interest for a
large number of applications [634, 635]. In order to lift all target restrictions
as well as unintended interactions, Paul traps have been used in combination
with high-power laser systems in an attempt to position isolated micron-sized
targets in the laser focus with high accuracy [630, 652].
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