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Abstract
We obtain asymptotic forms of positive solutions of third-order Emden–Fowler
equations. These results improve earlier results for asymptotic behavior of positive
solutions considerably.  2002 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we consider the third-order ordinary differential equation
u′′′ = p(t)|u|λ−1u, (1.1)
under the conditions that:
(C1) λ > 1 (superlinearity);
(C2) p is a positive C1 function defined near +∞ satisfying p(t)∼ tσ as t →∞
for some σ ∈ R.
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Henceforth the notation “f (t) ∼ g(t) as t → ∞” means that limt→∞ f (t)/
g(t)= 1. Since (C2) holds, we often put p(t)= tσ (1+ ε(t)) where ε is a function
satisfying limt→∞ ε(t)= 0.
By a solution of (1.1) we mean a function u of class C3 satisfying (1.1) near
+∞. Throughout this paper we shall confine ourselves to the study of those
solutions that do not vanish identically near +∞.
The main objective in this paper is to give asymptotic forms of positive
solutions of (1.1) in terms of λ and σ . The qualitative theory for third-order
equations like (1.1) has been developed constantly by several authors in the last
three decades. As far as the authors know, the study of this subject was initiated
by Ohme [1]. He treated the typical case of (1.1) where p(t)≡ tσ :
u′′′ = tσ |u|λ−1u, (1.2)
and gave systematic results concerning asymptotic behavior of positive solutions.
We are deeply influenced by the results in [1]. In what follows we will often
refer to [1] to compare his results with those obtained by us. Fundamental and
interesting results on this subject are found also in [2]. Actually, n-th order
equation u(n) =±f (t)|u|λ−1u, n= 2,3, . . . , are studied there.
To begin with, we briefly make a survey for asymptotic behavior of positive
solutions of the equation
u′′′ = q(t)|u|λ−1u, (1.3)
with q ∈ C([t0,∞); [0,∞)), which has slight generality than (1.1). Let u be a
positive solution of Eq. (1.3). Since u′′ is an increasing function, it is easily seen
that one and only one of the following five possibilities occurs for asymptotic
behavior of u:
(AC) (asymptotically constant solution)
u′′ ↑ 0, u′ ↓ 0, and u ↑ c1 ∈ (0,∞) as t ↑∞;
(I) (intermediate order solution)
u′′ ↑ 0, u′ ↓ 0, and u ↑∞ as t ↑∞;
(AL) (asymptotically linear solution)
u′′ ↑ 0, u′ ↓ c1 ∈ (0,∞) as t ↑∞
(and hence u(t)∼ c1t as t →∞);
(AQ) (asymptotically quadratic solution)
u′′ ↑ c1 ∈ (0,∞) as t ↑∞ (and hence u(t)∼ c1t
2
2
as t →∞);
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(ASQ) (asymptotically super-quadratic solution)
u′′ ↑∞ as t ↑∞ (and hence u(t)
t2
→∞ as t →∞).
Necessary and/or sufficient conditions are known for (1.3) to have positive
solutions of several types mentioned above [2]:
(i) Eq. (1.3) has a positive solution of type (AC) if and only if
∞∫
t2q(t) dt <∞;
(ii) Eq. (1.3) has a positive solution of type (AL) if and only if
∞∫
t1+λq(t) dt <∞;
(iii) Eq. (1.3) has a positive solution of type (AQ) if and only if
∞∫
t2λq(t) dt <∞;
(iv) Eq. (1.3) has a positive solution of type (ASQ) if
∞∫
t2λq(t) dt <∞.
These statements enable us to obtain the following facts for Eq. (1.1):
(i) Eq. (1.1) has a positive solution of type (AC) if and only if σ + 3 < 0;
(ii) Eq. (1.1) has a positive solution of type (AL) if and only if σ + λ+ 2 < 0;
(iii) Eq. (1.1) has a positive solution of type (AQ) if and only if σ + 2λ+ 1 < 0;
(iv) Eq. (1.1) has a positive solution of type (ASQ) if σ + 2λ+ 1 < 0.
In order to determine asymptotic forms of all possible positive solutions of
(1.1), we must find those particularly of type (I) and of type (ASQ).
To gain an insight into such problems, let us consider the typical equation (1.2).
As was pointed out by Ohme [1], (1.2) may possess an exact solution of the
form ct, c > 0,  ∈R. In fact, we find that the function
u0(t)≡ cˆtk, (1.4)
where
k =−σ + 3
λ− 1 and cˆ
λ−1 = k(k − 1)(k− 2),
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solves Eq. (1.2) if and only if 0 < k < 1 or k > 2. That is, u0 does exist as a
positive solution of Eq. (1.2) if and only if 0 < k < 1 or k > 2. Moreover, we
observe that u0 is of type (I) and of type (ASQ) according as 0 < k < 1 or k > 2.
It is natural to expect that positive solutions of (1.1) of type (I) and of type (ASQ)
behave like u0 in case of 0 < k < 1 and k > 2, respectively. We will see that this
conjecture is true in case of k > 2. However, we can not find completely whether
so is in case of 0 < k < 1 or not. It is hoped that we will be able to establish more
excellent results on this theme in the future.
It is worth noting in the sequel the following implications:
k > 2 ⇐⇒ σ <−2λ− 1;
k = 2 ⇐⇒ σ =−2λ− 1;
1 < k < 2 ⇐⇒−2λ− 1 < σ <−λ− 2;
k = 1 ⇐⇒ σ =−λ− 2;
0 < k < 1 ⇐⇒−λ− 2 < σ <−3;
k = 0 ⇐⇒ σ =−3;
k < 0 ⇐⇒ σ >−3.
The paper is organized as follows. In Section 2 we give auxiliary lemmas which
will be employed later. We give asymptotic representations of positive solutions
for the cases k > 2, k = 2, 1 k < 2, and 0 < k < 1, respectively in Sections 3,
4, 5 and 6. It will be found that our results completely improve those obtained
by Ohme [1]. Since (1.1) is shown to have no positive solutions near +∞ for the
case k  0 in [2], we preclude this case from our consideration.
2. Auxiliary lemmas
In this section we collect auxiliary lemmas which will be employed later.
The following lemmas will be employed when we show that some of positive
solutions of (1.1) are asymptotic to u0 given by (1.4).
Lemma 2.1. Let 0 < k < 1 or k > 2, u be a positive solution of (1.1), and u0
be the positive solution given by (1.4). Put v = u/u0, t = es . Then v satisfies the
equation
v(3) + av¨+ bv˙+ cv = c(1+ ε0(s))vλ,
where ˙ = d/ds, v(3) = d3v/ds3,
a = 3(k− 1),
b= 3k2 − 6k+ 2,
c= k(k − 1)(k− 2) (= cˆλ−1),
and ε0(s)= ε(es).
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Lemma 2.2. Let f ∈ C1[T ,∞) be such that f ′ is bounded, and ∫∞ |f (t)|γ dt <
∞ for some γ > 1. Then, limt→∞ f (t)= 0.
The following is a variant of l’Hospital’s rule:
Lemma 2.3. Let f (t) and g(t) be continuously differentiable functions defined
near ∞ and g′(t) = 0. Then, we have
lim inf
t→∞
f ′(t)
g′(t)
 lim inf
t→∞
f (t)
g(t)
 lim sup
t→∞
f (t)
g(t)
 lim sup
t→∞
f ′(t)
g′(t)
if either limt→∞ g(t)=∞ or limt→∞ g(t)= limt→∞ f (t)= 0 holds.
Lemma 2.4 [3, Chapter 10]. Consider the n-dimensional system
dx
dt
=Ax + f (t, x),
where n  2, A is a constant n by n matrix, f (t, x) is continuous and
has continuous derivatives in x , f (t,0) ≡ 0, and lim‖x‖→0 ‖f (t, x)‖/‖x‖ = 0
uniformly in t near +∞. Let µ1,µ2, . . . ,µn be the eigenvalues of A, and
suppose that Reµi < 0, 1  i  m, and Reµi > 0, m + 1  i  n, for some
m ∈ {1,2, . . . , n− 1}. Then the Lyapunov number of each solution x(t) satisfying
limt→∞ x(t)= 0 and x(t) ≡ 0 is one of −Reµ1,−Reµ2, . . . ,−Reµm.
3. The case k > 2
For the case 2λ + σ + 1 < 0, i.e., k > 2, we already know that there exist
positive solutions of (1.1) of type (AC), (AL), (AQ) and (ASQ). Actually Ohme
obtained the next theorem for Eq. (1.2):
Theorem A [1, Theorem 3.2]. Let 2λ+σ +1 < 0 (k > 2). Then for every positive
solution u of (1.2) one of the following five asymptotic properties holds:
(i) u∼ c1, c1 > 0;
(ii) u∼ c2t , c2 > 0;
(iii) u∼ c3t2, c3 > 0;
(iv) u∼ u0 ≡ cˆtk , where u0 is given by (1.4);
(v) u is of type (ASQ), u ≡ u0, and there exist constants κ and µ such that
2 µ,κ  k+ 3/(λ− 1), and for any ε1 > 0, tµ−ε1  u(t) tκ+ε1 hold for
sufficiently large t .
To give a refinement of Theorem A we will consider Eq. (1.1) for the case
2λ + σ + 1 < 0. Recall that we often put p(t) = (1 + ε(t))tσ . Next three
assumptions mean that ε(t) is sufficiently small function near +∞ in some sense:
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∞∫
ε(t)2
t
dt <∞, (3.1)
∞∫ ∣∣ε′(t)∣∣dt <∞, (3.2)
∞∫
tε′(t)2 dt <∞. (3.3)
Theorem 3.1. Let 2λ + σ + 1 < 0 (k > 2). Suppose that either {(3.1), (3.3)}
or (3.2) holds. Then every positive solution u of (1.1) has one of the following
asymptotic forms:
u∼ c1;
u∼ c2t;
u∼ c3t2;
u∼ u0(t)≡ cˆtk;
where c1, c2, c3 > 0 are some constants, and u0 is given by (1.4).
Remark. We find from this result that positive solutions u satisfying (v) of
Theorem A actually enjoy property (iv).
Proof of Theorem 3.1. Since we can easily see, as in [1], that (1.1) does not
possess positive solutions of type (I) under our assumption, we may consider
positive solutions of type (ASQ) only. Let u be a positive solution of (1.1) of
type (ASQ). To prove this theorem we show that u(t) ∼ u0(t) as t →∞. The
proof is divided into several steps.
Step 1. We claim that u(t)=O(u0(t)) as t →∞. From (1.1) we have
u′′′  c1tσ uλ for large t, (3.4)
where c1 is a positive constant. Multiplying (3.4) by u′ (> 0) and integrating the
resulting inequality on [t1, t], we obtain
u′′u′ − c2 −
t∫
t1
(u′′)2 ds  c1t
σ uλ+1
λ+ 1 −
c1σ
λ+ 1
t∫
t1
sσ−1uλ+1 ds for t  t1,
where c2 is a constant. Since u′′u′ →∞, there exist c3 > 0 and t2  t1 such that
u′′u′  c3tσ uλ+1 for t  t2.
Moreover multiplying the above inequality by u′ and integrating the resulting
inequality on [t2, t], we obtain
(u′)3 − c4  3c3
λ+ 2 t
σ uλ+2 for t  t2,
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where c4 is a constant. Since u′ →∞, there exist c5 > 0 and t3  t2 such that
u′  c5t
σ
3 u
λ+2
3 for t  t3.
Dividing the both sides of the above inequality by u(λ+2)/3 and integrating the
resulting inequality on [t,∞), we obtain u(t)=O(u0(t)).
Put u= cˆtkv = u0v and t = es . We know by Lemma 2.1 that v solves
v(3) + av¨+ bv˙+ cv = c(1+ ε0(s))vλ, (3.5)
where ˙ = d/ds and a, b and c are given in Lemma 2.1. It should be noted that in
this case a, b, c > 0. To establish this theorem we show that v(s)→ 1 as s→∞
below.
Step 2. We claim that v˙ ∈ L2[s0,∞). We will show firstly that v˙ and v¨ are
bounded. From Step 1 we know that v is bounded. Hence lim sups→∞ v(s)= L ∈
[0,∞). By Lemma 2.3, we have
L= lim sup
t→∞
u
u0
 lim sup
t→∞
u′
u′0
 lim sup
t→∞
u′′
u′′0
 lim sup
t→∞
u′′′
u′′′0
= lim sup
t→∞
p(t)uλ
tσ uλ0
= Lλ.
These imply that
du
dt
=O(tk−1), d2u
dt2
=O(tk−2).
Since
v˙ = tu
′ − ku
cˆtk
,
v¨ = t
2u′′ − (2k− 1)tu′ + ku
cˆtk
,
we find that v˙ and v¨ are bounded. We further notice that v(3) is also bounded.
Multiplying (3.5) by v˙ and integrating the resulting equation on [s0, s], we
obtain
v¨v˙ −
s∫
s0
v¨2 dr + a
2
v˙2 + b
s∫
s0
v˙2 dr + c
2
v2
= c
λ+ 1v
λ+1 + c
s∫
s0
ε0(r)v
λv˙ dr + c6, (3.6)
where c6 is a constant. Since v¨, v˙ and v are bounded, we obtain
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s∫
s0
v¨2 dr − b
s∫
s0
v˙2 dr + c
s∫
s0
ε0(r)v
λv˙ dr =O(1), as s→∞. (3.7)
On the other hand, multiplying (3.5) by v¨ and integrating the resulting equation
on [s0, s], we obtain
v¨2
2
+ a
s∫
s0
v¨2 dr + b
2
v˙2 + cvv˙ − c
s∫
s0
v˙2 dr − c
s∫
s0
(
1+ ε0(r)
)
vλv¨ dr = c7,
where c7 is a constant, that is
a
s∫
s0
v¨2 dr − c
s∫
s0
v˙2 dr + cλ
s∫
s0
vλ−1v˙2 dr − c
s∫
s0
ε0(r)v
λv¨ dr =O(1). (3.8)
From (3.7) and (3.8), we obtain
(ab− c)
s∫
s0
v˙2 dr + cλ
s∫
s0
vλ−1v˙2 dr − ac
s∫
s0
ε0(r)v
λv˙ dr
− c
s∫
s0
ε0(r)v
λv¨ dr =O(1).
Integrating by parts, we have
(ab− c)
s∫
s0
v˙2 dr + cλ
s∫
s0
(
1+ ε0(r)
)
vλ−1v˙2 dr − ac
s∫
s0
ε0(r)v
λv˙ dr
+ c
s∫
s0
ε˙0(r)v
λv˙ dr =O(1). (3.9)
We note that ab − c > 0 under our assumptions. Since (1 + ε0(r))vλ−1v˙2 > 0
near ∞, we have from this formula
(ab− c)
s∫
s0
v˙2 dr − ac
s∫
s0
ε0(r)v
λv˙ dr + c
s∫
s0
ε˙0(r)v
λv˙ dr O(1). (3.10)
We show that v˙ ∈ L2[s0,∞) on the basis of (3.10).
Notice that assumptions (3.1), (3.2), and (3.3) are equivalent to
∞∫
ε0(r)
2 dr <∞,
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∞∫ ∣∣ε˙0(r)∣∣dr <∞,
∞∫
ε˙0(r)
2 dr <∞,
respectively.
Let (3.1) and (3.3) hold. By employing Schwarz’s inequality we have∣∣∣∣∣
s∫
s0
ε0(r)v
λv˙ dr
∣∣∣∣∣ c8
( ∞∫
s0
ε0(r)
2 dr
)1/2( s∫
s0
v˙2 dr
)1/2
,
and ∣∣∣∣∣
s∫
s0
ε˙0(r)v
λv˙ dr
∣∣∣∣∣ c9
( ∞∫
s0
[
ε˙0(r)
]2
dr
)1/2( s∫
s0
v˙2 dr
)1/2
,
where c8 and c9 are positive constants. Therefore (3.10) gives
(ab− c)
s∫
s0
v˙2 dr − c10
( s∫
s0
v˙2 dr
)1/2
O(1),
where c10 is a positive constant. This obviously implies that v˙ ∈L2[s0,∞).
Next let (3.2) hold. Since∣∣∣∣∣
s∫
s0
ε0(r)v
λv˙ dr
∣∣∣∣∣=
∣∣∣∣∣
[
ε0(r)vλ+1
λ+ 1
]s
s0
− 1
λ+ 1
s∫
s0
ε˙0(r)v
λ+1 dr
∣∣∣∣∣
 c11 + c12
∞∫
s0
∣∣ε˙0(r)∣∣dr,
where c11, c12 > 0 are constants, we easily see from (3.10) that v˙ ∈ L2[s0,∞).
Returning to (3.7), we know that v¨ ∈ L2[s0,∞). From these facts, we find
via Lemma 2.2 that lims→∞ v˙ = lims→∞ v¨ = 0. Letting s → ∞ in (3.6), we
can see that the function vλ+1/(λ + 1) − v2/2 has a finite limit at ∞, that is,
lims→∞ v(s) = l exists as a finite nonnegative value. Letting s →∞ in (3.5),
we obtain lims→∞ v(3)(s) = c(l − lλ). Since v¨ → 0 as s →∞, we must have
lims→∞ v(3)(s)= 0, which implies that l = 0 or l = 1.
Step 3. We claim that lims→∞ v(s) = 1. To see this we reduce (3.5) to a first
order system by introducing the new variables w1 = v, w2 = v˙ and w3 = v¨:
dw
ds
=Aw+ f (s,w), (3.11)
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where
w =
(
w1
w2
w3
)
, A=
( 0 1 0
0 0 1
−c −b −a
)
, f (s,w)=
( 0
0
cwλ1 (1+ ε0(s))
)
.
The eigenvalues of A are −k, 1 − k and 2 − k, and these eigenvalues are all
negative. By Lemma 2.4, the Lyapunov number of w is one of k, k− 1 and k− 2,
i.e., for all δ1 > 0
lim
s→∞
(|w1| + |w2| + |w3|)e(L−δ1)s = 0,
where L is Lyapunov number of w. This implies that v(s) e(−L+δ1)s near ∞.
By the formula of variation of constants (see [4]), v(s) can be written in the
form
v(s)= c1e−ks + c2e(1−k)s + c3e(2−k)s
+ c
s∫
s0
[
ek(r−s)
2
− e(k−1)(r−s)+ e
(k−2)(r−s)
2
](
1+ ε0(r)
)
vλ dr,
where c1, c2 and c3 are constants. Thus
v(s)
e(2−k)s
=O(1)
+ c
e(2−k)s
s∫
s0
[
ek(r−s)
2
− e(k−1)(r−s)+ e
(k−2)(r−s)
2
](
1+ ε0(r)
)
vλ dr.
From the fact that v(s)  e(−L+δ1)s , we see that the right hand side of the above
formula is bounded. This implies u(t)=O(t2). However, this fact contradicts our
assumption that u is of types (ASQ). Therefore the case that lims→∞ v(s) = 0
does not occur. This completes the proof of Theorem 3.1. ✷
4. The case k = 2
For the case 2λ+ σ + 1 = 0, i.e., k = 2, from Section 1 we know that there
exist positive solutions of (1.1) of type (AC) and (AL). In this case Ohme obtained
the next result:
Theorem B [1, Theorem 4.1]. If 2λ + σ + 1 = 0 (k = 2), then every positive
solution u of Eq. (1.2) has one of the following asymptotic properties (i), (ii), (iii),
and (iv):
(i) u∼ c1, c1 > 0;
K. Kamo, H. Usami / J. Math. Anal. Appl. 271 (2002) 297–312 307
(ii) u is of type (I);
(iii) u∼ c2t , c2 > 0;
(iv) u is of type (ASQ), and there exist constants κ and µ such that 2  µ,κ 
k + 3/(λ − 1), for any ε1 > 0, tµ−ε1  u(t)  tκ+ε1 hold for sufficiently
large t .
We can improve Theorem B as seen below:
Theorem 4.1. If 2λ+σ +1 = 0 (k = 2), then every positive solution u of Eq. (1.1)
has one of the following asymptotic forms
u∼ c1;
u∼ c2t,
where c1 and c2 are positive constants.
This theorem means that neither (ii) nor (iv) of Theorem B occurs actually.
Proof of Theorem 4.1. The existence of solutions of type (AQ) can be seen from
the observation given in the introduction. Further as in Step 1 of the proof of
Theorem 3.1 we can see that Eq. (1.1) does not have positive solutions of type
(ASQ). In fact, for positive solutions u of type (ASQ) we will find a contradictory
estimate u(t)=O(t2).
So we will show that solutions of type (I) can not exist. Suppose the
contrary that there exists a solution u(t) of (1.1) such that limt→∞ u′′(t) =
limt→∞ u′(t) = 0 and limt→∞ u(t) =∞. Integrating (1.1) on [t,∞) twice, and
integrating the resulting equation on [t0, t], we obtain
u(t)− u(t0)=
t∫
t0
∞∫
s
∞∫
r
(
1+ ε(τ ))τ−2λ−1u(τ)λ dτ dr ds. (4.1)
Let λ > 2. Since u′(t)→ 0, u(t) t for large t . Therefore the right hand side of
(4.1) converges as t →∞, which contradicts the property u(t)→∞. If λ = 2,
then the right hand side of (4.1) is estimated as
t∫
t0
∞∫
s
∞∫
r
(
1+ ε(τ ))τ−2λ−1u(τ)λ dτ dr ds  c1 log t + c2 for large t,
where c1 > 0 and c2 are constants. This implies that u(t) c1 log t + c2 
√
t for
large t . Substituting this estimate to (1.1), and computing as above, we obtain that
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u(t) is bounded, which is a contradiction. Finally let 1 < λ < 2. Then the right
hand side of (4.1) is estimated as
t∫
t0
∞∫
s
∞∫
r
(
1+ ε(τ ))τ−2λ−1u(τ)λ dτ dr ds  c3t2−λ for large t,
where c3 > 0 is a constant, i.e., for some constant c4 > 0 we see that u(t) c4t2−λ
for large t . Substituting this estimate to (1.1), and computing as above, we can see
that for some c5 > 0, we have u(t) c5t2−λ
2 for large t . Iterating this procedure
n times, we obtain two sequences {c¯n} and {tn} satisfying t1 < t2 < · · ·< tn < · · · ,
and
u(t) c¯nt2−λ
n
, t  tn.
Since λ > 1, this implies that u(t) is bounded, which is a contradiction. This
completes the proof. ✷
5. The case 1 k < 2
For the case −2λ− 1 < σ −λ− 2, we know the following results from the
introduction and previous observations:
Theorem 5.1. If −2λ− 1 < σ <−λ− 2 (1 < k < 2), then every positive solution
u of Eq. (1.1) has one of the following asymptotic forms
u∼ c1;
u∼ c2t,
where c1 and c2 are positive constants.
Theorem 5.2. If σ =−λ− 2 (k = 1), then every positive solution u of Eq. (1.1)
has one of the following asymptotic properties
u∼ c1;
u is of type (I),
where c1 is a positive constant.
We can not give the precise asymptotic representation of positive solutions of
type (I) in this theorem. This problem will be one of subjects of our future studies.
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6. The case 0< k < 1
For the case σ +2 < 0 < λ+σ +2, i.e., 0 < k < 1, we already know that there
exist positive solutions of (1.1) of type (AC). In this case Ohme also obtained the
next result:
Theorem C [1, Theorem 4.1]. If σ + 2 < 0 < λ+ σ + 2 (0 < k < 1), then every
positive solution u of Eq. (1.2) has one of the following asymptotic properties:
(i) u∼ c1, c1 > 0;
(ii) u∼ u0 ≡ cˆtk;
(iii) u is of type (I) and intersects with the function u0 infinitely many times.
We can not find out all possible asymptotic forms of positive solutions of (1.1).
However, if (
√
3 − 1)λ <−√3σ − 2√3− 1; that is b = 3k2 − 6k + 2 < 0, then
we can settle this problem. Actually it will be shown that every positive solution
u satisfying property (iii) of Theorem C must be asymptotic to u0.
Theorem 6.1. Let σ +2 < 0 < λ+σ +2 (0 < k < 1). If, in addition, (√3−1)λ <
−√3σ − 2√3− 1 and either
∞∫ ∣∣ε′(t)∣∣dt <∞ (6.1)
or
∞∫
ε(t)2
t
dt <∞ (6.2)
hold, then every positive solution u of Eq. (1.1) has the asymptotic form
u∼ c1, or u∼ u0 ≡ cˆtk,
where c1 is a positive constant.
Proof. Let u be a positive solution of (1.1). As in the proof of Theorem 3.1 we can
see that u is not of type (ASQ). The observation given in the introduction implies
that, in addition, u is neither of type (AQ) nor type (AL). So we may assume that
u is of type (I); that is limt→∞ u′′ = limt→∞ u′ = 0 and limt→∞ u=+∞. Below
we will show that u∼ u0 as t →∞.
As a first step we will show that
lim sup
t→∞
u(t)
u0(t)
<∞. (6.3)
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Integrating (1.1) on [t,∞) twice, we obtain
u′(t)=
∞∫
t
∞∫
s
p(r)uλ dr ds.
Since u is an increasing function, we have
u′(t) u(t)λ
∞∫
t
∞∫
s
p(r) dr ds = c1u(t)λtσ+2 for large t,
where c1 is a positive constant. Multiplying the above inequality by u(t)−λ and
integrating the resulting inequality on [t,∞), we will obtain (6.3).
Put u= cˆtkv ≡ u0v and t = es . We know by Lemma 2.1 that v solves
v(3) + av¨+ bv˙+ cv = c(1+ ε0(s))vλ, (6.4)
where ˙ = d/ds and a, b and c are given in Lemma 2.1. Note that our
assumption for k implies that b < 0. To see this theorem, it suffices to show
that lims→∞ v(s)= 1. Employing Lemma 2.3, we find that u′(t)=O(u′0(t)) and|u′′(t)| = O(|u′′0(t)|). As in the proof of Theorem 3.1, we therefore know that v˙
and v¨ are bounded.
Multiplying (6.4) by v˙ and integrating the resulting equation on [s0, s], we
obtain
v¨v˙ −
s∫
s0
v¨2 dr + a
2
v˙2 + b
s∫
s0
v˙2 dr + c
2
v2 = c
s∫
s0
(
1+ ε0(r)
)
vλv˙ dr + c2,
where c2 is a constant. From the boundedness of v, v˙ and v¨, we obtain
s∫
s0
v¨2 dr − b
s∫
s0
v˙2 dr + c
s∫
s0
ε0(r)v
λv˙ dr =O(1). (6.5)
Notice that (6.1) and (6.2) are equivalent to
∞∫ ∣∣ε˙0(s)∣∣ds <∞
and
∞∫
ε0(s)
2 ds <∞,
respectively. Now we consider the last integral on the left hand side of (6.5). If
assumption (6.1) holds, then
s∫
s0
ε0(r)v
λv˙ dr =
[
ε0(r)vλ+1
λ+ 1
]s
s0
− 1
λ+ 1
s∫
s0
ε˙0(r)v
λ+1 dr.
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Hence this term converges as s→∞, i.e., Eq. (6.5) can be rewritten in the form
s∫
s0
v¨2 dr − b
s∫
s0
v˙2 =O(1).
On the other hand if assumption (6.2) holds, then Schwarz’s inequality implies
that
s∫
s0
∣∣ε0(r)vλ+1v˙∣∣dr  c3
( s∫
s0
ε0(r)
2 dr
)1/2( s∫
s0
v˙2 dr
)1/2
 c4
( s∫
s0
v˙2 dr
)1/2
,
where c3 and c4 are positive constants. Hence from Eq. (6.5) we obtain
s∫
s0
v¨2 dr − b
s∫
s0
v˙2 dr − c5
( s∫
s0
v˙2 dr
)1/2
 c6,
where c5 > 0 and c6 are constants.
Since b < 0, from these observations we find in either case that
∫∞
v¨2 dr <∞
and
∫∞
v˙2 dr <∞. Furthermore we can obtain by Lemma 2.2 that lims→∞ v¨ =
lims→∞ v˙ = 0. Proceeding as in the proof of Theorem 3.1 we find that
lims→∞ v(s)= 0 or 1.
To complete the proof, it suffices to show that the case lims→∞ v(s)= 0 does
not occur. To this end we reduce (6.4) to a first order system (3.11) by introducing
the new variables w1 = v, w2 = v˙ and w3 = v¨. Under our assumptions the
eigenvalues of A are −k, 1 − k and 2 − k. In this case, −k < 0, 1 − k > 0,
and 2 − k > 0. Hence by Lemma 2.4, the Lyapunov number of each solution
w satisfying w→ 0 is k, i.e., for all δ > 0, v(s) e(−k+δ)s for large s.
Let v→ 0. By the formula of variation of constants, v is expressed by
v(s)= c1e−ks + c2e(1−k)s + c3e(2−k)s
+ c
s∫
s0
[
ek(r−s)
2
− e(k−1)(r−s)+ e
(k−2)(r−s)
2
](
1+ ε0(r)
)
vλ dr
= e−ks
(
c1 + c2
s∫
s0
(
1+ ε0(r)
)
ekrvλ dr
)
+ e(1−k)s
(
c2 − c
s∫
s0
(
1+ ε0(r)
)
e(k−1)rvλ dr
)
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+ e(2−k)s
(
c3 + c2
s∫
s0
(
1+ ε0(r)
)
e(k−2)rvλ dr
)
,
where c1, c2 and c3 are constants. Since v  e(−k+δ)s for large s, all the integrals
appearing here converge as s →∞. From the fact that v → 0 as s →∞, the
second integral and the third one must converge to the value c2/c and −2c3/c,
respectively. Hence v(s) can be rewritten in the form
v(s)= e−ks
(
c1 + c2
s∫
s0
(
1+ ε0(r)
)
ekrvλ dr
)
+ ce(1−k)s
∞∫
s
(
1+ ε0(r)
)
e(k−1)rvλ dr
− c
2
e(2−k)s
∞∫
s
(
1+ ε0(r)
)
e(k−2)rvλ dr,
that is
v(s)
e−ks
=O(1)+ ces
∞∫
s
(
1+ ε0(r)
)
e(k−1)rvλ dr
− c
2
e2s
∞∫
s
(
1+ ε0(r)
)
e(k−2)rvλ dr.
Since v  e(−k+δ)s , the second term and the third one are bounded as s →∞,
which implies that v(s) = O(e−ks), i.e., u(t) = O(1). This contradicts the fact
that u is of type (I). Therefore we must have v(s)→ 1 as s→∞. This completes
the proof. ✷
Remark. Our conjecture is that the conclusion of Theorem 5.1 is still valid even
though b 0.
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