The binary-choice regression models such as probit and logit are used to describe the effect of explanatory variables on a binary response variable. Typically estimated by the maximum likelihood method, estimates are very sensitive to deviations from a model, such as heteroscedasticity and data contamination. At the same time, the traditional robust (high-breakdown point) methods such as the maximum trimmed likelihood are not applicable since, by trimming observations, they induce the separation of data and non-identification of parameter estimates. To provide a robust estimation method for binary-choice regression, we consider a maximum symmetrically-trimmed likelihood estimator (MSTLE) and design a parameter-free adaptive procedure for choosing the amount of trimming. The proposed adaptive MSTLE preserves the robust properties of the original MSTLE, significantly improves the finite-sample behavior of MSTLE, and additionally, ensures asymptotic efficiency of the estimator under no contamination. The results concerning the trimming identification, robust properties, and asymptotic distribution of the proposed method are accompanied by simulation experiments and an application documenting the finite-sample behavior of some existing and the proposed methods.
INTRODUCTION
Binary-choice regression models, such as probit and logit, are frequently used in statistic and econometric applications. These models are used to describe the effect of explanatory variables x i on a binary response y i ∈ {0, 1}; most usually, the probability P (y i = 1|x i ) is modelled as F (x i β), where F is referred to as a link function. For example, applications of the binary-choice models include estimating probability of a firm's bankruptcy or a disease diagnosis and modeling of decisions to work, to retire, or to have children. Such models are typically estimated by the maximum likelihood estimator (MLE) because of its asymptotic efficiency under a parametric model. On the other hand, MLE is very sensitive to atypical data: if there are misclassified observations with large values of covariates, MLE estimates can be severely biased (Croux et al. 2002) . This can happen, for example, when a model does not account for all features of data (e.g., by missing some variables, by not accounting for or misspecifying of heteroscedasticity and misclassification) or data come from a heavy-tailed distribution. The first attempts to fix this sensitivity of MLE stem from Pregibbon (1981), followed by Copas (1988) , Carrol and Pederson (1993), Christmann (1994) , Bianco and Yohai (1996) , Kordzakhia et al. (2001) , Croux and Haesbroeck (2003) , Müller and Meykov (2003) , and Gervini (2005) , for instance. Our aim is to propose an alternative to these methods that, on the one hand, improves upon their robustness to atypical data (which badly influence MLE) and that, on the other hand, is asymptotically efficient as MLE if data followed the assumed model and are free of erroneous observations. A predominant approach in making MLE more robust in the context of binarychoice regression is based on M-estimation: one replaces the likelihood function (or its score) by another function of explanatory variables x i , which increases with x i at a slower rate or is even bounded. As noted by Carroll and Pederson (1993) , for instance, such a change can make estimates asymptotically biased and a biascorrection term has to be included in the objective function (Bianco and Yohai 1996) . The form of the correction term depends on the link function F used and it might be difficult to obtain for generalizations of the binary-choice model accounting for heteroscedasticity or misclassification (e.g., Hausman et al. 1998 ). Additionally, a weighting function w(x i ) is sometimes introduced to diminish or eliminate influence of observations with large values of covariates since the M-estimators are also sensitive to misclassified observations with extreme value of explanatory variables (Croux and Haesbroeck 2003; Gervini 2005) . Such (down-)weighting of observations is however done irrespectively of their influence on the model. Cížek 2006). The only exception are data sets containing large strata, where the number of observations at any observed point x i grows with sample size (Christmann 1994 ).
Here we propose a new robust estimator of binary-choice models, which is highly robust without model-unrelated downweighting of observations, which is consistent even without any bias-correction terms (and thus widely and easily applicable), and which is additionally asymptotically efficient under the model. The proposed estimator relies on the maximum symmetrically-trimmed likelihood estimator (MS-TLE) proposed byČížek (2006) , which is a generally applicable robust estimator of binary-choice regression with relatively poor finite-sample performance (asymptotic results are not available with the exception of consistency). To improve its finitesample behavior, we complement MSTLE by a data-adaptive procedure for the selection of trimming proportion based on the average likelihood criterion. Further, we derive the asymptotic distribution of the adaptively-trimmed MSTLE and show that the proposed estimator is asymptotically efficient while preserving the robust properties of the original MSTLE. Although the adaptive MSTLE is discussed here within the framework of the parametric MLE estimation, the concept is straightforward to extend to parametric models with more complex parametric forms and heteroscedasticity and to semiparametric single-index models and estimators (e.g., Klein and Spady 1993) .
In the rest of this paper, we first introduce main concepts and definitions in Section 2. Further, we discuss conditions under which the proposed method is identified and asymptotically normal in Section 3, where both robust and asymptotic properties of the proposed adaptive MSTLE are derived. Finally, we compare the proposed and some existing methods using Monte Carlo simulations and real data in Section 4. Proofs are provided in Appendix B.
BINARY-CHOICE MODEL AND ITS ESTIMATION
Let us now introduce the model and concepts used in the paper. First, the model and its MLE estimation is discussed. Next, we describe the existing MTLE method 4 (Section 2.1) and propose the adaptive MSTLE estimator (Section 2.2).
The most frequently used binary-choice regression models characterize the conditional expectation of a binary response y i ∈ {0, 1} conditional on explanatory variables x i ∈ R p as a function of a linear combination (index) of x i :
where F is a link function (e.g., the standard normal distribution function Φ for probit) and β ∈ R p is a vector of unknown parameters. Within this paper, the link function F is assumed to be a known non-decreasing function, although extensions to semiparametric models with an unknown monotonic function F are possible.
For a known link function F , model (1) is typically estimated by MLE, which is defined byβ
where B represents the parameter space and the log-likelihood contributions are
This estimator is identified only if there is an overlap in data; that is, if the two parts Hence, the breakdown point of MLE is bounded by 2p/n and approaches zero as n → ∞.
Maximum trimmed likelihood
The lack of robustness of MLE gave rise to more robust alternatives, mostly based 
where l [j] (x i , y i ; β) represents the jth order statistics of likelihood contributions l(x i , y i ; β), i = 1, . . . , n, and h n is the trimming constant, n/2 < h n ≤ n. Compared to MLE, the n − h n observations with smallest likelihood values, that is, least 
Adaptive maximum symmetrically-trimmed likelihood
To adapt the trimmed estimators to the binary-choice models, Čížek (2006) introduced the maximum symmetrically-trimmed likelihood estimator (MSTLE), which 7 trims observations independently of the response values y i :
where r(x i ; β) = min y∈{0,1} l(x i , y; β). Consequently, MSTLE trims observations The MSTLE estimator is a robust positive breakdown-point method, but contrary to the estimation of continuous-response models, the breakdown point of MS-TLE cannot asymptotically exceed 1/3 (Čížek 2006 ). This can be achieved for h n = [(2n)/3] (smaller values of h n are possible, but do not lead to an increase of the breakdown point). Furthermore, the symmetric trimming eliminates observations with P (y i |x i ) close to 0 or 1, which can significantly influence the estimator if they are misclassified, but which are best fit by the model if they are correct. Hence, the variance of MSTLE estimates is rather large unless h n is close to n.
As a remedy, we propose a data-adaptive procedure to determine the amount of trimming so that observations are not trimmed unnecessarily. In this context, the key observation is that, due to the monotonicity of the link function F , the average log-likelihood of non-trimmed observations increases with h n under the model (1).
random vector, F a non-decreasing link function, and
is non-decreasing in h n for any given sample size n ∈ N.
Consequently, if there are no influential misclassified observations, MSTLE estimates for all values of trimming constant h n will be consistent, close to the true parameter value β 0 , and by Lemma 1, the average log-likelihood of non-trimmed observations will increase with h n . On the other hand, if there are influential misclassified observations, the parameter estimates become biased (usually towards zero) once h n is sufficiently large so that the misclassified observations are not trimmed from the objective function (5) . Subsequently, the property derived in Lemma 1 will not apply anymore.
The above stated observation motivates the following data-adaptive procedure.
and perform the corresponding MSTLE estimation, which results in an estimateβ m and the maximal symmetrically-trimmed likelihood value L m n from (5). Next, select m * n maximizing the average log-likelihood L m n /h m n , 
PROPERTIES OF ADAPTIVE MSTLE
In this section, the robust and asymptotic properties of the proposed adaptive MS-TLE estimator will be studied. Let us therefore introduce first the assumptions concerning the model (1) and the random variables x i and y i . The below stated assumptions have to be accompanied by some further regularity assumptions that are summarized in Appendix A. 3. The distribution function G β of F (x i β) is assumed to be absolutely continuous with a density function g β , which is positive on its support and uniformly bounded over a neighborhood β ∈ U (β 0 , δ) for some δ > 0.
First, note that the assumptions concerning the link function F , especially the monotonicity and concavity of its logarithm, are sufficient conditions for the existence and uniqueness of MLE (Silvapulle 1981) ; assumption F (0) = 1/2 just identifies the intercept in binary-choice regression. Next, the assumptions concerning the random variables x i and y i allow for a dependence across observations. At the same time, some of the variables (with non-zero coefficients) have to be continuously distributed so that the regression function F (x i β 0 ) is continuously distributed. This is however not an important limitation: if all explanatory variables are discrete, any location estimator can be applied and no specific method is necessary (e.g., Christmann 1994).
Breakdown point
As 
Asymptotic distribution
Although the adaptive MSTLE does not lose the robust properties of the original MSTLE method, it is crucial that it improves the quality of estimation (e.g., the variance of estimates), especially if data do not contain any influential or atypical observations. Therefore, the asymptotic distribution of MSTLE is derived first.
Later, we focus on the adaptive estimation using data generated from model (1) and prove that the adaptive MSTLE is asymptotically efficient.
The asymptotic distribution of MSTLE can be derived using the results ofČížek (2007) on the general trimmed estimation. 
has a unique minimum on Λ, say at λ s , the optimal amount of trimming λ m * n will converge in probability to λ s , λ m * n → λ s as n → ∞. Consequently, the asymptotic distribution of the adaptive MSTLE will be equivalent to the one of MSTLE with trimming equal to h n = [λ s n]. A particular case of this general conjecture for data without any contamination is derived in the following theorem. The most important consequence of Theorem 3 is that, for data described by model (1), the adaptive MSTLE procedure selects the correct amount of trimming, λ = 1, and additionally, this selection does not influence the asymptotic distribution of the estimator (at least up to the order √ n). Hence, the adaptive MSTLE is asymptotically efficient.
FINITE-SAMPLE PROPERTIES
To compare the performance of various methods for estimating binary-choice regres- As BYE is currently implemented only for logit, we compare all methods using a logistic model. In the case of simulated data, we generate p explanatory variables N (0, 1) , and for a given parameter vector β = (β 0 , β 1 , β 2 , 0, . . . , 0) , we N (µ, σ) and Λ(µ, s) refer to the Gaussian and logistic distributions, respectively). If a generated data set is not further modified, we refer to it as CLEAN. Next, to examine robust properties of all estimators, we also use contaminated data: a given fraction α ∈ (0, 1) of observations is shifted by (∆ 1 , ∆ 2 ) ∈ R 2 and misclassified, which corresponds to transformations x * 1 = x 1 + ∆ 1 , x * 2 = x 2 + ∆ 2 , and y * = I(β 0 + β 1 x * 1 + β 2 x * 2 < 0). Such data sets are referred to as OUTLIERS(α; ∆ 1 , ∆ 2 ).
Finally, let us note that the simulated results discussed in this section are ob- In contrast to this, the adaptive MSTLE is, in terms of MSE, slightly worse than (W)MLE and (W)BYE for n = 100, outperforms all methods but MLE for n = 200, and becomes identical to MLE at n = 400. The behavior of all methods is similar also for a more complex model with p = 12 variables, see Table 5 in Appendix C.
Estimation under contamination
All methods are now compared for contaminated data sets, where 5% observations are misclassified distant observations. Two cases, OUTLIERS(0.05; 1.5, −1.5) and The presented simulation results are representative also for higher levels of contamination (see Tables 7 and 9 in Appendix C) as well as for models with more explanatory variables (see Tables 6 and 8 in Appendix C).
Application
Let us now compare the (W)MLE, (W)BYE, and adaptive MSTLE using data on 33 leukemia patients. This data set, studied for example by Cook and Weisberg (1992) achieved in simulations likely come from the fact that trimming occurs here only on one side of data, that is, for large values of WBC (see Figure 1 ). Finally, although the WBYE estimates are rather close to those by WMLE and adaptive MSTLE, both BYE and WBYE seem to exhibit a downward bias since all their coefficients are 0.75 and 0.94 multiples of (W)MLE, respectively.
CONCLUSION
The adaptive maximum symmetrically-trimmed likelihood estimator proposed in this paper is shown to be generally applicable in binary-choice models, robust to various kinds of contamination, and at the same time, asymptotically efficient under no contamination. The combination of these properties is not currently matched by any other existing robust method in the context of the binary-choice regression.
Moreover, the proposed methods allows the use of a robust estimation procedure without sacrificing the quality of estimation, especially at larger samples.
Further improvements could be obtained by replacing the hard (complete) rejection of observations in MSTLE by weighting, which could then be determined in a data-adaptive way similar to the data-adaptive choice of trimming. Another interesting field of study is a combination of the adaptive MSTLE procedure with the MLE methods accounting for data misclassification (e.g., Hausman et al. 1998 ).
Finally, the principle of the adaptive MSTLE estimation can be also applied to semiparametric likelihood estimators (e.g., Klein and Spady 1993) under monotonicity and stays bounded away from 0 for any such sequence if k/n ≤ ε m n ; m = 1, . . . , M . To verify the claim of the theorem, we thus have to show that the selection criterion at an MSTLE estimateβ m , which does not break down,
is larger than the selection criterion at β = 0.
To prove this, note that the selection criterion (6) Second, the derivative l (x i , y i ; β) of the likelihood contribution equals to
see (3). Because functions f /F and f /(1 − F ) are derivatives of concave functions ln F and ln(1 − F ), respectively, they are monotonic. Hence, F 1 is a VC class of functions by the same argument as above (van der Waart and Wellner 1996, Lemmas 2.6.15 and 2.6.18).
Proof of Theorem 3. The selection criterion determining the optimal amount of trimming can be expressed as
By Theorem 2, theβ m → β 0 for all m = 1, . . . , M . This implies that the order
denotes the distribution function of r(x i ; β 0 ). Note that, by Assumption 3, R is absolutely continuous, and by definition,
An immediate consequence is that, by Lemma 1 and Assumption 3, expectation
as a function of m has a unique maximum at m = M (λ M = 1). SinceČížek (2007, Lemma A.1) implies that the average (7) converges to E m uniformly in m, one can find for any ε > 0 some n 0 ∈ N such that |C m − E m | < (E M − E M −1 )/2 with probability higher than 1 − ε, which implies P (m * n = M ) ≥ 1 − ε for any n > n 0 . Thus, m * n → M in probability, and consequently, λ m * n → 1 in probability as n → ∞. 
C. Further simulation results

