The current paper is an investigation towards understanding the navigational performance of humans on a network when the 'landmark' nodes are blocked. We observe that humans learn to cope up, despite the continued introduction of blockages in the network. The experiment proposed involves the task of navigating on a word network based on a puzzle called the wordmorph. We introduce blockages in the network and report an incremental improvement in performance with respect to time. We explain this phenomenon by analyzing the evolution of the knowledge in the human participants of the underlying network as more and more landmarks are removed. We hypothesize that humans learn the bare essentials to navigate unless we introduce blockages in the network which would whence enforce upon them the need to explore newer ways of navigating. We draw a parallel to human problem solving and postulate that obstacles are catalysts for humans to innovate techniques to solve a restricted variant of a familiar problem.
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I. INTRODUCTION
The cognitive problem solving toolkit that humans possess has played a pivotal role in shaping the human race in its current form. From the invention of wheel to the engineering marvels of the information age, mankind has evolved tackling problems with his reasoning ability. Apart from the ability to solve problems, the greater grandeur lies in his invention of machines that can solve problems [1] .
A first study in human problem solving dates back to 1935 [2] at the Berlin School of experimental psychology. The study comprised of understanding the strategies used by humans in solving problems in logic. Newell in 1958 [3] proposed an architecture for human cognition claiming that it can be interpreted as an information processing system. It was the pioneering work of Newell and Simon in 1972 [4] that paved the way for using computers as a tool to study human cognition. They proposed the concept of problem solving being search in the problem space and asserted that puzzles such as the Tower of Hanoi have correspondence with problems in real world and the study of human strategies to solve such puzzles would open up answers for questions on human problem solving in general.
We consider a class of problems whose solution involves starting from a premise and arriving at a conclusion. We call such a technique the linear logic strategy. E.g., The towers of Hanoi or the Rubik's cube puzzle admit linear logic strategy.
We start from an initial state start and arrive at a final state end, using intermediate states s 1 , s 2 , ..., s n .
Several problems in mathematics admit linear logic strategy, we present below an illustration of the strategy using a basic algebra problem. Find positive integers a, b, c such that,
The solution is a chain of steps involving simplification of the given expression. Consider,
By inspection one sees that a = 1, b = 2, c = 2 yields the required RHS, 27.
Consider the network of all possible equations that one can arrive at starting from equation (1) . In such a network, equations form the nodes. Two equations are considered adjacent if one can be obtained from the other by a unit step operation, which involves introducing brackets and performing algebraic decomposition or adding and subtracting an element. With only one such operation permitted at every step, we observe that solving this problem translates to navigating on the network of algebraic expressions.
Introducing Obstacles: If one is restricted from using equation (2) , that is, to not add and subtract an integer, will one come out with an entirely different strategy to solve this problem? The main theme of this paper would be to answer this question in a framework that would help in the better conduction and analysis of the experiment.
A. Previous work
A study on how humans navigate on an unfamiliar network was first conducted by Sudarshan et. al. in [5] . Their study involved human participants to navigate from a source node to a destination node on a network. The authors present an analysis of the paths that were taken by 20 human participants where each were asked to solve 50 node pairs. They note that humans exhibit a tendency to recognize landmarks in the network and are inclined to using them as via-media to navigate from a given source node to a destination node. They show that these landmark words are nodes with superior centrality ranking (for details on centrality, refer [6] ). They also observe that the paths that humans take are seldom optimal and that they never attempt to learn more than what is required to navigate on the network. They consider a word puzzle called the wordmorph, where one is asked to find a path from a source word to the destination word by changing one slot at a time. E.g., given the word pair (T OY, KID) a valid solution would be
The rules of the game permit the usage of valid English dictionary words disallowing proper nouns (E.g. USA). We provide details of the experiment in Section. III. Wordmorph game was introduced by Lewis Carroll [7] of the 'Alice in Wonderland' fame on a Christmas day in 1877. A first analysis of this network was reported by Knuth in 1993 [8] .
B. Present work
By a wordmorph network we mean the network of three lettered words with a link between every two words that differ in precisely one slot. As noted in the work of Sudarshan et. al. [5] , humans learn a few landmark words and use them repeatedly in order to navigate on the network. This is analogous to a real life situation, where a traveling saleswoman 1 who is new to the city is required to navigate between any two given locations. Eventually, the saleswoman will recognize and learn the landmarks in the city and use them to reach the desired destination.
Once our participants recognize and start using the landmark words, we progressively start removing them. This creates an obstacle in our participants' progress and challenges them to explore new landmarks and better ways to navigate on the disrupted network. We incentivize our participants to explore the network by introducing obstacles. 1 Not to be confused with the optimization problem popularly known as the Traveling salesman problem
In an interesting experiment conducted by Moeser [9] , nurses in an hospital with a complicated building structure, never managed to learn better routes to navigate. They learnt the bare minimum ways inside the building and used the same to navigate despite their stay in the same place for 2 consecutive years. This is well explained by Passini who proposed in [10] that, when humans are asked to way-find, they learn what is necessary and sufficient to achieve the goal and never improvise on it.
Present work is an extension of the wordmorph experiment as reported in [5] (We explain the previous work in detail in Section. III.)
We broadly address the following questions: 1) Does one get complacent with a familiar technique that one doesn't doesn't make an attempt to find alternate ways of solving the same problem? 2) Does one learn an altogether new strategy when one is faced with obstacles/restrictions? 3) Does one learn more than what is required to surpass the obstacle?
A way between two nodes u and v is any sequence of edges (e 1 , e 2 , . . . , e k ) with e 1 = (u,
A path is a way with no repeating nodes. The length of a way is defined as the number of edges in it. A shortest path between two nodes u and v is a path with length l, such that, every other path between u and v is of length greater than or equal to l. Two nodes are said to be connected if there exists a path between them. The distance d(v 1 , v 2 ) between any two nodes is defined as the length of a shortest path between them, or set to ∞ if there exists no path between them. Any maximal set of pairwise connected nodes is called a component of the graph. Let Σ be a set of letters, and Σ * be the set of all possible concatenations. Let L ⊆ Σ * be some language and L k denote the set of all words with the same number of letters k. For a given L and k, one instance of a wordmorph game consists of two words (start, end) ∈ L k × L k . A solution of this game is any sequence of words start = w 1 , w 2 , w 3 , . . . , w k = end such that any two consecutive words differ in exactly one letter. E.g., for the pair (CAR, SHY ), the following sequence is a solution:
(CAR, CAT, P AT, P ET, SET, SEE, SHE, SHY ).
The rules of the wordmorph game defines a natural relation R on all words in L k , i.e., regarding the rules, any two words v, w in L k are related if they differ by exactly one letter. Thus, (L k , R ) defines a graph on the words in L k , which we call the wordmorph network G(L k ) on L k . In the following, L k will be the set of all three-letter words in English, as defined by the Oxford dictionary [25] , and G(L 3 ) is the respective graph. G(L 3 ) is shown in Fig.1 . A centrality index is a real-valued function C : V → R on the nodes [6] . The intuition is that the higher the value of this function, the more central this node is for the network. There are various indices; in this article we use the so-called closeness centrality [26] C C (v), which is defined as the reciprocal of sum of the distances of v to all other nodes w:
For any given graph, a centrality index can be used to define a ranking on the nodes [5] . We use this centrality measure to rank the nodes in a players wordmorph network to define a difficulty parameter during the conduction of our present experiment.
To understand the exploration and navigation of humans in a complex network with obstacles, we conducted a series of wordmorph games with 15 different participants. The experimental setting will be described in the following section.
III. THE EXPERIMENT
Analysis from Previous Experiments: Our experiment is an extension of experiments conducted in [5] . Participants in the previous work were made to navigate on a wordmorph network. It was observed that humans learn to navigate efficiently using certain key words or "Landmark Words". In addition, it was seen that the paths taken by humans are highly center strategic in nature. A path is said to be center strategic if participants use landmark words to navigate. These landmark words were further seen to be of high closeness centrality in nature. In our current experiment, we observe human navigational performance when these landmark words are blocked.
The Experimental Setting:
The experiment was conducted on 15 participants (8 men and 7 women). The participants whose data are presented in our analysis are all those who completed around 255 games except for one participant who dropped out after a few games. On an average, each participant took around 7 hours to finish the game. The data for the 3250 games are analyzed. 9 participants were graduate students of the age group 20-25 and the remaining 6 were working adults in the age group of 25-35. None of them knew the game beforehand.
From the list of all 967 three-letter words contained in the Oxford English Dictionary [25] , each participant Pi first selected the words she knew. This set is denoted by V (P i ) and the respective graph is denoted by G(P i ). The game was explained to the participant and we informed her that the winning strategy is to identify landmarks as the interest in our experiment was to remove these landmarks and analyze their performance. In our experiment we provided the users with a "1-level-sight", i.e., we displayed all the possible words she could navigate to, from the current word. After the blockage of landmark words, these blocked words were displayed to the participant and she was informed not to use them anymore. A snapshot of the game interface is provided in Fig.? ?. Out of the 15 participants, 5 participants were made to play without obstacles and their results are analyzed as well.
Creating the Wordmorph instances:
A sample set of 55 games were given to the participants out of which the first 15 games were given so that they were made familiar with the playing interface. All (source,destination) word pairs were chosen to be distinct. The difficulty for the remaining 40 games was set by giving them word pairs of low closeness centrality (bottom 30%) and the minimum distance between the word pairs. d(w i , w j ) was 5. This was easily possible, as the diameter which is defined as max [d(u, v) : u, v ∈ V ] of the graphs G(Pi) on average was 12.3. At the end of the sample set, the 4 most frequently used words by the participant, i.e., the initial set of 4 landmarks were blocked. This difficulty with respect to path length and low closeness centrality ranking was maintained henceforth throughout the game. The remaining 200 games were divided into 5 phases with phase 1 comprising of games 1-40, phase 2 comprising of games 41-80, phase 3 comprising of games 81-120, phase 4 comprising of games 121-160 and phase 5 comprising of games 161-200. Phase 1 begins with the removal of the 4 most frequently used words in the sample set. Henceforth, at every phase, the 4 most frequently used words in the previous phase were removed (punched) from the graph.We chose to remove landmarks every 40 games, as it is seen from previous experiments [5] that 40 games is a very sufficient condition for a participant to learn landmarks. It was also seen from those experiments that on an average, a participant uses 4 words with a much greater frequency than any other words.
Information Logging and Post-Processing of Data:
For each participant Pi, her selected vocabulary V(Pi) was saved and G(Pi) computed. For this graph, the closeness centrality was computed for all nodes and their rank was determined by sorting the words accordingly. For each of the 255 game instances, we stored the word pairs that was given to the participant and her solution. Time was recorded for all 15 participants. Participants entered their solutions via an interactive computer program. They were not allowed to use any writing aids.
Follow up Experiment Without Obstacles:
5 Participants amongst the 15 were made to play 250 games of the same difficulty parameters as before. However, we did NOT block their landmark words. Their games were also recorded and the final analysis is explained in the following section.
IV. RESULTS AND DISCUSSIONS
Based on thorough analysis of data obtained from our experiments, we find several interesting phenomena. We observe that humans cope with obstacles in way finding very effectively and give an explanation for their improved performance. We also compare our results to navigation without obstacles which gives us an insight into knowledge acquisition by humans. We summarize our findings based on the following hypotheses.
Humans adapt quickly and efficiently to successive obstacles.
On removal of landmark words for the first time, a struggle is observed which is captured in the large increase in time taken by the participants to navigate on the "disrupted" network. Participants find it hard to use center strategic paths and hence the increase in time is observed. As the participants continue navigating, we observe that they learn a new set of landmark words which is seen when they restore to the usage of center strategic paths. We remove these words again and observe the time taken in the second phase. The average time taken in this phase shows that the struggle in this phase is lesser compared to that in the previous phase. We progressively remove the landmark words after equal interval of games thus increasing the difficulty. At the end of the game, we asked each of the participants the following question:
How difficult was the game on each blockage?
All the participants answered that after an initial struggle, they were able to navigate easily even on further route blockages. To substantiate this, we observe that the average time taken per phase decreases further in successive phases. We can see from Table I that towards the end, the participants are very comfortable and navigate very quickly. Even though it may seem that humans are increasingly hindered by progressively introducing obstacles, we observe that: In fact, humans get better at handling these impediments, and eventually overcome them by finding new landmark nodes. This indicates that humans learn to adapt to obstacles quickly! An intriguing question that arises is why this happens and what exactly are humans learning to overcome these obstacles?
2: Obstacles Induce Learning:
We consider that a node is 'Learnt' when the participant visits it for the first time. Similarly we consider an edge to be learnt when a participant traverses across it for the first time. We observe that introducing a blockage makes a participant explore newer nodes and edges. Constant introduction of blockages results in the player learning a large number of nodes and edges as seen in Fig.2 and Fig.3 . In fact, we observe that by the end of the game, the participant learns more than 70% of the network. This increase in a participant's initial knowledge base facilitates better navigability in the network. The participant becomes adept at quickly finding center strategic paths. Thus, even though a participant is constantly inhibited with obstacles, his increased knowledge base in the previous games enables him to navigate quickly and efficiently within the network. This explains the decrease in time over consecutive phases. It would be interesting to see if the participants learn the same amount if they were not faced with blockages. 
3: Learning is Significantly Lesser if No Obstacles Were Introduced:
We conducted the same experiment on a different set of participants with a key distinction: No obstacles were introduced.
We observe that the players learn a set of landmark words and continue to navigate using this existing knowledge throughout the entire 250 games. The learning is drastically lesser as compared to learning with obstacles as they do not increase their knowledge by exploring the network much further. The participants learn to use center strategic paths and continue to use them without experiencing any degree of difficulty. Their landmark words remain more or less the same throughout all the games. In fact, even when there were shorter Table II and Table III It is intuitive that blockages force the participant to learn more of the network, but how much more do they learn and is it really necessary for them to learn so much? This is analyzed in the next section.
4: Humans Learn Much More than What is Required on Introduction of Obstacles:
When landmark words are removed, it is expected that participants tend to learn new words to navigate through the network. However, when we calculate the amount of words that would have been sufficient for navigation on the disrupted network, we observe that participants undergo an extraneous amount of learning when they are faced with an obstacle. i.e: While the participant could have found a quick route by finding several other paths within his knowledge base, he actually takes a longer and more circuitous route, thereby increasing his knowledge base (Fig.4) . Fig.5 Shows learning comparison for a single participant. We calculate the necessary number of words required per game by finding the shortest path from the source and destination words to the existing knowledge of the participants. We find that humans tend to move away from their knowledge base and explore a lot more of the network even though their existing knowledge was enough for them to navigate in. The results are tabulated as shown in Table IV .
Thus, on introduction of obstacles, humans tend to increase their learning by an amount that was rather unnecessary. 
V. CONCLUSION AND FURTHER WORK
This network theoretic study aims at understanding human navigation in a network with progressive disruptions. We
