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Abstract
We study optimal stopping of Feller-Markov processes to maximise an undiscounted func-
tional consisting of running and terminal rewards. In a finite-time horizon setting, we extend
classical results to unbounded rewards. In infinite horizon, we resort to ergodic structure of the
underlying process. When the running reward is mildly penalising for delaying stopping (i.e., its
expectation under the invariant measure is negative), we show that an optimal stopping time exists
and is given in a standard form as the time of first entrance to a closed set. This paper generalised
Palczewski, Stettner (2014), Stoch Proc Appl 124(12) 3887-3920, by relaxing boundedness of
rewards.
Keywords: ergodic stopping, optimal stopping, non-uniformly ergodic Markov process, un-
bounded functional
1 Introduction
Let (Xt) be a Feller-Markov process on (Ω, F, (Ft)) with values in a locally compact space E with the
metric ρ and Borel σ field E . The process starting from x at time 0 generates a probability measure Px;
E
x denotes a related expectation operator. Our goal is to characterise the value function and optimal
stopping times of an undiscounted stopping problem
v(x) = sup
τ
lim inf
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
, (1)
where f, g are continuous functions. This is an extension of our results from [10], where we assume
that f and g are bounded. Here, we relax the boundedness assumption on g and demonstrate the
continuity of the value function and the form of optimal strategies under weak assumptions on the
process (g(Xt)). Our main assumption is that µ(f) < 0, where µ is the invariant measure of (Xt),
which encourages early stopping similarly as discounting does in a classical case (for details see [10,
Section 2]). Apart from being of interest on its own merit, the results of this paper are applied in
[11] where we study impulse control problem with average cost per unit time functional under non-
uniform ergodicity of the underlying Markov process and with unbounded costs of interventions. The
unbounded costs lead to optimal stopping problems with the terminal reward g that is unbounded from
below.
∗Research of both authors has been partly supported by NCN grant DEC-2012/07/B/ST1/03298.
†School of Mathematics, University of Leeds, LS2 9JT, Leeds, United Kingdom
‡Institute of Mathematics Polish Acad. Sci., Sniadeckich 8, 00-656 Warsaw, Poland, and Vistula University
1
Classical stopping problems for Feller-Markov processes employ discounting:
sup
τ
E
x
{∫ τ
0
e−rsf(Xs)ds + e
−rτg(Xτ )
}
.
For bounded f and g, this ensures that the functional is bounded and, also, that finite horizon prob-
lems approximate the above one uniformly in x. This implies continuity of the value function and, as
a consequence, the form of optimal stopping times. In variational characterisations, the discounting
is required to prove existence and uniqueness of solutions, see [2]. Removal of the discounting in-
validates all standard approaches. Undiscounted optimal stopping problems for bounded and negative
f, g were studied in [7, 8, 13]. This highlights the aforementioned function of the integral term in (1)
of penalisation of delaying the stopping decision. It also has a technical advantage of having all terms
negative under the expectation. As indicated above, we replace the requirement of f to be negative
with the condition that the integral of f with respect to the invariant measure of (Xt) be negative, and
we remove boundedness assumptions on g.
Another class of methods successfully applied to optimal stopping problems rests on martingale
theory and does not require Markovian structure of the underlying process. There, however, explicit
integrability assumptions are required: Ex{
∫∞
0 f
−(Xs)ds} <∞ and the family of random variables
{g−(Xτ ) : τ -stopping time} is Px-uniformly integrable, c.f. [12]. These assumption do not guarantee
that the optimal value is finite, they merely ensure that the Snell envelope is well-defined. In the
present paper we allow for both integrals of f+ and f− to be infinite and do not limit the lower tail
of g(Xt). Conversely, we impose integrability assumption of the behaviour of g+(Xt) and on f to
ensure the value function v(x) in (1) is finite for any x ∈ E.
The paper is structured as follows. Section 2 provides general assumptions and preliminary results
for zero-potentials of centred f . Sections 3-4 are devoted to the study of undiscounted stopping
problems with unbounded terminal cost for finite and infinite horizon, respectively.
2 Preliminaries
For a Markov process (Xt), we define its transition probability measure Pt(x, ·) := Px{Xt ∈ ·} and
a corresponding semigroup Pt, acting on bounded Borel functions, Ptφ(x) = Ex{φ(Xt)}. We make
the following assumptions:
(A1) (Weak Feller property)
Pt C0 ⊆ C0,
where C0 is the space of continuous bounded functions E → R vanishing in infinity.
(A2) There is a unique probability measure µ on E , a function K : E → (0,∞) bounded on
compacts and a function h : [0,∞) → R+ such that
∫∞
0 h(t)dt <∞ and for any x ∈ E
‖Pt(x, ·)− µ(·)‖TV ≤ K(x)h(t),
where ‖ · ‖TV denotes the total variation norm. Furthermore, Ex {K(XT )} < ∞ for each
T ≥ 0.
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Assumption (A1) is necessary to establish the existence of optimal stopping times for general
weak Feller processes (a counter-example when it is relaxed is provided at the end of Section 3.1
in [9]). The class of weakly Feller processes (A1) comprises Levy processes [1, Theorem 3.1.9],
solutions to stochastic differential equations with continuous coefficients driven by Levy processes
(see, e.g., [1, Theorem 6.7.2]). Assumption (A2) satisfied by non-uniform geometrically ergodic or
polynomially ergodic processes with examples discussed in [10, Section 6].
Define a centred zero-potential of f
q(x) = Ex
{∫ ∞
0
(
f(Xt)− µ(f)
)
dt
}
. (2)
Lemma 2.1. [11, Lemma 2.2] Under (A1) and (A2), q is a continuous function and for any bounded
stopping time τ
q(x) = Ex
{∫ τ
0
(f(Xt)− µ(f))dt+ q(Xτ )
}
. (3)
3 Optimal stopping on finite interval with unbounded terminal reward
In this section we extend classical results on optimal stopping of a bounded functional. We consider
the stopping problem
wT (x) = sup
τ≤T
E
x
{∫ τ
0
f(Xs)ds + g(Xτ )
}
, (4)
where f is continuous bounded, and g is continuous but possibly unbounded. We will study continuity
of wT and existence of optimal stopping times by looking at approximations with a sequence of
optimal stopping problems
wˆnT (x) = sup
τ≤T
E
x
{∫ τ
0
f(Xs)ds+ (g(Xτ ) ∨ (−n)) ∧ n
}
.
By standard arguments, see e.g. [14, Corollary 2.3], the mappings (T, x) 7→ wˆnT (x) are continuous
under (A1).
We will consider the following uniform version of a standard assumption (c.f. [12, Chapter I,
Section 2.2])
(B)T For every x ∈ E there is a compact ball K = B¯(x, δ) such that the random variable ζT =
supt∈[0,T ] |g(Xt)| is uniformly integrable with respect to Py for y ∈ K , i.e.,
lim
n→∞
sup
y∈K
E
y{ζT 1ζT>n} = 0.
This assumption implies continuity of wt(x) in t and x as the following lemma shows.
Lemma 3.1. Under (B)T , wˆnt converges to wt uniformly in (t, x) ∈ [0, T ] × K for a compact ball
K from assumption (B)T . If, additionally, assumption (A1) holds, the mapping (t, x) 7→ wt(x) is
continuous.
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Proof. Easily,
∣∣wt(x)− wˆnt (x)∣∣ ≤ sup
τ≤t
∣∣Ex{g(Xτ )− (g(Xτ ) ∨ (−n)) ∧ n}∣∣
≤ sup
τ≤t
E
x{|g(Xτ )|1|g(Xτ )|>n} ≤ E
x{ζT 1ζT>n}.
By assumption (B)T the estimate on the right-hand side converges to 0 when n → ∞ uniformly for
t ∈ [0, T ] and x from a compact set K . As remarked earlier, under (A1), wˆnt (x) is continuous in (t, x)
and the above uniform convergence implies that so is wt(x).
Remark 3.2. In the above proof we could use a weaker condition than (B)T :
(B′)T For every x ∈ E there is a compact ball K = B¯(x, δ) such that
lim
n→∞
sup
y∈K
sup
τ≤T
E
y{|g(Xτ )|1|g(Xτ )|>n} = 0;
or
(B′′)T For every x ∈ E there is a compact ball K = B¯(x, δ) such that
lim
R→∞
sup
y∈K
sup
τ≤T
E
y{1ρ(y,Xτ )≥R|g(Xτ )|} = 0. (5)
Notice that (B′)T and (A1) imply assumption (B′′)T . Indeed, for any n and R > 0 we have
sup
y∈K
sup
τ≤T
E
y{1ρ(y,Xτ )≥R|g(Xτ )|}
≤ sup
y∈K
sup
τ≤T
[
E
y{1|g(Xτ )|>n|g(Xτ )|}+ E
y{1ρ(y,Xτ )≥R1|g(Xτ )|≤n|g(Xτ )|}
]
= a(n) + b(n,R).
For a fixed n we have that b(n,R) ≤ n supy∈K Py{∃s∈[0,T ] ρ(x,Xs) ≥ R} → 0 as R → ∞ by
assumption (A1) using Proposition 2.1 of [9]. Assumption (B′)T implies a(n)→ 0.
We will now prove that there exists an optimal stopping time for wT . Before we formulate the
main theorem, we state a simple lemma.
Lemma 3.3. (B)T implies that wT−t(Xt) is Px integrable.
Proof.
E
x {|wT−t(Xt)|} ≤ ‖f‖(T − t) + E
x{ζT }.
Theorem 3.4. Under (A1) and (B)T , the smallest optimal stopping time for wT (x) is given by
τT = inf{s ≤ T : g(Xs) ≥ wT−s(Xs)}.
Moreover, the process ZTt =
∫ t
0 f(Xs)ds+ wT−t(Xt) is a right-continuous supermartingale.
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Proof. Notice first that from [5] it follows that ZT,nt =
∫ t
0 f(Xs)ds+ wˆ
n
T−t(Xt) is a right-continuous
supermartingale and by Lemma 3.1 and its proof ZTt is also a right-continuous supermartingale. By
[4, Theorem 4]
τ εT = inf{s ≤ T : g(Xs) + ε ≥ wT−s(Xs)}
is an ε-optimal stopping time and
wT (x) = E
x
{∫ τε
T
0
f(Xs)ds+ wT−τε
T
(Xτε
T
)
}
. (6)
Notice that τ εT ≤ τT . Letting ε → 0 we have that τ εT increases to τ˜ . By quasi left continuity of (Xt),
which follows from Theorem 3.13 of [3], for each positive integer n we have
wˆnT−τε(XτεT )→ wˆ
n
T−τ˜ (Xτ˜ ), P
x
-a.e.
as ε→ 0. Using the arguments of Lemma 3.1 we obtain
wT−τε(XτεT )→ wT−τ˜ (Xτ˜ ), P
x
-a.e.
Letting ε→ 0 in (6) yields
wT (x) = E
x
{∫ τ˜
0
f(Xs)ds+ wT−τ˜ (Xτ˜ )
}
≤ Ex
{∫ τ˜
0
f(Xs)ds+ gT−τ˜ (Xτ˜ )
}
, (7)
where the inequality is because τ˜ = limε→0 τ εT . Hence, τ˜ is an optimal stopping time. If Px{τ˜ <
τT } > 0, the inequality in (7) would be strict leading to a contradiction. Since τ˜ ≤ τT , it follows that
τ˜ = τT , P
x
-a.s.
Assumption (B)T follows from a number of more explicit conditions. Define for any set U ⊆ E
γT (x,U) = P
x{Xt ∈ U ∀ t ∈ [0, T ]}
and
g∗(r) = sup
y∈B(0,r)
|g(y)|, ξT = sup
t∈[0,T ]
‖Xt‖.
(B1)T For every x ∈ E there is a compact ball K = B¯(x, δ) and a sequence of compact sets (Ki)
such that K ⊂ K1, Ki ⊂ intKi+1,
⋃
iKi = E and
∞∑
i=1
sup
y∈K
(
γT (y,Ki)− γT (y,Ki−1)
)
max
y∈Ki
|g(y)| <∞.
(B2)T For every x ∈ E there is a compact ball K = B¯(x, δ) and a sequence of compact sets (Ki)
such that K ⊂ K1, Ki ⊂ intKi+1,
⋃
iKi = E and
∞∑
i=1
max
y∈Ki+1\Ki
|g(y)| sup
y∈K
P
y{∃t∈[0,T ];Xt ∈ Ki+1 \Ki} <∞.
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(B3)T For every x ∈ E there is a compact ball K = B¯(x, δ) such that g∗(ξT ) is uniformly inte-
grable with respect to Py, y ∈ K , i.e.
lim
N→∞
sup
y∈K
E
y{g∗(ξT )1ξT>N} = 0.
Lemma 3.5. Any of the assumptions (B1)T , (B2)T or (B3)T is sufficient for (B)T .
Proof. Assumption (B1)T : Notice that
ζT ≤
∞∑
i=1
1∀t∈[0,T ]Xt∈Ki and ∃t∈[0,T ]Xt /∈Ki−1 maxy∈Ki
|g(y)|
=
∞∑
i=1
(
1∀t∈[0,T ]Xt∈Ki − 1∀t∈[0,T ]Xt∈Ki−1
)
max
y∈Ki
|g(y)|.
Hence, for any x ∈ K
E
x{ζT 1ζT>n} ≤
∞∑
i=1
(
γT (x,Ki)− γT (x,Ki−1)
)
1maxy∈Ki |g(y)|>nmaxy∈Ki
|g(y)|
≤
∞∑
i=1
sup
y∈K
(
γT (y,Ki)− γT (y,Ki−1)
)
1maxy∈Ki |g(y)|>n
max
y∈Ki
|g(y)|
→ 0 as n→∞.
Assumption (B2)T : For any x ∈ K ,
E
x{ζT 1ζT>n} ≤
∞∑
i=1
1maxy∈Ki+1\Ki |g(y)|>n
max
y∈Ki+1\Ki
|g(y)|Px{∃t∈[0,T ];Xt ∈ Ki+1 \Ki}
≤
∞∑
i=1
1maxy∈Ki+1\Ki |g(y)|>n
max
y∈Ki+1\Ki
|g(y)| sup
y∈K
P
y{∃t∈[0,T ];Xt ∈ Ki+1 \Ki}
→ 0 as n→∞.
Assumption (B3)T : It suffices to notice that ζT ≤ g∗(ξT ).
4 Optimal stopping on infinite interval with unbounded terminal re-
ward
More generally, we consider a stopping problem
w(x) = sup
τ
lim inf
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
, (8)
where f is a continuous bounded function satisfying µ(f) :=
∫
E f(x)µ(dx) < 0 (recall that µ is the
invariant measure of (Xt)), and g is an unbounded continuous function that satisfies
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(C1) Random variable ζ+ := supt≥0 g+(Xt) is integrable with respect to Px for any x.
In the supremum above, we allow for stopping times taking the value infinity. Notice, however, that
(8) is equivalent to
w(x) = sup
τ -bounded
E
x
{∫ τ
0
f(Xs)ds+ g(Xτ )
}
, (9)
since for any stopping time τ we have
lim inf
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
≤ sup
σ-bounded
E
x
{∫ σ
0
f(Xs)ds+ g(Xσ)
}
.
Similar arguments show that
w(x) = sup
τ
lim sup
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
. (10)
We use the formulation in (8) instead of (9) as it allows for a simple description of ε-optimal and
optimal stopping times as hitting times of a compact set, in line with the classical theory of optimal
stopping.
Two main results in this section are Theorem 4.8 which shows the form of optimal stopping times
for w(x) and Theorem 4.15 in which the continuity of w is established. We also state conditions under
which lim inf in (8) can be omitted.
Remark 4.1. Assumption (C1) is weaker than often made in the optimal stopping literature, where
one requires Ex{supt≥0 |g(Xt)|} <∞, c.f. [12, Section 1.2].
The following assumption allows us to omit the limit in (8) for integrable stopping times:
(C2) For any sequence of events AT ∈ FT , T > 0,
lim
T→∞
P
x(AT ) = 0 =⇒ lim
T→∞
E
x{1AT g
−(XT )} = 0.
Lemma 4.2. Under assumption (C2), for any integrable stopping time τ the following equality holds
lim
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
= Ex
{∫ τ
0
f(Xs)ds + g(Xτ )
}
.
Proof. Let Ex{τ} < ∞. Due to the boundedness of f , the convergence of the integral terms is
obvious. For the terminal reward, we have
E
x{g(Xτ )− g(Xτ∧T )} = E
x{g+(Xτ )− g
+(Xτ∧T )}+ E
x{g−(Xτ )− g
−(Xτ∧T )}
≤ Ex{g+(Xτ )− g
+(Xτ∧T )}+ 0− E
x{1τ>T g
−(XT )}.
The first term converges to 0 as T → ∞ by dominated convergence theorem. The last term vanishes
by assumption (C2). This proves lim infT→∞ Ex{g(Xτ∧T )} ≥ Ex{g(Xτ )}. The opposite inequality
follows by Fatou’s lemma (recall that g(Xt) is bounded from above by an integrable random variable
ζ+): lim supT→∞ Ex{g(Xτ∧T )} ≤ Ex{g(Xτ )}.
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Remark 4.3. Without assumption (C2), if a stopping time τ has a finite expectation then we can only
show that
lim inf
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds+ g(Xτ∧T )
}
≤ lim sup
T→∞
E
x
{∫ τ∧T
0
f(Xs)ds + g(Xτ∧T )
}
≤ Ex
{∫ τ
0
f(Xs)ds + g(Xτ )
}
,
(11)
by applying Fatou’s lemma to the convergence of g(Xτ∧T ) to g(Xτ ).
The convergence in Lemma 4.2 can be made uniform over compact sets under a uniform version
of assumptions (C1) and (C2):
(C1’) Random variable ζ+ := supt≥0 g+(Xt) is uniformly integrable with respect Px for x from
compact sets.
(C2’) For any compact set Γ ⊂ E and a sequence of events AT ∈ FT , T > 0,
lim
T→∞
sup
x∈Γ
P
x(AT ) = 0 =⇒ lim
T→∞
sup
x∈Γ
E
x{1AT |g(XT )|} = 0.
Corollary 4.4. Under (C1’) and (C2’), if x 7→ Ex {τ} is bounded on a compact set Γ, the convergence
of Ex
{∫ τ∧T
0 f(Xs)ds + g(Xτ∧T )
}
to Ex
{∫ τ
0 f(Xs)ds + g(Xτ )
}
is uniform on Γ.
For the reminder of this section we make the following standing assumptions: (A1), (A2), (B)T
for T > 0, (C1) and (C2). We also assume:
(C3) For any x ∈ E, there is d(x) < 0 such that
γ(x) = sup
τ
lim inf
T→∞
E
x
{∫ τ∧T
0
(
f(Xs)− d(x)
)
ds
}
<∞.
This will ensure that the value function w(x) is finite and allow us to prove that ε-optimal stopping
times for (8) are integrable. Interested reader is referred to [10, Sections 2.2-2.3] for a thorough
discussion of sufficient conditions for (C3). Here we only mention a condition that links d(x) with
µ(f).
Lemma 4.5. A sufficient condition for (C3) can be formulated as
(S) µ(f) < 0 and for some δ ∈ (0, 1]
γ¯(x) = sup
τ
lim inf
T→∞
E
x
{
(1− δ)µ(f)(τ ∧ T )− q(Xτ∧T )
}
<∞,
where q is defined in Section 2. Then (C3) holds with d(x) = δµ(f).
Proof. It is sufficient to notice that using Lemma 2.1 for any bounded stopping time σ we have
E
x
{
(1− δ)µ(f)σ − q(Xσ)
}
= Ex
{
(1− δ)µ(f)σ +
∫ σ
0
(
f(Xs)− µ(f)
)
ds
}
− q(x)
= Ex
{∫ σ
0
(
f(Xs)− δµ(f)
)
ds
}
− q(x).
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Remark 4.6. Notice that assumption (S) is satisfied, in particular, when the negative part of q is
bounded.
Now we prove that the value function w takes finite values and is lower-semicontinuous which
will allow us to define candidates for ε-optimal and optimal stopping times as hitting times of closed
sets.
Lemma 4.7. Function w is finite and lower semi-continuous.
Proof. By (C3), recalling that d(x) < 0, we have for any bounded stopping time τ :
E
x
{∫ τ
0
f(Xs)ds+ g(Xτ )
}
= Ex
{∫ τ
0
(
f(Xs)− d(x)
)
ds+ d(x)τ + g(Xτ )
}
≤ γ(x) + Ex{ζ+}.
Stopping problem (8) is equivalent to optimising over the set of all bounded stopping times, c.f. (9).
Hence w(x) ≤ γ(x) + Ex{ζ+} < ∞. Also, wT (x) converges to w(x) from below for any fixed x.
Functions wT are continuous (Lemma 3.1), hence w is lower semi-continuous.
Define
τε = inf{t ≥ 0 : w(Xt) ≤ g(Xt) + ε},
τ∗ = inf{t ≥ 0 : w(Xt) ≤ g(Xt)}.
These are stopping times due to the lower semi-continuity of w − g and the right-continuity of the
process Xt. In the following theorem we prove their optimality.
Theorem 4.8. Under the assumptions (A1), (A2), (C1)-(C3) and (B)T satisfied for each T > 0, the
stopping time τ∗ is optimal for w and Ex{τ∗} ≤ Z(x), where
Z(x) =
γ(x) + Ex{ζ+} − g(x) + 1
−d(x)
. (12)
Moreover, τε is ε-optimal and τ∗ = limε→0 τε.
The proof will be preceded by auxiliary lemmas in which we will use the assumptions listed above
without stating them explicitely.
Lemma 4.9. For every ε-optimal stopping time σ we have
E
x{σ} ≤
γ(x) + Ex{ζ+} − w(x) + ε
−d(x)
,
where ζ+ was defined in assumption (C1).
Proof. For any stopping time σ and T > 0 we have
E
x
{∫ σ∧T
0
f(Xs)ds + g(Xσ∧T )
}
= Ex
{∫ σ∧T
0
(
f(Xs)− d(x)
)
ds+ d(x)
(
σ ∧ T
)
+ g(Xσ∧T )
}
≤ γ(x) + Ex{ζ+}+ d(x)Ex{σ ∧ T}.
Therefore
− d(x)Ex
{
σ ∧ T
}
≤ γ(x) + Ex{ζ+} − Ex
{∫ σ∧T
0
f(Xs)ds + g(Xσ∧T )
}
. (13)
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If σ is ε-optimal then
lim inf
T→∞
E
x
{∫ σ∧T
0
f(Xs)ds+ g(Xσ∧T )
}
≥ w(x) − ε
and letting lim supT→∞ in (13) we complete the proof.
The above lemma implies that the expectation of every ε-optimal stopping time σ with ε < 1 is
bounded by Z(x) defined in (12).
Lemma 4.10. For every x ∈ E, there exists a non-decreasing sequence σm of bounded 1m -optimal
stopping times for w(x).
Proof. Functions wT (x) approximate w(x) from below. By Theorem 3.4, stopping problems wT (x)
admit optimal solutions of the form
τT = inf{t ∈ [0, T ] : g(Xt) ≥ wT−t(Xt)}.
As wT are non-decreasing in T , τT are non-decreasing in T . Taking T (m) = inf{T ≥ 0 : w(x) −
wT (x) ≤
1
m}, we can set σm = τT (m).
Lemma 4.11. The process Zt :=
∫ t
0 f(Xs)ds+w(Xt) is a right-continuous P
x
-supermartingale for
any x ∈ E. Moreover, for a bounded stopping time σ and an arbitrary stopping time τ
E
x
{∫ σ
0
f(Xs)ds+ g(Xσ)
}
≤ Ex
{∫ τ∧σ
0
f(Xs)ds+ 1σ<τg(Xσ) + 1σ≥τw(Xτ )
}
. (14)
Proof. By Theorem 3.4, the process ZTt :=
∫ t
0 f(Xs)ds+wT−t(Xt), t ∈ [0, T ], is a right-continuous
P
x
-supermartingale. Therefore, wT (x) ≥ Ex{
∫ t
0 f(Xs)ds + wT−t(Xt)} and so E
x{wT−t(Xt)} ≤
wT (x) + ‖f‖t. Since wT−t(x) is increasing in T , the monotone convergence theorem implies
E
x{w(Xt)} ≤ w(x) + ‖f‖t and w(Xt) ∈ L1(Px).
Notice that ZTt and wT−t are increasing in T , so Ex{ZTt } ≤ ‖f‖t + Ex{w(Xt)}. Hence Zt =
supT≥tZ
T
t is a Px-integrable process which is right-continuous by [6, Theorem T16, Chapter VI].
We will show that Zt equals Z˜t =
∫ t
0 f(Xs)ds + w(Xt) and is a supermartingale. Since Z˜t − Z
T
t =
w(Xt) − wT−t(Xt), by monotone convergence theorem ZTt converges to Z˜t in L1(Px) and due to
monotonicity also pointwise, hence Z˜t = Zt. This also proves that the supermartingale property of
(ZTt ) is transferred to (Zt).
Since σ is a bounded stopping time, the optional sampling theorem yields Ex{Zσ|Fτ∧σ} ≤ Zτ∧σ.
This reads
∫ τ∧σ
0 f(Xs)ds + w(Xτ∧σ) ≥ E
x
{∫ σ
0 f(Xs)ds+ w(Xσ)
∣∣∣Fτ∧σ
}
. Hence,
∫ τ∧σ
0
f(Xs)ds + 1σ≥τw(Xτ∧σ) ≥ E
x
{∫ σ
0
f(Xs)ds + 1σ≥τw(Xσ)
∣∣∣Fτ∧σ
}
≥ Ex
{∫ σ
0
f(Xs)ds + 1σ≥τg(Xσ)
∣∣∣Fτ∧σ
}
.
Adding 1σ<τ g(Xσ) to both sides completes the proof.
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Proof of Theorem 4.8. Let σm be a sequence of 1m -optimal stopping times. Apply (14) to σm and
τε and notice that w(Xτε) ≤ g(Xτε ) + ε due to the continuity of g, lower semicontinuity of w and
right-continuity of the process (Xt):
w(x)−
1
m
≤ Ex
{∫ σm∧τε
0
f(Xs)ds+ 1σm<τεg(Xσm) + 1σm≥τεw(Xτε)
}
≤ Ex
{∫ σm∧τε
0
f(Xs)ds+ 1σm<τεg(Xσm) + 1σm≥τε
(
g(Xτε) + ε
)}
≤ Ex
{∫ σm∧τε
0
f(Xs)ds+ g(Xσm∧τε)
}
+ ε.
Since by Lemma 4.9 the stopping time τε is Px-integrable, dominated convergence theorem implies
limm→∞ E
x
{ ∫ σm∧τε
0 f(Xs)ds
}
= Ex
{ ∫ τε
0 f(Xs)ds
}
. Recalling that g(Xσm∧τε) is bounded from
above by an integrable random variable ζ+, Fatou’s lemma yields lim supm→∞ Ex{g(Xσm∧τε)} ≤
E
x{g(Xτε )}, where we used continuity of g and quasi left-continuity of (Xt). Combining these results
gives w(x) ≤ Ex
{∫ τε
0 f(Xs)ds+ g(Xτε ) + ε
}
, so, using Lemma 4.2, τε is ε-optimal.
Stopping times τε are increasing in ε with the expectation bounded by Z(x), so τ0 = limε→0 τε
is well-defined and Ex{τ0} ≤ Z(x). For any 0 < ε ≤ η we have g(Xτε) ≥ w(Xτε) − η. Using
the quasi left-continuity of (Xt) and lower semicontinuity of w, we take the limit ε → 0 and then
η → 0 to obtain g(Xτ0) ≥ w(Xτ0). So τ0 ≥ τ∗. This means that τ∗ is finite and Ex{τ∗} ≤ Z(x). Its
optimality follows in the same way as ε-optimality of τε.
For the continuity of w, we need a version of assumption (C3) which is uniform over compact sets
(C3’) There is a function d : E → (−∞, 0) such that for any compact set Γ ⊂ E we have
supx∈Γ d(x) < 0 and
sup
x∈Γ
γ(x) = sup
x∈Γ
sup
τ
lim inf
T→∞
E
x
{∫ τ∧T
0
(
f(Xs)− d(x)
)
ds
}
<∞.
Proposition 4.12. Under the assumptions of Theorem 4.8 and (C1’)-(C3’), the function w is continu-
ous.
Proof. Let τ∗ be the optimal stopping time for w from Theorem 4.8. Let
vT (x) = E
x
{∫ τ∗∧T
0
f(Xs)ds+ g(Xτ∗∧T )
}
.
Then vT (x) ≤ wT (x) ≤ w(x) for all x and T . By Corollary 4.4, vT converges to w uniformly
on compact sets as the expectation of τ∗ is bounded on compact sets by assumption (C3’), see the
definition of Z(x). Hence, wT converges to w uniformly on compact sets. Continuity of wT (Lemma
3.1) implies then the continuity of w.
Remark 4.13. When g is bounded from above then assumption (C1’) holds trivially with ζ+ = ‖g+‖.
Remark 4.14. When q is bounded from below and µ(f) < 0 then by [10, Lemma 2.16] the assumption
(C3’) holds with any d(x) ∈ [µ(f), 0) and γ(x) ≤ q(x)− ‖q−‖.
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Although assumption (C3’) is not particularly restrictive, it is not clear how to verify it for specific
examples. The following theorem relaxes it and proves the continuity of w under the assumption that
µ(f) < 0.
Theorem 4.15. Assume (A1)-(A2), (B)T satisfied for each T > 0, and (C1’)-(C2’). If µ(f) < 0,
function w is continuous and τ∗ is an optimal stopping time.
Proof. This proof is based on ideas from the proof of Theorem 2.28 in [10].
Assume first that the set {x ∈ E : f(x) ≤ µ(f)} is compact. By [10, Lemma 2.19] the zero-
potential q is bounded from below and Lemma 2.18 and 2.16 in [10] imply that assumption (C3’)
holds.
Take now an arbitrary continuous bounded function f with µ(f) < 0. Denote by Bn a ball with
radius n and some fixed centre independent of n. Let zn(x) = 1 − ρ(x,Bn) ∧ 1, where ρ(x,Bn) is
the distance of x from the ball Bn. Take N large enough so that
∫
Bc
N
|f(x)|µ(dx) < −µ(f)/4, where
BcN is the complement of BN . Define fˆ(x) = zN (x)f(x) and f¯ = f ∨ fˆ . Then
µ(f¯) ≤
∫
BN
f(x)µ(dx) +
∫
Bc
N
|f(x)|µ(dx) ≤ µ(f)− µ(f)/4− µ(f)/4 = µ(f)/2.
Hence, µ(f¯) < 0. Moreover, f¯(x) ≥ 0 for x ∈ BcN+1, so the set {x ∈ E : f¯(x) ≤ µ(f¯)} is
contained in BN+1 and compact. The function f¯ satisfies the conditions in the first part of the proof
and, hence, assumption (C3’). However, since f¯ ≥ f , then function f satisfies assumption (C3’) with
the same d(x). It suffices now to apply Proposition 4.12 to prove the continuity of w and Theorem 4.8
to obtain that the stopping time τ∗ is optimal.
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