Introduction
The mode provides an important summary of data. Many authors have made efforts to identify modes of population distributions for low-dimensional data (see for example Muller and Sawitzki (1991) ; Scott (1992) ; Friedman and Fisher (1999) ; Chaudhuri and Marron (1999) ; Fisher and Marron (2001) ; Davies and Kovac (2004) ; Hall, Minnotte, and Zhang (2004) ; Ray and Lindsay (2005) ; Yao and Lindsay (2009) , as well as documentations of the R package "np" for non-parametric mode estimation). In high-dimensional data, it is often of interest to impose some model structure assumption on conditional distributions in order to identify associations between a response and a set of predictors. To the best of our knowledge, little research has been done to hunt conditional modes in regression problems. In (2.1) we assume that the first element of x is 1; this represents the intercept term. Let ϵ = y − x T β; we denote the conditional density of ϵ given x by g(ϵ | x) and refer to it as the error distribution. Note that the estimation method (and its asymptotic justification) that we will propose next allows for the error distribution to depend on x.
If g(ϵ | x) is symmetric about 0, the β in (2.1) will be the same as the coefficients obtained by conventional mean linear regression; however, if g(ϵ | x) is skewed, modal regression coefficients and conventional linear regression coefficients will be different. It is even possible that the mode of Y given x is a linear function of x but the conventional mean is nonlinear. The following example illustrates the difference between modal regression function and conventional mean regression function when the error distribution is skewed. Thus, Y depends on x linearly from the point of view of both mean regression and modal regression even though their regression parameters are different.
Therefore, in terms of conditional mean, Y does not depend on x; however, in terms of conditional mode, Y does depend linearly on x. From this example we see that variable selection techniques based on modal regression might reveal some useful predictors when mean regression cannot.
To estimate the modal regression parameter β in (2.1), we propose maximizing the kernel-based objective function
where ϕ h (t) = h −1 ϕ(t/h) and ϕ(t) is a kernel density function symmetric about 0. For the remainder of the paper we will assume that ϕ is the standard normal density (for the simplicity of computation). Based on this choice of kernel, the M-step of the MEM algorithm presented next has the closed-form solution shown in Equation (2.6). It should be noted that all the asymptotic results presented in this article still hold if other kernels are used. We will denote the maximizer of (2.3) byβ and call it the modal linear regression estimator, shortened by MODLRE.
We now explain why (2.3) can be used to estimate the modal regression coefficients. We first look at the simplest case in which there is no predictor, i.e. β = β 0 . For such cases, (2.3) is simplified to
Note that Q h (.) is the kernel estimate of the density function of Y . Therefore, the maximizer of (2.4) is the mode of the kernel density function based on y 1 , . . . , y n . When n → ∞ and h → 0, the mode of this kernel density function will converge to the mode of the distribution of Y . Such a modal estimator has been proposed by Parzen (1962 Lee (1989) used a uniform kernel to estimate modal regression coefficients. In his theoretical investigation, h is fixed and does not depend on the sample size n. In order to get consistency results for the estimator, Lee assumed the error distribution to be symmetric.
Note that in such cases the modal line is the same as the traditional mean regression line.
Thus, Lee's theoretical results did not justify applications of MODLR for situations with skewed error distributions (where MODLR is more useful than other regression methods).
In this article, we prove (see Appendix for details) that if we let h → 0 when n → ∞, theβ found by maximizing Q h (β) in (2.3) is a consistent estimate of the modal regression parameter in (2.1) for very general error density functions without symmetry assumptions.
Modal EM algorithm
There is no closed-form expression of the maximizer of (2.3); therefore, we propose to extend the modal expectation-maximization (MEM) algorithm (Li, Ray, and Lindsay, 2007; 6 Yao, 2013) in order to maximize (2.3).
Similar to an EM algorithm, the MEM algorithm consists of an E-step and an M-step:
Starting with β (0) , repeat the following two steps until it converges:
E-
Step: In this step, we calculate weights
Step: In this step, we update β 6) where
Some remarks on the proposed MEM algorithm:
1. The major difference between the least squares estimate (LSE) and the modal regression estimate (MODLRE) lies in the E step. For the LSE, each observation has equal weights, whereas for MODLRE the weights depend on how close y i is to the modal regression line. This weighting scheme allows MODLRE to reduce the effect of observations far away from the modal regression line in order to achieve robustness.
2. When the normal kernel is used for ϕ in (2.3), the function optimized in the M-step is a weighted sum of log likelihoods corresponding to ordinary linear regression. In this case we obtain a closed-form expression for the maximizer in (2.6). If other kernels are used, some optimization algorithms are needed in the M-step. 7 3. The converged value obtained by the MEM algorithm depends on the starting point chosen, and there is no guarantee that the algorithm will converge to the global optimal solution of (2.3). Therefore, it is prudent to run the algorithm multiple times using several different starting points and choose the best local optima found.
We have proven (see Appendix) the ascending property of the proposed MEM for any choice of kernel for ϕ in (2.3):
Theorem 2.1. Each iteration of (2.5) and (2.6) will monotonically non-decrease the objec-
The iteratively reweighted least squares (IRWLS) algorithm has been commonly used for general M-estimators. Since the maximizer of (2.3) can be considered as a special case of M-estimators, the IRWLS algorithm can be applied to findβ. When the normal kernel ϕ(·)
is used, the IRWLS algorithm is indeed equivalent to the proposed MEM algorithm, but when other kernels are used, the two algorithms are different. IRWLS has been proven to be ascending (i.e. monotonically non-decreases the objective function) if −ϕ(x)/x is nonincreasing (Huber, 1981) . However, when ϕ(x) is a normal density function, −ϕ(x)/x is not non-increasing. Therefore the existing theories of IRWLS cannot justify Theorem 2.1 if the normal kernel ϕ(·) is used. Because the proof of Theorem 2.1 is for any kernel density ϕ(·), including the normal kernel, Theorem 2.1 provides an extension to existing IRWLS theories.
Asymptotic properties ofβ
The asymptotic properties established for traditional M-estimators are based on assumptions that the error density is symmetric and the objective function is fixed. In addition, the target of traditional M-estimators is the conditional mean. For our proposed modal regression, we will allow that the tuning parameter h in the objective function goes to zero and the error density can be skewed. Therefore, the theoretical results on the traditional M −estimators cannot be directly applied to the proposed modal linear regression estimator. In this section, we will give the results about the consistency of the proposed modal regression estimatorβ for model (2.1), its convergence rate, and its asymptotic distribution.
Their proofs are given in the Appendix.
Theorem 2.2. When h → 0 and nh 5 → ∞, under the regularity conditions (A1)-(A3) in the Appendix, there exists a consistent maximizer of (2.3) such that
where β 0 is the true coefficient of the modal regression function defined in (2.1).
Theorem 2.3. Under the same assumptions as Theorem 2.2, theβ that satisfies the consistency result given in Theorem 2.2, has the following asymptotic normality result
where ν 2 = ∫ t 2 ϕ 2 (t)dt and
Parzen (1962) and Eddy (1980) have proven similar asymptotic results for kernel estimators of the mode of the distribution of Y without conditioning on x. Therefore, the results of Paren (1962) and Eddy (1980) can be considered as special cases of Theorem 2.3 when there is no predictor involved, i.e., x = 1.
By Theorem 2.3, the asymptotic bias ofβ is h 2 J −1 K/2 and the asymptotic variance is
. A theoretic optimal bandwidth h for estimating β can be obtained by 9 minimizing the asymptotic weighted mean squared errors (MSE)
where tr(A) is the trace of A and W is a diagonal matrix, whose diagonal elements reflect the importance of the accuracy in estimating different coefficients. Therefore, the asymptotic optimal bandwidth h isĥ
which is proportional to the inverse of the asymptotic variance ofβ, thenĥ
T , where β 0 is a scalar intercept parameter and β s is the slope parameter.
If ϵ is independent of x, then
and thus the asymptotic bias of the slope parameter β s is 0. Therefore, the optimal bandwidth h for estimating β s should go to infinity, which implies that the resulting estimateβ s is a least square estimate with root n consistency. This is expected since when ϵ is independent of x, the slope parameter β s of modal regression line is the same as the slope parameter of conventional mean regression line and thus can be estimated at root n convergence rate.
Given the root n consistent estimateβ s (using LSE, for example), we propose to further
The above maximization can be done similarly using the MEM algorithm proposed in Section 2.2. We have the following result forβ 0 . Its proof is given in the Appendix.
Theorem 2.4. Under the same assumption as Theorem 2.2, if ϵ is independent of x and
10) has the following asymptotic distribution:
Note that when ϵ is independent of x, From Theorem 2.4, we can see that the asymptotic bias ofβ 0 is {2g
By minimizing the asymptotic MSE, we can get the asymptotic optimal bandwidth h for estimating β 0 :
Finite sample breakdown point
To investigate robustness of the MODLRE, we also calculate its finite sample breakdown point. A breakdown point is used to quantify the proportion of bad data in a sample that an 11 estimator can tolerate before returning arbitrary values. Since usually the breakdown point is most useful in a small sample setup (Donoho, 1982; Donoho and Huber, 1983 ), we will mainly focus on the finite sample breakdown point. A number of definitions for the finite sample breakdown point have been proposed (see, for example, Hampel, 1971 Hampel, , 1974 Donoho, 1982; Donoho and Huber, 1983) . In this paper, we shall work with the finite sample contamination 13) where || · || is Euclidean norm.
Theorem 2.5. Given observations Z = (z 1 , . . . , z n ), suppose T (Z) =β, the MODLRE defined as the maximizer of (2.3). Let
(2.14)
Then the finite sample contamination breakdown point of MODLRE is The proof of Theorem 2.5 is given in the Appendix. From the above theorem, we can see that the breakdown point depends not only on ϕ(·), and the tuning parameter h, but also on the sample configuration. (However, Huber (1984) pointed out if the scale (contained in the bandwidth h of the MODLRE) is determined from the sample itself, empirically, the breakdown point is quite high.)
Simulation Study and Application
In this section we conduct a Monte Carlo simulation study in order to assess the performance of our proposed MODLR under a finite sample size scenario. We will compare MODLR with some other regression methods. A real data application is also provided.
Bandwidth selection
The modal regression estimator requires a selection of the bandwidth. The asymptotically optimal bandwidth formula (2.9) contains the unknown quantities
the vth derivative of the conditional density of ϵ given x. Hence, they are not ready to use.
A commonly used method is to replace these unknown quantities with estimates. Given the initial residualε i = y i − x T iβ , whereβ is the traditional least squares estimate (or a robust estimate if there are some outliers) of β, we can estimate their mode, denoted bŷ m, by maximizing the kernel density estimator (Paren, 1962) . Under the assumption of independence of ϵ and x,ε i −m approximately has density g(·) and thus g (v) (0 | x) can be estimated by (see, for example, Silverman, 1986 and Scott, 1992 )
where h is chosen using the method reported by Botev et.al. (2010) and K (v) (·) is the vth derivative of kernel density function K(·). Then we can estimate J, K, and L bŷ
and apply Equation (2.9) to estimateĥ opt . To refine the bandwidth selection, one might further iteratively update a chosen bandwidth by recalculating the residualε i given by the modal linear regression estimate.
A Monte Carlo simulation study
We generated an iid sample {(x i , y i ), i = 1, . . . , n} from the following model A small prediction band around this line is expected to contain the most number of future points. In contrast, the mean regression line based on LSE is skewed to a flatter line and lies in a much less dense area for capturing the conditional mean. The regression lines based on the median regression and the MM-estimate lie in higher density areas than the regression line based on LSE. Table 2 reports the average (and standard error) of the coverage probabilities of prediction intervals of similar lengths centered around each estimated regression line in 1,000 replicates.
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We consider three different lengths of intervals: 0.1σ, 0.2σ, and 0.5σ, where σ = 2 is the approximate standard error of ε. For each of the 1,000 replications the coverage probability is estimated from 1,000 new cases where the predictor x is equally spaced between 0.1 to 0.9. From Table 2 we see that MODLR provides higher coverage probabilities than the other three methods. In addition, MEDREG provides larger coverage probabilities than the MM-estimate and LSE, while the MM-estimate provides larger coverage probabilities than LSE. Note that when the lengths of these intervals are large enough the different methods will provide similar coverage probabilities. 
Application to forest fire data
Forest fires, also called wildfires, cause great ecological and economical damage. Fast detection of a forest fire is vital for successful fire fighting, but traditional human or automatic surveillance (such as by satellites, infrared or smoke scanners) is expensive. Recently the use of low-cost meteorological data (such as temperature, wind, and precipitation data) to warn the public of a potential wildfire has received a lot of attention. This inexpensive form of information can also be used to get a quick estimate of post-fire damage.
In this section we compare the proposed MODLR and other regression techniques with a forest fire dataset (Cortez and Morais, 2007) . The data was downloaded from (2007), we use four meteorological variables: outside temperature (temp), outside relative humidity (RH), outside wind speed (wind), and outside rain (rain), as predictors for the total burned area (area). We fit the data by LSE, MEDREG, MM-estimate, and MODLR. One important feature of this dataset is that it contains outliers and a positively-skewed response variable (area); therefore it is expected that the proposed modal linear regression will compare favorably to the mean regression.
To compare the four regression methods we look at the widths of each prediction interval (with the same confidence level). For constructing confidence intervals, we assume that the error distribution of ϵ is independent of x. Suppose we have obtained the parameter estimateβ and the corresponding error (residual)ε i = y i − x T iβ for i = 1, . . . , n; we will useε [i] to denote the ith smallest value of the residuals. The traditional prediction interval with confidence level α for the new predictor x new is symmetric about the point prediction
, where n 1 = ⌊nα/2⌋ and n 2 = n − n 1 . This symmetric method will be ideal if the regression error distribution is symmetric. To consider and make use of the skewness of the error distribution, we propose to construct asymmetric prediction intervals as follows. Supposeĝ(·) is the kernel density estimate of ϵ based on the residualŝ ϵ 1 , . . . ,ε n that are estimated by MODLR. We propose to find the indexes k 1 < k 2 such that
. We propose the following iterative algorithm to find indexes k 1 and k 2 : Let k 1 = n 1 and k 2 = n 2 be the initial values for k 1 and
Step 1:
Step 2: Iterate the above procedure until none of above two conditions is satisfied or (
We use this method to construct prediction intervals for MODLR. In Table 3 , we report the average widths and the actual coverage rates of the prediction intervals for 10%, 30%, 50%, and 90% confidence levels. The actual coverage rates are estimated based on leave-one-out cross validation. From Table 3 , we have the following findings:
1. All the prediction intervals are well-calibrated -the actual coverage rates are very close to the nominal confidence levels.
2. The average widths of prediction intervals constructed around the point prediction defined by MODLR are significantly shorter than the prediction intervals constructed around the other three estimates.
3. Both MEDREG and MM-estimate have shorter prediction intervals than LSE.
Summary and Discussions
In this article we proposed a new data analysis tool called modal linear regression in order to explore the relationship between a response variable and a set of predictors. Modal linear regression investigates this relationship using the conditional mode instead of the conditional mean or other summaries used by traditional regression techniques. When the error distribution is skewed, modal linear regression provides a more meaningful prediction than LSE. Our empirical results show that the modal linear regression provides significantly shorter prediction intervals than other regression methods.
In the application to the forest fire dataset, we provided one possible way to construct asymmetric prediction intervals for MODLR. Based on cross-validation results, the proposed skewed prediction intervals for MODLR were much shorter than the prediction intervals constructed by some of the other commonly used regression methods for forest fire data. Further research can be conducted to find out how to construct the shortest (skewed) prediction interval for a given confidence level using the information of skewed error density. One related work is by Kim and Lindsay (2011) , who proposed to use confidence distribution sampling to visualize confidence sets.
Modal linear regression assumes that the mode of the conditional density of Y given x is a linear function of x. The idea of modal linear regression can be easily generalized to other models such as nonlinear regression, non-parametric regression, and varying coefficient partial linear regression. In addition, it would also be interesting to see how to select the most informative variables based on this modal regression idea. This will comprise our future research work.
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Appendix
The following technical conditions are imposed in this section. (A2) n
, where J < 0, i.e., −J is a positive definite matrix.
0, and g
The above conditions are mild and are fulfilled in many applications. Note that the J, K, and L are defined in Theorem 2.3. All the results proved in this section also hold if general kernels are used for ϕ in (2.3) under some mild conditions adopted for traditional kenel density estimator (for example, ϕ is symmetric about 0 and has bounded continuous third derivative. In addition, ϕ has finite second moment with
Proof of Theorem 2.1: Note that
Based on the Jensen's inequality, we have
Based on the property of M step in (2.6), we have
Proof of Theorem 2.2: Note that
Let a n = (nh 3 ) −1/2 + h 2 . It is sufficient to show that for any given η > 0, there exists a large constant c such that
where Q h (β) is defined in (2.3) and β 0 is the true parameter value.
Based on Taylor expansion and symmetric property of ϕ(t), we can get the mean and 22 variance of J n and K n : (A.4) where
. By default, when calculating the variance of a matrix, we find the variance of each element of the matrix. Using the result X = E(X) + O p ({Var(X)} 1/2 ), since nh 5 → ∞, .5) where ||u|| = c and ||β * − β 0 || ≤ ca n . From (A.4), we get K n = O p (a n ) and hence M 1 = O p (a 2 n ). Note that M 2 = 0.5a
2 n µ T Jµ{1 + o p (1)}. Based on the boundness of ϕ (4) (t) and ||β * − β 0 || ≤ ca n , we have
Noting that ϕ ′′′ (t) = (3t−t 3 )ϕ(t), based on the Taylor expansion and the symmetric property of ϕ(t), we have that
Since nh 5 → ∞, we can prove that M 3 = o p (a 2 n ).
For any η > 0, we can choose c big enough, such that the second term M 2 dominates the other two terms in (A.5) with probability 1 − η. Since J < 0, Q h (β 0 + a n µ) − Q h (β 0 ) < 0 with probability 1 − η. The result of Theorem 2.2 follows.
Proof of Theorem 2.3: Supposeβ is the consistent solution to ∂Q h (β)/∂β found in Theorem 2.2. Based on the Taylor expansion, we have
where
where ∥β * − β 0 ∥ ≤ ∥β − β 0 ∥.
Based on the result of (A.7), we haveβ
where a n = (nh 3 ) −1/2 + h 2 , similar to the proof of M 3 in (A.5), we have L n = o p (1). Hence, based on (A.4), we haveβ −β 0 = J −1 K n (1+o p (1)). Next we prove the asymptotic normality
For any unit vector d ∈ R p+1 , we prove
