A filtering problem over an infinite horizon for a continuous time signal and discrete time observation in the presence of non-Gaussian white noise is considered. Conditions are presented, under which a nonlinear Kalman type filter with limiter is asymptotically optimal in the mean square sense for long time intervals given provided the sampling frequency is sufficiently high.
Introduction
Consider the infinite horizon filtering problem for a continuous time signal (Xt) Both (Xt) and (Yff) are assumed to be vector processes of sizes n and l respectively. The signal is a homogeneous diffusion process with respect to the vector Wiener process (Wt) > 0 with independent components. The initial condition X 0 is the random vector wit--h E I I X0 I I 2 An essential role in the verification of a nonlinear filter quality is to be the lower bound for the mean square filtering errors matrix
where T is the transpose operator. [8] , Kushner and Runggaldier [9] , Liptser and Lototsky [10] , Liptser and Runggaldier [12] , Liptser and Zeitouni [14] , and Liptser and Muzhikanov [11] . In [11] and [14] , the choice of an appropriate limiter depends on the diffusion approximation of the observation process so that the drift and the diffusion parameters in the associated diffusion limit determine the signal to noise ratio, and thus, the filtering quality. Moreover, the filter with the limiter which gives the largest signal to noise ration (for the limit model) turns out to be optimal in the mean square sense, as A0 for any finite interval. This is readily verified by applying Goggin's approximation [7] for the conditional expectation.
In this paper, we consider the filtering problem on the infinite time interval (infinite horizon) in the situations when Goggin Figure 1 ). The choice of such a nonlinear filter is warranted by the diffusion approximation arguments given below. We fix the following assumptions
(2.4) and extend the proof of Theorem 2.1 from [11] to the vector case. As in [11] , we have (X,, At t(yA)) l__a__ (Xt, t, t(P )), 2-m{1Asup h(t)},
where u' (xl, Yl, zl), u" (x t, zt and
Consider now the filtering problem for the limit pair (Xt, Yt) (see (2.6) where the block-matrix has the full rank. Then, for every k > 0
Proof: Under (FR), for every t > 0 the distribution of X obeys a density (e.g., see
the proof of Lemma 16.3 in [13] ). Hence, the joint distribution of k-(xk,'",Xl)
has a density as well. For convenience, introduce the vector O k -(Yk,'",Yl)" The signal and noise independence guarantees the existence of a smooth and strictly
and denote by V uq(UlV) the row gradient vector with respect to u. Let us define a nonnegative definite matrix
We show that the mean square error for the estimate k E(klOk) of k given 0k is bounded below (a version of the Rao-Crammer inequality): E( )( ) I, (.) where I is the Moore-Penrose pseudoinverse matrix for Ik. The inequality (2.11) becomes an equality if (k,0k) is Gaussian pair.
Integrating by parts we find f NkuV q(u Iv)du--I, where I is the unit matrix of relevant size, so that 
It is clear that the matrix V is the sub-block of E( k -k)(k-'k) (3.5) Moreover, the exact knowledge of the initial condition 0(YA) is not essential, since it is forgotten by the filter dynamics. It is well known from Makowski [15] , Makowski and Sowers [16] , Ocone and Pardoux [17] (see also Budhiraja and Kushner [6] ) that, under (FR) and (FR'), the Kalman filter is asymptotically optimal (among nonlinear filters) over the infinite time interval even if the first and second moments of an inappropriate distribution for X 0 are used as the initial conditions for the filter.
We establish the same property for t(YA) defined in (3.5). Hence the desired result is implied by (3.6) 
G'((k) ()) (3.12) where diag(,) designates a scalar matrix with as the diagonal. Then (3.11) Figure 2 ). The requirement of bounded limiter may turn out to be too rstrictive for certain noise models (e.g., if Pi is a denmty of Gaussmn mxture, then N s unbounded). In such cases, it makes sense to approximate G by some bounded functmn G, whmh gives an asymptotically &optimal filtering estimate t(YZX').
