SUMMARY Multiprocessor architecture becomes common on realtime systems as the workload of real-time systems increases. Recently new deadline-based (EDF-based) multiprocessor scheduling algorithms are devised, and comparative studies on the performance of these algorithms are necessary. In this paper, we compare EDZL, a hybrid of EDF and LLF, with other deadline-based scheduling algorithms such as EDF, EDF-US[m/(2m−1)], and fpEDF. We show EDZL schedules all task sets schedulable by EDF. The experimental results show that the number of preemptions of EDZL is comparable to that of EDF and the schedulable utilization bound of EDZL is higher than those of other algorithms we consider.
Introduction
As computer hardware technology rapidly progresses and the workload of real-time systems increases, multiprocessor architecture has become more common on real-time systems. Many researchers have applied uniprocessor scheduling algorithms such as EDF (Earliest Deadline First) [1] and LLF (Least Laxity First) [2] to multiprocessor real-time scheduling, which are optimal algorithms on uniprocessor. EDF has a bounded number of preemptions with respect to the number of jobs, and it can be implemented efficiently. LLF might have a higher schedulable utilization bound than EDF on multiprocessor [3] .
However, the processor utilization of EDF can be very low [4] , and LLF can cause a large number of preemptions. EDZL (Earliest Deadline until Zero Laxity) algorithm [5] combines the advantage of EDF and LLF: a small number of preemptions and a high schedulable utilization bound, respectively. EDZL schedules jobs based on both their deadline and laxity. EDZL schedules jobs according to EDF while all jobs have positive laxities. When a job's laxity becomes zero, EDZL schedules the job first of all.
In this paper, we compare EDZL with other deadline-based scheduling algorithms such as EDF, EDF-US[m/(2m − 1)] [6] , and fpEDF [7] . EDF-US[m/(2m − 1)] 
System Model
We consider preemptive scheduling algorithms for periodic task sets on m identical processors. A task set τ = {τ 1 , τ 2 , . . . , τ n } consists of n independent periodic tasks. A periodic task τ i = (C i , P i ) is characterized by two parameters: a worst-case computation time C i and a period P i . We assume that all tasks start at the same time and a relative deadline of each task is equal to its period: each task generates a job at time (k − 1) · P i (k = 1, 2, . . .), which needs to be executed for C i units by a deadline of k · P i . A job We define utilization of a periodic task τ i to be u i =
C i P i
, and total utilization of a task set τ, U(τ) = Σ n i=1 u i .
Deadline-Based Algorithms
A deadline-based algorithm is a scheduling algorithm that assigns priorities based on deadlines. Such algorithms are EDF, EDF-US[m/(2m − 1)], fpEDF, and EDZL.
EDF assigns highest priority to jobs with earliest deadlines. EDF can be efficiently implemented and the total number of preemptions is bounded by the number of jobs [8] . However, the utilization bound of EDF can be very low on multiprocessor. Dhall et al. [4] showed that EDF has difficulty in scheduling task sets in which high utilization tasks and low utilization tasks are mixed.
EDF-US[m/(2m − 1)] [6] and fpEDF [7] are variants of EDF. They divide tasks into two groups: higher utilization tasks and lower utilization tasks. Higher utilization tasks are given highest priority and lower utilization tasks are given priorities according to EDF. They differ in the boundary condition that divides tasks and in their schedulable with utilization greater than m/(2m − 1), and it can successfully schedule any task set with total utilization up to m 2 /(2m − 1); fpEDF gives highest priority to at most m − 1 tasks with utilization greater than 1/2 (in non-increasing order of their utilizations), and its schedulable utilization bound is (m + 1)/2 [6] , [7] .
EDZL considers both deadline and laxity of jobs in priority assignment. Jobs with zero laxity are assigned highest priority and other jobs are assigned priorities according to EDF. EDZL favors the urgent jobs with zero laxity. (If a job with zero laxity is not scheduled at once, it will miss its deadline.)
Domination Relation of Algorithms
Although a schedulable utilization bound of a scheduling algorithm can be used to compare the performance of scheduling algorithms, this approach has a shortcoming. We cannot assert that an algorithm is superior to another by comparing schedulable utilization bound only, because an algorithm with lower schedulable utilization bound may successfully schedule task sets that are not schedulable by an algorithm with higher schedulable utilization bound.
A scheduling algorithm A 1 is said to dominate another scheduling algorithm A 2 if every task set schedulable by A 2 is also schedulable by A 1 . A 1 is said to strictly dominate A 2 if A 1 dominates A 2 and there is a task set which is schedulable by A 1 but not schedulable by A 2 .
We compare the deadline-based algorithms in terms of their domination relation. Suppose that task set τ = {τ 1 , τ 2 , . . . , τ n } is scheduled by a scheduling algorithm A on m identical processors (m < n). Let σ A (t) = { j 1 , j 2 , . . . , j m } be a set of m jobs such that their priorities are higher than other jobs' according to algorithm A at time t. Without loss of generality, jobs are indexed according to non-increasing priority: the priority of j i is higher than or equal to that of j i+1 .
Theorem 1:
If task set τ is schedulable by EDF, σ EDF (t) = σ EDZL (t) at any time t.
Proof: Let { j 1 , j 2 , . . . , j n } be the active † jobs at time t of task set τ; they are ordered by their deadlines ( j i 's deadline is earlier than or equal to j i+1 's). Since EDF assigns m processors to the jobs with earliest deadline among the active jobs, σ EDF (t) must be { j 1 , j 2 , . . . , j m }. Let { j 1 , j 2 , . . . , j s } be a subset of σ EDF (t) (s ≤ m). The jobs in this set have positive laxities, and they are also ordered by their deadlines. Then, σ EDF (t) − { j 1 , j 2 , . . . , j s } is the set of the jobs with zero laxity in σ EDF (t), and its cardinality is m − s. Note that no job in { j m+1 , j m+2 , . . . , j n } has zero laxity. If a job in { j m+1 , j m+2 , . . . , j n } has zero laxity, it will miss its deadline, which contradicts the assumption that τ is schedulable by EDF.
Because EDZL gives highest priority to jobs with zero laxity, the jobs in σ EDF (t) − { j 1 , j 2 , . . . , j s } belong to σ EDZL (t). Then, EDZL chooses additional s jobs from { j 1 , j 2 , . . . , j s , j m+1 , j m+2 , . . . , j n }. By the definition of EDZL, it chooses j 1 , j 2 , . . . , j s , because their deadlines are earlier than those of j m+1 , j m+2 , . . . , j n . Therefore, σ EDZL (t) = (σ EDF (t) − { j 1 , j 2 , . . . , j s }) ∪ { j 1 , j 2 , . . . , j s } = σ EDF (t). EDF and EDZL select the same jobs at scheduling time t if τ is schedulable by EDF.
Theorem 2: EDZL strictly dominates EDF.
Proof: First, we prove that EDZL can schedule every task set schedulable by EDF. For any task set τ schedulable by EDF, by Theorem 1, σ EDF (t) = σ EDZL (t) at any time t: EDF and EDZL select the same jobs to execute at each time. Hence the EDF schedule and the EDZL schedule are identical for τ. Since τ is schedulable by EDF, the EDF schedule is feasible. This implies that the EDZL schedule is also feasible. Therefore τ is also schedulable by EDZL.
And by Lemma 1, EDF does not dominate EDZL. Therefore, there exists a task set that is schedulable by EDZL but not schedulable by EDF.
Experimental Evaluation
In our experiments, we evaluate the performance of deadline-based scheduling algorithms against randomly chosen task sets. Task sets are generated into 56 groups, G u,n (u = 2, 3, . . . , 8, n = 10, 12, . . . , 24). A task set in G u,n consists of n tasks and its total utilization is uniformly distributed in the interval (u − 1, u]. Each group contains 400 task sets and the total number of task sets is 22,400.
A task set is generated in two steps: period generation and computation time generation. In the period generation step, periods are generated by the algorithm proposed by Goossens et al. [9] , which controls a hyper-period of tasks so that simulation finishes in a manageable time. In our experiments, short periods, middle periods, and long periods are evenly mixed and the longest period does not exceed 500. For further details refer to [9] . In the computation time generation step, a target utilization of a task set is uniformly chosen from (u − 1, u] . Initially, the computation time of all tasks are 1. Then, a task is randomly chosen and its computation time is increased by a value between 1 and period 4 . This procedure is repeated until the total utilization of the task set reaches the target utilization. Figure 4 shows the ratio of the number of successfully scheduled task sets to the number of task sets whose total utilization is less than or equal to m using m processors. EDF schedules the smallest number of task sets among the algorithms, and the ratio of task sets schedulable by EDF decreases as the total utilization increases. EDF is likely to fail to schedule a task set if the maximum utilization of any task in the set is high [7] , [8] . In our experiments, the number of tasks in a task set is restricted, therefore, the maximum utilization of any task in it becomes higher as the total utilization of the task set increases.
Because EDF-US[m/(2m−1)] and fpEDF are designed to overcome this defect, they successfully schedule more task sets than EDF, and consequently their ratios decrease slowly. However, they tend to fail to schedule task sets with the following characteristics: the total utilization is higher than the schedulable utilization bounds and many low utilization tasks have short relative deadlines. High utilization tasks exclusively use some processors until they complete execution, even if their laxities are large enough to accommodate low utilization tasks. If a low utilization task is not executed, its laxity will become zero soon and it will miss its deadline.
EDZL can cope with such a situation. Because EDZL schedules tasks according to EDF while all tasks have positive laxities, both high utilization tasks and low utilization tasks have chance to run. Low utilization tasks with short relative deadline will complete execution soon. If a laxity of any task becomes zero, EDZL schedules the task immediately. Therefore, EDZL schedules more task sets than other algorithms. Figure 5 shows the average number of preemptions as a function of the number of tasks when the number of processors is 8 and the range of utilization is (5, 6] . We consider task sets that are schedulable by all four algorithms. Note that the number of preemptions of EDF and EDZL are equal, because EDZL schedules and EDF schedules are identical for task sets that are schedulable by EDF. The average numbers of preemptions of EDF-US[m/(2m − 1)] and fpEDF are almost equal; Both incurs fewer preemptions than EDF, because some tasks are assigned task-level fixed priority. Figure 6 shows the schedulable utilization bound as a function of the number of processors. The schedulable utilization bounds in Fig. 6 are higher than the known ones [6] , [7] . It is because the worst-case task sets may not be included in the task sets generated in our experiments. EDF- 
Conclusion
We have compared EDZL algorithm with EDF, EDF-US[m/(2m−1)], and fpEDF algorithms. We have shown that EDZL strictly dominates EDF while EDF-US[m/(2m − 1)] and fpEDF does not dominate EDF. In other words, EDF-US[m/(2m − 1)] and fpEDF cannot schedule some task sets that are schedulable by EDF, but EDZL can schedule all task sets schedulable by EDF as well as some task sets not schedulable by EDF.
We have evaluated the performance of the algorithms by simulation. EDZL schedules a larger number of task sets and has a higher schedulable utilization bound than other algorithms. The number of preemptions of EDZL is comparable to those of other algorithms. EDZL is a practical multiprocessor scheduling algorithm with a small number of preemptions and a high schedulable utilization bound.
