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Kanker payudara merupakan salah satu jenis kanker yang sering ditemukan pada 
kebanyakan wanita. Pada umumnya pendeteksian tingkat keganasan kanker payudara dilakukan 
secara prognosis, yaitu “tebakan terbaik atau prediksi” tim medis dalam menentukan sembuh 
atau tidaknya pasien dari kanker payudara. Penelitian tentang breast cancer  telah banyak 
dilakukan untuk mengetahui tingkat keganasan breast cancer, dimana secara umum tingkat 
keganasan kanker payudara diukur dengan memperhatikan stadium penderita kanker payudara 
yaitu stadium I, II, III, dan IV. Penelitian ini menganalisis tentang pengelompokan data kanker 
payudara untuk mengetahui kanker tersebut termasuk kanker jinak atau kanker ganas. Untuk 
mengklasifikasi tingkat keganasan dapat dilakukan dengan pemanfaatan bioinformatic 
menggunakan teknik data mining salah satuya dengan algoritma klasifikasi Naive Bayes 
Classifier (NBC). NBC dapat bekerja lebih efektif jika dikombinasikan dengan beberapa 
prosedur pemilihan atribut seperti Particle Swarm Optimization (PSO) untuk membobot atribut. 
Desain penelitian menggunakan model proses CRISP-DM  karena penyelesaian masalah dalam 
penelitian ini mengarah pada masalah strategi bisnis. Penelitian ini menggunakan data set publik 
Breast Cancer Wisconsin (WBC). Dari hasil pengujian dengan tenfold cross validation dan 
confusion matrix diketahui bahwa Naive Bayes Classifier (NBC) dalam PSO terbukti memiliki 
akurasi 96,86%, sedangkan algoritma NBC memiliki  akurasi 95,85%. Hasil penelitian ini 
terbukti bahwa PSO dapat meningkatkan akurasi algoritma NBC. 




Kanker payudara atau Breast Cancer 
merupakan salah satu jenis kanker yang 
sering ditemukan pada kebanyakan wanita 
[1]. Kanker payudara terjadi karena 
pertumbuhan berlebihan atau 
perkembangan yang tidak terkendali dari 
sel-sel jaringan payudara [2]. Berdasarkan 
data Sistem Informasi Rumah Sakit 
(SIRS) tahun 2007, kanker payudara 
menempati urutan pertama pada pasien 
rawat inap di seluruh rumah sakit di 
Indonesia, yaitu 16,85% [3]. Menurut 
profil kesehatan Departemen Kesehatan 
Republik Indonesia, tahun 2007 kanker 
yang diderita oleh wanita Indonesia adalah 
kanker payudara atau Breast Cancer 
dengan angka kejadian 26 per 100.000 
perempuan [3]. Pada tahun 2011, World 
Health Organization (WHO) 
memperkirakan bahwa lebih dari 508.000 
wanita diseluruh dunia meninggal karena 
breast cancer [1]. 
Beberapa peneliti telah menganalisa 
tingkat keganasan kanker payudara dengan 
metode klasifikasi menggunakan data 
mining, diantaranya yang dilakukan oleh 
Bellaachia,dkk [4] menggunakan Naive 
Bayes Classifier (NBC), C4.5 (information 
gain), dan Artificial Neural Network 
(ANN) untuk memprediksi kanker 
payudara. 
Dari hasil penelitian Bellaachia,dkk [4] 
algoritma NBC untuk penentuan tingkat 
keganasan kanker payudara hasil 
akurasinya masih kurang dibanding 
menggunakan algoritma C4.5. Namun, 
NBC mempunyai akurasi dan kecepatan 
yang tinggi saat diterapkan pada data yang 
besar [5]. NBC dapat menangani data 
yang tidak lengkap (missing value) serta 
kuat terhadap atribut yang tidak relevan 
dan noise pada data [6]. NBC akan bekerja 
lebih efektif jika dikombinasikan dengan 
beberapa prosedur pemilihan atribut [7]. 
2. NAIVE BAYES 
Naive Bayes Classifier disebut juga 
Bayesian Classification merupakan 
metode pengklasifikasian statistik yang 
dapat digunakan untuk memprediksi 
probabilitas keanggotaan dari suatu class. 
NBC didasarkan pada teorema Bayes yang 
memiliki kemampuan klasifikasi serupa 
decision tree dan neural network. Selain 
itu, NBC terbukti memiliki akurasi dan 
kecepatan yang tinggi saat diaplikasikan 
ke dalam database yang besar [5].  
Berikut penjelasan mengenai metode NBC 
[8]: 
1) Setiap data dipresentasikan sebagai 
vector berdimensi-n yaitu 
X=(x1,x2,x3,......,xn), dimana n adalah 
gambaran dari ukuran yang dibuat di 
test dari n atribut yaitu A1,-
A2,A3,.........An. 
2) m adalah kumpulan kategori yaitu 
C1,C2,C3,........,Cm. Diberikan data test X 
yang tidak diketahui kategorinya, maka 
classifier akan memprediksi bahwa X 
adalah milik kategori dengan posterior 
probability tertinggi berdasarkan kondisi X. 
Oleh karena itu, NBC menandai bahwa test 
X yang tidak diketahui tadi ke kategori Ci 
jika dan hanya jika : 
Kemudian memaksimalkan P(Ci | X). 
Class Ci dari P(Ci | X) yang 
dimaksimalkan biasa disebut maximum 
posteriori hypothesis. 
 
3) P(X) adalah konstan untuk semua 
kategori, hanya P(X | Ci). P(Ci) yang 
perlu dimaskimalkan. Jika class prior 
probability tidak diketahui, maka akan 
diasumsikan sama dengang hasil dari 
kategori-kategori yang lain seperti 
P(C1)=P(C2)=....... P(Cm) dan oleh 
karena itu kita akan memaksimalkan 
P(X|Ci).P(Ci). Perlu dicatat bahwa class 
prior probability mungkin diperkirakan 
dengan perhitungan  P(Ci) = si   dimana 
si   adalah jumlah dari data training  s 
 
dari kategori Ci dan s adalah jumlah 
total data training. 
4) Diberikan data dengan banyak atribut, 
ini akan menjadi komputasi yang 
kompleks untuk mengomputasi P(X | 
Ci). Untuk mengurangi komputasi pada 
saat mengevaluasi P(X | Ci), maka 
dapat dihitung menggunakan 
perhitungan : 
 
Dimana xk adalah nilai-nilai atribut 
dalam sampel X dan probabilitas P(x1 | 
Ci), P(x2 | Ci),......, P(xn | Ci) dapat 
diperkirakan dari data training. Jika 
P(X|Ci) sama dengan nol, maka 
menggunakan pendekatan estimasi 
sebagai berikut [9]: 
 
Dimana n merupakan total dari jumlah 
record dari kelas Ci, nc adalah jumlah 
contoh training dari kelas X yang 
menerima nilai Ci, nequiv adalah nilai 
konstan dari ukuran sampel yang 
equivalen. P adalah peluang estimasi 
prior, P=1/k dimana k adalah jumlah 
kelas dalam variabel target. 
3. PARTICLE SWARM 
OPTIMIZATION 
Particle Swarm Optimization (PSO) 
merupakan algoritma pencarian berbasis 
populasi yang diinisialisasi dengan 
populasi solusi acak, dan digunakan untuk 
memecahkan masalah optimasi [10]. PSO 
diperkenalkan oleh Kennedy dan Eberhart 
pada tahun 1995 berdasarkan penelitian 
terhadap perilaku kawanan burung dan 
ikan. Setiap partikel dalam PSO juga 
dikaitkan dengan kecepatan partikel 
terbang melalui ruang pencarian dengan 
kecepatan yang dinamis disesuaikan untuk 
perilaku historis mereka.  Oleh karena itu, 
partikel memiliki kecenderungan untuk 
terbang menuju daerah pencarian yang 
lebih baik dan lebih baik selama proses 
pencarian [10]. 
Rumus untuk menghitung perpindahan 




Vi(t)=  Kecepatan partikel i saat iterasi t 
Xi(t)=  posisi partikel i saat iterasi t 
c1 dan c2= learning rates  untuk 
kemaampuan individu (cognitive) dan 
pengaruh sosial (group) 
r1 dan r2= bilangan random yang 
berdistribusi uniformal dalam interval 0 
dan 1 
Xpbesti=posisi terbaik partikel i 
XGbest=   posisi terbaik global 
 
4. NAIVE BAYES DALAM PARTICLE 
SWARM OPTIMIZATION 
PSO diterapkan pada pembobotan atribut 
seperti algoritma dibawah ini : 
 Identifikasi populasi sampel 
 Hitung P(Ci) pada setiap kelas 
 Inisialisasi posisi setiap patikel 
atribut ke-j 
 Untuk Setiap Atribut dilakukan 
o Evaluasi nilai fungsi tujuan 
o Cari Pbest dan Gbest 
o Update kecepatan dan posisi 
particle 
o Gbest = bobot atribut ke-j 
 hitung P(X|Ci), i=1,2 untuk setiap 
kelas atau atribut 
 Bandingkan hasil P(X|Ci) 
Identifikasi populasi sampel dari data 
set Wisconsin Breast Cancer (WBC).  
Hitung P(Ci) untuk setiap kelas, dalam 
kasus data set pada penelitian ini terdiri 
dari 2 kelas yaitu jinak dan ganas. 
Inisialisasi posisi setiap partikel 
atribut ke-j merupakan awal dari tahap 
pembobotan atribut dengan PSO.  Langkah 
selanjutnya adalah evaluasi nilai fungsi 
tujuan dari setiap partikel untuk 
mendapatkan posisi terbaik (Pbest) dan 
posisi global terbaik (Gbest), kemudian 
update kecepatan dan posisi partikel. 
Ulangi langkah evaluasi nilai fungsi tujuan 
sampai mencapai konvergen, kemudian 
Gbest = bobot atribut ke-j.  Cek apakah 
nilai j sudah maksimal, jika belum ulangi 
langkah-langkah dari inisialisasi posisi 
setiap partikel atribut ke-j sampai 
menemukan bobot atribut ke-j. Ulangi 
langkah tersebut sampai nilai j sudah 
maksimal atau semua atribut sudah 
terbobot.  
Kemudian hitung P(X|Ci), i=1,2 
untuk setiap kelas atau atribut. Setelah itu 
bandingkan, jika P(X|C1) > P(X|C2) maka 
kesimpulannya adalah C1 atau dalam kasus 
pada penelitian ini berarti kanker jinak.  
Jika P(X|C1) < P(X|C2) maka 
kesimpulannya C2 atau kanker ganas. 
5. EKPERIMEN 
Data yang digunakan pada 
penelitian ini menggunakan public data set 
berasal dari University of California, Irvine 
(UCI) Machine Learning dengan judul 
Wisconsin Breast Cancer (Original). Data 
ini berjumlah 699 record dan terdiri dari 11 
atribut, dengan 10 atribut bertipe numerik 
dan 1 bertipe kategorikal [12],[13]. 
Dilakukan proses eliminasi pada atribut 
sample code number, sehingga hanya 10 
atribut yang digunakan dengan 9 atribut 
sebagai variabel predictor dan 1 atribut 
sebagai variabel tujuan/target. Terdapat 16 
data missing pada atribut bare nucleui. 
Untuk menangani data missing tersebut, 
dilakukan proses replace missing value 






Gambar 1. Desain model NBC 
Hasil dari model di atas 
menghasilkan nilai akurasi confusion 
matrix sebesar 95,85%. 
Pada model NBC-PSO, pertama dilakukan 
uji coba dengan memberi nilai pada 
parameter population size secara default 5, 
10-600 dengan maximum number of 
generation 100 bernilai konstan. 
Population size adalah jumlah individual 
pada tiap generasi, sedangkan maximum 
number of generation adalah jumlah 
generasi maksimum untuk menghentikan 
jalannya algoritma. Terpilih nilai 
population size terbaik adalah 10 dengan 






Gambar 2. Desain model NBC-PSO 
Selanjutnya dilakukan percobaan 
dengan population size bernilai tetap 10 
dan maximum number of generation 
bernilai 100-1500. Akurasi tertinggi dan 
waktu eksekusi terendah terjadi pada saat 
maximum number of generation bernilai 
100 dengan nilai akurasi sebesar 96,86%.  
6. HASIL 
Berdasarkan hasil percobaan, 
diperoleh akurasi NBC-PSO paling tinggi 
terjadi pada saat population size bernilai 10 
dan maximum number of generation 
bernilai 100.  Akurasi NBC-PSO 96,86%, 
sedangkan akurasi NBC  95,85%. 
Tabel 1. Komparasi akurasi NBC dan 
NBC-PSO 
Perbandingan NBC NBC-PSO 
Akurasi confusion 





Tabel 1. Hasil Pembobotan Atribut PSO 
 
Atribut Bobot 
Clump Thickness 1 
Uniformity of Cell 
Size 
1 
Uniformity of Cell 
Shape 
1 
Marginal Adhesion 0 
Single Epithelial Cell 
Size 
1 
Bare Nuclei 1 
Bland Chromatin 0 
Normal Nucleoli 0 
Mitoses 0 
Hasil pembobotan atribut yaitu 4 
atribut mempunyai bobot 0, 5 atribut 
mempunyai bobot 1. Sehingga atribut yang 
berbobot 0 dapat dihilangkan karena tidak 
mempunyai pengaruh pada akurasi 
penentuan tingkat keganasan kanker 
payudara. 
7. KESIMPULAN 
Algoritma naive bayes classifier (NBC) 
dengan PSO dan algoritma NBC tanpa 
PSO, dapat diterapkan untuk penentuan 
tingkat keganasan kanker payudara. Hasil 
penelitian menunjukan bahwa model 
NBC-PSO memiliki akurasi yang lebih 
baik dengan 96,86 % dibandingkan model 
NBC dengan akurasi 95,85%. Dari 9 
atribut terdapat 4 atribut mempunyai bobot 
0, serta 5 atribut mempunyai bobot 1.  
Sehingga atribut yang berbobot 0 dapat 
dihilangkan karena tidak mempunyai 
pengaruh pada akurasi penentuan tingkat 
keganasan kanker payudara. 
Dengan demikian terbukti bahwa 
penerapan PSO pada pembobotan atribut 
NBC dapat meningkatkan nilai akurasi.  
Hal ini menjadikan NBC-PSO 
memberikan solusi pemecahan malasah 
dalam penentuan tingkat keganasan kanker 
payudara. 
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