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In high-energy processes which are sensitive to small transverse momenta, individual contributions from
collinear and soft momentum regions are not separately well-deﬁned in dimensional regularization.
A simple possibility to solve this problem is to introduce additional analytic regulators. We point out that
in massless theories the unregularized singularities only appear in real-emission diagrams and that the
additional regulators can be introduced in such a way that gauge invariance and the factorized eikonal
structure of soft and collinear emissions is maintained. This simpliﬁes factorization proofs and implies,
at least in the massless case, that the structure of Soft-Collinear Effective Theory remains completely
unchanged by the presence of the additional regulators. Our formalism also provides a simple operator
deﬁnition of transverse parton distribution functions.
© 2012 Published by Elsevier B.V. Open access under CC BY license.1. Analytic regularization
Soft-Collinear Effective Theory (SCET) [1–3], the effective the-
ory for processes involving energetic particles, incorporates the
structure of soft and collinear interactions in QCD into an effective-
theory framework. It is based on an expansion of QCD diagrams
in regions where particle momenta become soft or collinear. The
underlying mathematical framework is the strategy of region tech-
nique [4]. While the original QCD diagrams are regularized by di-
mensional regularization both in the ultraviolet and in the infrared,
it is well known that dimensional regularization is not always suf-
ﬁcient to regularize also the expanded diagrams. In such cases it is
necessary to introduce additional regulators at intermediate stages,
which can only be removed after the contributions from differ-
ent momentum regions are combined. A simple example where
this problem occurs is the massive Sudakov form factor. The ex-
pansion of the corresponding scalar integrals at two-loop order
was performed in [5], and it was shown that one can use analytic
regulators to make the contributions of the individual momentum
regions well-deﬁned.
In analytic regularization one typically raises some propagator
denominators to a fractional power
1
k2 + i →
(ν2)α
(k2 + i)1+α , (1)
and chooses the regulator α in such a way that the divergences
of a given diagram are softened. The scale ν is the analogue of
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Open access under CC BY license.the renormalization scale μ introduced in dimensional regulariza-
tion. It is clear that there is a huge amount of freedom how this
regularization is performed. One may raise one or several propaga-
tors, and for each regularized propagator one can in principle use
a different regulator. In fact, one can even introduce propagators
not present in the original diagram to regularize it. When expand-
ing individual integrals, the choice of these additional regulators
is largely arbitrary. In the context of SCET, analytical regulariza-
tion has been used in [6–11]. However, in an effective ﬁeld theory
analytic regularization is problematic since the additional regula-
tors can break the symmetries of the theory. In particular, raising
propagators to fractional powers will in general destroy gauge in-
variance, which will then only be recovered after the contributions
from the individual sectors of the theory will be added and the
regulator is sent to zero. Even worse, introducing such regulators
may destroy some of the properties necessary to establish factor-
ization theorems. A crucial element of many factorization proofs,
for example, is the eikonal structure of soft emissions. The prop-
erty that such emissions rearrange themselves into Wilson lines
will in general be broken in the presence of analytic regulators,
which makes it diﬃcult to establish factorization properties to all
orders.
In this Letter, we consider observables such as the spectrum of
transverse momentum qT of electroweak bosons in hadron colli-
sions, or jet broadening, an event-shape in e+e− collisions. These
are sensitive to small transverse momenta and suffer from the
problem discussed above. The main point of our Letter is that
in massless theories the additional divergences only arise in the
phase-space integrations. In general, the (d − 2)-dimensional inte-
gration over the transverse momentum also regularizes the light-
cone propagators which arise in the effective theory. However, this
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transverse momentum. This explains why the problems with un-
regularized light-cone singularities occur for example for jet broad-
ening, which measures the transverse momentum relative to the
thrust axis, but are absent for the event-shape variable thrust,
which only depends on the longitudinal momentum.
Instead of regularizing individual diagrams, it is therefore suﬃ-
cient to introduce the additional regularization in the phase-space
integrals. To do so, we write the phase-space integrals as integra-
tions over light-cone components (n2 = n¯2 = 0, n · n¯ = 2)
kμ = k+ n¯
μ
2
+ k−n
μ
2
+ kμ⊥, (2)
where we choose the light-cone reference vectors in the direc-
tions of large momentum ﬂow, i.e. along the beam direction for
the qT spectrum and along the thrust axis for the jet broadening.
We then deﬁne a regularized version of the usual phase-space in-
tegral as∫
dμ(k) =
∫
ddk
(
ν+
k+
)α
δ
(
k2
)
θ
(
k0
)
. (3)
The factor (ν+/k+)α regularizes the light-cone denominators
which arise in SCET after expanding the QCD propagators. To see
that also the k−-integration is regularized by the above prescrip-
tion, we can perform the k+-integration using the delta-function
constraint to get∫
dμ(k) = (ν+)
α
2
∫
dk−
∫
dd−2k⊥
(k2⊥)−α(k−)α−1θ(k−). (4)
Note that the momentum component k− is regularized with
(k−)+α , while the regulator appears with a (k+)−α for the plus
component. Other choices for the regulator are possible. In partic-
ular, one could use the energy k0 instead of k+ . The above choice is
optimal since light-cone denominators are present in the effective-
theory diagrams, so that the regulator (3) does not unnecessarily
complicate higher-order computations. We can rewrite (3) in the
form of an analytically regularized propagator
(Q ν+)α
[(p + k)2]α δ
(
k2
)=
(
ν+
k+
)α
δ
(
k2
)
, (5)
for pμ = Q nμ2 , which makes it clear that at O(αs) our regular-
ization reduces to the prescription adopted in [9,11]. Indeed, to
translate the perturbative results obtained in [9] to our regulariza-
tion scheme it suﬃces to replace ν2 → Q ν+ and to set the second
regulator β = 0 in the results derived in that reference.
Let us stress that the regularization (3) is introduced in the
QCD phase-space integrals. Since these do not require the addi-
tional regularization, it is clear that QCD is recovered in the limit
α → 0, as long as the dimensional regulator stays in place. The
regulator becomes necessary once the QCD diagrams are expanded
in the different momentum regions relevant in the effective theory.
In these regions the momentum components (k+,k−,k⊥) scale as
follows
collinear: kc ∼ Q
(
λ2,1, λ
)
,
anti-collinear: kc¯ ∼ Q
(
1, λ2, λ
)
,
soft: ks ∼ Q (λ,λ,λ),
where λ = qT /Q is the ratio of the small transverse momentum
over the momentum transfer. The effective theory may in gen-
eral include other momentum modes, such as ultra-soft modes
whose components scale as kus ∼ Q λ2 = q2T /Q , but the regulariza-
tion problems we discuss only affect the modes whose transverse
components scale as k⊥ ∼ qT .Power counting and dimensional analysis imply the following
scaling of the integration measure in the different regions:
collinear:
∫
dμ(kc) ∼
(
ν+Q
q2T
)α
qd−2T ,
anti-collinear:
∫
dμ(kc¯) ∼
(
ν+
Q
)α
qd−2T ,
soft:
∫
dμ(ks) ∼
(
ν+
qT
)α
qd−2T . (6)
Since the virtual corrections do not need to be regularized ana-
lytically, the measure completely ﬁxes the dependence of a given
contribution on the analytic regulator. The dependence is further-
more very simple, it is just the scaling of the momentum com-
ponent k+ in the given region. From (6) we see that divergences
in the analytic regulator lead to logarithms of Q upon expanding
around α = 0. Since the regions scale differently with k+ , logarith-
mic dependence on the momentum transfer Q remains, even after
the singularities themselves cancel. The appearance of non-analytic
dependence on the large momentum scale in the low-energy di-
agrams was called the collinear anomaly in [9]. The fact that
the divergences in the analytic regulators must cancel between
the different regions imposes strong constraints on the contribu-
tions from the individual regions. This has been used in [9,11,12]
to show that the Q -dependence associated with the collinear
anomaly exponentiates.
While it is straightforward to translate the results [9,11] to our
new regularization scheme, we now discuss an example integral
to illustrate how it works in the simplest possible setting. To this
end, let us consider the one-particle phase space with a cut on
energy k0 < E and ﬁxed transverse momentum kT = pT  E . The
phase-space integral then reduces to
I =
∫
dk+ dk− δ
(
k+k− − p2T
)
θ
(
k0
)
θ(2E − k+ − k−)
(
ν+
k+
)α
= ln 4E
2
p2T
+ · · · , (7)
where the ellipsis denotes terms of O(α) or O(p2T /E2). Since
we restrict the phase space to small transverse momentum, the
emissions must be collinear or soft. While the full integral is well-
deﬁned for α = 0, this is no longer the case once the integrand is
expanded in the different regions. The leading power of the expan-
sion is obtained by dropping the small light-cone components in a
given region from the θ -function. In the anti-collinear region, for
example, we expand θ(2E − k+ − k−) → θ(2E − k+), which gives
Ic¯ =
2E∫
0
dk+
k+
(
ν+
k+
)α
= − 1
α
(
ν+
2E
)α
. (8)
In the collinear region, one obtains
Ic =
∞∫
p2T
2E
dk+
k+
(
ν+
k+
)α
= + 1
α
(
2Eν+
p2T
)α
, (9)
and in the soft region, one ends up with a scaleless integral, Is = 0.
It is manifest that the individual integrals are only well-deﬁned
with the additional regulator. However, the divergences in the reg-
ulator cancel once the two contributions are added and the large
logarithm present in the original integral (7) is recovered.
Introducing the analytic regulator in the form (3), on the level
of the phase-space integrations, guarantees that gauge invariance
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phase-space integrations, the effective theory is not changed at all
by the presence of the regularization. The only property that is
lost is unitarity of the individual sectors of the effective theory,
since the real emissions are treated differently from the virtual
corrections. This property is, however, restored when the different
sectors are combined. Furthermore, in cases where the transverse
momentum is not restricted and one integrates over the region
of low transverse momentum, one can take the limit α → 0 im-
mediately and unitarity in a single sector is recovered. Unitarity
was used, for example, in [9] to show that ultra-soft emissions do
not contribute to the qT spectrum. This argument thus still holds,
since the transverse momentum of the ultra-soft emissions is not
restricted at leading power.
While we are discussing regularization in the framework of ef-
fective ﬁeld theory, we stress that the same matrix elements also
appear in the traditional diagrammatic approach to factorization.
In particular, the well-known problems arising in the naive deﬁni-
tion of transverse parton distribution functions (PDFs) have exactly
the same origin: at ﬁxed transverse momentum dimensional reg-
ularization no longer regularizes the light-cone singularities which
arise from the Wilson lines present in the associated matrix ele-
ments. Our formalism provides a gauge invariant operator deﬁni-
tion of transverse position x2T = −x2⊥ dependent PDFs1
Bq/N1
(
z, x2T
)= 1
2π
∞∫
−∞
dt e−iztn¯·p
∑∫
X,reg.
/¯nαβ
2
× 〈N1(p)∣∣χ¯α(tn¯ + x⊥)|X〉〈X |χβ(0)∣∣N1(p)〉, (10)
where the sum over ﬁnal state particles is regularized according
to (3) and the object on the left-hand side depends implicitly on ν
and α. The ﬁeld χ(x) is the usual quark ﬁeld, decorated with a
Wilson line running from x to inﬁnity along the n¯-direction. In the
same physical process, also a PDF for the anti-quark inside the sec-
ond nucleon Bq¯/N2 arises, in which the Wilson lines run along the
n-direction. However, with our prescription (3) the regulators are
the same in both PDFs, since they arise from the same cuts in the
original QCD diagrams. Both the quark and the anti-quark PDF have
singularities for α → 0 due to the light-cone denominators arising
from the Wilson lines. The singularities cancel in the product of
the two functions, but since the plus components of the momenta
scale differently in the two PDFs, the product depends on Q . The
analysis of this anomalous Q -dependence to all orders was given
in [9], where it was shown that it is a pure power, i.e. has the
form (x2T Q
2)−Fq¯q(x2T ,μ) . With (10), we are now able to give an op-
erator deﬁnition of the regularized transverse PDFs from which the
anomaly function Fq¯q(x2⊥,μ) is obtained. A new deﬁnition of trans-
verse PDFs was recently proposed by Collins in [13,14]. It includes
a carefully chosen combination of light-like and non-light-like soft
Wilson lines, arranged in such a way that the various singular-
ities of the naive deﬁnition are canceled by the singularities in
these Wilson lines. The advantage of our deﬁnition (10) is its great
simplicity, which, for example, facilitates the perturbative compu-
tations to match the transverse onto standard PDFs.
Our method is not suﬃcient for cases where also the virtual
diagrams need additional regularization. This is the case for elec-
troweak Sudakov processes and also for Regge limits. For the mas-
sive case, a regulator which leaves the structure of the theory
intact has been proposed in [15], which is not analytic and intro-
duces an additional scale into the effective theory. This complicates
the computations and care is needed to avoid double counting.
1 We restrict ourselves to gauge transformations which vanish at inﬁnity.Also, no arguments were presented in [15] that the correspond-
ing method works beyond one loop. A deﬁnition of transverse
PDFs based on this regulator was put forward in [16]. A promis-
ing form of regularization was proposed in [10], which regularizes
the Wilson lines of SCET analytically. By construction, this leaves
the eikonal structure intact, but one will need to show that QCD
is indeed recovered in the limit where the regularization is re-
moved. Also, it appears that the regularized Wilson lines have
complicated behavior under gauge transformations and it is thus
not clear whether gauge invariance can be maintained. We believe
that there are still open issues concerning regularization in the ef-
fective theory in these cases.
In the two following, rather technical sections, we will now
discuss in detail, why the prescription (3) is suﬃcient to obtain
well-deﬁned expressions in the effective theory. In Section 2, we
ﬁrst explain why an additional regularization is not needed for
the virtual corrections. In Section 3, we then demonstrate that all
phase-space integrals are well-deﬁned with our regularization pre-
scription. A summary and conclusions are presented in Section 4.
2. Light-cone singularities in loop integrals
The virtual corrections in SCET are simply matrix elements of
light-like Wilson lines in QCD. For the soft function in a two-jet
process, for example, they are encoded in the amplitudes
〈p1, p2, . . . , pm|S†n¯(0)Sn(0)|0〉, (11)
where pi are the momenta of the ﬁnal state particles and Sn
and Sn¯ are soft Wilson lines extending along the directions of the
jets. The relevant soft Lagrangian is the same as the usual QCD La-
grangian and the virtual corrections are identical for any two-jet
observable computed in SCET. If such matrix elements are well-
deﬁned in QCD, they are thus also well-deﬁned in SCET. We stress
that the matrix elements (11) do have soft, collinear and ultra-
violet singularities. The only point relevant to our discussion is
that these are regularized dimensionally. Since the virtual correc-
tions are common to all observables, any problem concerning their
regularization would affect all observables in the effective theory.
The same statements are true for the virtual corrections in the
collinear sectors. They are given by matrix elements of quark and
gluon ﬁelds multiplied by Wilson lines in the direction associated
with the large energy ﬂow, and are again common to all observ-
ables. By now a sizable number of two-loop computations of such
quantities exist, for both jet functions [17–19], i.e. collinear matrix
elements, and for soft functions [20–25]. In all these computations
dimensional regularization turned out to be suﬃcient. The observ-
ables which were computed at two-loop accuracy include inclusive
B-decays, inclusive Drell–Yan production and the event-shape vari-
able thrust. The effective theory relevant for these observables is
sometimes called SCETI, and distinguished from SCETII in which
the soft modes have the same virtuality as the collinear ones.
However, on-shell matrix elements such as (11) are independent
of the virtuality, and are the same in all versions of SCET.
In view of the existing evidence, most practitioners will not
be worried that virtual corrections could have unregularized light-
cone singularities. In the following, we will not attempt to give a
rigorous proof that all loop diagrams are indeed well-deﬁned in
the effective theory, but we ﬁnd it instructive to consider a spe-
ciﬁc example to get some insight why the problem of light-cone
singularities does not occur in the massless virtual diagrams. Let
us examine the scalar integral associated with the left diagram in
Fig. 1,
I =
∫
ddk
1
2 2 2 2
. (12)k (k − l) (k − p − l) (k + p¯)
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We are interested in the two-jet kinematics where p is a collinear
and p¯ an anti-collinear momentum, and we will consider both the
case where the momentum l of the emitted gluon is collinear or
the case when it is soft. We assume that the external momenta
correspond to real massless particles, which are on-shell and have
positive light-cone components. The usual iε-prescription in the
propagators is understood.
We ﬁrst examine the situation where the external gluon is
collinear. The collinear momentum region of the loop integral with
k ∼ Q (λ2,1, λ) then gives a typical contribution to the jet function.
Writing p¯μ = Q n¯μ2 the integral becomes
Ic =
∫
ddk
1
k2(k − l)2(k − p − l)2Q k− , (13)
at leading power. In contrast to the exact expression the expanded
integral contains a light-cone propagator, which may induce ad-
ditional singularities in the effective theory that are not present
in the full theory. We will now verify that these singularities are
regularized in dimensional regularization. To do so, it is instruc-
tive to perform the k+-integration with contour methods. As both
p− and l− are positive, the integral vanishes for k− < 0 where the
poles end up in the same half-plane. The same argument holds
for k− > p− + l− and hence there is no ultraviolet divergence as
k− → ∞. The only new singularity in the effective theory may thus
arise in the limit k− → 0, where the pole
k+ =
k2⊥ − iε
k−
, (14)
ﬂips into the opposite half-plane. Picking up the residue of this
pole gives
p−+l−∫
0
dk−
∫
dd−2k⊥ 1
Q l−(p− + l−)
[
k2⊥ +
k−
l−
(k−l+ − 2k⊥l⊥)
]−1
×
[
k2⊥ +
k−
p− + l−
(
k−(p+ + l+)
− 2k⊥(p⊥ +l⊥) − (p + l)2
)]−1
. (15)
Note the factor of k− in front of the parenthesis in each propa-
gator. After combining the propagators with a Feynman parameter
and performing the standard shift in the transverse momenta, this
will turn into an effective mass term that is proportional to k− .
The integration over the transverse momenta will therefore sup-
ply an overall factor k−1−− multiplied by a remainder that is ﬁ-
nite in the limit k− → 0. The considered integral thus contains a
light-cone singularity when k− tends to zero, which is however
regularized in dimensional regularization. We emphasize that this
is not accidental but a consequence of (14), which ties the scaling
of k2⊥ and k− together, as stressed also in [6]. The regularization
of the transverse momentum integration therefore carries over to
the longitudinal component. We conclude that the effective-theoryintegral is well-deﬁned, and one may explicitly verify that it cor-
rectly reproduces the infrared singularities of the exact expression.
A similar argument holds for the soft integrals, which have a
slightly different structure. Here we assume that the external gluon
and the loop momentum are soft, k ∼ Q (λ,λ,λ). Writing pμ =
Q n
μ
2 and p¯
μ = Q n¯μ2 , we obtain at leading power
Is =
∫
ddk
1
k2(k − l)2(Q (l+ − k+) + iε)(Q k− + iε) , (16)
where we have made the iε-prescription in the light-cone prop-
agators explicit. As before we perform the k+-integration with
contour methods. The integral again vanishes for k− < 0, but it
is no longer bounded from above since the pole in the light-cone
propagator,
k+ = l+ + iε, (17)
does not move into the opposite half-plane for any value of k− . In
the interval 0  k−  l− , we again pick up the contribution from
the pole (14) and the discussion proceeds along the same lines as
before. For k−  l− , on the other hand, we take the residue of the
pole (17), which gives
∞∫
l−
dk−
1
k−
∫
dd−2k⊥
[k2⊥ − k−l+]−1[(k⊥ −l⊥)2]−1. (18)
The subsequent transverse integration now yields an expression
that scales as k−2−− for large values of k− . In our example the
longitudinal integration is thus ﬁnite in the limit k− → ∞. More
importantly, it again inherits the dimensional regularization.
The above reasoning also applies to a general one-loop integral.
To discuss the general case in the collinear sector, it is conve-
nient to assign the loop momentum k to the ﬁrst gluon emitted
from the anti-quark line that enters the loop (starting from the
end of the anti-quark line).2 The subsequent collinear emissions
from this gluon then induce propagators that have poles in k+
which change the half-plane for values of k− > 0. With this as-
signment of the loop momentum, the integral thus vanishes for
negative values of k− . If the gluon with momentum k is the ﬁrst
collinear emission from the anti-quark line, we obtain a light-cone
propagator k− . Other collinear emissions from the anti-quark in-
duce propagators of the form k− + l− , where l represents the sum
of some outgoing external momenta. These light-cone propagators
are, however, infrared ﬁnite since l− is positive. As the collinear in-
tegrals are always bounded from above, we only have to show that
the integral is well-deﬁned in the limit k− → 0. In this limit we
can read off from (15) how the general structure in the collinear
sector will look like. The collinear propagators will take the form
of the expression in the second and third line, with p + l replaced
by the appropriate sum of collinear momenta. Our central obser-
vation from above, that the transverse momentum integral will
have an effective mass term that is proportional to k− , will how-
ever not change. The regularization of the transverse momentum
integration is therefore again carried over to the longitudinal com-
ponent.
For the soft integrals we choose the same assignment of the
loop momentum as in the collinear sector. Here the same argu-
ments apply, except that we also have to show that the integral is
well-deﬁned in the limit k− → ∞. In this limit the generalization
of (18) consists of a product of soft propagators that depend lin-
early on k− , similar to the ﬁrst one in (18). By combining these
2 If none of the collinear gluons in the loop diagram is attached to the anti-
quark line, the integral is obviously well-deﬁned since it is equal to the full integral
in QCD.
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in the transverse momenta, we obtain an effective mass term that
scales with k− in the limit k− → ∞. The integration over the light-
cone component is therefore again regularized dimensionally. The
situation is more subtle for those diagrams, in which a soft propa-
gator couples to the collinear quark line. This yields one propagator
that does not depend linearly on k− , and there is hence a single
point in the Feynman parameter space where our argument breaks
down. Similar to the situation in (18), it turns out that this point
corresponds to a scaleless k⊥-integral, and therefore does not spoil
the argument.
Let us ﬁnally discuss three situations where the dimensional
regularization of the transverse space does not carry over to the
light-cone directions. First of all, in a massive theory the rela-
tion (14) is replaced by k+ = (k2⊥ +m2)/k− , which obviously breaks
the simple scaling between the transverse and the longitudinal
momenta. As a consequence the transverse integration does not
regularize the light-cone components, and the individual expres-
sions in each sector of the effective theory are ill-deﬁned. In the
massive case the effective theory therefore requires additional reg-
ulators beyond dimensional regularization. The massive case is
relevant for the study of electroweak Sudakov corrections, which
were analyzed in an effective ﬁeld theory framework in [12,26].
Second, even in a massless theory the loop diagrams turn out
to be ill-deﬁned when they are expanded around the Regge limit
|t|  |s|, which corresponds to forward scattering [4]. Let us re-
consider our intermediate result (15) to understand why the above
arguments break down in this situation. In a scattering process
one of the external momenta p and l will be incoming, and at
small angles their large components will be approximately equal.
At leading power in the Regge limit we are thus left with (15) for
p− + l− → 0. We see that in this case the k2⊥-term, which trans-
ports the scaling to the longitudinal components, drops out in the
second propagator. Similar to the massive case, this results in an
effective mass term that does not vanish in the limit k− → 0. SCET
is relevant for problems with large momentum transfer and cannot
directly be applied to Regge problems. An exploratory study of the
Regge dynamics in an effective ﬁeld theory context can be found
in [27].
The third case is the one which we address in our Letter,
namely real-emission processes for observables that are sensitive
to small transverse momenta. In this case the transverse momen-
tum is ﬁxed by some external constraint, and the transverse in-
tegration therefore cannot provide a factor k−− which regularizes
the light-cone singularities. In contrast to the massive case, the
unregularized singularities only arise in real emissions, which al-
lows us to apply the regularization on the level of the phase-space
integrals. Notice that our phase-space prescription (3) precisely re-
installs a factor (k−)α to make the expressions well-deﬁned.
3. Regularization of real-emission diagrams
We will now show that all real-emission diagrams are regular-
ized by our prescription (3). For concreteness, we consider the am-
plitude for the decay of a massive electroweak boson with momen-
tum q into n massless outgoing particles with momenta p1, . . . , pn ,
so that q = ∑i pi . We will integrate over the phase space of the
outgoing particles, and want to show that the light-cone singu-
larities of the phase-space integrals in the effective theory are
regularized by our prescription (3). The amplitude in massless QCD
can have singularities only when some of the invariants
si1 i2...ik = (pi1 + pi2 + · · · + pik )2 (19)
go to zero. In such limits, the QCD n-particle amplitude factorizes
into (n− k)-point amplitudes multiplied by splitting functions, butfor our purposes neither the precise form of this factorization, nor
the strength of the associated singularities are important.
The light-cone singularities present in the effective theory arise
when the amplitude is expanded in the different momentum re-
gions. If an invariant contains only momenta from a single region,
the invariant remains unchanged. However, if it contains momenta
from multiple regions, it gets expanded. For example, if pi1 and pi2
are collinear, while the remaining momenta are anti-collinear, one
expands
si1 i2...ik =
(
p−i1 + p−i2
)(
p+i3 + p+i4 + · · · + p+ik
)+O(λ2) (20)
and is thus left with light-cone denominators consisting of sums of
momenta. As an explicit example, we consider the right diagram in
Fig. 1, which shows successive emissions of collinear gluons from
an anti-quark with anti-collinear momentum. After expanding in λ,
the associated propagators produce light-cone denominators which
contain sums of the collinear momenta. In the effective theory
they are described by emissions from a collinear Wilson line. For
the example shown in the ﬁgure, one ends up with the light-cone
denominators
1
p−1
1
(p−1 + p−2 )
1
(p−1 + p−2 + p−3 )
. (21)
The crossed versions of the same diagram will give rise to sums of
all other combinations of momenta.
Our prescription only regularizes individual light-cone compo-
nents, and we need to show that this is suﬃcient to also regu-
larize the singularities which arise from sums of momenta. This
is the case, since the sums only become singular, when all of the
summands go to zero, and our prescription regularizes all of the
individual integrations. To make this property manifest, we change
variables
p+1 = p+1 ,
p+2 = p+1 x1,
p+3 = p+2 x2 = p+1 x1x2,
. . . . (22)
The light-cone part of the phase-space integration then takes the
form
n∏
i=1
Pmax∫
0
dp+i
(
ν+
p+i
)α
=
Pmax∫
0
dp+1
(
ν+
p+1
)nα(
p+i
)n−1
×
n−1∏
i=1
xmaxi∫
0
dxi x
(n−i)(1−α)−1
i . (23)
The maximal value is Pmax = Q =
√
q2 for the anti-collinear inte-
grals, while the integration extends to inﬁnity in the soft sector.
For the collinear integrals, it is convenient to reverse the order
of integrations, which leaves us with integrations over the minus
components that are again bounded from above. After the change
of variables we have, for example,
p+2 + p+3 + p+5 = p+1 x1(1+ x2 + x2x3x4). (24)
It is obvious that all singularities from sums of light-cone mo-
menta occur when p+1 or some of the xi ’s are zero. The light-cone
singularities are thus regularized analytically by our prescription.
For the soft integrals, we can also have singularities when some of
the integration variables tend to inﬁnity, which are regularized as
well. This shows that in the case where all the partons are in the
46 T. Becher, G. Bell / Physics Letters B 713 (2012) 41–46ﬁnal state, the effective-theory phase-space integrals are regular-
ized by our prescription (3).
The situation is slightly more complicated for observables at
hadron colliders, since the relevant amplitudes also have two par-
tons in the initial state, one with a collinear momentum p, with
a large component p− ≈ Q , and one with momentum p¯ in the
opposite direction. From an invariant composed out of both initial
and ﬁnal state momenta, such as
(p − pc − pc¯)2 =
(
p− − p−c
)
p+c¯ +O
(
λ2
)
, (25)
one might expect the occurrence of additional divergences for
p−c → p− , which would not be regularized.3 Fortunately, the light-
cone singularities from soft and collinear emissions arrange them-
selves into Wilson lines: with an emission of an anti-collinear
gluon, the collinear quark propagator simpliﬁes to
1
/p − /pc − /pc¯ /Ac¯ = −
n · Ac¯
n · pc¯
/n/¯n
4
+O(λ), (26)
where we have used that only the A+c¯ = n · Ac¯ component of
the anti-collinear gluon ﬁeld is O(1). Only the direction nμ , but
not the size of the collinear momentum is relevant, and only the
anti-collinear momentum component p+c¯ picks up a light-cone de-
nominator. This discussion can be made general by noticing that
the anti-collinear sector of SCET is independent of any collinear
momentum, and only knows about the presence of the other sec-
tor via the light-cone reference vector n. It can thus only suffer
from light-cone denominators which are sums of anti-collinear
momenta. The soft sector only knows about the collinear particles
via n and n¯ and is completely independent of collinear momenta.
It thus has only light-cone singularities corresponding to sums of
soft momenta. We conclude that also in this case, all singularities
are regularized by our prescription.
4. Conclusions
For observables sensitive to low transverse momentum, it is
well known that dimensional regularization is not suﬃcient to
make the expressions in the individual sectors of Soft-Collinear
Effective Theory well-deﬁned. In this Letter, we have shown that
in the massless case the unregularized singularities only arise in
real-emission diagrams and that it is suﬃcient to regularize the
associated phase-space integrals analytically with the prescription∫
ddk δ
(
k2
)
θ
(
k0
)→
∫
ddk
(
ν+
k+
)α
δ
(
k2
)
θ
(
k0
)
.
Since the amplitudes itself do not need any additional regular-
ization, the structure of the effective theory is not changed, and
fundamental properties such as gauge invariance and the eikonal
form of the soft and collinear emissions are maintained. This is
essential to establish factorization theorems to all orders. Our ap-
proach is well suited for higher-order computations, since it does
not introduce any additional scales into the problem and since
the light-cone denominators which we regularize are typically al-
ready present in the effective-theory amplitudes. We stress that it
is important that we introduce the regulator in QCD itself. Since
the QCD diagrams do not need additional regularization, we are
3 Invariants containing the sum of both initial state momenta p+ p¯ are of no con-
cern since they can be rewritten as sums over ﬁnal state momenta by momentum
conservation.guaranteed to recover the QCD result after adding the contribu-
tions from the different sectors in the effective theory and sending
the regulator to zero.
Our result puts the derivation of the factorization theorems for
the transverse momentum spectrum in Drell–Yan production [9]
and for the e+e− event-shape jet broadening [11] on a ﬁrmer foot-
ing. It provides operator deﬁnitions for the ingredients in the asso-
ciated factorization theorems, and should also simplify the compu-
tations necessary to extend the resummation for these observables
to higher logarithmic accuracy.
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