Given a set of clients C, a set of facilities F and a query q ∈ F, a reverse k-nearest neighbor (RkNN) query retrieves every client c ∈ C for which q is one of the k closest facilities. In the past few years, RkNN queries have received significant research attention due to their wide range of applications. In this paper, we study the problem of continuous monitoring of RkNN queries in road networks. The state-of-the-art technique is sensitive toward the movement of clients, e.g. whenever a client that is inside the so-called unpruned region changes its location, the existing technique requires expensive verification of whether the client is an RkNN of q or not. To address this problem, we utilize the novel concept of influence zone, which is a region in the network such that a client c is the RkNN if and only if it lies inside this zone. This significantly improves performance because the problem of continuously monitoring RkNN queries is reduced to the problem of continuously monitoring the clients that are inside this zone. Based on several non-trivial observations, we present an efficient algorithm to compute the influence zone. Our extensive experimental study demonstrates that our algorithm is more than an order of magnitude faster than the state-of-the-art algorithm.
INTRODUCTION
Given a set of clients C and a set of facilities F, a client c ∈ C may find its nearby facilities by issuing a k-nearest neighbor (kNN) query that returns k closest facilities of c. Consider the example of a car driver who may issue a kNN query to find his k closest gas stations and then may choose one of these gas stations for refueling. In contrast to a kNN query, a reverse knearest neighbor (RkNN) query returns every client c ∈ C for which the query facility q ∈ F is one of the k closest facilities. Since q is close to such clients, q is said to have high influence on these clients, i.e. q is likely to be used by such clients. Hence, the set of such clients is also called the influence set of q [1] . For instance, the owner of a gas station may issue an RkNN query to find the cars for which his gas station is one of the k closest gas stations. These car drivers are his potential customers and are likely to be influenced by any promotional offer sent to them.
Throughout this paper, we use RNN queries to refer to RkNN queries for which k = 1. The RkNN query [1] [2] [3] [4] [5] [6] [7] [8] has received significant attention ever since it was introduced in [1] . RkNN queries have various applications such as decision support, location-based services, resource allocation, profilebased management, etc. With the availability of inexpensive mobile devices, position locators and cheap wireless networks, location-based services, such as Yelp and Foursquare, are gaining increasing popularity. Consider that a user needs a taxi and she sends her location to a taxi company's dispatch center. The company notifies a taxi for which she is the closest passenger (the taxi is an RNN of the user).
Other examples of location-based services include locationbased games, traffic monitoring, location-based SMS advertising, enhanced 911 services, army strategic planning, etc. These applications may require continuous monitoring of reverse nearest moving clients. For instance, the owner of a gas station may want to continuously monitor its RkNN cars and may decide to send them promotional offers from time to time. In this paper, we study the problem of continuously monitoring RkNN queries in a road network where the clients (e.g. cars) 2 S. Wang et al. are continuously moving and the facilities (e.g. gas stations) are static.
The existing best known solution (Lazy Updates [9] ) monitors the RkNN queries in two major steps. In the pruning phase, pruning rules are used to prune the part of the road network such that any client in the pruned region cannot be the RkNN of the query. The clients that are in the unpruned network are called the candidate objects. In the monitoring phase, the server conducts verification for each candidate object c to verify whether it is an RkNN or not. Specifically, a candidate object c is reported as an RkNN if and only if q is one of its k closest facilities. At each time stamp (e.g. after every t time units), the server needs to conduct the verification for the clients that are inside the unpruned network and have changed their locations during the last time stamp. This is quite expensive because (i) verifying a candidate c requires checking whether q is one of the k closest facilities of c or not and (ii) the verification is required as soon as a candidate changes its location.
To address the above limitation, we use the novel concept of influence zone that we introduced in [5, 10] for answering RkNN queries in Euclidean space. The influence zone Z k of a query q is the region such that q is one of the k closest facilities of a client c if and only if c is inside this region, i.e. c is an RkNN if and only if c is inside the influence zone. Our solution also has two major steps. In the first phase, we compute the influence zone Z k of the query. Once the influence zone is computed, it is straightforward to monitor the RkNNs of query by monitoring the clients that are inside the influence zone. Hence, in the second phase, we report every client that lies inside the influence zone. At each time stamp, the clients that move into the influence zone are reported as new RkNNs and the clients that move out of the influence zone are removed from the answer. This significantly reduces the computation cost because we only need to monitor the clients that enter or leave the influence zone. Our extensive experimental evaluation demonstrates that our influence zonebased approach is more than an order of magnitude better than the state-of-the-art algorithm [9] .
Although the focus of our paper is on continuous RkNN queries, we remark that the influence zone has applications also in marketing and decision support systems. Consider the example of a restaurant. Its influence zone may be used as market analysis as well as targeted marketing. For instance, the demographics of its influence zone may be used by the market researchers to analyze its business. The influence zone can also be used for marketing, e.g. advertising bill boards or posters may be placed in its influence zone because the people in this area are more likely to be influenced by the marketing. Similarly, the people in its influence zone may be sent SMS advertisement.
In our previous work [5, 10] , we presented an efficient algorithm to compute the influence zone in Euclidean space. However, Euclidean distance cannot well proximate network distance in an urbanized area, especially when the distance is <500 m [11] . In this paper, we address the applications that use road network distance as the underlying distance metric and propose efficient techniques to compute the influence zone in road networks. Unfortunately, the existing algorithms for Euclidean space cannot be applied or extended to road networks due to inherently different characteristics of Euclidean space and road networks.
Our contributions in this paper can be summarized as follows:
(i) We are the first to study the influence zone in road networks that have applications in RkNN queries, marketing and decision-making. We propose an efficient influence zone computation algorithm based on several novel observations and pruning rules.
(ii) We demonstrate the usefulness of the influence zone by developing an efficient algorithm to continuously monitor reverse kNN queries in spatial networks. Our techniques can be applied to both directed and undirected networks. (iii) We conduct extensive experimental study and demonstrate that our continuous RkNN monitoring algorithm is more than an order of magnitude more efficient than the state-of-the-art algorithm.
The rest of the paper is organized as follows. In Section 2, we present a formal definition of the problem studied in this paper followed by a summary of the related work. Section 3 presents an overview of our solution. We present our influence zone computation algorithm in Section 4. The monitoring phase is discussed in Section 5. We present our methods for influence zone updating in Section 6. We conduct theoretical analysis in Section 7. An extensive experimental study is provided in Section 8. The paper is concluded in Section 9.
PRELIMINARIES
First, we formalize the problem in Section 2.1. Then, we present an overview of the related work in Section 2.2. closest facility. On the other hand, c 2 and c 3 are not its RNN because the closest facility for both c 2 and c 3 is f 2 . Similarly, R2NNs (k = 2) of the query q include the clients c 1 and c 3 . The client c 2 is not the R2NN because q is not one of its 2 closest facilities.
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Snapshot RkNN Queries vs Continuous RkNN Queries:
In a snapshot RkNN query, the results are to be computed only once. On the other hand, in a continuous RkNN query the results of the query are to be continuously monitored as the location of underlying data objects (e.g. clients and/or facilities) change. In this paper, we focus on continuous monitoring of RkNN queries. Like many real-world scenarios, we assume that the clients (e.g. cars, pedestrians, etc.) are moving, whereas the facilities (e.g. gas stations, restaurants, etc.) are static. At each time stamp (i.e., after every t time units), the server receives a set of updates that contains the new locations of the clients that have moved during the last time stamp. Upon receiving these location updates, the server updates the results of the RkNN queries accordingly.
Related work
Snapshot RkNN queries
Euclidean Space. RNN queries were first introduced by Korn et al. [1] who answer the RNN query by using preprocessing. Specifically, for each data object p, they pre-calculate its nearest neighbor and assign a circle for p such that p is the center of the circle and the distance to its nearest neighbor is the radius. Then, the RNN of a query q can be computed by returning every point that contains q in its circle. Yang and Lin [3] and Lin et al. [12] present techniques to improve the work done in [1] .
Stanoi et al. [2] handle RkNN queries by partitioning the space centered at the query point q into six regions of 60 • each. It can be proved that, for each partition, any client that is further from the query than the kth closest facility of q cannot be the RkNN of q. They utilize this observation to prune the search space.
Cheema et al. [5, 10] introduce the concept of influence zone for answering RkNN queries. To compute the RkNN queries, initially the influence zone is computed and then each client that lies inside the influence zone is returned as the answer. As stated earlier, their work is only applicable to Euclidean space and it is non-trivial to extend the techniques to road networks.
Sharifzadeh and Shahabi [13] introduced an index structure VoR-tree to efficiently answer various spatial queries including RkNN queries.
Tao et al. [14] propose an algorithm called TPL (Yufei Tao, Dimitris Papadias, Xiang Lian) that utilize the property of perpendicular bisectors to prune the search space. The perpendicular bisector between the query point q and a pruner p splits the space into two half-spaces. The half-space that contains p is denoted as H p:q , every point in this half-space is closer to p than q, and cannot be the RNN. Further, every point that lies in k such half-spaces cannot be the RkNN. The limitation of this approach is that, to prune the entries, TPL uses m (i.e. the number of facility points for which the bisectors are considered) combinations of k bisectors, which is expensive.
Wu et al. [15] propose algorithm FINCH that overcomes the limitation of TPL. Instead of using bisectors to prune the objects, they use a convex polygon that approximates the unpruned area. Clearly, the containment checking is easier than TPL as this can be done in linear time via convex polygons. However, since FINCH approximates the unpruned area, it prunes an area smaller than the area that actually can be pruned.
Spatial Networks. Spatial queries in spatial networks received significant research attention. Among the various query types studied, the shortest path queries [16] [17] [18] , kNN queries [19, 20] and range queries [21] [22] [23] are among the most popular ones.
Papadias et al. [21] propose an architecture that integrates network with Euclidean space. Based on this architecture, they introduce an approach to utilize Euclidean restriction. They also developed a network expansion framework that prunes search space efficiently.
Safar et al. [24] are the first to propose a solution for snapshot RNN queries in spatial networks. They use a network Voronoi diagram to process RNN queries efficiently. In their follow-up work [25] , they extend their technique to process RkNN queries in spatial networks. Taniar et al. [26] also study the RNN queries problem in a spatial network. They use an order-2 network Voronoi diagram combined with a Euclidean distance-based lower bound to provide an efficient solution.
Continuous RkNN queries
Euclidean Space. Benetis et al. [6] are the first to present an algorithm for continuous RNN queries in Euclidean space. However, they assume that velocities of the objects are known. Xia et al. [7] do not assume any knowledge about objects' movement and propose a solution utilizing the six regionbased approach. Kang et al. [8] propose an algorithm based on perpendicular bisectors-based pruning approach for continuous monitoring. Wu et al. [27] propose the first solution to monitor RkNN queries based on the six region-based approach. All of these algorithms monitor RNN or RkNN queries by first 4 S. Wang et al. conducting the pruning phase to shortlist candidates, and then verifying those candidates to report the results. Whenever the query or a candidate object changes location, the expensive pruning phase is needed to be reinvoked.
Cheema et al. [4] introduce the algorithm named Lazy Updates to continuously monitor RkNN queries. In contrast to the previous approaches, Lazy Updates saves computation time by reducing the number of times the pruning phase has to be invoked. This is achieved by assigning a rectangular region to each moving object such that the pruning remains valid as long as each object remains inside its respective rectangular region. Emrich et al. [28] also proposed an algorithm that assigns a rectangular region to clients to reduce communication cost of continuous monitoring in a client-server architecture. Cheema et al. [5, 10] also proposed Influence Zone-based algorithms to continuously monitor RkNN queries in Euclidean space.
Spatial Networks. Sun et al. [29] are the first to study the continuous monitoring of RNN queries in spatial networks. A multi-way tree is created for each query that helps in defining the monitoring region, and only the updates in the monitoring region affect the results.
Cheema et al. [9] are the first to present a continuous RkNN monitoring algorithm for moving objects and queries in spatial networks. They assign each moving object a safe region such that the pruning remains valid as long as the objects remain in their respective safe regions. Although this avoids frequent calls to the pruning phase, unfortunately the algorithm needs to verify a client whenever it changes its location. The verification of a client is expensive because it requires determining whether the query is one of the k closest facilities of the client or not. We utilize the concept of influence zone to conduct the verification at low cost. Specifically, a client is confirmed as an RkNN if and only if it is inside the influence zone.
SOLUTION OVERVIEW
The key idea is to compute the influence zone for the query. The influence zone of a query q is a part of the network such that every client c that lies inside the zone is the RkNN of q and every client c that lies outside the zone is not its RkNN. Once the influence zone is computed, the problem is reduced to monitoring the clients that are inside the influence zone. We give a formal definition of the influence zone below. whereas points (e.g. c 2 and c 3 ) that do not lie on the influence zone are not the RNNs of q. Figure 2b illustrates the influence zone Z 2 (e.g. k = 2) using the thick lines. Since c 1 and c 3 lie inside the influence zone, these two clients are the R2NNs of q. On the other hand, c 2 is not the R2NN of q because it lies outside the influence zone.
Note that the influence zone does not change as long as the locations of the facilities do not change. As stated earlier, in our problem settings, the facilities (e.g. gas stations) do not change their locations. Therefore, once the influence zone has been computed, it is not required to be updated.
Based on the concept of the influence zone, we develop our continuous RkNN monitoring algorithm. It consists of two phases, namely the influence zone calculation phase (Section 4) and the monitoring phase (Section 5). As is obvious from the name, in the influence zone calculation phase, the influence zone of the query is computed. Since a client is the RkNN of q if and only if it is inside the influence zone, once the influence zone has been computed, we only need to monitor the clients that lie inside the influence zone. In the monitoring phase, the algorithm monitors the clients that are inside the influence zone. More specifically, whenever a client moves, the server checks whether it lies inside the influence zone or not. If it is inside the influence zone, it is reported as the RkNN.
In the next section, we present techniques to efficiently calculate the influence zone. In Section 5, we demonstrate efficient techniques to determine whether a client lies inside the influence zone or not.
INFLUENCE ZONE CALCULATION
For ease of presentation, we treat the query point q as a node. For example, in Fig. 3 , we assume that q is a node and n 1 and n 3 are its adjacent nodes in the network. Note that this assumption is made only for the simplification of the presentation and is not a requirement for our algorithm to work correctly.
Before we present our solution, we first define some terms and notations in Section 4.1. We present problem characteristics in Section 4.2 followed by our techniques in Efficiently Monitoring RkNN in Spatial Networks
An edge between nodes n 1 and n 2 Z k
Influence zone Dist( p 1 , p 2 ) Length of the shortest path between p 1 and
The part of an edge between p 1 and p 2 Sections 4.3 and 4.4. We extend our solution to the directed graph in Section 4.5. Table 1 defines the terms and notations used throughout this paper.
Terms and notations
Inner Node: A node that resides in the influence zone is called an inner node.
Outer Node: A node that resides outside the influence zone is called an outer node.
Bounding Node: An outer node is called a bounding node if at least one of its adjacent nodes is an inner node.
Example 4.1. In Fig. 2a (k = 1), n 1 is an inner node because it lies in the influence zone. On the other hand, n 2 , n 3 and n 4 are the outer nodes. Since n 1 is an inner node and is an adjacent node of n 2 , n 2 is a bounding node. Similarly, n 3 is also a bounding node, whereas n 4 is not a bounding node. In the example of Fig. 2b (k = 2), n 1 , n 2 and n 3 are inner nodes, whereas n 4 is an outer node as well as a bounding node.
Inner Edge: An edge that completely lies inside the influence zone is called an inner edge, i.e. an edge E(n 1 , n 2 ) is an inner edge if, for every point p ∈ E, p ∈ Z k .
Outer Edge: An edge that completely lies outside the influence zone is called an outer edge, i.e. an edge E(n 1 , n 2 ) is an outer edge if, for every point p ∈ E, p / ∈ Z k . Partial Edge: An edge that only partially lies inside the influence zone is called a partial edge, i.e. an edge E(n 1 , n 2 ) is a partial edge if there exists p ∈ E such that p ∈ Z k and there exists p ∈ E such that p / ∈ Z k . Inner Segment: An inner segment is the part of a partial edge that lies in the influence zone. A segment between two points p 1 and p 2 is denoted as
Example 4.2. In Fig. 2a , the edge E(n 1 , n 2 ) is a partial edge and the edge E(n 3 , n 4 )is an outer edge. In Fig. 2b , the edge E(n 1 , n 2 ) is an inner edge, whereas the edge E(n 3 , n 4 ) is a partial edge. In Fig. 2b , the segment S[n 3 , f 2 ] is an inner segment.
Note that an influence zone can be described by a set of inner nodes, a set of inner edges and a set of inner segments.
Properties
In this section, we present two properties that support our basic algorithm.
Lemma 4.1. A node n is an inner node iff the k closest facilities of n include q.
The proof is straightforward and hence omitted.
is an outer edge if both n 1 and n 2 are the outer nodes. 1 Proof. We prove this by contradiction. Assume a point p ∈ E that lies inside the influence zone, i.e. the k closest facilities of p include q. Without loss of generality, assume that the shortest path from p to q goes through the node n 1 
In other words, f is closer to p than q. Since n 1 is an outer node, there are at least k such facilities and this implies that there are at least k facilities closer to p than q. Hence, p does not lie inside the influence zone which is a contradiction to our assumption.
Example 4.3. In Fig. 2a , both n 2 and n 3 are the outer nodes and the edge E(n 2 , n 3 ) is an outer edge.
Remark 4.1.
A reader may incorrectly assume that an edge E(n 1 , n 2 ) is always an inner edge if both n 1 and n 2 are the inner nodes. However, this is not true. For instance, in Fig. 2b , n 2 and n 3 both are inner nodes but E(n 2 , n 3 ) is not an inner edge (it is a partial edge).
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As aforementioned, influence zone consists of inner edges and inner segments. Therefore, to calculate the influence zone, all the inner edges and inner segments must be identified. According to Lemma 4.2, an edge between two outer nodes is always an outer edge. Hence, to compute the inner edges and inner segments, we only need to identify inner nodes and bounding nodes in Section 4.3. Based on the inner and bounding nodes, we can then determine the inner edges and the inner segments in Section 4.4.
Identifying inner nodes and bounding nodes
A naïve approach to identify inner nodes is to apply Lemma 4.1 for all the nodes in the spatial network. However, this is quite expensive because the lemma is to be applied for every node in the network. Next, we present a lemma that allows us to identify all the inner nodes by applying Lemma 4.1 only on the inner nodes and the bounding nodes. Lemma 4.3. A node n is an outer node if the shortest path from n to q goes through another outer node n .
Proof. As the shortest path from n to q goes through n , Dist(n, q) = Dist(n, n ) + Dist(n , q). Since n is an outer node, we know that there are at least k facilities such that, for each such facility f , q) ). Thus, each of these k facilities f satisfies Dist(n, f ) < Dist(n, q). Hence q is not one of the k closest facilities of n, i.e. n is an outer node.
We remark that, in the case where there are multiple shortest paths from n to q, Lemma 4.3 holds as long as at least one of these shortest paths goes through an outer node.
Example 4.4. In Fig. 2a, n 3 is an outer node. The shortest path from n 4 to q goes through n 3 . Therefore, n 4 is also an outer node (as can be verified because f 2 is also closer to n 4 than q).
We explore the network starting from q using network expansion similar to Dijkstra's algorithm. According to Lemma 4.3, as soon as an outer node is encountered, further expansion from this node is not required. Algorithm 1 presents the details.
Algorithm 1 explores the network starting from q in an iterative expansion manner. Line 1 initializes a min heap h by inserting q with the key set to zero. Recall that we treat q as a node in the network. The key of each node n in the heap is its network distance to q. For each de-heaped node n, we mark n as an inner node if q is one of its k closest facilities (lines 4 and 5). Furthermore, for each adjacent node n of n, the algorithm inserts (or updates) n in h along with its minimum
Algorithm 1 Inner nodes and bounding nodes. Input:
G, a set of facilities F, a query point q ∈ F, k Output: a set of inner nodes, a set of bounding nodes 1: insert q in a min-heap h 2: while h is not empty do 3: deheap an node n, mark n as visited 4: if k closest facilities of n include q then 5: mark n as inner node and mark it visited 6: for each unvisited adjacent node n of n do 7: if n not in h then 8: insert n in h 9: else if a shorter path from n to q found then 10: update n in h 11:
else 12: mark n as bounding node and mark it visited network distance to q (lines 6-10). On the other hand, n is marked as a bounding node if q is not one of the k closest facilities of n (line 12). According to Lemma 4.3, the network is not required to be expanded beyond any outer (or bounding) node. Therefore, the adjacent nodes of n are not inserted in h in this case. The algorithm terminates when the heap becomes empty. It can be easily verified that the algorithm identifies (and marks) all the inner and bounding nodes before it terminates. A straightforward way to check if the k closest facilities of n include q (line 4) is to explore the network starting from the node n with a search area bounded by Dist(n, q) and counting the number of facilities encountered during the search. We remark that a more efficient approach is to utilize the Euclidean distance bound to quickly conduct this check in some cases. More specifically, a Euclidean space circular range query [30] centered at n with range set as Dist(n, q) can be issued. If the Euclidean range query returns < k facilities, it guarantees that q is one of the k closest facilities of n in terms of network distance. This is because the Euclidean distance serves as a lower bound network distance and if there are < k facilities with Euclidean distance from n smaller than Dist(n, q), then there are < k facilities closer to n than q in terms of the network distance. Euclidean range query can be efficiently conducted using an index structure such as R-tree if available.
Calculating inner edges and inner segments
In this section, we demonstrate how to compute inner edges and inner segments once the inner and bounding nodes have been identified by Algorithm 1. To facilitate presentation, we first introduce the concept of monotonic edges.
Monotonic Edge: An edge E(n 1 , n 2 ) is called a monotonic edge if the shortest path from n 2 to q goes through n 1 or the shortest path from n 1 to q goes through n 2 . A monotonic edge E(n 1 , n 2 ) is denoted as E m (n 2 , n 1 ) if the shortest path from n 2 to q goes through n 1 , and denoted as E m (n 1 , n 2 ) if the shortest path from n 1 to q goes through n 2 .
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Example 4.5. In Fig. 3, E m (n 2 , n 1 ) and E m (n 4 , n 3 ) are two monotonic edges. E n (n 2 , n 3 ) and E n (n 2 , n 4 ) are nonmonotonic edges.
Next, we present techniques on how to compute the inner edge and inner segment for a monotonic edge. Later in Section 4.4.2, we show that a non-monotonic edge can be easily broken into two monotonic edges and the techniques for monotonic edges can then be applied on each of the two monotonic edges.
Handling monotonic edges
Before we present our techniques, we present a few terms and two properties of monotonic edges.
Pruner: A facility f is said to prune a point p if
Example 4.6. Considering the example of Fig. 3 , f is a pruner of n 3 . Furthermore, n 3 is not an RNN of q because it has one pruner.
Lemma 4.4. Given a monotonic edge E m (n 2 , n 1 ), a facility f that prunes n 1 also prunes every point p ∈ E m (n 2 , n 1 ).
Proof. Assume that there is a point
Since f is a pruner of n 1 , we know that Dist(n 1 , f ) < Dist(n 1 , q). Furthermore, since E m (n 2 , n 1 ) is a monotonic edge, the shortest path from p to q goes through n 1 . This means
Example 4.7. Considering the monotonic edge E m (n 4 , n 3 ) in Fig. 3 , f is a pruner of n 3 and it can be verified that f is also a pruner of every point on E m (n 4 , n 3 ).
Lemma 4.5. Given a monotonic edge E m (n 2 , n 1 ), a facility f that does not prune n 2 cannot prune any point p ∈ E m (n 2 , n 1 ).
Proof. Assume that f does not prune n 2 but prunes a point p ∈ E m (n 2 , n 1 ). This implies that if f lies on the edge E, it lies at the node n 1 ; otherwise, it lies outside the edge. Hence, the shortest path from p to f must go through either n 1 or n 2 .
If the shortest path from p to f goes through n 1 , then Fig. 3 . Since f does not prune n 2 , it can be verified that f does not prune any point on E m (n 2 , n 1 ).
Based on the above lemmas, next we show how to compute the inner edge and inner segment for a monotonic edge.
Identifying inner edge. Recall that an inner edge is an edge that completely resides in the influence zone. The next lemma shows that a monotonic edge is an inner edge if and only if its nodes are inner nodes. Proof. Assume that both n 1 and n 2 are inner nodes. Since n 2 is an inner node, there are < k facilities that prune n 2 , i.e. at least |F| − k facilities cannot prune n 2 , where |F| is the total number of facilities. According to Lemma 4.5, a facility f that does not prune n 2 cannot prune any point p ∈ E m (n 2 , n 1 ). Hence, there are at least |F| − k facilities that do not prune any point p ∈ E m (n 2 , n 1 ). Hence, every such point p is inside the influence zone, which implies that the edge is an inner edge.
If at least one of n 1 or n 2 is not an inner node, then the edge is not an inner edge (it is a partial edge because at least one point is outside the influence zone). Lemma 4.6 can be applied to identify whether a monotonic edge is an inner edge or not. Next, we show how to compute the inner segment of a monotonic edge if the edge is not an inner edge (i.e. is a partial edge).
Identifying inner segments. Recall that an inner segment is the part of a partial edge that lies in the influence zone. For instance, in Fig. 4, S[n 1 , p 1 ] is an inner segment. Below, we show how to identify inner segments.
Given an edge E m (n 2 , n 1 ), for each facility f that prunes at least one point of this edge, we first identify the segment of the edge that is pruned by f . As implied by Lemma 4.5, a facility f that prunes at least one point of a monotonic edge E m (n 2 , n 1 ) must always prune n 2 . Therefore, for each facility, the pruned segment always includes n 2 , i.e. the pruned segment is S[ p, n 2 ], where p is a point on the edge. Once we identify all segments that are pruned by the facilities, the inner segment of the edge corresponds to the part of the edge that is pruned by less than k facilities. The example below illustrates this.
Example 4.9. Figure 5 illustrates how to compute the inner segment of E m (n 2 , n 1 ) for the example of Fig. 4 . For each of the facilities f 1 , f 2 and f 3 , it demonstrates the segment (shown using thick line) pruned by the corresponding facility. For instance, f 1 prunes the whole edge, whereas f 2 prunes the part of the edge between p 1 and n 2 . Note that the segment S[n 1 , p 1 ] is pruned by < 2 facilities and so it lies inside the influence zone and is the inner segment (considering k = 2). Note that such a point p 1 can be easily identified given the pruned segments for each facility.
Next, we show how to identify the segment of a monotonic edge E m (n 2 , n 1 ) pruned by a facility f . The facility prunes the whole edge if it prunes n 1 (Lemma 4.4) and it does not prune any point of the edge if it does not prune n 2 (Lemma 4.5). For the case when f prunes n 2 but does not prune n 1 , it prunes a segment S[ p, n 2 ] of the edge where p is a point on the edge that lies at a distance d from n 2 and d is calculated by Equation (1).
The proof is omitted for brevity; however, it can be verified easily.
Example 4.10. In Fig. 4 , the segment pruned by f 2 is S[ p 1 , n 2 ], where p 1 is a point with distance d = 
A final issue to be addressed with the above approach is that it requires computing the pruned segment for every facility f regardless of whether it prunes a part of the edge or not. This can be easily addressed as follows. As per Lemma 4.5, if a facility f does not prune n 2 , it cannot prune any part of the edge. Hence, the pruned segment is required to be computed only for the facilities that prune n 2 . Therefore, we retrieve and store the facilities that prune n 2 when we check whether n 2 is an inner node or not (at line 4 of Algorithm 1). These facilities are then used to determine the inner segment as described above.
Handling non-monotonic edges
We handle a non-monotonic edge E n (n 1 , n 2 ) by introducing an imaginary node x on this edge that divides it into two monotonic edges E m (x, n 1 ) and E m (x, n 2 ). Then, the techniques presented in the previous section can be applied on each of these monotonic edges to compute the corresponding inner segments.
Example 4.11. Figure 6 illustrates an example of a nonmonotonic edge E n (n 1 , n 2 ). Dist(n 1 , q) = 6 and Dist(n 2 , q) = 7. It also demonstrates a point x on the edge such that E m (x, n 1 ) is a monotonic edge, i.e. the shortest path from x to q goes through n 1 . Similarly, E m (x, n 2 ) is also a monotonic edge.
The point x is a point such that the length of its shortest path to q passing through n 1 is the same as the length of its shortest path to q passing through n 2 (n 2 , q) ). It can be verified that the point x is a point that lies at distance d from n 2 where d is calculated as follows:
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Efficiently Monitoring RkNN in Spatial Networks 9 Example 4.12. In Fig. 6 , x is a point that lies at distance d = (5 + 6 − 7)/2 = 2 from n 2 .
A final issue that remains to be addressed is that, in order to efficiently compute inner segment of a monotonic edge E m (x, n 1 ), we need to know the facilities that prune x and n 1 . As stated earlier, the facilities that prune a node n 1 are obtained during the execution of Algorithm 1. However, since x is an imaginary node, the facilities that prune x are not obtained by Algorithm 1. A straightforward way to obtain these facilities is to explore the network starting at x with the range set as Dist(x, q) and recording the facilities that are closer to x than q. However, this is not efficient. Below we describe a more efficient approach.
We calculate pruners of x separately for facilities on the edge E n (n 1 , n 2 ) and facilities that are not on the edge. First, if a facility f is on the edge, then Dist(x, f ) can be easily obtained. Second, if a facility f is not on the edge, then the shortest path from x to f goes through either n 1
hence we check the pruners of both n 1 and n 2 . For each of such facilities, once the length of the shortest path from x is calculated, we compare it with Dist(x, q) to know if the facility prunes x or not.
Extension to directed graph
Previous sections focus on RkNN queries in spatial networks that are represented by undirected graphs. Our proposed techniques can be easily extended to directed graphs. In this section, we show the changes needed for RkNN queries in directed graphs.
Since it can be verified that Lemmas 4.1-4.3 still hold, Algorithm 1 can be used in a similar way. The only difference is that, for unidirectional edges, the expansion follows only the reverse direction (i.e. at line 6 of Algorithm 1, a node n is considered the adjacent node of n if and only if the edge is either bidirectional or the direction of the edge is from n to n).
Lemmas 4.4-4.6 hold for bidirectional edges. Once inner and bounding nodes are identified, bidirectional edges can be handled the same as in an undirected graph. Although these lemmas are not applicable for unidirectional edges, this issue can be easily addressed as below.
Let E u (n 1 , n 2 ) be a unidirectional edge that goes from n 1 to n 2 . The shortest path from n 1 to a facility f or q may not go through n 2 . Apart from n 1 , the shortest path from every other point p ∈ E u (n 1 , n 2 ) to a facility f / ∈ S[ p, n 2 ] or q must go through n 2 . This means, on one hand, a facility f ∈ E u (n 1 , n 2 ) prunes a segment S[n 1 , f ] (note that n 1 is excluded), and on the other hand, a facility f / ∈ E u (n 1 , n 2 ), such that Dist(n 2 , f ) < Dist(n 2 , q), prunes every point p ∈ E u (n 1 , n 2 ) (note that n 1 is included). Recall that the inner segment can be easily identified given the pruned segments for each facility.
Example 4.13. Figure 7 gives a simple example on a directed spatial network. Direction of edges are marked by arrows. For example, bidirectional edge E(n 1 , n 3 ) has arrows at both ends, and unidirectional edge E u (n 2 , n 1 ) has its arrow pointing at n 1 , which means it goes from n 2 to n 1 .
Since n 1 has no pruner, E u (n 2 , n 1 ) (n 2 excluded) has no pruner. We see that f 1 ∈ E u (n 2 , n 4 ) prunes S[n 2 , f 1 ], and since n 2 is pruned by f 1 , E u (n 3 , n 2 ) (n 3 excluded) is pruned as well. Similarly, f 2 ∈ E u (n 4 , n 3 ) prunes S[n 4 , f 2 ], and also prunes the whole edge E u (n 2 , n 4 ). Figure 7a shows the influence zone when k = 1, and Fig. 7b shows the influence zone when k = 2.
MONITORING PHASE
Once the influence zone is computed, we only need to monitor the clients that lie in the influence zone. In real-world applications, there may be multiple RkNN queries issued by different users. In this section, we show how to efficiently monitor the results of all RkNN queries.
For each edge E of the network, we maintain two lists. The first list called edge list contains query ID of every query q for which E is an inner edge. The second list called segment list contains the query ID of every q for which E contains an inner segment (the inner segment is also stored as shown in Fig. 8) .
Whenever a client moves from a location loc old to loc new , we update the results of the affected queries as follows. Without loss of generality, assume that loc old (respectively, loc new ) lies on an edge E old (respectively, E new ). Note that the results of every query q are changed if the client leaves or enters its influence zone. Note that if a client leaves 10 S. Wang et al. (respectively, enters) an influence zone, its loc old (respectively, loc new ) must be inside its influence zone. Hence, we look in the edge list and segment list of E old and identify every query q for which the client c was in its influence zone, i.e. q is present in the edge list of E old or q is present in the segment list of E old and c lies in the inner segment. For each such query q, the client c is removed from its RkNN. Then, we look in the edge list and inner segment list of E new and identify the queries for which c is now in its influence zone. For each such query q, c is added as an RkNN.
HANDLING FACILITY UPDATES
Previous sections focus on RkNN queries in spatial networks where all the facilities are static. However, there are cases where facilities might be inserted to or deleted from the network. Such updates can happen due to opening/closing of store outlets, or more commonly due to temporary suspension (and then resumption) of the services by the facilities, e.g. a restaurant may be unable to accommodate more customers if it is already serving to its capacity. In consequence, some influence zones might be invalidated by these updates. In this section, we present solutions to handle the insertions and deletions of the facilities.
We first define boundary points and monitored zone. As apparent by the name, the boundary points lie at the boundary of the influence zone, i.e. a boundary point is a point such that a client that passes through this point is either entering or leaving the influence zone. The monitored zone is the region such that any facility that issues an update in this zone (insertion or deletion) may invalidate the influence zone. Below, we give a formal definition.
Boundary Point: In an inner segment, the farthest point to the query point q is called a boundary point.
Monitored Zone: The monitored zone M Z one(b) of a given boundary point b is the sub-network such that every point
Example 6.1. In Fig. 9a , the thick line illustrates the influence zone Z 1 of q, where b 1 and b 2 are the two boundary points of Z 1 . Doubly waved lines illustrate the monitored zone:
Basic idea
A naïve approach of handling updates is simply recalculating all the influence zones whenever a facility issues the update. This is prohibitively expensive because it requires recomputation of the influence zone even if the update does not affect it. The next lemma identifies the facility that requires the recalculation of the influence zone of a query. Proof. Let F 1 (b) be the set of facilities f 1i such that
. We see that b is a boundary point if and only if
From the definition of monitored zone, a newly inserted or The monitored zone of a boundary point b can be calculated by issuing Dijkstra's algorithm at b, with the network distance limited by Dist(b, q), and can be indexed in the same way as we index the influence zone. Once all the monitored zones are calculated, we can monitor the updates in the monitored zones. Specifically, an update affects the influence zones of only the queries that contain the facility in their monitored zones. Hence, the influence zones of only these queries are to be updated. A straightforward approach to update the influence zone of such queries is to recalculate them from scratch. However, an even better solution is updating only the part of the influence zone that has been affected by the update. This can be done by retrieving a list of invalidated boundary points (i.e. every point b that contains the updated facility in MZone(b)). We next describe our updating algorithm in Section 6.2 for insertion and Section 6.3 for deletion, respectively.
Handling insertion
Algorithm 2 presents the detail of our insertion handling algorithm. It updates the influence zone of a given query q after the insertion of a new facility f . A queue (queue) is used to maintain nodes to be searched, which is initialized to contain every boundary point that contains q in its monitored zone (line 2). For ease of presentation, these points are treated as nodes. Then the search explores the interior of the influence zone by considering the nodes pushed to the queue.
Algorithm 2 UpdateOnInsertion( f, q).
Input:
f : the newly inserted facility; q: the query that needs its influence zone to be updated Output: updated the influence zone of q 1: for each boundary point b for which f ∈ M Zone(b) do 2: push b in queue 3: while queue is not empty do 4: remove a node n from queue and mark n 5: for each unmarked adjacent node n of n do 6: if n was an outer node before this update then 7: continue; 8: if n is an outer node then 9: remove n from Z k 10: push n in queue 11: else 12: recalculate inner segment on the edge E(n, n )
In each iteration (line 3), a node n is removed from the queue. Then, each adjacent node n of n is processed if n has not been already processed. If n was an outer node before f was inserted, it is ignored because n still is an outer node. Otherwise, if n was not an outer node, we check whether it is now an outer node or not (line 8). If n has become an outer node, we remove it from the influence zone and push it in the queue. On the other hand, if n is an inner node, then the edge E(n, n ) must contain an inner segment (this is because n is an outer node and n is an inner node). Hence, the inner segment on E(n, n ) is calculated as we described in the previous section.
Handling deletion
Note that our insertion handling algorithm (Algorithm 2) shrinks the influence zone by starting at the boundary points and iteratively accessing the neighboring nodes lying inside the influence zone. The deletion algorithm is similar except that it expands the influence zone by iteratively accessing the neighboring nodes that lie outside the previously computed influence zone.
Specifically, our deletion handling algorithm is similar to Algorithm 2 except for the following minor changes. At lines 6 and 8, outer is replaced with inner. At line 9, remove is replaced with insert. We omit the detailed explanation due to its similarity with the description of handling the insertion. 
THEORETICAL ANALYSIS
In this section, we analyze our influence zone-based approach for monitoring RkNN queries theoretically. We first estimate the expected size of the influence zone in Section 7.1, and then the expected number of RkNNs in Section 7.2. We estimate the number of nodes and edges that must be accessed for influence zone calculation in Section 7.3. Table 2 defines the notations used in our theoretical analysis.
Size of influence zone
A point p in a spatial network appears in exactly k influence zones if the number of kNN facilities of p is exactly k.
Assuming that this condition holds for every point in the network, each point appears in influence zones of exactly k facilities. Hence, the expected network length of the influence zone Z k (denoted as L z ) is given by the following equation:
Similarly, the expected number of inner nodes of an influence zone Z k (denoted as N z ) is given by the following equation:
Result size of RkNN query
Assume that the clients are distributed uniformly in the network. The number of clients in the query result denoted as |R| is given by the following equation:
Number of accessed nodes and edges
In this section, we estimate the number of nodes and edges that must be accessed in order to compute the influence zone. These numbers essentially determine the time complexity of our influence zone-based approach. Tiakas et al. [31] provide a comprehensive study to estimate the number of nodes and edges covered by a range query of range r . Let L e denote the average edge length of a graph. Given a spatial network that can be modeled by an 12 S. Wang et al.
infinite regular uniform 2 graph [31] , the number of nodes N R covered by such a range query and the number of edges E R covered by such a range query are given by the following equations,respectively:
We assume that the distance of q from each boundary point of the influence zone is the same (we denote this distance as r z ). Under this assumption, the influence zone is the area covered by a range query with range equal to the expected distance of the query from its boundary point, i.e. the range is equal to r z . Recall that, to verify a boundary point b, every node n must be accessed for which Dist(n, b) < Dist (b, q) . This implies that a node n must be accessed if Dist(n, q) < 2Dist(b, q), i.e. Dist(n, q) < 2r z . Hence, the number of nodes and edges accessed by our algorithm can be computed using Equations (6) and (7) by replacing r with 2r z . However, this requires estimating r z . We estimate r z by considering Equations (4) and (6) 
EXPERIMENTS
In this section, we evaluate the performance of our algorithm for RkNN queries. We first illustrate the size of the influence zone in Section 8.2. Then, we evaluate the average running time of our approach in Section 8.3, and the computational cost of the influence zone calculation phase in Section 8.4. Next, we evaluate the computational cost of handling facility updates in Section 8.5. Finally, we show that our approach scales well in various sizes of networks by evaluating the average running time in a large road network in Section 8.6.
Experimental settings
All the experiments were conducted on Intel Xeon 2.4 GHz dual CPU with 4 GB memory. All algorithms (including the competitors) were implemented in C++. Our algorithm is named IZone. We compare our algorithm with the state-of-theart algorithm for RkNN monitoring in spatial networks, Lazy Updates, which is also known as SAC [9] . We use the road network of California that consists of 21 048 nodes, 21 693 edges and 87 635 points of interest. For the experiment where we vary the number of facilities, we randomly select facilities from the 87 635 points of interest.
The moving clients follow a random moving path, e.g. a client moves on an edge with a given speed and when it reaches the end node, it randomly selects a neighboring edge and continues moving on it. Table 3 shows the system parameters used in our experiments; default values are shown in bold. The server reports the results continuously at each time stamp. We assume that the time stamp length is 1 second. All queries are continuously monitored for 5 min (e.g. 300 time stamps) and the results correspond to the total running time of all queries monitored for the 5 min duration.
Influence zone size
In this section, we illustrate how the size of the influence zone is affected by different system parameters. The size of the influence zone is important because the total running cost is directly proportional to the size of the influence zone (e.g. the larger the influence zone, the greater is the number of RkNNs of q is). The size of the influence zone is the total length of all the inner edges and inner segments. Figure 10a shows the effect of the number of facilities on the size of the influence zone. The influence zone becomes smaller when the number of facilities increases. This is because the distance from a client to its k closest facilities is inversely proportional to the number of facilities. Figure 10b shows the effect of k on the size of the influence zone. As expected, the size of the influence zone increases with the value of k. This is because, for a larger value of k, a client is influenced by facilities located farther.
Running time
In this section, we illustrate how the average running time is affected by various system parameters. Here, the average running time is the CPU time of the influence zone calculation phase and monitoring phase averaged over the number of queries in the system. the computational cost is lower. This is because, as shown in Fig. 10a , when there are more facilities on the network, the influence zone is relatively smaller. Hence, the running time is inversely proportional to the number of facilities because the influence zone calculation time as well as the monitoring time is reduced. Also, note that IZone is more than an order of magnitude faster than SAC.
As noted in Fig. 11a , the scenario with a fewer number of facilities is more challenging for both of the algorithms.
Therefore, for the rest of our experiments, we choose a relatively smaller number of facilities, i.e. we set 8000 as the default number of facilities. Figure 11b shows the effect of k. The running times of both algorithms increase with the value of k. However, IZone is significantly more efficient and scales much better. Figure 12a shows the effect of the number of queries on both of the algorithms. The running time in this figure is the total running time of all the queries. As with other experiments, IZone is more than an order of magnitude faster and scales better. 3 Figure 12b shows the effect of the number of moving clients. The running times of both algorithms increase with the increase in number of clients, however, IZone scales much better. Figure 13a shows the effect of the proportion of clients (in percentage) that are moving, i.e. m% means m out of 100 clients are moving and the others are static. This figure shows similarity with Fig. 12b ; this is because when a client does not move, it does not report to the server about its location and location updates; hence the server does not need to calculate any thing for these clients. From this perspective, when a larger number of clients are moving, it is equivalent to a larger number of clients present in the network. Figure 13b shows the effect of the speed of moving clients. The performance of algorithms are not affected by the speed of moving clients and IZone consistently outperforms SAC.
Calculating the influence zone
In this section, we demonstrate only the cost of first phase, i.e. influence zone computation time for IZone and pruning phase cost of SAC. We remark that the unpruned network is a superset of the influence zone, i.e. it includes every point of the 3 The cost does not grow exponentially.
influence zone. We also remark that computing the influence zone is a more complicated task than computing the unpruned network due to the following reason. An unpruned network is a sub-network such that every client c that lies outside it can be pruned; however, every client c that lies inside it may or may not be pruned. In contrast, the influence zone is a subnetwork such that every client c that lies outside it can be pruned and every client c that lies inside it cannot be pruned. This additional feature of the influence zone that significantly reduces the total running time makes the computational task of the first phase more challenging. Figure 14 shows the average costs of the first phase for both the algorithms for an increasing number of facilities and increasing value of k. As stated earlier, the influence zone poses more complicated requirements, which implies that additional checks are required to compute the influence zone. Nevertheless, Fig. 14 shows that the cost of influence zone computation is almost the same as the cost of computing an unpruned network. This indicates that our proposed technique computes a more complex region by incurring almost the same cost as incurred by SAC.
Update time
In this section, we evaluate our algorithm to update the influence zone when the facilities are inserted in or deleted from the dataset. We randomly generate 1000 facility deletions followed by 1000 random facility insertions. All other parameters remain the same. We compare three algorithms. Brute Force recalculates influence zones for all the queries whenever a facility update occurs. MZone Simple monitors facility updates using monitored zones, and recalculates the influence zones of only the queries that contain the facility in their monitored zones. MZone is our proposed algorithm which incrementally updates the influence zones of the affected queries. Figure 15a shows the effect of the number of facilities, and Fig. 15b shows the effect of k. Both figures show that MZone Simple is more than an order of magnitude faster than the brute force algorithm, and MZone is more than an order of magnitude faster than MZone Simple. Furthermore, MZone scales much better when compared with the other two algorithms (note that the figures use log-scale).
Experiments on larger network
In this section, we present experiments conducted on a larger road network, North American road network, which consists of 175 813 nodes (approximately eight times larger than the California road network). The facilities and clients are generated following a uniform distribution. For the experiments in this section, the default number of facilities and clients is five times larger when compared with the number of facilities and clients in our default dataset shown in Table 3 . Figure 16a demonstrates similar results as in Fig. 11a , i.e. the scenario with a fewer number of facilities is more challenging for both of the algorithms and IZone is much faster. Figure 16b also shows similarity with Fig. 11b , where the running times of both algorithms increase with the value of k. However, IZone is significantly more efficient and scales much better.
CONCLUSIONS
In this paper, we study the problem of continuous monitoring of RkNN queries in spatial networks. We are the first to use the novel concept of influence zone in spatial networks, which has many applications such as in location-based services, marketing and decision support systems. Based on several non-trivial observations, we present an efficient algorithm to compute the influence zone for both directed and undirected graphs. A detailed theoretical analysis is presented to analyze various important aspects of the influence zone. We also present efficient techniques to update the influence zone when the dataset is updated. Our extensive experimental study 16 S. Wang et al. demonstrates that our algorithm is more than an order of magnitude faster than the state-of-the-art RkNN monitoring algorithm.
