We study two properties of a complexity class C- 
Introduction
As NP-hard problems continue to resist polynomial time solutions, researchers in computational complexity have investigated sets for which some partial information can be extracted in polynomial time. The class of p-selective sets, introduced by Selman [Se1791 , is one such example. A set A is p-selective if there is a polynomial time computable function that, given two strings z and y as input, selects one of the two strings such that if either of the input strings is in A , then the selected string is in A.
One important line of research on p-selective sets has been to determine the strongest consequence of NP sets reducing t o a p-selective set under various reduct,ioiis [LLS75] . Selman Stephan [BKS94] , and Ogihara [Ogi94] independently have proved that the existence of a btt-hard p-selective set for NP implies P = NP. Toda [Todgl] proved that if there is a p-selective set that is truth-table hard for NP, then P = FewP and RP = N P . Let hypothesis A denote the assertion that some p-selective set is truth-table hard for NP.
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a p-selective set, then NP 5 DTIME[2"
I.
Hypothesis A . There exists a tt-hard pselective set for NP. It is not yet known whether hypothesis B implies P = N P . Observe that the known consequences, P = FewP and RP = NP, of hypotheses A and B are identical. This is not a coincidence, for we prove the following assertion: SAT C DTIME[2n110gkn 1.
It is not yet known whether hypothesis
Theorem. If hypothesis B is true and there exists a truth-table complete tally set in NP, then P = NP.
Next, we strengthen hypothesis A to obtain a stronger collapse of the polynomial hierarchy than the collapse known by Toda's theorem [TodSl] . Recall that RP = NP implies a collapse of the polynomial hierarchy t o ZPPNP because R P has polynomial size circuits [Ad178, KL80, KW941. In the foll'owing theorem we obtain a collapse of the polynomial hierarchy to PNP.
A standard left-cut is a special kind of a p-selective set and is defined in the next section. (i) For all L E PNP, there exists a set X such that PF; C, PFX [Ol(log n)]
(ii) There exists a p-selective ihat is tt-hard for pNP (iii) P = NP Indeed, assertions (ii) and (iii) are already known to be equivalent [TodS 11.
Our final result reports progress on the question of whether hypothesis B implies that P = NP. Krentel showed that if c < 1 is an arbitrary constant and if all m(n) < c l o g n for some c < 1. VVe obtain this consequence for a more general class of functions, albeit with a stronger hypothesis. Namely, we assume that the class of partial functions PFN: is "effectively" included in the class PFNP[k[log n1 -11 for some fixed k > 0, and from this assumption we conclude that P = NP. Informally, our assumption stipulates existence of a polynomial time-bounded functional that for every witness to a function belonging to the class on the left-hand side produces a witness to the fact that the function belongs to the class on the right-hand side. One significance of this result is the novel proof technique that we introduce. The proof techniques of Beigel, Kummer, and Stephan, and Ogihara involve two main steps. First, they use the hypothesis to coiistruct a transducer T that can be used to eliminate possible characteristic vectors for a given set. However this transducer has the restriction that the number of vectors that it ou1,puts is sublinear (that is, -< ne for c < 1). Then, the transducer T is used to prune the disjunctive self-reducibility tree of SAT in polynomial time. The ob\ ious generalization of their technique to remove the restriction that c < 1 causes the tree-pruning algorithm to be exponential due to an increase in the input size at each stage of the pruning. In our result, we use unzformzty argument that handles this issue by pruning the self-reduction tree without letting the input to each stage grow in size. The effectiveness that we impose is crucial for controlling the uniformity argument. We believe that such a uniformity argument will 1se essential in proving that either hypothesis A or B implies that P = NP. We denote by En the set of all binary strings of length n. We consider T and # to be special symbols, and assume that there is a polynomial time computable encoding of {0,1,T, #} into C*. We denote by (, ) any standard pairing function that is computable aiid invertible in polynomial time, and by . the concatenation operator. Suppose S = ( 2 1 , xz, . . . , x k } is an ordered finite set, and A is any language. Then, A(S) is an abbreviation for the
We assume that the reader is familiar with the complexity classes P and NP and with the standard polynomial time reductions among classes [LLS75] . All reducibilities in this paper are assumed to be polynomial time reducibilities. Recall that a language A is truth-table reducible to a set B in polynomial time ( A 5; B) if there exist polynomial time computable functions g and e such that on input 2 , g(z) is a set of queries Q = { q l , q 2 , . . . , q k } , and
,Standard left-cuts are perhaps the most natural exa,mples of p-selective sets [Se179, HNOS931. Given a real number r in dyadic notation (that is, as an infiiiite binary string, r = rlr2 ' . is interpreted as
where 5 denotes the standard dictionary ordering. It, is easy to see that L ( r ) is p-selective, since a function that, given strings x and y, outputs the smaller string in {x, y} according to the dictionary ordering is a selector function for L ( r ) .
We will be referring t o the following classes of functjions [Se194, Bei881. . . , qm(i21))) and f ( z ) =
2 , A ( d , A ( q 2 ) , ' ' . , A(qm(Iz1))). We say that
f E PFEP i f there exists a polynomially bounded function m such that f E PFm(n)-tt.
3
On ti-hard p-selective sets
In this section, we will prove our theorems on the consequence of the existence of truth-table hard pselective sets. We will utilize the following properties of p-selective sets.
If L is a p-selective language with p-selector f , and Q is a finite set, we use f to define a total order on strings in Q as follows. For all x, y E Q ,
Given any p-selector f (for some p-selective set), every finite set Q can be ordered by < j in time a polynomial in the sum of the lengths of the strings in Q. The following lemma is due tjo Toda 
Lemma 1 Let L be a p-selective set with p-selector f I a n d let Q c E* be a .finite set, Then, there exists a string z E Q u { I } such that Q n L = { y E Q I y < f z } a n d Q n z = { y E Q IIJ$JZ).
T h e s t r i n g z iscalled the '!pzvot string.
The following lemma is a consequence of Lemma 1. 
Proof Let L be a p-selective set such that for all X E NP, X <: L. Let h E PF: for some set A E NP. 
Now we are ready to define B, which is in NP since
A is in NP: 
Proof of' Claim Suppose that ,U' = A ( g ( z ) ) and
We have the following two cases: First, suppose that v' > v*. Since U' is a valid string, the binary search procedure will output U' instead of U * , which is a contradiction. Second, suppose that w* > d. Then 
T ( 0 2 ) .
. 
T ( O P ( n )
)
0
What, if we strengthen hypothesis A to assume that the tt-hard p-selective set is in NP? In this case, we get a n improved collapse of the polynomial hierarchy. By a result of Kadin [Kad87] , if there exists a n NP-hard tally set in P N P , then PH = PlVp, thus the theorem follows.
The question of whelhei. hypotheses A and B are equivalent is interesting only for complexity classes below P N P . As the next resuli, shows, the hypotheses are equivalent, and even equivalent to N P = P, for classes that include PNP.
Theorem 7 The follow'ng are equivalent.
(i) For all languages L E PNP, there exists a set X such that PF; PNP .
(iii) P = NI'.
Proof Toda [TodSl] showed that assertions (ii) and (iii) are equivalent. Also, it is easy to see that (iii) implies (i). Thus, we merely have t o show that (i) implies (iii) .
Assume that assertion i(i) holds. Define the partial function niin-sat so tha.
t for each 2 , min-sat(x)
is the lexicographically smallest satisfying assignment of 2 , if z is satisfiable, and m i n -s a t ( z ) is undefined otherwise. Thus, we arrive at the following formulation of our theorem. 
Consider t h e set, c o d e ( m i n -s a t ) , where code(min-sat

Proof
Let k and T be as described in the hypothesis. We will show that there exists a polynomial time algorithm GENSAT that accepts SAT. On input 2 , GENSXT generates a satisfying assignment for 2 (if one exists) by pruning the self-redncibility tree of x . Before presenting the algorithm, we describe the following essential preliminaries.
Let, prefizSAT denote the following set in NP: 
H ( x , S ) = n e z t ( z , u1) . n e z t ( z , v 2 ) . . . n e z t ( x , ujlsll)
At this point we will sketch the pruning algorithm that is at the heart of our proof. In order to explain the central idea, we will skip certain details and return to them later. To simplify this informal description, we assume that 1x1 is a power of 2 so that loglzl is an integer. Let a = kloglxl -1, and let S I = Ca.
Clearly, if z is satisfiable, then S 1 contains a prefix of a satisfying assignment of z. Observe that llSlll = \rIk/2 and that H ( z , SI) can be computed by making 1x1' nonadaptive queries to NP. Using the hypothesis, on simulating T on inputs 2 and a n encoding of a Turing machine that outputs the set Y = {z#wb I b E (0, l}, 'U E SI}, T outputs a set of strings Si, where IlS;II 5 121'//2, such that Si contains ithe characteristic vector of Y. Each string in 5'; is a candidate value of Consider the following procedure PRUNE that takes as input a finite set S and a set of strings S' such that S 5 C* and S' C {0,1, l ' }~~s~~, and outputs a finite set 5''' 5 C* such that IIS"II 5 IlS'll. Assuming that S and S' are ordered, let 73% denote the ith element of S, r.1 denote the j t h element of S', and T:
denote the ith bit of r J .
H ( x , 15'1).
begin PRUNE( S, S')
if rj @ A {T}* then begin find the smallest index C such that r% #T;
Run PRUNE(S1, Si) and let Sa be the finite set that is output. Then, llSall 5 llSill 5; n"2. We claim that Sa contains a prefix of a satisfying assignment of x , if 2 is satisfiable. To see this, assume that z is satisfiable, let H ( z , SI) = T , and note that T E Si. Let t be the smallest index such that we E S 1 is a prefix of a satisfiable assignment of z. Then, re #T, C is the least index such that re #T, and .#vi . re E prefixSAT. The procedure PRUNE places .#we. re into Sz. Thus, indeed, S2 contains a prefix of a satisfying assignment, and this prefix is one bit longer than the strings in $5'1. Since llS2ll 5 nk//2, we use the hypothesis again, this time on inputs 2 and an encoding of a Turing machine that outputs S a , and continue in this manner iteratively until we have obtained a. set of strings of length 1x1, which we then accept if and only if the final set contains a satisfying assignment.
Thus, we see that GENSAT makes iterative calls to PRUNE and then to the transducer T . At each iteration, the input to T is a description of a Turing machine M whose output is the result of the last call to PRUNE. The danger is that the ,size of the sets Si grow in size. Therefore, these machines might grow in size, and therefore, so might their descriptions. If this were so, then, even though T runs in time polynomial in the length of its input, T would1 not run in time polynomial in x . We now show that .we can control the size of the descriptions of the Turing machines that are the successive inputs to T. From this it follows that our algorithm for accepting SAT runs in polynomial time.
where p ( . ) is a polynomial and q~[ ( I z / ) denotes the running time of iid on input x . Let ( M ) denote a. description of a transducer ivI. We will use the following sequence { M i } of transducers as inputs to T . We define the sequence { M i } by induction. MO is a transducer that on input a string y, outputs the finiteset 5'1 = C", where a = kjlog IylJ-1. Now we define Mi for i >_ 1.
begin description of Mi input y;
Si := T ( y , ( M i -I ) ) ;
Si+, := PRUNE(Mi-l(y), Si); output Si + 1
end description
Of course, the finite control of Mi does not store Mi-1. Rather, as with the iiuplemeiitation of any recursive procedure, the finite control of Mi only needs to store the depth of recursion i and the calling procedure. For the latter, the finite control of Mi needs to be able to simulate the procedure PRUNE and the transducer T . Input to GENSAT is a string 2.
Claim. 2 For all i , I(n/ri)l
begin GENSAT input z;
for all strings v E S do if v is a satisfying assignment of IC t h e n ACCEPT; else R E J E C T elid GENSAT Wr claim that GENSAT runs in polynomial time ailcl tjhat GENSAT accepts z if and only if z is satisfiable. 
By substituting from Equations 1 and 2, we have It follows that r E set-T(e, ( M i ) 
