1.

Introduction
The authors have developed a FORTRAN program that can be used to calculate the solution to the homogeneous system of first order differential equations with constant coefficients as follows:* Y(t) -AY(t)
Consider Equation (1) and let Y(t) be an n-vector of differentiable functions, Y n be an n-vector of constants (initial conditions), and A be an n X n matrix with constant elements. Then the solution to Equation (1) can be written as
where 0^ is an n X n matrix known as the state transition matrix (fundamental matrix) whose entries are functions of t. For example, y^t) = y 2 (t) y,(t) = -2y 1 (t) -2y 9 (t)
is a 2 X 2 system of linear first order equations, and ^(t) is the matrix ~ e (cos t -sin t)
-2 e sm t e sin t e (cos t -sin t) / . * ! *The symbol A will be used to indicate A is a matrix and the symbol A will be used to indicate A is a column vector.
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■ TS«SKW»WS'awSS^*«B-5 »"' • ■ " "■■wwspssS^SÄ^^BSSSS Then the program output will contain (among other things) ^(t) expressed as a sum of matrices times linearly independent functions: 0 iCt) = cos t + e sin t (9) -1, The error tolerance levels are discussed in detail in Section 3.
The remainder of this report is divided into three sections. Section 2 gives a description of the problem and the techniques used to solve it. Section 3 deals exclusively with the computer program and includes a description of inputs and outputs. Finally, Section 4 gives a listing of the program. Those familiar with analytic functions of matrices can go directly to Section 3. At Bt e --»t e "-er
At Bt
Bt At e-e-^ e-e-
since matrix multiplication Is not a commutative operation. A compuAt tatlonally useful property of e-is RAR ^ At -1 e--= Re-R
At This makes it possible to easily calculate er-in some cases by transforming it into a similar matrix (e.g., normal matrices to diagonal 2 matrices ). The power series representation, while useful for numeriAt cal work, is none too helpful for writing e~ in closed form. The At following general theorem is used to decompose e-into a finite sum of n X n matrices times analytic functions in one variable.
Theorem
If f is an analytic function on a simply connected open set D of the complex plane that contains all the eigenvalues X. of an n X n matrix B and the origin, then f(B) may be written as ^ f ®-l 1 -TFTiyf-^.k w j=i k=i where n denotes the multiplicity of the j eigenvalue, s is the number of eigenvalues, and the Z. . are n X n matrices which are independent -j ,K of f and D (they depend only on the matrix 3).
Since e is analytic in the whole complex plane, setting B = At, f(x) = e yields 
If Equation (19) holds, the matrix B -XI. is singular, and, therefore, \. is a solution of the equation,
th where Det(B -XI) is an n degree polynomial called the characteristic polynomial of E. Its roots, which are just the eigenvalues of g., are also called the characteristic roots of B. The multiplicity of X, is its multiplicity as a root of Det (B -XI) . ■ J The theorem asserts that f(B) exists (the power series of Equation (17) converges) if the eigenvalues are in D and that f(B) has a representation in the form of Equation (14).
b.
The Characteristic Polynomial and Its Roots At Certainly, the first problem in writing e~ in the form of Equation (15) is to calculate the eigenvalues and determine their multiplicities. To do this the characteristic polynomial has to be calculated. If
is the characteristic polynomial, the coefficients d, are calculated using the following theorem.
■N""*" The roots of Oet(A • \l) can, at this stage, be calculated using any one of a number of different techniques. In this program the classical Newton-Raphson method is used. The roots then have to be sorted and multiplicities counted. Numerical errors can be generated almost anywhere in our program. At this stage, these errors necessitate a decision. For example, using Newton-Raphaon the equation
will have calculated roots e. ± i, e-± i where c., e 9 are small -13 (< 10 using a double precision version of an IBM root routine), but distinct real numbers. The solution to a 4 X 4 system with Equation (25) as its characteristic equation will be calculated to be of the form Frame, oj). ci£. 
To avoid this kind of problem some decision has to be made. Namely, a tolerance e is specified such that a will be set equal to b if
where a and b are roots of the characteristic polynomial.
For example, in the case previously considered, e is set to be large enough so that ,l< e (29) The program replaces e 2 by e 1 and, rather than saying that the characteristic polynomial has distinct roots e, ± i and €" ± i, claims that it has a root of e 1 ± i of multiplicity two. The program then checks to determine if the root, or its real or imaginary part, is small enough to be called zero, i.e..
a < € (30) i
If Equation (30) is satisifed, a is set equal to zero. In the example, the final output is two roots, ±i (each of multiplicity two), if e is sufficiently large.
Although an error at this stage will make the solution to the system look radically different, it will probably not change any of the usual system constants in a discontinuous manner. In fact, the solution to Equation (1) depends continuously on the eigenvalues. To see this, notice from Equation (10) that the solution depends continuously on A. Using Equation (13) it may be assumed that A is in lower triangular form Herstein, loc. cit. The matrices Z. are called the constituent matrices and, as was previously noted, are dependent only on A, not on the analytic function at which A is evaluated. Rather than launch into a general description of the technique used to calculate the constituent matrices, they will first be calculated for a particular example and the illustrated technique generalized. Suppose (34) with characteristic polynomial
which has roots \ «1 (of multiplicity two) and ^., = 2 (with multiplicity At 1 l one) . must be of the form
^-e'z^^^
(36)
Applying Theorem 1 to the analytic functions f(x) = x , g(x) = x, 2 and h(x) = x and substituting A for x, the resulting equations are 
The matrix
is invertible with inverse The Z^'s can be easily calculated from Equation (42) is an n X n matrix, the column vectors
In general, if A (43) h,l
are formed and yield the matrix equation
,r
where V is the transpose of an n X n matrix V, called the Vandermonde of Equation (1). The simplest way to calculate the entries of V is as follows. Partition V into s, n x n matrices. The k matrix will "* th be filled with entries calculated from the k eigenvalue. The entries of each of these matrices is calculated using the algorithm
As an example, suppose A has 3 eigenvalues X^ of multiplicity 3, \« of multiplicity 2, and X. with multiplicity 1, then V* is
where V is always invertible so Equation (45) can always be solved.
d. Complex Eigenvalues
In all previous examples the eigenvalues have been real. In general, the eigenvalues may be complex and the result is that X. and Z. . may in general be complex. The program developed in this report ""J-J j handles all complex computations with real computation and no FORTRAN complex declarations are made. As a result, double precision may be used to provide accurate solutions.
At If the eigenvalues are complex then the matrix er-may contain numbers and functions which are complex in form and must be combined to form a solution which contains only real numbers and real functions. The task is tedious by hand, so the program combines complex functions into a real form convenient to the user.
At
The generation of a real form for er-with complex eigenvalues is handled in the same manner as in the case of a single linear equation with constant coefficients. Namely, if \ 4 « a + iß is a characteristic root then so is X. = a The term j iß, and the two roots have the same multiplicity. (52) er-is real since A is, therefore, the complex part of Equation (52) t vanish for all t. By evaluating Equation (52) All the quantities in Equation (54) are real.
(53)
e wLHsW 8^ '^irS" ^""f"^ ^«ion <") may oe handled using only real computations. Recall that complex numbers can be changed into 2x2 matrices according to the follov rule: lowing
If z and w are complex and Z, W are their corresponding Frame, o£. cit.
TIerstein, loc. cit. matrices then 7,8
Equations (56) are sufficient to guarantee that algebraic calculations done with the matrices will agree with those done with their complex numbers. This monomorphism is extended to n X n matrices in the natural way. If Z, is a complex n X n matrix and
a 2n X 2n matrix.
Similarily, if W, C, and D are n X 1 matrices such that (58) then W = C + iD ,
-C)
Equations analogous to Equation (56) hold« matlons, Equation (59) (62) is inverted and the calculations are made as before.
The 2n X 2n matrix given in Equation (62) cannot be inverted by inverting the two n X n matrices VR and VC as can be shown by this counter-example:
The real matrix corresponding to V is . At (68) Furthermore, among all the analytic functions satisfying Equation (68) it alone satisfies
Equations (68) and (69) can be used to construct a test on the validity At of any technique purporting to calculate er-in terms of its constituent At matrices. If e-is differentiated with respect to t [Equation (15)] , Equation (70) results
(without loss of generality we can set Z.,n +1 = 0). In terms of Equation (68) are linearly independent so their coefficient must be zero for the left hand side of Equation (73) to equal the null matrix:
If \. = a + iß is complex then, using analogous notation.
(74)
Checking these equations provides a good overall check for numerical errors. The program keeps track of the maximum entry of the matrix on the left hand sides of Equations (74) and (75) (absolute value of the matrix entry) . After all calculations have been done, it prints out this maximum.
Program Description
aFlow Chart of Program
A flow chart of the program containing the computations defined in Section 2 is given in Figure 1 , All blocks in the flow chart with the exception of the last, are either self-explanatory or have already been explained. In calculating the inverse of a matrix the IBM subroutine INVERT, which employs pivotal condensation, was used. In System/360 Scientific Subroutine Package. International Business Machines, While Plains, New York, 1968.
■ :,i^e »lö«s®!SWff;''~,*»w*ws^ffifa^8gj» *»&i<<mm*mmm&mmmmms$m0ivm&^miS calculating the roots of the characteristic polynomial POLRT, another 12 IBM routine was used.
It is a 500-step Newton-Raphson method in two variables.
b. Inputs to Program
This section defines the form of the input data for the program. The fir^t four cards define the tolerance constants described in Section 2. These cards are read only once for any set of A matrices to be run. If the dimension card (LDEn) for an A matrix is zero in value, the computer run will terminate. 
c. Sample Program Output
Along with the error messages already discussed, the program will print the A matrix, its characteristic polynomial, a table of "" At characteristic roots and their multiplicities, er-expressed as a sum of constituent matrices and analytic functions, and the maximum error as determined by the method of Section 2.e.
12, Ibid.
The input data set shown in Figure 3 was used to generate the output shown in Figure 4 .
I
Program Listing
The listing given in Figure 5 is the double precision version of the EAT program.
Conclusions
Programs to calculate the state transition matrix (e-) as a linear combination of functions of time are not generally available.
At The program described in the report computes e-and should be useful to those involved in the solution of linear differential equations described by state space equations. .5000000000*00 0.
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