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Abstract
Congestion on road traffic networks is a problem. Control theory can be
applied to reduce congestion, and new technologies present more opportunities
to do this. Strategies can be centralised or decentralised, but decentralised
strategies offer advantages in terms of feasibility and scalability. We propose
two decentralised control algorithms to be applied to road networks, controlling
both vehicle routes and traffic lights. We validate these algorithms numerically
using a microscopic traffic simulator.
We introduce the current literature on vehicle routing, and intersection
control, providing an overview of each. We present a decentralised routing
methodology, by which vehicles pick their routes by minimising a cost function
based on travel time and road occupancy. We investigate the effect of tuning
the control parameter which determines the relative balance between the two
components of the cost function, and find that this is dependent on network
topology and the presence of traffic lights. We find the algorithm performs
favourably compared to the shortest path, and contrast our algorithm with
Dynamic User Assignment using Gawron’s iterative approach, showing the
proposed method has distinct advantages in specific network topologies. We
prove that in a scenario where all other vehicles are routed using only the
shortest path, only a fraction of the vehicles in the network are required to
adopt our proposed routing strategy to make a significant reduction in delays.
We present a modular decentralized traffic light controller and propose
several algorithms which harness the potential of Vehicle-to -Infrastructure
communication. We compare the performance of these algorithms with those
already found in the literature, as well as exploring the impact of network
topology on the performance of the controller. We find that our algorithms
are able to outperform other controllers, but there is a significant relationship
between network topology and algorithm performance. We then test these
algorithms in the Luxembourg network and find the improvements in travel-
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1.1 Background and Motivation
Transportation is of fundamental importance to a high functioning economy. The rapid
and efficient movement of goods and people has enabled commerce on a massive scale.
However, densely populated urban areas are plagued by transport networks which operate
below their maximum capacity due to congestion.
TomTom International, a company famous for their Global Positioning System (GPS)
devices, produce a congestion index for over 180 cities across the world [102,103]. TomTom
express congestion as the percentage difference in travel times between peak and off-peak
periods of road usage. According to TomTom’s research cities across the UK suffer from
delays due to congestion during peak periods, including Birmingham with a congestion
index of 23%, and London with a congestion index of 34%.
A report for INRIX, a transportation analytics company, in 2014 found that population
growth and increasing GDP per capita would drive up demand for road transport in the
world’s largest economies. Their findings suggest that the costs of traffic for the UK,
Germany, France and the US alone will rise 46% by the year 2030. The cumulative cost
across all 4 nations, accounting for time spent by citizens in traffic, indirect costs such as
the costs due to pollution and other direct costs such as the cost of gas, will have reached
$4.4 trillion by 2030 [18].
There are a number of factors that may contribute to congestion on a traffic network.
An obvious problem is the number of vehicles using the network [31]. A network with a
fixed capacity for vehicles will undoubtedly suffer congestion if the traffic on it exceeds
that capacity, for example during peak periods. Furthermore, if roads become congested
then the congestion will tend to spread to other roads in the network. If techniques can
be implemented to avoid congestion in the first place, or to clear congested roads faster,
then the whole network can benefit.
Solving the problem is difficult. Building new roads or widening the existing ones does
not necessarily reduce congestion, as it can encourage more people to drive their car, and
the behaviour of drivers tends to lead to inefficient use of the road network anyway. [17,26].
Governments can intervene by encouraging the use of other modes of transport, such as
buses, cycling and walking, and technology can ultimately make all of these transport
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options better and more efficient.
Taking a network perspective of the road layout, with junctions represented by nodes
and roads represented by edges, then congestion is likely to occur around any node with
a high centrality1, as these nodes are likely to appear on the shortest path for many
vehicles [122]. This creates bottleneck situations at certain points in the traffic network
and may leave other parts of the traffic network underused. If access to the nodes with
high centrality is controlled by a traffic light, then the performance of the traffic network
will further depend on whether the timing of the traffic light is optimal.
Car drivers themselves are autonomous agents who make independent decisions about
their driving actions, such as the route they take. Whilst it is possible to use historical
data and other information in order to predict traffic movements, it is not possible to plan
for the movements and positions of all drivers in advance. Where possible drivers should
be influenced to behave in a way that benefits the network as a whole, such as avoiding
these high centrality nodes.
In general, the problem is that of devising network management strategies able to
maximise (or minimise) both system and user control objectives. The system objectives
are those relating to the performance of the entire network, such as the average delay
experienced by all drivers. The user objectives are those relating to the experience of an
individual driver, such as their actual delay time.
Upon first consideration, the system objectives would seem to be aligned with those
of the user, for example from both the system perspective and the user perspective it is
advantageous for the user to leave the network as quickly as possible. However, despite
this mutual objective, the selfish nature of individual users (such as picking the fastest
route, or not wanting to wait at traffic lights) can adversely affect the system, and in
turn, make the user’s journey worse. An example of this behaviour is provided in Section
2.3.1, where we review a simple well-known case of route choice behaviour, which shows
that when users are given free choice, the decision to speed up their own journeys can
result in slower journeys for all users, including themselves. The example illustrates the
simple fact that from a system perspective there is more information available to make
the best decision, whereas for a single user their desire to improve their current situation
may actually make it worse because that decision is not made in isolation.
Below, the key objectives are listed of the network management strategies we wish to
develop in this thesis:
1. Minimise the average delay, defined as the difference between a traveller’s actual
travel time, and the minimum possible travel time they could have expected.
2. Minimise the standard deviation in delay for all travellers. This means that all
travellers experience approximately equal delays if delays are occurring.
3. Maximise predictability in travel times and delays, making journey time estimates
highly reliable. This includes daily variations during the day, such as the morning
1Centrality in this sense refers to the nodes which are on the fastest path between many other nodes,
and so are associated with high flows through them.
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and afternoon peaks due to working hours, and also weekly, monthly and yearly
variations due to the sensitivity of traffic to small changes.
These objectives are interdependent, and clearly subject to a notable trade-off. It may
be possible to create strategies that create a lower average delay but unfairly penalise cer-
tain drivers. It may also be possible to come up with very good strategies for unsaturated
traffic conditions, but that perform wildly differently under saturated traffic conditions.
Addressing these issues to alleviate some of the problems of modern transport is the
goal of the emerging research field known as Intelligent Transportation Systems (ITS) [95].
Within ITS there are many areas, some looking at specific transport solutions and others
looking at integrated transportation systems (e.g. rail, air, road).
In general, current research in ITS can be broken down into five main areas [85] :
1. Design of advanced traveller information systems (for example, equipping drivers
with real-time traffic information).
2. Development of advanced transportation management systems (such as traffic signals
and traffic operations centres).
3. Synthesis of ITS-enabled transportation pricing systems (which are primarily focused
on optimal congestion pricing).
4. Design of advanced public transportation systems (including the provision of infor-
mation such as real-time location of public transport to passengers).
5. Implementation of fully integrated intelligent transportation systems (covering areas
such as vehicle-to-infrastructure and vehicle-to-vehicle communication).
The research work presented in this thesis is aimed at developing better management
systems for road networks and therefore falls in the second area listed above. Control
theory can offer methods and techniques suitable for addressing these issues. There is
a deficit of control actions that can be directly taken on a traffic network, where much
depends on the movement and behaviour of free, indestructible agents, whose behaviour
cannot be predicted with 100% certainty. However, new technologies, such as observers for
real-time traffic speed, Vehicle-to-Infrastructure (V2I) communication and autonomous
vehicles, are improving both the ability to observe the state of the network and exert
possible control actions and so new research must take advantage of these changes in
technology and introduce methods which take advantage of them.
1.2 Aims and Hypothesis
The aim of the thesis is to explore applications of control theory to road traffic control in
the areas of vehicle routing and intersection control. Specifically, we develop new control




Road networks are multi-variate time-varying systems. The scale of road networks
makes the problem of optimisation intractable, and even where centralised control has
been implemented it must operate using heuristics or settle for suboptimal strategies.
The key hypothesis in this dissertation is that decentralised control can result in behaviour
that yields high performance with low computational and communication overheads. Such
decentralised algorithms do not require a centralised controller, scale withO(1) complexity,
and are robust to disturbance or changing demands.
1.2.1 Contribution and Deliverables of the Thesis
This thesis contributes two decentralised control frameworks aimed at reducing congestion
in road networks via the implementation of:
1. Decentralised vehicle routing
2. Decentralised intersection control
Algorithms have been developed within each of these frameworks and then extensively
tested via numerical validation across various network topologies. These algorithms have
been shown to increase the resilience of the networks to congestion when compared to a
naive alternative such as shortest path routing for fixed-cycle control. Furthermore, it
was demonstrated that network topology is a significant factor in the performance of the
algorithms. The algorithms draw from existing knowledge in the literature (explored in
Chapters 2 and 3), but the specific details of their implementation are notable for being,
as far as the authors have been able to ascertain, completely original in their approach and
validation across multiple network topologies. Notably the some of the results pertaining
to the development of intersection control algorithms in Chapters 5 and 6 in this thesis have
been published in the conference proceedings for the ’5th IEEE International Conference
on Models and Technologies for Intelligent Transportation Systems’ [9]. A significant
amount of software development has been done in order to allow the numerical validation
of these algorithms. In order to obtain the results presented in this thesis it was necessary
to extend open-source traffic modelling software with custom libraries to both test the
algorithms and present the data from simulations.
1.3 Thesis Outline
The rest of the Thesis is outlined as follows:
Chapter 2 provides a background to the problem of vehicle routing on a network. The
problem of finding a path between two points in any network is first covered, followed
by how these networks can be modelled specifically as traffic networks. We then cover
traffic assignment problems on these networks. An overview of the proposed centralised
and decentralised approaches, their advantages and their limitations is provided.
Chapter 3 provides a background to the problem of intersection control in a network.
Intersection control has been of interest since traffic lights were first introduced. The
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initial problem was to model delay to vehicles at a single intersection and attempt to
minimise it by careful selection of the controllable parameters (such as the cycle time).
Approaches have been extended in order to coordinate networks of intersections and max-
imise throughput, but they have limitations in terms of computation time and effectiveness.
These approaches are explored, and decentralised alternatives are discussed, specifically,
an overview of approaches based on the principle of work-conservation is presented, which
offer a compelling design strategy for decentralised control of intersections.
Chapter 4 covers the design and implementation of a new Decentralised Routing Al-
gorithm (DRA). Using a combination of expected travel time and local road occupancy
we explore if a simple cost function can be used for decentralised decision making, which
results in a lower mean delay to vehicles in the network. The algorithm is shown to bal-
ance loads on synthetic networks which results in a lower mean delay when the load on
the network reaches a certain threshold value when compared with vehicles routing using
only travel time.
Chapter 5 then presents the design and implementation of a new modular intersection
controller. The intersection controller is modular in the sense that algorithms can be cho-
sen independently for stage selection and stage duration. Several algorithms are developed
based on the principle of work conservation.
In Chapter 6 the intersection control algorithms described in Chapter 5 are extensively
tested in several synthetic networks. The algorithms are compared across several network
topologies and compared against a fixed-cycle control strategy and other work-conserving
controllers from the literature. We find that we are able to greatly outperform the fixed-
cycle strategy.
Chapter 7 shows the application of our intersection controller to a real-world scenario
in the city of Luxembourg. This scenario is based on the Luxembourg network with
vehicle loading which reflects real demands over a 13-hour period. The results show that
our algorithm can outperform the state-of-the-art in work-conserving controllers.




Vehicle Routing in Road
Networks: An Overview
In this chapter, we will review the literature pertaining to vehicle routing. Vehicle routing
touches on a broad range of topics, and a full review of the literature could constitute
the work of an entire thesis in itself. Here we will not regurgitate what can be found in
previous thesis on traffic networks; instead we direct the reader towards some excellent
literature reviews which the authors have come across if they are interested in reviewing all
areas of the topic [22,109]. In this literature review we touch upon the topics which have
been most influential in the design and validation of our decentralised routing algorithm.
Firstly we review the area of graph search and optimisation. Next, we review developments
in the modelling of road networks and finally study how route choice of drivers has been
modelled and classified in the literature. We summarise the state-of-the-art in some key
decentralised methods proposed in the literature, and then take a look at specific control
theoretic approaches to routing control.
2.1 Finding a Path Through a Network
The problem of routing cars on roads has presumably been around as long as cars them-
selves. In the formative years of the automobile, roads were undoubtedly less busy and
the route choices less numerous, and the rigorous application of mathematics was perhaps
unnecessary to this early problem. As the amount of traffic on roads, and indeed the
number of roads themselves, has continued to increase, vehicle routing has become a topic
of much interest in various research areas (see [104,108,123] and references therein).
Roads are clear candidates when it comes to graph representation; little abstraction
is required to envisage nodes as junctions and edges as the roads connecting them. For
this reason, whilst it was not concerned with only vehicle routing in mind, Dijkstra’s 1959
paper, which covered the topic of finding the shortest path between two nodes on a network,
is still referenced in papers on the subject [37]. In general, graphs associated with road
networks can be analysed at a Macroscopic [70] or Microscopic [78] level. Macroscopic
analysis provides properties of the roads and intersections, such as the expected flow along
a road based on the density of traffic. In macroscopic models, vehicles are aggregated
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into flows through the network. Microscopic analysis looks at individual vehicles and
requires agent-based modelling. Vehicles control their speed and route individually, and
the journeys of all vehicles can be tracked explicitly.
Dijkstra’s algorithm has remained the backbone of vehicle routing algorithms for over
half a century, however, authors have demonstrated the benefits of heuristics in speeding
up Dijkstra’s discovery. These developments aim to reduce the number of nodes that
must be searched, as well as the computation time required to complete them. These
time savings become relevant when the networks have many nodes, or when dealing with
many different search requests. The A* algorithm [51], which Hart and Nils introduced in
1968, has a specific application in graph problems with a spatial dimension, which makes
it possible to focus the search for a shortest path through the network in the direction of
the traveller’s destination.
In the same way that Hart and Nils succeeded in speeding up Dijkstra’s algorithm, so
others have succeeded in manipulating the algorithms, or the networks, in order to generate
further time savings. Bi-directional search, priority queues and contraction hierarchies are
all examples of such techniques, for which Wagner and Willhalm provide a good overview
in [108].
Such research has provided the background upon which the lowest cost path is found
through a network for a single vehicle, in which the edge weights are fixed and known.
Whilst treating networks as static can be a useful assumption in many applications,
in reality, roads are non-linear and time-varying systems and this presents problems when
using the aforementioned techniques for graph search in isolation. If the user wishes to
find the quickest route, then the edge weights need to reflect travel time on the edge as
accurately as possible. Methods for calculating this are discussed in section 2.2.
Many of the heuristics which can be used to speed up algorithms such as A* do not
take into account changes in the network over time. To address this issue Chabini and
Lan present a dynamic A* algorithm in [19] for calculating shortest paths in dynamic
networks. The algorithm is shown to give a five-fold improvement over an equivalent
dynamic Dijkstra implementation, although the authors give no figures in comparison with
the static A* algorithm. This comparison would be of interest as a static A* algorithm
would be expected to complete the search much faster but give a sub-optimal solution,
due to the time-varying nature of the graph being searched. Nevertheless, their work is a
fundamental development for routing in dynamic networks.
In light of a better understanding of traffic dynamics and faster methods for searching
graphs, researchers have attempted to find solutions to various Vehicle Routing Problems
(VRPs) for some time. A first class of problems are those that can be formulated as
a Travelling Salesman Problem (TSP), in which an agent (the salesman) attempts to
find the shortest path between a given set of cities, visiting each destination only once.
This problem has been shown to be NP-complete [80]. The same type of thinking can
be applied to problems such as routing delivery vehicles in an optimum fashion. These
problems come in many variants: Capacitated VRP (CVRP), VRP with Time Windows,
VRP with backhauls, and VRP with pickup and delivery, all of which Toth and Vigo
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(2002) provide an excellent overview of in [104].
The increasing profile of Intelligent Transportation Systems has led to new methods
for increasing the efficiency of traffic travelling on roads, and vehicle route choice is one
of them. Traditionally cars have only been able to make routing decisions based on static
network information, but more recently cars are also able to take into account up-to-
date or historical traffic data before they make their journey. The advent of autonomous
vehicles also allows for stricter route control.
There is a broad range of literature covering the analytical, empirical, and algorithmic
elements of vehicle route choice. In the following sections, we attempt to distil the key con-
cepts and papers which have shaped research in this area, and led us towards formulating
a novel decentralised routing approach.
2.2 Modelling Road Networks
In order to understand road networks, researchers developed models to describe the be-
haviour of roads at both the macroscopic and the microscopic level. Link flow models
provide descriptions of macroscopic flows, that allow for road networks to be modelled
at scale [77]. The development of microscopic models has enabled for some of the ab-
straction of macroscopic models to be discarded in favour of exact descriptions of vehicle
movement and behaviour, although this comes at a greater computational cost and so has
only become more popular as computers have become more powerful [4]. Here we expand
on some of the research generated over the last 50 years.
2.2.1 Definition of Traffic Flow
A fundamental measure in conventional traffic analysis is the computation of the traffic
flow. Traffic counting allows for many inferences about the state of a road network of
interest, and is much more useful than taking into account either the speed or occupancy
of a road individually. The time over which a traffic count is performed is an important
consideration, and hence traffic counts become a traffic flow by expressing the number of
vehicles per unit time. For road traffic, the common units are vehicles per hour (veh/h).
There are two main distinctions in traffic counting [99]. A link count is the number
of vehicles passing an observation point along a road over a given period of time. The
count can include traffic travelling in either one direction or both directions. A turning
movement count is the number of vehicles making a particular turning movement at an
intersection.
Considering only the case of link counting, at a generic point x1 of a road of length X
it is possible to define the traffic flow rate as the number of cars N(x1, T ) that pass point






The second fundamental observation is the traffic density, which is the number of cars
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per length of road. For a road of length X, with a N(X, t1) cars on it at fixed time t1, the





Traffic flow tells us how much a system is being used; if vehicles are able to travel at the
maximum speed limit, and are packed bumper to bumper, then they are at a theoretically
optimal flow rate. However, in reality, the closer vehicles are to each other, the higher the
likelihood that cars will slow down and phantom jams will be created [78]. The relationship
between vehicle density and flow rate is frequently studied in road dynamics.
2.2.2 Link Flow Models
A link flow model is a building block for macroscopic models. The objective of link
flow models is to describe the relationship between vehicle density, traffic flow, and traffic
speed. It is trivial to show that flow = density× speed, but where only flows or densities
are known it is desirable to directly calculate the other values. Models take as input one
of these values (usually traffic density) and return the missing values. From a routing
standpoint, for a given demand and entry time to a road, the link flow model tells us the
expected exit time of a vehicle. This allows for extension to describing time-varying models
of roads. If we can measure the starting vehicle density on all roads, we can estimate flow
between the roads over time and as such changes in the expected vehicles speed on each
road over time.
This is useful, for example, if we wish to find the travel time to traverse several con-
nected roads and have knowledge of the expected traffic density on each link. We can
estimate the total travel time along each link using link flow model, and use the exit time
of the previous link to model the state of the next link when a vehicle is about to enter it.
A variety of macroscopic models have been developed, such as exit functions [75],
hydrodynamic models, [70], the Cell Transmission Model (CTM) [27], and bottlenecks
models [107].
Link flow models are typically based on the following set of assumptions, which describe
the expected behaviour of road traffic:
• First-In-First-Out (FIFO) means that a vehicle which enters a link after another
vehicle cannot leave the link before it. In some real-world scenarios this is not true
(i.e. overtaking), but in general, it is a fair assumption (e.g. in single lane urban
networks). More importantly, FIFO also implies that no vehicle can exit a link
earlier by entering it later. FIFO is often a required assumption in many of the
models.
• Causality implies that the travel time of a user entering a link at time t solely




• Conservation of Flow implies that the flow on a link must be the difference
between cumulative inflows and outflows of that link over time.
• Non-negativity of Flows and Travel Times asserts that travel time and flow
functions are positive.
These assumptions provide a framework for constructing feasible models and also as-
serting where models may break-down. We now present some macroscopic link flow models
from the literature in more detail.
Hydrodynamic Models
The relationship between traffic density, vehicle speed, and vehicle flow has been exten-
sively covered since Lighthill, Whitham and Richards (LWR) proposed their models relat-
ing these properties [70, 86], and authors such as Nagel and Schreckenberg demonstrated
their validity [78]. Such relationships can also be shown empirically [50].
Such models describe the decrease in flow observed when the density of vehicles goes
above the capacity of a road. In free-flow conditions, the flow along a road will increase
linearly with the traffic density, as the number of vehicles moving at the maximum road
speeds increases. Eventually, the vehicle density goes above the capacity of the road, and
the velocity of all vehicles drops. In this congested state the drop in velocity reduces the
flow of vehicles. This behaviour leads to a wave equation describing the propagation of a
“congestion” wave along a road, against the flow of traffic. It describes many real-world
phenomena, although it also predicts abrupt changes in vehicle speed which, thankfully,
we do not observe in real-life. Kerner extended this model with a theory of 3-phase traffic
flow, which includes the synchronization of traffic moving at slow speeds, described by
Kerner as a wide moving jam [62]. We will not go into Kerner’s model in detail, as it





Figure 2.1: A possible relationship between q and ρ. Whilst this relationship is not
realistic (noting that flow eventually becomes zero), it demonstrates the fact that flow is
non-monotonic in relation to density.
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where q, v and ρ are differentiable functions representing flow, traffic speed, and traffic
density at time t and at the point x. Also,
q = f(ρ), (2.4)











The solution to this implies that changes in the speed and density of vehicles propagate
along a stream of cars as a shock wave. It describes many real-world phenomena, although
it also predicts abrupt changes in vehicle speed which, thankfully, we do not observe in
real-life.
Whilst the LWR model is not directly solvable, a widely used approach to applying it
is the Cell Transmission Model (CTM) first suggested by Daganzo [27]. Daganzo’s scheme
is a discrete analogue to the LWR model of link behaviour, where freeways are divided into
small cells, and difference equations are calculated at the boundaries between the cells.
Link Performance Functions
A link performance function, such as that proposed by the U.S. Beareau of Public Roads
(BPR), describes travel time directly as a function of the amount of flow already on a link.
The function put forward by the BPR can be useful for estimating travel times on links
and therefore evaluating the effect of distributing flows on a road network. The equation










where t(x) is the resultant travel time for a road with free-flow travel time t0, a constant
flow capacity c, and a current flow x. α and β are parameters to be tuned to reflect the
road being modelled.
Bottleneck Models
Congestion is formed in the network either on the links or at the nodes. Such a distinc-
tion can be described as the difference between flow congestion , which is caused by
overloading the links in the network and causing traffic to move slowly, and bottleneck
congestion which is caused by a sudden drop in capacity (such as when vehicles reach
an intersection) on a free-flowing road. Vickrey [107] provided the first description of
such a model. In combination with the FIFO principle, it usefully describes the effect of
departure time on a journey, where users must either accept delays due to being at the
back of a long queue, or else leave at unfavourable times, and arrive early, to avoid delays.
Car Following Models
In contrast to the methods mentioned previously, car following models take a micro-
scopic view of roads. These models are a form of agent-based simulation and are based
on the interaction of vehicles at an individual level. A simple explanation of car following
behaviour is that all vehicles maintain a certain distance from the next vehicles ahead,
and will decelerate or accelerate up to the preferred maximum speed in order to maintain
that distance [44,65]. Usually, this is implemented with some sort of delay to reflect driver
reaction time, and additional attributes can be introduced in order to add realism to
these models, such as behaviour at intersections, lane-changing, aggressiveness and brak-
ing behaviour [67]. Microsimulation is more computationally intensive than equivalent
macroscopic simulation, but increases in computing power have aided in its prevalence
for model validation. Various approaches can be found in the literature, although Gipp’s
model [44] is considered a seminal and reliable approach [61].
2.3 Traffic Assignment Theory
In order to optimise the structure of a road network designers need to understand the
maximum flows that it needs to tolerate. Given the layout and demographics of an urban
area, for example, the location of residential and business districts, trip distribution models
provide estimates for the likely demands on the road network [84]. Road designers can
use these demands to calculate the expected flows by understanding how drivers will pick
their routes through the network. Traffic assignment theory studies how drivers pick their
routes, based on the notion that they want to minimise some cost to themselves (usually
their travel time through the network).
Traffic assignment, therefore, allows road designers to answer questions such as:
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• What routes will drivers end up taking?
• What are the expected travel times?
• What are the resultant flows through the network?
• How will the network cope with congestion?
The models discussed in the previous section relate the demand on a road to its travel
time. As we showed with the work of Lighthill-Witham and Richards, the capacity of the
roads, in terms of maximum flow, follows a non-linear relationship with traffic density.
High traffic density may result in slow speeds on the shortest route, and thus as the
demand increases drivers may change their plans accordingly. This results in drivers
taking alternative routes or departing at different times.
In this section, we discuss the evolution of solutions to the traffic assignment prob-
lem. There are two main distinctions between solutions, whether they are system or user
optimal, and whether the approaches are static or dynamic (time-varying).
2.3.1 Static Traffic Assignment
A starting point for Static Traffic Assignment is Dijkstra’s algorithm [37]. A vehicle picks
the route with the shortest length, or the fastest travel time according to the maximum
speed limit on each road. This is an all-or-nothing approach. Such an approach is
myopic and has a high probability of certain edges being overused, with better paths
available to users because, although they are longer, they are less congested.
In his seminal work, Wardrop presented two principles which have become fundamental
to traffic assignment algorithms [113]. Wardrop’s first principle is the case where no driver
can unilaterally reduce his/her travel costs by shifting to another route. This defines the
User Equilibrium (UE) condition, where all drivers have had the opportunity to pick
the route that will best serve them, accounting also for the behaviour of other drivers.
Any other route would give an equal or greater travel time. The UE condition does not
necessarily lead to a System Optimal (SO) assignment. SO assignment is Wardrop’s
second principle that drivers cooperate with one another in order to minimise total system
travel time. This means that, given the total demand on the network, the sum of all
drivers travel times is at a global minimum.
Static User Equilibrium
The Static User Equilibrium (SUE) is the solution to the UE problem when traffic

























where ta is the average travel time for a vehicle on link a, xa is the volume of traffic on
link a, fkod is the number of vehicles on path k between the origin o and destination d, qod
is the trip rate between them, and δarod is given by,
δarod =
{




The Static System Optimal (SSO) solution is the SO equivalent to the SUE. Traffic
flow is considered constant, and the SSO is found by solving the following minimisation








fkod = qod ∀ o, d
fkod ≥ 0 ∀ k, o, d
It is worth noting that if the effects of congestion are eliminated, the SSO and SUE
solutions are equivalent and stable. In general, the effect of congestion is to ensure that the
SSO is not stable when considering driver behaviour, and drivers will pick routes according
to the SUE.
A Simple Example to Demonstrate the Differences Between SUE and SSO
Solutions
Here it is worth providing a common example to demonstrate the SSO and SUE solutions
in a small network, which is shown in Figure 2.2. This example is commonly used to
demonstrate Braess’ paradox [17], which is explained below.
In our network (Figure 2.2a) there is a single origin and a single destination for all
traffic. Links 1-4 are 1000m long, with a flow capacity of 250 vehicles. Link 5 is 500m
long with a flow capacity of 500 vehicles. We imagine a total flow of 500 vehicles between
the origin and destination. There are 5 directional links in the network. Links 1 and 3 are
“slow” links, with a 30 m/s speed limit, and links 2, 4 and 5 are faster links with a 60 m/s
speed limit. We model the travel time of each link using the BPR function introduced
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Table 2.1: Values for flow and travel time along each route in our SUE and SSO example.
Route 1 & 2 Route 3 Total Travel Time
Flow Travel Time Flow Travel Time
SSO 213 57 74 50.4 27998
SUE 154.2 60 191.6 60 29969
2 Routes Only 250 57.5 N/A N/A 28747
previously so that as the flow on a link increases, and goes above that link’s capacity, the
travel time on that link increases.
There are 3 routes that can be followed between the origin and destination (see Figures
2.2b to 2.2d). Routes 1 and 2 are identical in length and travel time and involve taking
one fast link and one slow link. Route 3 involves taking the 3 fast links.
Figure 2.2e shows the total travel time in the system, which is the objective function
to be minimised when calculating the SSO, against the flow through routes 1 and 2 (as
the total flow is 500 vehicles, knowing the flow in routes 1 and 2 fixes the flow through
route 3). The white ‘x’ marks the location of the SSO solution, and the white ‘o’ marks
the location of the SUE.
Table 2.1 details the flow along each route, the travel time for each route, and the
total travel time for all vehicles. In the SUE solution, we note that the travel time on all
routes has become equal, and there is no incentive for any vehicles to change its route.
In contrast, in the SSO solution route 3 is significantly faster than route 1 or 2, however,
both route 1 and 2 are faster than in the SUE solution.
A novelty of this example, known as Braess’ Paradox is that if we remove link 5,
leaving only two possible routes, then the solution is still better than the SUE when all 3
routes are available. The total travel time in this instance is indicated by the red ‘o’ in
Figure 2.2e. This is counter-intuitive to the notion that more road capacity would mean
a reduction in congestion.
This example serves to demonstrate the differences in the SUE and SSO, and further-
more to demonstrate the possible inefficiencies in SUE solutions. Even if the SSO seems
inherently unfair, the overall result can still be to the benefit of all road users.
Balancing User Equilibrium and System Optimum Solutions
An extension of the traffic assignment problem is the balancing the user desire for taking
the fastest route, with the impact that this has on the system as a whole. In taking the
’fastest route’, drivers inadvertently slow down the network as a whole. Whilst the ratio
of the UE to the SO can be shown to be bounded in certain instances [90], it is not known
whether the change in travel time for any given driver is bounded, when comparing the
UE and SO solution. Hence the SO gives no guarantees of fairness. In order to balance
this Jahn et al proposed a Constrained System Optimal (CSO) problem [57], which
proposed alternative routes with bounds on fairness between routes allocated to drivers.
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(a) A road network with 3 routes (b) Route 1
(c) Route 2 (d) Route 3
0 100 200 300 400 500
















(e) Combined travel time for all drivers for a given flow
split between routes 1, 2, and 3.
Figure 2.2: Example network demonstrating differences between SSO and SUE solutions.
An example directional network is given, with 3 possible routes between the single origin
and destination. The roads have differing speeds and capacities. A total flow of 500
vehicles must be split across the routes. The combined travel time for all vehicles, as the
flow varies on routes 1 and 2, is shown on 2.2e for the SSO solution (white ‘x’) and SUE
(white ‘o’). The SSO and SUE with route 3 removed is also marked on 2.2e (red ‘o’). The
exact values of flow and travel time are not particularly important, only the observation
that the SSO sits at a global optimum, the SUE sits somewhere off of this optimum.
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The formulation for this problem is similar to that for calculating the SSO, however, the
set of feasible paths is restricted to those which fall within a tolerance factor of the “normal
path length”, which is the path length (or travel time) the driver might have expected
when taking the shortest path. Thus the CSO provides the bounds on fairness lacking in
an SSO solution.
2.3.2 Dynamic Traffic Assignment
Dynamic Traffic Assignment (DTA) (or Dynamic User Assignment (DUA))
extends the traffic assignment problem to dynamic networks. Specifically, road networks
are considered time-varying, and the relationship between traffic density and speed leads
to non-linear relationships. Whilst there is no definitive method for DTA, there are many
attempts in the literature to tackle the problem in a manner which is computationally
efficient, scalable, and by some measure “optimal”. DTA research can be grouped into
three main approaches: optimal control, variational inequality and simulation-based for-
mulations [123].
Methods proposed in the literature for DTA can be further classified as either path-
based or splitting-rate methods.
A path-based model computes a limited set of paths between each origin-destination
pair, computed at some time t which would be the interval between success path calcu-
lations. Vehicles then take the calculated paths with some probability related to their
calculated cost (or travel time). New paths are calculated at the next interval t + 1.
Path-based algorithms are dependent upon an algorithm which computes a number of
possible paths, for which appropriate algorithms are available and are also an area of
active research [120,121].
Splitting-rate models define turning proportions to each node in the network, specific
to the destination. This splitting rate is typically defined as fm(d, t) where fm ∈ [0, 1] is
the proportion of flow destined for node d, that uses the movement m.
Splitting rate models provide a much clearer basis for en route decision making, such
as taking an alternative path. They also have lower memory requirements as they can
describe any path on the network without storing it explicitly. However splitting rates can
lead to loops, and as a splitting rate does not explicitly define a path, the travel time to
the destination can only be calculated as an average from the end of the current link.
Both splitting rate models and path based models can be used to determine a UE or
SO in a dynamic system. These are known as the Dynamic User Equilibrium (DUE)
and Dynamic System Optimal (DSO) respectively.
Dynamic User Equilibrium
In the area of DUE, Gawron presented an early simulation and path-based approach [41].
A route is assigned to each vehicle using a shortest path calculation; the assigned routes
are then inserted into a micro simulator, and the resulting traffic conditions of each edge
are recorded. A portion of the vehicles are allowed to adjust their routes in order to
avoid the congested sections of the network if it will improve their projected travel time.
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This process is iterated so that the solution converges to a local optimum (as a rule of
thumb, convergence is expected in around 50 iterations). Mahut presents a splitting-rate
alternative to Gawron’s path-based model [73], with a focus on finding the DUE with a
reasonable error in the shortest period of time. This iterative simulation approach is also
suited to genetic algorithm methods, such as those used by Sadek et al [91]. A logit model
can also be used to ascribe path choice probabilistically [58].
Path-based models can have the problem that alternate routes overlap for significant
portions of their length, and therefore the sections which overlap are overrepresented in
the route choice probabilities. This is noted in [15], and a path-based model is presented
which addresses this problem.
Dynamic System Optimum (DSO)
The DSO problem has also been addressed in the literature. The key insight to finding the
DSO is that moving any vehicle to another edge should result in a total increase in travel
time to all vehicles on that edge equal to the decrease in travel time to the vehicles on the
edge it was previously planning to occupy. This does not negate the large computational
complexity required to solve such a problem.
The assumption that all vehicles in a network are heading towards a single destination
has proved useful in simplifying the DSO problem and has some applicability to consid-
ering traffic dominated by commuters to one particular area of a network. Merchent and
Nemhauser [75] proposed an early discrete time macroscopic model for solving the DSO,
for the single-destination problem. The formulation is non-linear and non-convex, but with
certain assumptions, a global optimum can be calculated using the simplex algorithm.
Decentralised alternatives have also been proposed in the literature, with some promis-
ing results. Lim and Rus proposed a path-based algorithm for calculating DSO [71]. Tak-
ing flows on paths as the sum of probabilities that a vehicle will take a route with that
road, the cost to vehicles on that route is calculated. The marginal cost is calculated as
the total increase in travel time for all vehicles on a path for a small increase in the flow
on that path. Vehicle path probabilities are varied until the marginal cost is equal for all
paths. Vehicles communicate with each other to exchange information on their path prob-
abilities, and a distributed control law is synthesised. This work was applied to 100 taxi
journeys on a road network in Singapore and the results demonstrated a 15% reduction
in journey times [8]. It should be noted that this work is path-based, and therefore takes
a high-level macroscopic view of the road dynamics. Whilst it produces a DSO in terms
of the paths, it is not necessarily a DSO in the network sense.
Optimal Control Formulations for Dynamic System Optimal Routing
A framework for the control theoretic dynamic macroscopic modelling of traffic phenomena
on multi-destination road networks with time-varying (but non-elastic1) demands, with
1Elasticity in this sense indicates that demand on the network is not related to the state of the network




application to vehicle routing, was presented by Papageorgiou [81].
The model combines a model of the nodes, which vehicles are routed between, with a
model of the links, for which flow equations can be used as defined earlier. The key control
variables are the splitting rates for vehicles on each route at each node. See Appendix A
for further details.
A general framework for the model is to consider x as the state vector of the road
network (we will define later what the elements of the state vector represent). The model
is expressed by the general equation,
x(k + 1) = f [x(k), β(k),D(k)], k = 0, ...,K − 1, (2.10)
where x(k) is the state vector at time step k, D(k) is a matrix representing the demand
on the network, and β is the vector of independent splitting rates.
The performance index is expressed generally as,
J = θ[x(K)] +
K−1∑
k=0
φ[x(k), β(k),D(k), k], (2.11)
where θ and φ are functions to be chosen as explained below.
The performance index is to be minimised with respect to some observable metric of
the system. As an example Papageorgiou considers the minimisation of travel time in the
network, taking, as a heuristic, that minimising travel time means minimising a disutility









where T is the sample time, and ∆m is the length of link m, and ρm is the traffic density
on link m. The problem can be solved by numerical methods for optimal control.
Kachroo developed Papageorgiou’s work and proposed a system optimal DTA con-
troller making use of a nonlinear H∞ feedback control approach [60], which is known to
be robust in the presence of system noise as it will minimise the maximum disturbance
to the system. The control approach required simplifications to be made to the model, so
that time-invariance could be assumed, due to dependence on a stationary solution to the
Hamiltonian. We do not go in the minimax or Hamiltonian solutions here.
Kachroo proposed two formulations for modelling the continuous system: (i) a link-
based model or (ii) a route based model [60], further details of which can be found in
Appendix A. The big drawback of Kachroo’s approach is that for realistic large networks
there is a requirement for development of solvers for the Hamiltonian and for excellent
estimation of the demand matrix (D(k)). We are not aware of further development for
this method in a realistic scenario.
More recently Ma et. al. [72] applied optimal control to the continuous-time DSO
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for single-destination traffic networks with queue spillbacks. The major drawback with
these formulations is the computational complexity and time required to calculate the
solution, or else the required simplification of the scenarios either in terms of the model
(i.e. macroscopic over microscopic) or scenario (single-origin/single-destination over multi-
origin/multi-destination).
2.3.3 Sub-Optimal Approaches to Dynamic Traffic Assignment
The difficulties of calculating real-time DUE and DSO solutions have led to research in
more heuristic approaches. Despite being sub-optimal, these heuristics can lead to good
results, and their faster or decentralised computation makes them more realistic candidates
for implementation in a real road network. We briefly summarise below some of the main
approaches.
Cooperative Intersection Management is an approach whereby the individual
intersections are agents who act individually or coordinate with other intersections to
direct traffic in an optimal manner. The intersections may act as intermediaries for a
central controller, communicate sideways (with other intersections), or only communicate
with the vehicles themselves. Wang et al propose such a method of vehicle routing in
[111], which they call Multiagent system based Next-Turn Rerouting (MNTR). Their main
hypothesis is that current routing strategies are “reactive” and therefore unable to make
decisions based on future traffic conditions. Therefore a strategy is proposed to tackle
unexpected congestion events such as lane blockages and accidents. When such an event
occurs a central controller signals the intersection controllers of the edge in question to
begin rerouting vehicles. The intersection controller does this by calculating an optimum
next turn for the next vehicle in its “queue”, using a weighted cost function based on
geographic closeness, travel time and traffic load. Once the vehicle has been diverted
away from the affected edge it calculates a new route based on current travel times.
Perronnet et. al. also use intersection controllers to solve the problem of intersection
gridlock, whereby every vehicle is waiting for another vehicle to move before it can leave
an intersection [83]. The method is highly centralised, as it relies on a central controller
to coordinate between intersections to determine which car should be given right of way.
Using the same principle as in [111], the vehicles then calculate their own routes using the
A* algorithm, however, the authors perform a comparison of factors which can be used to
calculate the edge weights.
A comparison of the effect of edge weights can also be found in work by Bazan et.
al. on the management of driverless pod cars [11]. The proposed routing of the pod
cars is done using updated travel times, however, the author’s main contribution is in
comparing centralised and decentralised schemes for updating edge weights, both with
and without Vehicle-to-Vehicle (V2V) communication. Similar research has been done
using edge weights based on both historical and stochastic factors using travel time [7]
and traffic densities [115].
Kerner’s work on traffic physics [63, 64] relates the probability of traffic breakdown,
another term of unbounded queue growth and congestion. Kerner related traffic break-
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down probability to link inflow rate and the duration of a red phase at a set of traffic
lights. Based on the principle of traffic breakdown probability, Guo et. al. proposed
a distributed method of minimising this probability across a road network [47, 48]. The
approach increases the robustness of the network in the presence of heavy traffic loads,
which in turn reduces travel times by reducing the chances of congestion in the network.
Ant Inspired Routing takes its inspiration from the way in which ants leave pheromone
trails which other ants follow. The strength of these trails fades over time, hence ’fresh’
routes are more attractive than ’stale’ ones [34]. Ant-based optimisation has been used
previously in delivery problems, but several modified approaches have been proposed in
order to utilise the method for avoiding congestion. In both [23] and [29] the authors
stipulate that vehicles could be routed in a manner that anticipates and mitigates traffic
jams. Rather than using artificial “pheromone” trails as a way to attract vehicles, the
authors agree that they can be used in order to repel vehicles away from roads which were
recently used.
Whilst the authors of both papers use the ant methodology, their implementation
differs in several important ways. Claes et. al. [23] use two types of virtual ant to aid in
vehicle routing. The first type of ants are exploration ants, which explore possible routes
in the network, attempting to detect intersections which will possibly become congested.
Once a route is chosen, an intention ant communicates this route to all the intersection
controllers the vehicle will pass through, so that they can update the data they provide
to the exploration ants of other vehicles. The authors highlight that the intersection
controllers use learning algorithms to develop the relationship between intention ants and
the likelihood of congestion. Dallmeyer et. al. on the other hand use a weighted cost
function for each edge, which is calculated based on the strength of the pheromone trails
and the traffic density on the edge. The coefficients of the cost function must be tuned
in order to attain the appropriate response from vehicles, as a poorly tuned cost function
does not result in the vehicle behaviour the authors are trying to achieve. Using these
updated edge weights the route is then calculated using the A* algorithm. Hasan et.
al. explore route guidance based on real-time congestion information available through
social media, which whilst not explicitly an ant-based algorithm, does assume disutility
associated with some roads being above their optimum capacity in order to redistribute
traffic [52].
An alternative to reducing travel time is to focus on the reliability of estimated travel
times. Bell developed such an algorithm [13], by developing on the work of Spiess and
Florian [96]. This method combines elements of path-based and splitting rate methods,
building ’hyper-paths’ through the network with turning rates based on how likely the
driver is to encounter congestion if they turn down a particular road. These hyperpaths
not only provide vehicles with alternative routes but also ensure they take the route with
the highest probability of an uncongested alternative being available. This method was
further developed to allow for time-varying delays and travel times [14], thanks to previous
work on a time-dependent A* algorithm [19].
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2.4 Validation Methodology and Performance Metrics
The majority of DUE and DSO methods use macroscopic models, with few demonstrating
the use of microscopic simulation to verify the performance of the algorithm [52,60,71,81].
These models are often required in order to abstract away some of the complexities and
reduce vehicles to flows between points in the network. In the case of the sub-optimal ap-
proaches, it is common to find validation via microsimulation [23,29,112]. Microsimulation
is done using pre-built simulators. Simulators found in the literature include Simulation
of Urban Mobility (SUMO) [111,112] and MAINSIM [29].
In [112] the authors attempt to review the state-of-the-art in routing literature and test
the algorithms in controlled conditions. The authors state that a problem with the current
literature is a lack of standardised testing using comparable metrics and that this limits
the scope of the reader to compare available algorithms. The authors propose testing the
algorithms using real roadmaps and real traffic data.
The authors compared four algorithms, static and dynamic versions of Dijkstra’s al-
gorithm, and static and dynamic versions of the A* algorithm.
The network was taken from the TAPASCologne project [105], which exported the
road layout of TAPASCologne into a format that can be run in SUMO. The project also
performed DUA for an extensive set of real traffic data and has made a two hour period of
vehicle routes spanning 6-8 AM publicly available. The authors broke the network down
into 3 areas: (city) centre, suburban, and remote. They then sampled journeys at various
scales (2, 4, 6, 8, and 10km - measured by Euclidean distance). The authors compared
the algorithms both in terms of driver experience and computational efficiency.
The metrics proposed by the authors are travel time, travel distance, travel time vari-
ability, computation time, data storage, and implementation cost. Travel time variability
is calculated as the ratio between the standard deviation and the average travel time for
each edge over the course of the simulation, the travel time variability of a route is then
the sum of the travel time variability of each edge it consists of; the purpose of the metric
to measure route reliability.
The authors identify A* having a higher computational efficiency thank Dijkstra, in
both static and dynamic cases, and that dynamic routing provides travel time savings
over the static methods. However, Shen et. al. also state that the benefits of dynamic A*
increase greatly with the trip distance. The authors suggest a threshold of 4-6 km as to
where the benefits outweigh the costs of implementing dynamic methods.
Scale and location were shown to have a similar effect on the travel time variability,
however, there was no obvious difference between the 4 algorithms, and so the metric was
not considered successful by the authors.
Network structure may have an effect on the performance of a routing algorithm, as
variation in network structure will determine properties such as the mean degree of nodes
and the connectivity of the network. Braess’ Paradox highlights the effects of network
structure on the onset of congestion.
In the majority of cases algorithms presented in the literature are tested on contrived
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grid networks [14, 29, 58, 71, 83, 111]. Only in a limited number of instances are they
validated on real road networks, and a few cases where testing is done on real networks
exclusively [8, 23].
In the grid networks it is not explored what the effect of properties such as the length
of all the elements has on the network, however, Perronnet et. al. acknowledge that they
use deliberately short links in their simulations in order to encourage congestion in the
links.
Traffic load and trip distribution could also be an influencing factor in terms of routing
algorithm performance. In cases of real road networks where data is available, authors
such as Wang [110] and Lim [71] have used actually recorded traffic demand for highly
realistic traffic loads.
Where data is not available or the network has been contrived, trips are generated
according to some model. Perronnet et. al. use additional nodes connected to the edges
of the network to act as car origin and destinations, they then generated cars by varying
between a low and high car generation rate2, and varying between homogeneous and non-
homogeneous trip distribution. In contrast Wang et. al. state that they generate traffic
demand uniformly on their synthetic networks, but fail to show if exactly what they mean
by this (e.g. a constant car generation rate, or a homogeneous trip distribution).
Dallmeyer et. al. use random Origin-Destination (O-D) pairs in their grid network, an
approach which would encourage non-homogeneous traffic loading. Once the network has
’settled’, they then use the novel strategy of holding the number of vehicles in the network
at a constant level, only generating a new vehicle when one reaches its destination. This
approach is inherently unrealistic, but the authors vary the number of vehicles in the
network, and so are able to demonstrate the performance under different traffic loads.
Travel time is the most frequently used metric in the literature. This is usually mea-
sured as a mean or total for all journeys [7,8,11,23,29,71,111,115], although in [112] the
authors do a good job of only comparing journeys of a similar distance. Wang et. al.
also use travel distance as an indicator of financial cost to the user, equating distance
travelled with fuel used.
In contrast, Perronnet et. al. only use the number of vehicles in the network to
compare between the routing strategies tested in their paper.
2.5 Discussion
Research into cooperative traffic routing has had several major inputs in the last few years.
Many of the authors have demonstrated promising methodologies and demonstrated a so-
phisticated understanding of both the dynamics of road networks and the computational
hurdles that need to be overcome. In particular, those papers which encourage the pre-
diction and mitigation of congestion [23,29,111] are extremely promising.
2Car generation rate refers to the number of cars entering the network at each time step
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However, it is almost impossible to compare the relative performance of these algo-
rithms from the results reported in each individual paper as different metrics are typically
used for their validation. Within the literature there is a lack of consensus about what per-
formance means; travel time, travel distance, system stability and environmental cost are
all cited as factors which can be improved upon over the current situation, but many au-
thors fail to provide a definitive value on their work. A definitive set of network tests, traffic
loads and metrics would greatly improve the field. This would also enable researchers to





Intersection Control: An Overview
In this chapter, we review the literature on the subject of intersection control. Firstly
we establish terminology for describing the topology of an intersection. We then cover
intersection control strategies and distinguish between the main classifications of strategy.
We contrast the state-of-the-art in centralises traffic responsive methods which promising
decentralised approaches, which may offer the benefits of reducing congestion, but in a
manner which makes them much more scalable and robust.
Traffic light controlled intersections are a fundamental aspect of modern road networks.
The control system is responsible for managing the crossing or merging of conflicting traffic
streams, and in urban areas, the performance of an intersection has a measurable effect
on congestion in the network as a whole. Electric traffic signals can be traced back to
1914 [42]. As explained in The Traffic Control Systems Handbook [45], since 1952 cities
have increasingly relied on computer-aided signal control. The introduction of detectors
into road infrastructure enabled both the actuation of traffic lights and also the collection
of data to develop better timings.
The performance of traffic lights at a network level has always been limited by available
computing power and the models being used. As both of these have improved over time,
increasingly sophisticated methods have been developed.
3.1 Terminology Describing an Intersection
The development of signalised intersections has led to some generally accepted formal
terminology, however, there are some differences between sources. Here we clarify some
terminology we will be using, which can be found in other literature on the subject [106].
We imagine any intersection as having a number of input links (roads for vehicles to
enter the intersection) and a number of output links (roads for vehicles to leave the
intersection). A stop line marks the end of an input link. The maximum flow rate of
vehicles crossing the stop line of an input link is termed the saturation rate .
A phase is a movement from an input link to an output link, made by crossing the
stop line. A queue is a queue of vehicles; the vehicles may all belong to the same phase or
may belong a mix of phases with the same input link. A set of simultaneously permitted
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phases is termed a stage . This topology is visualised in Figure 3.1.
The cycle-time is the time it takes for the intersection to go through every stage in
a fixed-cycle program. The green time is the length of time that the light is green for
a phase, and the red time is the length of time that the light is red for a phase. Loss
is time spent with no vehicles moving, primarily due to amber stages of the traffic lights.
The green split is the proportion of green time allocated to each stage in a cycle.
When networks of intersections are considered we may also consider the offset between
traffic lights, which is the delay between green lights for a downstream and upstream link.
We consider a network to be under-saturated if all the queues in the network only grow
during a red light. When queues grow during their green phase then we can say that the
network is over-saturated .
Clever design of the offsets allows for vehicles to experience a green-wave in under-
saturated traffic conditions, which is a continuous set of green lights across adjacent in-
tersections. In saturated conditions, the most efficient approach is store-and-forward ,
where queues in downstream links are given a green light before the upstream queues, in
order to create space for new vehicles.
3.2 Intersection Control
Control theory, in the realm of intersection control, relates to selecting the stage and the
stage duration at any particular time step, in order to minimise or maximise some objective
function [55]. There is no clear consensus on the objective function that should be selected,
delay at an intersection is an obvious candidate, but it could also be to maximise the flow
along a road, reduce the travel time through a network, or minimise vehicle emissions. In
a review of the roles of traffic detection, optimisation objective and control feedback it was
found that the key state variables are queue lengths and mean arrival rates, rather than
delay [54]. These findings are backed up by the performance of control schemes which
work well in saturated networks [2, 3, 32]. The use of delay equations to optimise traffic
seems to have stagnated somewhat, with limited work having been done to develop the
accuracy and range of application of queuing models, and develop new models [100].
3.2.1 Existing Approaches to Signal Timings at Intersections
The solution space can be divided into approaches which are either fixed-time (or fixed-
cycle) or traffic-responsive , and are either isolated or coordinated . Furthermore
a solution can be stage-based (stages have a pre-determined order) or phase-based
(stages can be implemented in any order) [82]. We briefly describe the key features of
these approaches.
The simplest approach to traffic lights is the fixed-cycle. Stages are activated for
a fixed period of time in predetermined order. A fixed-cycle scheme can take different
approaches to try and improve performance. For example, in under-saturated conditions,
the neighbouring intersections are offset so that the green light of the next intersection









(a) A phase is a movement from an input link to an output link
A Stage
(b) A stage is a combination of compatible phases
Figure 3.1: A typical 4-way intersection with 4 input-links, 4 output-links
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them. In a saturated network, a negative offset is used, so that the green light at the next
intersection is given early in order to clear traffic and make space for the next set of cars,
thus avoiding the propagation of congestion when vehicles have a green light but nowhere
to go.
Fixed-cycles must be chosen in advance, using predictions of demand and some model
of traffic behaviour. Their design can be based on centralised or decentralised optimisation,
but it will always be done offline. This is likely to lead to be a suboptimal solution [6].
A traffic-responsive strategy is calculated online [88]. It may be similar to the fixed-
cycle, in that some timings have been calculated in advance, however real-time measure-
ments of the traffic state are taken and adjustments made to the green split, cycle length,
and/or offsets. The goal is optimisation in real-time, and the optimisation function will
depend on the strategy being implemented.
If the strategy is isolated, then it attempts to optimise the signal timings for a single
intersection [5]. In contrast, a coordinated strategy groups intersections together into a
single model [89], and must find an optimal solution for the network as a whole.
If the strategy is stage-based then it determines the optimal green split and cycle-time
for a pre-specified program, however, if the strategy is phase-based then it additionally
determines the optimal order of the stages [55].
3.2.2 Isolated Fixed-Cycle Approaches
Isolated fixed-cycle strategies are those which aim at controlling a single intersection using
predetermined signal settings. An early optimisation objective was to minimise vehicle
delays at an intersection. Webster’s formula [69, 114] provided a method to estimate the
average delay per vehicle at an intersection, based on the cycle time, green time, arrival
















where d is the average delay per vehicle, c is the cycle time, g is the green time within
each cycle, r is the red time within each cycle, x is the degree of saturation (ratio of flow
to capacity), and q is the arrival rate of vehicles.
The three terms of the right-hand side of equation (3.1) model delay to uniform ar-
rivals, delay due to random arrivals, and an empirical adjustment, respectively. Webster’s
formula is well suited to manipulation when considering, for example, uniform arrival rates
only. The formula itself provides a possible objective function by which engineers can op-
timise fixed-cycle control schemes. A fixed-cycle strategy, SIGSET [6] does just this and
minimises the total intersection delay for a given number of demands at an intersection.
In contrast, another approach known as SIGCAP [5] maximises the intersection capacity,
which can be done by optimising to maximise the demand, rather than minimising the
delay. Such an approach will always yield the highest allowable cycle time. SIGSET and
SIGCAP are examples of stage-based solutions, in that they took a predetermined set of
ordered stages and determined the green time which should be allocated to each stage,
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however, the problem has also been extended to consider the more complex phase-based
solution which determines the order of the stages themselves [55].
3.2.3 Coordinated Fixed-Cycle Approaches
Coordinated fixed-cycle approaches extend methods used for solving the isolate fixed-cycle
problem to groups of intersections.
TRANSYT [89] was developed to optimise a network of coordinated fixed-time inter-
sections. Using offline traffic data, knowledge of the network, and initial signal settings,
TRANSYT optimises for a Performance Index (PI) based on delays and stops. The cy-
cle time is fixed (and chosen by the user), but offsets and green splits are adjusted by
iteratively optimising them based on some starting value.
These fixed-cycle schemes have an inherent weakness in their inability to adapt to
changing traffic demands. Incidents which disrupt traffic flow, short-term variations within
a day, and long-term changes in demand may cause such models to break down.
3.2.4 Coordinated Traffic-Responsive Approaches
Coordinated traffic-responsive strategies address some of the limitations of strategies such
as TRANSYT, by adapting in real-time to measured traffic data. Split Cycle Offset
Optimisation Technique (SCOOT) [88] is the traffic-responsive extension of TRANSYT. It
is used in 150 cities in the United Kingdom [82]. SCOOT determines the effects of changing
the offset, splits or cycle time at individual intersections, and pushes those changes to local
intersections if it determines them to be beneficial. SCOOTS performance is known to
deteriorate in saturated traffic conditions, although features to combat this can be found
in [45].
A similar set-up is found in the Sydney Co-Ordinated Traffic System (SCATS) [94].
SCATS differs from SCOOT in having both a strategic and a tactical control layer. Strate-
gic control is regional and links together intersections, which share a common cycle time,
and sets the splits and offsets. The tactical layer, which is based at the intersection, may
adjust a stage so that certain phases are omitted, terminated early or extended. In both
SCOOT and SCATS the cycle time is adjusted in order to keep the degree of saturation
of the lane with the highest degree of saturation below 90%. The green splits for both
methods are set to reduce delays, but SCATS equates this to balancing the saturation at
approaching lanes to an intersection, whereas SCOOT computes this explicitly.
Where SCOOT and SCATS react to measured traffic data to reduce some PI, other
methods model traffic in order to predict trends, and optimise for both current and fu-
ture demands. Such methods disregard splits, offsets and cycles, and instead rigorously
calculate switching times for each intersection, based on the performance of the network
over some fixed time horizon (e.g. 60 seconds). Rolling horizon approaches are similar
to model predictive control, but only optimise up to some fixed (rolling) time window.
A dynamic programming approach is taken, and the algorithm works back from the end
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of the time horizon to calculate the settings for the next step. The resulting settings are
applied for some much short time period (usually a few seconds) and then recalculated.
Models which use a rolling horizon methods include RHODES [76], OPAC [40], and
PRODYN [53]. The most recent of these, RHODES, is a prediction and control archi-
tecture which works at both the network and the intersection level. At a network level,
the model captures the slowly changing loads on the network, taking into account factors
such as route choice and road closures. Predicted loading on each link allows RHODES to
allocate green time for each phase in the network. Given the approximate required green
times, RHODES adjusts the change of the stage at the intersection level based on observed
and predicted vehicle arrivals. In contrast to centralised methods to control intersections
as a network, these methods split the problem into sub-networks, and so demonstrate a
move towards more decentralised decision making.
Traffic-responsive approaches can also be applied to bandwidth problems in arterial
roads [30]. In this methodology, bandwidth is controlled using signal offsets and variable
speed limits. Furthermore, the myopic aim of only maximising bandwidth is addressed,
and the scope of the optimisation problem is increased to include energy consumption and
network travel time. It is proposed that maximum speed does not correlate with minimum
travel time, but does correlate with maximum energy usage. A solution is formulated to
the two-way maximum bandwidth problem. The methodology is validated via numerical
methods, to show increased theoretical bandwidth, and simulation in AIMSUN, to show
microscopic vehicle behaviour. The key results indicate that reductions in energy con-
sumption (due to reduced stops and speed) can be made without a reduction in travel
time.
3.3 Decentralised Traffic-Responsive Approaches with Co-
ordinated Behaviour
Clearly the most likely models to find a network optimal solution for a given cost func-
tion are traffic-responsive coordinated phase-based strategies, however, these models are
frequently complex, with millions of permutations in complex networks that cannot be
solved in reasonable time-frame when considering the real-time updating of the traffic
lights. The opportunity offered by costly but powerful computation and distributed sens-
ing means that we find a wide range of strategies both in the literature and used in practice.
Here we provide a chronological development of the best strategies in the literature. We
then branch into the state-of-the-art, showing the range of approaches which have touched
on optimal control, game theory, machine learning and communications science.
There are many examples of attempts to further decentralise intersection control using
various methodologies. One approach is to try and mimic the performance of a human
controller at an intersection, which can be achieved using q-learning [16]. This approach
yields good results but its performance was only considered for an isolated intersection.
In contrast in [1] a q-learning algorithm is applied in several groups (termed holons) of
intersections of increasing size, in an attempt to distribute decision making with a coherent
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overall strategy. Other decentralised approaches include utilising game-theory [10] and
Bid-Based Control [56]. Bid-based control is a scheme in which drivers may bid for priority
at an intersection, where a movement manager manages the overall bid for a given queue of
drivers. Regardless of the moral implications of a system which favours those most able to
pay, this economic driven approach was able to balance delays in comparison to actuated
traffic lights at a single crossroad intersection where one approach had much higher traffic
flow.
The future of intersection control may do away with traffic lights altogether [35, 36].
An example is slot-based intersection control, where driverless vehicles with Vehicle-to-
Infrastructure (V2I) communication request a time slot to pass through the inter-
section, and adjust their speed accordingly to pass through at the correct time. As the
vehicle localisation and control improves it will be possible for vehicles to pass through
from opposing directions simultaneously, whilst avoiding any collisions. In [97] such a
system was modelled at a city-scale, including pedestrian and stages for human drivers,
and found that traffic capacity might be doubled were such a system implemented. The
problem of how conflicting reservations may be resolved whilst minimising the risk of ve-
hicle collisions has been the subject of much recent research and indicates that this is a
technology which is gaining moment [21, 28, 38, 49, 68]. Unfortunately, such systems are
unlikely to be implemented at a large-scale soon. The introduction of the first driverless
vehicles to our roads may not be far off, but based on the introduction of previous tech-
nologies it will take a long time for them to saturate the market. In the meantime, there
are good reasons to introduce technologies that can take advantage of V2I communication
or improvements in image recognition and vehicle sensing.
3.3.1 The Principle of Work Conservation: A Promising Decentralised
Method for Intersection Control
Work conservation, for a traffic light controlled intersection, means that for a system with
some zero and some non-zero queues, a non-zero queue will always be actuated. Work
conserving controllers naturally infer that less of the cycle time is wasted servicing empty
queues. Work conserving traffic lights are also desirable because they are completely
decentralised, meaning they do not require a centralised controller and no coordinating
strategy. Where a centralised policy must be changed when a new intersection is added to
the network, a decentralised traffic light adapts automatically to the change. The system
can, therefore, be implemented in stages, is scalable, and is adaptable at the level of the
individual intersection.
The properties of work-conserving controllers have been investigated thoroughly in
the literature and using network calculus it has been shown that for any network of
intersections for which a fixed-interval control scheme can keep queue lengths and delays
bounded, a work conserving controller exists that also keeps queue lengths and delays
bounded [20, 25, 106]. One such algorithm which resulted from this work was the max-
pressure controller, which uses the queue lengths as weights to determine the service policy
at the intersection. Extensions proposed to this are analogous to the back-pressure routing
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algorithm discussed for communication networks in [39,43,98]. Whilst the algorithm does
not require vehicle arrival rates, it is assumed that turning ratios, which provides the
expected number of vehicles along each movement, can be accurately estimated.
The benefits of the backpressure algorithm have been further verified in the literature
for road networks. For example, algorithms have been designed which enable maximum
network throughput, and results were verified in MITSIMlab, where it was able to outper-
form SCATS [116]. In the case where stages are strictly ordered and turning rates could
not be computed exactly further backpressure policies have been shown to still retain the
stability properties [66]. This work was extended to the case where queue measurements,
saturation rates, and turning ratios are all estimated or noisy [119], and still, it was possi-
ble to show that maximum throughput is achieved under certain conditions. In this case,
the algorithm was verified in the microsimulator VISSUM, showing improvement over a
fixed-cycle strategy based on the optimisation of Websters formula [118].
A criticism of the above methods is that they do not account for downstream con-
gestion, which causes the stability proofs of work-conservation to break down [46]. A
capacity aware back-pressure controller was proposed [46] as a counter to those examples
where supposedly work conserving controllers, such as those in [66,106,119], can lose work
conservation in the presence of gridlock, when the input links do not have equal maximum
queue lengths at an intersection. The algorithm proposed was a modified back-pressure al-
gorithm, where pressures on all roads are ’normalised’ using a convex function, rather than
using absolute queue lengths and saturation rates to determine weights. The performance
of the algorithm was verified via simulation (SUMO) [46].
The benefits of backpressure controlled intersections have been proven in the literature
both mathematically and via simulation, however, there are many possible permutations
of the algorithm. In particular, there has been much research into its performance when
turning ratios cannot be measured exactly, but we have not found anything in the literature
about the benefits of determining the exact numbers of vehicles and allocating pressure
precisely. Green time is also either held constant [46] between subsequent calculations of
the backpressure or else is based on the backpressure weighting of the stage in question
[66, 117]. There is scope for research into a combination of adaptive green times using
traditional control theoretic approaches, in combination with stage selection based on
backpressure or max-pressure.
3.4 Discussion
Research into intersection control has evolved steadily over the last 40 years. The offline
optimisation of a single intersection [5] has been surpassed by the traffic-responsive online
optimisation of groups of intersections [88]. However, there are drawbacks in terms of
computation overhead, ability to scale, and robustness to change that state-of-the-art
centralised strategies present.
The principle of work conservation has been shown to be extremely effective when
designing decentralised control strategies, which avoid some of the aforementioned prob-
lems. However, when work conservation breaks down this can cause network congestion,
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and the breakdown is clearly dependent on network topology [46]. Further research into





Algorithm for Enhancing Network
Resilience to Congestion
It is postulated that autonomous vehicles will decrease private car ownership, instead en-
couraging users to utilise cheap fleets of autonomous vehicles [101]. In a healthy market,
it is probable, and desirable, that multiple operators will compete for market share. Such
operators will be unlikely to share proprietary routing algorithms, and it may be difficult
to coordinate centralised routing strategies, or even decentralised strategies if they are
overcomplicated. Current trends in the industry suggest that sub-optimal User Optimal
Dynamic Traffic Assignment will be adopted as a feasible solution. In this chapter, we
present a simple decentralised routing algorithm, which requires only one-way communi-
cation with infrastructure, and will be shown to enhance network resilience to congestion
in a number of circumstances.
In our approach a vehicle chooses the next road at every intersection by minimising a
cost function that combines both distance to the destination and congestion of each road
that a vehicle could take at its next turn. In contrast to methods discussed in Chapter 2,
our method only requires short-range communication between vehicles and an intersection
controller (see Fig. 4.1).
The initial inspiration for the decentralised controller was the method of coverage
control, in non-linear control where decentralised agents distribute themselves optimally
over an area to be measured [92]. Using inspiration from centralised control formulations,
which optimise traffic flows based on a disutility function of the traffic density, we propose
to have vehicles self-distribute in a manner which evenly spreads their density over a road
network, whilst still taking them towards their destination.
The algorithm we present is unique because it combines Dynamic Traffic Assignment
(DTA) in a decentralised and localised manner with no Vehicle-to-Vehicle (V2V) commu-
nication and one-way Vehicle-to-Infrastructure (V2I) communication.
• Our algorithm does not increase the average travel time of vehicles in uncongested
networks, therefore it poses no disadvantage to users in this case.
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• Our algorithm increases the network resilience to congestion.
The key properties of our algorithm are that it:
• Is a decentralised routing algorithm which attempts to perform System Optimal
Traffic Assignment. This is in contrast to algorithms which are primarily centralised
mixed-integer dynamic programming assignments.
• Is a dynamic routing algorithm that is not affected by the road network being mod-
elled as a time-invariant non-linear system.
• Requires local occupancy data of the next available road.
• Requires one-way communication. Vehicles only receive data and make a routing
decision based on our algorithm, they do not need to transmit back.
• Has a low overhead for computation resources
• Has O(1) complexity for an increasing number of vehicles in the network
4.1 Problem Formulation
We consider the problem of routing a set of N vehicles, I = {1, 2, ..., N}, travelling in a
bounded region Q ⊂ R2. The starting position of the i-th vehicle is denoted si ∈ Q, i ∈ I.
The position of the i-th vehicle at time t is denoted by the point pi(t) ∈ Q , i ∈ I. The
intended final destination of the i-th vehicle is denoted by some point di ∈ Q, i ∈ I.
Vehicles are located on a road network G = {V,E} contained in Q, where V =
{1, 2, ...,m} is the set of m vertices which represent junctions, and E is the set of edges
which represent the roads between junctions. The j-th junction is labelled vj , j ∈ V. An
arbitrary road between two junctions vj and vk is denoted (vj , vk) ∈ E, where vj and vk
are the parent and child vertices (junctions) of the edge (road) respectively.
We propose that, in order to decide what route to take, the i-th vehicle approaching
junction vj calculates a cost function J
(j,k)
i for each road (vj , vk) ∈ Ej, where Ej is a set of
all roads departing from the junction vj . We assume the cost function for the road is the
weighted sum of several terms represented in a vector Φ
(j,k)
i , which will be defined later





The vehicles choice of road at junction vj is then the one that minimizes the cost






Then the crucial problem is to design cost functions and tune their parameters in order
to achieve the desired global behaviour in the road network. For example, the desired
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behaviour could be to reduce the mean travel time for all vehicles, reduce the standard
deviation in delay between vehicle journeys (i.e. homogenise travel times) and/or other
objectives related to vehicle journeys.
In this chapter, we are most interested in characterising the network resilience to
congestion, i.e. the maximum rate at which vehicles may enter the network before the
majority of vehicles experience a significant increase in delay to their journey.
Before presenting our decentralised solution to the routing problem, we first give some
definitions and introduce notation that will be used throughout the rest of the Chapter.
Let D(vj , vl) represent the shortest travel time between two vertices in the network,
calculated using Dijkstra’s algorithm [37] with free-flow travel time as the edge weights.
The minimum expected travel time for the i-th vehicle, is therefore Di = D(si,di). The
estimated travel time along the shortest path does not include delays due to traffic lights
or turning movements. The actual measured travel time for a vehicle on its journey is
termed Ti = T (si,di). The actual travel time is recorded from the moment the vehicle
wishes to enter the network, even if it is not able to do so until a later time step, in this
manner the travel time also incorporates any ’depart’ delays. The delay experienced by
the vehicle along its route is termed ωi and is calculated as,
ωi = Ti −Di (4.3)












implying that the mean delay experienced by all vehicles is,
ω̄ = T̄ − D̄ (4.6)
We denote the number of cars entering the network at every time step as λ, and
consider that the mean delay is a function of this, i.e. ω̄ = ω̄(λ). We further define the
delay as acceptable if it is less than some delay threshold, termed ω̂, where,
ω̂ = β · D̄, β ∈ R+, β ≥ 0 (4.7)
and note that ω̄ ≤ ω̂ implies that,
T̄ ≤ (1 + β)D̄, β ≥ 0 (4.8)
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Figure 4.1: The communications hierarchy required to implement our routing algorithm
journey, and the actual delay it experienced.
The maximum car generation rate before vehicles experience intolerable delays is
termed λ̂, and is defined as,
λ̂ = max{λ : ω̄(λ) ≤ ω̂} (4.9)
4.2 The Decentralised Routing Algorithm (DRA)
To solve the problem above we propose to use an intersection controller at each junction
to keep track of the following properties for each road (vj , vk) connected to it:
1. A load [L(j,k)(t)] - modelling the number of vehicles currently using the road (vj , vk).
2. A capacity [C(j,k)] - representing the maximum number of vehicles that can fit onto
road (vj , vk).
3. An occupancy [η(j,k)(t) = L
(j,k)(t)
C(j,k)
] - modelling the percentage of space on road (vj , vk)
occupied by vehicles.




(j,k), for every road (vj , vk) ∈ Ej. The first sensory function,
φ
(j,k)
i , is related to the minimum estimated travel-time for the car i to reach its destination,
di, if it takes a particular road (vj , vk) ∈ Ej:
φ
(j,k)












i , expressions (4.10) and (4.11) are combined via a control parameter
α ∈ (0, 1], so that when car i reaches junction vj , the cost functions for every road










Note that by tuning the control parameter α we can make the vehicle routing choice
more or less sensitive to distance or congestion respectively.
4.2.1 Considering the Variation of α and its Effect on Routing
Here we study analytically how the value of α will cause a vehicle to change its route.
Consider the case of two possible paths 1 and 2, whose costs are the sum of the generic
monotonic increasing functions ρ1, φ1, ρ2 and φ2 respectively. Let us assume that the cost
of path 1 is lower than path 2, and as such will be taken by the vehicle. We do not assume
any other characteristics of the network. We describe this using the following inequality,
α · ρ1 + (1− α) · φ1 < α · ρ2 + (1− α) · φ2, α ∈ (0, 1) (4.13)
Lemma 1. When two paths are of equal length, the one with the lowest occupancy will be
taken.
Proof. It is trivial to show that when ρ1 = ρ2 equation (4.13) reduces to φ1 < φ2. Similarly
if the cost of route 2 was less that route 1 we would find that φ1 > φ2.
Lemma 2. When two paths are of equal occupancy cost, the one with the shortest path
will be taken.
Proof. As before it is trivial to show that when φ1 = φ2 we must have ρ1 < ρ2.










We apply conditions so that we are considering the case where the route with the lower





s.t. C > 0.
Lemma 3. As the difference in route cost between two routes approaches 0, the value of α
required to detour onto the one with the lower occupancy cost will approach 1 from below.
Proof. We consider the asymptotic behaviour of (4.15). As φ2 → φ1, then C → ∞, and
hence from 4.14 α→ 1.
Lemma 4. As the difference in occupancy cost between the two routes approaches 0, the
value of α required to detour onto the one with the lower occupancy cost will approach 0
from above.
Proof. As before, we consider asymptotic behaviour. As ρ1 → ρ2 we find that C → 0 and
from equation (4.14) α→ 0.
We can conclude that the longer the detour we wish it to be possible for a vehicle to
take in the presence of equal occupancy differences between two roads, the lower the value
of the tuning parameter α must be. Whilst this conclusion is obvious, in our system where
we normalise the cost functions we can visualise the value of α that will allow for a detour.
In Section 4.3 we show numerically that α can be tuned to modify the performance of the
Decentralised Routing Algorithm. We then compare this with a method for estimating
the value of α which will perform best.
4.2.2 Choice of Sensory Functions






D(vj , vk) +D(vk, di)
maxvs,vt∈VD(vs, vt) + max(s,t)∈ED(vs, vt)
(4.16)
In this cost function the numerator is the sum of the travel-time of the road being consid-
ered, D(vj , vk), and the travel-time of the shortest path (found using Dijkstra) between
junction vk and the destination di, D(vk, di)), and hence is equivalent to the shortest path
from the i-th vehicles current position, vj , to its destination, di, via the junction vk. The
denominator is the sum of the network diameter (or the travel time between the two most
distant nodes in the network), maxvs,vt∈VD(vs, vt), and the longest edge in the network





To allow for the effect of congestion1, the sensory function ρ(j,k) is chosen as
ρ(j,k) =







crit is a critical occupancy level in each road that the algorithm aims at keeping
each edge below, and σ is a tuning parameter determining the value of ρ(j,k) when the
occupancy of road (vj , vk) reaches this threshold. The choice of σ tunes the difference in
the cost function when a road is above or below η
(j,k)
crit . We have chosen an exponential
decay function because it emphasises a low cost of roads with a low occupancy, and a
disproportionately higher cost for roads which already have a high occupancy.
We were motivated to design the cost function in this way in order to limit the inflow
of vehicles to intersections with long or growing queues, which is observed in traffic flow
studies to reduce the probability of gridlock [63].
The Decentralised Routing Algorithm (DRA) resulting from the combination of
the two sensory functions given above, attempts to control traffic flow using decentralised
rules applied at the level of the individual vehicle.
In contrast to a user simply entering their vehicle and following a route which takes
into account traffic conditions at the beginning of their journey, in our methodology the
user plans their route in real time during the journey. When a large enough percentage
of vehicles engage in this method, the resultant effect is load balancing of traffic on the
network.
The measurement of data and communication to vehicles is distributed across the
junctions. The junctions deal with one-way communication with the vehicles closest to
it, providing the occupancy level of any connected roads (information which would be a
few bytes in size). This contrasts with a system which might update all vehicles with
the real-time occupancy of roads in the whole network, which would have a much higher
communications overhead.
The computation of routes is done by the vehicles themselves, using the occupancy data
received from the next intersection. The vehicle already has knowledge of its intended
destination, the network topology, and of free-flow travel times. This distributes the
computational overhead amongst the vehicles themselves, removing the necessity for a
central controller whilst still enabling the vehicles to behave in a cooperative manner
Note that our solution to the vehicle routing problem is highly decentralised; Fig. 4.1
shows how vehicles only require one-way communication with local intersection controllers
in order to receive information on local traffic conditions. The global information on the
network is stored by the vehicles and does not change during the journey, while local
information about road conditions in the immediate vicinity is updated at the nearest
intersection. We also note that in our implementation of the algorithm we stopped vehicles
1Congestion here is considered the reduction of flow through the network. For a single road this
relates to the density of traffic going above a certain value according to the Lighthill-Whitman model.
Occupancy and density are related measures, in that occupancy is a dimensionless measure of vehicle
density. Therefore, we allow for congestion by measuring occupancy and attempting to adjust the cost of
a route in order to balance loads across the network
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from taking roads if the shortest path would then take them along the same road in the
opposite direction, causing unnecessary loop planning from the vehicles.
4.3 Tuning the Parameter α
Table 4.2: Optimal Values of α from Fig. 4.2 and Fig.4.3
Network Best Performing Value(s) of α
Topology without Traffic Lights with Traffic Lights
10x10 Lattice {0.95} {0.95}
Spiderweb {0.85, 0.9} {0.9}
Random {0.65, 0.7} {0.95}
Small-world (10x10) {0.4} {0.8}
To investigate the performance of the algorithm and the importance of tuning the parame-
ter α, we used the well known traffic simulator SUMO (Simulation of Urban Mobility) [12].
Using the SUMO API (TraCI), several Python modules were produced in order to allow
vehicles to be rerouted at each junction, according to the selected routing algorithm.
For all simulations, journeys were generated randomly using the ’randomTrips.py’
script (included within the SUMO tools library).
The aim is to investigate numerically:
• The existence of an optimal range of values of α, which minimises unacceptable
delays.
• The performance of the DRA against routing based on the shortest path only.
• The effect of different road network structures on the performance of the algorithm
and hence on their resilience to congestion.
Table 4.1: Network Properties
Network Nodes Edges Mean Network
Topology Degree Diameter
10x10 lattice 100 180 1.8 1800
Spiderweb 100 190 1.9 2000
Random 100 180 1.8 1364
Small-world (10x10) 110 190 1.7 1371
32x32 lattice 1152 2112 2 6200
Small-world (32x32) 1152 2112 2 5839
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• The effect of the market penetration rate of the DRA (i.e. an assessment of the
fraction of vehicles in the car that needs to adopt the proposed DRA in order for
the network to become more resilient to congestion).
We used a selection of synthetic networks to explore how tuning the value of α affects
the performance of our routing algorithm, and then compared the performance of the
DRA to taking only the shortest path. As our networks are small, and therefore journeys
are short, we used a high value of β = 5 in order to compare performance. The acceptable
delay threshold therefore becomes ω̂ = 5 · D̄ for each network. This means that journeys
can be delayed by up to 5 times the mean expected travel time in free flow conditions, but
in real terms this is a delay will only be a few minutes, and it provides an equal measure
by which to compare the algorithms tested in this study, regardless of the size of β. We
performed simulations both in the presence of traffic lights and also in their absence, in
order to determine how their presence affects the performance of the DRA. Finally, we
scaled up the size of two of our networks to determine robustness to scale. We studied the
performance of DRA on a selection of network topologies of different sizes (see Table 4.1
for their structural properties):
(a) 10x10 lattice
(b) Spiderweb network
(c) Random network created by rewiring a lattice network
(d) Small-world like network created by rewiring a lattice network
(e) 32x32 lattice
(f) Small-world like network created by rewiring the 32x32 lattice
The lattice networks analysed are inspired by road layouts in places such as Manhattan
Island in New York City (Google Map - http://tinyurl.com/kz32ut8). Any vehicle
wanting to travel diagonally across the network can choose among a large selection of
shortest paths, thereby favouring a routing algorithm which considers all the possible
paths.
The spiderweb network is a collection of 10 ring roads of increasing size, connected by
another 10 roads which travel between the innermost and outermost rings. The spiderweb
network is reminiscent of road structures around cities like Beijing (Google Map - http:
//tinyurl.com/ojyexwk). The spiderweb network can be formed by taking the 10x10
lattice and considering periodic boundary conditions so that the opposite sides of the
lattice are touching. In so doing the horizontal roads in the lattice become the ring roads,
and the vertical roads in the lattice become the connecting roads.
The random and small-world networks were generated by rewiring a lattice network,
in order to generate networks with similar numbers of nodes and edges but with varying
degree distributions. Links were removed from the edges and then reassigned with a
probability related to their degree, in order to produce the desired degree distribution
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(following a methodology for rewiring networks [79] with adaptions inspired by work on
generating planar graphs [74]). There is evidence to suggest that a large number of urban
road networks have a scale-free structure [59].
4.3.1 Validation of the Existence of an Optimal Value of α via Numerical
Simulations
Simulations without Traffic Light Controlled Intersections
We investigate the dependence of ω̄(λ), which we defined as the mean delay, on α. We find
that for each network there is an optimal range of values of α which allow for a relatively
larger value of the car generation rate λ and hence corresponds to a network which is more
resilient to the onset of congestion. Specifically, we refer to ω̄(λ, α) as the delay observed,
and we seek values of α such that,
ω̄(α, λ) ≤ ω̂ (4.18)
As ω̂ is constant equation 4.18 defines implicitly in the (λ, α) plane the critical curve
of values of λ, say λ̂(α), over which congestion is detected.
We plot this critical curve numerically for different network configurations in Fig. 4.2.
Here we notice that such a curve possesses local and global maxima as a function of α
suggesting that some choices of this parameter lead to more resilient networks and better
performance. The values of α for which λ̂ is maximal are reported in Table 4.2 (including
the case when traffic lights are present).
These figures show the results of approximately 900 simulations per network. Specifi-
cally, each point in the Figure is obtained by evaluating the mean delay, ω̄, for fixed values
of α and λ.
Setting α = 0 represents routing based entirely on avoiding congestion, and so we would
expect a poor performance because the vehicle simply avoids congested roads rather than
moving towards its destination, so simulations were not performed with this value. Setting
α = 1 represents routing based entirely on the shortest path (and in the case of multiple
shortest paths, one will be chosen at random).
In the lattice (Fig. 4.2a) we observe that the optimal value of α is approximately equal
to 0.95, meaning that better performance is obtained by giving more weight to following
the shortest path than to avoiding roads with a high occupancy. However, when α = 1
we find that λ̂ is lower than when 0 < α < 1, so we see that it is important to choose an
intermediate value that weights some of the cost of taking high occupancy roads.
The spiderweb network (Fig. 4.2b), shows similarities to the 10x10 lattice, as we
observe that choosing α in the range (0.85,0.9) gives better performance than for other
values of α.
In the random network (Fig. 4.2c) we observe again a global maximum but at a differ-
ent value of α which is around α = 0.65. Furthermore, we observe that the performance of
the DRA is reduced in this network in comparison to the lattice and spiderweb networks,
in terms of the maximum observed value of λ̂(α).
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In the small-world network (Fig. 4.2d) we observe multiple local maxima with the
global maximum corresponding to a value of α approximately equal to 0.4. As such this is


























(ω̂ = 7.7 mins)
(a) 10x10 Lattice
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(d) Small-world (10x10)
Figure 4.2: Change in ω̄(α, λ) (mean delay, measured in minutes) as α (the DRA tuning parameter) and λ (the car generation rate, measured in
vehicles per second) are varied for each network, without traffic lights. Dark blue represents regions where delay was below the threshold ω̂, and
yellow where it was above. The dashed red line (λ̂ = λ̂(α)) indicates the relationship between α and the maximum value of λ reached before ω̄(α, λ)
becomes greater than ω̂ (the acceptable delay threshold).
48
Chapter 4
Our simulations clearly show the fundamental effect that the network topology and
structure has on the performance of the routing algorithm. Nevertheless, in all the topolo-
gies being investigated we notice the beneficial effects of weighing both distance from
destination and congestion on the roads when making routing choices. In particular, the
simulations confirm the existence of an optimal range of values for the tuning parameter
α in the cost function that makes our algorithm adaptable to different network structures
and definitely better performing than shortest path routing.
The next step is to assess the effects of traffic lights and whether their presence changes
the scenarios uncovered so far.
Simulations with Traffic Light Controlled Intersections
We repeated the simulations with traffic lights included in the networks. Traffic lights
were added by SUMO using inbuilt options for building the network, which included
SUMO guessing appropriate timings. The results of the simulations for different network
structures is depicted in Fig. 4.3.
It is immediately apparent by contrasting Fig. 4.2 and Fig. 4.3 that traffic lights do
have a significant effect on the performance of the routing algorithm. Surprisingly this
can be beneficial as in the case of lattice and spiderweb networks or not as in the case
of random and small-world networks. In any case, we notice again the presence of both
local and global maxima and the fundamental effect that the network structure has on
determining the performance.
More specifically, in the lattice network (Fig. 4.3a) we observe that the best value for
α is still 0.95, as in the network without traffic lights.
We also observe that when α < 0.5 the DRA performs better in the lattice without
traffic lights than compared to the lattice with traffic lights; however, when comparing
the maximum values of λ̂(α) achieved in each scenario, the value is higher in the network
with traffic lights.
In the spiderweb network (Fig. 4.3b) we make similar observations to those in the
lattice network. We find that traffic lights do not affect the presence or location of the
maximum which is still located at approximately 0.9. We find that λ̂(α) is lower in the
network with traffic lights when α ≤ 0.7, but that when 0.7 < α ≤ 1 the values of λ̂(α) are
greater, and the network resilience to congestion is higher when traffic lights are present.
In the random network (Fig. 4.3c) we observe that the best choice for α is to set
α ≈ 0.95. λ̂(α) shows the same trend seen in the lattice and spiderweb networks, whereby
higher values of α (excluding α = 1) outperform lower values when traffic lights are
present. However, we find in the random network that the value of λ̂(α) is generally lower
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(ω̂ = 7.9 mins)
(d) Small-world (10x10)
Figure 4.3: Change in ω̄(α, λ) (mean delay, measured in minutes) as α (the DRA tuning parameter) and λ (the car generation rate, measured in
vehicles per second) are varied for each network, with traffic lights. Dark blue represents regions where delay was below the threshold ω̂, and
yellow where it was above. The dashed red line (λ̂ = λ̂(α)) indicates the relationship between α and the maximum value of λ reached before ω̄(α, λ)
becomes greater than ω̂ (the acceptable delay threshold).
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In the small-world network (Fig. 4.3d) we see that a shift in the optimal value of α
from 0.4 to 0.8, meaning that this trend of shifting maxima in the presence of traffic lights
is seen across all of the networks studied here. We also find that in the small-world network
the maximal value of λ̂(α) decreases when traffic lights are introduced, contrasting with
the lattice and spiderweb networks but matching findings in the random network.
Comparing the results in the networks with and with traffic lights (see Table 4.2) we
observe that the optimal values of α increase in the networks with traffic lights when com-
pared to those without. We can explain this behaviour of the DRA due to the relationship
between α, the behaviour of individual vehicles, and the effect of traffic lights on travel
time. A vehicle has a certain probability of being delayed by every traffic light that it
encounters, keeping it at a junction for a period of time. When α is small the cars are
encouraged to take detours and therefore travel through a larger number of junctions,
increasing the number of traffic lights they come into contact with. This increases the
probability of encountering additional delays on their journey, and hence the performance
of the DRA is decreased.
In the case of the lattice and spiderweb networks where we find that the DRA performs
better when traffic lights are present, for high values of α, we believe that the traffic lights
are able to dissipate queues evenly across the network, but that this is only effective when
traffic is spread evenly amongst the roads. This is more feasible in networks with many
alternative paths to a destination.
Therefore, in networks with traffic lights, we conclude that it is preferable to choose
higher values of α than in networks without, however, we still find that α = 1 (i.e. routing
based solely on shortest distance) is not optimal.
4.3.2 Estimation of the Optimal Values of α
We present an analysis of the optimal values of the parameter α in each network. This
analysis also allows us to better understand observations from numerical simulations.
Properties of the Chosen Cost Functions
We consider the effect of varying α on the likelihood of a vehicle taking an alternative route
to the shortest path. We consider the comparison of two paths, which was introduced in
section 4.2.1.
Consider a choice between two alternative roads for the i-th vehicle. Road 2 will
take us on the fastest path to the destination if the network has no congestion, and road
1 will take us on an alternative path which is equal to or longer than the fastest path
(potentially avoiding some congestion). For simplicity, we denote the two possible roads
in our equations by the subscripts 1 and 2 (as opposed to the convention of using the pair
of end nodes denoted by (vj , vk)), and do away with the i subscript for this section. We
will, therefore, refer to the distance and occupancy based cost functions for the two roads
as φ1, φ2, ρ1 and ρ2.
We wish to control the behaviour of the vehicle and determine when it will accept a
longer travel time in order to avoid a congested road. We showed previously that we can
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determine the maximum value of α which will cause a vehicle to detour onto an alternate
path if we are able to evaluate (4.14) and (4.15). In order to evaluate equation (4.15) we
need to find expressions for φ1 − φ2 and ρ2 − ρ1.
Looking at equation (4.16), used for calculating the “travel-time” based cost function,
we can see that the denominator is a constant for a given network, and is at least as great
as the travel time for the longest path in the network The numerator is the expected travel
time to the destination of the i-th vehicle taking road (vj , vk). The numerator, therefore,
increases or decreases with an increasing or decreasing expected path length when taking
the road in question.








, dn ≤ L̄ (4.19)
where l
(vj ,vk)
i is the length of the path which will be taken by the i-th vehicle, if it takes
road (vj , vk),
l
(vj ,vk)
i = D(vj , vk) +D(vk, di) (4.20)
and L̄ is the maximum possible path length through the network,
L̄ = max
vs,vt∈V
D(vs, vt) + max
(s,t)∈E
D(vs, vt) (4.21)
Definitions for these symbols can be found with equation (4.16).
Given that in equation (4.19) L̄ is constant for a given network, then the value of
φ
(vj ,vk)
i depends solely on l
(vj ,vk)
i , which becomes greater the longer the travel time to
the destination. Therefore, in this case φ2 < φ1, which we can rewrite to say that φ1 =
∆ · φ2, c̄ ≥ 1, where ∆ is the ratio of the travel times for the two routes.
Given that no path can be longer than the longest path (i.e. L̄ > l
(vj ,vk)
i always), then
φ1, φ2 ≤ L̄ and we can show that the maximum value of φ1 − φ2 for any value of ∆ is
found by,




We plot this in Figure 4.4a. In this figure we compare the ratio of the lengths between
the two routes (∆) with the maximum difference in their travel time-based cost functions.
We see that the difference φ1−φ2 increases non-linearly with the length of the longer path,
thus short detours will be more readily accepted than long detours. For completeness we
plot Figure 4.4b, which shows the value of φ1 − φ2 for all values of φ2 and a small range
of ∆. This figure shows that the value φ1 − φ2 will increase linearly as φ2 increases, but
increase non-linearly as ∆ increases (i.e. the higher the travel time of the shortest path,
the higher the effect of ∆ on increasing φ1 − φ2).
We can use a similar approach to visualise the change in the value of ρ2 − ρ1 as the
occupancy of the roads 1 and 2 are varied. We have already shown that high values of
α make vehicles less likely to avoid high occupancy roads, and low values of α do the
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opposite, but we wish to quantify in exactly which situations the vehicle will choose to
avoid the road with higher occupancy. We firstly plot our occupancy based cost function
ρ(vj ,vk) as a function of percentage road occupancy, and the tunable parameters σ and
ηcrit. We show several cases in Figure 4.6a. We plot the the case when σ = 10 and
ηcrit = 0.2 (20% occupancy) and show the change in ρ2 − ρ1 as road occupancy varies in
Figure 4.6b. We observe in this figure that when the occupancy of the road on the fastest
path to the destination (road 2) goes above the critical occupancy, and the occupancy
of the road on the alternative longer route (road 1) stays below the critical occupancy,
we see an immediate jump in ρ2 − ρ1 from ≈ 0.2 to ≈ 0.7. This indicates a switching
behaviour, which we can use to control when a vehicle will detour from the fastest path
onto an alternative.
Estimation Method
In Figure 4.7 we visualise how α can be chosen to control when a vehicle will choose
between road 1 and road 2. We plot φ1 − φ2 (x-axis) against ρ2 − ρ1 (y-axis) and the
minimum value of α which will cause the vehicle to reroute to the road on the longer path
(z-axis).
Firstly we consider the possible ranges values of φ2 − φ1 which will be encountered by
our vehicle. We noted previously that in Figure 4.6b the value ρ2 − ρ1 will jump from 0.2
to 0.7 when the road on the shortest path (road 2) goes above its critical occupancy. We
have greyed out the region where 0.2 < ρ2 − ρ1 < 0.7 in Figure 4.7, as we want to focus
on behaviour outside of this region.
In Figure 4.5 we have information for each network about the range of values for
φ1 − φ2 which will be encountered in the network, the relative length of a detour to the
shortest path at that value (∆), and the frequency we encounter these values. We also
know from Figure 4.4b that the length of a detour increases with both φ1−φ2 and ∆. We
can, therefore, predict how tuning α will change when an alternative path is followed (in
our example by taking road 1) over a shorter path (in our example by taking road 2) for
certain values of φ1 − φ2 and ∆.
In Figure 4.5a we see that in the lattice network there are only a few possible values for
φ1−φ2, in the network those values are approximately 0, 0.1, and 0.2. We therefore expect
to find our optimal value of α by considering the region of Figure 4.7 where φ1−φ2 < 0.2.
We found through simulation that the delay to vehicles in the network was lowest when
α = 0.95, which in Figure 4.7 is shown by the dark red line contour line. When α = 0.95
a vehicle will only take road 1 over road 2 when φ1 − φ2 is slightly greater than 0.1,
which tells us that only a certain proportion of possible detours (those up to ∆ = 3) are
possible. Furthermore, when both roads are above 20% occupancy, or both are below 20%
occupancy, then vehicles will only take route 1 when φ1 − φ2 = 0 (i.e. when both paths
have the same travel time).
In Figure 4.5b we observe that in the spiderweb network there is a much wider range
of values for both φ1−φ2 and ∆. The most frequent values to occur are when ∆ ≈ 1.5 and
φ1−φ2 < 0.1, but the most extreme occurrences go up to ∆ = 14.5 and φ1−φ2 = 0.4. In
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(a) Maximum value of φ1−φ2 as the ratio between them (∆) increases. The relationship
is non-linear, suggesting that detours which have a higher ∆ will require a lower value
of the tuning parameter α to be taken by a vehicle.
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(b) Actual value of φ1 − φ2 as the ratio between them (∆) and the travel time
cost of the shortest path (φ2) increases. The figure shows that the difference in
costs will increase linearly as the length of the shorter of the two paths increases,
and non-linearly as the ratio between the two paths increases.
Figure 4.4: Relationship between the difference in the travel time based cost functions of
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Figure 4.5: Calculation of φ1− φ2 for all road choice comparisons in each of the synthetic





with the frequency of occurance in the network
indicated by the colour scale (the colour scale is logarithmic). The figures show for each
network the relative frequency of detours which increase travel time by a factor of ∆, and
the corresponding value of φ1 − φ2. We can use this information to determine the values
of φ1 − φ2 we expect to encounter in the network when tuning the parameter α.
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(a) Value of the cost function ρ(vj ,vk) as road occupancy varies. The occupancy of road 2 is greater than
or equal to that of road 1. Three figures are given, showing the effect of varying the tunable parameter σ.
The lines in each figure indicate the chosen critical occupancy (ηcrit) as 0.2 (red), 0.4 (blue), or 0.6 (green).
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(b) Evaluation of ρ2 − ρ1 as a function of the occupancy of roads 1 and 2. The tunable parameters have
been set at σ = 10, ηcrit = 0.2, as in the numerical simulations. We overlay a contour plot to highlight what
happens when the road which will take us on the fastest route (road 2) goes above the critical occupancy
of 20%. We find that so long as the alternative road (road 1) is below 20% occupancy, the value of ρ2− ρ1
goes immediately from ≈ 0.2 to ≈ 0.7. The grey dash lines show the approximately the maximum range
of occupancies seen during simulations (approx. 66%), due to the gap left between vehicles which prevents
a road ever reaching 100% occupancy.
Figure 4.6: Relationship between the difference in occupancy based cost functions of roads




our numerical simulations we saw the lowest vehicle delays when α was equal to 0.85 (or
0.9 in the presence of traffic lights). In Figure 4.7 we see that this means our algorithm
will not take the road on the slower path when φ1 − φ2 > 0.2 and from Figure 4.5b this
limits the maximum value of ∆ to approximately 8.
In Figure 4.5c we observe the possible values of φ1 − φ2 in the random network. In
the random network the maximum value of φ1 − φ2 is greater than either the lattice
or spiderweb networks at slightly over 0.5. In our simulations without traffic lights the
optimal value of α was around 0.65 or 0.7, in the random network, which corresponds to
a maximum value of φ1− φ2 ≈ 0.4 and φ1− φ2 ≈ 0.5 respectively when we look at Figure
4.7. This means that all detours were potentially viable, with a maximum ∆ of 14, when
the algorithm was performing optimally with respect to reduced trip delays. However,
at these values of α we also would find that the value of ρ2 − ρ1 becomes much more
influential on how long the detour can be, for example when α = 0.7 and ρ2 − ρ1 = 0.7,
only detours where φ1 = φ2 < 0.3 will be considered.
When traffic lights are introduced to the random network we see the optimal value of
α increase to 0.95. As traffic lights increase delays, and longer detours increase the chance
of encountering a red light, this increase in α will mean that vehicles only detour when
φ1 − φ2 < 0.1 and ∆ < 4.5.
In Figure 4.5d we find that the small-world network has the largest distribution of
φ1 − φ2 and ∆ in all the networks. The maximum value of φ1 − φ2 is approximately 0.6,
and the maximum value of ∆ is 44, however, these values are spread far from the most
frequent values. The most frequent values in the small-world network are similar to those
in the random network, when φ1 − φ2 < 0.1 and ∆ ≤ 1.5. In simulations without traffic
lights we found that the small-world network was difficult to tune, however, the optimal
value of α from our results was 0.4. In Figure 4.7 we see that this value of α will cause
a vehicle to always take the alternative route when the value of ρ2 − ρ1 is greater than
0.7. This means that all detours could possibly be taken. The introduction of traffic lights
(and associated delays) increase the optimal value of α to 0.8, which would reduce the
maximum value of φ1 − φ2 considered for a detour to 0.25. Interestingly this value allows
for the most frequently occurring lengths of detour to be allowed (up to ∆ ≈ 20), but just
excludes the largest detour in the network of ∆ = 44.
Analysis of the cost functions and their relationship to α for each network indicates
that the optimal value of α is mostly dependent upon controlling the relative length of
detours a vehicle can take. However, in all of the networks it appears that an important
correlation is for the largest cluster of detours (i.e. those regions which appear red in
Figure 4.5 to be permissible when there is a large difference in occupancies between the
two roads, but for large or extreme values of ∆ to be filtered out.
4.4 Comparison with Dijkstra’s Algorithm
Next, we compare our routing algorithm against routing using only the shortest path, as
calculated using Dijkstra’s algorithm [37]. The edge weights used in this calculation are
the free-flow travel times.
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Figure 4.7: Contour plot of the minimum value of α (z-axis) that will ensure that the
i-th vehicle takes the road on the fastest route (road 2) over the less congested alternative
road (road 1). As the difference in the expected travel time costs of the roads (φ1 − φ2)
increases, this value of α decreases, and as the difference in occupancy costs (ρ2 − ρ1)
increases the value of α increases. The greyed out region indicates values of ρ2− ρ1 which
do not occur with our chosen cost function. Given a specific value of α, we can see from
this figure under what conditions a vehicle will reroute.
Table 4.3: Validation of DRA Compared to the Shortest Path (Dijkstra)
Network λ̂
Topology without Traffic Lights with Traffic Lights
Dijkstra DRA Dijkstra DRA
10x10 Lattice 2.3 3.5 (+52%) 2.2 4.9 (+123%)
Spiderweb 2.0 3.6 (+80%) 2.6 4.4 (+69%)
Random 1.0 1.6 (+60%) 0.7 1.0 (+43%)
Small-world (10x10) 1.6 3.4 (+127%) 1.1 2.0 (+82%)
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Figure 4.8: Change in ω̄(λ) (mean delay, measured in minutes) when varying λ (car
generation rate, measure in vehicles per second) in networks without traffic lights, when
routing using the shortest path (orange line) and the DRA (blue line - using the best
performing value of α for each network (see Table 4.2)). ω̂ (the acceptable delay threshold)
is shown by the dashed red line for each network.




































































Figure 4.9: Change in ω̄(λ) (mean delay, measured in minutes) when varying λ (car
generation rate, measure in vehicles per second) in networks with traffic lights, when
routing using the shortest path (orange line) and the DRA (blue line - using the best
performing value of α for each network (see Table 4.2)). ω̂ (the acceptable delay threshold)
is shown by the dashed red line for each network.
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4.4.1 Simulations without Traffic Light Controlled Intersections
We start by considering the case without traffic lights at the intersections. Fig. 4.8 shows
the results of the simulations for DRA and Dijkstra for each of the network structures
considered in this chapter. In the figure, we plot the average delay ω̄(λ) (in minutes)
against λ (in vehicles per second), and observe the critical value λ̂ of the car generation
rate above which the average delay becomes greater than the congestion threshold ω̂
defined earlier for both shortest path routing and the DRA, where the control parameter
α has been tuned in the optimal regions for each network structure which were highlighted
in the previous section.
In the lattice (Fig. 4.8a), we find λ̂ = 2.3 using shortest path routing. In contrast, the
DRA keeps ω̄(λ) below ω̂ up to a maximum of λ̂ = 3.5, which represents an increase of
over 65% with respect to shortest path routing.
In the spiderweb network (Fig. 4.8b) we find that both shortest path routing and the
DRA exhibit similar performance to that seen in the lattice network. Again we notice a
notable increase of the network resilience which can sustain car generation rates of up to
3.6 cars per time step in contrast to 2 cars per time step when the shortest path is used.
A notable increase of the network resilience is observed in the random network (Fig.
4.8c) where, despite performing the least well in comparison to the other topologies, the
DRA guarantees a critical λ of approximately 1.6, higher than the threshold value for
shortest routing. A similar increase in performance is also observed in the small world
network (Fig. 4.8d) where shortest path routing enables λ̂ = 1.6, whereas the DRA was
able to perform better again, increasing this value to λ̂ = 3.4.
In summation, the DRA outperforms routing using only the shortest path in all net-
works tested here, without traffic lights present. The increase in maximum car generation
rate that the DRA exhibits over shortest path routing is 52% in the 10x10 lattice, 80%
in the spiderweb network, 60% in the random network, and a surprising 127% in the
small-world network.
4.4.2 Simulations with Traffic Light Controlled Intersections
Simulations were repeated with traffic lights present, and are reported in Fig. 4.9. Again
we find that in general, the use of the DRA algorithm presented in this chapter improves
performance and resilience of the network when contrasted to using only the shortest
path. This is clear for the lattice (Fig. 4.9a) and the spiderweb networks (Fig. 4.9b) while
in the random network (Fig. 4.9c) we find a smaller improvement (with the DRA still
outperforming shortest path routing). As also shown for the small-world network (Fig.
4.9d), the presence of traffic lights in these networks reduces the increase in performance
observed when traffic lights are not present.
Nevertheless, in terms of percentage improvements of the DRA over shortest path
routing in these networks, we find that the DRA is able to increase λ̂ by 123% in the
lattice, 69% in the spiderweb, 43% in the random network. and 82% in the small-world
network The results for both simulations with and without traffic lights are summarised
in Table 4.3. We observe that in both sets of simulations, both the DRA and shortest
60
Chapter 4




































































Figure 4.10: Figures showing change in ω̄(λ) (mean delay, measured in minutes) when
varying λ (car generation rate, measure in vehicles per second) in networks with traffic
lights, when routing using DUA (orange line), LTTR (grey line) and the DRA (blue line -
using the best performing value of α for each network (see Table 4.2)). ω̂ (the acceptable
delay threshold) is shown by the dashed red line for each network.
Table 4.4: Validation of DRA Compared to DUA and LTTR
Network λ̂
Topology DUA LTTR DRA (% Diff. to DUA)
10x10 Lattice 2.2 None 4.9 (+123%)
Spiderweb 4.5 None 4.4 (-2%)
Random 1.6 None 1 (-38%)
Small-world (10x10) 2.5 None 2 (-20%)
path routing either benefit or suffer from the presence of traffic lights, with neither gaining
an advantage over the other from their presence. However, in all simulations the DRA
provides considerable improvement over routing using only the shortest path.
For the sake of completeness, we look next at the performance of other routing algo-
rithms in order to further assess the performance of the DRA and the resilience of different
network structures when DRA is used.
4.5 Comparison with Other Routing Algorithms
We compare the performance of our strategy against that of the following algorithms:
1. Dynamic User Assignment (DUA) calculated using methods presented in [41].
Vehicles are initially routed using the shortest path, and a simulation is then run
using these routes. The condition of the road network is measured in order to detect
the presence of congestion. The simulation is then re-run with a small percentage of
61
T. Barker
vehicles able to change their route to avoid the congested parts of the network. These
steps are repeated until 50 iterations are complete, and allow a user equilibrium to be
found. This routing strategy cannot be used in real-time but it provides a benchmark
for comparison with our own algorithm.
2. Live Travel Time Routing (LTTR) which is implemented by allowing vehicles
to change their routes every 15 seconds, using the current estimated travel times for
elements in the network. This was done using the options available within SUMO it-
self. This simulates routing with information available from a service which provides
high fidelity live travel times to drivers, and so can adjust their route ad-hoc.
The results of the simulations are shown in Fig. 4.10 for each of the network structures
under consideration. We observe that apart from the random and small world networks
where the DRA is outperformed by DUA, our algorithm shows better performance in all
cases when compared to the LTTR. Specifically, in the lattice (Fig. 4.10a) we observe that
the DRA outperforms both DUA and LTTR. DUA is able to keep ω̄ ≤ ω̂ up to λ = 2.2.
The DRA compares favourably with its maximum value of λ̂ = 4.9. LTTR is unable to
maintain acceptable delays, even at the lowest values of λ tested.
In the spiderweb network (Fig. 4.10b) we find that DUA and the DRA perform
comparably, although DUA outperforms the DRA by a small margin, achieving λ̂ = 4.5
compared to λ̂ = 4.4. Once again LTTR is unable to maintain acceptable delays, even at
the lowest values of λ tested.
In contrast to the lattice and spiderweb networks, we observe a significant difference in
performance between the DRA and DUA when comparing results on the random network
(Fig. 4.10c). DUA is able to achieve λ̂ = 1.6, whereas we find a critical value λ̂ = 1 when
using the DRA. In this network, LTTR is still unable to maintain acceptable delays for
any value of λ we tested.
Results from simulations in the small-world network (Fig. 4.10d) are similar to those
seen in the random network. We observe that DUA outperforms the DRA by a small
margin, maintaining reasonable delays so that λ̂ = 2.5 using DUA and λ̂ = 2 using the
DRA. LTTR is unable to maintain acceptable delays for any value of λ tested.
We find that the best benchmark for performance is DUA, rather than LTTR, which
performed poorly in all simulations, however it should be noted that DUA is a centralised
and iterative routing method, requiring a prior knowledge of all vehicles and trips, whereas
the DRA is able to route vehicles in real-time, using decentralised rules and only requiring
local occupancy data at each intersection.
We find that the performance of the DRA compared to that of DUA varies according
to the network topology. In the lattice network the DRA outperforms DUA, and in
the spiderweb the performance is comparable, however, in the random and small-world
networks, DUA outperforms the DRA by a considerable margin (when taking only λ̂ into
consideration). The percentage performance difference of the DRA compared with DUA
was an increase of 123% in the lattice, a decrease of 2% in the spiderweb, a decrease of
38% in the random network, and a decrease of 20% in the small-world network. These
results are summarised in Table 4.4.
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(ω̂ = 20.5 mins)
(a) 32x32 Lattice



















(ω̂ = 20.8 mins)
(b) Small-world (32x32)
Figure 4.11: Change in ω̄(α, λ) (mean delay, measured in minutes) as α (the DRA tuning
parameter) and λ (the car generation rate, measured in vehicles per second) are varied for
each network, in large networks with traffic lights present. The dashed red line (λ̂ = λ̂(α))
indicates the relationship between α and the maximum value of λ reached before ω̄(α, λ)
becomes greater than ω̂ (the acceptable delay threshold).
4.6 The Effect of Increasing Network Size
We generated larger networks in order to validate the performance of the DRA when the
network size was increased. The networks tested are a 32x32 lattice, and a small-world
network based on rewiring the 32x32 lattice, both of which contain traffic light controlled
intersections.
The results of the simulations are shown in Fig. 4.11. We notice that, as in the case of
their smaller counterparts, these networks show better resilience for certain values of the
control parameter α in the cost function at the core of our DRA with the results being
comparable to those already described for small network sizes.
Fig. 4.12 shows a comparison between four routing algorithms when applied to this
larger networks. We note again that the DRA we propose presents the best performance
while the LTTR is unable to guarantee acceptable delays. This confirms the viability and
effectiveness of the DRA when increasing network size.
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Figure 4.12: Change in ω̄(λ) (mean delay, measured in minutes) when varying λ (car gen-
eration rate, measure in vehicles per second) in large networks with traffic lights present,
when routing using DUA (orange line), LTTR (dark grey line), the shortest path (light
grey line), and the DRA (blue line - using the best performing value of α for each network
and chosen using Fig. 4.11). ω̂ (the acceptable delay threshold) is shown by the dashed
red line for each network.
4.7 The Effect of Penetration Rate on Performance
Finally, we investigate how performance and resilience depend on the fraction of cars in
the network adopting DRA as opposed to shortest path routing. This is to assess whether
a beneficial effect can be gained even when only a fraction of the cars on the road adopt
the DRA as a routing algorithm.
We varied the percentage of vehicles using the DRA, whilst the remaining vehicles
used the shortest path.
In the lattice network (Fig. 4.13a) we find that there is a gradual reduction in the
mean delay as the percentage of vehicles using the DRA is increased. When the percentage
of vehicles reaches 90% there is a sharp reduction in delays, and performance at 90%
penetration rate is equal to performance at 100%.
Similarly in the spiderweb network (Fig. 4.13b) we observe the same improvement as
the percentage of vehicles using the DRA is increased. We find that at low penetration
rates there is an almost linear one-to-one relationship between the percentage reduction
in ω̄(λ) and the percentage of vehicles using the DRA. We observe that past 60% market
penetration the effect of the DRA increases, and at 70% there is almost a 100% reduction
in delays.
In the random network (Fig. 4.13c) we note that the effect of the DRA is less dramatic.
Increasing the market penetration rate still has an approximately linear relationship to
the reduction in ω̄(λ), however, the relationship is of the order two-to-one, meaning that
when the market penetration rate is at 80% we expect to see a 40% reduction in delays,
and so on.
In contrast to the other networks we find that the small-world network (Fig. 4.13d)
we observe a logarithmic increasing relationship between the market penetration and re-
duction in delays, between values of market penetration between 5% and 60%, showing
that even small market penetration rates can yield high reductions in delays, for example
at 30% market penetration we observe a 70% reduction in delays.
In summary, we have found that a clear beneficial effect is present even when a fraction
of the vehicles in the network adopt the DRA, and the remaining vehicles are routed using
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(a) 10x10 Lattice (λ = 4.8)


















(b) Spiderweb (λ = 4.4)


















(c) Random (λ = 1)


















(d) Small-world (10x10) (λ = 1.8)
Figure 4.13: Percentage reduction in ω̄(λ) (mean delay), in comparison to shortest path
routing, when varying the percentage of vehicles using the DRA (vehicles not using the
DRA are following the shortest path). Simulations were performed in networks with traffic
lights, and the value of λ used varies in each network (as indicated in the sub-captions).
the shortest path. More notably, we observe again that the degree of improvement as a
function of the adoption rate depends strongly on the network structure being considered.
4.8 Discussion
In this chapter, we presented a completely decentralised method to enable co-operative
routing between vehicles.
The method demonstrates excellent results when compared with the shortest path, and
even against an iterative DUA approach in some networks. The key feature of the proposed
algorithm is that it relies on a local cost function where the relative weight between the
shortest path to destination and road congestion is determined by a control parameter α.
We convincingly showed that varying alpha has an effect on the performance of the DRA
and can enhance the resilience of the road network that becomes able to cope with higher
car generation rates for certain values of the control parameter. Simulations confirmed the
ability of the DRA to guarantee better performance than other routing strategies including
the iterative DUA where the routing problem is solved off-line. Remarkably, we showed
the effect of changing the network structure and how the performance of the algorithm
and choice of α are affected by such variations. We also showed that the observations
made for smaller networks scale up to larger networks and that the full benefits of the
DRA do not require all vehicles in the network to adopt the new routing strategy. This
latter observation can be particularly relevant in the short/medium-term where automated
vehicles will share the road network with human-driven ones. Indeed our findings show
that better routing of the automated vehicles could have beneficial effects on the network




In the next chapter, we will move to the problem of intersection control. We will




A Novel Approach to Intersection
Control
Having studied a new decentralised strategy for routing vehicles that require communica-
tion between each vehicle and the infrastructure, we now move to the problem of improving
traffic congestion by proposing a novel strategy for traffic light control.
When compared to the algorithms described earlier in Chapter 3 we notice the following
key properties of our approach:
• The system we present is decentralised. That is, there is no traffic light controller
that knows the state of all the other traffic lights. Rather, each traffic light controller
only knows information it has measured or received from neighbouring intersections.
• The decentralised nature of the system makes it naturally scalable. In principle,
since each controller only takes as input the state of its neighbours, it does not need
to be reconfigured every time a new controller is inserted in the network.
Previous methods rely on turning ratios to determine the pressure of each phase,
however, proliferation of Vehicle-to-Infrastructure (V2I) communication means that direct
communication between vehicle and traffic light could soon be possible.
We propose a decentralised work conserving controller that communicates directly with
vehicles and with neighbouring intersections. This information allows for the controller
to know the exact incoming and outgoing lane of a vehicle. We propose two variants of
a work conserving controller, one which detects the presence of congested roads, and one
which estimates the exact capacity of neighbouring intersections and uses bounded queue
lengths to determine the pressure.
We also tackle the problem of when the stage should be changed by introducing several
stage duration algorithms. These algorithms calculate the correct green time for a stage
based on the percentage of the current queue that should be cleared in the current stage
(which for our purposes we set to 100%).




• We formally prove that the algorithms are always able to move vehicles whenever
the downstream intersections have available capacity. We relate this to the property
of work-conservation.
• We discuss the complexity of the algorithms. Specifically, we show that workload
for each intersection is independent of the number of intersections in the network
and that it is bounded by physical constraints such as the number of neighbouring
intersections.
• We validate our algorithms via microscopic traffic simulation. Specifically, we eval-
uate the behaviour of the algorithms in synthetic networks and under several traffic
conditions.
5.1 The Proposed Architecture
We propose that a controller is present at each traffic light controlled intersection. As
shown in the schematic architecture of Figure 5.1, controllers implement a closed loop
system around the queues at the intersections. Controllers are also able to communicate
with each other and with vehicles approaching the intersection. Essentially, the proposed
system consists of the following components:
Sensors Manager responsible for collecting data at the traffic intersection and providing
this information to the controller. Specific sensors that might be employed are
inductance loops, microwave emitters, and cameras. The types of data collected
from sensors include the queue length and vehicle speed.
Communications Manager responsible for (i) exchange of data between neighbouring
intersections and (ii) exchange of data between controllers and approaching vehicles.
In particular, neighbouring intersections share their available capacity and approach-
ing vehicles communicate their intended route to the intersection, which combined
with sensor data on the number of vehicles approaching allows the controller to
determine accurate queue lengths and demand for neighbouring intersections.
Controller responsible for implementing the algorithms described in Section 5.3.
Traffic Lights responsible for displaying the red and green lights as an output of the




Figure 5.1: Schematic diagram illustrating the architecture of the decentralized controller
presented in this chapter. The controller outputs the best stage choice (a combination of
green lights at the intersection) as the control input to the traffic lights, in an attempt to
control the queue sizes at the intersection. The controller also calculates a stage duration
for each stage. Intersections communicate with sensors, with neighbouring intersections
and also with approaching vehicles in order to gather data required to decide on the next
state of the traffic lights. The communication manager and sensors also provide the input
for the feedback loop used to adjust the stage duration.
We will assume that the necessary architecture is in place for the controller to imple-
ment the algorithms described and tested in this chapter. The controller consists of two
algorithms which are responsible for determining, at the beginning of each stage: (i) the
best combination queues to be released (i.e. the next stage) and (ii) the stage duration.
The controller is responsible for triggering a new stage calculation, and this is implemented
by means of a system clock.
5.2 Problem Formulation
Here we introduce the traffic model used throughout the chapter. For the convenience of
the reader, we also provide a list of symbols in Appendix B.2. As we will not be revisiting
the Decentralised Routing Algorithm (DRA) in the following chapters we will redefine any
notation here as specific to the intersection control algorithms.
5.2.1 Modelling Networks of Intersections
Let G = {V, E} be a directed graph, with {vi}i∈V being the set of vertices and {(va, vb)}(a,b)∈E
be the set of edges [33]. We recall that the topology of a graph can be described by its
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the adjacency matrix A ∈ Rn×n.
In the context of this chapter, the vertices of the graph will physically represent in-
tersections, while the edges will physically represent roads. Edges are then directional as
defined by the direction in which traffic flows along the road. Edges which flow into an
intersection are input links to the intersection, whilst edges which flow out of an intersec-
tion are output links. We will say that two intersections (say va and vb) are (a, b) adjacent
if there is an output link of va which is an input link to vb. We also refer to adjacent
vertices as neighbours.
We consider the set of intersections denoted by V. The i-th intersection is characterized
by a set of input links l ∈ Ii and output links m ∈ Oi. A phase, denoted by j = {l,m}, is
any possible movement from an input link to an output link (this may also be referred to
as the j-th phase or j-th queue). The number of possible phases at the i-th intersection
is denoted as ni, and the set of all phases can be expressed as σi = {j1, ..., jni}.
The number of vehicles (in a queue) associated with the j-th phase, at some discrete
time step k, is denoted xji (k). We can refer to the total number of vehicles on input link
l as xli(k), and on output link m as x
m
i (k). Vehicles join the j-th phase at the the i-th
intersection at the rate λji (k), and can leave the j-th phase at the constant saturation rate
µji . The status of the light controlling the j-th queue is given by g
j(k) ∈ {0, 1}, where 1
represents green (and 0 represents red).
In a network of intersections, we recall that output links associated with a given phase
can become full and unable to take any more vehicles. We denote cmi as the capacity of
the m-th output link associated to the phase j = {l,m}. We denote εj(xmi (k), cmi ) as a
function which gives 1 when there is available capacity on the output link of phase j, and












The service rate, say sji (k), for the j-th phase is the rate at which vehicles leave the
j-th queue at time step k, taking into account whether or not it has received a green light,




i ), such that,
sji (k) = g
j




i ) · µ
j
i (5.2)
The traffic lights are controlled by selecting a stage, which is a set of compatible phases.
We denote an arbitrary stage as q = {g1i , ..., g
ni
i }, which in real terms defines what phases
receive a red or green light (i.e. the value of gji (k) for all phases). We refer to an arbitrary
stage as the q-th stage. The total number of stages is denoted as zi, and the set of all
possible stages as Pi. In our framework the control input at time k is the stage being
chosen, i.e. ui(k) ∈ Pi (note that ui(k) is an ni × 1 column vector).
The state of the intersection is an ni× 1 column vector denoted xi(k), which gives the
length of the queues at the i-th intersection (i.e. xi := [x
1




We denote by Pi the zi × ni stage matrix which is the stack of all stages in Pi. The
ni × 1 column vector pqi is the transpose of the q-th row of Pi, and hence is the column
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vector representation of the q-th stage. We refer to the j-th row of the vector pqi as p
q,j
i ,
which is the value of gji for the q-th stage.
We also let: (i) ai(k) := [λ
1
i (k), . . . , λ
ni
i (k)]
T be the ni × 1 column vector of arrival
rates; (ii) Di(k) be the ni×ni diagonal matrix having on its main diagonal the saturation
rates µji ; (iii) Ei be the ni × ni diagonal matrix having the element in the j-th row and




i ) m ∈ j ∀ j ∈ σ (i.e. the value of εj(xmi (k), cmi ) for
the output link of every phase at the i-th intersection), and (iv) si(k) be the ni×1 column
vector of service rates at time step k.
Then, the dynamics for the i-th intersection in the network can be written in compact
form as,
xi(k + 1) = [xi(k) + ai(k)− si(k)]+ (5.3)
where,
si(k) = Ei(k) · (Di · ui(k)) (5.4)
(Note: [x]+ ≡ max{x, 0}. For a generic n-dimensional vector, [x]+ is a component-wise
operation.)






























Measuring the Queue Length
In the model used by Varaiya [106], it is assumed that for every phase a vehicle joins
a separate queue, and so there is no head of line blocking, whereby a vehicle belonging
to a particular phase blocks the front of a queue, with vehicles behind being part of a
different phase. This assumption is convenient, however, it is not always realistic, and
we consider several different models which affect controller design. Here we provide the
following descriptions to clarify how queue length may be measured, depending on which
definition of the queue is chosen:
All-to-One Queue The queue length is determined by the number of vehicles occupying
an edge, which may be thought of as a road. No matter what phase a vehicle belongs
to it will be included in a total queue length for the edge. An intersection with 4
input roads will have 4 queues.
Some-to-One Queue The queue length is determined by the number of vehicles occu-
pying an input link, which may be thought of as lanes within a road. No matter
what phase a vehicle belongs to it will be included in a total queue length for the
input link it occupies. An intersection with 4 input roads, each with 2 input lanes,
will have a total of 8 input links and therefore 8 queues.
71
T. Barker
One-to-One Queue The queue length is determined by the phase a vehicle belongs
to. All vehicles in a queue will make the same movement at the intersection. An
intersection with 12 phases will have 12 queues, no matter how many input links at
the intersection.
It is conceivable that we may wish to measure the number of vehicles, the edge occu-
pancy, or some other function to determine queue lengths. If the number of vehicles is
used then this can be counted for every phase, but if occupancy is used or measured by a
sensor, then it represents the queue on an edge (all-to-one) or in a lane (some-to-one).
In order to measure queue length in the one-to-one case, it must be clear to which phase
a vehicle belongs, either due to the position of the vehicle or by V2I communication. The
most common solution found in the literature is to use or estimate the turning ratios at the
intersection, although this would only give an approximation of the current state [46,106].
These definitions provide the necessary components to design a controller which se-
lects the best stage at each time-step. We further establish the notation for the ease of
calculating the stage and stage duration. The state of the i-th intersection xi is expressed
in vector notation, as is the notation for the set of all possible stages P.
5.3 Control Algorithm Design
5.3.1 Overview
In this section, we present the main logical steps for the algorithms of the controller in
Figure 5.1. To the best of our knowledge the algorithms presented are entirely new to
the literature, although draw on the principles of work-conservation mentioned in the
literature review and studied by other researchers. In particular the concept of pressure
propagation introduced in Section 5.5.1 and studying the effect of network topology using
algorithms of this nature has not been investigated before.
We first present the Stage Selection Algorithms, which determines which stage will be
unlocked (i.e. the value of ui(k)). We present two possibilities to select the stage to be
unlocked. The algorithms differ in the information that they receive as input from nearby
controllers. Namely, we introduce:
The Congestion-Aware Stage Selection Algorithm, whereby controllers use
queue lengths to determine the stage with the maximum benefit to unlock, but do not
include any queues for which the output links are already full.
The Capacity-Aware Stage Selection Algorithm, whereby controllers calculate
the available capacity at their output links and use these capacities to calculate the max-
imum available benefit of actuating a particular stage (i.e. the stage with the maximum
number of vehicles is released, but only cars which are moving into an output link with
enough capacity are included in this calculation)
On inspection, it can be seen that the capacity-aware algorithm is simply an enhanced
version of the congestion-aware algorithm. Next, we present the stage duration algorithms,
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which calculate the length of time between subsequent stage changes. In this case, we pro-
pose three different solutions to determine the duration of each stage:
The Tmin/Tmax Stage Duration Algorithm, whereby the number of vehicles
serviced during a stage is measured, and the stage duration is lowered/raised towards a
minimum/maximum value dependent on the number of vehicles serviced.
The Proportional Stage Duration Algorithm, whereby the number of vehicles
serviced during a stage is measured, and the stage duration is adjusted using an estimation
of the error in the previous stage duration.
The Model-Based Stage Duration Algorithm, whereby the duration is calculated
so as to reduce the queue by a certain fraction of the current queue length, taking into
account the rate at which vehicles leave and enter the queue during the stage.
5.3.2 Stage Selection Algorithm Design
The stage selection algorithm maximises a utility function, denoted Jqi , which is dependent






where as defined above pqi is the vector of the q-th stage of the i-th intersection, synony-
mous with the transpose of the q-th row of the matrix of all stages, Pi.
Congestion-Aware Stage Selection
The concept behind the Congestion-Aware stage selection algorithm is to allow each in-
tersection to select a stage with the following characteristics: (i) it releases the largest
number of vehicles at the input links; (ii) it does not include vehicles with no available
capacity downstream. This concept is implemented in Algorithm 1.
The algorithm maximises the number of vehicles that are given a green light in the
selected stage, discounting any queues for which the output link has no available capacity.
The algorithm at the i-th intersection checks, for each queue, if there is available
capacity downstream. The algorithm creates a copy, P̃i, of the stage matrix, Pi, which
removes any phase from the stage matrix which has no available capacity in the output
link. Specifically, it computes,
P̃i = Pi · Ei(k) (5.7)




Ji = P̃i · xi (5.8)
By the construction of P̃i, the queues at intersection i that do not have available
capacity downstream are excluded in the computation of the utility function. The stage
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that is returned by the algorithm is the one corresponding to the largest element of Ji.
Algorithm 1 Congestion-Aware Stage Selection Algorithm
Communication with vehicles to determine desired outgoing lane
xi ← vehicle queues
Compute Ei(k)
P̃i ← Pi · Ei
Ji ← P̃i · xi






The capacity-aware algorithm presented here calculates at each time step the total number
of vehicles that wish to use a downstream edge and compares that to the exact number of
vehicles that the downstream edge is able to accommodate. Where multiple queues share
a downstream edge during a stage, their queue lengths are then adjusted (if necessary), so
that their sum is never greater than the available capacity of the downstream edge. This
concept is implemented in Algorithm 2.
Essentially, the algorithm first computes an ni × ni matrix describing whether two
queues are both open during a given stage and using the same downstream link. We
call this matrix L̃qi (p
q
i ), and we describe its computation in algorithm 3. The sum of all
elements in the j-th row of L̃qi (p
q
i ) is denoted by ι̃
q,j
i , which is the total number of phases
sharing the output link of j-th phase during the q-th stage.
Once L̃qi is calculated, the total demand for each downstream link can be calculated
by finding the dot product of L̃qi and the vector of measured queue lengths xi. The output
is a set of queue lengths which are based on the combined demand for the output links,
which we denote x̃qi (i.e. the j-th element of x̃
q
i is the total demand for the output link,
m, of the j-th queue). We refer to the j-th element of x̃qi as x̃
q,j
i
Using the data on available capacity received from sensors and neighbouring intersec-
tions, the j-th element of x̃qi is either left equal to the total demand for the downstream
link of the j-th queue or reduced to match the available capacity, whichever is smaller.
Where multiple queues share an output link, the final demand must be split between them.
The j-th element of x̃qi is divided by the total number of queues using the downstream
edge of the j-th phase during the q-th stage (i.e. ι̃q,ji ).
We define υ(x̃q,ji (k), c
m
i ), m ∈ j as a function relating queue length for the j-th phase
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We then denote as Υqi (x̃
q
i ) the ni×1 column vector, obtained by stacking the functions
υ(x̃q,ji (k), c
m
i ) for each of the ni phases.
The utility function in (5.6) is finally calculated as,
Jqi (p
q






Algorithm 2 Capacity-Aware Stage Selection Algorithm
Communication with vehicles to determine desired outgoing lane
xi ← vehicle queues












for phase j ∈ σi do
Communication with neighbouring intersections
cmi ← maximum capacity of outgoing lane of j-th queue
























Algorithm 3 Construct L̃ Matrix from Stage
procedure getL̃(pqi )
L̃← ni × ni matrix of all 0
for queue a = 1, . . . , ni do
for queue b = 1, . . . , ni do
if a and b receive a green light under pqi then
if a and b use the same output link then
L̃(a, b)← 1
return L̃
5.3.3 Stage Duration Algorithm
The stage selection algorithm is responsible for setting a control signal, ui(k), in order to
unlock one of the stages from the set of feasible stages Pi. The stage duration algorithm is
responsible for setting the duration of the control signal. We now present three alternative
choices to determine the duration of ui(k).
At the start of each stage, the total number of vehicles the algorithm wishes to remove
from the i-th intersection is calculated. This value is a fraction of the total number of
vehicles in the queues released during the stage. We term the number of vehicles to be
removed from the i-th intersection during stage q as δqi (k), such that,
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δqi (k) = η̄i · p
q
i · xi(k), (5.11)
where η̄i (a design parameter) is the target fraction of vehicles to remove from the
open queues during a single stage and is a constant.
Let τ qi (k) be the duration of the q-th stage computed by the controller at time step k.
We will then denote by γqi (k, k + τ
q
i (k)) the number of vehicles that departed during the
q-th stage (i.e. between time step k and time step k + τ qi (k), obtained by measuring the
number of vehicles that cross the stop line at the traffic light, or by communication with
the vehicles.
At the beginning of the q-th stage, a system clock is set to τ qi (k). The clock is decre-
mented at each time step, and when the system clock reaches 0 a new stage is selected.
The algorithms we propose adjust the stage duration at the end of each stage, according
to the difference between δqi (k) and γi(k, k + τ
q
i (k)).
The first two algorithms we propose (Tmin/Tmax and Proportional) adjust the stage
duration at the end of each stage, according to the difference between δqi (k) and γi(k, k+
τ qi (k)). The third algorithm (Model Based) sets the stage duration at the beginning of
the stage.
Tmin/Tmax Stage Duration Algorithm
When implementing the Tmin/Tmax stage duration algorithm a minimum and maximum
value is set for the duration of any given stage, which we denote τ̄min and τ̄max respectively.
The initial duration of any stage is the mean of this minimum and maximum value.
When a stage ends, its duration is adapted to reflect its performance. If the same
stage is selected on subsequent cycles then it will use this new adapted duration value.
Performance is measured against the desired number of vehicles that were to be cleared
from the intersection, δqi . If too few vehicles are cleared, then the stage duration is moved
closer to the value of τ̄max, if more vehicles were cleared then the stage duration will be
moved closer to the value of τ̄min. Further explanation can be found in algorithm 4.
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Algorithm 4 Tmin/Tmax Stage Duration Algorithm
Compute stage duration, τ qi , for stage p
q
i
pqi ← output from stage selection algorithm




System Clock ← τ qi
Target number of vehicles to service
δqi (k)← η̄i · p
q
i · xi(k)
while System Clock > 0 do
Wait until the System Clock reaches 0
γqi ← total vehicles departed during the stage












Proportional Stage Duration Algorithm
The proportional stage duration algorithm is similar to the Tmin/Tmax algorithm. The
stage duration is adjusted at the end of a stage based on the number of vehicles that were
cleared from the intersection. In order to make the adjustment, the error in the stage
duration is estimated and a proportional control algorithm is applied. The initial stage
duration for all stages is set to some starting value, denoted as τ0.
The stage duration of the q-th stage is recalculated according to an estimated error,






· τ qi (5.12)
On inspection, we see that this error is an estimate of the fraction of the time that
should be added or removed in order that the values of δqi and γ
q
i are equal.
We apply a proportional control law, with gain KP , such that,
τ qi = τ
q
i +KP · β
q
i (5.13)
This stage duration algorithm gradually adjusts to changing traffic conditions. Further
explanation can be found in algorithm 5.
Model Based Stage Duration Algorithm
The model based stage duration algorithm is proposed based on the model shown in (5.3).
The model based algorithm calculates the stage duration required to clear the queues
by the given proportion, η̄i, taking into account the arrival rate ai and departure rates Di
of vehicles. For a single intersection of arrival rate λ, departure rate µ, and current queue
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Algorithm 5 Proportional Stage Duration Algorithm
Compute stage duration, τ qi , for stage p
q
i
Traffic light enters state pqi
if no green time previously calculated for stage pqi then
Assign predetermined value
τ qi ← τ0
System Clock ← τ qi
Target number of vehicles to service
δqi (k)← η̄i · p
q
i (k) · xi(k)
while System Clock > 0 do
Wait until the System Clock reaches 0
γqi ← total vehicles departed during the stage







τ qi ← τ
q
i +KP · βi
length x, then the period of time, τ , required to clear the required number of vehicles,





where µ−λ is the real rate at which the queue length is reduced, and η̄ ·x is the amount the
queue needs to be reduced by, hence the result it the time required to do this. As µ−λ→ 0
the time required increases and vice-versa. In this model, it is assumed that λ ≤ µ, and
can, therefore, we cannot have a negative value of τ . In practice, this assumption is
reasonable, as vehicles cannot join a queue faster than space is being made available.
For the i-th intersection using stage pqi , we find that the time required can be given
by,
τ qi (k) =
δqi (k)






Note that we do not account for congested downstream links in this algorithm, hence
the use of the saturation rates in Di over the service rates si.
Moving averages are computed for the values of µji and λ
j
i over a chosen time window.
In contrast to the previous methods, the stage duration is calculated at the beginning of
a stage. An overview of this method can be found in Algorithm 6.
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Algorithm 6 Model Based Stage Duration Algorithm
Compute stage duration, τ qi , for stage p
q
i
Traffic light enters state pq
Target number of vehicles to service
δqi (k)← η̄i · p
q
i (k) · xi(k)
Di ← mean departure rates for queues








5.4 Properties of the Controller
5.4.1 Work Conservation
To better characterise the controller, we introduce a definition of efficiency, or work con-
servation for a policy, ui. This notion is formalized with the following definition.
Definition 1. Let ui be a policy for intersection i and let x
j
i > 0 for some j = 1, . . . , ni.
Assume that some capacity is available to the nearby intersections. The policy is said
to conserve work for intersection i if the only stages that can be unlocked are those with
available capacities downstream.
The definition above implies that a sufficient condition for the policy to move vehicles is
to have available capacity downstream. Our interest in work conservation is then motivated
by the fact that, intuitively, a loss of work for a policy is an indicator of inefficiency in the
road network.
Our main result on work conservation can be stated as follows.
Theorem 1. Both the congestion-aware and the capacity aware controllers are work pre-
serving.
Proof. We prove this by contradiction, by assuming that the congestion-aware and the
capacity-aware controllers are not work preserving. More precisely, we assume that the
policy set by the controllers can unlock a stage, say pqi with no available capacity down-
stream, even if other stages have available capacity.
Congestion-aware controller. Since, by contradiction, this controller is not work
preserving, this means that, for at least one intersection in the network, say intersection
i, the corresponding policy, ui set by means of Algorithm 1 or 2 unlocks a service stage,
say pqi , that has no available capacity downstream, even if other queues have available
capacities. That is, pqi is characterized by the fact that:
• xji > 0 for at least some of the queues unlocked during stage p
q
i ;
• the capacities downstream to xji ’s are equal to 0.




• pick q as the index corresponding to the biggest element of the above vector.
Thus, since pqi is chosen by Algorithm 1, it means that q is the index corresponding
to the largest element of P̃ixi. However, since there is no capacity downstream, then,
by construction, the q-th element of P̃ixi is equal to 0. Therefore, it follows that all the
other elements of P̃ixi are all equal to 0. This, however, can happen only if the elements of
matrix P̃i are equal to 0. Now, all the elements of this matrix are set to 0 by the algorithm
only if all the queues downstream the intersection are at their maximum capacity, i.e. if
the queues downstream intersection i have no available capacity. This is, however, a
contradiction as our argument was based on the fact that the controller picked stage pqi
even if other stages had available capacity.
Capacity-aware controller. The proof for the capacity-aware controller follows
exactly the same steps as the proof for the congestion-aware controller. It is therefore
omitted here for the sake of brevity.
5.4.2 Complexity of the algorithms
We remark here that the complexity of implementing these algorithms network-wide is
O(1) in terms of the number of intersections in the network. The complexity of the
algorithms computed at each intersection is dependent on the number of queues managed
by that intersection, as well as the number of possible stages to be compared.
In regards to the stage selection algorithms:
• The congestion-aware stage selection algorithm is a sequence of O(1) and O(n)
operations, where n is the number of queues at the i-th intersection, and therefore
has overall O(n) complexity.
• The capacity-aware stage selection algorithm is O(m× n) complex, where m is the
number of possible phases zi and n is the number of queues at the i-th intersection,
ni. The computation of L̃ is O(n2i ), however, it only ever needs to be calculated
once for each stage if it is stored in memory.
The stage duration algorithms:
• The Tmin/Tmax and proportional stage duration algorithm are O(n) complex,
where n is the number of queues at the i-th intersection, ni. Specifically it is the
calculation of δqi which is O(n) complex.
• The model based algorithm is O(n2) complex, specifically the calculation of Di−Ai,
where n is the number of queues at the i-th intersection, ni.
The number of queues at an intersection is physically limited. Take for example a
4-way intersection with 3 lanes per road direction (allowing 3 ’straight-on’ lanes and 1
right and left turn lane respectively). This would results in 36 queues (ni = 36) and could
operate using 4 possible stages (zi = 4). The computational complexity is therefore low.
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5.5 Developing an Advanced Algorithm to Address ‘Head-
of-line-blocking’
In Chapter 6 section 6.2, we show results for numerical validation of the above algorithms.
We find that our intersection controller performs well in the lattice and random networks,
but is disappointing in the small-world network (for further details, refer to Figures 6.3, 6.4,
and 6.6). Observations of behaviour in the small-world network highlighted two possible
causes,
Head-of-Line Blocking is a problem caused when the first vehicle in a queue cannot
enter the next lane and blocks cars behind it which would otherwise be able to move
on to the next intersection.
Short Road Blocking was a problem where busy short roads were unable to release
their traffic due to sharing a junction with a busy long road. If another intersection
needed the short road as an output link, it was never able to clear traffic, despite
there being a high demand in the network for that link.
Short road blocking has been addressed in the literature by using measures such as road
occupancy, rather than the number of vehicles, to calculate queue sizes. Road occupancy
is normalised and therefore a short road which is full will have the same queue size as a
long road which is full.
Here we propose a solution, termed the Pressure Propagating Controller (PPC),
which addresses both short road blocking and head of line blocking. Our solution requires
intersections to propagate queue lengths to downstream intersections. The advantages of
our solution are:
• Shorter queues may extend their queues to account for upstream traffic at another
intersection.
• Longer queues are still prioritised if a short road is not blocking upstream traffic, but
the increase in pressure from an additional vehicle decreases the longer the queue is.
• Intersections downstream prioritise clearing links which are needed by vehicles caus-
ing head-of-line blocking.
5.5.1 The Pressure Propagating Controller
The PPC uses the same architecture found in Section 5.3. The key additions to the
algorithm are:
• A vehicle’s weight in a queue is inverse to its position in a lane (i.e. the further away
from the stop-line it is, the less it increases the pressure of the queue it has joined).
• Intersections propagate the total number of vehicles waiting in a lane to the next
intersection. The direction of propagation is in the direction that the first vehicle
wishes to go (i.e. information is passed between neighbouring intersections on the
number of vehicles being blocked).
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• Information is propagated downstream by each intersection in the same manner, so
that propagated pressures are cumulative. The direction of propagation from each
input link is dictated by the intersection and done in the direction of travel of the
first vehicle in an input links queue.
• Propagation ends when an output link is empty, or a cycle is formed (the input link
of the original intersection is an output link of a downstream intersection).
The PPC uses a combination of queues at the intersection and the queues propagated
from upstream intersections to pick the stage for the intersection. The result is that the
stage selection algorithm:
• Releases the most potential pressure on the network due to head of line blocking.
• Conserves work by avoiding the servicing of empty queues or queues which have
nowhere to go (due to congestion).
• Puts high pressures on downstream links which are causing traffic blockages further
upstream.
The PPC communicates with neighbouring intersections. At every intersection, and
for every lane, the intersection checks for any non-empty queues, and notes the turning
movement of the vehicle at the front of the lane. The turning movement informs the current
intersection what the next intersection (and lane) of that vehicle will be. Intersections
pass both their own queue length to that lane, as well as any queue lengths received from
previous intersections (see Figure 5.2). We refer to these cumulative queue lengths being
passed to downstream intersections as the pressure propagation.
There are two conditions which halt pressure propagation:
• If the first vehicle in an input link wants to turn into an empty lane.
• If the propagating pressure from input link l forms a cycle and l becomes an output
link for another intersection.
5.5.2 The Pressure Propagating Controller Stage Selection Algorithm
The purpose of this algorithm is to prioritise vehicles which are at the front of a queue,
and which may, therefore, be blocking vehicles behind. Less priority is given to vehicles if
they are far back in a queue, as it is assumed that they may not be able to move into their
desired output link either due to a vehicle ahead of them or due to the output link having
become congested. Intersections also prioritise the first vehicle in each input link by taking
its route and asking the next intersection downstream to prioritise the stage which will
make space available for that vehicle. Here we provide an overview of the algorithm, and
further details will be presented elsewhere.
The PPC Stage Selection Algorithm is based on the congestion-aware algorithm of
Section 5.3.2, however, it differs in three main ways from the cap-aware algorithm.
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i = 1 i = 2
i = 3 i = 4
Lane pressure 
= 3 + 3
= 6
Lane pressure = 3
Lane pressure = 3
Lane pressure




Lane pressure = 3
Figure 5.2: The pressure in each lane (in this case the queue length) is propagated towards
the next lane in the direction of the first vehicle in the queue. Propagation is continuous
until an empty lane is reached (which can be seen for i = 2), or the pressure re-enters the
original lane, which would create a cycle.
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• A vehicles contribution to queue length is inversely proportional to its position on
an input link
• For the purpose of stage selection, congestion is detected using equation (5.1) and
real-time capacity is not considered
• Actual queue lengths are propagated downstream in the direction of travel the first
vehicle on an input link
More specifically, let Bli be the set of all vehicles on input link l at the i-th intersection,
and Bji be the set of all vehicles assigned to phase j at the i-th intersection (s.t. B
j
i ⊂
Bli ⇐⇒ l ∈ j).
We denote by b = {l,m} the b-th vehicle in a queue, which has an input link, l, and
an output link, m. We denote by ybl (k) the position of the b-th vehicle in the queue on
input link l (i.e. ybl = 1 for the vehicle at the front of input link l, y
b
l = 2 for the second
vehicle in the queue, etc.).







, l ∈ j (5.16)
The vehicle at the front of the queue on input link l is denoted as b∗l (k) (i.e. y
b∗l
l =
1). The PPC stage selection algorithm combines position ranked queue lengths with
propagated pressures from upstream intersections. The sum of pressures propagated from
upstream intersections to input link l is denoted as r̄li(k). The combined queue length for
the j-th phase, used to find the optimal stage at each intersection is denoted as x̂ji (k) =
x̄ji (k) + r̄
l




The pressure generated by input link l at time step k is the number of vehicles on
input link l at time step k. We denote the pressure to be propagated as rl,mi (k) = r̄
l
i(k) +
xli(k), m ∈ b∗l (k). Pressure is always propagated in the direction of travel of the vehicle
at the front of the queue on input link l.
The utility function for the q-th stage is calculated as Jqi (p
q
i ) = x̂
T
i (k) · Ei(k) · p
q
i .
Algorithm 7 provides further explanation and also clarifies the logic which halts the
propagation of pressure along the network.
5.6 Discussion
In this chapter, we presented several decentralised algorithms for intersection control which
rely on V2I communication to allow intersections to pick the best stage and stage duration
at a given time step. These algorithms are intended to maximise the flow of vehicles
through the network, and minimise delays to vehicles in the network. We have created 2
stage selection algorithms based on the principle of work-conservation (with accompanying
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Algorithm 7 Pressure Propogation Stage Selection Algorithm
For every intersection
for i ∈ V do
For every phase associated with the intersection
for j in σi do







, l ∈ j
Retrieve upstream pressures for the input link of the j-th phase
r̄li(k)← pressure from upstream links into input link l
if r̄li(k) contains pressures propagated from input link l (i.e. a cycle has formed) then
break
else
Calculate the overall pressure for the phase
x̂ji (k) = x̄
j
i (k) + r̄
l
i(k), l ∈ j
Get the output link of the vehicle at the front of input link l
if input link l has an empty queue then
rl,mi (k) = 0
else
b∗l (k)← first vehicle in queue on input link l




i(k), m ∈ b∗l (k)
For every intersection
for i ∈ V do
Ei(k) is computed by the intersections
Jqi (p
q
i ) = x̂
T




stage duration algorithms) and presented another algorithm which attempts to counter
some of the problems observed in the simulations which now follow.
In Chapter 6 we will present results from simulations in synthetic networks, where we
have tested each of these algorithms in combination. In Chapter 7 we show preliminary




Numerical Validation of our
Intersection Control Algorithms in
Synthetic Networks
Here we present results from numerical simulations of the intersection control algorithms
introduced in the previous Chapter. The results are divided over two sections:
In Section 6.2 we compare fixed cycle scenarios, with a mode stage duration of 31
seconds or 15 seconds, with the congestion-aware (algorithm 1) and capacity-aware (al-
gorithm 2) stage selection algorithms in combination with Tmin/Tmax (algorithm 4),
proportional (algorithm 5), and model-based (algorithm 6) stage duration calculation. A
variety of parameters were tested, varying the maximum stage durations and starting stage
durations in the controlled schemes. The resulting figures show the comparison of several
scenarios, which are detailed in Table 6.2. These scenarios allow for the easy comparison
of various combinations of stage selection and stage duration algorithm.
In Section 6.3 we compare the Pressure Propagating Controller (PPC) with two algo-
rithms from the literature. Furthermore, we contrast these results with our findings from
the congestion-aware and capacity-aware algorithms to draw conclusions about which in-
tersection control strategy provides the best performance.
6.1 Simulation Methodology
Simulations were performed using Simulation of Urban Mobility (SUMO), which is an open
source software platform suitable for microscopic traffic simulation [12]. Extensions were
developed in Python which enabled the testing of our stage selection and stage duration
algorithms. The intersection controller connects to the simulation through the SUMO API
TraCI, and can request data such as the queue lengths, and also set the traffic lights in the
simulation (see Figure 6.1). The system clock for each intersection is handled externally

















Figure 6.1: Simulation architecture demonstrating how the traffic microsimulation (written
in C), connected to our intersection controller with its stage selection and stage duration
algorithms via the SUMO API (TraCI).
We tested the controllers across 3 synthetic network topologies: a lattice network, a
random network, and a small-world network. The random and small-world networks were
created by rewiring the lattice network (following the same methodology mentioned in
Chapter 4). This enabled us to keep the number of nodes and edges constant in each
network, whilst varying the topology.
Table 6.1 shows the number of nodes, edges and traffic light controlled intersections
in each network. Rewiring of the lattice network results in fewer or greater number of
traffic lights required in the network (nodes that go from 3 or more undirected edges to 2
or fewer undirected edges no longer require traffic lights, and vice versa).
Figure 6.2 shows an analysis of the betweenness centrality of nodes in the networks. In
the lattice network (Figure 6.2a). we find a high number of nodes with a high betweenness
centrality, offering many shortest paths throughout the network, especially for cars moving
through the centre of it. In the random network (Figure 6.2b) we observe fewer nodes
with a high betweenness centrality, meaning there are fewer short routes between each
node and more points where bottlenecks might occur. In the small-world network (Figure
6.2c) there is a clear central node with a high betweenness centrality, whilst nodes on the
periphery have a very small betweenness centrality. This can be seen as a way of going
from homogeneously loaded to heterogeneously loaded
In each simulation, cars were generated for a period of 1 hour at a constant rate
ranging from 0.5 to 5 vehicles per second. The trips were generated at randomly between
two nodes with a minimum distance of 900m for any given trip, and routes were calculated
according to Dijkstra’s algorithm [37]. The simulation was ended after 2 hours even if some
vehicles had not completed their journeys. In order to avoid severely delayed vehicles from
failing to register their trip duration (if they had not completed their journey when the
simulation ended) any active vehicles in the network at the end of the simulation were
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(a) Lattice (b) Random (c) Small-world
Figure 6.2: Comparison of betweeness centrality in the networks. Larger and darker nodes
have a higher betweeness centrality in the network.
forced to complete their journey, and the time they had spent in the network was taken
as the trip duration. For each simulation, a total of 5 simulations were run at every car
generation rate with a different set of trips, in order to approximate any error in our
results.
Statistics were recorded for the number of vehicles in the network, and the individual
trip time and wait time of each vehicle.
Table 6.1: Network Parameters
Topology Nodes Edges Traffic Lights
Lattice 140 440 100
Random 140 440 101
Small-world 140 440 92
6.1.1 Method for Estimating the Capacity of Roads
The purpose of a work-conserving intersection controller is to avoid servicing empty roads.
However, in the presence of spill-over or gridlock in the outgoing lanes, a work conserving
intersection controller can still be susceptible to a loss of work if green lights are given to
vehicles with nowhere to go. Here we develop the concept of outgoing lane capacity and
its computation.
The capacity is an estimate of the number of vehicles which can be accommodated
by an outgoing lane. The estimate is based upon the length of the road, the length of a
vehicle, and the average gap between vehicles when stopped. There are numerous possible
methods for calculating the value, for example:
• Taking the position of the last vehicle in the queue, and calculating using the re-
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maining length of road behind that vehicle.
• Assigning a nominal capacity for each road and a nominal capacity-requirement per
vehicle.
• Estimating capacity as a function of road density or occupancy.
However, the key requirements for our estimation were that:
• The estimation should never be above 0 when the road is full (i.e. it should be
conservative)
• The estimation should be feasible through estimated values that might be picked up
by sensors in the road, or by cameras.
In order to fulfil these requirements, it was decided to use a simple estimation of road
length, divided by the mean vehicle length and a constant vehicle gap. The vehicle gap
could then be adjusted to ensure conservative estimates of capacity, and ensure good




Mean Vehicle Length + Vehicle Gap
⌋
(6.1)
6.1.2 Performance Metrics Used to Evaluate the Algorithms
We consider 3 metrics when assessing the performance of our queue unlocking controller
and method of stage duration calculation:
• Mean network flow
• Mean trip duration
• Mean waiting time
We consider network flow as the measure of how much traffic can be routed through
the network and is measured in vehicles per hour. The higher the network flow the higher





Mean trip time is measured in minutes and is the average time elapsed between a
vehicles departure and arrival. A reduced travel time represents a tangible benefit to
an individual driver, and so we compare the mean travel time achieved with increasing
numbers of vehicles wishing to use the network.
The mean waiting time is measured in minutes and is calculated as the average time for
which a vehicle is stopped (involuntarily) during its journey. A high waiting time would
likely be perceived as undesirable by the driver, even if it correlated to higher network
flow and a reduced average travel time.
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Table 6.2: Selection of Controllers and Parameters Compared in the Figures on Synthetic
Networks
Scenario Uncontrolled Controlled Parameters
Parameters Stage Selection Algorithm Stage Duration Algorithm
Tmin/Tmax Proportional Model Based
Fixed Cycle η̄i Tmin Tmax KP T0 Tmin Tmax
A 31 Congestion-Aware 1 5 55 0.15 30 5 55
B 15 Congestion-Aware 1 5 25 0.15 15 5 25
C 31 Capacity-Aware 1 5 55 0.15 30 5 55
D 15 Capacity-Aware 1 5 25 0.15 15 5 25
We also consider the critical car generation rate, which is the rate at which the number
of vehicles entering the network causes the network to become severely congested and enter
a state of gridlock. We find that this critical car generation rate is significantly modified
when comparing fixed-interval traffic lights and our intersection controller.
6.2 Numerical Analysis of the Congestion-Aware and Capacity-
Aware Stage Selection Algorithms
In Figures 6.3, 6.4 and 6.6, we show the network flow, mean trip duration and mean wait
time for simulations the lattice, random and small-world networks. These figures show the
high-level performance of the fixed-interval and controlled scenarios, such as the effect on
the critical car generation rate. In Figures 6.5 and 6.7 we show more detailed comparison
of small variations in algorithm performance.
We find that our proposed intersection controller greatly improves the performance of
the lattice and random networks, but that in the small-world network the fixed-interval
traffic lights perform better (except for very low car generation rates). Specifically this
relates to higher peak network flow, and shorter trip duration and waiting times.
6.2.1 Flow Through The Network
We find that whilst the network remains uncongested, the mean flow (in vehicles per
hour) increases linearly with the car generation rate, up to some threshold value. Once
the threshold value is reached the mean flow decreases as the car generation rate increases,
indicating that the network has become congested and is unable to function properly (see
Figure 6.3).
Lattice network
We find that in the fixed-interval case we reliably produce a peak flow through the network
of around 5000 cars per hour when using 31 second intervals (Figures 6.3a and 6.3g), and
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(e) Scenario B - Random



















(f) Scenario B - Small-world



















(g) Scenario C - Lattice
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(i) Scenario C - Small-world



















(j) Scenario D - Lattice
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(l) Scenario D - Small-world
Figure 6.3: Car generation rate (vehicles per second) plotted against mean flow through
the network (vehicles per hour). Results are shown for Scenarios A to D (by row) and
three network topologies (by column). The stage selection algorithm and stage duration
parameters are specified by the Scenario. The lines shown are for Tmin/Tmax (purple),
Proportional (maroon) and Model Based (blue) stage duration algorithms. Fixed-cycle




a slightly lower peak flow of around 4800 when using 15 second intervals (Figures 6.3d
and 6.3j). Comparing the 31-second fixed-interval with the combination of capacity-aware
stage selection and proportional stage duration in Scenario D, we see that the overall
increase in peak flow is 110%.
Random network
We find that using a fixed-interval traffic light controller we reliably produce a peak flows
through the network of around 2100 cars per hour when using 31 second intervals (Fig-
ures 6.3b and 6.3h), and a slightly higher peak flow of around 2700 when using 15 second
intervals (Figures 6.3e and 6.3k). Comparing the 15-second fixed-interval with the com-
bination of capacity-aware stage selection and Tmin/Tmax stage duration (Scenario D)
demonstrates an 85% increase in maximum network flow during the simulation.
Small-world network
In the small-world network, we find that the maximum flows we can achieve are lower
than in both the lattice and random networks. Specifically, the maximum network flow
under a fixed-interval scheme is 1900 vehicles per hour, when using an interval of 31 sec-
onds (Figures 6.4c and 6.3h) or 15 seconds (Figures 6.4f and 6.3l). Comparing either
the 15 or 31-second fixed-interval schemes with the combination of capacity-aware stage
selection and Tmin/Tmax stage duration (Scenario D) demonstrates a 16% increase in
maximum network flow during the simulation. However, in these simulations, the mean
flow dropped dramatically after the maximum flow was reached, and the fixed cycle con-
troller demonstrated greater performance for all simulations above a car generation rate
of 0.7.
6.2.2 Mean Trip Duration
We find that the mean trip duration undergoes small variations as the car generation rate
is varied, up to some critical car generation rate (see Figure 6.5). Past the critical car
generation rate, we find large increases in the mean trip duration, indicative of congestion
and gridlock in the network (see Figure 6.4). This corresponds to the reduction in flow
seen in Figure 6.3. We find that the parameters of the stage duration algorithm impact on
the mean trip duration, even at low car generation rates below the threshold value. Here
we present the mean trip durations found prior to congestion, and the car generation rate
at which we begin to observe very large trip durations.
Lattice network
We find that for a fixed-interval scheme of 30 second intervals there is a mean trip duration
of 4.5 to 5 minutes up to a car generation rate of 1.6 (Figures 6.4a and 6.5a). We observe
that for a 15 second cycle there is a slightly higher mean trip duration of 5.75 to 6.75
minutes for car generation rates up to 1.6 (Figures 6.4d and 6.5d). Comparing the best
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(f) Scenario B - Small-world
(g) Scenario C - Lattice
















(h) Scenario C - Random
















(i) Scenario C - Small-world
















(j) Scenario D - Lattice
















(k) Scenario D - Random
















(l) Scenario D - Small-world
Figure 6.4: Car generation rate (vehicles per second) plotted against mean trip duration
(minutes). Results are shown for Scenarios A to D (by row) and three network topologies
(by column). The stage selection algorithm and stage duration parameters are specified
by the Scenario. The lines shown are for Tmin/Tmax (purple), Proportional (maroon)
and Model Based (blue) stage duration algorithms. Fixed-cycle control is shown in black.
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(f) Scenario B - Small-world



















(g) Scenario C - Lattice
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(l) Scenario D - Small-world
Figure 6.5: Close-Up of Figure 6.4 showing performance differences at car generation rates
below the critical threshold. Car generation rate (vehicles per second) plotted against
mean trip duration (minutes). Results are shown for Scenarios A to D (by row) and
three network topologies (by column). The stage selection algorithm and stage duration
parameters are specified by the Scenario. The lines shown are for Tmin/Tmax (purple),
Proportional (maroon) and Model Based (blue) stage duration algorithms. Fixed-cycle




performing fixed-interval scheme with our best performing intersection controller, we find
that in uncongested conditions we reduced tip duration by 22-25 %.
Random network
We find that for a fixed-interval scheme of 30 seconds there is a mean trip duration of 6.5
to 7 minutes up to a car generation rate of 0.7 (Figures 6.4b and 6.5b). We observe that
for a 15 second cycle there is a slightly lower mean trip duration of 5.5 to 6.5 minutes for
car generation rates up to 0.9 (Figures 6.4e and 6.5e). Comparing the best performing
fixed-interval scheme with our best performing intersection controller, we find that in
uncongested conditions we reduced trip duration by 36-38%.
Small-world network
We find that for a fixed-interval scheme of 30 seconds there is a mean trip duration of 6.75
to 7.5 minutes up to a car generation rate of 0.6 (Figures 6.4c and 6.5c). We observe that
for a 15 second cycle there is a slightly lower mean trip duration of 5.5 to 6.25 minutes
for car generation rates up to 0.6 (Figures 6.4f and 6.5f). Comparing the best performing
fixed-interval scheme with our best performing intersection controller, we find that in
uncongested conditions below a car generation rate of 0.7 we reduced tip duration by
32-36%. However, past this point, the benefit is lost, and the network becomes congested
creating high trip durations than for a fixed-interval scheme.
Summary of mean trip duration results
In all simulations, there were only minor differences observed due to the Stage Selection
Algorithm. In contrast, the different Stage Selection Algorithms exhibited individual
behaviours at car generation rates below the critical rate. In the lattice network, we
observe that the model based controller usually exhibits the lowest trip duration for the
smallest car generation rates and that the trip duration increases with the car generation
rate. The proportional algorithm behaves quite differently, giving higher trip durations
for lower car generation rates, which decrease and then increase again as the critical car
generation rate is approached (see Figure 6.5j). The Tmin/Tmax algorithm provides trip
durations somewhere in between the two.
This behaviour may be explained due to the responsiveness of the algorithms. The
model based algorithm predicts the stage duration before it begins, whereas the other
algorithms are adaptive based on historical performance. If the initial stage duration for
the Tmin/Tmax and proportional algorithms is too low or high for the car generation rate,
it will take some time to adapt. It will also perform best when it starts the simulation with
a stage duration which is approximately optimum for the level of traffic in the simulation
(probably some car generation rate between 0 and the critical rate).
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6.2.3 Mean Waiting Time
Figures 6.6 and 6.7 show the mean waiting time for vehicles in the network. The waiting
time corresponds to the mean trip time results in each network, and increases in the
waiting time are most likely the biggest contributor to increases in trip time.
Lattice network
We find that for a fixed-interval scheme of 30 seconds there is a mean wait time of 2.25 to
2.75 minutes up to a car generation rate of 1.6 (Figures 6.6a and 6.7a). We observe that
for a 15 second cycle there is a slightly higher mean wait time of 3.25 to 4.25 minutes for
car generation rates up to 1.6 (Figures 6.6d and 6.7d). Comparing the best performing
fixed-interval scheme with our best performing intersection controller, we find that in
uncongested conditions we reduced wait time by 56-54%.
Random network
We find that for a fixed-interval scheme of 30 seconds there is a mean wait time of 4.0
to 4.25 minutes up to a car generation rate of 0.7 (Figures 6.6b and 6.7b). We observe
that for a 15 second interval there is a slightly lower mean wait time of 2.75 to 3.75
minutes for car generation rates up to 0.9 (Figures 6.6e and 6.7e). Comparing the best
performing fixed-interval scheme with our best performing intersection controller, we find
that in uncongested conditions we reduced wait time by 64-67%.
Small-world network
We find that for a fixed cycle scheme of 30 seconds there is a mean wait time of 3.75 to
4.5 minutes up to a car generation rate of 0.6 (Figures 6.6c and 6.7c). We observe that
for a 15-second cycle there is a slightly lower mean wait time of 2.75 to 3.25 minutes for
car generation rates up to 0.6 (Figures 6.6f and 6.7f), but this also increases sharply past
this point. Comparing the best performing fixed-interval scheme with our best performing
intersection controller, we find that in uncongested conditions we reduced wait time by
64-69%. However, this reduction is mitigated when we pass the critical car generation rate
for our intersection controller.
Summary of mean waiting time results
Qualitatively the mean wait time for fixed-interval and our various intersection controllers
matched the mean trip duration. This result is unsurprising, as reduced stopping should
result in reduced travel time.
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(a) Scenario A - Lattice














(b) Scenario A - Random














(c) Scenario A - Small-world














(d) Scenario B - Lattice














(e) Scenario B - Random














(f) Scenario B - Small-world














(g) Scenario C - Lattice














(h) Scenario C - Random














(i) Scenario C - Small-world














(j) Scenario D - Lattice














(k) Scenario D - Random














(l) Scenario D - Small-world
Figure 6.6: Car generation rate (vehicles per second) plotted against mean wait time
(minutes). Results are shown for Scenarios A to D (by row) and three network topologies
(by column). The stage selection algorithm and stage duration parameters are specified
by the Scenario. The lines shown are for Tmin/Tmax (purple), Proportional (maroon)
and Model Based (blue) stage duration algorithms. Fixed-cycle control is shown in black.
Standard deviation between simulation runs is shown by the shaded region.
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(a) Scenario A - Lattice





















(b) Scenario A - Random





















(c) Scenario A - Small-world





















(d) Scenario B - Lattice





















(e) Scenario B - Random





















(f) Scenario B - Small-world





















(g) Scenario C - Lattice





















(h) Scenario C - Random





















(i) Scenario C - Small-world





















(j) Scenario D - Lattice





















(k) Scenario D - Random





















(l) Scenario D - Small-world
Figure 6.7: Close-up images of Figure 6.6 showing in more detail the performance of the
algorithms when the mean wait time is less than 5 minutes (which we consider to mean






Table 6.3: Summary of controller performance in the synthetic scenarios. The mean trip duration and mean wait time are taken for results below
the critical car generation rate when the network remains uncongested. The best results in the lattice network were gained when using the capacity-
aware stage selection algorithm and the proportional stage duration algorithm in Scenario D. The best results in the random network were gained
from the congestion-aware stage selection algorithm and the Tmin/Tmax stage duration algorithm in Scenario B.
Fixed-Interval Work-Conserving
Interval Tmin/Tmax Proportional Model Based
Metric 15 31 A B C D A B C D A B C D
Lattice
Peak Flow 4800 5000 8000 9800 8000 10000 8700 10250 8700 10500 7000 9800 7000 10000
Mean Trip Duration 5.75-6.75 4.5-5.0 4.25-4.5 3.5-3.75 4.25-4.5 3.5-4.0 4.25-4.75 3.5 4.25-4.75 3.5-3.75 4.25-5.5 3.25-4.0 4.25-5.25 3.25-4.0
Mean Wait Time 3.25-4.25 2.25-2.75 1.75-2.0 1.0-1.25 1.75-2.0 1.0-1.25 1.75-2.25 1.0 1.5-2.25 1.0 2.0-3.0 1.0-1.5 2.0-2.5 1.0-1.5
Crit. Rate 1.6 1.6 2.5 3.0 2.4 3.0 2.7 3.1 2.7 3.2 2.2 3.0 2.0 3.0
Random
Peak Flow 2700 2100 4100 5000 4200 4900 4000 5000 4200 5000 3000 4200 4000 4600
Mean Trip Duration 5.5-6.5 6.5-7.0 4.25-4.75 3.5-4.0 4.25-4.75 3.5-4.0 4.5-4.75 3.5-4.0 4.5-4.75 3.5-4.0 4.5-5.5 3.5-4.0 4.5-5.5 3.5-4.25
Mean Wait Time 2.75-3.75 4.0-4.25 1.5-2.0 1.0-1.25 1.5-2.0 1.0-1.25 2.0 1.0-1.25 2.0 1.0-1.25 2.0-2.75 1.0-1.5 2.0-3.0 1.0-1.5
Crit. Rate 0.9 0.7 1.3 1.5 1.3 1.5 1.2 1.5 1.2 1.4 1.0 1.3 1.1 1.4
Small-world
Peak Flow 1900 1900 1100 1000 1900 2200 1600 1000 2000 1900 900 1000 1600 1900
Mean Trip Duration 5.5-6.25 6.75-7.5 12.75 3.75 4.5-5.0 3.75-4.0 4.5 3.75 4.5-5.0 3.75-4.0 30 3.75 5.0 3.75
Mean Wait Time 2.75-3.25 3.75-4.5 10.25 1.0 1.75-2.25 1.0 1.75 1.0 1.75-2.25 1.0 25 1.0 2.25 1.0
Crit. Rate 0.6 0.6 0.5 0.5 0.6 0.6 0.5 0.5 0.6 0.6 0.5 0.5 0.5 0.5
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Table 6.4: Flow comparison between best fixed cycle and best controlled simulation in
synthetic networks.
Network Fixed-Interval Work-Conserving
(Interval) (Stage Duration - Scenario) % Change
Lattice 5000 (31) 10500 (Proportional - D) +110%
Random 2700 (15) 5000 (Tmin/Tmax or Proportional - B) +85%
Small-world 1900 (15) 2200 (Tmin/Tmax - D) +16%
Table 6.5: Mean trip duration comparison between best fixed cycle and best controlled
simulation in synthetic networks.
Network Fixed-Interval Work-Conserving
(Interval) (Stage Duration - Scenario) % Change
Lattice 4.5-5 (31) 3.5-3.75 (Proportional - D) -22% to -25%
Random 5.5-6.5 (15) 3.5-4.0 (Tmin/Tmax or Proportional - B) -36% to -38%
Small-world 5.5-6.25 (15) 3.75-4.0 (Tmin/Tmax - D) -32% to -36%
6.2.4 Discussion of Congestion-Aware and Capacity-Aware Algorithm
Performance
The decentralised intersection controller shows clear improvement over the fixed interval
scheme in the scenarios tested, see Tables 6.4 to 6.6 for a summary of the improvements.
In the lattice and random networks, we find that a fixed cycle is outperformed by our
intersection controller both in terms of the maximum flow in the network and in reducing
the mean trip duration. In the small-world network, we find that an improvement is
only observed for very low car generation rates below 0.6 vehicles per second. At higher
car generation rates all controlled and uncontrolled schemes deteriorate in performance,
however, the controlled schemes do this at a faster rate.
We observe that in all the synthetic networks, the best results were achieved with
parameters that encouraged shorter stage durations (scenarios B and D - see Table 6.3).
In particular, the flow in the lattice network is maximised when combining the propor-
tional stage duration with capacity-aware stage selection algorithm, and parameters from
scenario D. In the random network the best performance is found when combining the
proportional or Tmin/Tmax stage duration algorithm with the congestion-aware stage
selection algorithm, and parameters from scenario B.
Shorter stage durations offer the advantage of allowing the intersection to more fre-
Table 6.6: Mean wait time comparison between best fixed cycle and best controlled sim-
ulation in synthetic networks.
Network Fixed-Interval Work-Conserving
(Interval) (Stage Duration - Scenario) % Change
Lattice 2.25-2.75 (31) 1.0 (Proportional - D) -56% to -64%
Random 2.75-3.75 (15) 1.0-1.25 (Tmin/Tmax or Proportional - B) -64% to -67%
Small-world 2.75-3.25 (15) 1.0 (Tmin/Tmax - D) -64% to -69%
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Table 6.7: Critical car generation rate comparison between best fixed cycle and best
controlled simulation in synthetic networks.
Network Fixed-Interval Work-Conserving
(Interval) (Stage Duration - Scenario) % Change
Lattice 1.6 (31) 3.2 (Proportional - D) +100%
Random 0.9 (15) 1.5 (Tmin/Tmax - D) +67%
Small-world 0.6 (15) 0.6 (Tmin/Tmax - D) 0%
quently select the next stage. Once a queue has been emptied, the next stage should be
selected as quickly as possible in order to maintain work-conservation at the intersection.
If a full queue can be emptied somewhere between 5 and 25 seconds, then in Scenarios B
and D this value will be settled on faster.
Also, we find that the network topology has a clear impact on the performance of the
network under all controlled and uncontrolled schemes. In the lattice network, we observe
a much higher network flow than in the random network. This result is not surprising when
we compare this with the betweenness centrality of the networks (Figure 6.2). We observe
that the lattice network has many nodes with a relatively even betweenness centrality, but
in the random network, the shortest paths are concentrated through only a few nodes.
The flow in the network is clearly related to the betweenness centrality, as networks with
many possible shortest paths will be less prone to congestion.
The mean trip duration clearly correlates with the network flow. When the network
becomes congested and the flow stops increasing in proportion to the increasing demand,
we see simultaneous drops in network flow and increases in the mean trip time. Similarly,
we find that the mean waiting time directly correlates with the mean trip time, showing
that reducing waiting time at traffic lights will have a direct impact on travel times. We
term the car generation rate at which the mean trip duration increases non-linearly in
relation to the car generation rate a ’critical’ car generation rate (see Table 6.7).
In many of the Figures, we observe some oscillations in the results. Using Figure 6.3a
as an example, we see the proportional stage duration scheme sees a dip in the mean
flow between car generation rates of 2.6 and 2.8, and that past 2.8 the mean flow drops
significantly. We also see that there is a corresponding increase in the standard deviation
between simulations runs at this point. This indicates that at values near to the critical
car generation rate there is some instability between simulation runs and that different
combinations of routes may induce or avoid congestion in the network (which is responsible
for the reduction in mean flow and increase in trip duration). As further evidence of this,
we see that as the car generation rates increase away from the threshold value, the standard
deviation between runs decreases.
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Figure 6.8: Car generation rate (vehicles per second) plotted against mean flow through
the network (vehicles per hour) in the 3 network topologies. Intersection controllers shown
are OBB (dark blue), Gregoire et. al. (orange), and PPC (dark green). For comparison
we include the 15 second fixed-cycle controller, and the best performing controller from
our results in section 6.2 (this is either the proportional (maroon) or Tmin/Tmax (purple)
stage duration algorithm from Scenario D depending on the network topology).
6.3 Numerical Analysis of the Pressure Propagating Con-
troller
The PPC was tested alongside two decentralised backpressure algorithms based on the
current literature. A backpressure controller uses the difference in length between the
queue on the input link and the queue on the output link to calculate the ”pressure” of
any particular phase. Stages are selected by minimising pressure at the intersection.
The backpressure algorithms selected were:
Occupancy Based Backpressure (OBB) , which is a backpressure controller where
queue length on a link is measured as the occupancy of the road.
Gregoire et. al. [46] which is congestion-aware backpressure controller. The Gregoire
et. al. algorithm is similar to the OBB algorithm, however, it has modifications
which make it less susceptible to deadlocks.
The PPC requires all intersections to be synchronised for the propagation stage, and
so a fixed stage duration was used for analysis. The same stage duration was used for all
controllers tested here.
We chose the Gregoire et. al. algorithm because it is the first back-pressure algorithm
in the literature (to our knowledge) that takes into account the effect of downstream con-
gestion and uses a normalised back pressure to avoid gridlock situations that are possible
with some algorithms.
Results for network flow, trip duration, and wait time are found in Figures 6.8, 6.9
and 6.10.
6.3.1 Flow Through The Network




In the lattice network (Figure 6.8a) the PPC achieves a peak mean flow of around 10150
vehicles per hour, at a car generation rate of 3.1. This outperforms the OBB and Gregoire
algorithms which achieve peaks of 9750 and 9300 respectively. This is a slightly lower
performance than the best controller tested in the previous section. In those simulations,
the capacity-aware stage selection combined with proportional stage duration achieved a
peak flow of 10600 vehicles per hour at a car generation rate of 3.2. All of the algorithms
outperform a fixed-cycle controller by a minimum of 81%.
Random network
In the random network (Figure 6.8b) we find that the performance of the PPC, OBB and
Gregoire algorithms are similar, although the best performance is given by OBB which
achieves a peak flow through the network of 5500 vehicles per hour. The 3 algorithms
outperform not only the fixed-cycle controller but also the best capacity-aware controller
we tested in the random network. In this case the OBB increases flow 9% over our
capacity-aware controller but is only giving an improvement of 1% over the PPC.
Small-world network
In the small-world network (Figure 6.8c the PPC shows the best performance of all of
the algorithms tested. The PPC achieves a peak flow of 2900 vehicles per hour. The
Gregoire algorithm performs comparably well but falls short at 2850 vehicles per hour.
The maximum flow achieved by the PPC represents a 29% increase in peak flow over
that achieved using our best capacity-aware algorithm tested previously and 53% over the
fixed-cycle controller.
Summary of flow results
The backpressure algorithms show increased flow in the random and small-world networks
over the algorithms tested previously, but our previous algorithms perform better in the
lattice network. Unlike the lattice network, the random and small-world networks consist
of a mix of road lengths. The Gregoire algorithm is designed to perform better in networks
with a mix of road lengths, and the algorithm clearly works. The design of our PPC
algorithm seems to further increase traffic flow in these networks.
6.3.2 Mean Trip Duration
In Figure 6.9 we see mean trip duration for the simulations. As in our previous analysis,
we find that an increase in trip duration corresponds to a sudden decrease in flow through
the network. In contrast to the previous intersection controllers, we observe a strictly
monotonically increasing trip duration in relation to increasing car generation rate. We
have used the decrease in network flow as an indicator of congestion in the network, and



















































































































Figure 6.9: Car generation rate (vehicles per second) plotted against mean trip duration
(minutes). Intersection controllers shown are OBB (dark blue), Gregoire et. al. (orange),
and PPC (dark green). For comparison we include the best performing fixed-cycle con-
troller, and the best performing controller from our results in section 6.2 (this is either the
proportional (maroon) or Tmin/Tmax (purple) stage duration algorithm from Scenario D




In the lattice network (Figures 6.9a and 6.9d) we find that the PPC achieves a mean
trip duration of 3 minutes at the lowest car generation rate. This is the lowest mean trip
duration achieved by any algorithm tested here. Comparing the mean trip duration for the
PPC to that of our capacity-aware controller for car generation rates below 3.2 (i.e. prior
to the onset of congestion), we find that the PPC gives the lowest mean trip duration up to
a car generation rate of approximately 1.8. Past this value, the capacity-aware algorithm
provides a lower mean trip duration. The OBB and Gregoire algorithms still outperform
the fixed-cycle controller, reducing the mean trip duration by up to 1 minute, however,
they are outperformed by our own algorithms in this network.
Random network
In the random network (Figures 6.9b and 6.9e) we again observe that the PPC provides
the lowest mean trip duration for any of the algorithms for the lowest car generation rates.
The PPC gives a mean trip duration of 3.25 minutes, which is 0.25 minutes less than that
for the next best performing algorithm, OBB. All of our algorithms again outperform
fixed-cycle control, and aside from small variations in trip duration during uncongested
conditions the performance of our algorithms is comparable.
Small-world network
In the small-world network (Figures 6.9c and 6.9f) we find that the trip duration increases
quickly with car generation rate for all algorithms. At the lowest car generation rate
tested the OBB and PPC provide the lowest mean trip duration around 3.5 minutes,
however, similar results are found for the other algorithms. In Figure 6.9c we observe
that our capacity-aware algorithm from the previous section is easily outperformed by the
PPC, OBB, and Gregoire algorithms. Specifically, the PPC outperforms the fixed-cycle
controller in terms of a lower mean trip duration for all car generation rates.
Summary of mean trip duration results
We observe that when compared with algorithms in the previous section, only the PPC
provides any performance benefits in the lattice network. Specifically, PPC provides the
lowest mean trip duration for car generation rates below 1.8. In the random network, we
observe an even stronger improvement of both the PPC and OBB algorithms over our
previous capacity-aware controller in terms of mean trip duration.
Finally, we find that in the small-world network all three algorithms are able to out-
perform our capacity-aware algorithm. We find that at some car generation rates below
a value of 1 the PPC appears to be outperformed by the Gregoire algorithm, but that
at others it outperforms them. In Figure 6.9c we see that in the long term PPC has the
lowest mean trip duration.
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Figure 6.10: Car generation rate (vehicles per second) plotted against mean wait time
(minutes). Intersection controllers shown are OBB (dark blue), Gregoire et. al. (orange),
and PPC (dark green). For comparison we include the best performing fixed-cycle con-
troller, and the best performing controller from our results in section 6.2 (this is either the
proportional (maroon) or Tmin/Tmax (purple) stage duration algorithm from Scenario D
depending on the network topology).
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6.3.3 Mean Waiting Time
In Figure 6.10 we can see the mean wait time for the simulations. As was observed in the
simulations in the previous section, we find that wait time correlates almost exactly with
trip duration.
Lattice network
In the lattice network (Figures 6.10a and 6.10d) we find that the mean wait time correlates
strongly with the mean trip duration. As with mean trip duration, we find that the best
performance is given by the PPC at the lowest car generation rate, where the mean wait
time is around 0.75 minutes. This reflects a reduction in wait time to around 33% of that
obtained using the fixed-cycle controller. Between a car generation rate of 1.5 and 3.2 our
previous capacity-aware algorithm gives the lowest mean wait time in the network. The
PPC and our capacity-aware algorithm beat both the OBB and Gregoire algorithms.
Random network
In the random network (Figures 6.10b and 6.10e) we observe that the PPC gives the lowest
mean wait time at the lowest car generation rate, however the OBB gives the lowest mean
wait time for car generation rates between 0.8 and 1.6. All of our algorithms outperform
fixed-cycle control.
Small-world network
In the small-world network (Figures 6.10c and 6.10f) we find that the lowest mean wait
times are achieved by the PPC and the Gregoire algorithms. In comparison to the fixed-
cycle scheme we find that all algorithms reduce wait time by at least 50% at the lowest
car generation rate, when compared to the fixed-cycle scheme, however only the new
algorithms presented here (OBB, Gregoire and PPC) are able to consistently beat the
fixed-cycle at all car generation rates.
Summary of mean waiting time results
In general, we find that that mean trip duration correlates with trip duration for all of the
algorithms. An interesting property of the PPC can be observed by studying Figures 6.9d
and 6.10d. We find that the wait time forms a larger part of trip duration in the PPC
than our capacity-aware controller (this can easily be observed by noting that the green
and maroon lines cross at different car generation rates in the two figures). This indicates
that the average road speed is higher using the PPC, and the wait times for some vehicles
must be pushed higher due to this.
6.4 Discussion
In Tables 6.8, 6.9, 6.10 and 6.11 we compare the performance metrics for all of the al-
gorithms presented in this chapter. We use the best case of fixed-interval control and
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capacity-aware control for comparison.
The results indicate that the peak capacity of a network can be increased and the mean
trip time reduced using decentralised traffic-responsive intersection control algorithms,
rather than fixed-cycle schemes.
The results also show that different algorithms may be appropriate for use in different
network topologies and with different aims for the network. For example, in the small-
world network, the Gregoire and PPC control outperformed all other algorithms in terms
of maximum flow through the network, mean trip duration, and mean wait time. In
the lattice network, we observed the highest flow in the network using a capacity-aware
controller, but we could achieve shortest trip durations for some car generation rates using
the PPC.
These results indicate that an optimal control strategy might include a combination of
control algorithms, which are switched according to the network topology and/or traffic
conditions.
In the next chapter, we present a preliminary investigation into the performance of
these controllers when simulated in a real-world scenario of the city of Luxembourg.
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Table 6.8: Flow comparison between OBB, Gregoire, PPC, best fixed-interval and best
Capacity-Aware intersection control
Network OBB Gregoire PPC Fixed-Interval (best) Capacity-Aware (best)
Lattice 9770 9282 10147 5172 10618
Random 5529 5364 5513 2747 5104
Small-world 2665 2845 2923 1878 2220
Table 6.9: Trip duration comparison between OBB, Gregoire, PPC, best fixed-interval
and best Capacity-Aware intersection control
Network OBB Gregoire PPC Fixed-Interval (best) Capacity-Aware (best)
Lattice 3.75-4.5 3.75-4.5 3-4.5 4.5-5 3.5-3.75
Random 3.75-4.5 3.75-4.5 3-4.5 5.5-6.5 3.5-4
Small-world 3.9-12 3.5-12 3.9-14 5.5-6.25 3.75-4
Table 6.10: Mean wait time comparison between OBB, Gregoire, PPC, best fixed-interval
and best Capacity-Aware intersection control
Network OBB Gregoire PPC Fixed-Interval (best) Capacity-Aware (best)
Lattice 1.25-1.5 1.25-2 0.75-1.75 2.25-2.75 1
Random 1.25-2 1.25-2.5 0.75-2.25 2.75-3.75 1-1.25
Small-world 1.25-9.25 1.25-8.5 1-10 2.75-3.25 1
Table 6.11: Critical car generation rate comparison between OBB, Gregoire, PPC, best
fixed-interval and best Capacity-Aware intersection control
Network OBB Gregoire PPC Fixed-Interval (best) Capacity-Aware (best)
Lattice 2.9 3 3.1 1.6 3.2
Random 1.7 1.7 1.7 0.9 1.5
Small-world 0.8 1.1 1.1 0.6 0.6
Chapter 7
Preliminary Numerical Validation
of Intersection Control Algorithms
in a Real-World Scenario
The results from validation of the intersection control strategies across differing synthetic
network topologies in Chapter 6 showed that network topology and loading had a signifi-
cant impact on the performance of the algorithms. Here we look at a real-world scenario,
with time-varying traffic loads a topology based on the road layout of the city of Luxem-
bourg.
We perform a similar analysis to that found in the previous chapter, firstly testing
a combination congestion-aware and capacity-aware stage selection algorithms with var-
ious stage duration algorithms and various parameter combinations. We compare these
results with the Occupancy Based Backpressure (OBB), Gregoire, and Pressure Propagat-
ing Controller (PPC) algorithms. The results presented are to be taken as a preliminary
investigation of the controller’s performance on a more realistic network and under more
realistic loads, and are therefore subject to far wider deviations than in the synthetic
networks.
7.1 Luxembourg Scenario
The Luxembourg SUMO Traffic (LuST) Scenario is a scenario based on the city of Luxem-
bourg. It was created by Codeca et al [24] (https://github.com/lcodeca/LuSTScenario).
The scenario depicts 24 hours of transport in the city of Luxembourg. The network in-
cludes traffic light locations, roundabouts, a bypass around the city, as well as residential
streets. Further details of the topology are given in Table 7.1. The scenario includes
24 hours of simulated traffic demands, which include through traffic (i.e. highway only
traffic), internal traffic, and traffic travelling between internal and external locations (en-
tering or exiting at the edges of the network). The traffic demand was generated using the
ACTIVITYGEN program which is included as part of the traffic simulator Sumo. ACTIV-
ITYGEN takes information about the network, such as work and residential zones, and
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generates traffic demands using an activity-based traffic generation model. The scenario
also includes bus routes and a mix of vehicles types. The demand has observable peaks
during rush hours, consistent with expected traffic demands.
We use an 11-hour subset of the full demand for the purposes of our simulations
(see Figure 7.3). Unlike in our synthetic networks, where the car generation rate was
constant, in these simulations the car generation rate varies. The mean car generation
rate throughout the entire simulation is less than 2.5 vehicles per time step, but when
taking into account shorter time periods (such as between 8-9am), the car generation rate
is much higher at 5.6 cars per time step.
We use a subset of the full 24-hour period because it includes hours during which
there is little traffic demand (i.e. early hours) and also a heavy traffic jam towards the
late afternoon, which causes all vehicles to be at a stand still and provides little useful
comparison for any traffic light algorithms (as all vehicle delays will tend towards infinity).
The LuST scenario was chosen as a test scenario because it was both a reasonable
representation of a real European city, including the generated traffic demand which the
authors claim was calibrated using available statistics, and also because its scale means
that the simulations can be run in a reasonable time frame and produce a manageable
amount of data. Other scenarios such as TAPASCologne [105] were considered, but their
immense scale requires considerably more time and computing power, and it was not clear
what could be learned from purely increasing the size of the city being tested.
Table 7.1: Luxembourg Network Topology
Topology Junctions Joining Edges Traffic Lights
Luxembourg 2112 5969 201
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Figure 7.1: The Luxembourg network as visualised in the traffic simulator SUMO
Figure 7.2: Luxembourg Network
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Figure 7.3: Traffic demand in the Luxembourg scenario. Blue bars show the mean car
generation rate for each hour, whilst the orange line indicates the mean car generation
rate throughout the 11-hour period. Morning rush-hour is visible at hour 8, and a lunch
time rush-hour is visible at hour 13.
7.1.1 Simulation Set-Up
The scenario is given with two sets of routes, one determined via Dijkstra’s algorithm and
another with a Dynamic User Equilibrium (DUE) determined using Gawron’s method [41].
The nature of our simulation will change the equilibrium in the network, and so we have
not used the DUE routes. Instead, we have used a one-shot dynamic routing method,
which does not give a stochastic user equilibrium, however it allows vehicles to plan at
the start of their journey to avoid unnecessary congestion. We also use several SUMO
processing options which are recommended for running the scenario, and these options
are detailed in Table 7.2. These parameters allow for vehicles to be discarded when they
wait longer than 10 minutes to begin their journey, or ’teleport’ to the next road in their
journey when they have yielded for longer than 10 minutes. These processing options are
useful in complicated scenarios such as this, which can become unrealistically grid-locked
due to a single stuck vehicle. We record statistics for the number of vehicles that do
not start their journey or are teleported. These values are low and comparable across all
simulations. The usefulness of teleportations during simulations and their possible impact
on the results is discussed further in Section 7.4.
We find that for all simulations around 1.2% of vehicles do not start their journey due
to a delayed start.
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7.2 Numerical Validation of Congestion-Aware and Capacity-
Aware Stage Selection in the Luxembourg Scenario
Here we present results obtained for each simulation of 13-hours of traffic demand. We
present results on the average flow through the network, mean trip duration, and mean
wait time.
7.2.1 Mean Flow Through the Luxembourg Network
In Figure 7.4 we observe the mean flow in the network for the duration of the simulation.
We find that the best performance is given by the congestion-aware and capacity-aware
stage selection algorithms when combined with the Tmin/Tmax stage duration algorithm
in scenarios B and D. Both give an average flow through the network of 11228 vehicles per
hour. In comparison to the best performing fixed-cycle controller, this is a 0.6% increase
in flow over the fixed interval scheme. The error bars show deviation in flow between
hours, which is large because the flow through the network varies significantly over the
11-hour period.
7.2.2 Mean Trip Duration for All Vehicles
In Figure 7.5 we present the mean trip duration for all vehicles in the network. We find
that where our intersection controller increased the flow in the network, it also reduced
the mean travel time in the network. In absolute terms, we see a 1.4-minute reduction
in the mean trip duration when comparing a 15-second fixed-cycle controller with the
Tmin/Tmax stage duration algorithm in scenarios B and D. This is equivalent to a 15%
reduction in the mean trip duration. The error bars show the deviation in mean trip
duration for all trips taken over the 11-hour period. Due to the large number of vehicles,
varied journeys distances and changing network conditions over the 11-hour period, we
see that there is a large deviation in mean trip duration between vehicles (and again for
mean wait time which we show in Figure 7.6), however, we reiterate that these results are
preliminary investigations, which show the overall effect of the intersection controllers on
mean trip duration.
7.2.3 Mean Wait Time for All Vehicles
In Figure 7.6 we see the mean wait time in the network. We find that where our intersection
controller reduced trip duration, there is usually a corresponding decrease in the wait
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Figure 7.4: Mean flow during the simulation for (1) Fixed-cycle (2) Tmin/Tmax (3)
Proportional (4) Model based stage duration. Flow is measured in vehicles per hour.
Note that the y-axis begins at 11000 vehicles per hour. The error bars show standard
deviation over the 13-hour simulation, which reflects that some hours will have had much
higher or lower flows than the mean.
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Figure 7.5: Mean trip duration during the simulation for (1) Fixed interval (2) Tmin/Tmax
(3) Proportional (4) Model based stage duration. Time is measured in minutes. The
error bars show standard deviation in trip duration for all vehicles. Given the size of the
network and the vehicle loading this reflects that many vehicles experience longer journeys
and hence much longer or shorter trip durations than the mean.
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Figure 7.6: Mean wait time during the simulation for (1) Fixed interval (2) Tmin/Tmax
(3) Proportional (4) Model based stage duration. Time is measured in minutes. The error
bars show the standard deviation in wait time for all vehicles. This reflects that many
vehicles experienced much longer wait times than the mean.
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time, however, the absolute reduction in trip duration may be greater than the reduction
in waiting time, indicating an overall improvement in road speed across the network.
When comparing a 15-second fixed-cycle controller with the Tmin/Tmax stage duration
algorithm in scenarios B and D, we see a reduction in wait time from 1.3 minutes to 0.7
minutes or a 46% reduction in waiting time. As with mean trip duration, the deviation
shown by the error bars is caused by the large distribution of differing vehicles journeys
across the network, but these results are intended to give a preliminary overview of the
potential performance gains of our intersection controller.
7.3 Numerical Validation of the Propagating Pressure Con-
troller in the Luxembourg Scenario
Simulations were run for the PPC, OBB and Gregoire algorithms in order to compare them
with fixed-cycle control, and our other stage selection and stage duration algorithms. As
the Luxembourg network is much larger than the synthetic networks tested in Chapter 5 it
contains many intersections which do not have traffic light control, and these intersections
halt the propagation of pressure in our PPC. For this reason, we tested two versions of
the PPC on the Luxembourg network:
1. Only traffic light controlled intersections have an intersection controller. These in-
tersections measure queues and propagate pressures as per the algorithm. If the next
intersection downstream does not have an intersection controller (i.e. traffic lights),
then propagation is halted.
2. All intersections have an intersection controller. These controllers measure queue
lengths and propagate pressures through the network, however, only intersections
which have traffic lights can use these measurements for stage selection and traffic
light control.
In this section, we first compare the two versions of the PPC, before comparing all of
the algorithms tested in the Luxembourg network against each other.
7.3.1 Comparing the Two Versions of the PPC
The results from simulations of the PPC are shown in Figure 7.7 and summarised in Table
7.3.
In Figure 7.7b we observe that the mean trip duration for all journeys is 9.4 minutes
when only traffic light controlled intersections propagate pressures and that this is reduced
to 8.7 minutes when all intersections can propagate the pressures.
In Figure 7.7c we find that the mean wait time is 2 minutes for the traffic light only ver-
sion of the PPC stage selection algorithm, and reduces to 1.4 minutes when it is extended
to all intersections.
Overall these results demonstrate that communication between all intersections is
preferable for the performance of the PPC, rather than only at traffic light controlled inter-



































































Figure 7.7: Network flow, mean durationwait time during the simulation for (1) Occupancy
Based Backpressure (2) Gregoire Capacity Aware (3) PPC Stage Selection (traffic light
controlled intersections only) (4) PPC State Selection (at all intersections). Error bars
reflect standard deviation from the mean. Due to this being a simulation of varied traffic
loading over 13-hours with different routes and route lengths the error bars show that the
flow from hour to hour, and the experience of many vehicles, differs significantly from the
mean.
Table 7.3: Summary of controller performance in the Luxembourg scenario. Pressure
Propagating Stage Selection and comparison stage selection algorithms.
Metric PPC (traffic light only) PPC (all intersections)
Mean Flow 11159 11194
Mean Trip Duration 9.4 8.7
Mean Wait Time 2.0 1.4
the results are not as promising as found with the Capacity-Aware and Congestion-Aware







Table 7.4: Summary of controller performance in the Luxembourg scenario for Fixed-Cycle, Congestion-Aware and Capacity-Aware Stage Selection.
Uncontrolled Controlled
Fixed-Cycle Tmin/Tmax Proportional Model Based
Metric 15 31 A B C D A B C D A B C D
Mean Flow 11157 11132 11211 11228 11211 11228 11194 11215 11196 11214 11133 11207 11136 11208
Mean Trip Duration 9.3 9.8 8.2 7.9 8.2 7.9 8.5 8.2 8.4 8.2 9.7 8.4 9.7 8.3
Mean Wait Time 1.3 1.7 0.9 0.7 0.9 0.7 1.1 0.9 0.9 0.8 1.9 1.0 1.9 0.9
Table 7.5: Summary of controller performance in the Luxembourg scenario for all algorithms.
Metric Congestion-Aware Capacity-Aware PPC Occupancy-Based Gregoire
Tmin/Tmax Tmin/Tmax (all intersections) Backpressure Capacity Aware
(τmin = 5, τmax = 25) (τmin = 5, τmax = 25)
Mean Flow 11228 11228 11194 11218 11215
Mean Trip Duration 7.9 7.9 8.7 8.2 8.2
Mean Wait Time 0.7 0.7 1.4 0.7 0.7
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Figure 7.8: Network flow, mean durationwait time during the simulation for (1) Occupancy
Based Backpressure (2) Gregoire Capacity Aware (3) PPC Stage Selection (traffic light
controlled intersections only) (4) PPC State Selection (at all intersections). Error bars
reflect standard deviation from the mean. Due to this being a simulation of varied traffic
loading over 13-hours with different routes and route lengths the error bars show that the
flow from hour to hour, and the experience of many vehicles, differs significantly from the
mean.
7.3.2 Comparison of Best Performing Controller in the Luxembourg
Network
Results comparing our congestion-aware and capacity-aware controllers, with the PPC,
Gregoire and OBB algorithms is found in Figure 7.8. In these figures, the PPC has been
implemented so that all intersections propagate pressures.
In Figure 7.8a we observe that the mean flow in the network is similar for all of the
algorithms (see Table 7.5 for exact figures). In Figures 7.8b and 7.8c we observe that the
PPC stage selection algorithm performs considerably less well than the other algorithms.
We find that both the OBB and Gregoire algorithms achieve a mean trip duration of 8.2
minutes and a wait time of 0.7 minutes. This wait time is equal to that found for our
congestion-aware and capacity-aware stage selection algorithms, however, we reduce the
mean trip duration by 0.3 minutes using our algorithms.
7.4 Discussion of the Real World Scenario
In the Luxembourg scenario, we do not observe the same drastic improvement as in the
synthetic scenarios over the best controlled and uncontrolled schemes. Furthermore, the
PPC performs the least well of all the algorithms (in fact it is not notably better than
even the fixed-cycle controller). We believe that this may be caused by the Luxembourg
scenario operating in a region past the critical generation rate for all scenarios. Fine tuning
of the loading may provide cases where the PPC outperforms the other controllers or at
least outperforms the fixed-cycle.
We observe that whilst a reduction in trip duration correlates with a reduction in the
waiting time, the reduction in duration can be often greater than the reduction in wait
time. This indicates that the intersection controller also contributes to the total flow of




It is notable that in Figure 7.8 there is no discernible difference in performance between
congestion-aware and capacity-aware stage selection algorithms. We would have expected
the more sophisticated Capacity-Aware stage selection to perform better, however, as we
found in the synthetic networks there does not seem to be a significant advantage to using
it. Given the much simpler implementation of Capacity-Aware stage selection, it seems
that this would be the preferable algorithm to use.
7.4.1 Investigating the Final State of the Stage Duration Algorithms
In order to understand the variation between the stage duration algorithms, we show a
histogram of the final green times for all of the intersections in the Luxembourg network
in Figure 7.9. Results are shown for scenario D, where all 3 controllers outperformed the
fixed interval control. We observe three distinct distributions of stage durations for each
algorithm.
• In the Tmin/Tmax algorithm we see that the largest group of stage durations are
at the minimum value of 5 seconds (around 36% of all stage durations). There is
a fat-tailed distribution of stage durations up to the maximum value of 25 seconds.
The second largest group is 10 seconds, which is equivalent to a stage being selected
and reduced once (possibly to a local optimum).
• In the proportional algorithm, which is not bounded, we find that the distribution
has a very long tail, with a minimum green time of 0 seconds, and a maximum
green time of 93 seconds. Around 10% of the green times are 15 seconds, which
may indicate that these stages were either never selected or were already at a local
optimum at the end of the simulation.
• The model based algorithm has 96% of the stage durations set at 5 seconds, and the
rest at 25 seconds.
Understanding the stage duration algorithms, and looking at the distributions of their
green times, it appears that the performance may be related to how responsive the stage
durations are to changes in the system.
• The model based stage duration is very responsive to changes in the system. Using
constantly updated rates of inflow and outflow, combined with the current queue
length, it selects the stage duration at the beginning of the stage. This means it
will adapt faster to the current traffic conditions, but it may be too responsive and
does not calculate an error in the green time as with the other two stage duration
algorithms.
• The proportional and Tmin/Tmax stage duration algorithms have some hysteresis.
They will only gradually change to match growing or shrinking queue lengths. As
proportional stage durations are unbounded above 0 they can become very long,
which may give poor performance if the traffic conditions change suddenly.
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• The Tmin/Tmax stage duration is not as responsive as the model based (it will go
from Tmin to 95% of Tmax in 6 stages), but will respond much faster than the
proportional algorithm and is bounded. The Tmin/Tmax algorithm allows for stage
durations to adjust to changing conditions, but slowly enough that small perturba-
tions in the queue lengths don’t make large changes to the green times.











Figure 7.9: Histogram of green times for the three stage duration controllers in scenario
D: Tmin/Tmax (purple), Proportional (maroon), and Model Based (blue).
7.4.2 The Magnitude and Effect of Teleportations on the Simulation
The effect of teleporting in SUMO, which happens when vehicles collide or are stuck in
one place for too long, is discussed here, as it must be considered whether it can affect
the realism of the simulations. Teleportation can be switched off but it is often necessary
for stopping small simulation artefacts causing unrealistic gridlocks and bottlenecks. As
teleportation may hide cases where vehicles yield for a long time due to the controller
behaviour rather than simulation errors, we provide details of teleportations for compar-
ison. Table 7.6 summarises these statistics. We find that the number of teleportations
per vehicle ranges between 0.004 and 0.007, or in other words between 4 and 7 of every
1000 vehicles teleported once during their trip. The percentage of trips which were can-
celled ranges between 0.83% and 1.46%, or in real terms between 1341 and 2359 vehicles
cancelled their journeys due to waiting too long.
We find that in general, the number of teleportations is lower for better-performing
algorithms, which indicates that the algorithm is performing well, rather than benefiting
from unrealistic simulation behaviour. However, there are some discrepancies. Occupancy
Based Backpressure and Gregoire Capacity-Aware have the lowest number of telepor-
tations (4 and 4.2 per 1000 vehicles respectively) but did not perform as well as the
Capacity-Aware and Congestion-Aware stage selection when combined with Tmin/Tmax
stage duration (4.7 and 4.5 teleportations per 1000 vehicles). Occupancy Base Backpres-
sure also had a lower percentage of cancelled trips (0.83% compares with 0.9 and 1.1%).
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The question this raises is whether a difference of 82 additional teleportations (0.7
per 1000 vehicles) and 111 additional vehicle trips (0.07% of the total trips) is enough to
yield a significant difference in the mean trip duration. During the Congestion-Aware &
Tmin/Tmax simulation 159558 vehicles completed journeys. If we assume that the actual
travel time for all of the vehicles less the 82 extra that teleported was 8.2 minutes and that
the teleportations reduced the travel time of the affected vehicles to 0, then we find that
the average travel time would still be 8.196 minutes. We can, therefore, assume that this
is not responsible for the algorithm’s performance. Similarly in order for the difference
in travel to to have occurred due to the additional vehicle trips, either the 111 vehicles
must have added a total of 800 hours to the total travel time for all vehicles, or their
own journeys must have taken 439 minutes on average (in which case they would have
teleported due to waiting). It therefore, seems unlikely that the improved performance of
our algorithm is due to an artefact of the simulation.
It is notable that the algorithms with the longest mean trip duration (using Model
Based stage duration algorithms) had the lowest number of emergency stops. These kinds
of secondary considerations are overlooked when considering the efficiency of the network,
and consideration should be given to whether algorithms which can lead to short stage






Table 7.6: Statistics for the number of emergency stops, teleports and cancelled trips in the simulations. Simulations are ordered by mean trip
duration (lowest to highest)
Simulation Emergency Stops Teleports Teleports per 1000 vehicles Cancelled Trips % Cancelled Trips
Congestion-Aware & Tmin/Tmax (τmin = 5, τmax = 25) 766 752 4.7 1452 0.9
Capacity-Aware & Tmin/Tmax (τmin = 5, τmax = 25) 802 711 4.5 1777 1.1
Occupancy Based Backpressure (15s Fixed Interval) 811 670 4.2 1341 0.83
Gregoire Capacity-Aware (15s Fixed Interval) 787 632 4 1547 0.96
Capacity-Aware & Proportional (Kp = 0.15, τ0 = 15) 778 812 5.1 2245 1.39
Congestion-Aware & Tmin/Tmax (τmin = 5, τmax = 55) 666 801 5 2070 1.28
Capacity-Aware & Tmin/Tmax (τmin = 5, τmax = 55) 701 788 5 1838 1.14
Congestion-Aware & Proportional (Kp = 0.15, τ0 = 15) 735 771 4.9 2236 1.39
Capacity-Aware & Model Based (τmin = 5, τmax = 25) 588 786 4.9 1765 1.1
Capacity-Aware & Proportional (Kp = 0.15, τ0 = 30) 693 794 5 2359 1.46
Congestion-Aware & Model Based (τmin = 5, τmax = 25) 549 860 5.4 1603 0.99
Congestion-Aware & Proportional (Kp = 0.15, τ0 = 30) 625 931 5.9 2328 1.44
Propagating Pressure (15s Fixed Interval) 683 1107 7 1803 1.12
Congestion-Aware & Model Based (τmin = 5, τmax = 55) 312 921 5.8 2093 1.3
Capacity-Aware & Model Based (τmin = 5, τmax = 55) 367 949 6 1553 0.96
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Conclusions and Future Work
The purpose of this thesis was to explore control strategies for reducing congestion in
road networks, expand them in the direction of decentralised strategies, and present some
analysis of the effect of topology and scale on the performance of these algorithms. We
have presented several such algorithms in routing and intersection control and explored
various network topologies with each.
In the first instance, we proposed that a simple vehicle routing algorithm, which en-
couraged vehicles to take an alternative route if the occupancy of the next road on the
shortest path was above a threshold value. The aim of the algorithm was to prevent the
onset of congestion as vehicles would perform load balancing collaboratively, and that by
finding the correct value for a tuning parameter would balance an individual vehicle’s to
take the shortest route, against the desire of all vehicles to avoid a congested network with
large delays.
The results showed that network topology had a large impact on the capacity of the
network, even when the number of edges in the network was constant. In the lattice
and spiderweb networks, we found that by taking alternative paths based only on the
occupancy of the next road we gained a drastic improvement over routing using only the
shortest path. The algorithm is not sophisticated and extremely easy to implement, but
the load balancing was pronounced across the network for vehicles only using shortest
travel time calculations to find their route (there were no dynamic travel times available
to the vehicles). However, when applied to networks with random or small-world degree
distributions we found that the performance dropped, especially in comparison to a Dy-
namic User Equilibrium (the distribution we expect when users are allowed to pick their
own routes).
We presented an analysis of the finding that in some networks a clearly optimal value
of the tuning parameter α could be identified, and what this indicated about the behaviour
of the algorithm. We found that we could demonstrate logical reasons behind the optimal
value for each network, and the behaviour this would elicit in the vehicles.
The findings of Chapter 4 indicate that a simple load balancing by individual vehicles
is sufficient in some cases to prevent gridlock in the network. The finding is significant
as methods in the literature generally consider that only a central controller is able to
drive traffic towards a more optimal state. As more data becomes available there will
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undoubtedly be more significant indicators than occupancy which could be used to balance
against estimated travel times in the network.
In our chapters on intersection control, we explored a decentralised algorithm based
on the principle of work-conservation, which had been shown to be effective in the lit-
erature. We developed our own modular control algorithms based on this principle and
tested them on both synthetic networks and a real-world example of Luxembourg. Our
algorithms demonstrate excellent performance compared to fixed-cycles with very little
tuning. Interestingly we also found that different algorithms had qualitatively different
properties, with some giving shorter minimum trip durations, but other algorithms able
to provide a higher maximum flow through the network.
We also found that in our real-world scenario the most sophisticated algorithm (Prop-
agating Pressure Control) performed the least well of our selected algorithms. This ran
counter-intuitive to our expectations from results in the synthetic networks and high-
lighted the issue of translating results from synthetic networks into reality. However, our
results were not completely surprising, in that an algorithm which had been promising in
the lattice and random networks gave the best performance in the Luxembourg network.
Working on the ideas in this thesis has led to many ideas and scenarios which we were
not able to test or develop due to time and resources. There has also been a huge amount
of development over the last 4 years in the news and research surrounding connected and
driverless vehicles which have given some more context to this area of study.
In the realm of vehicle routing, there are a huge number of cost functions which could be
incorporated into a decentralised routing algorithm. An algorithm in the real-world might
make it’s way to drivers through a service which delivers real-time traffic information such
as Google Maps [87]. Instead of drivers tending towards a user equilibrium (based on taking
the fastest travel time each time), then additional cost functions (such as occupancy) can
be incorporated into the routing decision.
It would also be desirable to explore which observable metrics in the road network
have the highest impact on reducing congestion. A genetic algorithm or similar could be
used to explore a combination of numerous metrics.
In the context of intersection control, we would like to explore the impact of intersection
control on route choice, as it has been suggested that traffic signals may have the effect
of destabilising route choice models in a way not represented in our models. It would be
interesting to study if a controller such as the PPC had the effect of causing drivers to
switch to routes of “higher-pressure” if they were serviced more frequently by traffic lights.
A further area which we would like to develop is the comparison of synthetic scenarios
with the real-world scenarios. The synthetic networks, whilst contrived in some respects,
produce results that are easily comparable. The topologies are clearly defined and the
loading on the network is homogeneous. The Luxembourg scenario in Chapter 7, whilst
realistic in the sense of being a real road network, and loading that could be considered
realistic, presents more challenges. We also found that in such a large network with such a
broad range of trip lengths and network conditions there is a significant deviation between
vehicle trips and the data is much harder to interpret. The results are also very specific
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to the network in question.
A comparison with a centralised traffic-responsive strategy such as SCOOT in both
the synthetic and Luxembourg networks would be desirable to determine how close our
decentralised strategies are able to come to matching a centralised one, however the im-
plementation of this is beyond the scope of this thesis due to both funding and time
constraints.
In summary, this thesis has delivered the algorithms and numerical analysis it promised
in the hope of finding control strategies which are more effective than those currently in




BPR Beareau of Public Roads.
CSO Constrained System Optimal.
CTM Cell Transmission Model.
DRA Decentralised Routing Algorithm.
DSO Dynamic System Optimal .
DTA Dynamic Traffic Assignment .
DUA Dynamic User Assignment .
DUE Dynamic User Equilibrium .
GPS Global Positioning System.
ITS Intelligent Transportation Systems.
LTTR Live Travel Time Routing.
LWR Lighthill, Whitham and Richards.
O-D Origin-Destination .
OBB Occupancy Based Backpressure.
PPC Pressure Propagating Controller.
SO System Optimal .
SSO Static System Optimal .
SUE Static User Equilibrium .
TSP Travelling Salesman Problem.





VRP Vehicle Routing Problem.
132
Glossary
Congestion The antithesis of Free-Flow.
Dynamic System Optimal The System Optimal (SO) when the network is time-
varying.
Dynamic User Equilibrium The User Equilibrium (UE) when the network is time-
varying.
Dynamic User Assignment See Dynamic Traffic Assignment (DTA).
Dynamic Traffic Assignment Allocation of routes to vehicles in time-varying networks
in order to reflect driver route choice patterns (i.e. for simulation), or to attempt to
best route traffic.
Free-Flow Traffic is able to flow without obstruction. The flow along a road will increase
linearly with an increase in traffic density or velocity.
Macroscopic Model of road networks based on flows along road and in and out of inter-
sections.
Microscopic Model of road networks based on calculation of individual movements of
vehicles.
Static System Optimal The SO when the network is not time-varying.
Static User Equilibrium The UE when the network is not time-varying.
System Optimal The optimal distribution of vehicles to minimise total travel time in
the network.
User Equilibrium The equilibrium reached when no vehicles can change their route for
a faster journey.
Vehicle to Infrastructure Communication Communications protocol enabling vehi-







Futher Details of Optimal Control
Models from Section 2.3.2
A.1 Papagerogiou Model of Network Nodes
A static model of network nodes can be constructed, which describes the splitting of traffic
at each intersection towards destination nodes.
The total flow qnj leaving node n and destined for node j is the sum of the flows
destined for node j flowing on each of the input links m to node n, additionally any traffic





QmΓmj + dnj , n ∈ N, j ∈ Sn (A.1)
where In is the set of links entering node n, Qm is the traffic volume leaving link m,
Γmj is the proportion of flow exiting link m which is destined for node j (output compo-
sition rate), and dnj is the traffic demand from node n to node j.
The splitting rate, βmnj , is the proportion of traffic travelling along road m from node





The input composition rate, γmj , is the proportion of flow into link m destined for








A.2 Papageorgiou Model of Network Links
Network links are dynamic models which describe the transformation of input flows and
composition rates (qm, γmj) from the node models into output flows and composition rates
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of the links (Qm, Γmj).
The state space form can broadly be expressed as,
Y(k) = G[x(k),U(k)] (A.4)
x(k + 1) = F[x(k),U(k)] (A.5)
Where the output vector, Y, comprises the output flows and composition rates, and
the input vector , U, comprises the input flows and composition rates. The state vector,
x, is model dependent.
Physical constraints such as capacity can be expressed as inequalities,
H[x(k),U(k)] ≤ 0 (A.6)
A.3 Kachroo Link-Based Model
The link based model closely follows work laid out by Papageorgiou. The conservation of
flow gives the following formulation for the change of traffic density over time, ρ̇m, which
is related to the difference between input flow, qm, and output flow, Qm. The output
flow in turn is related to traffic density, ρm (and road specific constants such as the jam






Qm(t) = qmax,m(1− exp
ρm
κm ) (A.8)
The composition rates are then expressed using either (i) a time delay model s.t.
Γmj(t) = γmj(t − τ), where delay, τ is related to link travel time or (ii) a first order
filter model s.t. Γ̇mj(t) =
vm
∆m
(γmj − Γmj), where vm = Qmρm . Kachroo recommends use
of the filter model; the delay model creates an infinite dimensional system, and the filter
model reflects some propagation of the composition rate along the link, which is seen as
representative of real system behaviour.







where M is the set of all links in the network.
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A.4 Kachroo Route-Based Model
Kachroos route-based model uses changes in destination based densities to directly calcu-























where M is the set of all links in the network, and Si is the set of destination nodes






B.1 Routing Notation Reference (Chapter 4)
B.1.1 Network Topology
Symbol Description Definition
Q a bounded region Q ∈ R2
G the graph representing the road network G = {V,E}
V the set of m vertices representing junctions V = {1, 2, ...,m}
E
the set of edges representing the roads
connecting junctions
-
vj the j-th junction vj , j ∈ V
(vj , vk)
an arbitrary road between two junctions vj and
vk





t a continuous time step -
N number of vehicles -
I the set of all vehicles I = {1, 2, ..., N}
si starting position of the i-th vehicle si ∈ Q, i ∈ I
pi(t) the position of the i-th vehicle at time step t pi(t) ∈ Q, i ∈ I
di the destination of the i-th vehicle di ∈ Q, i ∈ I





utility function for the i-th vehicle to take the








a vector of cost functions associated with the
i-th vehicle taking road (vj , vk)
-
αT
a vector of coefficients associated with each
cost function
-















minimum expected travel time for the i-th
vehicle
Di = D(si,di)
Ti the actual travel time for the i-th vehicle Ti = T (si,di)
ωi delay experienced by the i-th vehicle ωi = Ti −Di
D̄i the mean expected travel time for all vehicles D̄ = 1N
∑N
i=1Di




the mean delay experienced by all vehicles at
vehicle generation rate λ
ω̄ = T̄ − D̄
λ
the vehicle generation rate (number of vehicles
entering the network at each time step)
-
ω̂ the acceptable delay threshold ω̂ = β · D̄
β
the acceptable ratio between minimum
expected travel time for a vehicles journey, and
the actual delay it experienced
β ∈ R+, β ≥ 0
λ̂
maximum car generation rate before delays go
over the acceptable threshold
λ̂ = max{λ : ω̄(λ) ≤ ω̂}
We denote the number of cars entering the network at every time step as λ, and consider
that the mean delay is a function of this, i.e. ω̄ = ω̄(λ). We further define delay as
acceptable if it is less than some delay threshold, termed ω̂, where,
ω̂ = β · D̄, β ∈ R+, β ≥ 0 (B.2)
and note that ω̄ ≤ ω̂ implies that,
T̄ ≤ (1 + β)D̄, β ≥ 0 (B.3)
where β is the acceptable ratio between the minimum expected travel time for a vehicles










the maximum number of vehicles that can fit
onto road (vj , vk)
-
η(j,k)(t)









i the travel time based cost function φ
(j,k)
i = φ(di, vj , vk)
0 ≤ φ(j,k)i ≤ 1
ρ(j,k) the occupancy based cost function ρ(j,k) = ρ(η(j,k)(t))
0 ≤ ρ(j,k) ≤ 1













Note that by tuning the control parameter α we can make the vehicle routing choice more
or less sensitive to distance or congestion respectively.
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B.2 Intersection Control Notation Reference (Chapter 5)
B.2.1 Intersection Topology
Symbol Description Definition
V the set of intersections in the network -
i the i-th intersection i ∈ V
Ii the set of input links of the i-th intersection -
l a single input link l ∈ Ii
Oi the set of output links of the i-th intersection -
m a single output link m ∈ Oi
j
a phase - any allowable movement from an
input link l to an output link m (this may be
referred to as the j-th phase or j-th queue)
j = {l,m}
ni number of phases at the i-th intersection -
σi the set of all phases at the i-th intersection σi = {j1, ..., jni}
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B.2.2 Queuing Process at Time Step k
Symbol Description Definition
k a discrete time step k = 0, 1, ...
xji (k)
number of vehicles queueing for the j-th phase
at the i-th intersection
-
xli(k)
number of vehicles queueing on the l-th input
link at the i-th intersection
-
xmi (k)
number of vehicles queueing on the m-th
output link at the i-th intersection
-
λji (k)




the saturation rate at which vehicles can
depart from the queue (a constant)
-
gji (k)
the status of the traffic light for the j-th phase
at the i-th intersection (1 indicates green, 0
indicates red)
gji (k) ∈ [0, 1]
cmi
capacity of the m-th output link a the i-th




function relating the number of vehicles in the
m-th output link to the capacity of the m-th



























The service rate is defined s.t.,
sji (k) = g
j











State of the intersection (queue size for each
phase) i.e. a ni × 1 column vector which is the
the stack of all xji (k)
-
Pi
the zi × ni stage matrix which is the stack of
all stages in Pi
-
pqi
is the transpose of the q-th row of Pi, which is
an ni × 1 column vector
-
pq,ji
refers to element the j-th row of pqi , which is a
the value of gji for the q-th stage
-
ui(k)




is the ni × 1 column vector of arrival rates
(λji (k)) at the i-th intersection
-
Di(k)
is the ni × ni diagonal matrix of saturation
rates (µji ) at the i-th intersection
-
Ei(k)









is the ni × 1 column vector of service rates
(sji (k)) at the i-th intersection
(see (B.7))
B.2.3 General Stage Selection Algorithm Notation
Symbol Description Definition
q
a stage - a combination of gji values for all
phases this may be referred to as the q-th stage




the set of all possible stages for the i-th
intersection
-
zi the number of stages in Pi -
ui the control input derived from the set Pi ui ∈ Pi
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B.2.4 Compact Form Notation
The compact form of the service rate is given s.t.,
si(k) = Ei(k) · (Di · ui(k)) (B.7)
The state space therefore becomes
xi(k + 1) = [xi(k) + ai(k)i(k)− si(k)]+ (B.8)
For example, the state space model of a junction with two queues can be expressed as,[
xj1i (k + 1)

































ni × ni matrix indicating if two phases share
the same output link m during stage pqi
-











i ) · xi
x̃q,ji j-th element of x̃
q
i relating to the j-th phase -
υ
function relating queue length for the j-th
phase and the capacity of the outgoing link m,
where m ∈ j







the ni × 1 column vector which is the stack of
the result of υ(x̃q,ji (k), c
m























if x̃q,ji (k) < (c
m





where m ∈ j
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the set of all vehicles assigned to phase j at the
i-th intersection
Bji ⊂ Bli ⇐⇒ l ∈ j
b
the b-th vehicle in a queue, which has an input
link and an output link
b = {l,m}
ybl (k)
the queue position of the b-th vehicle on input




the position weighted queue length of the j-th







vehicle at the front of of the queue on input





pressure propagated from upstream
intersections into input link l
-
x̂ji (k)
the queue length for the j-th phase, used to
find the optimal stage at each intersection
x̂ji (k) =
x̄ji (k) + r̄
l
i(k), l ∈ j
x̂i(k)




pressure propagated to from input link l to
output link m pressure always propagates in
the direction of travel of the vehicle at the




i(k), m ∈ b∗l (k)
Jqi (p
q




i ) = x̂
T





B.2.7 General Stage Duration Algorithm Notation
Symbol Description Definition
τ qi (k) the stage duration of the q-th stage -
η̄i
target fraction of vehicles to remove from i-th
intersection during q-th stage
-
δqi (k)
target number of vehicles to remove from i-th
intersection during q-th stage




number of vehicles which departed from the
i-th intersection during the q-th stage (i.e.
between the current time step k, and the end
of the stage at time step k + τ qi (k))
γqi = γ
q
i (k, k + τ
q
i (k))
B.2.8 Tmin/Tmax Stage Duration Algorithm
Symbol Description Definition
τ̄min minimum stage duration -
τ̄max maximum stage duration -
For the Tmin/Tmax stage duration algorithm τ qi (k + τ
q
i (k)) is calculated s.t.,







i (k) < γ
q






i (k) > γ
q
i (k + τ
q
i (k))
τ qi (k) otherwise
(B.12)
B.2.9 Proportional Stage Duration Algorithm
Symbol Description Definition
βqi estimated error in stage duration (see (B.13))
Kp proportional gain -
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· τ qi (k) (B.13)
For the Proportional stage duration algorithm τ qi (k + τ
q
i (k)) is calculated s.t.,
τ qi (k + τ
q
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