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Mindenek előtt Szász Domokosnak szeretném megköszönni 
szakmai és baráti irányítását. Igen sok segítséget kaptam 
Krámli András és Lukács Páltól3 számos beszélgetésünk 
sokat jelentett a probléma jobb megértésében.
Hálával tartozom a Magyat Tudományos Akadémia Számítás­
technikai és Automatizálási Kutató Intézetének 3 a 
Számítástudományi Főo sztálynak 3 azért hogy lehetővé 
tették számomra e tanulmány létrehozását. Személy szerint 
Demetrovics János támogatását szeretném megköszönni.
Végül pedig hálásan köszönöm a szöveg szerkesztésében és 
gépelésében nyújtott áldozatos munkáját Earvázy Gyulánénak
0. BEVEZETÉS
Dolgozatunkban kiépítjük a kétdimenziós belső állapotú bo­
lyongások potenciálelméletét, bebizonyítunk egy hányados- 
-limesz tételt az első elérési időkre vonatkozóan, majd ezt 
felhasználva belátjuk, hogy a lokális módosítás nem csorbít­
ja az invariancia elv érvényességét.
Az 1. fejezetben összefoglaljuk a téma statisztikus fizikai 
és valószinüségszámitási előzményeit. A 2. fejezet a poten­
ciálelmélet kiépítését tartalmazza, végül a 3. fejezet a 
lokálisan módosított közegben folyó belső állapotú bolyon­
gást tárgyalja.
Cili cikkünkben sikerült belátnunk, hogy d>^ 2 dimenzió esetén 
is érvényes 1103-beli eredményünk általánositása belső álla­
potú bolyongásokra, azaz, ha a belső állapotú bolyongást mó­
dosítjuk lokálisan, az ivariancia elv érvényben marad. Ennek 
bizonyítása során nem alkalmazhattuk /úgy mint a C103-ben/ a 
hányados-lir.esz tételt, ehelyett ad'hoc becslést kellett 
adnunk. Többek között ez ösztönzött arra, hogy kiépítsük 
a belső állapotú bolyongások potenciálelméletét. Ezt felhasz 
nálva pedig a hányados-limesz tételt is sikerült általánosí­
tanunk .
A Megszámlálható Markov láncok potenciálelméletét Kemény és 
Snell Cl-33 alapozták meg, végső soron a belső állapotú bo­
lyongások is ide sorolhatók. Mint Kesten és Spitzer alap­
vető munkái -43, C53,C73 mutatják, a bolyongások néhány ér­
dekes speciális vonást mutatnak. Kemény és Snell C13 cikkét 
követően született Kesten és Spitzer C43 tanulmánya, viszont 
a Spitzerék által használt potenciál-magot C33-ban aknázzák 
ki Kemény és Snell a Markov láncokra általában. Erre az ered 
ményre pedig Spitzer jelentős könyve C73 nem hivatkozik.
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Mindezeket látva nem tűnik haszontalannak, hogy a C7 3- 
beli felépítést követve kiépítsük a kétdimenziós belső 
állapotú bolyongások potenciálelméletét, felhasználva a 
Markov láncokra vonatkozó általánosabb Cl3-C3D eredménye 
két. Megjegyezzük, hogy a d=l d_>3 esetek vizsgálata ezen 
eszközök alkalmazásával szintén elvégezhető, nem valószi 
nü, hogy elvi nehézséget jelentene.
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1. A VÉLETLEN BOLYONGÁSOK ÉS A STATISZTIKUS FIZIKA KÖZÖS 
PROBLÉMÁI
Az egyszerűség kedvéért e fejezetben véletlen bolyongásról 
szólva az egyszerű szimmetrikus bolyongást képzeljük magunk 
elé. Ez egy a d-dimenziós egész-rácson mint állapottéren 
folyó diszkrét idejű stacionárius Markov lánc, melynek P 
átmenetvalószinüség-mátrixa igen egyszerű
p(x,y) = P(0,y-x)
ha |x-y| = 1 
egyébként
x , y£ Zd 11.11
A folyamat kezdőhelye Xo£ Z tetszőleges, az i-edik időpont­
ban helyen találhatjuk, úgy hogy ide
P(xi_1,Xi ) - P(0,Xi-Xi_s ) /1.2/
valószinüséggel jutott az előző helyéről. Ha x^:=X^-X_^_^
akkor X = X + ^ x. független azonos eloszlású valószinü-n o . y, í
ségi változókból álló n elemű összeg.
A véletlen bolyongás számos igen érdekes tulajdonsággal ren­
delkezik; kiemelnénk ezek közül azt, hogy a diffúziós folya­
mat diszkrét analógjának tekinthető. Ezt a kapcsolatot fejezi 
ki a megfelelő differencia- illetve differenciál-egyenletek 
közti összefüggés és az invariancia elv. Ez utóbbin az
1
/ÍT
■2Í
XUnt! w(t) 11.11
összefüggést értjük, ami a normált bolyongásnak a Wiener fo­
lyamathoz való gyenge értelemben vett konvergenciáját jelen­
ti a folytonos függvények terében ha n tart végtelenhez.
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A statisztikus fizikában egyre nagyobb érdeklődés mutatko­
zik a nem homogén közegben folyó diffúziók vizsgálata iránt. 
Ez ösztönözte a diszkrét analóg hasonló irányú vizsgálatait. 
H. Spohn /C6H-ban/ az alábbi bolyongás tanulmányozását java­
solta.
2Vegyük a d=2 dimenziós egész-rácsot Z -et és ennek elemeit 
véletlen módon hagyjuk el. Pontosabban független, azonos el­
oszlású valószinüségi változók szerint Pq < valószinüség- 
gel elhagyjuk az egyes elemeket. A visszamaradt halmazon uj 
átmenetvalószinüség-mátrixot definiálunk úgy, hogy adott 
helyen a lehetséges négy szomszédos /I távolságú/ rácspont­
ból megmaradtak közül egyforma valószinüséggel lépünk vala­
melyikre .
Megjegyezzük, hogy a modell két valószinüségi mezőt tartal­
maz. Az első a lehetséges állapotok halmazáért felelős,a 
második a bolyongásért. Az állapottér kialakulása mint folya 
mat szoros kapcsolatban van az Ising modellel és a perkolá- 
ció elmélettel. Nekünk elegendő annak az ismerete ezen ered­
mények közül, hogyha Pq < , akkor az origó pozitiv valószi­
nüséggel egy végtelen "cluster" -be bejárható rácsponthal­
mazba esik.
Természetesen számos más inhomogén közegü bolyongás is defi­
niálható. Ezek közül most csak egyet ismertetünk, melyet 
ClOH-ben javasoltunk. Legyen G = (V,E) V megszámlálható szög 
ponthalmazon, E élekkel definiált lokálisan véges gráf. 
Legyenek
a(e) > 0 e € E /1.4 /
független azonos eloszlású valószinüségi változók.
Ezek segítségével definiáljunk V-n egy átmenetvalószinüség- 
-mátrixot: x , y £ V
- 9 -
r
'■ P(x,y) =■ g (x , v )_____L' g (x , z)
(x, z )í E
ha x , v £ E
\ O ha Za(x,z)=0 vaqv (x,y)£E 
! x , z ) E
/1 - 5 /
A bolyongás pedig egy V-n folyó P átmenetű Markov lánc lesz. 
Cím cikkünkben sikerült Pólya György hires tételét a bolyon­
gás visszatérőségéről erre a bolyongásra is általánosítani.
C103 cikkünkben a véletlen módositás egy speciális esetét 
vizsgáltuk, sikerült belátnunk, hogy ha a módositás csak 
véges sok rácsponton változtatja meg az egyszerű szimmetri­
kus bolyongás átmenetvalószinüség-mátrixát, akkor az /1.3/ 
invariancia elv érvényben marad.
A diffúziós folyamatok vizsgálata során született Ja.G.
Szináj hires modellje az un. Szináj-biliárd. Ez a következő: 
Tekintsük a d-dimenziós tóruszt és ennek felületén néhány 
konvex, sima határu ütközőt. A "biliárd-golyó" egy apró ré­
szecske szabad mozgást végez a tórusz felszínén, mig egy üt­
köző határához nem ér, onnan tökéletesen rugalmasan vissza­
verődik. Ennek a mozgásnak a leírásához konstruált Szináj 
egy Markov-felbontást. E felbontás egy átfogalmazása a szin­
tén Szináj által javasolt belső állapotú bolyongás. Követ­
kezzék ennek a definíciója.
D : /Belső állapotú bolyongás/ 
d e N a dimenzió
M tetszőleges megszámlálható halmaz 
H:=ZxM az állapottér
Legyen H n=0,l,2,... homogén Markov lánc
U :=(X ,e ), ahol X € Zd , E £ M  n n n n ' n
2es Un atmenetvaloszinüsege P:H -* CQ1D 
Z - eltolás-invariáns, azaz
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P(Un+1 (y,ß)|Un=(x,a))= Py-x, a, ß /1.6 /
a belső állapotú bolyongás, amelynek Xn € Z a vektor­
komponense, en pedig ugyanekkor a belső állapot. 0
Krámli András és Szász Domokos C9D lokális centrális határ­
eloszlás tételt bizonyított az Un folyamatra. Dolgozatuk­
ra igen erősen fogunk épiteni. Lényegében ugyanazokra a 
feltevésekre van szükségünk, melyekből tételüket levezették. 
Mindenekelőtt feltesszük, hogy a belső állapotok M halmaza 
véges:
| M | = m £ N
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2. A KÉTDIMENZIÓS BELSŐ ÁLLAPOTÚ BOLYONGÁSOK POTENCIÁL- 
ELMÉLETE
2.0 Általános jelölések
Elnézést kérünk mindazoktól az olvasóinktól, akik nem ked­
velik az erősen formalizált matematikai Írásmódot, mi a tö­
mörség kedvéért mégis ehhez folyamodunk.
Az alábbi jeleket általánosan alkalmazni fogjuk:
|B| jelölje egy tetszőleges B halmaz számosságát
:= definiáló egyenlőség
3 létezik kvantor
V minden kvantor
3 ! létezik egy és csak egy
=? akkor, következtetési reláció
<=> akkor és csakis akkor
N természetes számok halmaza
Z egész számok halmaza
R valós számok halmaza
C komplex számok halmaza.
További megállapodások:
Az M a belső állapotok halmazát azonosítjuk az 
{ 1,2, . . . ,m}= N halmazzal és általános elemeit a görög 
ABC első betűivel jelöljük: /a,3,y,6/.
Ha d £ N, Z a d-dimenziós egész rács ennek általános elemeit 
a kisbetűs latin ABC utolsó jegyeivel jelöljük x,y,z.
A H=Z^xM halmaz elemeit pedig u,v,w-vel jelöljük általában.
Amikor u=(x,a) H elem valamely függvény argumentumában 
szerepel, gyakran csak xa-t Írunk, pl.: P(xa,yß).
Ha P átmenetvalószinüség, illetve általában a valószínűség
szimbóluma P jelentse az U folyamat esetén az U =u fel-. u n k °tétel melletti feltételes valószínűséget. P , illetve P^
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legyen a k-szoros iteráltja P-nek.
Szövegünk áttekinthetőségét a következőkkel igyekszünk elő­
segíteni. Számozzuk a definíciókat szakaszonként pl.: 2.3.4.D : 
és a Dj_ mcgé rövig szöveg vagy néhány szimbólum kerül, 
amelyek definíciója következik. Az egyszerűbb állításokat 
és a kiemelendő tételeket szintén szekciónként számozzuk 
pl.: 2.1.4.L : /azaz a 2.1.4. Lemma/, illetve pl. 2.1,5.T :
/azaz a 2.1.5. Tétel/.
Minden definíció, illetve állitás szövegrészét 0 jellel 
zárjuk el, elhatárolandó a kisérőszövegtől. Bizonyítást 
az állítással azonos sorszámú, pl.
2.1.4.B: jellel kezdünk és □  -el fejezzük be a O.E.D. helyett.
Miután igen gyakran fogunk hivatkozni Spitzer C7j könyvé­
nek egyes részeire, ezt röviden az ottani jelöléssel tesszük, 
pl.: 13.§.4. /Definíció, Lemma, Tétel, Példa/.
Dolgozatunk jelölései lehetőség szerint követik Spitzer for­
malizmusát.
Ez azt eredményezi, hogy a legtöbb állitás és annak általá­
nosítása formailag egybeesik, mig persze maguk az objektu­
mok mások és esetleg az állitás tartalma is lényegesen eltér. 
Éppen ezért azokat az eredményeket, amelyek általánosított 
alakja formailag változatlan, nem idézzük, megelégszünk azzal, 
hogy az eltéréseket emeljük ki a jobb érthetőség kedvéért.
2.1. A potenciálelmélet alapkérdései
Ebben a szakaszban a klasszikus elmélet néhány alapfeladatát 
és a nekik megfelelő diszkrét problémát kivánjuk bemutatni.
A felsorolás nem teljes, pusztán a későbbi kifejtéssel kap­
csolatos illusztráció vele a célunk.
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Az első tisztázandó kérdése az, hogy melyek a Laplace 
egyenlet megoldásai, azaz
Af = 0
mely f függvényekre teljesül, ahol A a Laplace operátor. 
Másképp fogalmazva, ha P valószinüség-operátor, mely függ­
vényekre teljesül
Pf = f
azaz melyek a reguláris függvények P-re nézve.
2.1.1. D : /Reguláris függvények/
2Ha P:H C0,13 a belső állapotú bolyongás átmenetvalószinü- 
szinüség-operátora, P visszatérő és aperiodikus /hogy ez pon­
tosan mit jelentsen, később tisztázzuk, moSt értsük azt, 
hogy minden H-beli helyről bármely másik pozitiv valószinü- 
séggel elérhető/
f:H -* R f _> 0 függvény reguláris, ha
(Pf)(u ):= Z P(u,v)f(v) = f(u) Vue H 
vc.H
azaz Pf = f 0
2.1.1. T ; Ha f regulárist f konstans. 0
2.1.1. B : Lásd 13.§»1.L. 0
Érdemes megjegyezni, hogy az aperiodicitás szükséges feltétel. 
Az ellenpéldát 13.§ 1. Példa alapján egyszerűen megkonstruál­
hatjuk .
Hasznos lesz, ha e tételünket operátorokra is megfogalmaz­
zuk :
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2.1.2. K°Y®£lS§25}ÉDY 
Ha P mint előbb
F:H2 + R F ^ o l ^ ^ i f i H - ^ R  f > O
PF = F i F = lf* O
Itt az 1 a H-n azonosan 1 függvényt jelöli. Gyakran fogjuk 
más "csupa 1-ből" álló vektorra is ezt a jelölést alkalmaz­
ni. Ha egyébként nem ad lehetőséget a félreértésre, akkor 
megjegyzést nem füzünk a használatához, nem látjuk el in- 
dexszel. A( ) jelölje az adjungálás operációt, amely véges 
vektortereknél a konjugálás és sor oszlop, oszlop -> sort 
cserét jelenti.
Fogalmazzuk meg a klasszikus Dirichlet feladatot. Legyen 
2
D  c  r  nyilt, egyszeresen összefüggő tartomány, melynek 
3D határa kellően sima egyszerű zárt görbe. Keresendő 
u:D -> R folytonos, korlátos függvény, melyre
11/ Au - 0 R2" D u 9D 
/ 2 / u = (j> 8 D—n
Itt 4 adott függvény 9D-n. 0
2.1.2. D: /Dirichlet feladat/
P visszatérő, aperiodikus
B <=H (j>:B + R adott fv és |b | = °° esetén korlátos, keresendő 
olyan korlátos f:H ->• R függvény, melyre
11/ (Pf ) (u) = f (u) Vu e H n-B
/ 2 / f(u) = (j>(u) V u 6 B 0
2.1.3. T : A P-re vonatkozó Dirichlet feladatnak 3lf meg­
oldása és ha
H (u, v ) : =P (U =v, U.^ B  i=0. . . n-1)B u n ' íw
=/ f = Hb4 0
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2.1. 3.Bi 13.§2.L. q
A klasszikus Poisson feladat esetén D legyen az előbbi tar­
tomány, legyen p _> 0 függvény adott D-n. Ez a p játsza a töl­
téseloszlás szerepét, ha elektrosztatikai hátteret képzelünk 
el feladatukhoz.
A kérdés az, milyen f potenciált kelt a P  töltéseloszlás, 
azaz mely f függvényekre teljesül:
Hl  Af (x) = 0 x € R* 2v d
/2/ Af(x) = p(x) x £ D
/ 3/ f(x) + lnjx|*C/ p(y)dy3 -* 0, ha |xj °°
D
Megjegyezzük, hogy a klasszikus feladat megoldásának egyér­
telműségét a / 3/ feltétel - a logaritmikus potenciál kere­
sése - biztosítja. A megoldás f(x) = g— / p(y)In|x-y|dy 
alakú, ahol számunkra fontos, hogy a potenciálmag szerepét 
a logaritmus játsza.
2.1.3.D : /Poisson feladat/
P mint eddig aperiodikus visszatérő
B C H | B | < °°, p : B->R p>0 függvény, melyet H^B-n 0-nak 
definiálunk.
Keresendő f függvény, melyre igaz
Hl  (P-l)f(u) - 0 VueHxB
/2/ (P-I)f(u) •= p(u) V u € B
/3/ f > 0 0
22.1.4 . T : Ha A:H ->■ R operátor kielégíti a
(P-I)A = I 12.1.1/
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egyenletet, azaz a Poisson feladat partikuláris megoldása, 
akkor A a potenciál magja, azaz
f = Ap
megoldása a Poisson feladatnak. 0
A /2.1.1/ összefüggést a 2.6.13 Tételben fogjuk igazolni, 
magának a 2.1.4 Tételnek a bizonyítása triviális.
Ezzel elérkeztünk a negyedik és eredeti célunkat jelentő
diffúziós feladathoz.
2 2 D az eddigi R -beli tartomány. Keresendő u(x,t):R xR ■* R
függvény, melyre
111
3
3 t U i 4u
2h a t > 0  x£ R '  D
12/ u(x,t) = 1 ha t > 0 Xc 3 d
3/ lim u (xt) = 20 ha x í R ' D
t-H-0
Az 11/ összefüggés a jól ismert hővezetési egyenlet, /2/
azt fejezi ki, hogy 3D határt "1 hőmérsékleten" tartjuk,
2/ 3/ pedig a zt jelenti, hogy a kezdőpillanatban R D-n 0 
volt a hőmérséklet. Mint ismeretes, u(x,t) megoldás t 00 
esetén konvergál a megfelelő Dirichlet feladat megoldásához 
u(x)-hoz:
lim u(x,t) = u(x) = 1 Vxé R^-Dt-voo
2.1.4.D : /Diffúziós feladat/
P aperiodikus, visszatérő BCH |b | < °°
H l (P£n )(u) “ £n+l(u) ha n 1 V
 O Vu £ HnB
112/ f (u) = 1 ha n > 0 Vu £ Bn
/ 3/ f0 (u) = 0 ha V'U € H^B 0
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Vezessük be egy tetszőleges B ^ H  halmaz első elérésének 
idejét. v
2.1.5.D: m i
B <= H
Tß : = min \ k i N ( U^ , e B j
Tg: =oci ha a definiáló halmaz üres. 0
2.1.5.T: A diffúziós feladatnak
fn (u> =
pu (t b í  n>
?! fn megoldása 
ha uí H^B
ha u £ B 0
2.1.5.B : Közvetlenül adódik f definíciójából, hogy meg­
oldás, az egyértelműség pedig a rekurziv definiálhatóság 
//!/ miatt/ teljesül /lásd 16 . § /. j-i
Végső célunk a Tß valószinüségi változó vizsgálata, amely 
számos nem stacionárius jelenség megértéséhez visz közelebb. 
Meg fogjuk határozni a
V TB >
u {u}
n)
hányados határértékét, ha'n+®.
Érdemes két egyszerűbb eredményt előrebocsátani. Ha B^íuJ 
egyelemü halmaz, akkor igaz lesz a
limn->°=
P (T, , v (uJ
P (T ,Uc W
>n)
>nT En=0
Pn (v,uo P (uo uo )
összefüggés, ahol a jobboldal is konvergens. /uq £H spe­
ciálisan választott rögzitett elem./
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A másik érdekes összefüggés az időbeli viselkedésre ad 
aszimptotikát:
lim iUis ln(n).p (T >n) = 1- (C, a ) 1(0, a ) }ír
2.2. Alapdefiniciók
Ebben a szakaszban ismertetjük Krámli András és Szász Do­
mokos C93-beli eredményét.
Először tetszőleges d£ N dimenzióra definiálunk néhány fogai 
mat.
M véges halmaz, melyet
zal H=Z xM az Un belső
je L az U Markov lánc J n
azonosítunk az {1,2 , . . . ,m} «= N halmaz­
állapotú bolyongás állapottere. Jelöl 
átmenetvalószinüség-operátorát.
2.2.1.D: /L/
L : £1 (H ) -> £1 (H)
(Lf)(x ) = £ L f (x+y)yeZd y Vx £ Z 12. 2 .11
Ly pedig L^: Cm Cm lineáris operátor
L = (P )y y,a,ß a f g=i, . . . ,ra / 2 . 2 . 2 /
„mmátrixszal definiálható a szokásos bázisábán C -nek, to­
vábbá
f:= íf(x) x € Z^ f(x)&Cm }
£^(H) beli.függvény vektora. 0
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Az U definíciója és P eltolásinvarianciája miatt az n
eo'el' "  ',£n a sorozat M állapotterü Markov láncot alkot, 
melynek átmenetvalószinüség-mátrixa Q.
2.2.D: IQ/
I. Feltevés:
Q ergodikus és aperiodikus. 0
Feltevésünkből következik, hogy Rm stacionárius eloszlás
az M-en
l*y = £ y(a) = 1 yXQ = yX / 2.2.4/
a£M
igaz persze a Ql = 1 összefüggés is, hiszen Q sztochaszti­
kus mátrix.
2.2.3.D : /Fourier transzformált/
A
Ha fe£^('H) jelölje f a Fourier transzformáltját, ekkor
f (t ) : = 2 e ^t ^ ^ f (y ) tőrr-TT,Tr3 '^ / 2.2.5/
yóZd
ha pedig L: £, (H)>£1 (H ) operátor, akkor Fourier transzformált-a -L X
ja L legyen
L (t ) = £ el('t,y  ^ L t <£ C-ir,Trüd / 2.2 - 6 / 0
ycZd Y
A
így a(t)=L(t) nem már mint a P karakterisztikus függvénye, 
ami maga is operátor:
i, \ ,-,rn m , r da(t).C ->C t S C - it , ír 3
Igaz továbbá, hogy
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P(ü =(x,a )|U =(0,a)) = (ó* Ln )(x)l n o / cl 12.2.1I
ahol
6 (x) =Oa
í O ha x^O
e ha x=0a
ő e £. (H). e , , , . ,e COa 1 1 m
in
,ma C szokásos bázisa.
így az inverziós formula szerint:
P(ü =(x,. ) I U =(Q ,a ) ) =n (271)'
TT 7T
/ . . . / e
-TT “ 7T
-i (x 't >e*an(t)at /2.2.8/
2.2.4.D: /M, £ /
M ^:- J zd Y* Ly 1=1,2,...,d / 2.2.9/
Ek , r ~  y^zd yk y i Ly 1,2" ’" d / 2 .2 .10 /
ahol y =(y, ,...,y^) £ Z a komponensek Írásmódja. O
II. Feltevés:
A /2.2.9/ és /2.2.10/ kifejezésekben szereplő szummák ab­
szolút értelemben konvergensek. O
III. Feltevés:
yXMj, 1 = 0 Jl=l / 2, . . . , d /2.2.11/
a: = {a, ), , . pozitiv definit operátor /2.2.12/JV f 36 K  j 36 _L J • • • • f Cl
ahol
0
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A Peron-Frobenius tételből és I Feltevésből következik, 
hogy Q-nak az 1 egyszeres sajátvektora 1 sajátértékkel, 
továbbá, hogy minden más sajátértéke 1-nél kisebb abszolut- 
értékü. Legyen X(t) az a(t) legnagyobb abszolutértékü saját­
értéke <}>(t) sajátvektorral, azaz
a (t ) <j> (t ) = X (t ) <J> (t ).
Mint C9D-ből kiderül:
1. Alaplemma:
Ha igaz az I, II, III feltevés, akkor x(t) sorfejtése
X (t) = 1 - | tXat + 0( 11I2 ) 12.2.14 /
alakú. 0
2. Alaplemma:
Ha y (t)a(t) = X(t)y (t) a baloldali sajátvektorok közül aA
legnagyobb abszolutértékkel rendelkező a X(t) sajátérték 
y(t) sajátvektorral, akkor sorfejtése <j>(t), illetve y(t)-nek
4> (t ) = 1 + <t>1 t + 0 ( 1112 ) /2.2.15/
y(t) = y + y^ t + C ( 11J 2) alakú / 2.2.16/
0
A belső állapotú bolyongások aritmetikája a következő két 
csoporttal jellemzhető:
2.2.5.D: /S, G/
S:= ít€ F — tt , tt □ ^ : 1 ot (t ) I = 1)
itt | I a spektrál-normát jelöli, |s| <
E halmaz zárt részcsoportja a d-dimenziós tórusznak,
G pedig a Z^-n P által /illetve S által/ generált minimá­
lis /duális/ részcsoport.
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G:= {y£Z^ : Vt £ S (y,t) = O (mod 2ír) } 0
Ha j S 1>1, akkor lehetséges, hogy a H állapottér többkzárt részosztályra bomlik H =.U^H, úgy, hogy ezek az
osztályok diszjunktak és u esetén Vn-re
P (u,v) = P (U =v) = 0. Ebben az esetben viszont, ha n u n
U € H. , akkor Vn-re U € H. is fenáll /hisz H. zárt osz- o i n i  í
tály/, igy elég ezen osztályokat külön-külön vizsgálnunk.
Nem jelent tehát tényleges megszorítást, ha feltesszük 
a következőt:
IV. Feltevés:
H egyetlen zárt osztályt alkot az Un Markov-láncra nézve. 0 
E feltevés mellett is lehetséges, hogy |s|>l, viszont biz­
tos, hogy Vn, v <£ H-ra 3 n £'N : Pn (u,v)>0. Másrészt igy az 
is biztos, hogy Vn H állapot periódusa azonos, ha 
| S | =1 akkor éz a periódus 1. Érdemes megjegyezni,hogy 
ez utóbbi esetben, azaz ha |s|=l, a Spitzer által erősen 
aperiodikusnak nevezett bolyongáshoz jutunk. /Vö. 5.§.1.D 
7.§.8.L./.
A reguláris függvények 2.1.1 Definíciója során P-re kirótt 
feltevéseket most már pontosítani tudjuk, az aperiodicitás 
éppen a IV. Feltevésünket jelentette.
Dolgozatunk teljes hátralévő részében tegyük fel, hogy P 
teljesiti az I-IV kikötéseket. Ha más élesítésre vagy 
gyengítésre nincs szükségünk, akkor a P-re nem teszünk 
megkötést, automatikusan feltesszük I-IV-et.
2.2.1.T : /Centrális határeloszlás tétel/
Ha P-re teljesül I-III,
g a o szórású nulla várhatóértékü normális eloszlása
sűrűségfüggvénye, a a /2.2.12/-beli szórásmátrix 
Xq pedig a G csoport indikátora
V  pa€ zd
s:=|S|, akkor
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z
(x,a ) CH
an4 P
/2.2.11I
Kifejezés tart O-hoz ha n-*°°. O
Megjeqyezzük, hogy s=l, akkor v =1.
2.3. A potenciálmag
E szakaszban és a hátralévőkben a d=2 dimemziós esetet vizs­
gáljuk a már emlitett I-IV. feltevések mellett.
Nem visszatérő Markov láncokra a
lehet a potenciálmag. Nehézséget a visszatérő Markov-láncok 
jelentenek, ezen belül is a Markov null-láncok, azaz ha
A kétdimenziós belsoállapotu bolyongások éppen ebbe a csoport­
ba tartoznak. Fő feladatunk az lesz, hogy belássuk a
co
Pn
n=0
sor konvergens, igy A=(l-P)  ^ elcállitása igen egyszerű, ez
1 klim - Z P = 0 n .n+co i=0
12.3.1/
és a
oo
Z P (xa,0ß) - p(vy,0ß) 
u=0 K
/ 2.3.2/
sorok konvergenciáját. Ez Kemény, Snell terminológiája szerint 
C1H azt jelenti, hogy Markov-láncunk normális. E tulajdonság­
ból számos állitás már egyszerűen következik, mint például az,
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hogy a P operátornak esetén véges limesze van,
mégpedig lp* alakban, ahol p* valószinüségeloszlás a tá­
volról induló bolyongás B-be lépésének eloszlása lesz.
Érdemes megjegyezni, hogy a gyengébb
(x )lim 
n-*°°
£ pn+1(u ,w)HB (w,v)-Pn+1(Z,w)HB (w,v) < °°
állitást minden további feltevés nélkül, egyszerűen be lehet 
látni. /Lásd még Cl] (x) feltétel 230.0/ nekünk viszont ez 
az összefüggés nem elegendő a további vizsgálatok során, szük­
ségünk van a normalitás bizonyítására.
2.3.l.D: /G /
G :n 0
G (u,v) tehát annak a várható értéke, hogy u-ból indulva 
hányszor járt a bolyongás v-ben n lépés alatt.
2.3.2.D: /B , B/-------- ' n
B (xa,yß):= G (Xa,xa) -4 -y - G (xa,yß)n n y {a ) n
B(xa,yß) = lim Bn (xa,vß) 
n->°°
ahol (x,ct), (y,ß)CH. 0
2.3.1.L: Ha fennáll I-III és s=l
véges.
B(0a,0ß) definíciója értelmes az elöállitó limesz
0
-2 5  -
2 . 3 . l . B :
Az inverziós formula szerint
TT TT 1 / « \
B (Oa,Oß) = --- ~ / /eX Z a (t)Ce - - e Q] dt
(2v -ír-ír k=0
Legyen a^(t) = a (t )-X (t )<j> (t) yX (t ), ahol <j>(t) és y(t) úgy
van normáivá, hogy <}>X (t)y(t) = 1. <f> (t ) és y(t) definíciója
szerint 11 ctn (t ) 11 <1, igy elég a(t) = a-^t) + X (t ) $ (t ) yX (t )
felbontás második tagjának integrál-beli vizsgálata, hiszen 
k -1la, = (i-a, ) konvergens sor integrálható. Másrészt 
 ^ k k x k(t ) <{> (t ) = 0 és ezért a = a]_ +(^ 'f1V ) a hatványozás 
egyszerű eredménye.
(xx) I2
( 2 ír )2
; j i->n+1tt)
-ír -irl-X(t)
eX tf) (t )yX (t H ea a
y ( 6) 
y (a7 ■ e6M t
2A 2. Alaplemma szerint y(t) = y + y^ t + 0(|t| ),y pedig
merőleges
y (ß ) 
a y ( a ) e ß -ra.
Tudjuk az s=l feltételből, hogy|x(t)| <1, ha t^O, igy 
ezt a pontot kivéve az integrálási tartományból n °° 
esetén (xx)
(2,)2 ”  Í V I W T  + °í 11!2 ):dt
alakot ölti Lebergue tétele szerint. Ha felhasználjuk az 
1. Alaplemmát is
c, t + o ( 11 | 2 )
-------- - - 2“  dt
(2irH j- tXat + o( |t r  )
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integrálhoz jutunk, ami véges, mert a pozitiv definit.
Ezzel a kivánt integrál felbontásának mindkét tagjáról 
beláttuk, hogy véges. Q
2.3.2. L : Ha fennáll I-III és s=l, a,ßeM 
Cn (0a,0ß): = Gn (0a,0ß)- Gn (0ß,0ß)
C(Oa,0ß ) : = l i m G n (0a,0ß)n->oo
=^ > C(0a,0ß )-t definiáló limesz létezik és véges. 0
2.3.2. B : Lényegében azonos az előző lemma bizonyításával, 
y (t ) helyett ej) (t ) sorfejtését használjuk és azt, hogy
e -e„ merőleges 1-re.a ß
2.3.3. L : Ha fennáll I-III és s=l
x £ Z 2 , 6 , ß ti M
D (x6,0ß): = G (06,06) (x6,0ß)n n y V o ; n
D(x6,0ß): = lim Dn (x6,0ß)
n-^ °°
a D-t definiáló limesz létezik és véges. 0
2.3.3.B : A 12.§.1. Állitás és az eddigiek alapján nyilván­
való .
□
2.3.4.T: Ha fennáll I-III. és s=l xe Z a,ß,5 a M
E°(xa,Oß) = G (06,06 ) 4 4 -  - G (xa,0ß n n y {o J n
E (xa,Oß) : = lim E (xa,0ß)
n-)-co
—p- az E°-t definiáló limesz létezik és véges. 0
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2.3.4.B : Állításunk az előző lemmák egyesítése. □
2.3.2.D: /ő ,©/ --------o
Legyen őq e M az a belső állapot, melyre
Ő£M
egy rögzített ß-ra.
Ilyen létezik, hisz M véges, ha több van tetszőlegesen vá­
lasztunk közülük, látható, hogy ß-tol független a definíció. 
Jelölje ®:=(0,6q ) £ H a megfelelő kitüntetett H-beli elemet.
A továbbiakban ez lesz a potenciálok "viszonyitási nivója". 0
2.3.3.D : /Potenciálmag/
2.3.5.B: Nyilvánvaló a /2.3.2/ Definícióból.
Megjegyezzük, hogy sajnos a (u,v ) = O-ból nem következik sem 
u=V, sem u=®, v=®, ahogy ez a klasszikus elméletben telje­
sül. Ez az A véges halmazon való invertálhatóságát fogja 
némileg nehezíteni.
Következő tételünk a potenciálmag aszimptotikus viselke­
déséről szól, kimondása csak a v/y tipusu normálásban tér 
el 12.§.2. állításától.
0
2.3.5. L: Ha fennáll I-III és s=l =' Vu , vt M
A(u, v) >; 0 
A(0,0) = 0 0
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2.3.6.T: Ha fennáll I-III és s=l Vx, a,ß,y,ő 6 M
lim
| x | -»-« ÍTTbT A(xo’yB)‘ A (xő ,O y ) 0 0
2.3.6. B : A bizonyítás egyszerűen következik az eddigiekből
12.§.2. Tétel alapján. Q
Az előző Lemmasort minimális technikai nehézségek árán ál­
talánosíthatjuk az s > 1 esetekre is, igy igazak az alábbi 
tételek:
2.3.7. T : Ha fennáll I-IV Vu, v £ H  a 2.3.3. Definició-beli 
limesz létezik és véges A(u,v) potenciálmag létezik és vé­
ges továbbá
A(u,v) > 0 és A(@,®) = 0  0
2.3.8 . T : Ha fennáll I-IV és x,y£Z a , ß , <5, y <5 M =5>
lim
x I
y (y) 
y (ß) A (x a ,yß)- A (X 6,Oy) + 0 0
A további felépítésnél nem fogunk támaszkodni az alábbi ön­
magában is érdekes tételre, amely némileg erősebb feltevé­
sek mellett az A(xa,0ß) potenciálmag |x| logarotmusával való 
növekedését állitja. Vagyis A éppen a logaritmikus potenciál­
mag .
2.3.9.T : Ha fennáll I-IV, továbbá
1/ M x = M2 = 0
2 / Z12 Z21 0 Z11 Z22 -Zo
pozitiv definit
3/ E((X^t)^,lS) < oo valamely ő > 0-ra
lim
I X  I -)-oo
A(xct, Oß )-y ( ß )ln I x ■ c
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ahol xf Z a, 3 £ M cQ £ R cQ > 0 konstans. 0
2.3.9.B : A bizonyítás lényeges, de technikai jellegű mó­
dosításokkal a 12.§.3. Tétel bizonyításán alapszik. □
2.4. Elemi összefüggések, fordított bolyongások
2.4.1.D:
Legyen B ez H | B | < °°
H3 w ii min {k£ N ’ Uk £ B}
Qn , B ' Qn(u■v,:=pu (un=v' Tß>n) u ,v £ H - B
Hß (u,v (Pu(UV V' Tp
/'j38V B
5(u,v) u , v £ B
* 0 egyébként
TTB tu,vj r
Pu UT = v, Tß < ») u, V É B  B
gB (u ,v ) :
0
£ Q (u,v) 
n=0
Gn (u,v) :
0
egyébként 
u , v € H n. b
egyébként
n
Z P (u , v ) u , v £ H 
k=0 K
G(u,v) : = lim G (u,v) u,v£H 
n->-°°
0
Ezeket a valószinüségeket vagy várható értékeket gyakran 
fogjuk operátor alakkal rövidíteni. Evidens például, hogy 
ha Qt = Q . O  = I, akkor fennáll a-L Jd ' O
^n+l,B ~~ ^n,B ~1,B
összefüggés.
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Ha fennáll a IV feltevés, d pedig tetszőleges =?
2 . 4 . 1 . L :
( I a B2- n
PHB HB 1tB_IB aho1 IB = j 0 r 2^  B_n
i—1CM
0 1 gB (u,v) £ gB (V, V ) <°° vu, v £ H 12.A.21
H'j.v'= g_P í - * u l B v € B
n> jd 12.4.3/
G = h b g 12.A.A/
2.4.1.B: 10.§.1.
2.4.2.D: /Fordított bolyongás/
2Legyen D:H -> R "diagonális mátrix"azaz D(u,v) = 0 ,  ha u ^ v
D (u , u ) : = — -r* 1-y , ha u = (x , a ) £ H.y (a )
A fordított bolyongás /szintén H állapotterü Markov lánc/
 ^ ^átmenetvaloszinüseg-operatora P
P:_= DPTD \  ahol PT a P transzponált ja. / 2.4.5 / 0
Ez a definíció koordinátás alakban:
P (xa , y ß ) = y-/~ 6-|- P'yS,xa) x,y £ Z2 a,ß t M.y l a )
2,4 . 2 . L : Ha fennáll I és IV feltevés
-4-P sztochasztikus operator, azaz 
Pl = 1
továbbá igaz, hogy y a stacionárius eloszlása P-nek az M-en, 
azaz
I y(a)P(xct,yß)=y(ß) V (y , ß )£ H . 0
(x, a) 6 H
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2.4.2. n : Egyszerű szánolással adódik.
E lemma alapján már beszélhetünk fordított bolyongásról, 
melyre szintén definiálhatók a 2.4.1. Definició-beli mennyi­
ségek, jelölje ezeket is ( )
2.4.3. L: Ha fennáll I és IV feltevés
Q1 = 1, - yX, Q = DQTD 1 1 2 . a .e/
S - dgtd-1 1 2 . A . 11n n
Qn,B
T -1 = DQ , D n, b 1 2 . A . 8/
*B =
T -1 
D B° 1 2 . A . 91
%  =
T -1DgBD / 2.4.10/
Megjegyezzük, hogy hasonló állitás nem teljesül Hß-ra.
2.4.3. B: Az állitások nyilvánvalóak a definíciókból,
/2.4.9/-hez megjegyezzük, hogy it = I Q P ,
00 ^ n=0 n,tí
/2.4.10/-hez hogy gß = I Qn ß . □
n=0 '
2.4.3. D: /X/
X: H R X(x,ct): = y(a) V (x , a) £ H
speciális leképzést vezessük be. B G H esetén Xß jelölje
B-re való megszorítását. 0
2.4.4. L : Ha fennáll I és IV feltevés
ír 1 = 1 és X*uD = X* / 2.5.11 / 0B o Jd o
2.4.4. B : Elég hivatkoznunk a 11.§.2. Állításra és arra, 
hogy IV miatt Pu (T <°°) = 1. Y u í  H.
,, H = H + G Cir^-I^: ha igaz I-IV n+1 B B n B B 32.4.5.L: P 0
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2.4.5 . B : 11. § . 1. Állitás.
2.4.6.L:
Ha A- =
G (@,@)n
y(6o )
( I X ) - Gn
vagyis az A összeg első n tagja, akkor
P . Hn - H_ — A Cit_-I,-. 1 n+1 B B n B B
fenn az I-IV teljesülése esetén.
2.4.6.B : Vegyük észre, hogy
An =
G (0,®)
y(6o }
(lX*)-Gn
□
□
2.4.7. T : Az I-IV feltevések esetén a lim PR+-]_ Hß limesz ^  ^ n->°°létezik es veges
lin Pn+1 HB = K  n-y~
ahol p valószinüségeloszlás B-n, azaz 1"p„ = 1, továbbá 
fennáll a
x
HB = ^ B  + AC* B - V /2.4.12 /
összefüggés. 0
2.4.7.B : A limesz létezése következik abból, hogy a 2.4.6
- xLemmában szereplő An n->°° eseten konvergál. Az lpß alakú 
felbontás azt jelenti, hogy "messziről" indulva a B-be való 
belépés helye független a kezdőhelytől és pß a belépési el­
oszlás. Ennek igazolása 11.§.3. Állitása szerint történik. P
A szemléletesség kedvéért /2.4.12/-t "koordinátás" alakban 
is megfogalmazzuk: Vuf H és Vve B-re.
Hß (u ,v ) = p B (v ) +
wcB
A ( U , W ) C TTg (w, v ) 6(w,v)1
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A 12.A.12/ kifejezés központi szerepet fog játszanai számos 
bizonyításunkban, bizonyos értelemben ez az összefüggés a 
3D határon vett normális menti deriválást takarja a diszkrét 
esetben. Vagyis a Gauss-Osztogradckij tételben szereplő in­
tegrálmag, ez biztosítja a felületi és térfogati integrál 
közti kapcsolatot a diszkrét esetben.
2.5. A potenciálmag invertálhatósága véges halmazon
Ebben a szakaszban megpróbáljuk a Hß , pß irß mennyiségeket a 
potenciálmag segítségével kifejezni. Mint látni fogjuk, egy 
B véges halmazon invertálva a potenciálmagot /2.4.12/ alap­
ján ez megvalósítható. Először a már nem triviális |b | -2 
esetet vegyük, az igy kapott eredmények hasznosak lesznek 
az általános eset tisztázásához is és az invertálás szüksé­
gessége is e példán keresztül válik világossá.
Legyen B = (u,v) u = (x,a), v = (y,ßl Teljesüljenek mindvé­
gig az I-IV feltevések.
2.5.1.L:
Ha ír: - irr)(v,u), akkor 2.4.4. Lemma miattD
IT ( V, V ) = 1 - írg ( V , U ) = 1-TT
TTß (u,v) = p(ß)7TTT "b (v,u) =
p ( ß)
P (a )
/ \ n p (ß)ir„ (u, u ) = 1 -B a )
/ 2.5.1/
12.5.21
12.5.3/ O
2.5.2..L : 12.A.121 és az előző Lemma alapján
- K  + l-b b/
ahol a : =A (u, v ) - p (e)P (a ) A(u,u)
b : = A (pia) v, u ) - > < <
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Igaz továbbá , hogy
a > 0 
b > 0 
a+b > 0 
1> ír > 0 
b , , a
pB (u) = a+b pB tv) “ a+b /2.5.5/
TT = a+b
Hß (w,v)
A (w , u ) y {a ) - A(w,v)
a+b
12.5.61
12.5.1I O
2.5.3■L : Felhasználva az előző lemmát és azt, hogy
gu (w,v) - H{u ,v } v )gu v^,v^
g (v, v ) =U T.
1 v S H
B(v,u)
12.5.8/ 
/ 2.5.9/
azaz általában
g (w,v) = -~y ß \ a (w ,u )-a (w , v )+a (u ,v )- y [ g \ A(u,u)u pia) pia)
w, V £ H /2.5.10/ 0
Látható a /2.4.12/ összefüggésből, hogy egy olyan lineáris 
egyenletrendszert kell megoldanunk, amelynek AX=I az alak­
ja. Vagyis, ahogy ezt |ß{=2-re ki lehet számolni, az A inver­
zét kell megkapnunk először. Ez viszont a Spitzer járta ut-
2tói eltérően nem mindig lehetséges. A-nak B -re megszorítása 
AB nem feltétlenül invertálható. Hogy miért, arra az alábbi 
tétel ad magyarázatot.
:. 5.4 . T :
Ha b= | B | 2<b<°° és Aß az A potenciálmag B -re való megszorítása
u | = 1 ,  u Ag — 0 => 3  a í  B: u = + e. / 2 . 5 . 1 1 /
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PB = ea / 2.5.12 /
és alkalmasan átrendezve B felsorolását B = (b^, . . . , }
b. = a módon 
1
AB
\. 1 
2
, r (A
\0. .. . 0 /
B b-1 /2.5.13 /
alakú lesz a b-1 rangú A„ mátrix.Jd 0
2 .5 .4 .B : Ha a / 2 . 4 . 1 2 / összefüggést B -ra megszorítjuk, 
akkor a
HB IB 1BPB + AB ClTB IB :1 / 2.5.14/
összefüggést kapjuk. Ha u Aß = 0 és u # 0, azaz Aß nem
X X,-. X s / x ,, \ x . _u = u (1B PB ) = (u lR )pn > 0, így uinvertálható, - - >-b pb ' -B '^B
komponensei állandó előjelűek, feltehetjük, hogy u _> 0.
Mivel 2.3.5. Lemma szerint Aß _> 0, ha Aß = Ca^,...,a^3
akkor u a^ = 0 V.i=l, . . . ,b, de akkor Uj > 0-ból következik
a . (j ) = 0 Vi = 1...b, ¥.=1...b-re. Vagyis A bizonyos r 3 B
soraiban csupa nulla áll. Tegyük fel, hogy
U1 A K.TJ. u
0 Vi =1,2,...,b
U2=...=Uj,=0 uk+i''"ub > ami alkalmas átrendezés­
sel elérhető, akkor a.(k+l),. 
vagyis egyenletünkből
,a_. (b)
-1 0  . . ° \ /  $*. ( \
ü i  . 0
/' ? c - e j
0  0 4- / \  §4 s b I U o . , /
formát kapjuk.
Ebből viszont egyszerűen leolvasható, hogy p-^ = P2 
de másrészt P^+j_ = 1 is fennáll, ami lehetetlen, ha
k^b-1. így ^B (b) = Pj 1 és v(Ag) = b-1, u=eK .
2.5.1.D: /A„ inverze K„/--------  d n>
Legyen 2 < |B|< '' XB a A B-ra való megszorítása. Kß az
Ag általánosított inverze, ha
□
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a/ Ag-nek létezik inverze =? Kgj = Aß
b/ ha Ag-nek nincs inverze =/ Kg:=(Ag+eg Xß )
ahol e^ az előző tétel szerinti rendezésből nyert vektor. 
Vezessük még be a következő jelöléseket
k b (.,v ;) (Xg kg) (v) v <=•B
Kg(u,.) (k b lg^ (u) u £ B
Kg(•r •) = XB KB1 0
2.5.5.L: Ha 2 <_ | B | < ® B H ^  k b definíciója értei
mes, azaz ha 2.5.I.D. b/ esetre áll fenn, akkor
(A„ + e, X B)-nek létezik inverze. B b
Igazak továbbá általában a 
Kg (. , • ) > 0
PB KB ) AB KB
kb 1b XBKBV ^ B  = KB - ÍT C./.T“  összefüggések
/2.5.15/ 
/ 2.5.16 /
/ 2.5.17/ 0
Ezek alapján már a Hß értékét is meg tudjuk határozni a 
/2.4.12/ alapj án.
2.5.5.B : A / 2.5.15/ - /2.5.17/ összefüggések könnyen iga­
zolhatók a 11.§.1. bizonyítását követve. Nekünk csak azt 
kell belátnunk, hogyha Aß nem invertálható, akkor 
D = (Ag+egX*) invertálható. Tegyük fel ennek az ellenke­
zőjét, azaz, hogy u:B -> R u é 0 /|u|=l az általánosság 
rovása nélkül/, melyre u" D = 0. Ekkor /2.5.13/ szerint
XB = + <AB+eB ^ ’b ’V
hiszen 2.4.4. lemmából következik X^Eiíg-lgl = 0. Balról 
x iu -al szorozva
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A'b B
u* = u*Ie ab r
PB = eb r de
= 0, igy X;DU
■ u* = 0.
*1)X* O-ból u*l = 0
2.6. Green függvények és tulajdonságaik
Ebben a szakaszban belátjuk, hogy az A potenciálmag a
Poisson egyenlet partikuláris megoldása. Segítségével
kifejezzük B= H véges halmazok gß Green függvényét és
leirjuk aszimptotikus viselkedését is. gß előállítása
során melléktermékként azt is belátjuk, hogy a (P-I)F=I
***egyenlet megoldásai A+lf alakúak, ha F-A korlátos.
E részben is feltesszük, hogy teljesül I-IV.
2.6.1.T : Az A potenciálmagra fennáll
(P-l) A = I összefüggés 0
2.6,1.B : Feladatunk némileg bonyolultabb, mint a 13.§.3. 
bizonyítása, ezért a fő lépéseket összefoglaljuk. Tudjuk, 
hogy
An
G (©, @ )
V ( 6 )o
(IX*) Gn
ezért PA = A + I - Pn n n+1
de n-*°° esetén lim PA = A + Inn-*-°°
viszont lim és P nem feltétlen felcserélhető. A Fatou 
lemma szerint:
lim PA >_ P lim A , igy PA < A + I
n->°° n-^ °°
- 3 8 -
Legyen az eltérés F :=A+I-PA>0, 
-f. T -1P = DP D -ból következik
A = TDA D-1
igy PA = A+I-F. Viszont
is. Ebből viszont következik már
T -1F = DF D
is. Ezután P-ra alkalmazzuk a 13.§.3. Állitás megfelelő
lépéseit a
%  -V *  H- X : V V
egyenletre. Azt kapjuk, hogy
p < V V  = 0
amiből (ír -I«) F = 0 és kételemű B halmaz esetén könnyen
B B xlátható, hogy 3f: F = If , igy
P A = A + G -n-If* n n-1
és
lim 1/n P A  = -lfX
n n
mert 1/n A és 1/n Gn > 0, ha n-*°° . Ekkor viszont f £ 0, 
de F > 0 volt, igy f = 0. D
Ezután belátjuk a "Messziről jött ember" tételét. Megmutat­
juk ugyanis, hogy a távoli kezdőhelytől független a B-be 
lépés eloszlása, igy a B-be lépő azt mond a kezdőhelyről, 
amit akar.
2.6.2.T: Ha B 
a lim HD (xa,v
I X | ->00 B
limesz Vve B,
Hß (“,v ) =
H 2 < B akkor
= : Hß (“,v ) =:Bß (v)
aé M-re létezik és
i y s77)(v) = pS (v)
a
Vv £ B
véges,
V a £M 
továbbá
0
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2.6 . 2 . B : Újra felhasználjuk a AgCu-g-IgH = 0 összefüggést 
és igy
£ A(u,v) l t t b ( v , w ) - I ( v , w ) 3 =  £ CA(u , v )-A(u, © ) 
vés vcB
Ax (v)
f  CV v,w -
- iß (v,w):
Ha felhasználjuk a /2.4.12/ összefüggést és a 2.3.8 Tételt 
akkor a kivánt állításhoz jutunk. D
E tétel teszi világossá, hogy Aß miért nem invertálható.
Ha ugyanis B-be csak egy b <= B ponton át lehet belépni, ak­
kor Hb (°°,v ) = pXB(v) nulla, hacsak v ^ b. Ebből pedig már 
könnyen adódik, hogy Aß-nek a b-edik sora csupa nullából 
áll. Ezután egy technikai jellegű lemma következik.
2.6.3.L :
Ha t = DLTD~1 =# (L) = L
D U Á p V 1 = n *
ÍCB = DKgD_1
KB (.,.) - kB (.,. )
ÍCTTTTT • k b 1xb =■ d c i x b k b 3T d'1 d ° P b
/ 2.6.1. /
/ 2.6.2/
/2.6.3/
12.6.A/
T -13D x / 2.6.5/ 0
2.6.3.B : Egyszerű számolással adódik. 0
Ezek után már kis tudjuk számolni a g Green függvényt, 
ha 2 _< [B | < ». A |B | = 1 esetet 2.5.3. Lemma tartalmazza.
2.6 . 4 . T : Ha B <= H 2 < B <
gB = - A -  ^) + ad C1pb X 3TD 1 + (lpB )A + ACttb -Ib 3A
ahol \XKx _ B
°B Kb (.,) es lpB Kg( • r • )
/ 2.6.6 /
0
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2.6.4.B:
Felhasználva az előző lemma összefüggéseit a 14.§.2. Té­
tel bizonyítását általánosíthatjuk.
Legyen először u£B, ekkor gß (u,v) = 0 VveB-t kell iga­
zolnunk. Ha a 2.4.7. Tétel /2.4.12/ összefüggését B-re meg­
szorítjuk
AB ClTB_IB"1 ~ IB_lpB
állitást kapjuk. Ezt felhasználva alakítsuk át /2.6.6/-ot. 
1X*
-a b - kTTTTT)+ a b + rig-ip*: a b =B
= " K^fr,TT + ABDClB p:]T D 1 = 0
ezen utóbbi lépés /2.6.2 / és / 2.6.5/ következménye.
Abban az esetben, ha ue H vdB^g^Ujv) = 0-t a következő 
módon igazolhatjuk. Alkalmazzuk a 2.4.7. Tételt a fordított 
bolyongásra, ebből azt kapjuk, hogy
l írB ' A 3 ÄB = DCIB-1f'B3T D_1
felhasználva a fordított és eredeti bolyongás közti átmene­
tet. De ekkor
"AB " kr (.?. )+ AB ^pb ^T D 1 + lpB AB+ABDCIB-lpB"T D 1 =
IX
B + lp* Ar = 0,KB (.,.) XpB B
ahogy ez előbb is adódott Kß és pR , illetve XR kapcsolatá-B' B
ból.
Az általános eset u,v£H\B bizonyításához használjuk fel 
a gB és Hr definíciójából adódó
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HB-I = gBp-gB
összefüggést a P-ra.
Legyen továbbá V:=g+A, ekkor
•4-PV + V + HB 12.6.11
felhasználva az előző és a PA-A+i összefüggést P-ra. Az igy 
kapott egyenlet egy Hß jobboldalu Poisson egyenlet. /Lásd 
a 2.1. fejezetben 11. old./. Ezért remélhető, hogy V-beli 
megoldásáról be tudjuk látni, hogy
V = Ír + A Hdíd
alakú. A Poisson egyenlet egy megoldása a 2.1.4. és 2.6.1.
Tétel alapján
•<- -< ■•<"W = AHJ3
alakú. Belátjuk, hogy a lehetséges megoldások a mi esetünk- 
ben ettől csak I t -ban térnek el és meghatározzuk ezt a mát­
rixot is. E célból vegyük a V és W különbségéi:, és Írjuk fel 
a fenti egyenletek egybevetésével a = iZ-W-re vonatkozót:
Z = gn + A - HgA, melyet bővítve’B
■4-Z = gB + A - (le*)A - Hb C(le*)A-A:
alakhoz jutunk. Ebben a kifejezésben gß és A -(le-^)A korlátos 
a második változójában /felhasználva a 2.3.8. Tételt és gß 
tulajdonságait/. Most felhasználva /2.6.7/-et, azaz hogy V 
kielégíti a Poisson egyenletet
PZ = Z
 ^ -ír~ ^összefüggéshez juthatunk. Z a második változójában korlátos 
és kielégíti a kapott egyenletet, ezért 2.1.2 következmény 
szerint
Z = c .IIt*
alakú lehet csak.
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Ebböl viszont
azaz
V = De t]íXD 1 + H An>
x -1g„ = -A + D c1t D + Up A + ACu -I~A.B B B
Ha pedig újra felhasználjuk a v í B  esetnél elmondottakat, 
akkor
x
D c t1XD 1 IX" , r nT -1 + ADÜlpn ] DKB ( . , • ) ' "~~*yB
adódik. Ezzel pedig a kivánt állításhoz jutottunk. O
Az egységesség kedvéért, ha j B| =1, akkor legyen
1Kg \ • r • ) 00 és £
B ( * ' "' )
= o.
2.6.5. következmény
(PgA)(u)
1
k b VT77J
l
n. 1 k b T7771
ha U r B
ha u £ HsB
2.6.6 . T : Ha B <= H 1 < I B [ < <*>, akkor
gB (u, °°S ) : = lim gR (u,yß) (y,g)éH u ^ H3BI y I '>o°
limesz létezik és véges. Ha 
B = {u } u = (xB)
y (a )
Ju ' ' - ' y ( 3 )g (w,«a) = CA (w, u )-A (u, u ) ]
speciálisan, ha u=©, akkor
A (w, u) .gQ (w,°°a) = y (a ) y (6
12.6.9I
I2.6 .10/
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Ha pedig | B | 2, akkor
g_ (u , °°a ) = y / ” -— r E (A(ut)K (t,v)-l(u,v!
B KB U '-) t€B B
VcB
vagyis
AK
V ' “ 1 =( Kb (.,.) _I) V
/ 2 .6 .11/
/ 2.6.12 /
0
2. 6.6 . B : Legyen e-^  az u £ H egységvektora
gß (u,v) = CAD(lpB)T D 1- Kb (.,.) + (HB-leí )A:l(v,'v) =
= (a k^-i ) IX
x
B Kb (. , . )(u,v) + E Hg(u ,t ) CA(tv)-A(u v )2téB
gß-nek ehhez az előállításához juthatunk, ha a 2.6.4. Té­
telben ACiTg-lg3-t /2.4.12/ szerint helyettesitjük. A 2.3.8 
Tétel szerint a második tag nullához tart, igy adódik az 
állitás a |B| > 2  esetben. Ha |b | = 1, akkor gß-nek a 
2.5.3. Lemma-beli előállítására alkalmazható a 2.3.8. Té­
tel és igy kapjuk a kivánt állitást. 0
2 ■ 6 ■ 6 . D; gß (u ) : =g* (u , °°. ) 1
2.6.7 . L :
d u£H: A(u,0) ^ 0 0
2.6.7.B : Tegyük fel az ellenkezőjét, ekkor 2.6.1 Tétel 
szerint
0 = P A n (u,@) A(u,@) + Gn_1 (u,ö)
volna, ami ellentmondás, hiszen G^Cu,©) tart végtelenhez 
ha n tart végtelenhez, A(u,0) pedig konstans. □
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• I  . oo ,2.6.8. L; Ha | B | = 1  -=P gfi f 0 O
2.6.8. B : Először legyen B = {©}, de a 2.6.6. Tétel alap- 
j án
gB (u) = yCT'T  A(u'@) * 0 0
Ha B = íu) , akkor
gB (w) = — [A.(w,u) -ÍA(u,u)3yX
o
Az előző lemma bizonyításához hasonlóan
0 - Png” = —  CA( ,.,u)+Gn_1 ( . ,u)-Pn lA(u,u)Dy^
 ^ o '
ellemontmondás. ^
oo .2.6.9.T; gB í 0
o
2.6■9.B : Megint indirekt módon bizonyíthatunk
oo AKb
° = PngB ~ Pn C Kß (. , .) - 13 TTTT
T T
X
CG (ö, © ) -- T^ — yn y ( 6 )
x-,y ^
ami ellentmondás. D
2.7. A hánvados-limesz tétel
E szakaszban is tegyük fel, hogy P-re teljesül I-IV.
2.7.l.D: /R / --------  ' n
V a e M  T : = T , , , ,a {(0,a ) }
R (a): = P,_ % (T >nn (0,a) a 0
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2.7.1. L :
lim ir~ ln (n ). R ( a ) 2ir n
1
y ( a )s Vag M (2.7.1) 0
2.7.1.B : Egyszerűen következik a 16.§.1. Példa becslését 
alkalmazva a centrális határeloszlás tételből. □
2.7.2. Következmény:
P /_ x(T > n)■ 10, a j alim p— 1— (t— n r rn-*ro (0,3) 3 '
y 1.3 )
y \ cTT“ 7 V V a , 3 r. M .
lim V i ('>
n->» R (a n
= 1 Va € H
lim R-, (a) 2n
n-*°° R ( a ) = 1 V a t  M .
(2.7.2)
(2.7.3)
(2.7.4) 0
Érdemes megjegyezni, hogy az utóbbi két állitáson áll vagy 
bukik a hányados-limesz tétel, mint ahogy ez a bizonyítás­
ból kiderül. A centrális határeloszlás tétel hiányában vi­
szont nagy nehézséget jelentene (2.7.2), (2.7.3) igazolása.
2.7.3.T : Hányados-limesz tétel 
Legyen B = (u) *= H u =(x v
, . P (T > n lxm v u
n->°° P (T > n u u
y = y (a ) .• gu (v)
j B| = 1-re. 
£H\B ■==£>
= A (v,u)-A(u,u) (2.7.5)
Ha pedig u = @<E H, akkor
y ( 6 )g_ (v ) = A(v,@), miatta limesz A("v. ©). o o o
- 46 -
2.7.3.B : Lényegében a 16.§.1. Tétel bizonyítását követjük.
W " >  = ^TTTÍT • J H 'L+.t) Fn (t)'n V.\z rl
ahol
t^u
P4_ (T =n+l)
Fn (t> - ■ I  77,-;'n+1(a)
Tudjuk, hogy
/II l i m  g  ( v , ( y ß ) )  =  —  C A (  v , u  ) - a ( u , u  ) 3
|y l^ co U ^ (a)
/2 / lim F (t) = 0 a 16.§.l.-beli bizonyítást P-ra alkalmazva
n-*-°°
13/ Fn (t) _> ° és XXFn = y(a
mivel
S v(a)F (t) 
te H n
t^u
S y (a ) 
t
Pt (Tu=n+1)
P (T >n+l) u u
t= -y 3) € H
( a )777 y (ß )
P (U =t T >n+l) u n+1 u
P.u (T >n+l) u
y (a )
-4r~  ^ ^a P-ra vonatkozó teljes valoszinüség tétel szerint. E há­
rom összefüggésből pedig egyszerű számolással következik a 
tétel. rj
2.7,4.T : Hányados-limesz tétel.
Ha P teljesiti az I-IV feltevésekben foglaltakat,
B <= H . 1 <_ i B | <~ , v = (y,ß ) é H esetén
P (T > n)
lim F T t— 77TT = v(ß)gB (u) 0
n^-°° v v
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2.7.4.B : A bizonyítás 16.§ további részében megtalálha­
tó, |ß|-re vonatkozó indukcióval egyszerűen általánosan 
is elvégezhető. Egyetlen lényeges eleme a (2.7.4) össze­
függés felhasználása, amelyet számunkra a centrális-ha- 
táreloszlás tétel biztosit. O
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3. LOKÁLISAN MÓDOSÍTOTT BOLYONGÁSOK
Ebben a fejezetben a Elll-beli eredményünkre adunk némileg 
egyszerűbb bizonyítást a két dimenziós esetben, felhasznál­
va a 2.7-ben bizonyított hányados-limesz tételt.
3.1. Invariancia elv
Mindenek előtt továbbra is tegyük fel I-IV-et.
„2
E,
vetkezmény: Ö>
Ta) (x,ß ) < OO
A (a ), A - n n
[-/•••/ u. 3. z 1 m Rm c
n
l (a ) : = £n 1=0
f E 
x c
/ 3.1.1 / 0
(ü. = (x,a) )- y ( a ) 3 .
A : = £ A (a )un _ .. n aa ve M
0
3.1.2. D: /V /--------  n
Vn ; = < W £ ^  ^  
az (x , e ) által definiált bolyongás.
3.1.2. Tétel:
1 v -=d> W  (t) ha n + »>
/n Cnt:
ahol a folytonos függvények terében való gyenge kon­
vergenciát jelöli, nulla várható értékű £ szórású Wie­
ner folyamat.
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hE felbomlik E = |V 0 alakban
ahol E_ 2x2-es E mxm-es mátrix, továbbá Wr = (W„ , Wr )z m L L 2 E.jjj
alakú, ahol a két komponens független Wiener folyamat.
Ez az állitás speciális esete a Markov láncok függvényei 
határeloszlás tételének.
/Lásd C6H 242. old. 20.1. Tétel és 232. old. 2. példa./
0
3.2. Lokális módosítás
3.2.1, D: /G /
Az egyszerűbb fogalmazás kedvéért bevezetjük a P által ge­
nerált alábbi irányított gráfot
G: = (h ,e )
E: = {(u, v )|P(u,v) > 0 } 0
Megjegyezzük, hogy /3.1.1/ azt jelenti a gráfok nyelvén, 
hogy G erősen összefüggő, vagyis Vu, v<=H-ra
3 n : Pn (u,v) > 0.
V. Feltevés: G lokálisan véges gráf, azaz 
V u £ H  1 {v £ H : P (u , v ) > } | < oo
vagyis P véges hatósugarú. 0
A továbbiakban feltesszük, hogy I-V. teljesül.
3.2.2. D : /Lokális módosítás/
P lokális módosítása P-nek, ha
B — H ] B I <«> : Vu €HVB Vv £ H
P ( U , V  ) = P ( U , V  ) 0
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Ezután a módosítás gráfon követhető hatását diszkutáljuk.
Legyen G a P által generált irányított gráf. Könnyen lát­
ható, hogy G-nak a JhB-n kifeszitett része egyetlen végte­
len erősen összefüggő komponenst tartalmaz. Legyen ez 
Got : = (H^,Ej és legyen Gg: = (H'-Hoo, E ) = (Hg,Eg) a komplemen­
teren maradó gráf, amely véges sok véges komponensből áll.
Az invariancia elv vizsgálatakor újra feltehetjük, hogy G 
nem tartalmaz elnyelő halmazt, illetve, hogy P rekurrens 
maradt, ellenkező esetben ugyanis a bolyongás 1 valószinü- 
séggel egy véges halmazban tartózkodik, ha n °°.
Meg kell még jegyezni, hogy Hß-t elhagyva H-ból a H^-en Gm 
továbbára is erősen összefüggő marad.
3.2.3.D: /U :=(Y , ß ), V : = (Y ,B )/--------  ' n n n n n n '
Legyen a P által definiált Markov lánc, Vn pedig ugyan­
úgy képződik U -bői, mint V az U -bői. 01 n n n
3.2.1. Tétel:/invariancia elv/
Ha fennáll I-V, továbbá P-re teljesülnek az előbbiek, akkor
1
/n
=£> w s(t)
ahol W v azonos a 3.1.2. Tétel-belivel. 0
3.2.1. Megjegyzés:
Hasonló állitás igaz a d ■_> 3 dimenziós esetben. Ha d = 1, 
akkor viszont hasonló eredmény nem várható, ahogy ezt 
ClOD-beli ellenpéldánk mutatja. 0
A tétel bizonyításának alapgondolata azonos a CIO ^ -ben 
alkalmazottal. A hányados-limesz tétel segítségével be­
látható, hocv U cr(/n) időt tölt n lépés alatt a módosított n _
területen. Ezt a hatást viszont a /n-el való normálás el­
nyeli.
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3.2.4.D: /T , T /--------  ' n n
n
t : = n Ei=o
x(u± e V
n
t : = n Ei=o x(ü± c V
0
/ V r- n V / n
n
v : = n Ei=l
X(üi £ V  u í-i ^ h b >
ll nE
i=l
x(ü.e V  “i - l ? V 0
- /«v rk /
ll• •r—IU1 min íi € N l“i £ H i
ri : = min { i £ N 1 1 ” <31 “if Hb >
k^'- = min { il N 1 1 > “k-l V " » 1 k=2,3,...
rk : = min {itN 1 1 ” rk-l “if h b ’ k=2,3,... 0
Nyilvánvaló mármost, hogy 
vn
t ' E r.-q. n • i í 1=1
3.2.7.D; /£k , mk /
mk = min {i - N | i > rk = >
‘k = min fIW n } 0
mk tehát azt az első időpontot jelenti, amikor a Hß-böl
való kilépés után először lépünk abba a belső állapotba,
ahová az előző H -be lépés történt. E két hely közti trajek-B
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tória-darabot kivágva, a két trajektória-darab úgy csat­
lakoztatható, hogy a kapott sorozat P szerinti Markov lánc 
lesz.A^-ra azért van szükségünk, mert előfordulhat, hogy
ß. = ß_ bekövetkezése előtt visszatérünk HD-be. Ebben az i ük üesetben ezt az egész trajektória-darabot ki fogjuk hagyni.
3.2.8.D: /Lk , Rk /
Jk ’ *k qk Rk :=rk"^ 0
Ezeket felhasználva a következő becslés adható:
v vn n
t < E R. < E L. = : T (n ) n — . , i . , ii=l i=l
3.2.9.D: /I /--------  ' n
vn
I : = íl,2,3,...,n}\ U Cq. ,£ . 3 n ' ' . ti i I
/ 3.2.1/
0
I definició szerint része azon időpontok halmazának, melyek­
ben Un az eredeti P szerint fejlődik. Ezek után az alábbi 
lemmasor vezet tételünk bizonyításához.
3.2. 2.L: d ca >0 konstans, J n E € N : Vn>nQ
Ev (T (n) ) <_ cq £n (n) Vv = H 0
Ebből az állításból már következik tételünk, de ennek bi­
zonyításához a következő tételekre lesz még szükség.
3.2 . 3. L: j c-^>0, 3 n-j_ Vn>n^ n £ N
Év (T(n)) < ClEv (vn ) 0
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3.2.10.D: /T T / ---------  c c
Ha C c H
T := min {i t N U . r C } c i
T := min { ü  N U c 1 í C} o
T /illetve T / a C halmaz első elérésének ideje IT /il- c c n
letve Un / által.
3.2.11.D: / 3C, őC/
Ha C e H
SC: = {u € H^C I 3 V? C:P (v,u ) > 0}
őC : = {u ■£ C | -3 ve H»C:P (v,u ) >0} 0
Mivel C lokálisan véges, ezért ha C véges, akkor őC és 
3C is véges halmazok.
3.2.4.L:
1 0
min P (T >n)TT u n
Fontos észrevenni ezek után, hogy
3.2.5.L : /A hányados-limesz tétel következménye/
d  C3 ,C^ > 0 ,  n ^ d  N: Vn > n^
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p (T u v H TK)-B 9 h u^ ^ ^ V ^ ^  V ^ n ^ B
■< c^.£n(n ) 0
Az utóbbi egyenlőtlenség bizonyítása megint a centrális 
határeloszlás tételből következik egyszerű becslésekkel.
3.2.6 . L: ü 0<d<°°, n^eN, Vn>n^, Vu, v
d <
P (t tt > n. u Hb < i- P ( Ttt > n) - d v Hb -
0
Ezzel pedig a 3.2.5-beli becslés a 9Hß szerinti minimumra 
is átvihető.
3.3. Invariancia elv bizonyítása lokális módosítás esetén 
B : Tekintsük a Vj:=Vj + ]_-Vj lépésvektorokat. Vagyis
n-1
V = E v. n . iD=o
%
Legyen Vn a V n következő approximációja:
V : = l v. n . íi£ln
I -et úgy definiáltuk, hogy
p(vk-i'vk l V vk-ií0) = [|vi - i ' \ í \ - V i fo1k 1' k 1wk- k-r
így V -bői a O lépéseket kihagyva egy P szerint folyó
Markov láncot nyerünk. Legyen ez ^n
Ekkor pedig
|v -v I < IV -V J + |V , ,-V I < 2/m+2 T(n).i n n 1 - 1 n ^n-T(n)1 'vn-T(n) n 1 -
55 —frv
Felhasználva a 3.2.2. Lemmát
sup E (T ( Unt 3 ■) ) _< c.Än(n) = cr (/n ) 
0<t_< 1
amiből a Markov egyenlőtlenség alapján
SUP — IVr .gV O0<t<l /n CntD CntD
ha n -> oo □
5.4. A lemmák bizonyítása
3.4. l.B: / 3 . '2.6 . L /
Ha u , v £ H oo, akkor létezik egy pozitiv valószinüségó 
ut -beli pontokkal u-ból v-be, legyen ennek hossza
P , (T > n) > P (D , T > n) ■ ■> u' Hn — u' u,v' H„ —n> r>
P„(D )P (T„ >n-n )>P (D )P (Ttt >n) u U,v v Hd u ,v — u u , v v H_,Jd id
így ha d = min
kapjuk. u ,ve 8 H
{P (D )}, akkor a kivánt állítást u u, v
B D
3.4.2.B: /3.2.5.L/ *1
Felhasználva 3.2.6. lemmát, ha
1 < 1min P (T >n) - d P,,(TU >nT 
V £ 9 H  V HB U HBD
n elég nagy 
Pv (Tv > n)
- dPu (T =• n)
1
P (T > n ) v v
de ez a hányados-limesz tétel szerint
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V u>pv(v n).0
Ebből pedig a második becslés már következik a centrális- 
-határeloszlás tételből. □
3.4.3.B: /3.2.4.L/
n
1 = I P (U.=u)P (Ttt > n-i) > E (v ).min P (Ttt >n)
U£3H_. i=on> B U í  3H.B B
3.4.4.B: /3. 2.3.L/
Ahogy Cio3 cikkünkben történt, a Wald azonosságot szeretnénk 
alkalmazni. Ehhez -független azonos eloszlású felső becslést 
adunk L^-ra. Vk £ N-re V £ 6Hß-re indítsunk u-ból egy-egy P
szerinti bolyongást /speciálisan, ha u = ü , akkor magát
— ^kaz U -t vegyük./
Legyen L^(u ) az
speciálisan L, (U k 0 , 'k
+L,: = EK u £6Hb
+és L, -k független, azonos eloszlású valószinüségi változók. 
Ezután belátjuk, hogy E(L^) < °°
es
E(l| ) = E E(L, (u) 
U-S3HB
E(L± (u)) = Eu (R1 ) + Eu (£1-r1 )
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Mivel Hg véges és G-ben nincs elnyelő komponens, azért 
Eu (R1 ) < ».
Eu (tl‘rl ) i * Pu (Dr1=v,Er (V rl> VC 8 Hg 1
es
Ev C ^ i—ri Iur =v  ^-1 1
ahol m^(u) az m^ idő Ur = v feltétel melletti értéke le­
gyen. /Lásd 3.2.6.D./ ^
Ha v = (x, a )
co
E (m.íuí-rj = E E kP (ü, = (y, a ) | U =v )V  X X . ~ K  Or,2y e z
ez pedig nem más, mint az a állapot első elérésének ideje 2/tetszőleges Z -beli pontban/, ez viszont nyilván véges.
Egyesítve az eddigi eredményeket, 3.2.4 és 3.2.3.-ból 
következik a kivánt 3.2.2. lemma-beli becslés.
4. ÖSSZEFOGLALÁS
Mint azt az előző két fejezetben láthattuk, a felvetett 
kérdések megválaszolása rejt némi nehézséget magában, pe­
dig a Markov-láncok potenciálelméletét már húsz éve meg­
alapozták, másrészt, mint azt nyomban vázolni fogjuk, e 
kérdések szinte csak iskola feladatok a témakör fő problé­
máihoz képest.
Ahhoz, hogy a Lorentz gáz viselkedését még jobban megértsük, 
a végtelen sok belső állapottal rendelkező bolyongás elem­
zésére van szükség. Krámli Andrásnak és Szász Domokosnak 
globális centrális határeloszlástételt sikerült igazolnia, 
melyről az 1982. szeptemberi Pannon Szimpóziumon számoltak 
be Visegrádon.
A következő a potenciálelmélet szempontjából is lényeges 
lépés a lokális tétel bizonyítása lenne.
Egy másik igen nagy intenzitással müveit kutatási terület 
az inhomogén közegü bolyongásoké /folyamatoké/. Itt olyan 
alapvető problémák is megoldatlanok, mint a Pólya tétel 
általánositása, azaz a visszatérőség feltétele inhomogén 
/véletlen/közegben.
E probléma nehézsége abban rejlik, hogy d > 2 dimenzió ese­
tén a Nash-Williams-féle szemlélettel nehéz képet kapni a 
potenciál kialakulásáról. Egy dimenziós esetben egy egy­
változós rekurzió megoldása adja a potenciált. Bizonyos ered­
mények születtek d=2 esetre is, pl. Cl 2], viszont a tett 
megszorítások tulajdonképpen az egydimenzióra való vissza­
vezetést biztosítják implicit módon.
Az invariancia elv érvényességi köre is tisztázatlan a d 2 
esetben. Cl 33-ban periodikus, illetve kvázi periodikus módo­
sításokat vizsgálnak. Szinaj C14H pedig erős technikai fel­
tevések mellett önadjungált bolyongásokra igazolta az in­
variancia elvet, d _> 5 esetre Dobrushin-nek sikerült a 
problémát teljes általánosságban tisztáznia.
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A globális módosítás jobb megértéséhez vinne közelebb az 
egyszerű szimmetrikus bolyongás további vizsgálata példá­
ul az önátm^tszések, betöltési idők kontrollálása révén.
Végül a harmadik csöppet sem kézenfekvő problémakör az 
inhomogén közegü végtelen sok belső állapottal rendelkező 
bolyongások vizsgálata.
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