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人間や組識が処理するほとんどの情報には，何らかの「あいまいさ」が含まれている。通常，
確実な情報や完全に明確な情報は少なく，そこには何らかのあいまいさが介在しているのである。
筆者口ト[5Jは，こうした「あいまいさ」には偶然性と漠然性の二面性があることを指摘し，
これを「あいまいさの二面性」と呼んでいる。さらに，筆者[2JはShannon[6Jの情報理論と
Zadeh[7Jのファジィ理論に基づき，上記の偶然性と漠然性の両面を考慮した総合的なあいまい
さの指標として「基準化ファジィ・エントロビー」を提案している。この基準化ファジィ・エン
トロビーは，正規化シャノン・エントロビーと，ファジィ集合に対するメンパーシップ値まわり
のエントロピー(以下，単に「メンバーシップ値まわりのエントロビー」と呼ぶことにする)と
の和によって定式化されており，前者は偶然性に関するあいまいさを，後者は漠然性に関するあ
いまいさを，それぞれ意味する。
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一方で，上記の偶然性・漠然性ゃあいまいさに類似した概念として，多様性や複雑性を指摘す
ることができる。とりわけ， 1ダイパシティ・マネジメント」に代表されるように，企業活動が
多様性を高め，複雑化している状況において，これらの関係を整理し定式化することは，経営学・
経営工学や経営情報学における重要な課題となりつつあるように思われる。
本研究では，こうした問題意識に基づき，筆者らの先行研究口]ー[5Jで論じてきた偶然性・漠
然性・あいまいさといった概念に加え，新たに多様性や複雑性の概念にも焦点を当てることによ
り，これらの概念整理と定式化を試みることにする。これにより，ある 1時点での複雑性は，あ
いまいさを構成する偶然性・漠然性と，あいまいさには含まれない多様性とによって構成される
という視点を提示するとともに，従来の研究において偶然性に関するあいまいさとして位置づけ
ていたシャノン・エントロピーが，偶然性のみならず多様性を含んでいるという考え方に基づき，
純粋な偶然性は正規化シャノン・エントロビー[8Jによって記述されることを指摘する。さらに，
従来の研究[2Jでは偶然性と漠然性の総合的なあいまいさを表す指標として位置づけていたファ
ジィ・エントロビー[9Jを，偶然性と漠然性のみならず多様性を含んだ指標として位置づけ直し，
偶然性と漠然性のみの総合的なあいまいさは基準化ファジィ・エントロビー[2Jによって記述さ
れるという新たな視点を提示する。
2.情報処理過程におげる偶然性と漠然性
筆者[1Jは，我々が受信する多くの情報には，偶然性と漠然性に関するあいまいさ，すなわち
「あいまいさの二面性」が介在するという視点を提示している。例えば，我々は天気予報から，
しばしば「明日は天気がくずれるでしょう」という情報(メッセージ)を受信するが，この情報
は 1-くずれるでしょう」であるため，本当に天気が「くずれる」のか「くずれないのか」につ
いて，あいまい(不確実)である。これは，天気がくずれる確率が高いが，絶対にくずれないわ
けではない(確率がOでなL、)ことを意味する。このようにある確率に支配されていることは，
上記の情報(メッセージ〉に「偶然性」に関するあいまいさが介在していることを表している。
さらに， 1天気がくずれる」とは，雨なのか曇りなのか雪なのかについてもあいまい(不明確)
である。これは， 1天気がくずれる」の意味があいまいなことを示しており，その意味が漠然と
しているという点で， 1漠然性」に関するあいまいさが介在していると考えることができる。こ
のように，我々が受信し，発信する情報には，偶然性(ランダムネス〉と漠然性(ファジィネス)
の両面でのあいまいさが介在しているのである[1J。
一方で，西川ら[9Jは上記のようなあいまいさの二面性(偶然性と漠然性)に注目し，入力情
報Uを出力情報 Uに変換する「フィルター機構」として，人聞の情報処理過程を位置づけてい
る。ここで，入力情報を刺激 (stimulus)，出力情報を反応 (response)と考えれば，こうした
情報処理過程は，国1のように，伝統的な刺激一反応モデル (S-Rモデル)のブラック・ボッ
クス問題に帰着する[l]。この S-Rモデルにおいて，入力情報Uを出力情報Uに変換するフィ
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したがっブラック・ボックスとして位置づけられるのである。ルター機構(情報処理過程)は，
と反応(出力情報v)に注目して，上記のブラック・ボックて，測定可能な刺激(入力情報u)
スのメカニズムを捉えることが，国Iのモデルにおける中心的課題となる。
フィルター機構
、
出力情報v(反応 R)
人閣の情報処理過程図1
入力情報u(刺激S)
これは，生起確
とファジィ・エントロビー
Shannon[6]の情報理論において，ある事象的が生起したということを我々が知ることによっ
て得られる情報量Ejは，次のように事象的の生起確率ρsによって記述される。
率ρtと情報量Eiとの聞を，単調減少の関係として捉えた定式化である。
(情報量)シャノン・エントロビー3. 
、?
?
???、
これを事象全体x(= {町})
Ej = log C1/Pi) =一logρi 
(1)式は，事象Xj(xJo X2.…. Xn) ごとの情報量を意味するが，
へと拡張して考えれば，平均として(2)式の情報量を得ることが期待され， これは「シャノン・
すべての確率ρtが l/nで等
どの事象叫が起こるかが全くわからな
このシャノン・エントロビーEは，エントロビーJEと呼ばれる。
その場合，しいときにE= log n (bit)で最大となり，
い状態を意味する。
一方で，西)1ら[9]は偶然性(ランダムネス)に関するあいまいさを生起確率あによって，
た漠然性(ファジィネス〉に関するあいまいさをファジィ理論におけるメンバーシップ値的に
それぞれ捉え，両者が複合した出力情報のあいまいさ(行動エントロビー)を(3)式の
ように定式化している。 (3)式の行動エントロビーは，
?
( 2 ) 
n n 
E =21Pt・log(l/Pi) =一.21h・logPj
あいまいさの二面性を総合的に表す指標
ファジィ理論におけるファジィ・エントロピーFに相当する[2]。
よって，
F =-.L土[ー ρj'/.1.;' log (ぁ・μj)-Pi (1ー ん)log {Pi c1ーん)}]
n i=1 
であり，
( 3 ) 
これを除去して考えるこもしnが一定であれば l/nは定数となるため，さらに，筆者[3]は，
とができるところに注目し， (3)式の行動エントロピー(ファジィ・エントロビーF)を， (4) 
式のように.Piとμzについて整理している。
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n n 
F=-E21A・logh+21Pt・mi (4) 
ただし， m;=一向・ logμt一(1ー ん)log(1一μ。 ( 5 ) 
(4)式の右辺の第 1項は偶然性(ランダムネス〉に関するエントロビーEを，また第2項は
漠然性(ファジィネス)に関するエントロピーMをそれぞれ表している。第1項の偶然性に関
するエントロビーは， r何が起こるのか?Jについてのあいまいさの大きさを示しており， シャ
ノンの情報理論における平均情報量(=シャノン・エントロビー)に相当する。 したがって，何
が起こったかを知ったときに得られる情報量の平均を意味する [4]。一方，第2項は「事象的が，
ファジィ集合に属するのか属さないのか?Jについてのエントロビーmiを，生起確率Piで重み
づけした平均であり，漠然性(ファジィネス〉に関するあいまいさ (エントロビー〉の平均とし
て位置づけることができる。
このように，人間や組織が受信し処理する情報には，偶然性と漠然性に関する「あいまいさの
二面性」が介在しており， (4)式のファジィ・エントロビーF(行動エントロビー[9])は， 、，、-
れらの両面を総合的に捉える際の有力な指標となるのである [3]。
4. 正規化シャノン・エントロビーと基準化ファジィ・エントロビー
ファジィ・エントロビーFを， 前節の(4)式によって捉えた場合， この値は ηの影響を受け
ることになる。分析対象の要素数nが一定のもとでは， このnを除去して考えることができる
が， もし要素数nが異なる複数の離散型確率分布の聞で， それらのあいまいさを比較しようと
すれば，何らかの方法で要素数nによる影響を排除するような基準化を行う必要がある。
例えば，n = 3とn=5の場合を考えてみると，両者ともすべての生起確率が l/n，すべての
メンバーシップ値が 1/2であるとすれば(このときFは最大となる)， 前者はF口 log3+ log 2 
2ー.585，後者はF= log 5 + log 2 :;3.322となり，要素数nの増加にともないFの値も増加す
かっ各要素
がファジィ集合に属するのか否かも最もあいまいな状態であり，相対的には同等の(最大の〉あ
いまいさを有していると考えられるのである [2]。
どの要素(事象)が生起するのかが全くあいまいで，る。しかしながら，両者とも，
西川ら[9]による(3)式の行動エントロピー(ファジィ‘エントロビー〉は， こうした要素数
nの違いを考慮しているが， これは(4)式をηで除したものであるため，要素1個当りのファジィ・
エントロビーの平均として位置づけることができる。 しかしながら，上記の例でいえば，n = 3 
のとき， この(3)式の値は(log3+ log 2)/3匂 0.862，一方n=5のときは(log5+ log 2)/5 
0ー.664となり，逆に前者の方が大きい値となってしまう。すなわち， 同じようにすべての生起
確率が l/nで，すべてのメンバーシップ値が 1/2という最もあいまいな状態であっても，nの増
加にともない， ( 3)式の値は(4)式とは反対に単調減少となってしまうのである。
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ここで， (4)式を第 l項と第2項に分けて考えてみると，第 1項はすべての生起確率が l/n
(偶然性に関するあいまいさが最大)のとき lognで， nの増加にともない単調に増加するが，
第2項はすべてのメンバーシップ値が 1/2(漠然性に関するあいまいさが最大〕のとき log2 
=1で nの大きさに依存しない。そこで，筆者[2Jは偶然性に関するあいまいさが最大のとき
の値で(4)式の右辺第 l項のみを除することにより， (6)式のような「基準化ファジィ・エント
ロビーJSを提案している。具体的には， (4)式の第l項のみをlognで除することになり，こ
こでいう「基準化」とはFに対する nの増加の影響を除去することを意味する。この右辺第 l
項は，正規化シャノン・エントロビーに相当し， r相対エントロピー」とも呼ばれる[8J。一方，
第2項は上記のように ηに依存しないため，基準化を行っていない。
n n 
S =-ZIPs-logh/logn+tEDt-m ( 6 ) 
これにより， nが異なる複数の離散型確率分布の聞でも，偶然性と漠然性に関する総合的なあ
いまいさ(ファジィ・エントロビーのが比較可能になる。さらに，対数の底の交換公式を用い
れば， (6)式は(7)式のように変換される[3J。
n n n n 
S 口一 .2lpg・logP;/ log n +目ZlDs・mj口一 .21A-log，Js+目ZlDt-mt (7〉
上記の(7)式は，要素数nによって，第l項の偶然性に関するあいまいさの対数の底が2(ま
たは e)から nへと置き換えられることを示している。すなわち，対数の底が2であれば2値信
号 (n= 2)の生起確率がそれぞれ 1/2のとき， (7)式の右辺第l項が 1bitであるのと同様に，
要素数がnにおいてもすべての生起確率が l/nのとき 1bitとなるのである。ここで注意すべき
ことは，情報理論において対数の底を2とした場合の単位がbit，eとしたときがnat，10とした
ときがハートレーであるが，当初の単位がbitであれば，要素数n= 10で基準化を行って対数
の底が 10となったとしても，その単位はハートレーでなく，あくまでも bitであるというとこ
ろにある。
これに対して，第2項の対数の底はnに依存せず一定であり，対数の底が第 l項の偶然性に
関するあいまいさのみ「変数」となることは非常に興味深い特性であろう [2J。
5.本研究の前提条件
本研究において，人間や組織が取り扱う情報に介在する偶然性・漠然性と多様性・複雑性の関
係を検討し，それらの関係について，できるだけ簡潔な概念フレームワークを提案するために，
下記のような前提条件を置くことにする。すなわち，こうした前提条件により，文字通り「複雑」
な問題を簡素化したもとで，できる限り簡潔な概念フレームワークを提案するのである。そういっ
た意味で，次節で提案する概念フレームワークは，今後の研究において実際の複雑な問題への接
近を図る際の基礎となる「基本フレームワーク」としての性格を有している。
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① 離散的な事象 Xiの生起確率Piとメンバーシップイ底的の問題に限定し，確率とメンバー
シップ値が連続的な分布を持つ場合の問題は，本研究の対象外とする。
② 上記の生起確率ρ2とメンバーシップ値/1iは既知とする。
③ ある l時点のみの問題に限定し，時間的な変化は考えないものとする。そのため.時間
的な変化の大きさから生じる複雑性の問題は，本研究の対象外とする。
④ 「多義性」は「意味の多様性」として位置づけ， r多様性」の概念に含めて考えることに
する。
⑤ 偶然性・摸然性と多様性・複雑性の概念における重複をできる限り少なくした枠組みを
提示することにより，これらの関係を簡潔な形式で捉えることができるようにする。
6.偶然性・漠然性・多様性と複雑性の概念フレームワーク
これまで，筆者[lJー [5]は偶然性に関するあいまいさをシャノン・エントロビーEによって捉
えてきたが，このEはnの影響を受けることが，前節の議論からもわかる。すなわち，Eはη
の増加にともない単調に増加するのである。そこで， (6)式から nの影響を排除すべく， (7) 
式ではEをlognで除することにした[2]。それでは， log nは何を意味するのであろうか?
それは， r多様性jであろう。すなわち， ηの増加は多様な事象が起こりうることを示してい
るのである。(1)式のEがシャノン・エントロビーと呼ばれるのに対して， log nはハートレー・
エントロビーあるいはハートレー情報量口0]と呼ばれる。そこで，本研究ではこのハートレ-，0 
エントロピ-Hを「多様性エントロビー」として位置づけることにし， (7)式の右辺について
も第 1項 (E/log n)と第2項を，それぞれ「偶然性エントロビーJr漠然性エントロビー」と
して位置づけ|直すことにする。ここで，Hに対して「多様性に関するあいまいさjという表現
をしていないことに注意を要する。多様性は，碁本的に選択肢や構成要素の多さを表す概念で，
それ自体にあいまいさが仔在.するわけではないため， Iあいまいさに含まれなLりと考えるので
ある。
さらに，こうした多様性の存在を，偶然性と漠然性という「あいまいさの二面性J[1]に加味
すると，これらを包含した全体の概念として， r複雑性」を指摘することができる。すなわち，
複雑性の概念が，偶然性と漠然性という「あいまいさの二面性」と多様性によって構成されると
考えるのである。ただし，前節の前提条件④でも述べたように，多義性については「意味の多様
性」を表す概念として位置づけ，多様性の概念に含めて考えることにする(こうした「多様性」
「多義性」や「複雑性jの概念については，今後さらなる慎重な検討が必要であろう)。
上記のような視点に基づけば， I偶然性JI漠然性JI多様性」と「複雑性」の関係各，図2の
ような枠組みで捉えることができる。ただし， r時間的変化」が大きいと，複雑性が増大すると
考えることが自然であるため，ここでの複雑性を，前節の前提条件③にあるように rl時点での
複雑性」として位置づけることにする(簡単のため，以下ではこの 1時点での複雑性」を単に
、 、 ，
?
?????
， ，
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図2 偶然性・漠然性・多様性と複雑性の概念フレームワーク
「複雑性」と呼ぶことにする)。
本研究では，図2の枠組みを「偶然性・漠然性・多様性と複雑性の概念フレームワーク」と呼
ぶことにし，次節においてこれら(偶然性・漠然性・多様性・複雑性)の概念を，情報理論・ファ
ジィ理論と，筆者による一連の先行研究[1]一[5]に基づき，定式化していくことにする。
7，偶然性・漠然性・多様性と複雑性のエントロビー表現
人間や組織が受信し送信する「情報のあいまいさ」を捉えようとする際， しばしばシャノンの
情報理論に基づき「エントロビー」からのアプローチが試みられる。筆者日]一[5]も，これと同
様に，情報のあいまいさを構成する「偶然性」をシャノン・エントロビー Eによって，また
「漠然性」をメンバーシップ値まわりのエントロビーM によって，それぞれ捉えてきた (3節を
参照)。
しかしながら， シャノン・エントロビー[6]には，前節で述べたように，偶然性のみならず
「多様性」が含まれていた。そこで，本研究ではシャノン・エントロピーEを多様性エントロビー
(ハートレー・エントロピ-H=logn)で除した正規化シャノン・エントロビー[8]を，偶然性
に関するあいまいさを表す指標〈偶然性エントロピ-N)として位置づけ直すことにした。こ
うした偶然性エントロビーNとシャノン・エントロビーE，および多様性エントロビーHの関
係は， (8)式のように記述される。
n 
N=E/H=一.ZIPs-logpt/logn =一，ZIA・lognPi ( 8 ) 
一方で，筆者[3]は，あいまいさを構成する備然性と漠然性に関する総合的なあいまいさを，
(4)式のようにファジィ・エントロピーFによって記述してきたが， (4)式の右辺第 l項がシャ
ノン・エントロビーEであるため，ここに偶然性のみならず多様性が含まれていた。そこで，
本研究ではファジィ・エントロビーFのうち，右辺第l項(シャノン・エントロビーE)のみ
を多様性エントロビー(ハートレー・エントロピ-H= logn)で除した偶然性エントロピー
(正規化シャノン・エントロビーN)に，メンバーシップ値まわりのエントロビーM を加えた
(7)式の基準化ファジィ・エントロビーSを，偶然性と漠然性に関するあいまいさの総合的な
指標として位置づけ直すことにする。
さらに， r複雑性」については，園2の枠組みに従えば，偶然性と漠然性といったあいまいさ
8 「明大商学論叢」第96巻第3号 ( 102) 
に多様性が加わることになるため， C 9)式のように定式化される。本研究では， C 9)式の Cを
「複雑性エントロビー」と呼ぶことにする。
C=N+M+H 
=E/H+M+H 
n n 
=-51A・logh/logn+51h・mj+logn 
n 
=-21h・lognρz+.21Pt-mt+logn 
=S+H (9 ) 
これより，複雑性エントロビーCは，偶然性エントロビーN(正規化シャノン・エントロビー
[8]) と漠然性エントロビーM(メンバーシップ値まわりのエントロビー[3])と多様性エント
ロビーH (ハートレー・エントロビー[10])の和であると同時に，基準化ファジィ・エントロ
ピー Sと多様性エントロビーH (ハートレー・エントロビー)の和となることがわかる。すな
わち，筆者[2Jの先行研究における基準化ファジィ・エントロビーSは，図2の枠組みによって，
複雑性エントロビー Cから多様性エントロビーHCハートレー・エントロビー〉を51くことに
よって得られる「あいまいさのみの指標」として位置づけ直されるのである。
8， 簡単な数値例による偶然性・漠然性・多様性と複雑性の分析
本研究では，偶然性・漠然性・多様性と複雑性の関係を，図2の枠組みによって捉え，これら
を定式化してきたが，本節では事象Xiの生起確率ρgとメンバーシップ値的について，表1に示
すように，簡単な数値例 CCase-l-Case-12)を設定し，上記の関係を分析していくことにする。
こうした衰1のCase-l-Case-12に関して， シャノン・エントロビーE，多様性エントロビー
H(ハートレー・エントロビー)，偶然性エントロピ-N(正規化シャノン・エントロピ-)，漢
然性エントロビーM(メンバーシップ値まわりのエントロビー)，基準化ファジィ・エントロビー
S，複雑性エントロビー Cを算出すると，衰2のような値となる。
表2におけるシャノン・エントロビーEと多様性エントロビーH，および偶然性エントロビー
Nの結果より，筆者[1Jがこれまで偶然性に関するあいまいさとして位置づけてきたシャノン・
エントロビーEの中には， かなり多くの多様性(多様性エントロビーH)が含まれていること
がわかる。例えば， シャノン・エントロビーEのうち， Case-5とCase-6で言えば 50%clー
0，923/1.846)， Case-7 -Case-12で言えば， それぞれ 56.9%，56.9%， 66.7%， 66.7%， 69.9%， 
69.9%が，多様性エントロビーHとなっているのである。このことから，偶然性に関するあいま
いさをシャノン・エントロビーEで捉えた場合，偶然性を過大に評価してしまうことがわかる。
とりわけ，nの増加にともない，上記の割合も増加していくところに注意を要する。 これに対し
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表1 事象Xiの生起確率Plとメンバーシ γプ{直的の簡単な数値例
事象 Case-l Case- Case-3 Case-4 Case叩5 Case-6 
確率P;
メンバーシ
確率PI 確率PI 確率Pi 確率Pi 確率PiXi ップ値μt μt μt μt μt μt 
X1 0.5 0.5 0.5 0.2 0.2 0.2 0.25 0.5 0.1 0.5 0.1 0.2 
X2 0.5 0.5 0.5 0.3 0.8 0.3 0.25 0.5 0.2 0.5 0.2 0.3 
X3 0.25 0.5 0.3 0.5 0.3 0.4 
X4 0.25 0.5 0.4 0.5 0.4 0.5 
事象 Case-7 Case-8 Case-9 Case~lO Case-l1 Case-12 
確率Pi
メンバーシ
確率Pi 確率Pl 確率Pi 確率Pl 確寧PlXj 
ップ値μt
μt μt μt μt μt 
X1 0.2 0.5 0.1 0.5 0.125 0.5 0.05 0.5 0.1 0.5 0.05 0.5 
X2 0.2 0.5 0.1 0.5 0.125 0.5 0.05 0.5 0.1 0.5 0.05 0.5 
X3 0.2 0.5 0.2 0.5 0.125 0.5 0.05 0.5 0.1 0.5 0.05 0.5 
X4 0.2 0.5 0.3 0.5 0.125 0.5 0.05 0.5 0.1 0.5 0.05 0.5 
X5 0.2 0.5 0.3 0.5 0.125 0.5 0.2 0.5 0.1 0.5 0.05 0.51 
X6 0.125 0.5 0.2 0.5 0.1 0.5 0.15 0.5 
X7 0.125 0.5 0.2 0.5 0.1 0.5 0.15 0.5 
Xs 0.125 0.5 0.2 0.5 0.1 0.5 0.15 0.5 
X9 0.1 0.5 0.15 0.5 
XIO 0.1 0.5 0.15 
表 2 簡単な数値例による分析結果
各種エントロビー Case-l Case-2 Case-3 Case-4 Case-5 Case-6 
シャノン・エントロピーE 1.000 1.000 0.722 2.000 1.846 1.846 
多様性エントロビーH 1.000 1.000 1.000 2.000 2.000 2.000 
偶然性エントロビーN 1.000 1.000 0.722 1.000 0.923 0.923 
漠然性エントロビーM 1.000 0.849 0.849 1.000 1.000 0.940 
基準化ファジィ・エントロビーS 2.000 1.849 1.571 2.000 1.923 1.863 
複雑性エントロビーC 3.000 2司849 2.571 4.000 3.923 3.863 
各種エントロビー Case-7 Case-8 Case-9 Case-lO Case-l1 Case-12 
iシャノン・エントロビーE 2.322 2.171 3.000 2.722 3.322 3.133 
多様性エントロビーH 2.322 2.322 3.000 3.000 3.322 3.322 
偶然性エントロビーN 1.000 0.935 1.000 0.907 1.000 0.943 
漠然性エントロビーM 1.000 1.000 1.000 1.000 1.000 1.000 
基準化ファジィ・エントロビーS 2.000 1.935 2.000 1.907 2.000 1.943 
複雑性エントロビー C 4.322 4.257 5.000 4.907 5.322 5.265 
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て，偶然性エントロピ-N(正規化シャノン・エントロビー)であれば，それぞれの nにおい
て最も偶然性の大きい Case-lとCase-2，Case-4， Case-7， Case-9， Case-llが，すべてN=1 
で同等に評価されるため，基本的に nの増加による影響を受けなL、。
一方で，漠然性エントロピ-M(メンバーシップ値まわりのエントロビー)は，すべてのメ
ンバーシップ値んが0.5にどれだけ近いか(ファジィ集合に属するか否かが「最もあいまい」な
状態に近いか)のみに依存するため，nの増加による影響そ受けていないことがわかる。これは，
漠然性エントロピ-Mには多様性が介入しないことを示す結果であり， (6)式の基準化ファジィ・
エントロビーSにおいて， (4)式の第1項のみを lognで除することの妥当性を示す結果であろ
つ。
次に，基準化ファジィ・エントロピ-sと複雑性エントロビー Cの結果について見てみると，
nの増加にともない，復雑性エントロビー Cは大きく増加していくが，基準化ファジィ・エン
トロピ-sはその影響をほとんど受けていないことがわかる。これは，基準化ファジィ・エン
トロビーSに多様性が含まれていない，すなわち偶然性エントロビーNと漠然性エントロビー
Mの和であるのに対して，複雑性エントロビー Cには多様性エントロピ-Hが含まれているか
らである。そういった意味で， (9)式の複雑性エントロビー Cは，本研究で提案した園2の概
念フレームワークに適合した定式化と考えられるのである。
9.おわりに
本研究では， Iダイパシティ・マネジメントJに代表されるように，企業活動が多様性を高め，
複雑化している状況をふまえ，筆者らの先行研究日]一[5Jで論じてきた情報のあいまいさ・偶然
性・漠然性といった概念のみならず，多様性や複雑性の概念にも焦点を当てることにより，これ
らの概念整理と定式化を試みた。これにより，ある l時点での複雑性は，あいまいさを構成する
偶然性・漠然性と，あいまいさには含まれない多様性とによって構成されるとする新たな「概念
フレームワーク」を提案するとともに，筆者口]がとれまで偶然性に関するあいまいさとして位
置づけていたシャノン・エントロビーが，偶然性のみならず多様性を含んでいること，そして純
粋な偶然性は正規化シャノン・エントロビーによって記述されることを指摘した。また，従来の
研究[9J，[3Jにおいて偶然性と漠然性の総合的なあいまいきを表す指標として位置づけていたファ
ジィ・エントロビーを，偶然性と漠然性のみならず多様性を含んだ指標として位置づけ直し，多
様性を含まない総合的なあいまいさ(偶然性と漠然性)は，筆者[2Jの提案している「基準化ファ
ジィ・エントロビー」によって記述されるという視点を提示した。
さらに，事象的の生起確率Piとメンバーシップ値μzについて簡単な数値例を設定し，偶然性・
漠然性・多様性と複雑性の関係を分析した結果，下記のように，本研究の「概念フレームワーク」
と定式化の妥当性を概ね確認することができた。
① 偶然性に関するあいまいさをシャノン・エントロピーEで捉えた場合，偶然性ぞ過大に
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評価してしまうのに対して，偶然性エントロビー N (正規化シャノン・エントロビー)で
あれば，基本的にnの増加による影響を受けなL、。
② 漠然性エントロピーM(メンバーシップ値まわりのエントロピー)は，すべてのメンバー
シップ値んが0.5にどれだけ近いかのみに依存し，nの増加による影響を受けていないため，
漠然性エントロビーM には多様性が介入しなL、。
③ 基準化ファジィ・エントロビーSがnの影響をほとんど受けないのに対して，複雑性エ
ントロピー Cはnの増加(多様性の増大)にともない増加していくため，複雑性エントロ
ピー Cが，本研究で提案した概念フレームワーク(複雑性は，偶然性と漠然性といったあ
いまいさに，多様性を加えた概念)に適合した定式化であることが確認された。
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