The consequences of ignoring correlations between features in traditional forensic speaker recognition are investigated. Two likelihood ratio-based discrimination experiments on the same multivariate formant data are described, one taking correlation into account and the other not doing so. The discrimination is performed using Naïve Bayes univariate, and multivariate generative Likelihood Ratios (LRs) as discriminant functions, exemplified with Tippett plots and evaluated with the C llr cost function. It is shown that ignoring within-segment correlation can result in considerable over-or under-estimation of the strength of evidence when traditional features are used, and there is poorer overall discrimination between same-speaker and different-speaker pairs. The use of logistic-regression fusion to handle between-segment correlation is also demonstrated.
Introduction
Forensic applications of Biometrics have always been important, but with rapid and ongoing improvements in technology, they are becoming more and more central. Of the forensic trinity of fingerprints, DNA and voice, voice constitutes a special kind of evidence. Voice -or more specifically speech -is the only evidence type of the three that can be directly incriminating. Crime scene DNA matching the suspect can help establish the suspect's presence, but it is not directly indicative of his or her guilt. However, if a recording of a confession can be related to the voice of a suspect, this constitutes evidence that is relevant at an Offence level (Lucy, 2005) .
Forensic voice recognition poses major challenges. Voices are inherently complex, mostly because of the nature of the variation involved. There is variation between different speakers of course, but, unlike with DNA and fingerprints, a speaker's voice can also vary considerably, both on one occasion and across different occasions. Neither do speakers all vary in the same way: some show little variation from occasion to occasion; some a lot; and some vary in their variation, showing a lot of variation on one occasion and little on another. The interaction between this variation and the inherent lack of control over forensic speech samples compounds the difficulty; finally, the task is made even more complex because of the necessary interaction between the speaker recognition task and the institution it is intended to serve -the law. This paper focuses on an aspect of this relationship -the strength of forensic voice evidence -and how it is important to take correlation into account when trying to estimate it.
Evaluation of evidence in forensic voice recognition
Typically in forensic voice recognition, a recording of an unknown voice, usually of an offender, is compared with recordings of a known voice, usually of the suspect or defendant. All interested parties want to know the probability that the known speaker said the incriminating speech, given the differences, or similarities, between the suspect and offender speech samples. The logically correct solution to this problem is given by Bayes' Theorem, which states that the odds in favour of the hypothesis, given the evidence, is the prior odds in favour of the hypothesis times the strength of that evidence. Evidential strength is estimated by a Likelihood Ratio (LR). This is the ratio of the probabilities of the evidence under the competing hypotheses. LR values greater than unity support the prosecution's hypothesis that the suspect said the incriminating speech; values less than unity support the defence. Since in forensic voice recognition, the expert is not usually privy to the prior odds, by Bayes' Theorem a p(Hypothesis|Evidence) statement cannot logically be given. Instead, the forensic voice recognition expert must try to estimate the strength of the evidence in favour of a hypothesis (like "the offender speech sample comes from the suspect") by estimating its LR (Aitken and Taroni, 2004; Broeders, 1999; Rose, 2002 Rose, , 2006 . Since no p(H|E) statement is possible, the terms recognition or identification for this kind of activity are not appropriate and the term Forensic Voice Comparison (FVC) is a suitable replacement now being used (Rose and Morrison, 2009) . The magnitude of the LR is proportional to the strength of the evidence, with values close to unity meaning that the evidence is just about as likely under both prosecution and defence hypotheses, and, therefore, useless for distinguishing between them.
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Apart from constituting the logically correct way of evaluating evidence in forensic identification-of-the-source cases, the LR has the additional, and very considerable, advantage that it provides a way of testing, for the first time, the forensic discriminability of various media, including speech. In LR-based testing, LRs are estimated for known same-subject comparisons (or target trials) and known different-subject comparisons (or non-target trials). Since LRs greater than unity are expected for same-subject pairs, and LRs lesser than unity are expected for different-subject pairs, the extent to which same-subject pairs can be discriminated from different-subject pairs, and thus the discriminability of the medium, can be determined. A subsidiary aim of this paper is to demonstrate such an approach.
Over the past decade FVC LR-based testing has been carried out with the two types of features -automatic and traditional -now actually used in FVC case-work and research. Automatic signal processing features, like mel-frequency cepstral coefficients, are the mainstay of automatic speaker recognition and have been extensively tested usually with GM modelling (e.g., Gonzalez-Rodriguez et al., 2006) . Testing has also been carried out, but to a lesser extent, with traditional features, like formant centre-frequencies (e.g., Rose et al., 2003) or long term fundamental frequency (e.g., Kinoshita et al., 2009) , which can be related more directly to the sounds that a speaker is making. (Formants are vocal tract resonances and are determined by the vowel or consonant a speaker is making and the size of their supralaryngeal vocal tract; fundamental frequency is the acoustical correlate of the rate of vibration of a speaker's vocal cords, and is determined, again, by the linguistic pitch they are using and the size of their cords.) Automatic approaches have used discriminative LRs, whereas traditional approaches have used generative LRs, but irrespective of the approach the results have been very encouraging, e.g., Morrison (2009) ; and, most importantly, it has been shown (Gonzalez-Rodriguez et al., 2007) that speech acoustics, whether quantified with traditional or automatic features, are just as capable of being used in the same way as DNA to discriminate same-speaker pairs from different-speaker pairs (although automatic approaches typically yield stronger strengths of evidence, ceteris paribus). This justifies the use of LRs as discriminant functions in this paper.
3 Problems with correlation in assessing the strength of evidence "But my last advice to you is to avoid the fallacy of thinking that real-life events can ever be quite independent of one another in probability."
As Sherlock Holmes admonishes in the above quote from Bruce (2002) , one is generally unwise to ignore correlation. This admonishment loses some of its force by virtue of its internal contradiction that Holmes is, in fact, not real. But for forensics we do not need to look further than R v Clarke as a powerful reminder of the serious consequences of ignoring correlation in real word matters. Sally Clarke was found guilty in 1999 of having murdered her two infant sons and was sentenced to life imprisonment. Her case is often cited as one of the major miscarriages of justice due to egregiously incorrect statistical interpretation. For it was part of the prosecution case that the odds against two SIDS-related deaths in one family similar to hers (the defence case) were 73 million to one. This figure was derived by the prosecution expert as the square of the probability of one SIDS-related death, obtained from relevant literature, of 1 in 8500.
As the Royal Statistical Society subsequently pointed out, there are good grounds for supposing that the two deaths were not independent events: as "… genetic or environmental factors might exist that predispose families to SIDS". Therefore the probability of their random conjunction could not be estimated, as the forensic expert did, from their product according to the third law of probability for independent events. Because of this, and other problems associated with the prosecution case -not the least of which was the failure to disclose crucial information on a possible natural cause of death of the second infant from infection -the case was dismissed on second appeal in 2003 (Johnson, 2004) .
In FVC, too, it is not uncommon to find the question of correlation between features entirely ignored (Rose and Morrison, 2009) , with the intuitively appealing assumption, implicit or explicit, that the strength of evidence in favour of an assertion like "these two speech samples have come from the same speaker" is increased if it is based on lots of different features, rather than just a handful. But of course this depends on the extent of the correlation between the features: if they are all highly correlated, then the presence of many of them cannot hugely affect the strength of evidence to be gained from just one.
Or can it? The complexity of FVC makes it difficult to provide analytic solutions to this problem -in particular, to predict whether correlation will under-or over-estimate the strength of the evidence -and therefore empirical approaches, as in this paper, must be used. The main aim of this paper is thus to examine how strength of evidence in FVC with traditional features is affected by the correlation between those features.
In traditional FVC, two main types of correlations have to be dealt with: within-segment correlation, and between-segment correlation. The former type obtains between features that are potentially correlated by virtue of their occurrence in the same speech segment. Vowel formant centre-frequencies are an obvious example. For a vowel produced with a supralaryngeal vocal tract of uniform cross-sectional area for example, the acoustic theory of speech production predicts that its formant frequencies will be a function of the length of the tract (the frequency of a formant from a tract with this articulatory configuration is given by (2n − 1) × (C/4l), where n is the number of the formant, l is the length of the vocal tract in centimetres, and C is the speed of sound in cm/s). In theory, then, for such a vowel, if any one formant is known, all the rest can be predicted.
Within-segment correlation is multivariate in nature and can be handled in traditional FVC by the use of multivariate LRs. The main part of this paper describes two discrimination experiments on the same multivariate formant data, one taking correlation into account and one not doing so. The discrimination is performed using univariate and multivariate LRs as discriminant functions. This enables the estimated strength of evidence to be compared when within-segment correlation is taken into account with when it is not. It also enables an objective assessment of the relative costs associated with the two discrimination approaches.
The second kind of correlation which must be handled in traditional FVC -between-segment correlation -is currently more problematic. It is namely the case that LRs usually have to be separately estimated for a number of different segments. For example, both suspect and offender speech may contain adequate numbers of /i:/ vowels and /u:/ vowels. If it is the case that /i:/ and /u:/ both have formants that are correlated, then there are grounds for believing that their combined strength of evidence cannot be a simple Naïve Bayes combination of their separate LRs. (I state this tentatively, because if the vowels' LRs are first estimated using a multivariate LR, it may be the case that any between-segment correlation is thereby removed, since the individual formants no longer exist, within-segment correlation having been accounted for by the multivariate LR.)
Since these between-segment data are not multivariate, they cannot be handled by a multivariate LR. One possible solution would be to handle them with logistic regression fusion, whereby the correlation between their LRs is taken into account to arrive at a combined LR. Such an approach is examined as the second part of the paper, but it should be borne in mind that it is far from clear whether logistic regressive fusion of LRs, rather than the actual variables, results in an estimate of the strength of evidence.
Data

Test data: speakers, corpus
Test data were from the forensic discrimination experiments in Alderman's (2005) book, and comprise mean formant centre-frequency data from 11 young(ish) Anglo Australian male speakers. The speakers were aged between 18 and 26, and included three pairs of brothers, the last of whom were identical twins. All were native speakers of General Australian English (AE), one of the three conventional accent categories for AE. The speakers were recorded on two separate occasions separated by at least two weeks. In this way an attempt was made to simulate realistic forensic conditions, at least as far as non-contemporaneity of samples and inclusion of some similar-sounding speakers are concerned.
The corpus consisted of the five AE vowel phonemes /i:/ as in heed, /u:/ as in who'd, /a:/ as in hard, /o:/ as in hoard, and /ə:/ as in heard. Their realisation is implied by their phonemic symbols, except for /i:/, which usually has allophones with centralised on-glides, thus [
The vowels were embedded in words beginning with /h/ and ending with /d/ (heed, deed; hard, card; herd/heard; hoard, board; who'd) . The words were elicited in stressed, sentence-final position e.g. where is the deed? This was to achieve comparability with the reference data, which also occurred between /h/ and /d/ in stressed utterance-final position. Twelve replicates were obtained in each of the recording sessions. No attempt was made to control for recording venue or mike. The vowel acoustics (first, second and third formats) were measured at target using Praat. Statistical summaries and individual observations may be found in appendix 3 of Alderman (2005) . Figure 1 shows conventional F1 ~ F2 and F2 ~ F3 plots of the eleven speakers' test data. The mean vowel positions in the F1/F2 plane (left panel) are typical of General AE, and reflect the allophones described above, with the exception of /u:/, which has probably been pulled forward of central by the following alveolar consonant /d/. The typical configuration can be seen in the top panel of high, mid and low central vowels (/u:/ /ə:/ /a:/), with a single non-low vowel on either side. In the F2 ~ F3 plot in the bottom panel, the mean values for each speaker's two recording sessions are plotted separately, to allow the reader to appreciate the variation as a function of non-contemporaneity. These are the data to be discriminated, and they are typical. There are thus many cases where the values of the same speaker's two recording sessions are quite close, and different speakers' data are fairly well separated. Nevertheless there are also instances of the same speaker's non-contemporaneous data not being similar; and data from different speakers' recordings being very similar. Note how the F2 ~ F3 plot shows a clear positive linear correlation between F2 and F3 in /i:/, but no obvious correlation for the other vowels. 
Background sample
Estimation of a LR requires a reference, or background, distribution, against which the similarity and typicality of the pair of samples being tested can be assessed (a LR is a ratio of similarity to typicality). Ideally, of course, the reference sample should be separate from the test data. A separate reference sample was chosen from the Bernard dataset (Bernard, 1967) to provide for maximum comparability with the test data. It consisted of the first three formants of the five monophthongs in /h_d/ words elicited in stressed sentence-final position from speakers of General Australian English. Tokens were available for 63 speakers, except for F3 in /o:/, where, not surprisingly, Bernard was able to make measurements of only 38. Statistical summaries and all individual observations of the Bernard dataset are provided in Appendix 2 of Alderman (2005). Bernard's subjects were mostly Anglo university students, so the reference sample is nicely comparable in ethnicity and age with the test subjects. However, as it is P. Rose separated from the test data by some 35 years, and as there have been changes in some AE vowels in this time, there are naturally questions as to its representativeness in age. It is, therefore, important to note that the differences in formant centre-frequency between the Bernard data set and more modern AE accents have been shown not to be large enough to affect the former's use as reference sample in forensic discrimination (Alderman, 2004) .
Correlation structure
Since this paper is about correlation between variables, it is appropriate to briefly examine the actual correlation structure of the data. In MVLR-based discrimination it is the partial correlations that are of importance, rather than the actual correlation coefficients, since we are interested in the correlation between any two variables, given the effect of the remaining variables (Lucy, 2005) . However, it is of interest to examine both, since the amount of correlation that remains between two predictor variables once the effect of the others is taken into account can often be considerably less than that implied by their correlation coefficient (Lucy, 2005 ). Spearman's rho and partial correlation coefficients were thus calculated for the means of the 63 speakers in the reference sample, and all rho values greater than 0.3 were extracted (0.3 is a little less than the significance level threshold of 0.325 at the 99% confidence limit for rho at df = 60). Table 1 gives Spearman's rho and partial correlation coefficients, separated into within-and between-segment correlations, for the reference sample. Table 1 shows that, as expected, correlations are present in the reference data. Far more correlations are present between-than within-segments, however, with only /i:/ /u:/ and /ə:/ showing any within-segment correlation: between F2 and F3. It can be seen that, as mentioned in Lucy (2005) , although 13 variable pairs in the reference sample are significantly correlated, only two retain any degree of partial correlation: the within-segment partial correlation of 0.53 between F2 and F3 in /i:/, and the lower between-segment partial correlation of 0.37 between F3 in /u:/ and /ə:/. 
Processing
The test speakers' two separate recording sessions were treated as 'suspect' and 'offender' samples to be evaluated against the corresponding Bernard reference distribution. A multivariate LR-based discrimination was run on each of the five vowels in the test data to give an indication of strength of evidence when correlation is properly taken into account. The two-level kernel density generative multivariate LR formula developed at the Joseph Bell Centre for Forensic Statistics and Legal Reasoning at the University of Edinburgh was used (Aitken and Lucy, 2004) . The numerator and denominator of the MVLR formula are given separately at equations (1) and (2). For the non-high vowels /a:/ and /ə:/, with relatively high F1, all three formants were used; for the non-low vowels /i: u: o:/ only F2 and F3 were used. This is because F1 in high vowels is invariably compromised in telephone transmission and is not normally used in traditional FVC. To examine strength of evidence when correlation is not taken into account, univariate LRs were derived for each formant separately, and then combined in Naïve Bayes fashion by summing the log10LRs for formants within each vowel. For the univariate discriminations, a version of the two level kernel univariate formula included in the Joseph Bell MVLR code was used. The univariate LR formula can be found in Aitken and Taroni (2004) , although with a slightly different smoothing function. In order to examine the effect of between-segment correlation, the multivariate LRs for each of the five vowels were combined both with logistic regression fusion and in Naïve Bayes fashion, by summation. This comparison was also carried out for the sub-group of the three central vowels /a:/ /u:/ and /ə:/. Figure 2 shows the results for /ə:/, by means of the Tippett, or reliability, plots now conventional in LR-based forensic voice comparison. In Figure 2 , the Tippett plots for the univariate LRs of the individual formants F1 -F3 in /ə:/ are shown in panels A through C. Cumulative LRs for same-speaker comparisons (or target trials) increase towards the right (just!), cumulative LRs for different-speaker comparisons (non-target trials) increase towards the left. In panel A the Tippett plot shows for example that for F1 in /ə:/, the EER is about 23% and is made up of about 19% of same-speaker pairs that had LRs that were more likely if they had come from non-target trials; and about 30% of different-speaker pairs whose LRs were more likely if they had come from target trials. Although the EER is quite close to the logLR threshold of 0, the discrimination performance is badly calibrated due to the high LR values (>Log10LR = 4) of a couple of different-speaker comparisons, which are only a little below the magnitude of the maximum LR for 'correct' same-speaker comparisons. In panel D of Figure 1 the combined LRs for the F-pattern in /ə:/ are compared. The thin line shows the naïve univariate LRs for all three individual formants combined by summing their log10LRs. The thick line shows the multivariate LRs. As can be seen in panel D, the naïve combination of univariate LRs brings its EER close to that of the MVLRs (it is 3% better, at around 7%), and there is a substantial improvement in calibration over the individual formants' LRs. Overall, however, the univariate case appears to underestimate the strength of evidence for same-speaker comparisons, and slightly overestimate it for different-speaker comparisons. This is made explicit in Figure 3 , which plots each speaker's MVLR value in /ə:/ against their naïve univariate LR (a relationship that cannot of course be seen in a Tippett plot). Although there is not much error in estimating strength of evidence when it is small (MVLR < 100), the magnitude of error associated with naïve combination can soon get quite big. For example, the difference between speaker DM's /ə:/ acoustics in his two recording sessions attracts a univariate LR of about 100, i.e., one would be 100 times more likely to observe this magnitude of difference assuming the samples had come from the same speaker. In terms of the verbal equivalents for LRs proposed by Champod and Evett (2000) , this would constitute moderate evidence in support of the prosecution hypothesis. According to the multivariate LR estimation, however, the difference between his two samples is just under 1000 times more likely if they had come from the same rather than different speakers: this would be characterised as moderately strong evidence in support of the same-speaker hypothesis. In cases like this, where log-likelihood ratio detection scores are being compared, the appropriate metric is the so-called log-likelihood ratio cost function (C llr ), which quantifies the quality of both the scores over the whole of the DET curve and also the quality of the calibration (Brümmer and du Preez 2006) . Table 2 gives the C llr values for the naïve univariate and the multivariate LRs for the five vowels tested. It can be seen that there is very little difference between the univariate and multivariate C llr values for any of the vowels except /i:/. This, it will be recalled, was the only vowel to show significant within-segment partial correlation. In the case where within-segment correlation is present, therefore, using the multivariate approach gives a better discrimination. It is only slightly better, however, presumably because the magnitude of partial correlation is only small. Figure 4 shows the Tippett plots for results when vowels are combined. Four conditions are shown: all five vowels fused (thin solid line); central vowels fused (thick solid line); all five vowels Naïve Bayes (small dotted line); and central vowels Naïve Bayes (large dotted line). From the point of view of the EER achieved, it can be seen that there is no difference between the three or five fused vowel conditions, which both have values of about 4%. Naïve combination, however, results in a worse EER, of between 6% and 8%. Perhaps the most obvious difference between the curves is in the implied strength of evidence achievable. The Naïve Bayes conditions (dotted lines) can be seen to result in considerably greater magnitudes of strength of evidence than the fused conditions. This is of course a desirable feature, but it occurs at the expense of overall performance: the greatest magnitude of 'incorrect' LRs with naïve combinations is enormous with all except the same-speaker three vowel condition. For example, it is possible, with the Naïve Bayes combination of all five vowels, to get a Log 10 LR of ca. 7 in a comparison involving different speakers, or a Log 10 LR of ca. −4 in a comparison involving same speakers! The magnitude of 'incorrect' LRs with the fused data is much smaller: fused same-speaker comparisons are all correctly evaluated with LRs greater than threshold, and the greatest incorrectly evaluated different speaker comparison has a Log 10 LR of ca. 2: 100 times more likely assuming same rather than different speakers. These differences are reflected in the corresponding C llrs : 0.14 (central vowels fused) < 0.16 (all vowels fused) < 0.27 (central vowels naïve Bayes) < 0.92 (all vowels naïve Bayes). From these considerations, the fused approach is obviously preferable, with the three central vowels being slightly better than all five. The question remains, however, of whether the fused data represent true strength of evidence. In Table 1 , it was shown that the number of significant partial correlations between the five vowels' formants was actually quite small (although there were a larger number of significant correlations). Given the small number and magnitude of the partial between-segment correlations between the features, and the fact that the fusion handles correlations between LRs ('scores' in automatic FVC), and not the variables themselves, the true strength of evidence for the data might be expected to lie somewhere between the fused and the Naïve Bayes combinations, perhaps nearer the latter. At the beginning of this paper, I stressed that FVC was complicated by its necessary interaction with the law. This paper's results are a nice case in point. Given that it is paramount to avoid convicting the innocent, it is clear that, at the moment, the results for the fused data should be used in the evaluation of evidence: in that way we minimise the probability of obtaining a huge LR in favour of the suspect being incriminated when in fact they are innocent.
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Summary
The modest LR-based forensic discriminations described above have illustrated, firstly, the extent to which a pair of speech samples from the same speaker can be discriminated from a pair from different speakers using traditional features like vowel formants. It was shown that an EER of ca. 4% was possible, albeit with well controlled data. More importantly, however, the paper has shown how ignoring within-segment correlation in speaker recognition can lead to both over-and under-estimation of the strength of evidence. The use of multivariate LRs, within a likelihood-ratio framework, can avoid this problem, at least for within-segment material. Between-segment correlations, which this paper has also demonstrated, still represent a problem in traditional FVC, as they do not constitute multivariate data. The current solution in automatic FVC, by logistic-regressive fusion of scores, or LRs, has been shown to be clearly legally preferable to a Naïve Bayes combination, although it is still not clear whether such a fusion actually estimates strength of evidence. This is all obviously a topic for future research. Perhaps the most important thing to note, however, is that it is not clear how any type of correlation in FVC can be adequately handled without a LR approach.
