Abstract. In this paper we solve tracking and disturbance rejection problems for stable infinitedimensional systems using a simple low-gain controller suggested by the internal model principle. For stable discrete-time systems, it is shown that the application of a low-gain controller (depending on only one gain parameter) leads to a stable closed-loop system which asymptotically tracks reference signals r of the form r(k) = N j=1 λ k j r j , where r j ∈ C p and λ j ∈ C with |λ j | = 1 for j = 1, . . . , N. The closed-loop system also rejects disturbance signals which are asymptotically of this form. The discrete-time result is used to derive results on approximate tracking and disturbance rejection for a large class of infinite-dimensional sampled-data feedback systems, with reference signals which are finite sums of sinusoids, and disturbance signals which are asymptotic to finite sums of sinusoids. The results are given for both input-output systems and state-space systems.
1. Introduction. The synthesis of low-gain integral controllers for uncertain stable continuous-time plants has received considerable attention in the last thirty years. Let G be a stable proper rational continuous-time transfer function matrix. The main existence result for robust low-gain integral control states that if all of the eigenvalues of G(0) have positive real parts, then there exists ε * > 0 such that for all ε ∈ (0, ε * ), the controller (ε/s)I stabilizes G. Moreover, the resulting closed-loop system asymptotically tracks arbitrary constant reference signals. This result has been proved by Davison [2] using state-space methods and Morari [11] using frequencydomain methods. This low-gain controller allows stabilization and tracking with very little information about the plant, and it is not based on system identification. The above regulator result has been extended to various classes of (abstract) infinitedimensional continuous-time systems: in [12] for exponentially stable parabolic systems, in [7] for systems in the Callier-Desoer algebra (CD-algebra), and in [9] for exponentially stable regular systems.
In the case that the reference and disturbance signals are of the form N j=1 e iωj t w j , ω j ∈ R , w j ∈ C m , Hämäläinen and Pohjolainen [3] solved the tracking and disturbance rejection problem for stable infinite-dimensional systems in the CD-algebra. (In their paper, reference and disturbance signals are more general, containing polynomial parts.) Rebarber and Weiss [13] proved similar results for the more general class of exponentially stable well-posed systems.
In this paper, we consider low-gain control for infinite-dimensional discrete-time and sampled-data feedback systems. In section 2, we give preliminary technical results. In section 3, we develop a frequency-domain approach to discrete-time low-gain control. We consider a feedback controller of the form
where K 0 has impulse response in 1 (Z + , C m×p ), K j ∈ C m×p , and λ j ∈ C with |λ j | = 1. We assume that the plant has a transfer function G which has impulse response in 1 (Z + , C p×m ). We show that the application of this controller to the plant will result in an q -stable closed-loop system for 1 ≤ q ≤ ∞, provided that (i) all the eigenvalues ofλ j G(λ j )K j have positive real parts; (ii) lim sup z→λj |z|>1 (G(z) − G(λ j ))/(z − λ j ) < ∞; (iii) the gain parameter ε is sufficiently small. Moreover, the closed-loop system achieves asymptotic tracking and disturbance rejection for reference signals r of the form r(k) := The results are first proved for input-output systems, and then for state-space systems. Our results are an extension of results by Logemann and Townley [10] . In their paper, the reference and disturbance signals are constants.
In section 4, the discrete-time results in section 3 are used to derive results on approximate tracking and disturbance rejection for input-output and state-space sampled-data systems. The input-output operator G of the continuous-time plant is assumed to be a convolution operator of the form Gu = μ u, where μ is a C p×m -valued Borel measure such that R+ e −αt |μ|(dt) < ∞ for some α < 0, where |μ| is the total variation of μ. The discrete-time controller underlying the sampled-data feedback scheme is given by (1.1) with λ j = e ξj τ , where ξ j ∈ iR for j = 1, . . . , N and τ > 0 is the sampling period. The reference signals r are given by r(t) = N j=1 e ξjt r j , where r j ∈ C p . Invoking both time-domain and frequency-domain methods, we prove that if all the eigenvalues of G(ξ j )K j have positive real parts, then, for every δ > 0, there exists τ δ > 0 such that, for every sampling period τ ∈ (0, τ δ ), there exists ε τ > 0 such that, for every ε ∈ (0, ε τ ), the output y of the closed-loop sampled-data system satisfies lim sup
At the end of the section we give an application to a heat equation. To the best of our knowledge, the main results in sections 3 and 4 are new even for finite-dimensional systems.
We write
. Furthermore, let R s denote the ring of discretetime stable proper complex rational functions, i.e., rational functions with complex coefficients which are bounded at ∞ and have all their poles in {z ∈ C : |z| < 1}.
For α > 0, define the weighted 1 -space
We writeˆ
Finally, throughout, the symbol denotes convolution (in discrete and continuous time).
Preliminaries.
Let F (G, K) denote the (discrete-time) feedback system shown in Figure 2 .1, where
It is easy to see that
, and it is a standard result that
and N and D are right coprime; i.e., there exist
Remark 2.2. It follows from [14] that G and K admit left-and right-coprime factorizations (over 
e., if and only if
The next result will be an important tool in the proof of our main theorem in section 3, and it is also interesting in its own right.
Proposition 2.5. Let G ∈ Q p×m and K ∈ Q m×p . Assume that the feedback system
Then it follows from Proposition 2.4 that (N
. By simple calculations, we obtain
showing that K(I + GK) −1 , G(I + KG) −1 , and (I + KG) −1 have all their entries in
The following frequency-response result for transfer functions inˆ 1 (C p×m ) will be useful for understanding the asymptotic behavior of the closed-loop system. Lemma 2.6.
We proceed to prove statement 1. Let
A combination of (2.2), (2.3), and the fact that lim n→∞ ∞ k=n g(k) = 0 yields statement 1.
To prove statement 2, we set
Since β ∈ (0, 1) and by (2.2), we have
The next result shows that Lemma 2.6 applies in particular to input-output operators with transfer functions in H ∞ < (E 1 , C p×m ). We omit the routine proof.
The following remark shows that Lemma 2.6 also applies to power stable statespace systems.
Remark 2.8. Consider a discrete-time state-space system
The transfer function G of (2.4) is given by
System (2.4) is called power stable if A is power stable, i.e., there exist M ≥ 1 and ρ ∈ (0, 1) such that
. Hence, by Proposition 2.7, Lemma 2.6 applies to power stable systems of the form (2.4).
Moreover, if the reference signal r is given by
and the disturbance signals
then, for every ε ∈ (0, ε * ), the output of the closed-loop system y asymptotically tracks r in the presence of
2) does not hold, then there is no guarantee that there exists an ε > 0 such that the feedback system
2 -stable for every ε > 0. Furthermore, if N = 1 and λ 1 = 1, then it can be shown that the existence of an ε
this follows from a suitable modification of an argument used in [11, Theorem 3] ). Consequently, at least in the case N = 1 and λ 1 = 1, condition (3.2) is "close" to being necessary for the stability conclusion of Theorem 3.1 to hold.
(ii) Condition (3.3) is not very restrictive. It is, for example, satisfied if, for every j ∈ N , the transfer function G has a holomorphic extension to an open neighborhood of λ j (which is trivially the case if
Note that only very little plant information is required in order to apply Theorem 3.1, namely, stability of the system to be controlled, condition (3.3), and some information on G(λ j ), where the latter is required for the computation of K j such that (3.2) holds. The spectral condition (3.2) is robust with respect to "sufficiently small" plant perturbations, while (3.3) is robust with respect to all plant perturbation in H
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(iv) If, in Theorem 3.1, we replace the controller K ε bỹ
while all the other conditions in the theorem remain the same, then the conclusions on stability, tracking, and disturbance rejection in Theorem 3.1 are still valid. This follows directly from Theorem 3.1, sincẽ
is of the form (3.1) with
The spectral condition (3.2) (or, alternatively, (3.6)) is the discrete-time analogue of the continuous-time condition in [13] ; see [13, To facilitate the proof of Theorem 3.1, we first state and prove the following key lemma, which shows that the transfer function (I + GK ε ) −1 , the so-called sensitivity function, is in
. Proof. Before proceeding to the technical details, we summarize the idea of the proof. We wish to show that (I + GK ε ) −1 is bounded in E 1 , the complement of the closed unit disc, for all sufficiently small ε > 0. Roughly speaking, we decompose E 1 in the form E 1 = Ω ∪ ∪ n j=1 Ω j , where Ω is bounded away from all of the λ j 's and Ω j is the "part of E 1 near λ j ." We prove that, for sufficiently small ε > 0, (
is bounded on each of these sets. Special care is required for the analysis on the sets Ω j . Returning to the technical details of the proof, we first note that, since
Let ρ ∈ (0, 1) and consider Figure 3.1. The circles {z ∈ C : |z| = ρ} and {z ∈ C : |z + 1| = 1} intersect at two points, denoted by ρe iφ(ρ) and ρe
Therefore, there exists ε ∞ > 0 such that
is uniformly bounded for all z ∈ Ω and for all ε ∈ (0, ε ∞ ). Fix j ∈ N . To analyze S on Ω j , we define
By (3.3), we see that Q j is bounded on Ω j , with a bound that is independent of ε. For convenience, we set
By (3.7) and (3.8), the function s → s(sI
Therefore, S j is bounded on Ω j with bound independent of ε. We have S −1 − S −1 j = εQ j , so that we can write
Hence there exists ε j ∈ (0, ε ∞ ) such that S is bounded on Ω j for all ε ∈ (0, ε j ). Setting
Finally, let ε ∈ (0, ε * ) and assume that G ∈ H
−1 is meromorphic on E γ for some γ ∈ (0, 1). Letting β ∈ (γ, 1), it follows that (I + GK ε ) −1 has at most finitely many poles in the compact annulus E β \ E 1 . By (3.9), (I + GK ε ) −1 does not have any poles on ∂E 1 and so there exists α ∈ (β, 1) such that (I + GK ε ) −1 ∈ H ∞ (E α , C p×p ). We are now in a position to prove Theorem 3.1. Proof of Theorem 3.1. By Lemma 3.3, we know that there exists ε * > 0 such that for all ε ∈ (0, ε
In the following, let ε ∈ (0, ε * ). We first show that the other block entries of F (G, K ε ) are also H ∞ -functions. Due to the stability of G, it suffices to show that
. In the remainder of the proof, when we write z → λ j , it is assumed that z ∈ E 1 . By
By (3.1) and (3.10), we conclude that K ε (z)(I + GK ε ) −1 has a finite limit at λ j , so that K ε (I + GK ε ) −1 is bounded on E 1 ∩ Λ, where Λ is a neighborhood of the set
We see that K 1 is a (strictly proper) rational matrix function. By a standard result (see [16, p. 75 such that XN + YD = I . Therefore,
showing that K ε has right-coprime factorization (ε(
and, by assumption,
To prove tracking and disturbance rejection, we note first that, since G(λ j )K j is invertible,
Let r be given by (3.4) and let
and defined 1 byd
Obviously, r = N j=1 a j and lim n→∞d1 (k) = 0. Then, by Lemma 2.6, (3.11), and (3.12), we obtain
Similarly, by Lemma 2.6 and (3.11), (3.15) lim
Therefore, by (3.13)-(3.16),
This completes the proof. Next we show that, under a mild extra assumption on G, K 0 , d 1 , and d 2 , the convergence of y(k) to r(k) as k → ∞ is exponentially fast. 
Moreover, if the reference signal r is given by (3.4) and there exist M ≥ 0 and
then, for every ε ∈ (0, ε * ), there exist L ≥ 0 and β ∈ (ρ, 1) such that
Proof. By Lemma 3.3 and the hypotheses on G, K 0 , we know that there exists ε * > 0 such that, for every ε ∈ (0, ε * ), there exists α ∈ (ρ, 1) such that
has a finite limit as z → λ j for every j ∈ N , so that K ε (I + GK ε ) −1 is bounded on a neighborhood Λ of the set {λ j : j ∈ N }. Since (I + GK ε ) −1 ∈ H ∞ (E α , C p×p ) and K ε is uniformly bounded on E α \ Λ, it follows that
). Therefore, it follows from Proposition 2.7 that, for every β ∈ (α, 1), we have
Finally, invoking Lemma 2.6, (3.4), (3.11), (3.12), and (3.17), we conclude that there exists
Consequently, by (3.16), we have
completing the proof.
Application to state-space systems. We now apply Theorem 3.1 to obtain tracking results for discrete-time state-space systems. Let X be a Banach space and let the plant Σ p be given by 
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Next we construct a state-space realization of the controller transfer function (3.1).
, and D c ∈ C m×p be given by (3.19b) where I p is the p × p identity matrix. We define the controller Σ c by
Obviously, the transfer function K ε of Σ c is given by
Consider the feedback interconnection of (3.18) and (3.20) given by
where r is a reference signal and d 1 , 1), then the convergence is exponentially fast. We omit the proof, which is based on a routine argument involving a combination of Theorem 3.1 and a result on the equivalence of input-output and power stability [5, Theorem 2] ; see [4] for details.
If r is given by

Low-gain sampled-data control.
In the following, let B(R + ) denote the Borel-σ-algebra on R + . For a C p×m -valued Borel measure μ on R + , the total variation |μ| :
It is clear that μ(E) ≤ |μ|(E) ∀E ∈ B(R + ) .
The following theorem, for which the proof is omitted, shows that a C p×m -valued Borel measure is necessarily bounded. The following technical result, for which we omit the routine proof, is used later. 
|μ|(ds) < ε ∀t ≥ T .
Let μ be a C p×m -valued Borel measure on R + . Then the continuous-time inputoutput operator G defined by
Trivially, by Theorem 4.1, 
Proof. Let ε > 0. By Proposition 4.2, there exists T > 0 such that
where M := |μ|(R + ) and σ := lim sup t→∞ u(t) . Hence, for t ≥ 2T ,
Since this holds for all ε > 0, the claim follows.
If there exist α < 0 and M ≥ 0 such that
By (4.1) and (4.2), using ξ ∈ C 0 , we have To prove statement 2, assume that there exist α < 0 and M ≥ 0 such that 
Define the sample-hold discretization G τ of G by
Proposition 4.6. Assume that G is given by (4.1) and g τ is defined by (4.6), where μ is a C p×m -valued Borel measure on R + . Then g τ is in 1 (Z + , C p×m ) and the operator G τ defined by (4.5) satisfies
Remark 4.7. Let α < 0, assume that ∞ 0 e −αt |μ|(dt) < ∞, and set ρ := e ατ ∈ (0, 1). Then
and
Using the fact that ξ ∈ C 0 , we obtain
Since lim τ →0 sup t∈ [0,τ ] |1 − e ξt | = 0 and |μ|(R + ) is finite, the claim follows.
The following theorem is the main result of this section. Theorem 4.10. Let N ∈ N and ξ j ∈ iR for all j ∈ N with ξ j = ξ k for j = k. Let G be given by (4.1) , where μ is a C p×m -valued Borel measure on R + such that
The following statements hold for the output y of the sampled-data system shown in Figure 4 .1: Fig. 4 .1. Sampled-data low-gain control.
1. There exists τ * > 0 such that, for every sampling period τ ∈ (0, τ * ), there exists ε τ > 0 such that, for all ε ∈ (0, ε τ ), the feedback system is L ∞ -stable, in the sense that there exists
If r is given by
then, for every δ > 0, there exists τ δ ∈ (0, τ * ) such that, for every sampling period τ ∈ (0, τ δ ) and every ε ∈ (0, ε τ ), (4.11) lim sup t→∞ y(t) − r(t) ≤ δ .
Under the additional assumptions that
and that there exist γ ∈ (α, 0) and N 2 ≥ 0 such that (4.12) 11) can be replaced by
for suitable β ∈ (γ, 0) and N 3 ≥ 0 (both depending on τ and ε).
Only very little plant information is required in order to apply Theorem 4.10, namely, stability of the system to be controlled and some information on G(ξ j ), where the latter is required for the computation of K j such that (4.8) holds. The spectral condition (4.8) is robust with respect to "sufficiently small" plant perturbations.
Proof of Theorem 4.10. To prove statement 1, set τ 0 := 2π/ sup{|ξ j − ξ k | : j, k ∈ N , j = k} and note that if τ ∈ (0, τ 0 ), then e ξj τ = e ξ k τ for all j, k ∈ N , j = k. It follows from Lemma 4.8 that
Hence, by hypothesis (4.8), there exists τ * ∈ (0, τ 0 ) such that
By assumption, there exists α < 0 such that
z − e ξj τ < ∞ holds for every j ∈ N . Moreover, by assumption,
. It follows from Theorem 3.1 that, for every τ ∈ (0, τ * ), there exists ε τ > 0 such that, for all ε ∈ (0, ε τ ),
Consequently, for all such τ and ε, the convolution operator K τ,ε (I + G τ K τ,ε ) −1 has impulse response in 1 (Z + , C m×p ). In the following, let τ ∈ (0, τ * ) and ε ∈ (0, ε τ ). Set (4.14) M := |μ|(R + ) and
Trivially,
The discrete-time signal w τ in Figure 4 .1 is given by
It follows that (4.17)
Invoking (4.14) and (4.16), we have
Clearly, the continuous-time signal y in Figure 4 .1 satisfies
Since H τ w τ ∞ = w τ ∞ , it follows from (4.18) and (4.19) that
. This completes the proof of the L ∞ -stability of the feedback system.
To prove approximate tracking (see (4.11)), note that, by (4.13), G τ (e ξj τ )K j is invertible for every j ∈ N and every τ ∈ (0, τ * ). In the following, we take limits as z → e ξj τ for z ∈ E 1 . It is assumed that τ ∈ (0, τ * ) and ε ∈ (0, ε τ ). A straightforward calculation yields that
Consequently,
it follows from the definition of d (see (4.15) ) that
Invoking Lemma 4.4 and (4.10), we obtain that
It follows trivially from (4.9) and (4.22) that
e ξj kτ r j ∀k ∈ Z + and lim
It follows from Lemma 2.6, (4.17), (4.20) , and (4.23) that
We conclude from Lemma 4.4 and (4.9) that
an application of Lemma 4.4, and (4.22) yields that
Let δ > 0. Invoking Lemma 4.8 and the fact that ξ j ∈ iR, there exists τ δ ∈ (0, τ
and, similarly,
where M is defined in (4.14). Hence,
Let τ ∈ (0, τ δ ) and ε ∈ (0, ε τ ). Then, writing
and invoking (4.25) and (4.29), we obtain
By (4.19), Application to state-space systems. In the following, we apply the inputoutput results in this paper to a class of infinite-dimensional state-space systems.
Let X be a Hilbert space and assume that the plant is given bẏ x p (t) = Ax p (t) + Bu p (t) ; x p (0) = x 0 p ∈ X , (4.34a) y p (t) = Cx p (t) + Du p (t) , (4.34b) where A : D(A) → X is the generator of a strongly continuous semigroup T(t) on X, B ∈ B(C m , X −1 ) is the control operator, C ∈ B(X, C p ) is the (bounded) observation operator, and D ∈ C p×m is the feedthrough matrix. Here X −1 is the completion of X with respect to the norm x −1 := (βI − A)
−1 x X , where β is in the resolvent set A. It is known that X −1 does not depend on the choice of β. Moreover, X → X −1 and T(t) extends to a C 0 -semigroup on X −1 . The generator of the extended semigroup is a bounded operator from X to X −1 which extends A. The extended semigroup and its generator will be denoted by the same symbols T(t) and A, respectively. We assume that B is admissible for T(t), that is, for every t ≥ 0, there exists b t ≥ such that t 0
T(t − s)Bu(s)
The admissibility assumption implies, in particular, that system (4.34) is regular (see [15, 18] for more details on admissible control operators and regular systems). For u p ∈ L 2 loc (R + , C m ), the mild solution x p of (4.34a), given by 
