We consider the nonlinear magnetic Schrödinger equation for u : R 3 × R → C,
Introduction
Consider the nonlinear Schrödinger equation with magnetic and electric potentials for ψ(x, t) : R 3 × R → C, i∂ t ψ = (−∆ + 2iA· ∇ + i(∇· A) + V )ψ + g(ψ)
ψ(x, 0) = ψ 0 (x) ∈ H 1 (R 3 )
where
Here, A(x) = (A 1 (x), A 2 (x), A 3 (x)) : R 3 → R 3 and V (x) : R 3 → R. Equation (1) can be equivalently written as
by replacing V with V − |A| 2 . Here, A(x) = (A 1 (x), A 2 (x), A 3 (x)) is the magnetic potential (also known as the vector potential), and V (x) is the electric potential (also known as the scalar potential). In this paper, we consider potentials A(x) and V (x) which decay to 0 as |x| → ∞.
Equation (1) describes a charged quantum particle subject to external electric and magnetic fields, and a self-interaction (nonlinearity). Such nonlinear Schrödinger equations find numerous physical applications, for example, in Bose-Einstein condensates and nonlinear optics.
Just as for linear Schrödinger equations
an important role is played by standing wave solutions (or bound states)
of (1) . Existence of standing waves to equation (1) for certain electrical and magnetic potentials was first proved in [1] .
Here we consider small solutions of the form (5) which bifurcate from zero along an eigenvalue of the linear Hamiltonian operator
Physical intuition suggests that the ground-state standing wave (the one corresponding to the lowest eigenvalue E) should remain stable when the self-interaction (nonlinearity)
is turned on, and indeed should become asymptotically stable (that is, nearby solutions should relax to the ground state by radiating excess energy to infinity -see below for a more precise statement). When only one bound state is present, this was first proved in [7] for scalar potentials (A ≡ 0) and well-localized perturbations of the ground state. Later works addressed the more complicated situation of multiple bound states (e.g. [11] , [8] ).
For merely energy-space (i.e. H 1 (R 3 )) perturbations of the ground state, asymptotic stability was proved in [5] , again for scalar potential (A ≡ 0). The main goal of the present paper is to prove asymptotic stability of the ground state, in the energy space, and in the additional presence of the magnetic field.
Remark 1. Our argument should also go through for nonlinearities g(ψ) = ±|ψ| p−1 ψ for 1 + 4/3 ≤ p < 5. For concreteness, we will work with g(ψ) = ±|ψ| 2 ψ.
In order to ensure the operator H is self adjoint, we make the following assumption, Assumption 1. (Self-adjointness assumption) We assume that each component of A is
Then by Theorem X.22 of [13] , the operator H is essentially self-adjoint on C ∞ 0 (R 3 ).
Assumption 2. (Spectral assumption)
We assume that H supports only one eigenvalue e 0 < 0 which is nondegenerate. We also assume 0 is not a resonance of H (see e.g. [4] for the definition of resonance).
We need the following assumption to show the existence and exponential decay of the nonlinear bound states. 
for some q > 3.
Under the above assumptions, we have the following lemma on the existence and decay of nonlinear bound states. Let φ 0 > 0 be the positive, L 2 -normalized eigenfunction corresponding to the eigenvalue e 0 of H. 
where we denote
Furthermore, Q has exponential decay in the sense that
for some β > 0 (independent of z).
Next, we need assumptions on A and V which ensure our linear Schrödinger evolution
Denote 
and
for some ǫ > 0 and all sufficiently small ǫ ′ ∈ (0, ǫ).
Define the space-time norm
We can now state the main result, which says that all H 1 -small solutions converge to a solitary wave (nonlinear bound state) as t → ∞:
(Asymptotic stability of small solitary waves) Let assumptions 1, 2, 3 and 4 hold. For 0 ≤ t < ∞, every solution ψ of equation (1) with initial data ψ 0 sufficiently small in H 1 can be uniquely decomposed as
with differentiable z(t) ∈ C and η(t) ∈ H 1 satisfying iη,
Furthermore, as t → ∞,
for some z + ∈ C and
x ∩ Range(P c ). For comparison, consider the nonlinear Schrödinger equation with just a scalar potential V ,
for the same nonlinearity g as above, which is a special case of equation (1) with A = 0.
The corresponding asymptotic stability result for (21) was obtained in dimension three in [5] , in dimension one in [9] and in dimension two in [10, 6] . Our approach for equation
(1) will be similar to that in [5] , which uses the Strichartz estimates
, which are known to hold for a class of scalar potentials V . Our approach will use the Strichartz estimates for H from [4] . However, the proof of [4] of the inhomogeneous Strichartz estimates
for H = −∆ + 2iA· ∇ + i(∇· A) + V uses a lemma from [2] which does not hold for the endpoint case (q, p) = (2, 6) or (q,p) = (2, 6). To overcome the lack of endpoint Strichartz estimates, we will use estimates in weighted spaces, as in [9] and [10] .
Section 2 is devoted to the proofs of the various linear dispersive estimates needed for the asymptotic stability argument. In addition to the estimates taken from [4] , we need to establish estimates in weighted Sobolev spaces, which require some work. We will prove the following theorem.
Theorem 2. We say that (p, q) is Strichartz admissible if
If (q, p) and (p,q) are Strichartz admissible, then
The asymptotic stability theorem is proved in section 3. Finally, the existence and decay of nonlinear bound states (Lemma 1) is given in an appendix.
Linear estimates
The following lemmas 2 and 3 are from [4] : and (p,q) are Strichartz admissible, we have
Notice that the above does not include the L 
The weighted resolvent estimate of lemma 3 implies weighted inhomogeneous estimates for the linear evolution:
t inhomogeneous estimates) Under the assumptions of lemma 3,
Proof. For simplicity we may restrict to times t ≥ 0. By Plancherel, we have
Next, change the order of the ds and dt integral and use that
we get
If we take the L 2 x -norm of both sides, we get
by Plancherel and Lemma 3.
Now sending ǫ to 0, we have
as needed. 
Proof. First,
Moving the integrals through the inner product and rearranging the terms, we get
by Hölder inequality (53)
and by lemma 4 (55)
Hence,
by lemma 2 (58)
Now, by a lemma of Christ-Kiselev (see [2] ), we have
by Hölder inequality (66)
Again, by the lemma of Christ-Kiselev, we have
Now by lemma 2 and lemma 4, we have shown lemma 5.
Lemma 6. (Derivative Strichartz estimates) Let p ≥ 2 and let
for a sufficiently large number K. Then H 1 is a positive operator on L p , and
From this, it follows that
for Strichartz admissible (q, p) and (p,q).
Proof. We would like to first show
Clearly
We will show in the appendix that for K large enough, H 1 is a positive operator on L p , and
By Theorem 1 of [3] , there exist positive numbers ǫ and C, such that H it 1 is a bounded operator on L p for −ǫ ≤ t ≤ ǫ and H it 1 ≤ C. Therefore the hypothesis of section 1.15.3
of [12] holds and we have that
Now by section 
Finally,
and the norm φ x s H 1 by
Next we need derivative version of the weighted estimates of Lemma 4 -this is given in Lemma (9) below. First, we need two preparatory lemmas.
Then there exists T > 0 such that
where F denotes the rest of the terms, and recall that q > 3. We would like to show that every term in F is bounded by h 2 H 2 . Here,
Here,
(100)
2 ).
Similar bounds hold for the other terms of F . We conclude that
Hence, for all t large enough, we have
Lemma 8. Let H 1 be as in lemma 6. For φ ∈ L 2 and t > 0, we have
For t bounded away from zero, defineψ by
Replacing x by
and invertingH, we get
By Lemma 7, H −1 L 2 →L 2 is uniformly bounded for t ≥ T . Therefore,
Therefore, for t ≥ T ,
and the lemma follows.
Lemma 9. (Derivative weighted estimates) Let H 1 be as in lemma 6. We have
The second bound above is the harder of the two. We will show the second bound and the first one follows by a similar argument. First,
For the second term, we use H
Recall that
Since g(x)
x s−1 , we rewrite the g(x)-part of the above as
The first part of the above sum is bounded. For the second part, writing [
+h(x) · ∇ as before , we can iterate the above process untilg(x) 1. Since h(x) x s−1 , so by the similar argument, we have
As before, the first part of the above sum is bounded. For the second part, [H 1 +t, g(x)] = g(x) +h(x) · ∇ as before , we can iterate the above process untilh(x) 1. As a result, it suffices to consider
for m ≥ 1. Now by lemma 8, both of the expressions above are bounded in L 2 . Now, to prove theorem 2, apply lemma 6 and 9 to lemma 5, we get the result.
Finally, we need a lemma from [5] for the projection operator P c onto the continuous spectral subspace. 
Then there exists δ > 0 such that for each z ∈ C with |z| ≤ δ, there is a bijective operator
Moreover, R[z] − I is compact and continuous in z in the operator norm on any space Y satisfying
The proof of lemma 10 is given in lemma 2.2 of [5] . We will use lemma 10 with
3 Proof of the main theorem Lemma 1 gives the following corollary which will form part of the main theorem.
Lemma 11. (Best decomposition) There exists δ > 0 such that any ψ ∈ H 1 satisfying ψ H 1 ≤ δ can be uniquely decomposed as
The proof of lemma 11 is essentially an application of the implicit function theorem on the equation B(z) = 0 with
Details can be found in lemma 2.3 of [5] .
Now, we prove theorem 1.
Proof. Substitute
into equation (1) to get
where for w ∈ C, we denote
We can write this as
In integral form,
Let η c = P c η. Then
Then for fixed σ > 4, since η = ℜ[z]η c , we have
For Qη 
Now, using η
So
Together we have
Next, for g(ψ) = |ψ| 2 ψ,
Next, we would like to bound (ż + iEz). Recall that we imposed
through Lemma 11. By Gauge covariance of Q, we have
So for z = z 1 + iz 2 ,
HereQ : R + → R. So
Now differentiate iη, 
Recall that F = g(Q + η) − g(Q) − iDQ(ż + iEz). Therefore, we have
From the above, we get that
Let Hη = Hη + ∂ 0 ǫ g(Q + ǫη). By the symmetry of H and differentiating equation (8) by z j , we have
Therefore,
we have that
, we used
Putting the preceding estimates together we have
and since
for some constant C ≥ 1. Now, let X T be the norm defined by
Fix the initial condition ψ(0) X to be small enough so that
Let
showing that T 1 = ∞.
Next, we would like to bound ż + iEz L 1
Here, the factor
can be bounded by
Putting everything together, we have
t . This means that lim t→∞ e i t 0 E(s)ds z(t) exists. Since |e i t 0 E(s)ds z(t)| = |z|, lim t→∞ |z(t)| exists. Furthermore, E is continuous and
By Strichartz estimates as above, we have
as T > S → ∞. Therefore,
∞ 0 e −isH P c F ds converges in H 1 , and
for some η + ∈ H 1 . From this, we get that η c (t) converges to 0 weakly in H 1 . Now,
converges to 0 strongly in H 1 . Therefore
A Nonlinear bound states
The following is the proof for Lemma 1, the existence and exponential decay of nonlinear bound states.
Proof of existence of nonlinear bound states:
For each small z ∈ C, we look for a solution
of
with (φ 0 , q) = 0 and e ′ ∈ R small. Let H 0 = −∆+2iA· ∇+i(∇· A)+V −e 0 . If we substitute Q = zφ 0 +q and E = e 0 +e ′ into equation (228), we get
Projecting equation (229) on the φ 0 and φ ⊥ 0 directions, we get
Now, let
for sufficiently small z ∈ C where H 2 ⊥ = {q ∈ H 2 |(q, φ 0 ) = 0}. Also, define the map
Now if (q 0 , e ′ 0 ) ∈ K, we have
Therefore, |e
. This shows that M maps K into K for sufficiently small z.
Next, we would like to show that M is a contraction mapping. Let (
As
Since
together, we have
Hence, M is a contraction mapping for z sufficiently small. Now by the contraction mapping theorem, there exists a unique fixed point (q, e ′ ) satisfying q H 2 = O(z 3 ) and
The statements about derivatives of Q and E with respect to z follow by differentiating (229) with respect to z and applying the contraction mapping principle again.
Proof of exponential decay:
Lemma 12. For ǫ > 0, define the exponential weight function χ R by
Suppose for ǫ > 0 small enough, f ∈ H 1 satisfies
for some constant C independent of R, then
ǫR ≤ e ǫ(|x|−R) for |x| ∈ [
Let ǫ ′ = (
R, 2R], we get that
for some constant C ′ independent of R.
Now, for each k, since e
3 k+1 in (256), we have
This means that,
By Lemma 12, to show that e α|x| Q H 1 < ∞ for some α > 0, it suffices to show that χ R,ǫ Q H 1 ≤ C for some constant C independent of R. Here, χ R,ǫ is the exponential weight function as in Lemma 12.
Consider the bilinear form
associated to the magnetic Schrödinger operator
We will show that b ≥ 0 by contradiction. Suppose b < 0. Then there exists a sequence φ R j ∈ H 1 with R j → ∞, satisfying φ R j 2 = 1, φ R j (x) = 0 for |x| < R j , and
Suppose V ∈ L 2 , then
(270)
Similarly, suppose A ∈ L ∞ , then
On the other hand, suppose A ∈ L (3+ǫ) , then
in which
is strictly less than 2 forǫ > 0.
and the negative part of ℑ φ R j A · ∇φ R converge to 0. Hence, the negative part of the energy converges to 0, a contradiction. Thus b ≥ 0.
So there exists δ(R) with δ(R) → b ≥ 0 as R → ∞, such that for any φ ∈ H 1 satisfying φ(x) = 0 for |x| < R, we have
For φ ∈ H 1 , we have
If we expand the factor ∇χ R φ, we get that
and since ℑ( |φ|
From direct calculation, we see that for R > 0,
Since e 0 < 0 and lim R→∞ δ(R) ≥ 0, for ǫ small enough and R sufficiently large, δ(R) − e 0 − ǫ 2 is positive and bounded away from zero. Therefore, we have
Next,
Now using
putting everything together, we have that
Hence, by Lemma 12 and Q = zφ 0 +q, we have e β|x| Q H 1 ≤ ∞ and e β|x| DQ H 1 ≤ ∞ for some β > 0.
Next, we would like to show
. Using the equation for Q, we get
+ e γ|x| A · ∇Q 
+ e γ|x| g(Q) L . 
Then
In the above, we bounded
To bound φ 
− |φ| p−2 |∇φ| 2 − (p − 2) |φ| p−4 |ℜ((φ)∇φ)| 2 (363)
Now if we choose ǫ small enough, we have
Dividing by φ p−1
Finally, if we choose C large enough and put everything together, we have
