Introduction
[2] The thermosphere/ionosphere is forced by solar EUV radiation, high-latitude electrodynamics, particle precipitation and waves propagating from the lower atmosphere. In the polar region, field-aligned currents from the magnetosphere are closed by ionospheric currents, and bring a significant amount of energy into the thermosphere/ionosphere. The energy is highly variable with the geomagnetic conditions and can cause global scale disturbances in the thermosphere/ionosphere during a storm period. However, this energy has usually been underestimated when the general circulation models (GCMs) are driven by climatological convection models. For example, Emery et al. [1999] needed to multiply the calculated Joule heating by 2.5 in the winter hemisphere in order to reproduce observed thermospheric responses. This insufficient energy is attributed to the neglect of the contribution of electric field variability to the Joule heating [Codrescu et al., 1995] and previous studies [Codrescu et al., 1995; Matsuo et al., 2003; Matsuo and Richmond, 2008; Golovchanskaya, 2008] showed that the electric field variability can be comparable to or even larger than the average electric field, with the consequence that the variable component can contribute as much to Joule heating as the average field.
[3] While the significance of electric field variability to the Joule heating has been recognized, we still face a big challenge to implement the electric field variability in the GCMs appropriately and conveniently. Empirical models of the electric potential used to force GCMs represent only the statistical average of the vector field hEi, and the difference between E and hEi, called ''residual electric field'', has been ignored. To quantify the Joule heating associated with the residual electric field in a way consistent with the empirical model of electric potential used as GCM inputs, a new empirical model with an electric field variability component has been developed and coupled with the NCAR-TIEGCM [Roble et al., 1988; Richmond et al., 1992] , which supplies a more realistic way to include electric field variability in the energy estimation than through ad hoc increases to the Joule heating. In this paper, we compare the thermospheric responses to the Joule heating calculated either from an empirical model of electric potential, or from both this potential and the empirical model of electric field variability. The resulting energy inputs then have been validated with the empirical model of Poynting flux. Including the electric field variability significantly improves consistency between the Joule heating and Poynting flux, and the corresponding neutral temperature and density increase substantially.
Empirical Model of the High Latitude Forcing
[4] Dynamic Explorer 2 (DE-2) is one of only a few spacecraft that measured simultaneously the electric and magnetic fields, ion velocities, and particle precipitation at low-Earth orbit. By analyzing observations from the DE-2 spacecraft, a comprehensive, mutually consistent model of high-latitude thermospheric forcing has been developed and will be detailed in a separate paper. Totally, 2895 satellite passes during August 1981-March 1983 have been used in the process. The observations were fitted, at each magnetic latitude, to analytical functions of magnetic local time (MLT), dipole tilt angle with respect to the plane normal to the SunEarth line, and strength and clock angle of the interplanetary magnetic field (IMF) obtained from the IMP 8 and ISEE 3 satellites measurements. Currently, the empirical model includes four components: electric potential, magnetic potential, electric field variability and Poynting flux.
[5] The electric and magnetic potentials from the new empirical model are generally consistent with those of Weimer [2005] , although the Weimer [2005] model can yield somewhat sharper gradients. The latter model was derived from the along-track components of electric field and the crosstrack component of the magnetic field, and it categorized the data with a more-refined measure of the IMF than the hourly values used to construct our model. Our model downward Poynting flux is obtained from the vector cross product of the electric and perturbation magnetic fields [e.g., Kelley et al., 1991; Gary et al., 1995] , and is the sum of two components. The first component is analogous to the Joule heating model of Weimer [2005] , derived from the models of electric and magnetic potentials. The second component is the contribution of electric-and magnetic-field variability about the statistical average values represented by the potential models. That is, the average Poynting vector is
where E and DB are the observed fields and where the angular brackets denote a statistical average. Only the downward component of the vector is used. The electric and magnetic fields obtained from the potential models are assumed to represent the statistical averages hEi and hDBi. The two components of S are generally comparable, but their spatial distributions are different. The second component tends to be larger on the day side than on the night side, and is largest in the cusp region. It should be noted that the values of (E À hEi) and (DB À hDBi) depend on the manner in which the statistical averages E and DB are defined. In general, the better the statistical models of hEi and hDBi manage to represent the actual fields for the given geophysical and interplanetary conditions, the smaller the variability components will be. Our model of electric field variability represents the standard deviations of the magnetic-northward andeastward components of E, or
. It includes both small-and large-scale spatial variations, as well as temporal variations. The patterns and magnitudes of the electric-field variability, not shown here, are comparable with those shown by Matsuo et al. [2003] . This is the first empirical model in the community which includes a electric field variability component consistent with the average electric field.
Results
[6] To investigate the importance of electric field variability to the Joule heating, we have coupled the new highlatitude forcing model into the TIEGCM. Figure 1a shows the distribution of the altitude-integrated Joule heating from an equinox simulation in the northern hemisphere, when the empirical electric potential from the new forcing model has been used to drive the ion drift. The IMF conditions are B y = 0 and B z = À5nT. The hemispheric power of precipitating auroral particles is 30 GW, and F 10.7 is 150 Â 10
Hz. Figure 1b is the same as Figure 1a , except that the electric field variability from the empirical forcing model has also been implemented in the TIEGCM. The electric field variation is used by alternating the sign of the electric field standard deviation from the model for a given point at every time step (2 minutes) in both the north -south and east -west directions. This methodology ensures that the mean squared electric-field variability matches that of the empirical model. It effectively assumes that there is no temporal coherence of the variability, which is an oversimplification. Matsuo and Richmond [2008] showed that temporal and spatial coherence of the variability has some influence on the thermospheric response, since persistence of the ion drift in one direction for an extended time allows time for the wind to respond to ion drag, which our method of introducing electric-field variability does not allow. However, our methodology does capture the dominant effect of electric-field variability on the Joule heating. Comparison between Figures 1a and 1b shows that the electric field variability increases the Joule heating significantly. For example, the maximum at dawn and dusk increases from 0.009 to 0.018 W/m 2 . To derive Joule heating from GCMs requires additional accurate information about the instantaneous patterns of ionospheric conductivities and thermospheric winds. The estimates of height-integrated Joule heating need to be calibrated against techniques less subject to bias, like the estimation of Poynting flux. Figure  1c shows the Poynting flux at the top of the thermosphere from the new empirical model, which has a larger energy input on the dayside than in the midnight, and is different from the aurora particle precipitation. During active times, while the particle precipitation produces a broad aurora zone around midnight and increases the conductance significantly, it does not necessarily mean the electromagnetic energy is maximal there, since the electromagnetic energy depends on both conductance and electric field. Our results show what was observed in the DE-2 measurements and indicate that the dayside can have a large electromagnetic energy inputs due to some mechanism, such as electric field variability. Both Figures 1b and 1c show dawn and dusk peaks with similar magnitudes, and a large energy flux in the dayside cusp region. But the Poynting flux is larger in the polar cap and smaller on the night side than the Joule heating calculated with the average electric field and electric field variability.
[7] Figure 2 shows the hemispherically integrated Joule heating in the northern hemisphere from TIEGCM simulations and Poynting flux from the new empirical model in different seasons. The difference between the green columns and dark blue columns is more than 100%, which indicates the electric field variability has a comparable contribution to the Joule heating as the average electric field. The light blue columns represent the integrated Poynting flux from the new empirical model. Clearly, the calculated Joule heating with the average electric field and electric field variability is much closer to the Poynting flux than that using only the average electric field. Generally, the electric field variability strongly improves the agreement between Joule heating and Poynting flux. In summer and winter seasons, the calculated total Joule heating is larger than the Poynting flux, which is not physical because the generation of wind kinetic energy by the Lorentz force of the current has a small positive value (not shown), and Poynting flux is equal to the sum of Joule heating and Kinetic-energy generation. This may be caused in part by inconsistency between the conductivity and the electric field when the Joule heating is calculated in the TIEGCM. In the future, the empirical model will also include a consistent particle precipitation part, which may help to make the patterns of conductivity and electric field more consistent. The Joule heating calculated with the average electric field in summer is larger than that in winter, which is similar to the seasonal variation of the Joule heating shown by Weimer [2005] . Matsuo et al. [2003] presented a clear seasonal dependence of the electric field variability, with a maximum in winter and minimum in summer. However, in our study the energy contribution of electric field variability, which is indicated by the absolute value difference between the dark blue and green columns in Figure 2 , has no clear seasonal dependence. This is because the conductance is largest in summer and smallest in winter, which is opposite to the seasonal variation of electric field variability.
[8] Figure 3a shows the polar average (poleward 47.5°) thermospheric temperature profiles with different high-latitude energy inputs in the equinox season. The difference between the case in which only the average electric field is used in the Joule heating calculation (black) and the case in which both the average electric field and electric field variability are used (red) is close to 120 K above 300 km altitude. Fesen et al. [1997] reported that the TIEGCM simulated neutral temperature is 100 -200 K lower than the Millistone Hill observation at 300 km for the January 1993 campaign and it was proposed that the discrepancy was due to the underestimate of Joule heating caused by the electric field variability. The similarity between the temperature difference shown in this study and that presented by Fesen et al. [1997] indicates that including the electric field variability will improve the agreement between observations and simulations. Figure 3b shows the distribution of temperature difference between the two cases with and without electric field variability at 400 km altitude. The temperature difference is positive in the whole polar region, and the maximum difference is 250 K in the dawnside and the minimum is close to 62 K at lower latitudes. Interestingly, there is no clear relation between the patterns of temperature and height-integrated heating, due to the fact that dynamics has a major influence on the temperature. As a reference, the blue line in Figure 3a shows the temperature profile obtained when the Poynting flux from the new empirical model has been used to specify the energy input from the magnetosphere. Since the Poynting flux model contains no information about the altitudes where the electromagnetic energy is deposited, the energy has been distributed vertically as heat according to the Pederson conductivity [Deng et al., 2008] . In Figure 3a , the red line is closer to the blue line than to the black line, and the difference between the red and blue lines is close to 50 K above 300 km, which is related to the total energy difference between Joule heating and Poynting flux for the equinox case shown in Figure 2 .
[9] Figure 3c shows the density percentage difference compared with the case in which the Joule heating is calculated with the average electric field. When the Joule heating is calculated including the electric field variability (red), the polar-average density increases by 30% at 400 km altitude. Figure 3d shows that the maximum density percentage difference goes to more than 70% in the dawn cell and the minimum is above 15% on the dayside at 400 km. The density difference is significant and comparable with the density disturbance observed by CHAMP during a moderate geomagnetic storm. Clearly, the variations of density and temperature have different patterns. One possible reason is that Figure 3b shows the value difference of temperature and Figure 3d shows the percentage difference of density. Meanwhile, the horizontal convection, as well as the vertical atmospheric expansion and contraction caused by the variation of temperature, can change the density distribution significantly.
Summary and Conclusion
[10] The significance of electric field variability to the Joule heating has been pointed out by Codrescu et al. [1995] and subsequent studies, but it is still very challenging to include the electric field variability in the GCMs appropriately and conveniently. A new quantitative empirical model of the high-latitude forcing of the thermosphere, including electric potential, electric field variability and Poynting flux, is coupled with the NCAR-TIEGCM to investigate the influence of the electric field variability on the Joule heating, neutral temperature and density.
[11] In the TIEGCM simulations, the Joule heating has been calculated with and without the electric field variability. The integrated Joule heating has been validated with the Poynting flux from the empirical model. The analysis reveals that the electric field variability increases the Joule heating by more than 100%, and significantly improves the consistency between the Joule heating and Poynting flux, while their horizontal distributions have some detailed differences in the polar cap and nightside regions. Including the electric field variability into the energy calculation results in significant changes to the neutral temperature and density. 
