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Abstract
The aim of this work is to establish the equivalence of upper semi-continuity of the solution map and the R0-condition in the
mixed linear complementarity problem.
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1. Introduction
The complementarity problem theory provides important tools for many problems arising in optimization, game
theory, traffic equilibrium, mechanics, elasticity, fluid mechanics, stochastic optimal control, etc. Because of the
wide applications, complementarity problems have been studied extensively and generalized in various directions.
See [1–14] and the references therein. Among the subjects of the complementarity problem theory, continuity of
the solution map to a particular complementarity problem is very important and interesting. When the data in
a given complementarity problem is subject to change, it is important and interesting to study the behavior of
the solutions. In the past few decades, continuities of solution maps to various complementarity problems have
been studied with generalizations of complementarity problems. The classical linear complementarity problem [1]
has the simplest formulation and the widest applications. The upper semi-continuity of the solution map in the
classical linear complementarity problem was considered in papers [1–4]. In [5], Cottle and Dantzig introduced
the class of vertical linear complementarity problems, which is a vertical generalization of the classical linear
complementarity. In [6], Fang and Huang studied the upper semi-continuity of the solution map to the vertical
linear complementarity problem. The horizontal linear complementarity problem [1] is another important (horizontal)
generalization of the classical linear complementarity problem. In [7], Fang and Huang gave a characterization
of upper semi-continuity of the solution map to the horizontal linear complementarity problem. In [8], Oettli
and Yen derived a necessary and sufficient condition for upper semi-continuity of the solution map to a class of
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quasicomplementarity problems of type R0. In [9], Huang and Fang extended Oettli and Yen’s results by considering
upper semi-continuity of solution maps to several vector complementarity problems of type R0. For other related
works, we can refer the reader to [10–14] and references therein. Inspired by the above works, in this work, we study
upper semi-continuity of the solution map to the mixed linear complementarity problem [1,10]. We establish the
equivalence of upper semi-continuity of the solution map and the R0-condition in the mixed linear complementarity
problem.
2. Mixed linear complementarity problem
In this section, we introduce the class of mixed linear complementarity problems and give some concepts and
notation.
Given A ∈ Rn×n , B ∈ Rm×m , C ∈ Rn×m , D ∈ Rm×n , a ∈ Rn , and b ∈ Rm , the mixed linear complementarity
problem [1,10] is formulated as follows:
MLCP(A, B, C, D, a, b) :


find u ∈ Rn, v ∈ Rm+ such that
a + Au + Cv = 0,
b + Du + Bv ≥ 0,
〈v, b + Du + Bv〉 = 0.
Remark 1. (1) When m = n, b = 0, B = O, and D = I , where O and I denote the zero matrix and unit
matrix of Rm×m respectively, MLCP(A, B, C, D, a, b) reduces to the following horizontal linear complementarity
problem:
HLCP(M, N, q) :


find u, v ∈ Rm+ such that
Mu + Nv = q,
〈u, v〉 = 0,
where M = A, N = C and q = −a.
(2) When A has an inverse A−1, MLCP(A, B, C, D, a, b) reduces to the following classical linear complementarity
problem [1]:
LCP(Mˆ, qˆ) :


find v ∈ Rm+ such that
Mˆv + qˆ ≥ 0,
〈v, Mˆv + qˆ〉 = 0,
where Mˆ = B − D A−1C and qˆ = b − D A−1a.
Definition 1. Given A ∈ Rn×n , B ∈ Rm×m , C ∈ Rn×m , D ∈ Rm×n , a ∈ Rn , and b ∈ Rm , let Φ(A, B, C, D, a, b)
be the solution set of MLCP(A, B, C, D, a, b) and
H0 = {(A, B, C, D) : A ∈ Rn×n , B ∈ Rm×m , C ∈ Rn×m , D ∈ Rm×n and Φ(A, B, C, D, 0, 0) = {(0, 0)}}.
We say that H = (A, B, C, D) satisfies the R0-condition if H ∈ H0. In the following, we always consider Φ as a
set-valued map.
Remark 2. R0-conditions for the mixed linear complementarity problem cover R0-conditions for the classical linear
complementarity and the horizontal linear complementarity problem. For details, one can refer to [1,4,7] and the
references therein.
Definition 2. Let X, Y be two Hausdorff topological spaces. A set-valued map G : X → 2Y is said to be upper
semi-continuous at x ∈ X if, for any open set Ω ⊂ Y with G(x) ⊂ Ω , there exists a neighborhood V of x such that
G(x ′) ⊂ Ω for all x ′ ∈ V . We say that G is upper semi-continuous if G is upper semi-continuous at every point x of
X .
Definition 3. We say that a set-valued map G : X → 2Y has a closed graph if, for any {xn} ⊂ X and {yn} ⊂ Y with
yn ∈ G(xn), xn → x and yn → y imply that y ∈ G(x).
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3. Main results
In this section, we derive the equivalence of upper semi-continuity of the solution map and the R0-condition in the
mixed linear complementarity problem. In the following, we always use the notationH = Rn×n × Rm×m × Rn×m ×
Rm×n and Q = Rn × Rm .
Proposition 1. Φ as a set-valued map fromH ×Q into Q has a closed graph.
Proof. Let H k = (Ak, Bk, Ck, Dk) → H = (A, B, C, D) ∈ H, qk = (ak, bk) → q = (a, b) ∈ Q,
(xk, yk) → (x, y), and (xk, yk) ∈ ϕ(H k, qk). It follows that

xk ∈ Rn, yk ∈ Rm+,
ak + Ak xk + Ck yk = 0,
bk + Dk xk + Bk yk ≥ 0,
〈yk, bk + Dk xk + Bk yk〉 = 0.
Since H k → H , qk → q and (xk, yk) → (x, y), it follows that

x ∈ Rn, y ∈ Rm+,
a + Ax + Cy = 0,
b + Dx + By ≥ 0,
〈y, b + Dx + By〉 = 0.
This means that (x, y) ∈ Φ(A, B, C, D, a, b) and so Φ has a closed graph. 
Theorem 1. Given H = (A, B, C, D) ∈ H, if H satisfies the R0-condition, then Φ is upper semi-continuous at
(H, q) for all q ∈ Q. Conversely, if there exists q¯ = (a¯, b¯) ∈ Q such that Φ(H, q¯) is bounded and Φ(·, q¯) is upper
semi-continuous at H , then H satisfies the R0-condition.
Proof. Let H = (A, B, C, D) satisfy the R0-condition. Suppose, by contradiction, that Φ(·, ·) is not upper semi-
continuous at (H, q) for some q = (a, b) ∈ Q. Then there exists an open set Ω ⊂ Rn × Rm with Φ(H, q) ⊂ Ω ,
and there exist sequences {H k} ⊂ H and {qk} ⊂ Q such that H k = (Ak, Bk, Ck , Dk) → H = (A, B, C, D), qk =
(ak, bk) → q = (a, b), (xk, yk) ∈ Φ(H k, qk), but (xk, yk) 
∈ Ω for all k. It follows that

xk ∈ Rn, yk ∈ Rm+,
ak + Ak xk + Ck yk = 0,
bk + Dk xk + Bk yk ≥ 0,
〈yk, bk + Dk xk + Bk yk〉 = 0.
(1)
We claim that {(xk, yk)} has no convergent subsequences. Indeed, if there exists {(xk j , yk j )} ⊂ {(xk, yk)} such
that (xk j , yk j ) → (x∗, y∗) as j → ∞, from Proposition 1, one has (x∗, y∗) ∈ Φ(H, q) and so (x∗, y∗) ∈ Ω . But this
is impossible since (xk, yk) 
∈ Ω and Ω is open. Hence {(xk, yk)} has no convergent subsequences. Without loss of
generality, we may assume that
‖(xk, yk)‖ → ∞ and (x
k, yk)
‖(xk, yk)‖ → (xˆ, yˆ) 
= (0, 0).
By (1), it is easy to see that
(xk, yk)
‖(xk, yk)‖ ∈ Φ
(
H k,
(
ak
‖(xk, yk)‖ ,
bk
‖(xk, yk)‖
))
. (2)
Letting k → ∞ in (2), one has (xˆ, yˆ) ∈ Φ(H, 0) from Proposition 1. This contradicts the fact that H satisfies the
R0-condition and so Φ is upper semi-continuous at (H, q) for all q ∈ Q.
Conversely, suppose that there exists q¯ = (a¯, b¯) ∈ Q such that Φ(H, q¯) is bounded and Φ(·, q¯) is upper semi-
continuous at H . If H does not satisfy the R0-condition, then there exists (x¯, y¯) 
= (0, 0) such that
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

x¯ ∈ Rn, y¯ ∈ Rm+ such that
Ax¯ + C y¯ = 0,
Dx¯ + B y¯ ≥ 0,
〈y¯, Dx¯ + B y¯〉 = 0.
(3)
Since (x¯, y¯) 
= (0, 0), without loss of generality, we can suppose that x¯ 
= 0. Choose z ∈ Rn such that 〈z, x¯〉 
= 0. For
any given t > 0, define xt = x¯t , yt = y¯t , and At ∈ Rn×n , Dt ∈ Rm×n as follows:
At = ((At )i j )n×n, (At )i j = Aij − t a¯i〈z, x¯〉 z j , i, j = 1, 2, . . . , n (4)
and
Dt = ((Dt )i j )m×n , (Dt )i j = Dij − t b¯i〈z, x¯〉 z j , i = 1, 2, . . . , m and j = 1, 2, . . . , n. (5)
It follows from (4) and (5) that
At xt + Cyt + a¯ = 1
t
(Ax¯ + C y¯), Dt xt + Byt + b¯ = 1
t
(Dx¯ + C y¯),
which together with (3) implies that (xt , yt ) ∈ Φ((At , B, C, Dt ), q¯). The fact that Φ(H, q¯) is bounded implies that
there exists a bounded open neighborhood Ω such that Φ(H, q¯) ⊂ Ω . Since At → A, Dt → D as t → 0,
and Φ(·, q¯) is upper semi-continuous at H , one has (xt , yt ) ∈ Ω for sufficiently small t . This is impossible since
‖(xt , yt )‖ → ∞ as t → 0. Thus H satisfies the R0-condition. 
In Theorem 1, the assumption that there exists q¯ ∈ Q such that Φ(H, q¯) is bounded plays an important role in the
proof. A natural problem is that of whether or not there exists q¯ such that Φ(H, q¯) is bounded. The following theorem
guarantees the existence of such a q¯ .
Theorem 2. Given H = (A, B, C, D) ∈ H, there exists q¯ ∈ Q such that Φ(H, q¯) is bounded.
Proof. Let q = (a, b) ∈ Q be such that Φ(H, q) is unbounded. Then there exists a sequence {(xk, yk)} ⊂ Φ(H, q)
such that
‖(xk, yk)‖ → ∞ and (x
k, yk)
‖(xk, yk)‖ → (x¯, y¯) 
= (0, 0).
It follows that

xk ∈ Rn, yk ∈ Rm+,
a + Axk + Cyk = 0,
b + Dxk + Byk ≥ 0,
〈yk, b + Dxk + Byk〉 = 0.
(6)
Let
wk = b + Dxk + Byk . (7)
It follows from (6) and (7) that(
a
b
)
= −
(
A
D
)
xk −
(
C
B
)
yk +
(
0
Im
)
wk . (8)
Since ‖(xk, yk)‖ → ∞, one has ‖(xk, yk, wk)‖ → ∞. Without loss of generality, we can assume that
(xk, yk, wk)
‖(xk, yk, wk)‖ → (x¯, y¯, w¯) 
= (0, 0, 0). (9)
Relations (8) and (9) imply that(
0
0
)
= −
(
A
D
)
x¯ −
(
C
B
)
y¯ +
(
0
Im
)
w¯. (10)
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Define
Jk = { j ∈ {1, 2, . . . , m} : (wk) j = 0}.
Without loss of generality (by using the Dirichlet principle), we can assume that Jk is independent of k. Let Jk := J .
Clearly, (yk) j = 0 if j 
∈ J and (wk) j = 0 if j ∈ J . We also have (y¯) j = 0 if j 
∈ J and (w¯) j = 0 if j ∈ J . By (8),
the (n + m)-dimensional vector
(
a
b
)
is a linear combination of r(≤ n + m) vectors from the following:
(
A1
D1
)
, . . . ,
(
An
Dn
)
,
(
C1
B1
)
, . . . ,
(
Cm
Bm
)
,
(
0
I 1m
)
, . . . ,
(
0
I mm
)
, (11)
where A j , B j , C j , D j , I jm are the j th columns of A, B, C, D, Im , respectively. But (10) implies that these r vectors
are linearly dependent and so
(
a
b
)
can be represented as a linear combination of r − 1 out of the vectors stated in (11).
Altogether,
(
a
b
)
is contained in a proper linear subspace of Rn+m , which is spanned by r − 1 out of the vectors stated
in (11). So the set of all q ∈ Q such that Φ(H, q) is unbounded is contained in the union of finitely many proper
linear subspaces of Rn+m . Since r ≤ n + m, that union cannot equal the whole space Rn+m . Hence there exists some
q¯ ∈ Q such that Φ(H, q¯) is bounded. 
From Theorems 1 and 2, we obtain the main result:
Theorem 3. Given H = (A, B, C, D) ∈ H, Φ : H × Q → Q is upper semi-continuous at (H, q) for all q ∈ Q if
and only if H satisfies the R0-condition.
Theorem 4. Given H = (A, B, C, D) ∈ H, H satisfies the R0-condition if and only if Φ(H, q) is bounded for all
q ∈ Q.
Proof. Let Φ(H, q) be bounded for all q ∈ Q. Then Φ(H, 0) is bounded. Suppose, by contradiction, that H does
not satisfy the R0-condition. Then there exists (x, y) 
= (0, 0) such that (x, y) ∈ Φ(H, 0). By simple arguments,
one has (λx, λy) ∈ Φ(H, 0) for all λ > 0. This contradicts the fact that Φ(H, 0) is bounded. Thus H satisfies the
R0-condition.
Conversely, let H satisfy the R0-condition. If there exists q¯ = (a¯, b¯) ∈ Q such thatΦ(H, q¯) is unbounded. Without
loss of generality, choose (xk, yk) ∈ Φ(H, q¯) such that ‖(xk, yk)‖ → ∞ and (xk, yk)/‖(xk, yk)‖ → (x¯, y¯) 
= (0, 0).
As proved in Theorem 1,
(xk, yk)
‖(xk, yk)‖ ∈ Φ
(
H,
(
ak
‖(xk, yk)‖ ,
bk
‖(xk, yk)‖
))
.
Since Φ has a closed graph, (x¯, y¯) ∈ Φ(H, 0), which contradicts the R0-condition of H . This implies that Φ(H, q)
is bounded for all q ∈ Q. 
By Theorems 3 and 4, we have the following result:
Theorem 5. Given H = (A, B, C, D) ∈ H, Φ : H × Q → Q is upper semi-continuous at (H, q) for all q ∈ Q if
and only if Φ(H, q) is bounded for all q ∈ Q.
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