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A sinusoidal grating can be viewed as a series of light and dark bars. Here we measure the contrast discrimination thresholds for light
and dark bars individually, and ﬁnd that the contrast discrimination thresholds for the whole sinusoid can be explained as ideal sum-
mation of the light and dark bar thresholds. We propose a model for light bar, dark bar, and sinusoidal contrast discrimination which
involves local light adaptation and multiplicative noise. The model accounts for the data very well, and also accounts for contrast dis-
crimination of light and dark edges.
 2006 Elsevier Ltd. All rights reserved.
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Sinusoidal gratings are used in vision research because
of their importance in linear systems theory (Gabel & Rob-
erts, 1973). If the visual system were linear, or nearly so,
one could predict how well it discriminates any two images
by (a) decomposing each image into its sinusoidal compo-
nents, (b) computing the discriminability of each pair of
sinusoidal components (one from each image) and (c) com-
bining the discriminability of each pair into an overall dis-
criminability for the two images. If the visual system were
linear, then measuring the discriminability of sinusoidal
gratings would enable us to predict the discriminability of
all images.
The contrast sensitivity function (CSF), which measures
the discriminability of sinusoids compared with blank
images, is able to predict the discrimination of arbitrary
images and blank images, i.e., detection thresholds1
(Campbell & Green, 1965; Westheimer, 1968). However,0042-6989/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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1 The success of the CSF in predicting the discriminability of any low contr
theorem (see Weisstein, n.d.) and has very little to do with the speciﬁc character
perturbations around a speciﬁc input, such as a blank image; and the CSF is the
they may be constituted, will have a CSF that can be used with some successthe linear-systems approach is much less successful in other
situations. Our ability to detect or discriminate sinusoidal
gratings depends in a complex way on the contrasts and
spatial frequencies of other sinusoids which are present.
Three phenomena—facilitation (Legge & Foley, 1980;
Pelli, 1985), spatial frequency masking (Wilson,
McFarlane, & Phillips, 1983), and contrast masking (Legge
& Foley, 1980)—are commonly observed.
This paper focuses on contrast masking, which is
observed in contrast discrimination experiments. In this
kind of experiment, an observer must discriminate two
stimuli of the same spatial pattern, usually sinusoids, but
with diﬀerent contrasts. These experiments yield a Thresh-
old-versus-Contrast (TvC) curve, which gives the smallest
contrast increment T needed to reliably discriminate a stim-
ulus with contrast C from one with contrast C + T. For
sinusoidal gratings, the threshold increment T is propor-
tional to C raised to a power p, with p in the range
0.5–0.8. (Fig. 1) (Legge & Foley, 1980; Wilson, 1980). Sinceast image compared to a blank image is a direct consequence of Taylor’s
istics of human vision. Most systems have a linear approximation for small
transfer function of this linear approximation. All visual systems, however
to predict arbitrary detection thresholds.
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Fig. 1. Diﬀerent shapes of Threshold-versus-Contrast (TvC) curves. The
TvC curve for light spots conforms to Weber’s law. The TvC curve for
dark spots has a bumper shape, where thresholds actually improve for
contrasts greater than 50%. The TvC curve for sinusoids has a shape
intermediate between these. Typically the TvC curve for sinusoids has been
measured only up to 50% contrast; when measured at higher contrasts
(dotted line) a bumper shape is evident.
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‘‘mask’’ or somehow obscure the additional contrast T.
Contrast masking is usually explained by a model in
which a visual stimulus is ﬁrst analysed by a bank of linear
ﬁlters, tuned to diﬀerent spatial frequencies and orienta-
tions (e.g., Foley, 1994; Watson & Solomon, 1997; Wilson
et al., 1983). The ﬁlter responses are passed through a com-
pressive nonlinear transducer function. The transduction
step produces masking, because equal increases in contrast
T yield smaller and smaller increments in the output of the
nonlinearity as the contrast C goes up. Although superﬁ-
cially attractive as an explanation, the nonlinearity is noth-
ing more than the TvC data in disguise. The derivative of
the compressive nonlinearity at contrast C is the sensitivity
of the model to contrast increments, so the nonlinearity is
just the integral of the sensitivity (i.e., 1/T) versus C curve.
Since the nonlinearity is a simple mathematical transform
of the TvC curve,2 nothing of interest has been explained
by it.
The nonlinear transducer model breaks down when
applied to nonsinusoidal stimuli. For example, the TvC
curves for contrast discrimination of light or dark spots
is qualitatively diﬀerent from the sinusoidal TvC curve
(Whittle, 1986). For light spots, the TvC curve follows
Weber’s Law. For dark spots, threshold actually improves
once contrast is high enough, leading to a ‘‘bumper’’
shaped TvC curve (see Fig. 1). Neither of these TvC curves
can be predicted by a nonlinear transducer. This failure
emphasises the fact that compressive nonlinearities are con-2 Usually approximated by a rational function (a polynomial divided by
a polynomial) of C (Wilson, 1980).nected to a TvC curve by a mathematical identity, and thus
cannot generalize to other TvC curve shapes.
However, the TvC curves for spots can be accounted for
by assuming that contrast is encoded nonlinearly. Whittle
(1986) suggested that contrast is encoded as
W ¼ ðLmax  LminÞ=Lmin, where Lmax and Lmin are the max-
imum and minimum luminances in a region of space. If it is
also assumed that discrimination of changes in W obeys
Weber’s law, this accounts for discrimination of both light
and dark spots extremely well. A similar function was also
proposed by Legge and Kersten (1983).
If a contrast encoding like W exists, it should also oper-
ate when the stimuli are sinusoids, and should therefore
account for TvC data from sinusoids. This seems to be
the case: Kingdom and Whittle (1996) measured contrast
discrimination of sinusoids at very high contrasts, and
found that the TvC curve has a bumper shape (Fig. 1, dot-
ted line) at contrasts C greater than 50%, much like dis-
crimination of dark spots. Additionally, when sinusoidal
contrast is recalculated in terms of W, contrast discrimina-
tion of sinusoids obeys Weber’s Law in W, for high con-
trasts. Thus using W as a measure of contrast accounts
equally well for contrast discrimination of light spots, dark
spots, and sinusoids at above about 10% contrast (below
this, additive noise and uncertainty also play a role).
The success of W as a measure of contrast for sinusoids
might be because a sinusoid is a series of light and dark
bars (Legge & Kersten, 1983). Since W works for light
and dark spots, it would also work for light and dark bars,
and sinusoid discrimination could be just the ideal summa-
tion of discrimination of the light bars and dark bars com-
prising the sinusoid. If so, no additional theory is needed to
account for sinusoidal contrast masking.
The ﬁrst part of this paper is an experimental examina-
tion of this possibility, and we ﬁnd that sinusoid contrast
discrimination can indeed be modelled as the ideal summa-
tion of light bar and dark bar contrast discrimination, for
contrasts above 20%. These experiments and their analysis
are described in Section 2 below.
The second part of the paper is the development of a
contrast discrimination model that can account for our
observations, as well as those of Whittle (1986) on light
and dark spots, and ‘‘classical’’ contrast discrimination
results (Legge & Foley, 1980). One implication of Whittle’s
W function is that there is an early luminance nonlinearity,
but W is not it. A problem with W is that it is deﬁned on
pairs of points, but any reasonable early nonlinearity ought
to be deﬁned at individual points on the stimulus.W is also
a global measure of contrast, since maximum and mini-
mum are functions of all visible luminances, but any rea-
sonable early nonlinearity should be based on local
computations. Finally, the maximum and minimum are
strongly inﬂuenced by outliers and noise. To avoid these
problems, we develop an early nonlinearity that is locally
computed, deﬁned for each point in the stimulus, and more
robust to noise than W, but still equivalent to W in many
cases of interest. This nonlinearity (which is the Laplacian
1936 W. McIlhagga, R. Peterson / Vision Research 46 (2006) 1934–1945of luminance divided by the average local luminance), com-
bined with the assumption of multiplicative noise later in
the system, is suﬃcient to account for contrast discrimina-
tion of sinusoids and of light and dark spots, all in one
model.
2. Experiments
2.1. Stimuli
The ﬁrst aim of this paper is to demonstrate that the
TvC curve for sinusoidal stimuli is the ideal summation
of the TvC curves of its light bars and dark bars. This
involves measuring the TvC curves for the light and dark
bars individually. The problem is that these parts of the
sinusoid are not themselves sinusoids, and have a quite dif-
ferent spatial frequency content from the full sinusoid. It is
no good measuring discrimination thresholds for dark bars
or light bars by displaying only the positive or negative
halves of the sinusoid because this introduces harmonics
of the base frequency that are often easier to detect and
discriminate than the base frequency itself.
Instead, noise masking was used to isolate parts of a
sinusoid. A sinusoidal stimulus has a luminance proﬁle
given by
LxðCÞ ¼ 100þ C sinð2pxf Þ; ð1Þ
where the subscript x indicates position and contrast C is
given as a percentage from 0 to 100 (Fig. 2A). To isolate
the light bars, one-dimensional white noise is added to
the dark parts of the sinusoid (those values of x where
Lx (C) is less than 100), to yield a luminance proﬁle like that
shown in Fig. 2B. The added noise always had a standard0
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Fig. 2. Luminance proﬁles for the three kinds of stimuli used in these
experiments. The top proﬁle is a sinusoidal grating of 50% contrast. The
middle proﬁle is a sinusoidal grating where noise has been added to the
dark bars, so only the light bars are clearly seen. The bottom proﬁle is a
sinusoidal grating where noise has been added to the light bars.deviation of 30% contrast (except for control experiments
to be described later). The light bars are ‘‘isolated’’ by
the noise because no useful information can now be ob-
tained from the areas of the stimulus containing the dark
bars. The spatially modulated noise obviously changes
the spatial frequency content of the stimulus, but does
not add frequencies that can be exploited in a discrimina-
tion task. Likewise, to isolate the dark bars, noise is added
to the light bars of the sinusoid, to yield the luminance
proﬁle shown in Fig. 2C.
The stimuli were all displayed in a circular window with
a radius of 2 sinusoidal cycles, irrespective of the spatial
frequency. The surround had a luminance of 100 (in the
same units as the luminance proﬁle in Eq. (1); this was
around 60 cd/m2). Three spatial frequencies were used:
1/2, 2, and 4 cycles per degree. Stimuli were displayed on
a computer monitor, using a video attenuator to obtain
the necessary contrast resolution (Pelli & Zhang, 1991).
Monitor luminances were measured with a Cambridge
Research Systems ColorCal meter, and linearization of
the stimuli was performed in software. After linearization,
the monitor luminance gamut ranged from 0 to 200 [using
the units of the luminance proﬁles given in Eq. (1) above].
The mean luminance level of 100 was set to the middle of
the monitor gamut. Because the added noise had a stan-
dard deviation of 30% contrast, some clipping occurred
when the sinusoidal contrast C was large. A few control
experiments were conducted (described below) to conﬁrm
that the clipping had no eﬀect on the results.
2.2. Procedure
Discrimination thresholds were measured using a two-
alternative forced-choice (2AFC) task. In one interval,
the luminance proﬁle was displayed with contrast C, and
in another interval it was displayed with contrast C + T.
Contrasts C used in these experiments were 0% up to
70% in 10% steps. Stimulus intervals were 500 ms long,
with a 500-ms inter-stimulus-interval. There was a 2-s delay
between trials. The change in contrast T was adjusted by an
adaptive procedure, either QUEST (Watson & Pelli, 1983)
or a one-up-two-down staircase (Levitt, 1970). Each step in
the staircase increased or decreased T by 20%.
Two observers WM and RP (the authors) were used.
Each observer collected a minimum of 150 2AFC trials
per contrast C for each stimulus type (sine, increment, or
decrement). The trials were collected in blocks of 30 (RP)
or 50 (WM). Blocks of trials were presented in a random
order of contrast C and stimulus type (light bar, dark
bar, or sinusoid). Observer RP used a modiﬁed 2AFC pro-
cedure where an additional reference stimulus with known
contrast C was displayed between the trials with contrasts
C and C + T. The idea here was to give the observer a
point of comparison, so that the task was more of an
odd-one-out discrimination. Although there are three inter-
vals, this remains a 2AFC task since the middle interval
cannot be chosen. While this improved the quality of the
W. McIlhagga, R. Peterson / Vision Research 46 (2006) 1934–1945 1937data a little, it was insuﬃcient to justify the additional 50%
increase in trial duration, and the reference stimulus was
dropped for observer WM.
2.3. Results
For each block of 30 or 50 trials, a discrimination
threshold was determined by ﬁtting a Weibull curve to
the frequency of seeing data recorded during the experi-
ment. Fitting included estimation of a ﬁnger-error rate of
up to 5%. The bootstrap method (Efron, 1981) was used
to generate 200 replications of each trial from the frequen-
cy of seeing data, from which 200 threshold replicates were
then computed. Results from repeated trial blocks were
averaged in the following way: If Tij is the ith bootstrap
threshold replicate from the jth trial block at contrast C,
the median threshold across trial blocks, Ti, was calculated0 10 20 30 40 50 60 70
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Fig. 3. TvC curves for the three kinds of stimuli shown in Fig. 2, at three spat
shows results for subject RP, right column for WM. In each graph, the solid lin
curve for a dark bar stimulus (noise added to light bars, Fig. 2C) and the dash-d
Fig. 2B). The grey areas cover ±1 standard deviation.as medianj{Tij}. The threshold T was estimated as medi-
an{Ti}, with standard deviation estimated as 0.67 times
the median absolute deviation, median{|Ti  T|}. This
robust nonparametric procedure was used to reduce the
inﬂuence of outlier data, in particular outlier blocks.
Thresholds T as a function of contrast C are plotted in
Fig. 3. Note the linear contrast scales in this and other ﬁg-
ures throughout the paper. The shaded area covers ±1
standard deviation about each data set. The thresholds
for sinusoidal stimuli are similar to those previously report-
ed by Kingdom and Whittle (1996), and show a bumper-
like shape at higher contrasts. Thresholds for the
light-bar stimuli increase with contrast C, and those for
dark-bar stimuli also show a bumper shape, similar to dark
spots. Both observers show similar results, with the excep-
tion of 4 cycle per degree thresholds, where WM performs
worse than RP. What is immediately apparent from the0 10 20 30 40 50 60 70
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e is the TvC curve for a sinusoidal grating stimulus; the dotted line the TvC
otted line the TvC curve for a light bar stimulus (noise added to dark bars,
1938 W. McIlhagga, R. Peterson / Vision Research 46 (2006) 1934–1945data is that when large amounts of noise are added to the
light bars, so that only the dark bars are visible, this has lit-
tle or no eﬀect on many of the thresholds.
2.4. Analysis
The ﬁrst aim of this paper is to determine whether sinu-
soidal contrast discrimination thresholds can be predicted
from summation of the light bar and dark bar thresholds.
Let Tlight and Tdark be the discrimination thresholds mea-
sured when only the light bars were clearly visible (dark
bars masked) or when only the dark bars were clearly vis-
ible (light bars masked) respectively. The sinusoidal con-
trast discrimination threshold Tsum that is predicted from
optimal summation of the light and dark bar discrimina-
tion thresholds Tlight and Tdark is
T sum ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=T 2light þ 1=T 2dark
q
(see Appendix A for derivation). The ratio of the actual
and predicted thresholds is Tsin/Tsum, where Tsin is the mea-
sured threshold for contrast discrimination of the sinusoi-
dal stimulus. If the ratio is 1, then the sine threshold is
exactly equal to the summation of light and dark bars; if
the ratio is greater than 1 then the sine threshold is larger
than the ideal summed threshold, and so sinusoidal dis-
crimination is relatively ineﬃcient compared to the summa-
tion. This ratio is plotted in Fig. 4 against contrast C for
the thresholds shown in Fig. 3.0 20 40 60
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Fig. 4. Plot of the ratio of observed sinusoidal threshold Tsin over the
threshold predicted from ideal summation of light and dark bars, Tsum, as
a function of grating contrast. These have been averaged across subjects.
A ratio of 1 indicates that the sinusoidal threshold is consistent with the
ideal summation of light and dark bars. This is the case for 2 cpd (star
symbols) and 4 cpd (triangle symbols) but at 0.5 cpd (circles), the
threshold for the sinusoid is higher than would be expected from ideal
summation.In all cases, the ratio is less than 1 for lower contrasts, so
the discrimination of the whole sinusoid is more eﬃcient
than the summation of light and dark bar discriminations.
This may be due to diﬀerences in area summation for the
stimuli. Observers reported being unable to attend to more
than one bar of the sinusoid for the light bar and dark bar
stimuli, because it seemed to be impossible to split atten-
tion across the noisy areas.
For the 0.5 cycles per degree stimuli, discrimination of
the sinusoid is, surprisingly, somewhat ineﬃcient compared
to the summation of light and dark bars once contrast
exceeds 10%. This probably indicates that the human visual
system cannot sum over more than about 1/2 cycle of an
0.5 cycle/degree stimulus. For the 2 and 4 cycle/degree
stimuli, discrimination of the full sinusoid remains slightly
more eﬃcient than the summation of light and dark bar
components, for contrasts of 20% or more.
2.5. Contrast clipping and control experiments
As mentioned earlier, the limited luminance gamut of
the monitor means that when 30% noise is added to a
70% contrast sinusoid, clipping is inevitable. Pixels with a
luminance of less than 0 are displayed as zero, and those
with a luminance of greater than 200 are displayed as 200
(when the average luminance of 100 is set midway through
the monitor gamut). This clipping is, however, unlikely to
aﬀect the results. First, the clipping artefacts are equally
severe for the light bar and dark bar stimuli, but thresholds
are not, so the diﬀerence between light bar and dark bar
thresholds cannot be attributed to clipping.
Second, control experiments were performed using a
contrast C of 50% (WM and RP) or 70% (WM) with diﬀer-
ent levels of noise, from 7% to 30%. Results of these exper-
iments are shown in Fig. 5. The eﬀect of noise is slightly
diﬀerent depending on whether it is added to the light or
dark bars. In general, full masking occurs when even a little
noise is added to the light bars; this is probably because the
light bars are not contributing much to the detection of the
sinusoid even when there is no noise, and the contamina-
tion of those parts of the stimulus by even a little noise is
suﬃcient to cause them to be totally ignored. At high con-
trasts, this also holds for adding noise to the dark bars.
However, at lower contrasts, there is some lessening of
masking for small amounts of noise added to dark bars,
more in line with the usual eﬀects of increasing noise.
Regardless of this, when noise is at 15% (where clipping
is negligible), the results are essentially the same as when
the noise is at 30%. Thus the clipping has no eﬀect on the
results shown in Fig. 3.
3. Modelling the results
3.1. An early nonlinearity equivalent to W
Whittle (1986) redeﬁned contrast as
W ¼ ðLmax  LminÞ=Lmin, where Lmax and Lmin are the
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Fig. 5. The eﬀect of noise on discrimination thresholds. Data shows discrimination thresholds for light bars (dash dotted lines) and dark bars (dotted lines)
as a function of noise contrast. Grey areas cover ±1 standard deviation. The thresholds at 0% noise and 30% noise are replicated from Fig. 3. In most
cases, the eﬀect of 30% noise on thresholds is nearly the same as 7% noise.
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space. This is, therefore, a global measure of contrast,
since maximum and minimum are global functions of
all the available luminances. Further, the use of maxi-
mum and minimum luminances is not particularly
robust to noise, and does not seem well suited to the
computational power of simple neural elements.
Although W is a global measure, a reasonable implica-
tion of W is that there exists a local nonlinearity whose
eﬀects are similar to W in measuring contrast. Kingdom
and Whittle (1996) were able to suggest pointwise non-
linearities that acted like W, provided one also included
an arbitrary compressive late nonlinearity. Here, we will
develop a pointwise early nonlinearity that is based
directly on W.Begin by deﬁning a measure of contrast, Kx as
Kx ¼ ðLxþdx  LxÞ=dxLx ; ð2Þ
where, as in Eq. (1), Lx is the luminance at point x. (The
contrast parameter C has been omitted for clarity) When
x + dx is the location of maximum luminance, and x the
location of minimum luminance, then Kx =W/dx. Now
let dx tend to zero, giving
Kx ¼ L0x=Lx; ð3Þ
where L0x is a directional derivative of L in the direction dx.
This gives the contrast in a particular direction. A point-
wise nonlinearity however must be a property of a point
and should not have a direction. The simplest directionless
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Fig. 6. The eﬀect of the suggested K-nonlinearity on luminance proﬁles. The left column shows a sinusoidal grating of 30% contrast, and the right column
a grating of 60% contrast. After local light adaptation, the signals produced by the K nonlinearity are shown on the bottom row. The eﬀect of local light
adaptation is small at 30% contrast, but at 60%, the amplitude of the decrement parts of the grating has increased markedly. The simulations also show
substantial edge eﬀects where the grating stops and the background continues.
3 The term ‘‘multiplicative noise’’ is sometimes used to refer to any kind
of signal dependent noise. In this paper, it will be strictly applied to cases
where the noise standard deviation is proportional to the signal level,
which is equivalent to a constant signal to noise ratio when the
multiplicative noise dominates.
1940 W. McIlhagga, R. Peterson / Vision Research 46 (2006) 1934–1945derivative is the Laplacian operator $2 = d2/dx2 + d2/dy2.
Thus the simplest directionless measure of contrast, consis-
tent with W, is
Kx ¼ r2Lx=Lx. ð4Þ
Finally, since derivatives are well known to be sensitive to
noise, the luminance Lx should be smoothed by a gaussian
ﬁlter, giving
Kx ¼ r2ðg  LxÞ=ðg  LxÞ; ð5Þ
where g is a gaussian ﬁlter and * is the convolution opera-
tor. The nonlinearity Kx avoids all the computational prob-
lems inherent in W. Kx is also similar to contrast measures
proposed by Peli (1990) and by Geisler and Albrecht
(1997), which involve dividing a high-pass ﬁltered image
by a low-pass ﬁltered image.
Fig. 6 compares a luminance proﬁle Lx (C) and the
resulting nonlinear transform Kx (C) at two contrasts. It
can be seen from the images that the nonlinearity ampliﬁes
dark areas of the stimulus, and this ampliﬁcation turns out
to be the underlying reason why discrimination of negative
contrasts (dark spots or dark bars) is so much better than
discrimination of positive contrasts.
3.2. Ideal observers of contrast change
In a contrast discrimination experiment, the observer is
shown two stimuli with luminance proﬁles Lx (C) and
Lx (C + DC), and must choose the one with the higher con-
trast. Because luminance is passed through the nonlinearity
K, the observer must actually decide which of Kx (C) and
Kx (C + DC) has the greater ‘‘contrast.’’ We shall assume
that both K-proﬁles are corrupted by gaussian white noise
with standard deviation re. It is important that this noise
appears after the K transform.
In the presence of gaussian white noise, the ideal observ-
er of the diﬀerence between two signals Kx (C) and
Kx (C + DC) forms the dot product of both signals with a
template to yield two decision variables:d1 ¼tx  ðKxðCÞ þ ex1Þ;
d2 ¼tx  ðKxðC þ DCÞ þ ex2Þ; ð6Þ
where d1 and d2 are the decision variables in the two intervals,
tx is the template, the symbol Æ indicates the dot product,
and ex1 and ex2 arewhite noise vectorswith variances (at each
sample point x) of re. The template tx is proportional to the
expected diﬀerence in the signals Kx (C + DC)  Kx (C). The
ideal observer responds with the interval which contained
the greater of the two decision variables.
The ideal observer needs to be modiﬁed to deal with the
case of nonuniform noise, since this is what is used in these
experiments. The nonuniform noise can be converted to uni-
form noise by dividing each sample in the image by the stan-
dard deviation of the noise at that sample. When the noise
standard deviation is large at some places (as in these exper-
iments) the eﬀect of this scaling is to attenuate the noisy areas
of the image before computing the template, to such an
extent that the template almost completely ignores them.
3.3. Multiplicative noise
The ideal observer described above does not show any
contrast masking eﬀects, since the size of the decision var-
iable depends only on the diﬀerence between the two stim-
uli, and not on the contrast of either stimulus. To introduce
contrast masking, the usual approach has been to include a
nonlinearity at some point. In this paper, however, it will
be assumed that the decision variables are subject to multi-
plicative noise (that is, noise which has a standard devia-
tion proportional to the expected value).3 There are a
number of diﬀerent ways in which multiplicative noise
can be injected into the visual system—enough that it is
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Fig. 7. Model TvC curves compared to actual TvC thresholds. Note linear
scales. Each graph shows results at a diﬀerent spatial frequency. The solid
line shows predicted TvC curves for sinusoidal gratings; the dotted line
predictions for dark bar stimuli, and the dash-dotted line predictions for
light bar stimuli. The grey areas show the diﬀerence between the
predictions and the respective experimental thresholds, averaged (avg)
across both subjects. Large grey areas thus indicate poor ﬁts, while small
grey areas indicate good ﬁts.
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noise in it (see Section 5.2).
To include multiplicative noise, each decision variable d1
and d2 in Eq. (6) above is multiplied by (1+em), where em is
a random variable with zero mean and standard deviation
rm. This yields decision variables
d1 ¼tx  ðKxðCÞ þ ex1Þð1þ em1Þ;
d2 ¼tx  ðKxðC þ DCÞ þ ex2Þð1þ em2Þ. ð7Þ
The mean and variance of the ﬁrst decision variable are
meanðd1Þ ¼tx  KxðCÞ;
varðd1Þ ¼ðtx  KxðCÞÞ2r2m þ ktxk2r2eð1þ r2mÞ ð8Þ
with a similar pair of equations for the second decision var-
iable. The observer will make the correct decision when
decision variable d2 is greater than d1. The probability that
the observer is correct will thus depend on the mean and
variance of the diﬀerence d2  d1, which are
meanðd2  d1Þ ¼ tx  ðKxðC þ DCÞ  KxðCÞÞ
 DCðtx  K 0xðCÞÞ;
varðd2  d1Þ ¼ r2mððtx  KxðCÞÞ2 þ ðtx  KxðC þ DCÞÞ2Þ
þ 2ktxk2r2eð1þ r2mÞ
 2r2mðtx  KxðCÞÞ2 þ 2ktxk2r2eð1þ r2mÞ; ð9Þ
where K 0xðCÞ in the expression for the mean is the derivative
ofKx (C) with respect to the contrastC. The observer will at-
tain 81% correct when the diﬀerence d2  d1 is positive on
81% of occasions; that is, when meanðd2  d1Þ ¼
0:88
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
varðd2  d1Þ
p
.
The ideal observer will choose a template tx which maxi-
mises the mean of the diﬀerence while minimizing the vari-
ance. This is potentially a complicated optimization
problem, but in the case of contrast discrimination the opti-
mal template tx is scarcely more eﬃcient than a template
matched to the contrast diﬀerence (which in turn is propor-
tional to K 0xðCÞ). In fact, with multiplicative noise there turn
out to be many templates that are almost as good as the
optimal, so the exact choice of template is not too critical.
3.4. Fitting the model
This model of contrast discrimination has relatively few
parameters:
1. The additive noise variance r2e .
2. The multiplicative noise variance r2m.
3. The space constant of the gaussian ﬁlter used to com-
pute g*Lx.
In the case of sinusoidal stimuli, the third parameter can be
simpliﬁed to a modulation transfer factor, which includes
attenuation by the eye’s optics. The modulation transfer
factor at a speciﬁc spatial frequency will be written as c.
The model was ﬁtted to individual TvC curves as well as
TvC curves averaged across the subjects. The goodness ofﬁt was essentially the same for individual and averaged
data, so for simplicity only the averaged curves and ﬁts will
be shown here. The best-ﬁt theoretical TvC curves and the
averaged data are shown in Fig. 7, for the three spatial fre-
quencies used in this study.
When ﬁtting data at one spatial frequency, there are
nine parameters: r2e ,r
2
m, and the gain c for each of the light
bar, dark bar and sinusoidal curves. However, the param-
eters were constrained to be the same for ﬁts to the light
bar and dark bar curves, because it seemed likely that the
mechanisms for discrimination of light and dark bars
ought to have similar spatial ﬁlters and signal-to-noise
ratios. However, they may well be diﬀerent from the
mechanisms used to discriminate sinusoids (due to diﬀer-
0.5
1
1.5
Luminance profile L(C) for C=40%
0
Locally adapted signal K(C)
Fig. 8. Simulation of the eﬀect of the K-nonlinearity on step edges. The
top image shows two step edges; one from 40% contrast to 0, and one
from 0% to 40%. The bottom image shows the result of local light
adaptation at a particular spatial scale. The amplitude of change is much
greater for the dark edge (left side) than the light edge (right side).
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Fig. 9. Simulation of the TvC curve for contrast discrimination of light
Table 1
Best ﬁt parameters
Freq (cpd) Sine Light or dark bars
rm re c rm re c
0.5 0.0872 0.6015 1.0000 0.0508 1.0398 0.5851
2 0.0660 0.6220 0.8945 0.0485 1.4773 0.5354
4 0.0586 0.7507 0.5362 0.0528 1.6126 0.4549
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for the sinusoidal curves were not constrained to be the
same as those for light and dark bars. The constraint on
light bar and dark bar parameters forces the ﬁtted light
and dark bar detection thresholds to be the same.
Each set of TvC curves at a single spatial frequency was
thus ﬁtted by six free parameters, three for the light and dark
bar thresholds, and three for the sinusoidal thresholds. The
best-ﬁt parameters for the averaged observer are given in
Table 1, and the best-ﬁt curves superimposed on the aver-
aged data in Fig. 7. The value of r2m in all cases tended to
be similar, but somewhat lower in general for increments
and decrements than for sinusoids. The value of r2e tended
to be similar for all spatial frequencies within the sinusoidal
discriminations, and the same for all increment and decre-
ment discriminations, but somewhat higher for light or dark
bars than for sinusoids. Since area summation eﬀects are ali-
ased into r2e , that diﬀerence may not be very surprising.
Goodness of ﬁt of the model was assessed by comparing it
to a best-ﬁt quadratic with 9 parameters per spatial frequen-
cy (three for each curve). In all cases, the quadratic ﬁtted
slightly better, but never signiﬁcantly so.
The most varied parameter was the modulation transfer
factor c. For sinusoids, the ratio of transfer factors at dif-
ferent spatial frequencies are consistent with a gaussian
low-pass ﬁlter with a space constant of 0.045 (2.7 min arc)
being used to smooth local luminance when calculating K.
For light and dark bars, the inferred gaussian space con-
stant is smaller, about 0.028 (1.69 min arc). To compare
these space constants to physiological quantities, the radius
of a foveal P cell receptive ﬁeld is 0.03–0.05 (Croner &
Kaplan, 1995), and the width of a foveal cone about
0.01. This space constant is also consistent with the area
of local luminance adaptation inferred by Burr, Ross,
and Concetta Morrone (1985). It is tempting to conclude
that the local light adaptation suggested here occurs at
the level of the retinal ganglion cells.
4. Step edges
An important test of the validity of any model is its
application to stimuli that were not used in developing
it—that is, its predictive power. Thus, we applied the model
developed above to the discrimination of contrast at a step
edge, which is a slightly simpliﬁed version of a spot.44 A step edge was used instead of a spot because it is not necessary to
worry about the spatial scale of the step—it looks the same at all scales—
whereas the scale (i.e., width) of a spot is important.Fig. 8 shows how the nonlinearity K transforms a posi-
tive or negative step edge. The two lobes of the Laplacian
of the edge are altered diﬀerently by local light adaptation.
One lobe is proportional to the step edge contrast, while
the other is ampliﬁed (negative step) or attenuated (positive
step). The ideal observer’s strategy in this case can be intu-
itively described as keeping an eye on the lobe with the
greatest ampliﬁcation or least attenuation. Thus for posi-
tive steps, the ideal observer will concentrate on the left
hand lobe, leading to Weber performance once multiplica-and dark spots. The thresholds and contrast have been transformed into
units of W, following Whittle. The simulated TvC data (dotted line) has a
Weber’s-law region, and in this region the Weber fraction is 0.16. The
thick grey line shows Weber’s law behaviour with a Weber fraction of
0.129, measured experimentally by Whittle.
5 ‘‘Arbitrary’’ here means that there is no a priori reason for preferring
one functional form over another, and the only criteria for accepting such
a nonlinearity is it’s a posteriori ﬁt to data.
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will tend to concentrate on the left hand lobe in the dia-
gram, which falls inside the negative part of the step edge.
The performance of a human observer was simulated by
running step edges through the model described by Eqs.
(5)–(8) and using the parameters in Table 1 appropriate to
the 0.5 cpd sinusoid. The TvC curves produced from this
model (not plotted) show Weber’s law behaviour for posi-
tive steps and a bumper for negative steps. However, a more
useful test of the model is to replot the simulated TvC curve
in terms of W (Whittle, 1986). This is shown in Fig. 9. The
model predicts that contrast discrimination, when plotted
in terms of W, follows Weber’s law with a Weber fraction
of 0.16, which is well in the ballpark of the Weber fraction
of 0.129 measured psychophysically by Whittle (1986).
5. Discussion
5.1. Sinusoid = light bar + dark bar?
Is discrimination of a sinusoidal grating really just the
summation of independent light bar and dark bar discrim-
inations? The central experimental result, shown in Fig. 4,
suggests that regardless of the distortions in the sinusoid
induced by local light adaptation, the threshold for dis-
crimination of the entire sinusoid is indeed the optimal
summation of the thresholds for the light and dark bars.
If, in turn, the light and dark bar thresholds are themselves
the result of matched ﬁlters, this implies that the template
for discrimination of the whole sinusoid is also a matched
ﬁlter (since the matched ﬁlter for a whole stimulus is the
ideal summation of the matched ﬁlters of it’s components,
provided those components do not overlap). The assertion
that sinusoid = light bar + dark bar is thus a consequence
of matched ﬁltering in the visual system, and argues against
contrast discrimination being based on the fundamental
frequency of the sinusoidal grating, or mechanisms with a
peak sensitivity at that frequency.
At the highest contrasts, summation barely matters
because discrimination of the light bars is so poor, and
our subjects behaved as if they concentrated on the dark
bars. This certainly accords with the common subjective
impressions of contrast discrimination at high contrasts.
It is most likely that, at contrasts in excess of 50%, sinusoi-
dal discrimination is little more than discrimination of the
contrast of the dark bars alone.
There are two substantial departures from ideal summa-
tion in Fig. 4. At low contrasts, the ideal summation of
light and dark bars is considerably worse than the thresh-
old for the whole sinusoid. This is probably because sum-
mation of a light and dark bar gives the threshold for
one cycle of the stimulus, but at low contrasts the matched
ﬁlter for discrimination works over more than one cycle.
This summation is ineﬀective at higher contrasts.
The other departure from summation is the results from
the 1/2 cycle/degree grating, where summation of the light
and dark bars is better than the threshold for the wholegrating. This suggests that the process of discrimination
at 1/2 cycle/degree is diﬀerent from that at higher spatial
frequencies, and accords with occasional reports of diﬀer-
ent detection processes operating at low and high frequen-
cies (Campbell, Johnstone, & Ross, 1981; McIlhagga &
Paakkonen, 1999).
5.2. Multiplicative noise
Unlike many models of contrast discrimination that
attribute masking to an arbitrary5 nonlinear transducer,
this model attributes masking to multiplicative noise. To
what extent does this constitute a real explanation, and
to what extent is the explanation of masking as limited as
that provided by an arbitrary nonlinearity? After all, a
log (i.e., nonlinear) transform followed by additive noise
is mathematically identical to the multiplicative noise pro-
posed in Eq. (7).
There are three escapes from this problem. The ﬁrst is to
notice that it is not obvious that multiplicative noise could
cause the bumper shaped TvC curves measured for discrim-
ination of dark bars and sinusoids; indeed, it is only the
unexpected interaction of local light adaptation and multi-
plicative noise that produces the TvC curve shape.
The second escape is to note that there are a multitude
of potential sources of multiplicative noise in the visual sys-
tem. Multiplicative noise can be introduced if the template
is not positioned accurately on the stimulus. A variation in
template position relative to the best position (a variable
phase shift) yields noise which scales with the contrast of
the stimulus. Other variations in the template (such as inac-
curate normalization of the template, or using slightly dif-
ferent templates, in diﬀerent intervals) would likewise yield
multiplicative noise. All of these template variations are
speciﬁc examples of noisy templates, in which the ideal
template is corrupted by additive noise, which is then mul-
tiplied by the stimulus (McIlhagga & Paakkonen, 1999).
Noisy templates can explain a number of phenomena relat-
ed to stimulus contrast and area, because of the multiplica-
tive noise they introduce.
Multiplicative noise could also be introduced by certain
neural sampling schemes. If for example the decision vari-
able is computed by summing a sample of neurons, and
neurons in the sample are included with a certain probabil-
ity, then the decision variable can act as if there is multipli-
cative noise. This can be understood most simply by noting
that including or excluding a neuron from a sample can be
achieved by multiplying it’s output by a 0/1 random (i.e.,
noisy) variable.
Another source of multiplicative noise could be the neu-
ral coding of contrast. It has been suggested that neurons
signal the power (proportional to squared contrast) of a
stimulus (Geisler & Albrecht, 1997; Heeger, 1992). If in
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1997), then this noise has variance proportional to the stim-
ulus power, which is proportional to contrast squared. This
makes the noise standard deviation proportional to
contrast. Hence Possion noise in power is the same as
multiplicative noise in contrast.
In addition, it is sometimes suggested that the brain
uses a rate code, and measures the time between spikes
as an indicator of the intensity of a stimulus. More
intense stimuli yield shorter inter-spike intervals, right
down to the refractory period. The time t taken to
observe n spikes, generated by a Poisson process with
rate k proportional to stimulus intensity, follows a
C(1/k,n) distribution (Evans, Hastings, & Peacock,
2000). The best unbiased estimate of the Poisson rate k
from the time t needed to observe n spikes is (n  1)/t,
which has mean k and variance k2/(n  2), when n > 2
(Evans et al., 2000). That is, the mean is proportional
to the rate k and the standard deviation is also propor-
tional to the rate k, making this appear as if it has mul-
tiplicative noise.
Given the number of diﬀerent ways in which multiplica-
tive noise could occur in the visual system, there seems to
be little need to justify its inclusion in a model of contrast
discrimination. In fact, it actually requires some justiﬁca-
tion to leave it out.
The third escape from the limitations of arbitrary non-
linearities is to note that the model generalises, without
trouble and without re-estimating parameters, to discrimi-
nation of light and dark spots. A model that is intimately
tied to the data, as the standard model of sinusoidal dis-
crimination is tied to the particular TvC curves used to ﬁt
it, does not generalise so easily.
5.3. Comparison with other models
The two main components of the current model—local
light adaptation and multiplicative noise—make their
appearance in a number of other models. The most nota-
ble, for the current work, is of course Whittle’sW (Whittle,
1986), where instead of multiplicative noise, he equivalently
assumes Weber’s law for discrimination. This model (and
extensions suggested by Kingdom & Whittle, 1996) has
already been discussed here, and will not be mentioned
further.
Geisler and Albrecht (1997) proposed a model of V1
based on a quantitative characterization of the responses
of a large sample of visual neurons. Their model includes
both local light adaptation and multiplicative noise (via
neurons that encode stimulus power with Poisson-like
noise), as well as contrast normalization, which is missing
from the current model. However, their simulations did
not show any evidence of a bumper shape for contrast dis-
crimination of sinusoids; the reason for this is not clear.
Peli (1990) has proposed a model of contrast perception
that relies on a local light adaptation transform that is
quite similar to the one proposed here. Peli proposed thatcontrast in an image (at a particular spatial scale) is
computed as a high pass ﬁltered version of an image, divid-
ed by a low pass ﬁltered version. This is similar to the K
transform suggested in this paper. However, Peli did not
apply his model to contrast discrimination.
What is most interesting about these very similar mod-
els is that the combination of local light adaptation and
multiplicative noise (via contrast normalization and/or
neural encoding of stimulus power) oﬀers a single model
which potentially explains contrast discrimination and
contrast perception, and is consistent with the responses
of V1 neurons. Multiplicative noise is also known to explain
aspects of area summation (McIlhagga&Paakkonen, 1999),
eﬀects of contrast on vernier stimuli (McIlhagga &
Paakkonen, 2003), and has been used in models of visual
learning and attention (Dosher & Lu, 1999). A principled
combination of these various models promises to oﬀer a
comprehensive theory of early visual performance.Appendix A
Section 2.4 introduces the summation equation
T sum ¼ 1=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1=T 2light þ 1=T 2dark
q
. In this appendix, the equa-
tion is derived.
Assume there are two detection or discrimination chan-
nels. The response ri of channel i is given by ri = gi c + ei
where gi is the gain and ei is gaussian noise with unit vari-
ance (note that if the variance is not 1, we can just rescale
the response and gain so that it is). Assume the noise in
the two channels is uncorrelated. In the case of discrimina-
tion, the response ri is the incremental response and c is the
incremental contrast, and the nominal gain will depend on
the background contrast. The threshold for channel i alone
occurs at a contrast Ti such that Ti = k/gi. The value of k
determines the probability correct at the threshold.
Consider the optimal summation of these two channels,
in the sense of maximizing the signal-to-noise ratio. Since
the noise is gaussian, the optimal summation is linear, with
response rsum = w1r1 + w2r2, where wi is the weight
attached to the ith channel. Because the noise in the two
channels is uncorrelated with equal variance, the weights
are just proportional to the channel gains. In addition, if
we normalize the weights so that w21 þ w22 ¼ 1, then the
ideal summed response is just rsum ¼ ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g21 þ g22
p
Þcþ e,
where e is gaussian noise with unit variance. The threshold
for the summed response is attained at a contrast Tsum such
that T sum ¼ k=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g21 þ g22
p
. The value of k is the same as in
the single channel case, since it just determines the thresh-
old probability correct.
The gain gi is, from the single channel threshold, given
by gi = k/Ti. Substituting this into the threshold equation
for the summed channel gives
T sum ¼ k=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
k2=T 21 þ k2=T 22
q
from which the summation equation in Section 2.4 follows.
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