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Decomposition analysis is an important systems analytical tool that has been widely 
applied in energy and environmental studies during the past two decades. A variety of 
methods have been proposed and empirical studies for a wide spectrum of countries 
have been reported.  
This thesis focuses on some methodological issues of decomposition analysis. 
Literature review of index decomposition analysis (IDA) concerning energy and 
environmental studies is presented based on 172 studies. With many new studies 
reported after 1999, this review brings the survey of Ang and Zhang (2000) up to date. 
In IDA studies, a number of methods have been proposed by researchers but there still 
exist several methodological problems in the literature. First, there is a requirement 
for consistency in aggregation to allow for estimates for sub-groups to be aggregated 
in a consistent manner to a higher aggregation level. However, this property has not 
been discussed in detail in the literature. Second, when zero and negative values 
appear in the data set, we require zero-negative value robust methods. Third, the 
residue term in decomposition is a main problem leading to difficulty in result 
interpretation. Thus, work related to perfect decomposition methods which leave no 
residue in the result is an important one. Fourth, although many researchers have 
mentioned the similarities and differences between IDA and structural decomposition 
analysis (SDA), there has been no study that attempts to integrate these two 
techniques.   
 xiv
The objective of this thesis is to study the problems raised above. We propose 
the log-mean Divisia method I (LMDI I) that is proved to be perfect in decomposition 
and consistent in aggregation. Using this method to consolidate results in multi-level 
decomposition analysis, we would obtain the same results as those using single level 
analysis.  
In order to solve the zero-negative value problem, we propose the modified 
Fisher ideal index (MFII) method in both the multiplicative and additive forms. 
Moreover, it is perfect in decomposition. The advantages of using MFII are illustrated 
using a case study which contains negative values in the data set.  
Since Ang and Choi (1997) proposed the first perfect decomposition method, 
known as log-mean Divisia index method II (LMDI II), there have been several more 
perfect methods proposed in the recent years. These include the refined Laspeyres 
index (RLI) proposed by Sun (1998), Mean-rate-of-change index (MRCI) proposed 
by Chung and Rhee (2001) and Shapley value proposed by Albrecht et al (2002). 
Together with the LMDI I and MFII methods proposed in this thesis, there are six 
perfect methods available. The properties of these methods are compared and 
illustrated with application studies. 
IDA is developed from index theory of economics while SDA is based on 
input-output table from statistics. We compare IDA and SDA in terms of the basic 
principle, historical development and applications. Their strengths and weaknesses are 
discussed. An integrated model (IM) that incorporates the desirable properties of both 
techniques is proposed.  
 xv





This thesis focuses on the methodological issues of decomposition analysis, with 
particular reference to their applications in energy and environmental studies. In this 
introductory chapter, the concept of decomposition is presented first, which is 
followed by examples and problems in energy and environmental study areas. The 
structure of the thesis and its contributions are also highlighted. 
 
1.1 Introduction to Decomposition Analysis 
Basically, decomposition analysis is a research topic involving systems analysis and 
economics. Here, we introduce it from these two viewpoints. 
 
1.1.1 Decomposition methodology and systems analysis 
Systems analysis is the process that produces the system specification, thereby 
establishing the engineering basis for subsequent system design (Benjamin, 1998). It 
applies to analysis of systems, their characteristics and their performance. As such, 
systems analysis becomes part of the design process, using techniques like optimal 
control theory and numerical analysis. There are many numerical analysis 
methodologies adaptable for different application situations.  
From the viewpoint of analyzing direction, numerical systems analysis can be 
classified into two groups: top-down and bottom-up approaches. As illustrated in Fig. 
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1.1, top-down and bottom-up approaches are groups of methodologies in reverse 
directions (Benjamin, 1998).   
 
System definition
and characteristics System overview











 Figure 1.1 System development process 
 
Normally, top-down methodologies begin from the start point of the whole 
system and analyze the system into the components or effects. Before conducting the 
top-down methodologies, the main characteristics and functions should be known or 
 2
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defined. System analyzing methodologies could be used to find the numerical 
relationship between the components and the whole system.  
Based on the analyzing results, top-down methodologies can provide 
suggestions to improve and design the system from the level of components. We may 
consider decomposition as one of the top-down methodologies.  The methodology 
includes the procedures from system definition and characteristics to functional 
definition to effects definition and calculation. The main objective is to quantify the 
driving forces impacting on the system. Based on the decomposition results, 
improvement can be made on each of the effects and thus its impact on the whole 
system. Decomposition analysis that is included in the box drawn in dotted lines in 
Fig. 1.1 is the main concern of this thesis. 
On the other hand, bottom-up methodologies begin from the components of 
the system and look for the characteristics of the whole system. From the statistical or 
analytical rules, the system parameters can be distinguished and represent as the 
system characteristics.  
As one of the top-down methodologies, decomposition analysis can quantify 
the effects of the components that are impacting on the system. The basic assumption 
of decomposition is that the main characteristics of the system are known already. It 
means that we know the function of the system before we conduct the analysis. Based 
on the information of the system, we can get the quantified decomposition results of 
different components (Benjamin, 1998). Decomposition assumes a cause and effect 
relationship between the inputs to the system and its output, as shown in Fig. 1.2.  
Assuming the cause and effect relationship is constant, decomposition methodology 
can quantify the amount of each effect that impacts on the system (Spyros et al., 1978). 
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Figure 1.2 Explanatory or causal relationship 
 
Fig. 1.3 illustrates decomposition input-output procedure. Before the analysis, 
the structure of the system, i.e. the cause and effect relationship is already known. 
However, the impacts of different variables are not known. In order to find the effect 
of each variable, decomposition analysis utilizes the data available to conduct the 
analysis. By analyzing these multi-dimensioned data, the effect of each variable is 
quantified. The decomposition procedure is established on the basis of the cause and 
effect relationship so that the system is transparent.  
From the dictionary, a definition of the word “decompose” is “to separate into 
components or basic elements”. There are many types of decomposition analysis in 
various fields based on this definition. In this thesis, we focus on decomposition 
methodologies issues that deal with top-down analysis with particular reference to 
their application to energy and environmental studies. By estimating the impact of 
each variable on the system, decomposition analysis is useful in improving our 
understanding of the system. 
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Figure 1.3 Decomposition analysis input-output procedure 
 
 
1.1.2 Decomposition analysis and economics theory  
Economic theories propose to identify quantitative relations between variables 
describing economic behavior in society based on observations of the past. These 
relations are always utilized to explain social economic phenomenon. With similar 
function as economics theories, decomposition analysis distinguishes itself by 
separating the effects impacting the aggregate indicator into disaggregate level, 
distinguishing relationships between different indicators, thus providing information 
for policy adjusting. 
The basic scenario of decomposition analysis is breaking down the complicate 
aggregator into easy-to-understand and clearly-defined effects. It utilizes the basic 
economics theories, especially the ‘index theory’, which is the core of price and 
quantity economics.  
 
1.2 Energy and Environmental Indicators  
Energy is important to the operation of an industrialized economy. From the 
viewpoint of the energy-economic system, several factors impacting on energy 
consumption can be identified. However, definite allocation of the changes in 
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consumption figure is difficult and sometimes contradictory. This is due to the fact 
that available data are highly aggregate and thus lack direct relation to physical laws. 
Hence, decomposing the highly aggregated indicators to understandable effects has 
become an active area in energy research.  
Decomposition analysis is developed to satisfy this requirement, in order to 
understand the evolving pattern of energy use. By controlling the most significant 
impacts, energy policy makers may determine ways of saving energy without 
damaging economic development. Analyzing the evolving pattern of energy use can 
be conducted from several points of view. Production structural shift is one of them. 
We give simple examples for energy and environmental problems that application of 
decomposition analysis has been found to be useful in the following sections. 
 
1.2.1 Energy problems: a simple example 
Studies related to the use of the decomposition methodology to quantify the impact of 
structural shift in industrial production on industrial energy consumption can be traced 
back to the early 1980s. From that time, energy researchers began to study the 
relationship among the aggregate energy use ( ), aggregate industrial output (Y ), 
aggregate industrial intensity (
Et t
ttt YEI /= ), sectoral energy intensity ( ) and sectoral 
output (Y ) where t is time variable. They recognized that changes in the mix of 
industrial production ( ) could have a major impact on the aggregate 
energy intensity ( ) of industry given by the ratio of total industrial energy 
consumption to total industrial output. This type of change in the production mix, later 
recognized as structural effect, arises because energy intensity varies among the 
various sectors of industry. Given a certain level of total output, the total energy 
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industry. A simple example is presented in Table 1.1. In the table, the sectoral energy 
intensity is the same from year 1 and year 2 in each sector in order to eliminate the 
sectoral intensity effect. From the table we can see how a major reduction in the iron 
and steel industry, with a compensating increase in the “other industry”, leads to a 
substantial decrease in the aggregate energy intensity for industry as a whole from 1.0 
to 0.66 TOE/$1000 even though the sectoral energy intensities of both sector remain 
unchanged. In order to present the aggregate energy intensity change, we may use 
difference change between two time points (t = T and t = 0) 0III Ttot −=∆ = 0.66 - 
1.00 = -0.34 TOE/$1000, or use ratio change 0I/IDI Ttot =  = 0.66 / 1.00 = 0.66. In 
the difference change, the unchanged sectoral intensity ( intI∆ ) has no effect on the 
aggregate intensity and the structural effect ( strI∆ ) is 0.34 TOE/$1000. Totally, we 
have intstrtot III ∆+∆=∆ .  On the other hand, in the ratio change, the unchanged 
sectoral intensity has no effect, i.e.  = 1, and, the structural change has an effect 
of 0.66. In total, we have 
intDI
intstrtot DIDIDI ⋅= . 
 
 
Table 1.1 Effects of structural change in industrial energy use in a country: a simple example 
 














TOE $1000 TOE/$1000 TOE $1000 TOE/$1000
Iron and Steel 60 20 3.0 30 10 3.0 
Other industry 40 80 0.5 70 140 0.5 
Total 100 100 1.00 100 150 0.66 
Note:  TOE: Tones of oil equivalent. 
 
 
Besides structural effect and energy intensity effect, there are several other 
effects that can impact on the aggregate energy intensity, which is an important 
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descriptive indicator of energy efficiency.  Decomposition analysis has been used to 
quantify the impacts of these effects. 
 
1.2.2 Environmental problems: a simple example 
There is now an almost unanimous agreement that the emissions of “greenhouse” 
gases contribute in an essential way to the change of the global climate. This climate 
change will have far-reaching consequences for all life on Earth. The main cause is 
CO2 emissions, mainly produced from the burning of coal, oil and gas (the fossil 
fuels), and the non-renewable use of biomass. Thus, there is a need to analyze the past 
pattern of CO2 emissions and research on the future policy. While the total CO2 
emission change is a highly aggregate indicator, we could decompose it to give the 
underlying effects. Table 1.2 gives a hypothetical example for the emission problem. 
The data in Table 1.2 are based on those in Table 1.1. Suppose each sector in 
Table 1.1 uses two types of fuels: oil and coal. From year 1 to year 2, the amount of 
total energy consumption is unchanged (i.e. both are 100 TOE). However, the overall 
CO2 emission increases from 362.2 tones of carbon dioxide (TCO2) to 380.6 TCO2. 
From analysis on Table 1.1, we know that the change of CO2 emissions may due to 
changes in the industrial output, production structure, sectoral energy intensity, and 
fuel mix. In order to quantify their impacts respectively, decomposing the aggregate 
CO2 emissions to the intended effects is needed. 
Besides CO2 emission that is leading to “greenhouse” effect, other gas 
emissions have impacts on the environmental contamination problem. For example, 
SO2 and NOx are some of the gas emissions highly related to atmosphere 
contamination. Decomposing these aggregate gas emission indicators is also useful in 
environmental policy analysis and has therefore become one of the environmental 
research areas. 
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Table 1.2 A simple example: energy-related CO2 emissions in a country 








TOE TOE TCO2 TOE TOE TCO2 
Iron and Steel 20 40 221 10 20 110.5 
Other industry 20 20 141.2 10 60 270.1 
Total 40 60 362.2 20 80 380.6 
Note: Figures are derived from Table 1.1 by multiplying the fuel consumption by their respective CO2 




1.3 Decomposition Methodologies 
By decomposition analysis, sources of changes in an aggregate variable/indicator are 
quantified. Many methodologies have been developed for such a purpose. Generally, 
we can classify decomposition methodologies in several ways. From the indicator 
type, we can classify them into multiplicative and additive methods. From the model 
type, we can classify them into index decomposition analysis (IDA), structural 
decomposition analysis (SDA), shift share analysis (SSA), growth accounting analysis 
(GAA), etc.  
 
1.3.1 Multiplicative and additive forms of decomposition methodologies 
A decomposition methodology can adopt either an additive or a multiplicative 
mathematical form. The additive form of decomposition decomposes the difference 
change of an indicator (I) between time 0 and time T into a number of determinant 
effects: 
rsdnTtot IIIIIII ∆+∆++∆+∆=−=∆ L210   (1.1) 
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where , ,…, are the estimated impact of effect 1, 2, …, n respectively. In 
this case, all the items, including the aggregate being decomposed, have the same unit 
of measurement. Depending on the method used, the summation of all the estimated 
effects may not equal to the total effect, there is therefore a residue term . 




The multiplicative form of decomposition decomposes the ratio change of 







where , , …, are the estimated impacts of effects 1, 2, …, n respectively. 
In this case, all the terms are given in indices. The result of all the estimated effects 
may not equal to the total effect and there is a residue term . Decomposition is 





1.3.2 Decomposition models 
From the view of model type, decomposition methodologies can be classified into 
index decomposition analysis (IDA), structural decomposition analysis (SDA), shift 
share analysis (SSA), growth accounting analysis (GAA), etc. IDA has been used to 
assess the driving forces or determinants that underlie the aggregate socio-economic 
indicators, using methodology based on index number theory while SDA uses 
information from input-output tables. SSA has been widely used in decomposing 
employment growth (or decline) in a region over a given time period while GAA 
breaks down economic growth into components associates with inputs. Among them, 
IDA and SDA are widely used in energy and environmental fields.  
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Index decomposition analysis (IDA) 
Using principles borrowed from the index number theory, IDA is essentially an 
analytical tool designed for quantifying the driving forces influencing changes in an 
aggregate indicator. Though some early studies mentioned Laspeyres or Passche or 
both indices in decomposition, it was not until the late 1980s when Boyd et al. (1988) 
pointed out that decomposition analysis problems in the energy literature are similar 
to the index number problems in economics. In a slightly earlier paper, Boyd et al. 
(1987) took a notable step by introducing the Divisia index for decomposition. In a 
refinement of Divisia index method for decomposing industrial energy consumption, 
Liu et al. (1992) transformed the Divisia integral path problem into a parameter 
estimation problem and proposed the adaptive weighting Divisia method. Based on 
Liu’s findings, Ang (1995) incorporated all previous decomposition into a framework 
termed general parametric Divisia methods. It may be said that the index-based 
decomposition methodology was then formally acknowledged by researchers. At the 
same time, several other methods were introduced by researchers. Ang and Zhang 
(2000) have done a survey for IDA studies before 1999 and provided valuable 
information for further study. 
 
Structural Decomposition Analysis (SDA) 
SDA began with Leontief’s article of “Quantitative input-output relations in the 
economic system of the United States” published in 1941, representing by the input-
output (I-O) table. Beginning in 1958, additional tables were constructed, at 
approximately 5-year intervals, by the Bureau of Economic Analysis of the US 
Department of Commerce. World War II accelerated the development of I-O analysis 
so that I-O tables were included in many countries’ accounting systems. Today, I-O 
analysis has become a major branch of quantitative economics. Together with the 
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development of I-O analysis, SDA has been applied in many fields, including energy 
and environmental areas. Hoekstra and van den Bergh (2003) have compared IDA and 
SDA from their fundamental differences and similarities, using an illustrative example.  
 
Other decomposition methodologies 
In addition to IDA and SDA, there are several other decomposition methodologies 
such as shift share analysis (SSA) and growth accounting analysis (GAA). SSA is 
widely used in labor economics and regional science, not only as a tool for analyzing 
the past evolving pattern of employment fluctuation and regional growth, but also as a 
forecasting technique for projecting future trends. Details may be found in Perloff et 
al. (1960) and Stevens and Moore (1980). GAA investigates the contributing factors 
of economic growth in a similar way, but with an emphasis on productivity effect. 
(See Kendrick, 1961, and Jorgenson et al, 1987). 
Fig. 1.4 provides a picturesque description of relationship among different 
methodologies and models. IDA takes the forms of both multiplicative and additive 
decompositions, while other methodologies are generally limited to additive 
decomposition only. Because we focus on the energy and environmental analysis 
rather than the economy accounting analysis, we shall concentrate on IDA and SDA 
in our study.  
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Figure 1.4 An overview of decomposition methodology 
 
1.4 Structure of the Thesis  
This thesis focuses on the methodological issues of decomposition analysis, and uses 
relevant empirical studies to present the application of IDA and SDA methods. It 
comprises 9 chapters. Fig. 1.5 summarizes the scope and the main contents of each 
chapter.   
Chapter 2 presents a literature survey of index decomposition analysis (IDA). 
As mentioned before, Ang and Zhang (2000) have done a comprehensive survey with 
a total of 124 publications on IDA before 1999, including some SDA studies. Since 
then, the number of studies has increased markedly and there have been important 
new developments both in the methodology and application aspects. Related research 
has continued until today with more and more reported studies every year. 
Decomposition analysis becomes a useful and popular tool not only in 
industrial energy demand analysis but also in energy and environmental analysis in 
 13
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general. Also, the analysis has been used in physical flows such as materials in 
industry.  In the last three years, there have been substantially more studies dealing 
with “perfect” methodological issues as well as application issues. The survey in 
Chapter 2 will bring the survey of Ang and Zhang (2000) up to date. Because of the 
different nature of SDA, we separate the SDA studies from this survey and include 
them in Chapter 7. 
In Chapter 3, we will introduce the linkages between index numbers theory 
and IDA, based on both multiplicative and additive decomposition methodologies. 
Eight methods and their formulae will be presented and compared. Several application 
cases are used to illustrate the differences among them.  From the comparison, it may 
be seen that all the eight methods have their respective strengths and weaknesses. The 
choice of method will depend on the problem studied, in particular the number of 
factors in the formulation and the data pattern. Dealing with different problems, some 
methods with good properties may have advantages over the others. We provide the 
selection criteria for reference of related analysis.  
In Chapter 4, the property of consistency of aggregation will be studied. It 
allows estimates for sub-groups to be aggregated in a consistent manner. One of the 
problems of traditional decomposition methods is that using data given in different 
levels of disaggregation leads to quite different decomposition results. Researchers are 
keen to find a way that can aggregate the result at different levels to give consistent 
decomposition results. A new method named log-mean Divisia index method I (LMDI 
I) having this property is presented. It is superior to many other methods because of its 
consistency in aggregation and leaving no residue in the result. In this chapter, two 
case studies on energy-related CO2 emissions are presented. 
In Chapter 5, another new IDA method called the modified Fisher Ideal index 
method (MFII) is presented. It has the desirable properties of being robust to zero-
 14
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negative values and leaving no residue in the results. In order to make the 
decomposition “perfect” by leaving no residue, the logarithmic mean methods are 
popularly used. However, with negative values included in the data, these methods 
cannot be utilized easily. MFII is proposed to meet this challenge because it does not 
have any logarithmic term. Both its multiplicative and additive forms are presented to 
be zero-negative values robust and perfect in decomposition. Advantages of MFII are 
illustrated by a case study which contains negative values in the data set. 
In Chapter 6, perfect methods in the literature are presented, including LDMI I 
and MFII. Their properties are described and compared, with a numerical example. 
Since the first “perfect” decomposition method log-mean Divisia index method II 
(LMDI II) proposed by Ang and Choi (1997), there are several more perfect methods 
proposed in the recent years. Sun (1998) proposed a “complete” decomposition 
method based on principle of “jointly created and equally distributed principle”. This 
method is in additive form and is named “refined Lapeyres method (RLM)” by Ang 
and Zhang (2000).  Ang et al (1998) proposed an additive log-mean method which 
also gives perfect decomposition. More recently, Ang and Liu (2001) proposed the 
LMDI I which also possesses this property (Chapter 4). Chung and Rhee (2001a) 
introduced the mean rate-of-change index (MRCI) which leaves no residue in the 
decomposition result. Albrecht et al (2002) presented a decomposition technique 
based on the Shapley value that is proved to be exactly the same as RLM (Ang et al, 
2003). As we shall describe in Chapter 5, MFII is another new perfect decomposition 
method. In Chapter 6, we shall classify and compare all these perfect methods. From 
the study, we find that MFII in additive form is exactly the same as the method 
proposed by Sun (1998) and the Shapley method. Thus, the multiplicative form of 
MFII can be an extension of these methods.  
 15
Chapter 1                                                                                                 Introduction 
From the studies of IDA, we may find that the IDA is very flexible in 
application. However, because it is only capable of decomposing the sectoral level 
information, it cannot explain the complex input-output relationship of economy. In 
order to allow it to analyze more complex problems, we shall extend the research 
scope to structural decomposition analysis (SDA), which is often used to study 
economic structure change based on input-output tables. In Chapter 7, comparisons 
between IDA and SDA are made from several viewpoints. First, we shall present a 
literature survey focusing on SDA and describe its development. This survey includes 
more than 40 studies in SDA, which will be introduced. We then describe the main 
differences and similarities between IDA and SDA. Their strengths and weaknesses 
are presented.  
In Chapter 8, we integrate the IDA and SDA to obtain a decomposition 
methodology that possesses their good properties. We call it the integrated model (IM). 
It uses input-output table as well as provides reliable results by applying perfect 
decomposition developed in IDA. Example is given to present the bridge and 
integration of the two branches of decomposition methodology, making 
decomposition analysis a more complete research topic.  
Chapter 9 gives the conclusion of this thesis as well as potential future 
research topics. 
 16
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1. Introduction
2. Literature review of IDA
5. Modified Fisher Ideal
Index (MFII) method
3. Index numbers and IDA
4. Consistent in
aggregation in IDA
6. Perfect IDA methods
7.  Comparisons between
IDA and SDA
8.Integration of IDA and
SDA
9. Conclusions
Figure 1.5 Structure of the thesis 
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Chapter 2 
Literature Review of Index  
Decomposition Analysis  
 
2.1 Introduction 
As mentioned in Chapter 1, decomposition analysis was first used in the late 1970s to 
study the impact of changes in product mix on industrial energy demand. Since then, 
significant progress has been made in both the methodological and application aspects. 
There are some literature reviews. Huntington and Myers (1987) listed only eight 
studies in their survey on application of decomposition methodology in energy while 
Ang (1995) found a total of 51. Focused on methodology issues, Ang and Zhang 
(2000) conducted a comprehensive survey with a total of 124 studies. Index 
decomposition analysis is the main objective of this survey with 109 out of the 124, 
where the other 15 are SDA studies. Since then, more decomposition methods 
especially perfect methods have been proposed. There has also been an expansion to 
other application areas. In order to be more specific in the methodology issues, in this 
chapter, we shall focus on IDA literature survey and leave the SDA to Chapter 7. 
Paying attention to the recent developments of IDA in both the methodology and 
application aspects, we bring the literature survey of Ang and Zhang (2000) up to date 
and provide valuable information for researchers, analysts and policy makers. 
In this chapter, we first introduce the basic forms of IDA. Because the detailed 
formulae of different methods of IDA would be introduced in Chapter 3, we only 
describe two representative basic forms: the Laspeyres method (LM) and Divisia 
 18
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method (DM). We group the past studies into these two classes and “others”, which 
are the other methods not in the LM or DM form. Following that, we list the studies 
chronologically. The development and current status of IDA research are reviewed.   
 
2.2 Basic Forms of IDA 
As mentioned in the previous chapter, IDA is sourced from index number theory, 
which is a branch of economics. In index theory, one type of index number denotes 
one way of weighting the price and quantity changes. While there are over 100 index 
numbers ever appeared in economics research (Fisher, 1972), there could be over 100 
corresponding IDA methods. However, many have never been used by researchers 
and are insignificant. In this section, we begin by presenting the decomposition theory. 
Also, some indicator types are described. 
 
2.2.1 Decomposition theory 
Assume that there are n factors X1, X2, …Xn that can impact on indicator Z. All these 
variables may change over time t and the relationship among them is described by 
derivable function f: 
( ) ( ) ( ) (( tX,...,tX,tXftZ n21= ))  (2.1) 
As mentioned in Chapter 1, the indicator change of Z from year T-1 to year T 
can be expressed in two forms: additive and multiplicative. We discuss them 
respectively. 
 
Additive form  
( ) ( )1−−=∆ TZTZZ  
( ) ( ) ( )( ) ( ) ( ) ( )( )1,...,1,1,...,, 2121 −−−−= TXTXTXfTXTXTXf nn   (2.2) 
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Thus, from year T-1 to year T, the additive change of Z can be estimated by: 
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where dX1, …, dXn terms are integrated separately from the partial derivatives 
(replaced by weights w1 to wn) under certain conditions (Liu et al, 1992) and  is the 
relevant partial derivative at time t.  
t
iw
Eq. (2.5) shows that integration of the partial derivatives leads to a parametric 
weight function that lies between the value of the partial derivative in time T-1 and T.  
 
Multiplicative form 
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Because both the additive and multiplicative forms are based on arithmetic 
weighing index numbers, we classify them into the Laspeyres method. Ang (1995) 
showed another possible way of decomposing variable Z in log mean which uses 
logarithm weighing index numbers. We refer to this form as the Divisia method. 
Conceptually, the Divisia index is defined as “a weighted sum of growth rates, where 
the weights are the components’ share in total value, given in the form of a line 
integral” (Ang, 2002). For simplicity, we use the Divisia index to denote the line 
integral index as well as the log mean form index.   
We can use a simple function Z=X1X2 to illustrate the decomposition forms 
with the so-called Laspeyres and Divisia methods with only two determinants.  The 
framework of decomposition can be presented in four forms as shown in Table 2.1. 
The choice of the specification of the variable is dependent on the research goals. 
Normally there are more than 2 determinants that impact on the variable Z. These 
determinants can be similarly dealt with as in Table 2.1.  
In order to illustrate the decomposition methodology, we use the aggregate 
energy intensity decomposition to illustrate two basic and widely used decomposition 
methods: Laspeyres index method (LM) and Divisia index method (DM) in the 
section that follows. 
 
Table 2.1 A summary of the formulae of decomposition 
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2.2.2 Formulas for LM and DM 
Assume that the total or aggregate energy consumption in industry is the sum of 
consumption in m different industrial sectors (e.g. food, textiles, metal products, etc.). 
For time t, the energy consumption can be expressed in the form 





















where ,  are total and sector i industrial energy consumption respectively and 
where ,  are total and sector i industrial production respectively. 
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titit SYY ,, ) ttiti YYS /,, = .  is energy intensity 
for sector i where  I = / . Then, the aggregate energy intensity can be 
presented as 
tiI ,













,,        (2.8) 
We assume that from time 0 to time T, the aggregate energy intensity changes 
from  to . This change can be decomposed multiplicatively as 
 or additively as
0I TI
rsdstrintTtot DIDIDII/ITI == 0 rsdintstrTtot IIIIII ∆∆∆∆ ++=−= 0  
where subscript tot denotes total intensity effect, str, int and rsd denote sectoral 
intensity effect, structure effect and residue, respectively.  
 
Laspeyres index method (LM) 
Laspeyres price index and quantity index (proposed by Laspeyres, 1871) are among 
the first and widely used index numbers and the Laspeyres index decomposition 
method is derived from Laspeyres index numbers. The basic idea is to isolate the 
impact of a certain variable to the variation of an aggregate indicator by letting the 
impacting variable to change while holding all the other variables unchanged. For 
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instance, in order to calculate the impact of sectoral energy intensity on the aggregate 
energy intensity from time 0 to time T, we keep the structure item  to the value in 
time 0, i.e.  and let sectoral energy intensity items change from  to . In the 




























0  (2.10) 
( strinttotrsd DIDITIDI /= )
)
 (2.11) 


























0  (2.13) 
( strinttotrsd IIII ∆+∆−∆=∆  (2.14) 
From the above, we can see that the LM is intuitive and easy to understand. 
However, there is residue term in both the multiplicative and additive forms.  
 
Divisia method (DM) 
The Divisia index is an integral index number developed by economists in their 
searches for ideal index numbers (Divisia, 1925). It has been widely applied in the 
decomposition of energy and environmental indicators after introduced by Boyd et al. 
(1987). The main idea of Divisia decomposition method is taking the integration from 
period 0 to period T. Differentiating Eq. (2.11) with respect to time t and dividing both 
sides by , yields tI
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1  (2.15) 
Transforming this equation, we have 





















Integrating Eq. (2.16) gives the Divisia formula: 




























Under the framework of Divisia IDA, our task is to look for an appropriate . 
Boyd et al (1987,1988) proposed that 
iw
( ) 20 /www T,i,ii +=  where and are energy 

































  (2.19) 
The residue term is given by 
( )strinttotrsd DIDI/TIDI =   (2.20) 
Corresponding to the multiplicative Divisia index decomposition, Ang (1994) 
















































=∆  (2.22) 
( strinttotrsd IIII ∆+∆−∆=∆ ) (2.23) 
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The LM and DM represent two basic forms of IDA. Based on these two forms, 
researchers proposed many alternative methods (see, Ang and Choi, 1997, Ang and 
Liu, 2001). Here, we only use a simple example to present the basic forms.  
For simplicity, we use LM to include the Laspeyres method (base year 
weights), Passche method (terminal year weights), Marshall-Edgeworth method 
(mean of base and terminal year weights) and refined Laspeyres method (weighting 
based on jointly created and equally distributed principle, see Chapter 3 for details). 
We use DM to include integral IDA, i.e. all logarithmic mean methods and integral 
methods. Here, all methods that are not based on these two are classified as “others”. 
 
2.2.3 Indicator type: quantity, ratio and elasticity 
Energy related indicators describe the links between energy use and human activity in 
a disaggregated framework. In the decomposition literature, there are three types of 
indicators: quantity, ratio and elasticity.  
 
Quantity indicators 
Quantity indicators are absolute quantities with simple units. For instance, aggregate 
energy consumption and total gas emissions are quantity indicators that may have 
units like tons of equivalent oil and tons of carbon. Quantity indicators are direct 
description of matters and have the advantage of ease of understanding. Normally, 
additive decomposition separates a quantity indicator into several effects that have the 
same units.  
For example, we have introduced the energy consumption indicator 








0Ttot EEE −=∆ . Here, if we assume quantity indicator and  are measured by TE 0E
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tons of equivalent oil (TOE), then totE∆ is also a quantity indicator which is measured 
by TOE. We may decompose  into three effects as follows totE∆
rsdintstrprotot EEEEE ∆+∆+∆+∆=∆  (2.24) 
where  is the total energy consumption change, totE∆ proE∆ , strE∆  ,  and 
are the decomposed production effect, structure effect, intensity effect and 
residue which are defined in Section 2.2.1. The three effects also have the same units 






A ratio indicator is defined as ratio of two quantity indicators and has a composite unit. 
For example, energy intensity, gas emission intensity and per capita energy 
consumption are typical ratio indicators. We use the aggregate energy intensity 
indicator as an illustration. 
Applying additive decomposition we can decompose the aggregate energy 
intensity into intensity effect and structure effect. As defined in section 2.2.1, we have  
rsdstrintTtot DIDIDII/ITI == 0  (2.25) 
where  is the total energy intensity change, , , and are the 
decomposed intensity effect, structure effect and residue which are defined in section 
2.2.1.  They are in relative measures with no unit. 
totTI intTI strTI rsdTI
 
Elasticity indicators 
 There is another kind of indicator named energy elasticity or energy coefficient, 
which has seldom been used in decomposition studies. Since energy coefficient is the 
ratio between the growth rates of energy consumption and gross domestic production 
(GDP), it can be decomposed by additively decomposing the change in energy 
 26
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consumption. Ang (1995b) and Ang and Lee (1996) are among the applications of 
energy elasticity decomposition.  
 
2.3 Review of IDA  
In this literature review, a total of 172 studies using IDA have been collected and 
summarized in Table 2.2. Table 2.2 provides information from 3 angles: application, 
methodology and findings. From the angle of application, the table includes 
country/region under studies, study time period and application area (energy demand, 
gas emission or others). From the angle of methodology, the table includes indicator 
type (quantity, ratio or efficiency) and decomposition scheme. From the angle of 
finding, the table includes main effects (energy efficiency, GDP, Structure, Price, Fuel 
structure and others). By application area, energy demand and gas emission are 
subdivided into industry energy demand and others. By decomposition scheme, these 
172 studies are subdivided from three points of view. From the view of approach, they 
are classified as multiplicative and additive forms. From the view of method used, 
they are classified as LM, DM and Others. From the view of residue term, they are 
classified as perfect or not perfect method.  
There are eight main columns in Table 2.2: study name, year of publication, 
country/region, number of sectors, study time period, application area, indicator type, 




The number of studies reported per year is plotted in Fig. 2.1 which shows an 
increasing trend. However, it should be noted that the number of studies in 2003 is 
incomplete. 
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The two major application areas are energy demand and gas emission analysis. 
Using the classification in Ang and Zhang (2000), we get Table 2.3 for application 
areas by period. From the table, we may see there is a large amount of increase of 
“other” gas emission studies in 1990’s. This may due to the increasing attention on 
“Green House Effect” caused by gas emissions.  Fig. 2.2 illustrates the trend of the 














































Figure 2.1 Number of IDA studies per year and the trend 
 
From the data in Table 2.3 and Fig. 2.2, we can see that the percentage of 
industrial energy demand has the trend to decrease while energy related gas emissions 
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Table 2.3 IDA studies by application area and time period 
 Energy demand Gas emission 
Year Industry Others Industry Others Others 
<1980 2     
1981-1985 9 3    
1986-1990 12 3    
1991-1995 20 10 1 1  
1996-2000 28 15 17 21 5 
2001-2003 23 4 18 3 6 






















Industrial Energy Demand Other Energy Demand Industrial Gas Emission
Other Gas Emission Other Application Field
 
Figure 2.2 Percentage share of IDA studies by application area over time 
 
2.3.2 Methodologies 
As we have introduced, the indicator used in IDA can be quantity, ratio and elasticity. 
Fig. 2.3 shows the indicator types used in past IDA studies. It illustrates that the ratio 
and quantity indicators are widely applied and elasticity indicator is applied less. At 
the early stage, the main indicator was the ratio, and from 1980s’ onwards, the ratio 
and quantity indicators have been about equal in popularity.  
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Quantity Indicator Ratio Indicator Elasticity Indicator
 
Figure 2.3 Indicators used in IDA studies over time 
 
From the approach aspect, all the studies were using additive approach until 
1985. From 1986, multiplicative approaches have also been adopted. Fig. 2.4 shows 




















Multiplicative Decomposition Additive Decomposition
 
Figure 2.4 Approaches used in IDA studies over time 
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In the method aspect, there have been fewer studies using LM as shown in Fig. 
2.5. After 1997, more and more studies using “other” methods which are different 
from LM and DM. These “other” methods are generally more sophisticated and 






















Figure 2.5 Methods used in IDA studies over time 
 
In the perfect versus non-perfect method aspect, since the first perfect method 
was reported (Ang and Choi, 1997), several new perfect methods have been proposed. 
Fig. 2.6 shows the development of the application of these two categories of methods 
over time.  
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Perfect Method Non-perfect Method
 
Figure 2.6 Perfect or non-perfect methods used in IDA studies over time 
 
2.3.3 Effects studied 
Table 2.2 lists the main effects studied in the past decomposition studies. Most of the 
main findings of these studies are related to the main factors of energy efficiency 
(including energy intensity effect), GDP (production effect), structure, price, fuel shift 
(or named as fuel mix effect) and others. As presented in Table 2.2, most of the 
studies pay attention to energy efficiency and structure effect which are the original 
focus of IDA research from 1970’s. Fig. 2.7 shows the percentages of the main effects 
in different study periods. We can see that intensity and structure effects are always 
the two main effects studied. However, effects besides these two, such as fuel 
structure effect, were studied more and more when IDA was applied to deal with more 
complicated situations.  
 42



















Energy Efficiency Effect GDP Effect
Structure Effect Price Effect
Fuel Structure (Fuel Mix) effect Other Effect
 
Figure 2.7 Main effects of IDA studies 
 
2.4 Summary 
Based on the list of Table 2.2 and above analysis, we may divide the development of 
energy decomposition analysis into three phases. This first one is the introduction 
phase (prior to 1985) where the methods proposed were intuitive and straightforward, 
applications were limited to energy related field only, main findings focused on 
energy intensity and structure effects. In this phase, the benchmark was the utilization 
of Laspeyres Method (LM).  The second one is the consolidation phase (1985-1994) 
where several new methods were proposed, applications were expanded to 
environmental related fields and main findings were extended to more complicate 
effects. The dominant approach of this phase can be represented by utilization of 
Divisia Mehtod (DM). The third one is the further refinement phase (after 1995) 
where more and more perfect methods were proposed and became matured, 
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applications were extended to fields outside energy or environment, effects studied 
were also more versatile and meaningful. This phase was marked by the appearance of 
various perfect methods. 
From the analysis in Section 2.3, we may see that since the review of Ang and 
Zhang (2000), new developments and many more studies have been reported. First, 
more recent studies have wider application areas, such as Hoffrén et al (2001), which 
have extended the decomposition analysis into material flow. Second, several new 
perfect decomposition methods have been proposed within these periods. They are 
proposed from different points of views and give convincible decomposition results. 
Third, versatile effects have been reported and different findings have been drawn 
from those studies. Thus, we may see that since the survey of Ang and Zhang (2000), 
IDA has been progressed quickly in three dimensions in recent years. The first 
dimension is concerned with methodological issues, the second is about application 
extensions, and the third is on extensions of empirical studies. Fig. 2.8 shows these 3-
dimension developments. Area A denotes those recent developments in methodology, 
B on applications, while C on empirical findings. The methodology development and 
application of IDA have been driven by energy researchers since the 1970s. Over 
three decades’ development, energy researchers and analysts have been continuously 
refining and making extensions to the methodology for the unique situations and 
requirements in the energy field. As a result, decomposition analysis has now reached 
a reasonable level of sophistication and its usefulness in energy studies has been 
firmly established.   
Decomposition study is a multifaceted subject, and the developments are the 
collective efforts of researchers and analysts whose backgrounds vary from science, 
 44
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Figure 2.8 Three-dimension developments of IDA studies 
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Chapter 3 




From the survey in Chapter 2, we can see that the development of index 
decomposition analysis (IDA) has gone through a reasonable long process. At the 
earlier stages, researchers did decomposition on an intuitive basis by changing a 
specific variable while keeping others unchanged to obtain the effect associated with 
the variable. The concept is similar to the Laspeyres or Passche index numbers in 
economics.  Though early IDA studies mentioned Laspeyres or Passche or both 
indices, it was not until the late 1980s when Boyd et al. (1988) identified that the 
decomposition problem in the energy literature is similar to the index number problem 
in economics. In a slightly earlier paper, Boyd et al. (1987) took a notable step by 
introducing the Divisia index for decomposition. In a refinement of Divisia index 
method for decomposing industrial energy consumption, Liu et al. (1992) transformed 
the Divisia integral path problem into a parameter estimation problem and proposed 
the adaptive weighting Divisia method. Based on Liu’s findings, Ang (1995) 
incorporated all previous decomposition into a framework termed general parametric 
Divisia methods. It may be said that the index-based decomposition methodology was 
then formally acknowledged by researchers.  
As mentioned in the literature survey in Chapter 2, there are more than 100 
index numbers in the literature of index theory so that there could be a large number 
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of methods in IDA. As a result of the development of index theory as well as IDA, 
more and more methods have been proposed and applied to IDA. As we know, 
different methods utilize different formulae, which lead to different results. The 
decomposition results are method dependent. Thus, choosing an appropriate method 
for a specific study objective is of importance.  
In this chapter, we first introduce index number theory and the definition and 
formulae of some index numbers. From these concepts and formulae, we deduce the 
linkages between IDA and index number theory. We then introduce eight IDA 
methods and compare their properties. Based on the comparisons, some selection 
criteria are established for method selection. One illustrative case and one real case 
are presented.  
 
3.2 Index Number Theory 
3.2.1 Index numbers 
Index numbers have a long history in economics, with some of the most important 
contributions due to Edgeworth, Laspeyres and Paasche, dating back to the late 
nineteenth century. Formulae proposed by Laspeyres (1871) and Paasche (1874) are 
still very commonly used by national statistical offices around the world. The classical 
definition of index numbers goes back to Edgeworth. In 1887-1889 he wrote three 
lengthy memoranda, reproduced in Edgeworth (1925a). Later Edgeworth (1925b) 
gave a concise definition of “index-number” as “a number adapted by its variations to 
indicate the increase or decrease of a magnitude not susceptible of accurate 
measurement”. Similar concept was developed by Bowley (1926) to give the 
definition “index-numbers are used to measure the change in some quantity which we 
cannot observe directly, which we know to have a definite influence on many other 
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quantities which we can so observe, tending to increase all, or diminish all, while this 
influence is concealed by the action of many causes affecting the separate quantities 
in various ways”.   
The magnitude that both Edgeworth and Bowley had in mind was the general 
price level or the value (purchasing power) of money based on non-observable 
quantity. According to Allen (1975), the essential feature of the definition is that “it 
makes no attempt to get a measure or indicator of the actual level attained by the non-
observable magnitude.” An index number is limited to the measure of changes in the 
magnitude from one situation to another. The two situations compared are in no way 
restricted; they may be two time periods (e.g. two years), or two situations in a spatial 
sense, (e.g. two regions or two countries), or two groups of individuals (e.g. two 
families or two companies).  
With the application variability of index numbers, they are not strictly 
economic but occur in distantly related subjects ranging from demography to 
technology. Examples are easily found: standardized birth, sickness or death rates, 
crop yields, company profits and family costs. However, because the main uses of 
index numbers are in economics and hence the theory is best developed in an 
economic context. Some economists have conducted surveys on index numbers and 
its theory. Among them, Fisher (1922), Kendall (1969), Allen (1975) are well known 
and give good account of earlier studies. Fisher (1911, 1921, 1922) developed his 
famous test approach, which promoted index numbers as a branch of economics. 
 
3.2.2 Formulae of index numbers 
Index numbers measure changes and changes can be presented in two different ways: 
multiplicative changes and additive changes. Multiplicative change means an index 
number using the ratio of indicators studied in two situations compared while additive 
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change means an index number using difference. Fisher (1922) and most researchers 
focus mainly on ratio index number and its theories, which is now more widely used 
than difference index number. With fewer but not less significant studies, difference 
index number started by Bennet (1920) and Montgomery (1929, 1937), but for various 
reasons, their approach has never prospered. Recently, Diewert (1998) expended the 
theory using difference rather than ratio.  
To explain these two approaches to index number theory, we begin with the 
economic basis of price and quantity. Suppose we have aggregate price and quantity 
information on N commodities for a base period 0 and a current period T. Denote the 
price and quantity of commodity i in period t as  and respectively for 
 and t = 0, T.  Define the period t price and quantity vectors as 
 and 
tip , tiq ,
Ni ,,2,1 L=
],,,[ ,,2,1 tNttt pppp L≡ ],,,[ ,,2,1 tNttt qqqq L≡ . Then the value of the N 








,,        Where t = 0,…, T.  (3.1) 
Based on the definition of commodity value, researchers established index number 
theory using ratio and difference.  
 
Index number theory using ratios 
Fisher (1911, 1922) established the index number theory using ratios as follows: find 
two functions of the 4N price and quantity variables that pertain to the two periods 
under consideration, i.e.  and ( )TT qqppP ,,, 00 ( )TT qqppQ ,,, 00 , such that the value 
ratio for the two periods  is equal to the product of P and Q, i.e. 00/ qpqp TT
( ) ( )TTTTTT qqppQqqppPqpqp ,,,,,,/ 000000 =          (3.2) 
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and the functions P and Q satisfy certain properties that allow us to 
identify  as an aggregate measure of relative price change and 
 as an aggregate measure of relative quantity change. Fisher (1922) 
called these properties or axioms, tests. The function 
( TT qqppP ,,, 00 )
)( TT qqppQ ,,, 00
( )TT qqppP ,,, 00  is called the 
price index and the function  is called the quantity index.  ( TT qqppQ ,,, 00 )
The test approach of Fisher (1922) is to concentrate on finding a functional 
form for P and corresponding Q that satisfy an appropriate set of tests. Difference 
formulae denoting index numbers may satisfy different set of tests while none can 
satisfy all the tests proposed by Fisher at the same time.  
This type of index number theory using ratio provides the basis for 
multiplicative IDA. From Fisher (1922), 134 different formulae can be used to 
calculate index numbers. They can be classified into six types: the arithmetic, 
harmonic, geometric, median, mode and aggregative. In later sections, we only study 
those formulae, which are widely used by analysts. 
 
Index number theory using differences  
 Diewert (1998) conducted a relatively comprehensive study on index number theory 
using difference that provides a counterpart to the ratio. From similar starting point, 
we look for two functions of 4N variables, ( )TT qqppP ,,, 00∆  and ( )TT qqppQ ,,, 00∆ , 
which sum to the value difference between the two periods, i.e. we want and  
to satisfy the following equation: 
P∆ Q∆
( ) ( )TTTTTT q,q,p,pQq,q,p,pPqpqp 000000 ∆+∆=−          (3.3) 
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and the functions P∆ and are to satisfy certain properties or tests that will allow 
us to identify 
Q∆
P∆ as a measure of aggregate price change and Q∆ as a measure of 
aggregate quantity or volume change between the two periods or situations.  
Because of ease of understanding, the additive methodology based on 
differences is more popularly used than that based on ratios in IDA. From Chapter 2, 
more than 70% of IDA studies were conducted based on the additive approach.  
 
3.3 Eight Index Numbers and Decomposition Methods 
In this section, we shall use the energy intensity to illustrate the formulae of 
eight different types of index numbers as well as an integral one. Based on these index 
numbers, eight IDA methods are introduced. This is done on the basis of 
multiplicative and additive approaches. Based on the properties of the base index 
numbers, properties of these eight IDA methods are illustrated and compared. 
Eqs. (1.1) and (1.2) in Chapter 1 give the governing equations for 
decomposing the aggregate energy intensity in the multiplicative and additive form, 
respectively. For a given set of data, application of different decomposition methods 
(i.e. methods formulated differently) leads to different estimates of the terms given on 
the right hand side of the equations. Based primarily on the IDA literature, we shall 
present eight IDA methods based on the economic index numbers shown in Table 3.1. 
Following the standard nomenclature for index numbers and let Pi and Qi denote the 
price and quantity for commodity i respectively. The total value for all commodities is 







X denotes the price index and QX the quantity index, where subscript X denotes 
the different index numbers. A brief description on each index number is given below. 
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Table 3.1  Formulae of eight index numbers and integral Divisia indices 
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The Laspeyres index measures changes over time using the weights for the 
base year (i.e. year 0). It isolates the impact of a factor by letting variables related to 
this factor to change from year 0 to year T while holding the variables related to the 
other factor at their base year values.  
The Paasche index measures changes over time using the weights based on the 
current values (i.e. year T) instead of the past values (i.e. year 0). It can be easily seen 
that the Paasche form is the reciprocal of the Laspeyres form worked backwards.  
The Marshall-Edgeworth index (Marshall, 1923; Edgeworth, 1925) uses the 
average of  and  as weighting in a price index, and  and  as weighting in a 
quantity index. This gives a compromise between Laspeyres and Paasche weights. 
The Fisher ideal index is given by the geometric mean of the Laspeyres and Paasche 
indices (Fisher, 1972) and is also a compromise between these two indices. It is more 
complex than the three indices mentioned above but has some desirable properties 
(see later sections).  
0Q 1Q 0P 1P
The Stuvel index uses the Laspeyres price and quantity index numbers in its 
formulation (Stuvel, 1957). This index is based on the “analytical approach” (Stuvel, 
1989), which decomposes the value ratio into its price and quantity components and it 
also possesses some useful properties.  
The Törnqvist, Vartia I and Sato-Vartia indices adopt the concept of Divisia 
integral index (Divisia, 1925). They take the log-change form and are therefore quite 
distinct from the five indices mentioned above. These three indices differ by their 
weighting schemes. The Törnqvist index, proposed in Törnqvist (1936), uses simple 
arithmetic means of the base and current period value shares as weights. Vartia I 
(Vartia, 1974) and Sato-Vartia (Vartia, 1974; Sato, 1976) are quite similar and they 
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both adopt the “logarithmic average” weights given in terms of the formula L(x,y) 
shown in Table 3.1 (see also Törnqvist et al, 1985).   
Divisia index is a weighted sum of growth rates, where the weights are the 
components’ share in total value, given in the form of a line integral. Because it 
provides a conceptual integral index, we refer it as an index frame rather than a 
specific method in using.  
Eight of the decomposition methods derived from the index numbers 
excluding Divisia index in Table 3.1 in both the multiplicative and additive forms are 
shown in Table 3.2. They are classified into four categories, namely Group 1 (includes 
the Laspeyres, Paasche and Edgeworth forms), Fisher ideal, Stuvel, and Group 2 
(includes the Törnqvist, Vartia I and Sato-Vartia forms).  
Of these eight methods, the Laspeyres index method has been the most widely 
used (see Ang 1995). The earlier decomposition studies, including those mentioned in 
Section 1, were conducted based primarily on the concept of the Laspeyres method. 
Howarth et al (1991) and Park (1992) discussed this approach in detail. The Paasche 
method has not been as widely used and Doblin (1988) is one of the few studies that 
adopted this approach.  
Reitler et al (1987) is one of the first studies that applied the concept of the 
Marshall-Edgeworth form though their formulae are not exactly the same as those 
given in Table 3.2. Thus, in effect, all the three methods in Group 1 have been 
reported in decomposition analysis. 
Since its introduction by Boyd et al (1987), the Törnqvist index method, like 
the Laspeyres index method, has been widely applied in decomposition analysis. It 
has often been called the "Divisia index approach" due to the original index number 
from which it is derived. As a refinement of the Törnqvist form, Ang and Choi (1997) 
proposed the Sato-Vartia form, the first method that gives perfect decomposition. 
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The third method in Group 2, the Vartia I, and the methods based on the Fisher 
ideal and Stuvel indices are the three methods that are proposed for the first time. The 
special feature of these three methods is that they all give perfect decomposition. 
Referred to the formulation in Table 3.2, it can be shown that the additive form based 
on the Marshall-Edgeworth, Fisher and Stuvel indices are the same and that they are 
all the arithmetic average of the corresponding Laspeyres and Paasche indices. 
 
3.4 Some Properties 
The properties of these eight index numbers (exclude Divisia index) are studied using 
the following well-known tests for index numbers: factor-reversal, time-reversal and 
proportion tests (all of which proposed by Fisher, 1972), and aggregation test 
(proposed by Balk, 1996). We also include the zero-value robust test introduced in 
Ang and Choi (1997). A description of each of these tests is given below.  
The factor-reversal test suggests that the product of a price index and a 
quantity index which is derived by using quantities and prices in the reverse order 
should give the same value index. This test emphasizes that the same formula should 
be used for both price and quantity indices. In decomposition analysis, satisfying this 
test ensures perfect decomposition with no residual term. As discussed in many 
studies (for instance, Liu et al ,1992, Ang and Choi ,1997 and Greening et al ,1997),  
existence of residue term in decomposition results always leads to problem of 
interpretation. So, finding perfect decomposition method becomes the objective of 
many recent methodological studies.  In Chapter 6 of this thesis, perfect IDA will be 
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The time-reversal test requires that if the data for periods 0 and T are 
interchanged, the price index (or quantity index) should be equal to the reciprocal of 
the original price index (or quantity index). This means the test requires that the index 
number reckoned forward to be the reciprocal of that reckoned backward.   
Passing the proportionality test means that if all the current period prices are 
multiplied by a positive constant k, then the new index should be equal to the old 
index multiplied by k.  
As defined by Vartia (1976), an index number formula is consistent in 
aggregation, or passes the aggregation test, if the value of the index calculated in two 
stages (i.e. two different levels of disaggregation) necessarily coincides with the value 
of the index as calculated in the ordinary way of a single stage (i.e. at the finer of the 
two levels of disaggregation). Satisfying aggregation test enables statisticians 
analyzing indicators either in one step or multiple steps with consistent results. Thus it 
is one of the most attractive properties requiring further research. We will discuss this 
property in detail in Chapter 4.  
The zero-value robust test is concerned with whether complications would 
arise in the use of an index formula if the data set contains zero values. Thus the index 
is zero-value robust if, say, 0, =TiQ  for some commodity i and yet the formulae can 
still give reasonable price and quantity index values.   
Table 3.3 summarizes the properties of the eight methods with respect to the 
above tests. None of the index numbers can satisfy all the tests. The above tests, as 
defined for price and quantity indices in the multiplicative form, can be directly 
adopted to examine the properties of the multiplicative formulae in Table 3.2. For 
instance, with reference to the notations used in Eq. (3.1), the factor-reversal test 
requires that intDIDIDI strtot =  and the time-reversal test requires that DI0,T = 1/DIT,0, 
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where DI0,T and DIT,0 are estimates of the impact of structural change or that of 
sectoral energy intensity with the data foe period 0 and T interchanged.  
In additive decomposition, the corresponding tests can be similarly derived. 
With reference to Eq. (3.2), the factor-reversal and time-reversal tests, for instance, 
are expressed symbolically as intIII strtot ∆+∆=∆  and 0,,0 TT II ∆−=∆  respectively. 
The properties of the index numbers in Table 3.3 remain valid except in the case of 
the Marshall-Edgeworth form which can be shown to satisfy the factor-reversal test in 
the additive form.  
The above discussions show that each of the eight decomposition methods has 
its specific properties that are closely linked to the index numbers from which it is 
derived. Obviously every method has its strengths and weaknesses and the related 
issues would be of interest to researchers undertaking new decomposition studies.  
 
Table 3.3  Properties of index numbers ("Yes" means passing the test and "No" means failing the test). 
 









Laspeyres No No Yes Yes Yes 
Paasche No No Yes Yes Yes 
Marshall- 
Edgeworth No Yes Yes No Yes 
Fisher ideal Yes Yes Yes No Yes 
Stuvel Yes Yes No Yes Yes 
Törnqvist No Yes Yes No No 
Vartia I Yes Yes No Yes Yes* 
Sato-Vartia Yes Yes Yes No Yes* 
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3.5 An Illustrative Example 
Table 3.4 gives a set of hypothetical data. For simplicity we assume industry consists 
of only two sectors. The aggregate energy intensity dropped from 1.0 in year 0 to 0.9 
in year T. This means, on the average, 10% less energy is needed in year T to produce 
a unit of industrial output as compared to the level in year 0. From year 0 to year T, 
the sectoral energy intensities of Sectors 1 and 2 decrease and the production share of 
Sector 1 (which is six times as energy intensive as Sector 2 in year 0) increases from 
20% to 50%. One can conclude that changes in production structure lead to an 
increase in the aggregate energy intensity and the decrease in the aggregate energy 
intensity is due entirely to improvements in energy efficiency as given by decreases in 
the sectoral energy intensity.  
 
Table 3.4  Data for the simple example 
 Year 0 Year T 
 0,iE  0,iY  0,iS 0,iI  TiE ,  TiY ,  TiS ,  TiI ,  
Sector 1 30 10 0.2 3.0 75 50 0.5 1.5 
Sector 2 20 40 0.8 0.5 15 50 0.5 0.3 
Industry 0E = 50 0Y = 50 - 0I =1.0 TE =90 TY = 100 - TI = 0.9
 
 
The decomposition results given by the eight methods are shown in Table 3.5. 
Two sets of results are given for additive decomposition. Set (2) is easier to interpret 
because it is given in terms of percentage change from . As we deliberately set  = 
1, there is no difference between these two sets of results in numerical terms. In result 
interpretation, we use the Fisher ideal index as an example. In multiplicative 
decomposition, the change in production structure from year 0 to year T leads to an 
0I 0I
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aggregate energy intensity for year T that is 1.7078 times the year 0 level. However 
the change in the sectoral energy intensity over the same period leads to an aggregate 
energy intensity for year T that is 0.5270 time the year 0 level. The combination of the 
two effects which are related multiplicatively leads to the observed drop in the 
aggregate energy intensity of 10%, i.e. (1.7078)*(0.5270) = 0.90. In additive 
decomposition, we refer to Set (2) results. The change in production structure leads to 
an aggregate energy intensity for year T that is 55.5% higher than the year 0 level, 
while the changes in the sectoral energy intensity lead to an aggregate energy intensity 
for year T that is 65.5% lower than the year 0 level. The combination of the two 
effects, which are related additively, indicates a drop in the aggregate energy intensity 
of 10%, i.e. (55.5%) - (65.5%).    
The Laspeyres and Paasche forms give estimates which are fairly different 
from the other six methods. This is because fixed weights for year 0 (Laspeyres) and 
year T (Paasche) are used in their formulation, while the other six methods use the 
average weights based on the data of the two years. The methods that do not satisfy 
the factor-reversal test (as indicated in Table 3.3) leave a residual. The residuals are 
not very different from the respective ideal values in the case of Marshall-Edgeworth 
and Törnqvist forms, but are quite different for the Laspeyres and Paasche forms. It 
can been seen that because of the residual term, result interpretation is difficult in the 
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3.6 A Case Study 
We now apply the eight methods to the manufacturing industry data of China. Energy 
consumption and industrial production data for 1980 and 1990 were respectively 
collected from State Statistical Bureau (1986 and 1992) and State Statistical Bureau 
(1987 and 1993). Manufacturing industry is divided into eight sectors, namely food, 
textiles, paper, chemical, building materials, metallurgical, mechanical and other. 
Appendix A.1 gives the data used. 
The aggregate energy intensity, in tonnes of oil equivalent (TOE) per million 
Renminbi (1980 prices), decreased from 480.0 in 1980 to 216.6 in 1990. This margin 
of decreases is substantial and it would be of interest to study the relative impacts of 
changes in production structure and in sectoral energy intensity. For decomposition 
purpose, we have  = / = 216.6/480.0 = 0.4513, totDI 1990,totI 1980,totI totI∆ = -  
= 216.6 - 480.0 = -263.4 TOE per million China Renminbi, and / = -
263.4/480.0 = -0.5488. These observed values, which are to be decomposed, are 
shown in the relevant columns in Table 3.6. 
1990,totI 1980,totI
totI∆ 1980,totI
The decomposition results, summarized in Table 3.6, show that the decrease in 
the aggregate energy intensity was due primarily to the decrease in sectoral energy 
intensity. In comparison, the contribution of structural change was much smaller. 
Fairly similar estimates are given by the eight methods. The numerical results are 
quite independent of method, other than that the four perfect decomposition methods 
have the advantage of leaving no residual. Interestingly, the residual terms are the 
largest for the Törnqvist form and not the Laspeyres and Paasche forms. The above 
features related to the results are different from the simple example case given in the 
preceding section.  
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Changes in production structure and sectoral energy intensity are substantial in 
the simple example. Here, although changes in sectoral energy intensity are 
substantial, structural change in industrial production was fairly small. It may be 
concluded that whether consistent results are given by the various methods depends 
on the growth patterns as exhibited by the energy consumption and industrial 
production data.  
 
3.7 Some Issues on Method Selection 
We have shown the strong linkages between the formulation of the decomposition 
technique and the index number problem and that decomposition can be performed 
using many different ways. Researchers undertaking new decomposition studies need 
to make a choice between the multiplicative and additive forms and to choose one of 
the many available methods. The choice between multiplicative and additive 
decomposition is methodologically inconsequential and the main consideration is ease 
of result presentation and interpretation. Experience shows that when decomposition 
is performed on a yearly basis using time-series energy and industrial production data, 
it is more convenient to use the multiplicative approach, as the results given in indices 
can be convenient plotted over time. However, if decomposition is performed based 
on the data of two benchmark years (i.e. like the case study on China), additive 
decomposition may be adopted because the decomposition results, which can either be 
given in the original unit of measurement of the aggregate or in terms of percentage 
change, can be more readily understood.  
 As to the choice of a specific formulation/method, we shall make a 
comparison between the eight methods based on four assessment criteria: index 
number properties, perfect decomposition, zero-value robust, and applicability and 
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ease of use. The results are summarized in Table 3.7 and the explanations are given 
below. 
The criterion of index number properties refers to the following three tests 
given in Table 3.3: time-reversal, proportion and aggregation. Since each of the eight 
methods passes two of these tests (see Table 3.3) and none of the tests is of greater 
significance than the other two in decomposition analysis, a neutral score of 3 is given 
to all methods. 
 Perfect decomposition has been considered a highly desirable property in 
decomposition analysis. The purpose of decomposition is to divide the change of an 
aggregate into contributions associated with effects of interest. This purpose will be 
defeated if a large part of this change appears as a residual and is left unexplained. 
Thus methods that pass the factor reversal test (Fisher, Stuvel, Vartia I and Sato-
Vartia) will be preferred to those that generally give a small residual term (Marshall-
Edgeworth and Törnqvist), which in turns are preferred to those which often give a 
large residual term (Laspeyres and Paasche). 
 The zero-value robust problem arises for methods that comprise logarithmic 
terms (Törnqvist, Vartia I and Sato-Varita). However, for the Vartia I and Sato-Vartia 
forms, this problem can be easily overcome by replacing the zero values in the data 
set by a small positive number since the results converge as the positive number 
approaches zero. The Törnqvist form does not possess such a convergence property 
and the zero-value problem cannot be resolved. Detailed discussions on this issue can 
be found in Ang and Choi (1997). 
 As suggested by the name, the criterion applicability and ease of use includes 
two aspects. The formulae in Table 3.2 are for the two-factor case, namely structural 
change and sectoral energy intensity. The decomposition technique has lately been 
applied to analyze more than two factors, particularly in the case of decomposing 
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energy-related gas emission, which generally involves 4 or 5 factors (see Ang, 1999). 
A multi-factor problem with more than two factors is a straightforward extension of 
the two-factor problem but the performance of some of the methods is affected. First, 
the Stuvel index method can only be applied to a two-factor problem and this is a 
serious limitation of this method in terms of applicability. Second, the decomposition 
formulae for the Marshall-Edgeworth and Fisher ideal index methods become fairly 
complicated when the number of factors exceeds three, and ease of use becomes a 
consideration in their adoption. Third, the Laspeyres and Paasche index methods can 
be easily extended when the number of factors exceeds two, and the Törnqvist, Vartia 
I and Sato-Vartia index methods take exactly the same form as the two-factor case 
given in Table 3.2 irrespective of the number of factors. However, on the other hand, 
because Törnqvist, Vartia I and Sato-Vartia index methods use logarithmic form, they 
cannot deal with zero or negative value in the calculation.  
From the comparisons given in Table 3.7, it may be seen that all the eight 
methods have their respective strengths and weaknesses. The choice of method will 
depend on the problem studied, in particular the number of factors in the formulation 
and the data pattern. The assessment criteria and the scores given in Table 3.7 may be 
used by researchers to select a method that can best suit their needs. For instance, in a 
two-factor study with no zero values in the data set, the criteria zero-value robust, and 
applicability and ease of use may be excluded from consideration. When passing the 
factor-reversal test is an important consideration, the Laspeyres and Paasche index 
methods may be dropped. This tends to happen when there are substantial changes in 
the data between year 0 and year T where a large residual is expected when these two 
methods are applied. If there are many zero values in the data set, the Törnqvist index 
method needs to be dropped. When all the assessment criteria in Table 3.7 are taken 
into consideration and consider application in all possible cases in general, the Vartia I 
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and Sato-Vartia decomposition methods can be considered the most preferred 
methods.   
  
Table 3.7 Comparisons of methods based on four assessment criteria. (The following 
five-point scale is used: 1 for strongly disagree or highly undesirable, 2 for disagree or 
undesirable, 3 for neutral, 4 for agree or desirable, and 5 for strongly agree or highly 
desirable.) 
 







ease of use 
Laspeyres 3 1 5 5 
Paasche 3 1 5 5 
Marshall-
Edgeworth 3 3 5 3 
Fisher ideal 3 5 5 3 
Stuvel 3 5 5 1 
Törnqvist 3 3 1 5 
Vartia I 3 5 4 5 
Sato-Vartia 3 5 4 5 





In this chapter, eight different methods are described for decomposing the aggregate 
energy intensity of industry. Five of the methods have been previously applied in 
energy decomposition studies while the remaining three (Fisher ideal, Vartia I and 
Stuvel) are introduced for the first time. Our study shows the close linkages between 
the index number problem in economics and decomposition analysis, and that an 
aggregate such as the aggregate energy intensity can be decomposed in various ways. 
Most past decomposition studies have been conducted on a fairly ad hoc basis and the 
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choice of methods (often Laspeyres and Törnqvist) has been arbitrary. Our analysis 
shows that these two widely used methods are not necessarily the best in all situations. 
We have made comparisons among the eight methods to show their relative strengths 
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Chapter 4 




In Chapter 3, we describe eight decomposition methods based on index numbers and 
give the basis for method selection. Most decomposition methods appearing in the 
energy literature leave a residual term in the results that leads to problems in result 
interpretation. This issue has been discussed in Liu et al.(1992), Ang and Choi (1997) 
and Greening et al. (1997). Ang and Choi (1997) developed a decomposition method 
based on the Divisia index that gives perfect decomposition, i.e. satisfying the factor 
reversal test in the index number problem whereby the results obtained do not contain 
a residual term. We shall now refer to it as the log-mean Divisia index method II 
(LMDI Method II) for easy reference and reasons to be given in later sections. In this 
chapter, we present a new perfect decomposition, which is closely related to LMDI 
Method II but with another good property. This property is consistent in aggregation. 
In energy decomposition studies, sub-groups may be formed by sector, country, 
fuel type, or any other attributes. Consistency in aggregation allows estimates for sub-
groups to be aggregated in a consistent manner to a higher aggregation level. It is a 
useful property in many decomposition applications. In industrial energy 
decomposition, for instance, issues related to sub-grouping of industrial activities and 
linkages between estimates of effects at different levels of sector disaggregation are 
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dealt with in Ang (1993, 1995). One of the problems of traditional methods is that 
using different levels of sub-groups leads to quite different decomposition results.  
The new method to be proposed is not only perfect in decomposition but also 
consistent in aggregation. We shall call it the log-mean Divisia index method I (LMDI 
Method I) because its formulation is akin to and simpler than the LMDI Method II. 
Two case studies on energy-related CO2 emission decomposition, one for the 
manufacturing industry in China and the other on energy consumption in the world 
are presented.  
 
4.2 The log-mean Divisia Index Method I (LMDI Method I) 
4.2.1 Divisia integral index 
The proposed method is derived from the Divisia index (Divisia 1925 and Hulten 
1973). For ease of understanding, we refer to the case of energy-related CO2 
emissions for industry, the theme of many recent decomposition studies. See, for 
example, Ang and Pandiyan (1997), Ang et al. (1998), Chung (1998), Greening et al. 
(1998), Sun and Malaska (1998), and Viguier (1999). Assuming n industrial sectors 
and m fuel types, we may express the aggregate CO2 emissions (C) in terms of 
















where Cij is the CO2 emissions for fuel j in sector i, Yi is industrial output of sector i, 
Uij = Cij/Eij is the emission factor of fuel j in sector i, Sij = Eij/Ei is the energy 
consumption share of fuel j in sector i (Eij is fuel j consumption and Ei the total energy 
consumption, both in sector i), and Ii = Ei/Yi is the energy intensity of sector i.  
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To study how the aggregate emissions are affected by the factors on the right 
hand side of Eq. (4.1) over time, we take the logarithmic differentiation of Eq. (4.1) 
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Integrating Eq. (4.2) over the time interval [0,T] yields: 
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Exponentiating Eq. (4.3), we have  
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 (4.5) 
 
4.2.2 Discretization  
A discrete approximation of Eq. (4.5) is needed in empirical studies. The following 
log-change formula may be used: 





























1 1 01 1 00
 

























1 1 01 1 0
 (4.6) 
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where  is a weight function given by Eq. (4.4) at point ( )*twi [ ]T,*t 0∈ . In Eq. (4.4), 
the precise point is not known. Boyd et al. (1988) proposed the use of an arithmetic 













0,5.0*)(  (4.7) 
In Chapter 3, it is referred to as the AMDI Method. Although it has been adopted in 
many energy decomposition studies, the method has the drawbacks of leaving a 
residual term and its inability to handle zero values in the data set.  
Ang and Choi (1997) proposed the use of the log-mean weight function 
introduced by Vartia (1974) and Sato (1976) and showed that their method does not 
have the above-mentioned two problems associated with the AMDI Method. The 
logarithmic mean of two positive numbers is defined as: 
( ) ( ) ( xyxyyxL /log/, −= ) for yx ≠   (4.8) 
and . Their proposed weight function is given by   ( ) xx,xL =




























, = . We call this method LMDI Method II. Although 
superior to the AMDI Method, this method is not consistent in aggregation. 
With reference to Eq. (4.7), Vartia (1976) proposed the use of the aggregate 
total value as the item of weight. We may therefore take ( )Tijij CCL ,0, ,  as the 
logarithmic mean of the factorial value and  as 




























,0,=    (4.10) 
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Inserting Eq. (4.8) into Eq. (4.6) yields the following identity: 
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 (4.11) 
Eq. (4.11) may be written as: 
intmixemfpdntot DDDDD ⋅⋅⋅=  (4.12) 
where  and the indices , , , and  are respectively the 
effects associated with industrial production, fuel emission factor, fuel mix, and 
energy intensity.  
0/ CCD Ttot = pdnD emfD mixD intD
The decomposition method as given by Eqs. (4.10) - (4.12) is our proposed 
method will be referred to as the log-mean Divisia index method I (LMDI Method I). 
Its weight function is simpler than that for the LMDI Method II and it is consistent in 
aggregation (See section 4.3). The naming of Method I and Method II is to ensure 
consistency with Vartia indices I and II given in Vartia (1976).  
  
4.2.3 Proof of perfect decomposition 
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4.3 Consistency in Aggregation 
According to Vartia (1976) and Diewert (1978), consistency in aggregation refers to a 
situation where the set of commodities },,,{ 21 naaaA L=  is considered as a union of 
disjoint subsets , i.e. , and the price and volume indices for A are 
calculated via indices for , k = 1, 2, …, K. In other words, an index formula is 
consistent in aggregation if the value of the index calculated in two steps necessarily 








In energy decomposition studies, it is common that decomposition is 
performed at two or more disaggregation levels with sub-grouping based on 
industrial/economic sector, country/region, fuel type, or some other attributes. We 
may calculate an effect for A, i.e. any of the terms on the right hand side of Eq. (4.10), 
using a two-step procedure. In the first step, the effect is calculated for every subset 
 of the partition. In the second step, the total index for A is calculated using the 
sub-effects and the same effect formula. The decomposition method is consistent in 
aggregation if the total effect for A as calculated above is the same as that given by a 
one-step procedure involving a direct application of the effect formula to the data in 
the original set. 
kA
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The proof that the LMDI Method I is consistent in aggregation is presented 
with reference to the effect associated with fuel mix. In one-step decomposition, we 

















,ln*~exp  (4.13)  
In two-step decomposition, we define  independent subgroups where k = 1, 
2, …, K. Subgroup k has  sectors and . The first step (step 1) is to 

























,)1( ln~exp  (4.14) 
where 


































In the second step (step 2), we have 








)1()2( ln*~exp )  (4.16) 
where  









,0,=   
Substituting Eq. (4.13) into Eq. (4.15) yields: 
)2(steptwo
mixD
−    
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We give three examples to show the advantage of consistency in aggregation 
in application. First, in manufacturing energy decomposition, manufacturing is often 
divided into major industry groups (e.g. iron and steel, chemicals, electronics, etc) and 
each of these groups is further subdivided into finer industry sectors or activities. The 
factorial effects may be first studied for each major industry group. These results can 
then be aggregated to give the effects for manufacturing as a whole. Second, in 
national energy studies, energy consumption is generally divided into several standard 
sectors (e.g. transportation, industry, domestic, etc.). Decomposition analysis can be 
conducted at the sectoral level and the results can be subsequently aggregated to the 
national level. Third, in global energy studies, countries are often grouped by world 
region (e.g. OECD, East Asia, transitional economies, etc). Decomposition analysis 
can be conducted at the regional level and the factorial effects can be aggregated to 
give the respective estimates for the world as a whole.     
As compared to the single-step procedure, the two-step procedure allows a 
better understanding of the mechanisms of change within sub-groups and comparisons 
between sub-groups. With more than one sub-grouping level, the two-step procedure 
can be easily extended to a multi-step procedure. The property of consistency in 
aggregation remains valid as long as the data used in the first step of the two or multi-
step procedure are exactly the same as those used in the single-step procedure (i.e. all 
the variables in Eqs. (4.11) and (4.12) are defined in the same way). However, in 
energy decomposition analysis, there are cases where this is not necessarily true. Next 
section presents one of such cases.  
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4.4 Case Studies 
4.4.1 CO2 emissions in manufacturing industry in China  
This case study is a direct application of the formulae of the LMDI Method I in 
Sections 4.2 and 4.3. Two different levels of sector disaggregation are considered, as 
shown in Fig. 4.1. Level 1 has two major industry groups: Group A for energy-
intensive sectors and Group B for sectors, which are relatively less energy intensive. 
The data sources are State Statistical Bureau (1986, 1987). Appendix A.1 and 
Appendix A.2 give the data used and the group information, respectively.  Carbon 
dioxide emissions have been estimated from fuel consumption (see Ang and Pandiyan 
(1997). The data on CO2 emissions, energy consumption and production data for 1985 
(year 0) and 1990 (year T) are shown in Fig. 4.1 (data on energy consumption by fuel 
type are not shown). Based on the notations in Eq. (4-10), we have Dtot = 
1517.1/1143.7 = 1.326 for total manufacturing, Dtot = 1055.7/788.7 = 1.339 for Group 
A industry, and Dtot = 461.4/355.0 = 1.300 for Group B industry.  
Applying the one-step procedure to the eight sectors at Level 0 (without sub-
grouping) leads to the results tabulated beneath "Total manufacturing" in Fig. 4.1. In 
the two-step procedure, decomposition is performed separately for Group A and 
Group B. The results obtained are respectively tabulated beneath "Group A" and 
"Group B" in Fig. 4.1. 
In the second step, these results are aggregated to give the effects for total 
manufacturing at Level 0. The following example on energy intensity illustrates the 














This result is identical to that given by one-step decomposition.   
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4.4.2 World energy-related CO2 emissions 
In global energy-related CO2 emission studies, the impacts of various factors on 
emissions in world regions as well as the world are often studied. Assume that there 
are n regions (or countries) and m fuel types, the world (or regional), CO2 emissions 











ij PGISUCC ⋅⋅⋅⋅== ∑∑∑∑
= == = 1 11 1
                (4.17) 
where the terms are the same as those defined in Eq. (1), except that Ii = Ei/Yi and Gi = 
Yi/Pi, where Ei is the total energy consumption, Yi the GDP, and Pi the population of 
region (or country) i. The Divisia indices are   
popypcintmixemftot DDDDDD ⋅⋅⋅⋅=                (4.18) 
where ,  and  are as defined in Eq. (4.10),  and  and are the 
impacts associated with GDP per capita and population respectively. Ang and Zhang 
(1999) used Eq. (4.17) to study inter-regional differences in CO
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Consistency in aggregation allows the estimates at the regional level to be 
aggregated to give the estimates for the world. We use the regional classification and 
data given in International Energy Agency (1998) and apply the LMDI I. Fig. 4.2 
shows the classification and selected data for 1971 (year 0) and 1995 (year T).  
Appendix A.3 gives the sources data. Two regions, transitional economies 
(Eastern Europe and Russia) and Middle East, are omitted as estimates of their 1971 
GDP are not available. Level 1 comprises OECD, China, and the developing countries 
(DCs) which together form the "World" (less the two regions mentioned above). In 
the study period, Dtot = 17790/11173 = 1.592 for the world, Dtot = 10764/9012 = 1.194 
for OECD, and Dtot = 3051/874 = 3.491 for China, and Dtot = 3975/1287 = 3.089 for 
DCs. The results of one-step decomposition and two-step decomposition are 
summarized in Fig. 4.2 in the same way as the first case study. For instance, using Eqs. 
(4.14) and (4.15), the effect associated with population for the world may be 




















   = 1.304 
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4.5 Special Case for Consistency in Aggregation 
In energy decomposition analysis, there are cases where the property of consistency 
does not apply even for methods that are supposedly consistent in aggregation. This 
applies to factors on the right hand side of the governing decomposition equation, e.g. 
Eq. (4.1), whose definition in the first step of the two or multi-step procedure and that 
in the single-step procedure are different. An example is given to explain this situation.   
Consider a decomposition analysis on manufacturing energy consumption. 
Using the notations defined in Chapter 2, we may express the aggregate energy 



















For the LMDI Method I, we have 0/ EED Ttot =  and     






























tw  (4.20) 
where and  are respectively indices associated with changes in total 
manufacturing production and manufacturing production mix and 
pdnD strD









,0,=  (4.21) 
In the computation of , Y is the total output of manufacturing in the 
single-step procedure whereas it is the total output of a specific industry group in the 
first step of the multi-step procedure. The same situation arises in the calculation of 
 where S
pdnD
strD i is the production share of industry i in total manufacturing in the first 
case whereas it is the production share within the industry group under which it is 
classified in the second case. Such inconsistency does not arise for , where IintD i is 
defined in the same way and has the same value in both cases. Following the 
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procedure in Section 3, pdnD and strD  are not consistent but intD  is consistent in 
aggregation. Interestingly, prod intstr DD  is consistent in aggregation because, 
from Eq. (4.20), the product is associated with Y
 the uct 
i. It can be easily shown that the 
definition and values of Yi are exactly the same in the single-step procedure and in the 
first step of the multi-step procedure.  
The above characteristics are il  
to the r
Table 4.1. Consistency in aggregation in the decomposition of 
ased on the formulation given by Eq. (4.20) and the data in Fig. 4.1. 
 
lustrated through applying Eqs. (4.19) - (4.21)
elevant data in Fig. 4.1. The results obtained for total manufacturing (i.e. Level 
0) using the two procedures are summarised in Table 4.1.  
 
19851990 / EEDtot =  
b
 
 D  D  D  DDtot pdn str strpdn intD  
2-step decomposition 1.292 1.908 0.983 1.875 0.689 
1-step decomposition 1.292 1.885 0.995 1.875 0.689 
 
4.6 Consistent in Aggregation for Other IDA Methods 
t in aggregation as 
.6.1 Laspeyres IDA 
shall use the effect associated with fuel mix to test the 
We have shown that the multiplicative LMDI Method I is consisten
well as perfect in decomposition. In this section, we test the property of consistent in 
aggregation for several methods that have been studied in Chapter 3.  
 
4
For consistency, we 
aggregation test on Laspeyres IDA. In one-step decomposition, we have the formula 
of Laspeyres IDA for fuel mix effect as follows: 
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where  is gas emission share of sector ij in the overall emissions at 
time 0.    
00,0, / CCw ijij =
In two-step decomposition, similar to the proof in Section 4.2.3, we define  
independent subgroups where k = 1, 2, …, K. Subgroup k has  sectors and 

























)1(   (4.23)      
where  = gas emission share of sector ij in the emission 
summation in at time 0.   In the second step (step 2), we have 
( ) ∑=
kA
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Substituting Eq. (4.22) into Eq. (4.23) yields: 
)2(steptwo
mixD
−    = ( )∑ ∑∑














































































































The above shows that the Laspeyres IDA is consistent in aggregation.  
 
4.6.2 Paasche IDA 
Following the procedure in Section 4.5.1, in one-step decomposition we have the 




































where .    TTijTij CCw /,, =
In two-step decomposition, the first step (step 1) is to decompose the effect 

















)1(   (4.27)      
where  = gas emission share of sector ij in the emission 
summation in at time T. In the second step (step 2), we have 
( ) ∑=
kA
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Substituting Eq. (4.26) into Eq. (4.27) yields: 
)2(steptwo
mixD
−    = ( )∑ ∑∑





















,   (4.29) 
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The above shows that the Paasche IDA is consistent in aggregation.  
 
4.6.3 Marshall-Edgeworth IDA 








































where ,  have same definitions as in Section 4.5.1 and Section 4.5.2. 0,ijw Tijw ,
The first step (step 1) to decompose the effect within subgroup  is: kA















where ,  have same definitions as in Section 4.5.1 and Section 4.5.2. In 
the second step (step 2), we have 

















− ∑ +=   (4. 32) 
where , have the same definition as in Section 4.5.1 and Section 4.5.2.  *0,ijW
*
,TijW
Substituting Eq. (4.26) into Eq. (4.27) yields: 
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)2(steptwo
mixD
−    = ( ) ( )∑ ∑∑




























































































The results show that the Marshall-Edgeworth IDA is not consistent in aggregation.    
 
4.6.4 Törnqvist IDA 
Using one of the Log-mean Devisia decomposition methods Törnqvist IDA, we have 

















,ln*~exp  (4.34) 
where ( ) ( ) 2/*~ ,0, Tijijij wwtw +=   


















,)1( ln~exp  (4.35) 
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In the second step (step 2), we have 








)1()2( ln*~exp )  (4.36) 






















tw kk .  
Substituting Eq. (4.35) into Eq. (4.36) yields: 
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)2(steptwo
mixD























































ln~expln2/exp       (4.37) 
The results show that Törnqvist IDA is not consistent in aggregation.   
 
4.6.5 LMDI Method II 


















,)1( ln~exp                (4.38) 
where  
















,~  (4.39) 
In the second step (step 2), we have 








)1()2( ln*~exp )  (4.40) 
where  
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Substituting Eq. (4.39) into Eq. (4.40) yields: 
)2(steptwo
mixD
− ( )( )

























































exp     (4.41) 
The results show that LMDI Method II is not consistent in aggregation.  
From the above, it can be seen that only LMDI Method I and the Laspeyres 
and Paasche IDA methods are consistent in aggregation while the other IDA methods 
do not have this property.  
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4.7 Conclusions 
In this chapter, we present a new decomposition method called the LMDI Method I. 
This method not only gives perfect decomposition but is also consistent in aggregation. 
With these properties, it is superior to many earlier proposed decomposition methods 
such as those described in Chapter 3. Perfect decomposition avoids difficulties in 
result interpretation. Consistency in aggregation allows aggregation of results for sub-
groups to a higher level of aggregation in a consistent manner. The way sub-grouping 
is defined has no influence on the results at the highest level. Sub-groups can 
therefore be formed in an appropriate way to serve the objectives of a study. Two case 
studies, one related to the sub-grouping of manufacturing activities and another of 
world regions, are presented to illustrate the usefulness of this property and the new 
method. By testing the consistent in aggregation property of several IDA methods, we 
found that only the Laspeyres, Paasche and LMDI Method I possess this property. 
Like the LMDI Method I, the decomposition methods formulated using the Laspeyres 
and Paasche indices can be shown to be consistent in aggregation (Diewert (1978)). 
However, both Laspeyres and Paasche methods do not give perfect decomposition. As 
already mentioned, the LMDI Method II gives perfect decomposition but is not 
consistent in aggregation, and the AMDI method is neither perfect in decomposition 
nor consistent in aggregation. 
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Chapter 5 




From Chapter 3, we know that none of the commonly used IDA methods can satisfy 
all the desirable properties identified. However, we can select a suitable method that 
matches our need in a given situation. In Chapter 4, a method that possesses the 
property of consistent in aggregation is presented. In this chapter, we shall introduce a 
method with the properties of zero-negative value robust and perfect in decomposition.  
Most of the existing IDA methods that can deal with zero and negative value 
problem in the dataset leave a residual, i.e. do not satisfy the factor reversal test. This 
includes the Laspeyres, Paasche and Marshall-Edgeworth methods. On the other hand, 
IDA methods that satisfy the factor-reversal test, such as LMDI Method I and LMDI 
Method II cannot be used to overcome the zero-negative value problem. In this 
chapter, we propose a modified Fisher ideal index method (MFII) in both 
multiplicative and additive form, which satisfies the factor reversal test and is zero 
and negative value robust. The application of the method is illustrated with a case 
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5.2 MFII Method -  Multiplicative Form 
5.2.1 Fisher ideal index in two-factor model 
As mentioned in Section 3.3, the Fisher ideal index is given by the geometric mean of 
the Laspeyres and Paasche indices. For consistency, let V be an aggregate indicator 
whose value is given by the disaggregated data of variables/factors X and Y: 
∑=
i
iiYXV  (5.1) 
where i denote the ith sub-category of the aggregate, e.g. sector in industry, fuel type 
in total energy demand, country in a world region, etc. In multiplicative decomposition, 
the relative change of V from period 0 to T, , is decomposed into components 0/VVT
XD  and YD which are, respectively, associated with variables X and Y: 
YXT DDVV ⋅=0/  (5.2) 















































The above formulation has several desirable properties. First, the index passes the 
factor reversal test. Second, the index passes the time reversal test and gives consistent 
results irrespective of whether decomposition is carried out prospectively or 
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5.2.2 MFII method - three-factor model 
Fisher ideal index was proposed only with two factors. In IDA, there are normally 
more than 2 factors. Thus, we extended the Fisher ideal index to give the MFII 
method. The principle of MFII is similar to the Fisher ideal index. A difference is that 
there are now more factors to be considered and we shall use all the combinations of 
the Laspeyres and Passche indices. For example, in the three-factor case, we have 
 and ∑=
i
iii ZYXV ZYXT DDDVV ⋅⋅=0/ . Using the Laspeyres or Passche concepts 
to calculate the influence of factor X, we let factor X change from  in time 0 to  
in time T while keeping factor Y unchanged as  in time 0 or as  in time T. 
Similarly, as factor Y, factor Z will be kept unchanged as  in time 0 or as  in 
time T. Thus, for factors Y and Z together, we have 4 choices ( , , , ) over 2 




0Y TY 0Z TZ
∑∑ −= 00000 lnlnln ZYXZYXD TIX   or  ∑∑= 00000 / ZYXZYXD TIX  (5.5) 
∑∑ −= 000 lnlnln ZYXZYXD TTTIIX  or  ∑∑= 000 / ZYXZYXD TTTIIX  (5.6) 
∑∑ −= TTTIIIX ZYXZYXD 000 lnlnln  or  ∑∑= TTTIX ZYXZYXD 000 /  (5.7) 
∑∑ −= TTTTTIX ZYXZYXD 0lnlnln  or  ∑∑= TTTTTIX ZYXZYXD 0/  (5.8) 
Applying Fisher’s “rectifying principles”, whereby a set of factor indices that 
does not satisfy the factor reversal test is rectified to make it satisfy, yields 




















⎡ ⋅⋅⋅= IVXIIIXIIXIX DDDD                (5.10) 
It can be shown that Eq. (5.9) and Eq. (5.10) are identical. 
Using the same principle, we can also obtain the indices for factor Y and Z.  In 
summary, the decomposition formulae can be shown to be as follows, where subscript 













































































































































D  (5.14) 
The above approach is called the modified Fisher ideal index (MFII) because it 
is based on the conventional Fisher ideal index with some modifications. 
 
5.2.3 MFII method – the general model  
Let a general n-factor model take the form 
∑=
i
nXXXV L21  (5.15) 
We can similarly decompose  into n-factor indices and obtain the following 
formulae: 
( 0V/Vln T )
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D  (5.16) 
where  is the jth factor (j=1,2,…, n), k is the number of factors taking the base 
period (i.e. period 0) among the n factors except factor ,  is the number 
of combinations occurring in k non-  factors taking the base period, and h is the 
sequence number of those combinations. The multiplicative decomposition formula 




























































In later sections, we shall prove that the multiplicative MFII method is perfect 
in decomposition. 
 
5.3   MFII Method - Additive Form  
5.3.1 MFII method - two-factor model 
Similar to the multiplicative case, we now take the average of the additive Laspeyres 
and Paasche indices to give the additive MFII method. In the two-factor model where 
, the additive differential change ∑=
i
iiYXV 0VVV T −=∆  can be decomposed 
additively: 
YX VVV ∆∆∆ +=  (5.19) 
The Laspeyres index uses the data of period 0 as weights. Hence 
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∑ ∑−=
i i
,i,i,iT,iX YXYXV 000∆  (5.20) 
∑ ∑−=
i i
,i,iT,i,iY YXYXV 000∆  (5.21) 
The Paasche index uses the data of period T as weights, and this leads to  
∑ ∑−=
i i
T,i,iT,iT,iX YXYXV 0∆  (5.22) 
∑ ∑−=
i i
,iT,iT,iT,iX YXYXV 0∆  (5.23) 
Applying the principle of “taking the average”, the additive MFII formulae can be 
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1
0  (5.25) 
The two-factor model is similar to the Marshall-Edgeworth index given in Section 3.3. 
 
5.3.2 MFII method -three-factor model 
 In the three-factor model, we have ∑=
i
iii ZYXV  and  
. The formula to represent the contribution of factor X to the total 
change of V can be given as (subscript i is omitted in all factors for conciseness) 
0VVV T −=∆
ZYX VVV ∆+∆+∆=
( )∑∑ −= 00000{3
1 ZYXZYXV TX∆  
( ) ( )[ ]∑∑ −+∑∑ −+ TTTTTT ZYXZYXZYXZYX 0000002
1  
( }0∑∑ −+ TTTTT ZYXZYX )  (5.26) 
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It can be transformed to become 
( ) ∑∑∑∑ ∆∆∆+∆∆+∆∆+∆=∆ ZYXZXYYZXZXYVX 3121 0000  (5.27) 
which is identical to the refined Laspeyres IDA method proposed by Sun (1998).  
The contribution of a change in factor X to the relative change in variable V, 
with Y and Z remain as fixed weights, consists of four components: 
∑−∑= 00000 ZYXZYXV TIX∆  (5.28) 
∑−∑= 000 ZYXZYXV TTTIIX∆  (5.29) 
∑−∑= TTTIIIX ZYXZYXV 000∆  (5.30) 
∑−∑= TTTTTIVX ZYXZYXV 0∆  (5.31) 
Applying the Fisher’s “rectifying principles”, whereby a set of factor indices that does 
not satisfy the factor reversal test is rectified to make it satisfy yields 
( ) ⎥⎦⎤⎢⎣⎡ +++= IVXIIIXIIXIXX VVVVV ∆∆∆∆∆ 2131  (5.32) 
It is easy to see that Eq. (5.26) and (5.32) are the same. 
 
5.3.3 MFII method - general model  


















V ∆∆  (5.33) 
where  means the jth factor matrix, k is the number of factors taking the base 
period (i.e. period 0) among the n factors except factor ,  is the number 
of combinations occurring in k non-  factors taking the base period, and h is the 
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5.4 Properties of the MFII method 
5.4.1 Validation of perfect in decomposition 
The multiplicative MFII method 
We use the general model with n-factor to show that the multiplicative MFII method 

























D   nj L1=  (5.34) 
Hence the product of all the n factors is  








































































































































ln  (5.36) 
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which means that the product of all the effects equals the overall aggregate change 
into the ratio. The multiplicative MFII method is therefore perfect in decomposition. 
 
Additive MFII method 
We use the general model with n-factor and from Eq. (5.33), the formula for the effect 


















V     (5.37) nj L1=
The sum of all the effects of n factors is 
















































11 )   (5.38) 
where 















Substituting Eq. (5.38) into (5.37), we have 














































































which means that the sum of all the effects equals to the overall aggregate change in 
the difference. The additive MFII method is perfect in decomposition. 
 
5.4.2 Robust to zero and negative values 
As mentioned in Chapter 1, there are cases where the data set contains zero or 
negative values. It’s difficult for the LMDI Method I to deal with such cases. Because 
the MFII method does not adopt the log form, it can handle zero and negative values 
well.  
 For the multiplicative MFII method, the effect of factor j in the general model 




























. It can deal with nearly all the multiplicative 
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V  so that it can deal problems with zero and negative values. 
 
5.4.3 Proportionality test 
In index number theory, the “proportionality test” is defined as follows: “if all 
individual prices (quantities) change in the same proportion from 0 to 1, the price 
(quantity) index should equal to the common factor of proportionality” (Fisher, 1972). 
It is an important test especially when there is some monetary exchange rate involved. 
It can be shown that MFII methods satisfy the proportionality test. We use an IDA 
dealing with energy consumption to illustrate.  
 
The multiplicative MFII method 
Using the energy consumption model in Eq. (2.7), decomposing the aggregate change 



































1 . We now use the production effect 















































D  (5.39) 
 where subscript i in the summations is omitted for simplicity. 
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Assuming we use some monetary conversion for the production in every 
sector in year T and keep the data in year 0 unchanged, i.e.,  so that 
. Because we only change the monetary unit but not the data 
values, the energy consumption after conversion remains unchanged, i.e., . 







TiTi EE ,, '=
T,iTT,iT,i S'Y/'Y'S ==  and T,iT,iT,iT,i Ik'Y/E'I
1== . Using the converted 


























































































































































































































Because of the symmetry property, the MFII method can also be shown to pass 
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The additive MFII method 
Assume the monetary unit of production Y changes by a monetary multiplier k and the 
energy consumption has the corresponding change, i.e., , , 
, . We then have 
0,
'
0, ii kYY = TiTi kYY ,', =
0,
'




0 kYkYY i ==∑
0,00,0, '/'' iii SYYS == TiTTiTi SYYS ,,, '/'' == , 0,0,0,0,0,0, '/''/'' iiiiii IkYkEYEI === , 
. Using MFII decomposition, we have for the production effect TiTiTiTi IYEI ,,,, '/'' ==
[ ]∑∑ −=∆ ''''{31' 0,0,00,0, iiiiTpro ISYISYE  
( ) ([ ]∑∑∑∑ −+−+ '''''''21 ,0,0,0,0,,00,, TiiTiiTiTiiTiT ISYISYISYISY )  
[ ]}'''' ,,0,, ∑∑ −+ TiTiTiTiT ISYISY  
[ ]∑∑ −= 0,0,00,0,{31 iiiiT ISkYISkY  
( ) ( )[ ]∑∑∑∑ −+−+ TiiTiiTiTiiTiT ISkYISkYISkYISkY ,0,0,0,0,,00,,21  
[ ]},,0,, ∑∑ −+ TiTiTiTiT ISkYISkY  
[ ]∑∑ −⋅= 0,0,00,0,{31 iiiiT ISYISYk  
( ) ( )[ ]∑∑∑∑ −+−+ TiiTiiTiTiiTiT ISYISYISYISY ,0,0,0,0,,00,,21  
[ ]},,0,, ∑∑ −+ TiTiTiTiT ISYISY  
proEk∆=  (5.40) 
Because of the symmetry nature, the additive MFII method can also be shown 
to pass the proportionality test if factors other than product effect are used. Thus, 
MFII additive decomposition passes the proportionality test that enables data 
conversion.  
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5.5 An Example 
5.5.1 The model 
We use the example in Chung and Rhee (2001) where the inter-industry transaction 
model is used to estimate total CO2 emissions to show the application of MFII method. 
In this example, total CO2 emissions in South Korea are divided into two parts, the 
emissions from the intermediate demand sectors (Cp) and those from the final demand 
sectors (Ch), i.e. 
hp CCC +=  (5.41) 
The emissions from the intermediate demand sectors can be estimated using the 
familiar input-output relation as follows: 






Variables in the above equation are defined as follows: f is a row vector of element  
which is the emitted amount from unit production in industry i, D is the Leontief 
inverse matrix of elements  which shows the amount of ith good produced directly 
and indirectly to meet one unit of final demand in the industry j, u is a column vector 
which shows the composition of final demand and its element  denotes the share of 







Let the emissions from the intermediate demand sectors in time 0 and 1 be denoted by 
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0,, pTpp CCC −=∆ 0000 yuDfyuDf TTTT −=  (5.43) 
It can be expressed as a sum of five different terms as follows 
yuDfp CCCCC ∆+∆+∆+∆=∆  (5.44) 
where the difference in total emissions in the intermediate sectors pC∆  is decomposed 
into four terms: fC∆  is the difference attributable to the changes in emission 
coefficients or the changes in the efficiency of energy use during the period,  is 
the difference due to changes in production technology as reflected on the input 
coefficient matrix or Leontief inverse matrix, 
DC∆
uC∆  is the difference due to the 
structural changes in final demand sectors, yC∆  is the difference due to the changes 
in the size of the economy. 
 
Multiplicative decomposition 










p ==  (5.45) 
and  
yuDfp DCDCDCDCDC =  (5.46) 
where , , ,  and  denote the total emission change, emission 
coefficient effect, production technology effect, structural effect, size of economy 
effect, respectively.  
pDC fDC DDC uDC yDC
 
5.5.2 The data 
The data in Chung and Rhee (2001) come mostly from the inter-industry transaction 
tables of South Korea in 1990 and 1995. To make the analysis as simple as possible 
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and to use it as an illustration, the input-output model was aggregated into seven 
broad sectors, as given in Chung and Rhee (2001). The details are given in Appendix 
B.  
In the 7-sector model, the economy is classified into agriculture, forestry and 
fishery (sector 1), mining (sector 2), crude oil (sector 3), light industries (sector 4), 
heavy and chemical industries (sector 5), petroleum, coal and town gas (sector 6) and 
services (sector 7). In this version, emission coefficients ,  of the crude oil 
sector have zero values, because there is no domestic production of crude oil. In other 
words, the crude oil is entirely imported and thus CO2 emission is zero. For the same 
reason, the input coefficients for domestic crude oil production are zero and thus the 
Leontief inverse matrix will have elements with zero value. In other words, and  
of the third column (sector 3) will have zero values except for the elements  and 
. Furthermore, the final demand for mining (sector 2), crude oil (sector 3) and 
petroleum, coal and town gas (sector 6) have negative values when these sectors 
experience decreases in the stock of inventory and /or imports exceeding other 
components of the domestic final demand. Then elements of the vector u can be 
negative. For an illustrative purpose, we assumed that , , , , and the 





0,2u Tu ,2 0,3u Tu ,3
 
5.5.3 The decomposition results 
The decomposition results obtained are shown in Table 5.1. In this example, South 
Korea’s CO2 emissions increased from 51,984 thousand tons-carbon (TTC) in 1990 to 
81,766 thousand tons-carbon in 1995, an increase of 29,781 TTC, or 57%.  Fuel 
efficiency and input technology improvements are estimated to lead to decrease the 
total CO2 emissions by 19,943 and 2,717 TTC, respectively. Demand structure and 
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size of economy are estimated to lead to increase the emissions by 2,122 and 50,319 
TTC, respectively.  Table 5.1 also gives the results of multiplicative decomposition 
and they are consistent with those in additive decomposition in terms of impacts of 
various effects. 
  
Table 5.1 Decomposing South Korea industrial CO2 emissions between 1990-1995 using MFII  

























Multiplicative 1.5718 0.7534 0.9439 1.0484 2.1075 
 
From the decomposition result, we see that there is no unexplained residual 
using the MFII method. Also, MFII is capable to deal with the zero and negative 
values in the dataset.  
 
5.6 Conclusions 
In this chapter, we propose a new IDA method called the modified Fisher ideal index 
(MFII) method. The proposed method has the attractive properties of satisfying the 
factor reversal test and the proportionality test, and being able to hand zero and 
negative values in the data set. We also present the formulae for both the 
multiplicative and additive approaches. An example related to the decomposition of 
changes in CO2 emissions in South Korea is presented.  
Despite the above advantages, the MFII method suffers from a disadvantage 
compared to the Divisia-based methods, such as the LMDI Method I in Chapter 4. 
This disadvantage is that its formulae become increasingly more complicated as the 
number of factors increases.  
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Chapter 6 




As mentioned in Chapters 3 - 5, there are several desirable properties of IDA methods 
where leaving no residue is generally regarded as among the most desirable ones. 
Since the first “perfect” IDA method proposed by Ang and Choi (1997), the log-mean 
Divisia index method II (LMDI II), there are several more perfect methods that have 
been proposed. Sun (1998) proposed a “complete” decomposition method based on 
the principle of “jointly created and equally distributed principle”. This method is in 
additive form and is named the “refined Laspeyres index (RLI)” by Ang and Zhang 
(2000).  Ang et al (1998) proposed an additive log-mean method which also gives 
perfect decomposition. Chung and Rhee (2001) proposed a mean rate-of-change index 
(MRCI) which is formulated in the additive form that also leaves no residue in the 
decomposition result. Moreover, Albrecht et al (2002) presented a decomposition 
technique based on the Shapley value that is proved to be exactly the same as RLI 
(Ang et al, 2003). In Chapter 4, we have proposed the LMDI method I with property 
of consistent in aggregation. We have in Chapter 5, proposed the MFII method is yet 
another IDA method that is perfect in decomposition. Table 6.1 is a summary of the 
IDA methods mentioned above.  
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Table 6.1. A summary of perfect decomposition techniques for energy decomposition 
analysis.  
 
Method  Decomposition scheme and the source   
Multiplicative Ang and Choi (1997) 
Log mean Divisia index method II LMDI II
Additive See Section 6.2.1 
Multiplicative See Chapter 4 
Log mean Divisia index method I LMDI I 
Additive Ang et al (1998) 
Multiplicative Not available 
Refined Laspeyres index method RLI 
Additive Sun (1998) 
Multiplicative Not available 
Mean-rate-of-change index method  MRCI 
Additive Chung and Rhee (2001) 
Multiplicative Not available 
Shapley value Shapley 
Additive Albrecht et al (2002) 
Multiplicative See Chapter 5 
Modified Fisher ideal index method MFII  
Additive See Chapter 5 
 
In this chapter, we shall describe and compare these methods with particular 
reference to their assumptions, formulae and properties. Application of these methods 
will be illustrated using an example.  
 
6.2 Perfect IDA Models 
We begin by describing perfect IDA models from two approaches: multiplicatively 
and additively. Some perfect IDA methods have only been proposed in one form and 
they can actually be extended to both. We shall fill the gap to give both forms where 
applicable. 
For consistency, we shall use a three-factor problem, i.e.  
∑=
i
iii ZYXV  (6.1) 
The change in ratio of V from year 0 and year T is expressed as 
ZYXT DDDVVDV ⋅⋅== 0/  (6.2) 
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and the difference change is expressed as 
 ZYXT VVVVVV ∆∆∆∆ ++=−= 0  (6.3) 
 
6.2.1 The LMDI II model 
Multiplicative LMDI II 
The LMDI II (multiplicative) proposed by Ang and Choi (1997) is the first perfect 
decomposition technique used in energy decomposition analysis. Prior to that, energy 
decomposition was conducted using techniques that leave a residual or difficult-to-
explain interaction terms. This method is a refinement of the conventional arithmetic 
mean Divisia index approach, where the arithmetic mean weight function is replaced 
by a logarithmic one. Normalization of the weight function is done to ensure that the 
weights add up to unity. Based on Eqs. (6.1) and (6.2), the formulae for decomposing 








































































w ii = . The function  has been 
defined in Section 3.3. 
( baL , )
 
 
Additive LMDI II  
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The additive form of LMDI II has not been proposed in the literature. However, it can 
be easily derived. From Eqs. (6.1) and (6.3) and based on the principle similar to that 







































* ln,  (6.9) 
where  is defined as in the multiplicative form.  *iW
We can show that the additive LMDI II is perfect in decomposition. 
The sum of the effects of three factors X, Y, Z is  
ZYX VVV ∆+∆+∆  
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0VVT −=  
In summary, we can conclude that both the multiplicative and additive forms 
of LMDI II are perfect in decomposition.  
 
6.2.2 The LDMI I model 
The LMDI I is closely related to the LMDI II model. The multiplicative version has 
been proposed in Chapter 4 and the additive form by Ang et al (1998). In both the 
multiplicative and additive forms, no normalization of the weight function is needed 
and the formulae are relatively simple. As mentioned in Chapter 4, the terms LMDI I 
and LMDI II were proposed so that the numbering is consistent with Vartia indices I 
and II which LMDI I and LMDI II are respectively akin to (see, Vartia, 1976).  
 
Multiplicative LMDI I 
The only difference between LMDI I and LMDI II is on the weight function. Based on 




























































i = .  
Additive LMDI I 
From Eqs. (6.1) and (6.3), we have 
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0,, ln,  (6.15) 



















































i = .  
From above description, we can see that the LMDI I model is very similar to the 
LMDI II model.  
 
6.2.3 The RLI model 
We follow the term used by Ang and Zhang (2000) and refer to the technique 
proposed by Sun (1998) as the refined Laspeyres index (RLI) method. This term was 
adopted because Sun’s technique is a refinement of the widely used conventional 
Laspeyres index decomposition approach. Sun's proposed method is based on the 
“jointly created and equally distributed” principle that is applied to the interaction 
terms generated in the conventional Laspeyres index approach and on the assumption 
that “there is no reason to assume contrary”. Essentially, the RLI method distributes 
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the interaction terms of different orders evenly to every variable associated with that 
order and in so doing perfect decomposition is ensured. The method by Sun (1998) is 
given in the additive form.  
 
Multiplicative RLI 
Up to present, there is no multiplicative form of the RLI model. However, as we 
mentioned in Chapter 5, the MFII model can be treated as equivalent to the RLI model 




Based on Eqs. (6.1) and (6.3), the formulae for the additive RLI are as follows,  




0,0,0,0,  (6.19) 




0,0,0,0,  (6.20) 




0,0,0,0,  (6.21) 
where 0,, iTii XXX −=∆ , 0,, iTii YYY −=∆ , 0,, iTii ZZZ −=∆ . 
 
6.2.4 The MRCI model 
Chung and Rhee (2001) proposed a perfect decomposition technique that uses the so-
called “mean rate-of-change index” (MRCI) for weights of the decomposed terms. 
The weight involves rates of change of all the variables and its rate of change is a sum 
of ratios between the difference and the mean of all the relevant variables for year 0 
and year T. Similar to the RLI method and the Shapley decomposition, the technique 
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takes the form of additive decomposition and its formulae, especially the weights, are 
more complex than those of LMDI I and LMDI II. 
Based on Eqs. (6.1) and (6.3), the MRCI uses a new index named “mean rate-

























































+= .  
We can see that the formulae of the MRCI is rather complex. Chung and Rhee 
(2001) have proved that the method is perfect in decomposition.  
 
6.2.5 The Shapley model 
Albrecht et al (2002) recently presented a decomposition technique based on the 
Shapley value and used it to study CO2 emissions in four OECD countries. They gave 
an interesting introduction to the Shapley decomposition and are the first to apply it to 
energy decomposition analysis. The Shapley value was originally proposed by 
Shapley (1953). It has been used by researchers in cost allocation problems in several 
areas, including water resources development projects and electricity transmission 
losses. The technique gives perfect decomposition. 
When dealing with an n variables problem, the procedure adopted in the 
Shapley value is that the decomposition makes n! calculations and takes the average 
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of the n! estimated contributions for every variable to give the effect of each variable. 
Because the variables are treated symmetrically and the sum of all effects is taken as 
equal to the real total effect, the properties of “symmetry” and “perfect” are satisfied. 
Abrecht et al (2002) gave a detailed description of the Shapley decomposition and the 
relevant references. 
Similar to RLI and MRCI, this Shapley decomposition has been proposed in 
the additive form. Based on Eqs. (6.1) and (6.3) and the Shapley decomposition 
procedure, the effect of variable X , XV∆ , is given by 














!3!1 ] (6.25) 
and V(S) is a function where the factor included in S uses the data in year T while for 
all the other factors the value in year 0 is used. We then have the effect of X  




























)!33()!13(       when S = { X , Y , Z } 












TiiiTiiTi ZYXZYXZYXZYX ,,0,,,,,0,0,,0,, 3
1
6
1  (6.26) 
Because of its “symmetry” property, we can get effect of Y and Z as follows. 
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TiiiTiTii ZYXZYXZYXZYX ,0,,,,,,0,0,,,0, 3
1
6
1  (6.27) 












iTiiTiTii ZYXZYXZYXZYX 0,,,,,,0,,0,,,0, 3
1
6
1  (6.28) 
Although Shapley decomposition is based on game theory of “Shapely value” 
rather than index numbers, there are some similarities between the method and IDA. 
This will be illustrated in later sections. 
 
6.2.6 The MFII model 
The multiplicative and additive forms of the MFII model are already given in Chapter 
5. By studying the additive MFII, RLI and Shapley decompositions, we have found 
that the results they give are the same although these methods have been derived 
through different routs. 
 
6.3 Generalization of All Models  
In the earlier section, we have used the three-factor problem to describe six perfect 
IDA methods in the energy literature. We now generate the formulae for multi-factor 
problems. 
We assume that there are n factors such that ∑=
i
niii xxxV ...21  and i is the 
number of sectors. For clarity, we put the time 0 and T in the superscript rather than 















0 ... .  Then the aggregate change 
in ratio can be decomposed multiplicative as and the n
T DDDVVDV L210/ ==
 117
Chapter 6                                                                          Perfect IDA Methods 
change in difference can be decomposed additively as 
.  n
T VVVVVV ∆++∆+∆=−=∆ L210
Table 6.2 presents the formula of effect j where j is from 1 to n in 
multiplicative and additive forms. We can see that LMDI I and LMDI II are simpler 
than others when dealing with multi-factor problems. Adding more factors will not 
increase the complexity of the LMDI I and LMDI II models. However, for the other 
methods, adding more factors leads to more complex formulae. Fortunately, with 
computers as well as software, computation is no longer a big problem.  
 
6.4 Similarities among the Methods 
As briefly mentioned in Section 6.2.2, LMDI II and LMDI I are based on similar 
index numbers proposed in Vartia (1976) so that they are akin to each other. In the 
case of RLI, Shapley and MFII methods, they follow very similar principle of “taking 
average” and can be shown to be the same model. 
 
6.4.1 LMDI I and LMDI II 
The formulae for LMDI I and LMDI II differ only in the weight function. The 
multiplicative and additive effects of  in decomposing a change from 
































WD  (6.29) 
Additive decomposition: ( ) ⎟⎟⎠
⎞
⎜⎜⎝




































 in LMDI II. 
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Despite the similarities, they have different properties which we will describe in 
Section 6.5. 
 
Table 6.2 Formulae for effect j by different decomposition methods 
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=j number of j. 
1−=+ nkj , exclusive of 
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( ) 2/0jiTjiji xxx +=  
Shapley Not available 















!!1 ]  
V(S) is a function where the 
factor included in S uses the 
data in year T while for all the 















































k is the number of factors 
taking the base period (i.e. 
period 0) among the n factors 
except factor ,  
is the number of combinations 
occurring in k non-  factors 
taking the base period, and h is 









6.4.2 RLI, Shapley and MFII methods 
We use three-factor model to illustrate. In additive decomposition we have the effect 
of X: 
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TiiiTiiTi ZYXZYXZYXZYX ,,0,,,,,0,0,,0,, 3
1
6
1   (6.31) 












TiiiTiiTi ZYXZYXZYXZYX ,,0,,,,,0,0,,0,, 3
1
6
1   (6.32) 








( ) ( )[ ]∑∑∑∑ −+−+ TTTTTT ZYXZYXZYXZYX 00000021  
( )}0∑∑ −+ TTTTT ZYXZYX  












TiiiTiiTi ZYXZYXZYXZYX ,,0,,,,,0,0,,0,, 3
1
6
1   (6.33) 
Interestingly, they are all the same. The "jointly created and equally distributed 
principle" adopted in the RLI method is in fact equivalent to the principle used in the 
Shapley decomposition. As evidenced from the above analysis and the derivation in 
Appendix C, both techniques share the same property that the formulae become 
increasingly more complex and cumbersome as the number of factors increases.   
The RLI and Shapley methods do not have the multiplicative formulae. We 
can take the multiplicative MFII as the multiplicative equivalence of the RLI and 
Shapley methods. 
 
6.5 A Case Study 
In order to compare the results given by the six perfect decomposition as well as the 
Laspeyres method and the Paasche method, we use the data set of South Korea CO2 
emissions presented in Chapter 5. The South Korean industry is divided into seven 
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sectors and the data for some sectors include negative values.  Because LDMI I and 
LDMI II cannot deal with negative values, we now divide the Korean industry into 
four sectors instead, as was recommended by Chung and Rhee (2001). These four 
sectors are agriculture, forestry and fishery (sector 1), light industries (sector 2), 
mining, heavy and chemical industries (sector 3) and services (sector 4). The data can 
be found in Appendix D. We now compare the decomposition results obtained by 
using the Laspeyres, Paasche, LMDI II, LMDI I, MRCI, MFII, RLI and Shapley 
methods. Tables 6.3 and 6.4 give the additive and multiplicative decomposition results, 
respectively. 
From Table 6.3, we can see that all the six perfect methods give very similar 
results.  On the other hand, the conventional methods of Lapeyres and Paasche leave a 
big residual term.  
The multiplicative decomposition results in Table 6.4 show fairly similar 
results given by the six perfect decomposition methods. Interesting and unlike the 
case of additive decomposition, the results given by the Laspeyres and Paasche 
methods are quite consistent with the other six methods and the residual terms are 
close to the ideal value of 1.  
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Table 6.3 Decomposition of additive changes in emissions: 4-sector model (unit: 
thousand tons-C, (%)) 
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Demand 
structure 
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Table 6.4 Decomposition of multiplicative changes in South Korea CO2 emissions: 7-sector model  





















Laspeyres 1.5718 0.7550 0.9464 1.0460 2.1075 0.9980 
Paasche 1.5718 0.7521 0.9417 1.0517 2.1075 1.0013 
LMDI II 1.5718 0.7532 0.9440 1.0489 2.1075 1.0000 
LMDI I 1.5718 0.7582 0.9371 1.0498 2.1075 1.0000 
RLI 1.5718 - - - - - 
MRCI  1.5718 - - - - - 
Shapley 1.5718 - - - - - 
MFII 1.5718 0.7534 0.9439 1.0484 2.1075 1.0000 
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6.6 Conclusions 
We provide an overview of the six perfect decomposition techniques in the literature 
to assist analysts who wish to use decomposition techniques in energy policy debates, 
formulation and evaluation. The models in detail are described by formulae. 
Similarities between LMDI I and LMDI II, and between LRI, Shapley and additive 
MFII methods are described. A case study is presented to illustrate the decomposition 
results given by the various perfect decomposition methods. In terms of ease of 
application and flexibility, the LMDI techniques, in particular LMDI I, have several 
advantages over the other perfect decomposition methods by its simplicity. However, 
when there are zero or negative values in the data set, MFII could be adopted although 
its formulae are much more complicated compared to the LMDI methods.   
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Chapter 7 
Comparisons between IDA and SDA 
 
7.1    Introduction 
The index decomposition analysis (IDA) has been widely used to assess the effects of 
certain driving forces on the change of an aggregate indicator. The analysis uses data 
at the sectoral level to estimate the direct impact of these driving forces. However, in 
the economy system, the relationships among sectors are complicate and the sectors 
are inter-related. Sometimes we need to know not only the direct impact of certain 
factors but also their indirect impact, while structural decomposition analysis (SDA) is 
capable to provide by using information from input-output tables. In this chapter, we 
will compare SDA and IDA. First, we look into SDA studies in energy and 
environment, and introduce the development of SDA. We then describe the 
similarities and differences between SDA and IDA. A numerical example will be 
presented.  
 
7.2 Main Features of SDA 
From Chapter 1, we know that the input-output (I-O) table is an integral part of SDA.  
In this section, we shall first introduce the input-output table. We shall then describe 
the applications of SDA to energy and present the main contents of these applications.  
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7.2.1 Input-output table and SDA 
Input-output analysis is the name given to an analytical framework developed by 
Leontief (1941). The fundamental information with which an analyst deals with input-
output analysis that concerns the flows of products from each industrial sector 
considered as a producer to each of the sectors considered as consumers. This basic 
information, from which an input-output model is developed, is contained in an inter-
industry transaction table, normally called the input-output table.  
An input-output model is constructed from observed data for a particular 
economy, usually a country or a region for the collection of national data. Here, we 
assume that the economic area is a country. The economic activity in the area must be 
able to be divided into a number of segments, producing sectors, or smaller categories, 
no matter in usual sense or combination. These inter-industry flows are measured in 
monetary term for a particular time period. Denoting the observed monetary value of 
the flow from sector i to sector j by , sector j’s demand for inputs from other sectors 
during the time period can be related to the amount of goods produced by sector j over 
that same period. And, we assume the demand as final demand. Thus, if the economy 
is divided into n sectors, and if we denote the total output (production) of sector i by 
 and the total final demand for sector i’s product by , we may have  
ijz
iX iY
iiniiiii Yz...z...zzX +++++= 21  (7.1) 
where z terms on the right-hand side represent the inter-industry sales by sector i, thus 
the entire right-hand side is the sum of all sector i’s inter-industry sales and its sales to 
final demand. In another word, Eq. (7.1) represents the distribution of sector i’s output. 
There will be an equation of the output of each of the n sectors, as in Eq. (7.2) 
11112111 Yz...z...zzX ni +++++=  
22222212 Yz...z...zzX ni +++++=  
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M  
iiniiiii Yz...z...zzX +++++= 21  (7.2) 
M   
nnnninnn Yz...z...zzX +++++= 21  


























These elements are the sales to sector i, that is, i’s purchases of the products of the 
various producing sectors in the country; the column thus represents the sources and 
magnitudes of sector i’s inputs. In engaging in production, a sector also pays for other 
items such as labor and capital, and uses other inputs as well, such as inventoried 
items. All of these together are termed the value added in sector i. In addition, 
imported goods may be purchased as inputs by sector i. All of these inputs (value 
added and imports) are often lumped together as purchases from what is called the 
payments sector, whereas the z’s on the right-hand side of Eq. (7.2) are called inter-
industry inputs. All these flows can be illustrated as in Table 7.1. 
In the input-output table, except the relationship denoted by Eq. (7.2), we have 
the total gross output throughout the economy. Summing down the total output 
column, X is  
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Table 7.1 Input-output table of inter-industry flows of goods  
  Purchasing sector 







1 11z  12z   iz1   nz1  1Y  1X  
2 21z  22z   iz2   nz2  2Y  2X  
… …        
i 1iz  2iz   iiz   inz  iY  iX  












1W  2W   iW   nW  YW  W 
 Import(M) 




 1X  2X   iX   nX    Y X 
 
On the other hand, this same value can be found by summing across the 
bottom row, i.e.  
YXXXXX ni +++++= LL21  (7.4) 
 In input-output work, a fundamental assumption is that the inter-industry 
flows from i to j depend entirely and exclusively on the total output of sector j for that 
same time period. Based on Table 7.2, we define the ratio of input to output , 






a =  (7.5) 
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Thus, once the notion of a set of fixed technical coefficients is accepted, Eq. 
(7.2) can be rewritten, replacing each  on the right by .  ijz jij Xa
1112121111 YXa...Xa...XaXaX nnii +++++=  
2222221212 YXa...Xa...XaXaX nnii +++++=  
M  
ininiiiiii YXa...Xa...XaXaX +++++= 2211  (7.6) 
M   
nnnnininnn YXa...Xa...XaXaX +++++= 2211  























































and let I be the nn×  identity matrix, then the complete nn×  system shown in Eq. 
(7.6) can be transformed as  
( ) YAIX 1−−=  (7.7) 
where  is often referred to as the Leontief inverse (Leontif, 1972), which is 
the key to conduct input-output structural decomposition analysis (SDA).  
( ) 1−− AI
 
7.2.2 Decomposing energy consumption indicator: a SDA model 
For simplicity, we use the model in which the total energy consumption is represented 
by the matrix form and given by the following equation. 
( ) ttttttt YGBYAIBTE =−= −1  (7.8) 
where TE is the vector of total energy use by fuel type f, B is the matrix of physical 
energy coefficients expressed in terms of kilowatt-hours (kWh) of fuel type f used to 
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produce $1 of gross output of sector j, G or  is the matrix of total input 
requirements expressed as the fraction of a dollar of good i needed to produce $1 of 
gross output of good j, and Y is the vector of final demand for each good i and t is a 
given time period. 
1)( −− AI
The formula of SDA is illustrated in matrix form by Eq. (7.9).  
000 YGBYGBTE TTT −=∆  
= rsdintmixlev EEEE ∆∆∆∆ +++  (7.9) 
where TE∆  is energy consumption change from period 0 to period T. The meanings 
of levE∆ , mixE∆  and intE∆ are SDA decomposed effects of production, structure and 
intensity respectively. rsdE∆  is the residue of the decomposition. The information 
included in I-O table can provide detailed data for SDA analysis that is not limited to 
energy only.  
 
7.2.3 Decomposing CO2 emissions: a SDA model  
We use CO2 emissions as an example. CO2 emissions in the industries are calculated 
from the following equation: 
( ) uyAIKeCind 1' −−=        (7.10) 
where e’ is a row vector of CO2 emission coefficients for various types of fossil fuels, 
the element is the amount of CO2 emitted per unit of type f fossil fuel burnt, K is a 
matrix of industrial energy input coefficients, the element  is the amount of type f 
fossil fuel burned for unit production in the jth industry, 
fe
fjK
( ) 1−− AI  is the inverse of 
Leontief matrix (I-A), u is a vector which shows the composition of final demand, thus 
its element  denoting share of sector j in the sum total of final demand, y. ju
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The term is decomposed into various composite factors to compare the 
difference in CO2 emissions. For instance, a difference in industrial CO2 emissions 
between two countries may be decomposed into various factors. For a given year, let 
be the difference in industrial CO2 emissions between two countries. Similarly, let 
 be the difference in energy consumption between two countries,  
be the difference in the composition of final demand, and 
C∆
( K'e∆ ) ( ) 1−−∆ AI
y∆  be the difference in size 
of the economy measured in GDP. Applying the technique of “decomposition by 
differencing”, we have 
( )( ) ( ) ( ) ( )( ) +∆−+−∆+−∆=∆ −−− uyAIKeuyAIKeuyAIKeC 111 '''  
( )( ) yuAIKe ∆− −1'  (7.11) 
This expression holds approximately with all the variables measured as mean 
of two observations except the differences. Thus, ( ) 1−− AI  in Eq. (7.11) is a simple 
arithmetic mean of two Leontief matrices, ( ){ }11−− AI  and ( ){ }21−− AI . Similarly, u is 
a simple mean of  and , y is a simple mean of  and , and so on, where 
subscripts 1 and 2 denote two different countries. The difference in emissions between 
two countries ( ) is therefore decomposed into the following four sources: 
1u 2u 1y 2y
C∆
(1) change in energy mix and efficiency: ( )( ) uyAIKe 1' −−∆  
(2) change in input technology: ( ) ( ) uyAIK'e 1−−∆  
(3) change in composition of the final demand: ( )( ) uyAIK'e ∆− −1  
(4) change in the size of the economy: ( )( ) yuAIK'e ∆− −1  
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7.3 Past SDA Studies 
Leontief (1941, 1953) was the antecedent of the using of SDA in the application field 
of energy utilization while performing the various analyses of changes in US I-O 
tables. More formal dynamic analyses in this vein, focusing on investment and 
technological change, were performed by Carter, culminating in her 1970 volume 
(Carter, 1970). A broader approach that used features of I-O analysis along with more 
general macro-economics was developed for the examination of economic 
development by Chenery et al. (1962) and Chenery and Syrquin (1975). The first 
formal identify-splitting derivation known to us is the three-part decomposition of 
sources of change in air pollution emissions as performed by Leontief and Ford (1972). 
Based on Leontief’s work, Skolka’s worked on SDA in the mid-1970s (for example, 
Skolka, 1977) and culminated in the expanded set of estimating equations (Skolka, 
1989). 
Over the past decade, SDA has been proved to be a useful tool for analyzing 
changes in energy consumption. Examples for related studies are Hudson and 
Jorgenson (1974), Gowdy and Miller (1987), and Rose and Chen (1991).  Some 
studies have also decomposed changes in gas emissions. Examples for related studies 
are Leontief and Ford (1972), Pearson (1989), and Proops et al (1993). 
Table 7.2 gives a list of 61 SDA studies in the energy and environment areas. 
In this section, a literature survey similar to that of IDA in Chapter 2 is presented. 
Most of the studies are concerned with the developed countries because the input-
output tables are more readily available in these countries, especially in the earlier 
years. With the adoption of input-output tables in more and more countries, SDA has 
also been applied to newly industrialized economies such as Taiwan, and to 
developing countries such as China and India. However, since SDA needs fairly 
detailed data set for an economy, data availability is a major constraint in its 
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utilization. On the other hand, there are wider applications of IDA because the data 
requirements are less stringent.  
The SDA is popularly used to examine changes of an aggregate indicator over 
time. It has been used mostly for historical analysis but a few studies touched on 
forecasting issues. For example, Hudson and Jorgenson (1974), Murthy et al. (1997), 
and Rose and Chen (1991) mentioned the forecasting aspects. Thus, SDA is quite 
similar to IDA that the studies deal primarily with studying the past. 
As shown in Table 7.2, two major application areas of SDA are energy 
analysis and gas emission analysis. In energy analysis, in contrast to IDA, SDA 
involves not only energy demand but also energy production issues since I-O tables 
are extended to account for inter-industry energy flows. A transaction table given in 
so-called “hybrid-units” - that is, tracing energy flows in the economy in Btus (or 
other physical units) and non-energy flows in dollars is constructed. Thus, the energy 
input-output tables in these studies are different from the general I-O tables dealing 
with economy transactions. Through this modification of the traditional Leontief 
model, SDA can deal with energy flows and decompose them into several sources 
impacting on the overall changes in energy aggregates.   
The other major SDA application area is gas emission analysis. This analysis 
can be conducted in two different ways. One is to deal with energy-related gas 
emissions where the emissions can be obtained directly through multiplying fuel 
consumption by appropriate emission coefficients (See, for example, Proops et al., 
1996). Another way is more complex which involves the modification of I-O tables 
(See, for example, Miller and Blair, 1985).  
Although the above two application areas are similar to IDA, IDA has been 
applied to more areas than SDA since its application is not restricted by the I-O tables 
as is in the case for SDA.  
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The number of decomposing effects given by SDA studies can be classified 
into 4 groups, normally the technological effect, final demand effect, energy intensity 
effect and others, which are generally more than IDA studies. In nearly all SDA 
formulations, the changes in the structural matrix are ascribed to a nebulous 
“technological effect”, which is often broadly interpreted to include any factor that 
causes a change in a technical (structural) coefficient, such as true technological 
change, technical substitution and scale effects.  
SDA formulations isolate changes in the structure of final demand whose 
impact is called the “final demand” effect. The most basic approach is to isolate 
changes in the composition or “mix” from changes in the level of final demand over 
time.  
Decomposing the energy intensity effect is relatively new in SDA, compared 
to technological effect and final demand effect. As defined in IDA, energy intensity is 
the ratio of energy consumption to industrial production. In the “hybrid” model of 
energy I-O tables, non-energy industries use monetary unit but energy industry uses 
physical to provide the basis of energy intensity. However, most of the energy 
intensity effect is decomposed from the aggregate energy consumption or gas 
emissions under the concept of energy coefficients so that it appears as an item which 
is independent of I-O tables. 
Other effect in Table 7.2 includes trade change (example as Skolka, 1989), 
price change (see, Gunluk-Senesen and Kucukcifci, 1994), etc.  
In terms of the application and decomposed effects, we can see that SDA can 
include direct demand effect as well as indirect one which is captured by the Leontief 
inverse of the input-output table. Because IDA is based on aggregated sector data only, 
it is capable of assessing the impact of the direct effect only.  
 133
Chapter 7                                                         Comparisons between IDA and SDA 
In this section, we attempt to update the survey by Rose and Casler (1996) 
which has a review on about 22 SDA studies in energy and environment. Since then 
some new developments have been reported, such as multiplicative decomposition 
using SDA reported by Han and Lakshmanan (1994), the introduction of “dependent 
determinants” by Dietzenbacher and Los (2000), and the linkage between SDA and 
neo-classical economic theory by Casler and Rose (1998). More recently, Hoekstra 
and van den Bergh (2003) compared SDA and IDA.  
 
7.4 Comparisons between SDA and IDA Models 
In this section, we shall compare the SDA and IDA from the model viewpoint. 
 
7.4.1 The basic model 
IDA is essentially an analytical tool designed for quantifying the driving forces 
underlying aggregate indicators, using principles borrowed from the index number 
theory. Its basic rationale is splitting an aggregate indicator to several meaningful 
indicators. On the other hand, SDA was defined firstly as input-output structural 
decomposition analysis (IO-SDA) by Rose and Miernyk (1989) as “a way of 
distinguishing major sources of change in an economy” based on economy I-O table. 
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From the view point of the basic model, both IDA and SDA attempt to split 
indicator/identity into components although they adopt different forms. IDA splits an 
indicator through an index relation while SDA through a matrix relation. However, 
using some data transformations between the aggregate data and matrix data forms, 
their data objectives can be treated as the same.  
 
7.4.2 Model development 
IDA and SDA have been developed independently and little attention has been 
devoted to the theoretical underpinnings. Hoekstra and van der Bergh (2003) is the 
first study to compare IDA and SDA. The development of IDA has been on the 
improvement of the methodology while that of SDA has been on applications. IDA 
has developed from the original intuitive Laspeyres model to a number of perfect 
decomposition methods that we have today. SDA has evolved from three-part 
identity-splitting, KLEM model to two-tier KLEM model with 14 formal derived 
models (Rose and Chen, 1991). As a result, SDA has become increasingly finer to 
give reasonable explanations on sources of change. The above developments are 
illustrated in Fig. 7.1.  
 
 139




























Figure 7.1 IDA and SDA development directions 
 
7.4.3 Model improvement procedure 
From model development, we may see the similarities of differences between IDA 
and SDA. Based on index number theory, IDA has been improved for better 
properties while the methodological improvement of SDA has been on satisfying the 
properties of “mutually exclusive” and “completely exhaustive”. As has been 
described in Rose and Casler (1996), the requirement of “completely exhaustive” can 
be guaranteed by the “trick” of identity splitting. However, “mutually exclusive” has 
not necessarily been verified. Although given in different terms, “perfect in 
decomposition” in IDA is similar to “completely exhaustive” in SDA. In IDA, items 
are not required to be “mutually exclusive”. Thus, IDA and SDA have some similar 
requirements on decomposition.  
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7.4.4 Indicator type 
SDA is mostly used to decompose absolute indicators. However, in IDA, ratio 
indicators are as often used as absolute indicators. IDA is capable to decompose more 
variable indicator type. Moreover, some elasticity indicators have also been 
decomposed using IDA.  
 
7.4.5 Approach 
Because of the complexity of the data, it is somewhat complicate to conduct 
multiplicative decomposition so that most SDA studies use the additive model. An 
exception is Han and Lakshmanan (1994). In IDA studies, multiplicative and additive 
models are as often used. However, we can borrow the concept of IDA to overcome 
this deficiency in SDA. This will be dealt with in Chapter 9.   
In summary, the strengths of IDA are on its methodology capability which is 
perfect in decomposition, less stringent in data requirements and flexible in use. 
Without these strengths, the SDA is nevertheless able to provide decomposition 
results in greater detail by using the I-O tables.   
 
7.5 A Case Study 
We present a case study to illustrate the similarities and differences between SDA and 
IDA. This case study concerns energy-related CO2 emission decomposition. The data 
are taken from Chung (1998). We decompose the differences in emission levels 
among China, Korea and Japan. The IDA methods employed are the Laspeyres 
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7.5.1 The SDA framework 
Using the same terms as in Chung (1998), emissions in the industries are calculated 
from the following equation: 
( ) uyAIK'eCind 1−−=        (7.12) 
where e’ is a row vector of CO2 emission coefficients for various types of fossil fuels, 
the element  is the amount of CO2 emitted per unit of type f fossil fuel burnt, K  is a 
matrix of industrial energy input coefficients, the element  is the amount of type f 
fossil fuel burned for unit production in the jth industry;
fe
fjK
( ) 1−− AI  is the inverse of 
Leontief matrix (I-A), u is a vector which shows the composition of final demand, and 
its element  denotes share of sector j in the sum total of final demand, y. ju
For a given year, let stand for the difference in industrial CO2 emissions 
between any two countries. Similarly, let 
C∆
( )K'e∆  be the difference in energy 
consumption between two countries, ( ) 1−−∆ AI  be the difference in the composition 
of final demand, and be the difference in size of the economy measured by GDP, 
all between the two countries studied. From Eq. (7.12) and applying the technique of 
“decomposition by differencing”, we have 
y∆
( )( ) ( ) ( ) ( )( )











This expression holds approximately with all the variables measured as mean 
of two observations except the differences. Thus, ( ) 1−− AI  in Eq. (7.13) is a simple 
arithmetic mean of two Leontief matrices, ( ){ }11−− AI  and ( ){ }21−− AI . Similarly u is 
a simple mean of  and , and the same applies to y for  and  and so on, 
where subscripts 1 and 2 denote two different countries. Hence Eq. (7.13) attributes 
the difference in emissions between two countries (
1u 2u 1y 2y
C∆ ) to the following five sources: 
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(1) Difference in energy mix and efficiency ( )( ) uyAIKeCmix 1' −−∆=∆  
(2) Difference in input technology ( ) ( ) uyAIKeCinp 1' −−∆=∆  
(3) Difference in composition of the final demand ( )( ) uyAIKeCstr ∆−=∆ −1'  
(4) Difference in the size of the economy ( )( ) yuAIKeC pdn ∆−=∆ −1'  
(5) Difference of joint effect pdnstrinpmixtotrsd CCCCCC ∆−∆−∆−∆−∆=∆  
Because our purpose is to compare IDA and SDA, we combine effect (1) and effect (2) 
and the sum is taken as the intensity effect, i.e. inpmixint CCC ∆+∆=∆ .  
 
7.5.2 The Laspeyres IDA  
The formulas of the Laspeyres IDA are as follows: 










1  where t = 0, T (7.14) 
and 
rsdintstrpdntot CCCCC ∆+∆+∆+∆=∆  (7.15) 
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000100010  (7.17) 






000100010  (7.18) 
( )intstrpdntotrsd CCCCC ∆+∆+∆−∆=∆  (7.19) 
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7.5.3 IDA: the MFII  
Using the methodology proposed in Chapter 5, we have the following formulae in the 
case of MFII: 
( )( )( ) ( )( )( ) ( )( )( )( )yuAIKeuyAIKeyuAIKeCint ∆−∆+∆−∆+−∆=∆ −−− 0101001 ''21'      
( )( )( ) yuAIKe ∆∆−∆+ −1'
3
1    (7.20)    
( )( )( ) ( )( )( ) ( )( )( )( )yuAIKeuyAIKeuyAIKeCstr ∆∆−+∆−∆+∆−=∆ −−− 0101001 ''21'      
( )( )( ) yuAIKe ∆∆−∆+ −1'
3
1       (7.21) 
( )( )( ) ( )( )( ) ( )( )( )( )yuAIKeyuAIKeyuAIKeC pdn ∆∆−+∆−∆+∆−=∆ −−− 101001 ''21'      
( )( )( yuAIKe ∆∆−∆+ −1'
3
1 )  (7.22) 
Table 7.3 summarizes the decomposition results of the SDA, Laspeyres IDA 
and MFII.  We can see that these three methods give fairly similar results. 
As shown in Table 7.3, the total actual difference in emissions between China 
and South Korea was 1,626 Mtons. Using SDA, 1,595 Mtons, or about 98% of overall 
difference could be explained by three factors: size of economy, economy structure 
and energy intensity. The counterpart results for Laspeyres and MFII are 1,617 Mtons 
(99.5%) and 1,626 Mtons (100%), respectively. The differences due to size of 
economy are 2,180, 2260 and 2,263 Mtons given by these three methods, respectively. 
The results also show that these three methods give approximately the same energy 
intensity effects, i.e.  –668 (-41.1%), -672 (-41.3%) and –669 (-41.1%), respectively. 
However, the estimated economy structure effects are somewhat different. They are 
83 (5.1%), 29 (1.8%) and 32 (1.9%), respectively.  
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Some of the results of the case of Japan and Korea are different both in sign 
and in magnitude. SDA gives the decomposition results of the total difference due to 
size of economy, economy structure and energy intensity of 2,719 Mtons (446.8%),     
-0.8 Mtons (-0.1%) and –2,231 Mtons (-367.9%), respectively. Laspeyres IDA gives 
the three effects of 2,342 Mtons (386.2%), -89 Mtons (-14.7%) and –2,400 Mtons         
(-395.9), respectively, while MFII gives 2,869 Mtons (473.2%), 25 Mtons (4.0%) and 
–2,287 Mtons (-337.2%), respectively. 
For the difference between China and Japan CO2 emissions, these three 
methods give approximately the same results, which are similar to the case of China 
and Korea.  
From Table 7.3, we can see that SDA and Laspeyres IDA leave a large residue 
while MFII leaves no residue.  
 
7.6 Conclusions 
In this chapter, we introduce SDA and compare it with IDA. From the comparisons, 
we could summarize the strengths and weaknesses in Table 7.4. SDA, which is based 
on the accounting system of I-O tables, is able to provide detailed decomposition 
results while IDA is more flexible in the data source and application. The main 
strength of SDA is that if fine data are available, it offers a practicable approach to 
general equilibrium analysis, allowing for the complex direct and indirect 
repercussions of economic changes. On the other hand, without using the extensive I-
O tables, the strengths of IDA are the methodology capabilities which are perfect in 
decomposition, less stringent in data requirements and flexible in use. Both 
methodologies are widely applied to decompose aggregate energy indicators and 
energy-related CO2 emissions. With certain assumptions, they give fairly consistent 
 145
Chapter 7                                                         Comparisons between IDA and SDA 
results. The differences and similarities between these two methodologies provide the 
possibility for integrating them to give a better methodology, which will be described 
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Chapter 8 
Integration of IDA and SDA  
 
8.1    Introduction 
As described in Chapter 7, SDA is based on the accounting system of I-O tables and is 
able to give detailed decomposition results while IDA is more flexible in data 
requirement and IDA methods are available to give perfect decomposition results. 
However, both can give fairly similar results if the definitions of economy changes 
and components are the same and if the matching IDA methods are employed. As 
such, one may wonder if it is possible to integrate these two methodologies by 
capitalizing on strengths of each. It is the purpose of this chapter to look into this issue 
– integration of IDA and SDA. We firstly try to give the rationale of integration by 
studying the principle of IDA and SDA. This will be followed by proposing an 
integrated model (IM). Case study using the data source in Section 7.5 is presented to 
illustrate the usefulness of the IM.  
 
8.2 Principle for Integration of IDA and SDA 
From Chapter 7, we know that both IDA and SDA use the index number theory 
although most SDA studies adopt the additive form. This similarity provides a basis 
for the integration of IDA and SDA. Normally IDA employs simple data sets while 
SDA uses complicated I-O tables.  However, if we consider these data sets as the 
simple forms of matrix relationship, we are able to integrate IDA and SDA. As 
illustrated by Fig. 7.1, IDA is basically established on the simple relationship between 
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industry production and energy consumption while SDA is built on the inter-industry 
input-output relationship. We wish to integrate them into a new model that can utilize 
the complete information provided by I-O tables and at the same time give perfect 
decomposition methodology as in IDA. The resulting model will be called the 
“integrated model” (IM). Table 8.1 shows the expected properties of the proposed 
integrated model.  
 
Table 8.1 Expected properties of the integrated model 
Properties IDA SDA IM 
Additive form √ √ √ 
Multiplicative form √ Х √ 
No residue (perfect in decomposition) √ Х √ 
Utilize I-O Table information Х √ √ 
Note: √ means the method can handle the problem while Х means it cannot. 
 
In the following sections, we shall use MFII and the traditional SDA to 
construct the integrated model. The IM will help to improve the traditional SDA by 
giving “perfect” decomposition. This extension will be called “horizontal” integration, 
as shown in Fig. 8.1. The IM also incorporates I-O tables into the traditional IDA in 
the form of the two-tier model of SDA. This extension will be called the “vertical” 









































Figure 8.1 Integration Scheme for IDA and SDA 
 
8.3 Integrated Model for Additive Decomposition 
8.3.1 Horizontal integration 
In order to achieve the horizontal integration, we introduce the concept of perfect IDA 
methodology into SDA. For easy understanding, we use energy consumption 
decomposition to present the integration and retain the additive SDA framework. 
From Chapter 7, the framework of SDA for decomposing the change in total energy 
consumption from year 0 to year T is given by  
000 YGBYGBTE TTT −=∆  
= rsdintmixlev EEEE ∆∆∆∆ +++  (8.1) 
Changes in energy consumption are attributed to three effects as in the IDA 
framework. We call this horizontal integration because Eq. (8.1) only utilizes the 
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relationships among variables rather than relationships within one or more variables.   
We now use MFII to link IDA and SDA, leading to the following formulae:  
=levE∆ ( )00000{
3
1 YGBYGB T −  
( ) ( )[ ]000000
2
1 YGBYGBYGBYGB TTTTTT −+−+  
( )}0YGBYGB TTTTT −+    (8.2) 
=∆ intE ( )00000{
3
1 YGBYGBT −  
( ) ( )[ ]TTTTTT YGBYGBYGBYGB 000000
2
1 −+−+  
( )}0 TTTTT YGBYGB −+  (8.3) 
=∆ mixE ( )00000{
3
1 YGBYGB T −  
( ) ( )[ ]TTTTTT YGBYGBYGBYGB 000000
2
1 −+−+  
( )}0 TTTTT YGBYGB −+  (8.4) 
=rsdE∆ 0int =∆−∆−∆−∆ EEETE mixlev   (8.5) 
Other perfect IDA methods can also be used in place of MFII. It is a possible 
area for future research. 
  
8.3.2 Vertical integration 
One of the advantages of SDA over IDA is related to the vertical relationship as 
shown in Fig. 8.1, which can provide more information than IDA. Here, we use the 
term mixE∆  in Eq. (8.4) as an example. As defined, the mix effect mixE∆ is the change 
of the Leontief inverse matrix in the input-output table from time 0 to time T. We can 
use a two-tier KLEM model to further decompose it. 
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Following Rose and Chen (1991), the two-tier KLEM model is expressed as  
( ) ([ hR MMMEEEELKfQ LL ,1,,,,, 21= )] (8.6) 
where K, L, E, M denote capital, labor, energy and material, respectively. Then mixE∆  
can be further decomposed to several technological changes: capital, labor, energy and 
material effect. From the vertical integration, we have   
=∆ mixE ( )00000{
3
1 YGBYGB T −  
( ) ( )[ ]TTTTTT YGBYGBYGBYGB 000000
2
1 −+−+  
( )}0 TTTTT YGBYGB −+  
[ ] ⎥⎦⎤⎢⎣⎡ ∆+∆+∆+∆= mixmixmixmix EEEE 4321 2131  (8.7) 
where we use , ,  and  to represent these four bracketed 
terms in Eq. (8.7). Using the KLEM scheme, we can decompose the mix effect 
mixE1∆ mixE2∆ mixE3∆ mixE4∆
mixE∆  
into ( )KE∆ , ( )LE∆ , ( )EE∆  and ( )ME∆  where  
=∆ mixE ( ) ( ) ( ) ( )MELK EEEE ∆+∆+∆+∆  (8.8) 
Using the “taking average” principle of MFII, the formula for ( )KE∆  is as 
follows: 
( ) ( ) ( ) ( )[ ] ( ) ⎥⎦⎤⎢⎣⎡ ∆+∆+∆+∆=∆ KKKKK EEEEE 4321 2131  (8.9) 
where , ,  and ( )KE1∆ ( )KE2∆ ( )KE3∆ ( )KE4∆  is further decomposition from , 
,  and , respectively. Here, we use 
mixE1∆
mixE2∆ mixE3∆ mixE4∆ ( )KE1∆  to illustrate  


















E        (8.10) 
where the definition of k,  and km
( )( )hKE1∆  are the same as those in Chapter 5. For 
example,  
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      (8.11) ( )( ) ( ) ( )( ) ( ) ( )( ) 00000001 YGBYGBE T TLEMKT TLEMTKK1 −=∆
which means that we keep matrices B and Y unchanged while change the capital input 
in the I-O table from year 0 to year T. The items in the other inputs are defined as 
( )( )( ) ( ) ( )( )TTT KLEM
KLEM
KLEMKLEM 00 ≡   (8.12) 
Detailed information about the K, L, E, and M definitions is given by Rose and Casler 
(1996). 
 
8.4 Integrated Model for Multiplicative Decomposition 
The traditional SDA model has only been developed in the additive form. We now 
present the multiplicative form of the integration model in the following section.    
Following the IM for additive decomposition, energy consumption is 
presented as  where t = 0 or T. If the total energy consumption is a 





=  (8.13) 




= = rsdintmixlev DEDEDEDE ⋅⋅⋅  (8.14) 
Similar to additive IM, we shall use MFII to link IDA and SDA in the 




































































YGBDE  (8.16) 
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YGBDE  (8.17) 
=rsdDE 1=⋅⋅ mixmixlev DEDEDE
DE   (8.18) 
 
8.5 A Case Study  
Continuing with the case study in Chapter 7, we select the case of Japan and Korea to 
illustrate the application of the integrated model.  
 
8.5.1 Horizontal integration 
We first conduct the additive decomposition, decomposing the total CO2 emission 
difference into 4 sources, difference in energy mix and efficiency ekC∆ , difference in 
input technology LC∆ , difference in composition of the final demand and 
difference in final demand . These four sources have similar meanings as in SDA 
but the formulae are based on the MFII model which leaves no residue in the 
decomposition results. Thus, we have  
sC∆
yC∆
ysLek CCCCC ∆+∆+∆+∆=∆  (8.19) 
Besides additive decomposition, we can also conduct the multiplicative 
decomposition, based on the same dataset to decompose the ratio difference in CO2 
emissions between the two countries into the above four sources. The decomposition 
results obtained are presented in Table 8.2. We may see that through horizontal 
integration, the model gives decomposition results without residue. However, because 
at this stage, the model does not accommodate I-O table in its structure, it cannot 
utilize all information included in I-O tables. 
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8.5.2 Vertical integration 
To make use of the detailed information in I-O tables, the model in Section 8.5.1 can 
be further extended. In this section, we use a simulation set of data to further 
decompose the effect influencing the aggregate difference of CO2 emissions between 
Japan and Korea.  
Following Rose and Chen (1991), we illustrate structural matrix decomposition 
with a focus on energy inputs. The appropriate two-tier KLEM model is expressed as  
( ) ([ hk MMMEEELKFQ LL 11 ,,,= )] (8.20) 
In the neoclassical version, the production function is assumed to be positive, 
twice differentiable and strictly quasi-concave. Also, we assume that the production 
function is weakly separable, meaning that the optimal mix of components in each 
aggregate is independent of the optimal mix of the four aggregate groups.  
In this case study, we conduct some simulations while following the definition 
in Chapter 8 and define the following terms: 
( ) 111 −−= AIG  is Leontief inverse matrix of Japan in 1990, 
( ) 010 −−= AIG  is Leontief inverse matrix of Korea in 1990, 
( ) KK AIG 111 −−= , ( ) KK AIG 010 −−= are the separated Leontief inverse matrices 
related to K (capital) of Japan and Korea, respectively, 
( ) LL AIG 111 −−= , ( ) LL AIG 010 −−=  are the separated Leontief inverse matrices 
related to L (labor) of Japan and Korea, respectively, 
( ) EE AIG 111 −−= , ( ) EE AIG 010 −−=   are the separated Leontief inverse matrices 
related to E (energy) of Japan and Korea, respectively; 
( ) MM AIG 111 −−= , ( ) MM AIG 010 −−= are separated Leontief inverse matrices 
related to M (material) of Japan and Korea, respectively. 
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The relationships among them are 
MELK GGGGG 11111 +++=  (8.21) 
MELK GGGGG 00000 +++=  (8.22) 
Thus, using our integrated model, we may vertically decompose the difference 
of CO2 emissions between Japan and Korea. We use two frameworks to do that. First, 
we assume that the KLEM components have similar influence on the overall CO2 
emissions, i.e. only to consider the first tier factors, decomposing the input technology 
into factors related to capital, labor, energy and material, respectively. Second, we 
adopt the framework proposed by Rose and Chen (1991), focusing on energy inputs 
and decomposing the aggregate difference of CO2 emissions to 11 “formal derived” 
factors. 
 
One-tier integrated model 
The difference of one-tier decomposition from the horizontal IM is in the Leontief 
matrix G. In the horizontal IM, we consider G as a similar factor as others such as final 
demand. Here, we separate the Leontief matrix G to four components K, L, E and M 
and further decompose G into the effects related to them.  
The Leontief matrix G is composed of four components so that the industry 
CO2 emission model is given by 
KGuyeCind '=  
( uyGGGGKe MELK ++ )+= '  (8.23) 
Thus, using our proposed IM, we may further decompose the input technology effect 
into four components. To show the capability of the IM, we use the simulated data 
obtained based on the I-O tables of Japan and Korea in 1990 which are given in 
Appendix E. Table 8.3 gives the decomposition results obtained. From the results, we 
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can see that the one-tier IM may be used to further decompose the input technology 
into four components while the effects of KLEM add up or multiply to give the total 
input technology effect.  
 
Table 8.3    Decomposition of difference in total CO2 emissions between Japan and 
Korea by one-tier integrated model. (Unit: MTC) 
 
Approach Due to difference in decomposition factors 
Horizontal  
Integrated Model 
One tier integrated 
model 
Additive Mix and efficiency -1,647.9 -1,647.9
 Input technology -439.5 -439.5
 K: Capital -92.7
 L: Labor -197
 E: Energy 24.2
 M: Material -174
 Final demand structure -30.3 -30.3
 Size of the economy 2,724.2 2,724.2
 (total) 606.5 606.5
 Actual total  606.5 606.5
 Residue 0 0
Multiplicative Mix and efficiency 0.2049 0.2049
 Input technology 0.6974 0.6974
 K: Capital 0.9316
 L: Labor 0.8732
 E: Energy 1.0226
 M: Material 0.8742
 Final demand structure 0.9566 0.9566
 Size of the economy 18.4215 18.4215
 (total) 3.2556 3.2556
 Actual total  3.2556 3.2556
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Two-tier integrated model 
Rose and Chen (1991) deployed a two-tier KLEM decomposition method. The input 
technology effect was decomposed in terms of bottom-tier substitution, top-tier 
substitution and technological change. Together there were 14 “formal derived” effect 
in their framework. It was applied to evaluate sources of change in energy use in the 
US economy between 1972 and 1982, and yielded results that accounted for 100 
percent of the change in each individual fuel type and the energy aggregate for that 
period. However, 3 of the 14 decomposed effects are called “joint effects” which are 
decomposition residues.  
We now use our two-tier IM to do the decomposition where no residue term 
exists. Table 8.4 gives the decomposition results using our two-tier IM. We may see 
that both the two-tier SDA and IM may be used to give fairly detailed decomposition 
results relating to capital, labor, energy and material as well as the substitution effects. 
However, in SDA, there are three joint effects: substitution joint effect (-256.9 MTC), 
technology joint effect (364.8 MTC) and the joint effect between final demand and 
input technology (128.5 MTC). Some joint effects are even bigger than the main 
effects. For example, the technology joint effect is 364.8 MTC which is 4.15 times of 
the effect of direct technology change. The IM appropriately assigns the cause of 
change into the effects involved and there is no joint effect in the results.  
 
8.6 Conclusions 
From the surveys conducted in Chapter 2 and Chapter 7, the decomposition 
methodologies of IDA and SDA have very different origins. Both have been widely 
used in the energy field in last 20 to 30 years. Studies in the past invariably apply one 
of the two methodologies in decomposition. Few attempts have been made by 
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researchers to integrate them.  In this chapter, we describe the basis for integrating 
IDA and SDA and give an integrated model named IM. Both additive and 
multiplicative forms of IM are presented. The proposed IM is perfect in decomposition 
and capable of further decomposing the aggregate indicator into detailed effects. A real 
case study and a simulation study are presented to illustrate the advantages of the IM.  
 
Table 8.4 Two-tier decomposition results using SDA and IM (unit: MTC) 
Due to difference in decomposition 
factors using SDA 
Result Due to difference in decomposition 
factors using integrated model 
Result
1. Level of final demand 2,710 1. Level of final demand 2,724.2
2. Mix of final demand -0.8 2. Mix of final demand -30.3
3. Interfuel substitution (direct) -423.2 3. Interfuel substitution (direct) -528.6 
4. Interfuel substitution (linkage) -637.9 4. Interfuel substitution (linkage) -607.1
5. Material substitution -422 5. Material substitution -311
6. Substitution joint effect -256.9  
7. KLEM substitution -321.2 6. KLEM substitution -201.2
8. Tech. change in capital -102.3 7. Tech. change in capital -92.7
9. Tech. change in labor -204 8. Tech. change in labor -197
10. Tech. change in energy (direct) 87.8 9. Tech. change in energy (direct) 79.4
11. Tech. Change in energy 
(linkage) -78.9 10. Tech. Change in energy (linkage) -55.2
12. Tech. change in material -237.2 11. Tech. change in material -174
13. Tech. change in joint effect 364.8   
14. Joint effect between final 
demand and input change 128.5   










In this thesis, we studied some methodological issues of decomposition analysis, from 
the underpinning theory to methodology improvement. A literature review was 
presented to give the development of index decomposition analysis (IDA). Linkages 
between index numbers theory and IDA have been established based on both the 
multiplicative and additive forms. 
One of the decomposition issues in the literature is aggregating decomposition 
results at different levels. To deal with this issue, we proposed a new method called 
the log-mean Divisia index method I (LMDI I) which is consistent in aggregation and 
perfect in decomposition. However, the LMDI I has log terms which cannot deal with 
negative values easily. We therefore proposed another new method called the 
modified Fisher Ideal index method (MFII) which is robust in zero - negative values 
as well as perfect in decomposition. 
The LMDI I and MFII are the two new methods, which together with four 
other methods proposed in the literature, totaling six IDA methods that are perfect in 
decomposition which leaves no residue in the results. There are some linkages among 
these six methods. We presented these linkages and provide a clearer picture on 
perfect decomposition in IDA. 
While IDA uses mainly aggregate sector data, we know from the literature that 
another commonly used decomposition methodology, the structural decomposition 
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analysis (SDA), uses economy input-output tables and is capable of probing into the 
detailed inter-industrial relationship. We compared IDA and SDA and highlighted the 
advantages and disadvantages of both. Based on the comparison, we proposed an 
integrated model (IM) which incorporates the strengths of both IDA and SDA.  
 
9.1 Contributions of the Research 
The research reported, as summarized above, leads to contributions in six aspects. 
First, we have done a literature review on IDA, bringing the survey of Ang and 
Zhang (2000) up to date. Our survey has added a total of 63 new studies to the list of 
109 studies reported in Ang and Zhang (2000). Certain new developments in IDA 
have been identified and the results presented.  
Second, we have described and compared eight IDA methods in detail, ranging 
from their properties, underpinning theory, formulae to application issues.  Five of 
these eight methods had been previously applied in energy decomposition studies 
while the remaining three (Fisher Ideal, Vartia I and Stuvel) were introduced for the 
first time. Our study shows the close linkages between IDA and the index number 
problem in economics. Thus an aggregate indicator such as the aggregate energy 
intensity can be decomposed in various ways. We have compared these eight methods 
to show their relative strengths and weaknesses, which will be helpful to researchers 
undertaking new decomposition studies. Also, we have given recommendations for 
method selection. 
Third, we have proposed a method called LMDI Method I. It is consistent in 
aggregation, which allows estimates for sub-groups to be aggregated in a consistent 
manner to a higher aggregation level. This property, together with perfect 
decomposition property, makes LMDI Method I a good method for researchers to 
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adopt in energy and environment analysis. We expect this method to gain popularity 
among energy researchers and analysts. 
Fourth, we have reported the modified Fisher ideal index (MFII) method in 
both the multiplicative and additive forms. Its properties of perfect in decomposition 
and robust in zero-negative values make it a superlative method. We have discussed 
its properties in detail.  
The fifth contribution of this thesis is the establishment of a perfect IDA 
scheme. In this scheme, a total of six perfect IDA methods have been included. We 
have provided an up-to-date summary of these six perfect decomposition methods to 
assist analysts who wish to use decomposition techniques in energy policy debates, 
formulation and evaluation. The strengths and weaknesses of each of these six 
methods have been discussed for reference of method selection. 
The last contribution of our research is the comparison and integration of IDA 
and SDA. Although some researchers mentioned about the similarities and differences 
between IDA and SDA, there are few studies dealing with these issues. We have 
compared IDA and SDA from several view points and an integrated model (IM) has 
been proposed as a result. The proposed model utilizes the detailed information in I-O 
tables and perfect decomposition property based on index numbers.  
 
9.2 Possible Future Research Topics 
There are several topics related to the scope of this thesis where future research can be 
conducted. These topics have been mentioned in several parts of this thesis. We 
highlight below two major ones. 
First, integration of IDA and SDA is still a research area that leaves much to 
be done. As discussed in Chapter 8, it was mentioned that IDA and SDA can be 
integrated horizontally and vertically. However, the research reported in Chapter 8 
 164
Chapter 9                                                                                                     Conclusions 
only provides a first step towards a full integration. In actual application, because of 
the complexity of the information provided by I-O tables, there are still many issues 
left unsolved. Furthermore, to apply IM easily and quickly, the availability of 
computational tools in the form of software will be essential.  
Second, both IDA and SDA have mainly been used for historical analysis. 
However, it does not mean that they are not applicable to forecast the future. Some 
studies in the literature show the possibilities. In this thesis, we do not touch on 
forecasting issues using IDA and/or SDA, which could be an interesting topic in 
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Appendix B            Data for Korea Industry CO2 Emissions: 7-sector Model 
 
Appendix B     Data for Korea Industry CO2  




Data for the Korea industrial CO2 emissions decomposition in 7-sectors are from 
Chung H.S. and Rhee, H.C. (2001a). Details as follows: 
 
f0 = [0.000080 0.000101 0.000000 0.000055 0.000189 0.000148 0.000108] 
 
ft = [0.000073 0.000133 0.000000 0.000043 0.000147 0.000193 0.000071] 
 
D0 = [1.143 0.035 0.000 0.362 0.030 0.008 0.034 
   0.010 1.014 0.000 0.017 0.056 0.135 0.018  
   0.019 0.024 1.000 0.022 0.042 0.594 0.027 
   0.183 0.057 0.000 1.519 0.089 0.021 0.115 
   0.248 0.370 0.000 0.497 2.179 0.161 0.408 
   0.034 0.044 0.000 0.041 0.076 1.082 0.049 
   0.163 0.237 0.000 0.329 0.360 0.132 1.361] 
 
Dt = [1.086 0.011 0.000 0.274 0.019 0.003 0.025 
   0.006 1.008 0.000 0.011 0.038 0.049 0.011 
   0.015 0.023 1.000 0.017 0.033 0.499 0.019  
   0.189 0.037 0.000 1.492 0.071 0.013 0.098 
   0.255 0.295 0.000 0.432 2.116 0.122 0.371 
   0.033 0.048 0.000 0.037 0.070 1.061 0.041 
   0.210 0.280 0.000 0.351 0.365 0.111 1.404] 
 
u0 = [0.023 
   -0.012 
   -0.029 
   0.192 
   0.182 
   -0.001 
   0.645] 
 
ut = [0.027 
   -0.009 
   -0.026 
   0.127 
   0.224 
   0.008 
   0.649] 
 
y0 = 178317431 
 
yt = 375802932 
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Appendix C            Proof of the Similarity among Shapley, RLI and MFII Methods 
 
Appendix C     Proof of the Similarity among Shapley,  
RLI and MFII Methods 
 
We follow the notations in Section 6.2. Assume that there are n factors such that 
 and let N = {1, 2, …, n}. In the allocation scheme of the refined 
Laspeyres index method proposed in Sun (1998), the contribution of the change of 




































































































































Consider all coefficients consisting of the combination of the following terms 
, , and remaining terms with , for r ix∆ Tax Tbx orx ∈  N \ {I, a, b}. It can easily be shown 
that the coefficients for the these combination of terms are  
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kx  and U(Z-{i}) = , where 
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1)1( . Interestingly, we can show 
that the function )(znθ can be expressed recursively as   
























































































































 Hence, instead of computing the function directly for different values of z 
and n, we can use the recursive equation given in (A2) to determine the value of the 
function. Furthermore, this recursive equation will be used as part of the proof to 
show that Sun’s function and Shapley’s function are exactly the same.  







z . By comparing Sun’s function given in (A1) 
with Shapley’s function given in Shapley (1953), it is sufficient to show that )(znθ is 
equal to γn(z) for any values of n and z to complete the proof that Sun’s function and 
Shapley’s function are exactly the same.  
Proof: 
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Let z = 1. It can easily be verified that  
 
















11)1(  = 
n
1   (same value with Shapley function, γn(1)). 
 
Let z = 2. From (A2),  
)2(nθ  = )1(1−nθ  - )1(nθ  = 1
1





−nn   (same value with Shapley function, γn(2)). 
 
By induction, let it be true for z = m – 1, m ≥  2. Then for z = m,  




















m   (same value with Shapley function, γn(m)). 
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Appendix D           Source Data for Korea Industry CO2 Emissions: 4-sector Model 
 
Appendix D     Source Data for Korea Industry 




Source data for the Korea industrial CO2 emissions decomposition as 4-sectors are as 
follows:  
 
f0 = [0.000080 0.000055 0.000185 0.000108] 
ft  = [0.000073 0.000043 0.000150 0.000071] 
 
D0 = [1.144 0.363 0.030 0.035 
         0.185 1.522 0.092 0.118 
         0.337 0.617 2.471 0.543 
         0.171 0.339 0.378 1.373] 
 
Dt = [1.086 0.275 0.020 0.026  
         0.190 1.493 0.072 0.099 
         0.331 0.525 2.323 0.471 
         0.218 0.358 0.373 1.413] 
 
u0 = [0.023  
   0.192 
   0.140 
   0.645] 
 
ut = [0.027 
   0.127 
   0.197 
   0.649] 
 
y0 = 178317431 
 
yt = 375802932 
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Appendix E             Simulation Data Based on CO2 Emissions of Japan and Korea in 1990 
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