A Cotlar type inequality is established for the multilinear singular integral operators. As applications, some two-weight norm inequalities are obtained for the maximal operator corresponding to the multilinear singular integral operators.
Introduction and results
We will work on R n , n 1. Let K(x, y) be a function on R n × R n \{(x, y): x = y} which satisfies
where C and γ are positive constants and 0 < γ 1. For a positive integer m and a function A on R n with derivatives of order m in the space BMO(R n ), denote by R m+1 (A; x, y) the (m + 1)th order Taylor series remainder of A expanded at x about y, that is, 
As is well known, operators of this type are of interest and have been considered by many authors (see [2, 3, 6, 7] ). For the case of m = 1 and K(x, y) = Ω(x − y)|x − y| −n , Ω is homogeneous of degree zero and has vanishing moments of order one, Cohen [2] proved that if Ω ∈ Lip α (S n−1 ), then T A is bounded on L p (R n ) for all p with 1 < p < ∞. Hofmann [6] improved the result of Cohen, and proved that Ω ∈ q>1 L q (S n−1 ) is a sufficient condition such that T A (m = 1) is bounded on L p (R n ) for all p with 1 < p < ∞. Hu and Yang [7] established a sharp function estimate and obtained some two-weight norm inequalities for T A (m = 1).
In this paper, we will consider the maximal operator corresponding to T A and defined by 
Our purpose is to establish a Cotlar type inequality for the multilinear singular operator, in analogy with the Cotlar inequality for the Calderón-Zygmund singular integral operators (see [8, Chapter 2] ). By this Cotlar type inequality, we can show that the maximal operator T * A enjoys some two-weight norm estimates which are parallel to that of T A . In order to state our result, we first give some notations.
Let M be the Hardy-Littlewood maximal operator and M 2 be the operator M iterated twice, i.e.,
For an appropriate function f and a cube
By a weight w, we mean that w is measurable, nonnegative and locally integrable. Our main result can be stated as follows.
and (2) , let A be a function whose derivatives of order m in BMO(R n ). Let T * A be the maximal operator defined by (4) . Suppose that for any |α| = m, the operator
Then for any δ with 0 < δ 1,
, and the constant C is depending only on n, δ and |α|=m D α A BMO(R n ) .
As an application of Theorem 1, we have Theorem 2. Let K(x, y) be a function on R n × R n \{(x, y): x = y} which satisfies (1) and (2) , let A be a function whose derivatives of order m in BMO(R n ). Let T * A be the maximal operator defined by (4) . Suppose that for any |α| = m, the operator
is bounded on L p 0 (R n ) for some p 0 with 1 < p 0 < ∞, then the following conditions are equivalent: 
(iv) for any δ > 0, there is a positive constant C depending on |α|=m D α A BMO(R n ) , n and δ such that for any weight w,
This paper is organized as follows. In Section 2, we describe the proof of Theorem 1. This is done by establishing three lemmas. Finally, in Section 3, we illustrate the proof of Theorem 2 by giving an extrapolation theorem of A p weights (Theorem 3) which is of independent interest.
Proof of Theorem 1
We begin with some preliminary lemmas.
Lemma 1 [3] . Let b be a function on R n with derivatives of order m in L q (R n ) for some q with n < q ∞. Then
whereQ(x, y) is the cube centered at x and having side length 5 √ n |x − y|.
Lemma 2. Under the hypothesis of Theorem 1, we have
(a) for any p with 1 < p < ∞ and w ∈ A ∞ ,
(b) for any p with 1 < p < ∞ and δ > 0, there exists a positive constant C depending on n, p, δ and |α|=m D α A BMO(R n ) , such that for any weight w,
, n and δ such that for any weight w,
For the case of m = 1, Lemma 2 was proved in [7] . For m 2, this lemma can be proved in the same way as in [7] . We omit the details for brevity. Lemma 3. Let 0 < δ < 1, let T be an operator which satisfies the weak type estimate
with 1 s < ∞ and C independent of f and λ. Then there exists a positive constant C such that for any ball B and appropriate function f , supp f ⊂ B,
Proof. By homogeneity, we may assume that f L(log L) s ,B = 1; then
By the weak type estimate (5), we have
This leads to our desired estimate. ✷ Proof of Theorem 1. Without loss of generality, we may assume that
By translation-invariance, it is enough to show that for all > 0,
with C independent of and f . For each fixed r > 0, denote by B r the ball centered at the origin and having radius r.
It is readily seen that T A f (0) = T A f 2 (0) and so for any x ∈ B /2 ,
We claim that for each x ∈ B /2 ,
To see this, let
where m B (D α A) is the mean value of D α A on the ball B . An observation of Cohen and Gosselin [3] shows that for any y, z ∈ R n ,
Note that for any x ∈ B /2 and y ∈ {2 k |y| < 2 k+1 } (k 0),Q(x, y), the cube centered at x and having side length 5 √ n |x − y|, is contained in B n2 k+4 . By Lemma 1, we have that for some q with n < q < ∞,
where in the last inequality, we have invoked the John-Nirenberg inequality and the fact that
Therefore,
Applying the generalized Hölder inequality (see [4] or [9] and related references therein), we deduce that
This gives us the estimate for I 1 . Similarly,
On the other hand, with the aid of the formula
another application of Lemma 1 shows that for n < q < ∞, x ∈ B /2 and |y| ,
where the last inequality follows from the fact that if 0 < r 1 < r 2 < ∞, then for two balls
This in turn implies that
Our claim (7) then follows. We can now prove (6) . By the estimate (7), we have that for 0 < δ < 1,
Integrating the last inequality over the ball B /2 leads to
This together with Lemma 3 and (iii) of Lemma 2 gives that
and then completes the proof of Theorem 1. ✷
Proof of Theorem 2
At first, we will prove an extrapolation theorem of A p weights, which will be used in the proof of Theorem 2 and is of independent interest. 
The proof of Theorem 3 will follow after two lemmas.
Lemma 4 [5] . Let 1 p 0 < p and w ∈ A p . For every g 0 belonging to the space
and Gw ∈ A p 0 , both C and the A p 0 constant of Gw are independent of w. 
and
Proof. We only prove this lemma under the restriction p 2 < ∞. In the case of p 2 = ∞, the proof is similar and more simple. We will employ the idea used in the proof of the Marcinkiewicz interpolation theorem. For each p with
By the estimate (8), we have
On the other hand, it follows from the inequality (9) that
Combining the estimates for I and II then completes the proof of Lemma 5. ✷ Proof of Theorem 3. Following along the same line as that in [4] , we can show that under the hypothesis of Theorem 3, for any p with p 0 < p < ∞ and w ∈ A p ,
andC is independent of w. In fact, for each fixed λ > 0, set E λ = {x ∈ R n : |Tf (x)| > λ}. Write
where g 0 and g (p/p 0 ) ,w = 1. By Lemma 4, we can get a function G such that G g,
This is just the inequality (10).
For each p with p 0 < p < ∞ and w ∈ A p , we choose > 0 such that p 0 < p − and w ∈ A p− . The inequality (10) tells us that
An application of Lemma 5 shows that T is bounded on L p (R n , w(x) dx). This via the Rubio de Francia extrapolation theorem (see [5] ) establishes Theorem 3. ✷
To prove Theorem 2, we need another lemma.
Lemma 6. Let u(x) and v(x) are two weights such that
We then have (i) there exists a positive constant C depending only on n, and C 0 such that for any λ > 0 and f ,
(ii) for any p with 1 < p < ∞, there is a positive constant
, it is easy to see that (ii) follows from (i) and Lemma 5 directly. Thus it suffices to prove (i). We will follow along the same line as in [8, Chapter 2] . For each cube Q and locally integrable function f , let
We claim that there exists a positive constant C depending on n and C 0 such that
The well-known Besicovith lemma then shows that we can obtain a sequence of cubes {Q
Letting k → ∞ then leads to our claim. It is readily seen that if
. Lemma 6 can be deduced from our claim directly. ✷ Proof of Theorem 2. Obviously, (ii) and (iii), respectively, implies (i). Now suppose that (i) holds; then for any p with 1 < p < ∞ and u ∈ A ∞ , we choose δ with 0 < δ < 1 such
(see [1] or [9] ). Theorem 1 together with (a) of Lemma 2 tells us that
On the other hand, a well-known result of Carozza and Passarelli di Napoli [1] states that for any α > 0,
If 1 < p < ∞ and w is a weight function, it follows from Theorem 1, (ii) of Lemma 6 and (b) of Lemma 2 that 
Thus (i) implies (ii) and (iii). Obviously, if (iv) is true, then for any
Lemma 6 now says that
Combining the inequalities (12) and (13) leads to (i). This completes the proof of Theorem 2. ✷
