We present a quantum Monte Carlo algorithm for the simulation of general quantum and classical many-body models within a single unifying framework. The algorithm builds on a power series expansion of the quantum partition function in its off-diagonal terms and is both parameter-free and Trotter error-free. In our approach, the quantum dimension consists of products of elements of a permutation group. As such, it allows for the study of a very wide variety of models on an equal footing. To demonstrate the utility of our technique, we use it to clarify the emergence of the sign problem in the simulations of non-stoquastic physical models. We also study the thermal properties of the transverse-field Ising model augmented with randomly chosen two-body transversefield interactions.
I. INTRODUCTION
Quantum Monte Carlo (QMC) algorithms [1, 2] are extremely useful for studying equilibrium properties of large quantum many-body systems, with applications ranging from superconductivity and novel quantum materials [3] [4] [5] through the physics of neutron stars [6] and quantum chromodynamics [7, 8] . The algorithmic development of QMC remains an active area of research, with the dual goal of extending the scope of QMC applicability and improving convergence rates of existing algorithms in order to facilitate the discovery of new phenomena [9] [10] [11] .
While QMC algorithms have been adapted to the simulation of a wide variety of physical systems, different models typically require the development of distinct model-specific update rules and measurement schemes. A notable recent example is the transverse-field Ising model, which traditionally includes only single-body X terms (the transverse field), supplemented with two-body X terms. While the updates associated with single-body X terms can be implemented by local (in space) updates, the inherently non-local nature of the twobody X terms requires novel cluster updates [12] . Thus, a proper treatment of the Hamiltonian with single-body and two-body X terms requires updates that are different than if the Hamiltonian included only single-body or two-body X terms.
In this paper, we provide a QMC scheme that has the flexibility to simulate a broad range of quantum many-body models. The technique builds on * itayhen@isi.edu a power-series expansion of the canonical quantum partition function about the classical partition function (a more rudimentary variant of the expansion was introduced in Refs. [13, 14] ). We show that this unique decomposition of the partition function enables a very general treatment of Hamiltonians, allowing us to develop a QMC scheme that is applicable to a wide variety of models, ranging from highly interacting models with multi-body terms to noninteracting ones and from strongly quantum models to purely classical ones, using the same update formalism. While we focus most of our attention on finite-dimensional Hamiltonians, the technique we present here should apply with equal rigor to infinite-dimensional systems.
The paper is organized as follows. In Sec. II, we describe the 'permutation-matrix representation' of Hamiltonians on which the partition function expansion detailed in Sec. III is founded. We discuss the emergence of the sign problem within the formulation and its sometimes-intricate relation with the concept of non-stoquasticity in Sec. IV and in Sec. V we present the QMC algorithm we have devised based on the expansion. We showcase the flexibility of the method by studying a transverse field Ising model with random XX interactions in Sec. VI. We conclude in Sec. VII with additional discussions and some caveats.
II. THE PERMUTATION-MATRIX REPRESENTATION
We consider many-body systems whose Hamiltonians we cast as the sum
where {P j } is a set of M +1 distinct generalized permutation matrices [15] , i.e., matrices with precisely one nonzero element in each row and each column (this condition can be relaxed to allow for zero rows and columns). Each operatorP j can be written, without loss of generality, asP j = D j P j where D j is a diagonal matrix 1 and P j is a permutation matrix with no fixed points (equivalently, no nonzero diagonal elements) except for the identity matrix P 0 = 1. We will refer to the basis in which the operators {D j } are diagonal as the computational basis and denote its states by {|z }. We will call the diagonal matrix D 0 the 'classical Hamiltonian' and will sometimes denote it by H c . The permutation matrices appearing in H will be treated as a subset of a permutation group, wherein P 0 is the identity element.
The {D j P j } off-diagonal operators (in the computational basis) give the system its 'quantum dimension'. Each term D j P j obeys D j P j |z = d j (z )|z where d j (z ) is a possibly complex-valued coefficient and |z = |z is a basis state. While the above formulation may appear restrictive, we show in Appendix A that any finite-dimensional matrix can be written in the form of Eq. (1).
We also note that H = j D j P j is hermitian if and only if for every index j there is an associated index j such that P j = P −1 j and D j = D * j where the indices j and j can be the same (see Appendix B). This in turn implies that any Hamiltonian H can be written as
where R j , Φ j are real-valued diagonal matrices. In the case where a permutation matrix P j is its own inverse, the corresponding Φ j will necessarily be the zero matrix.
To further elucidate the permutation-matrix representation, we now provide several examples. 1 The diagonal matrix D j will be invertible, i.e., will not contain zero elements along the diagonal, ifP j is a bonafide generalized permutation matrix.
A. Example I: A single spin-1/2 particle The Hamiltonian of a single spin-1/2 particle can most generally be written as
where X, Y and Z are the matrix representations of the usual Pauli operators in the basis that diagonalizes the Pauli-Z operator. In permutation-matrix representation, the Hamiltonian becomes
B. Example II: Two-local spin-1/2 models A general two-local n-particle spin-1/2 Hamiltonian has similarly the following form
Here, the basis states are tensor products of the single spin states. We can cast the Hamiltonian in the form of Eq. (1) by grouping together elements that change a given basis state |z to the same basis state |z . For example, the terms X i , Y i , X i Z j , Y i Z j will be grouped together as the action of the combined term
can be written as D i X i , where D i is a (generally complex-valued) diagonal matrix. This approach can be straightforwardly generalized to threeand higher-local Hamiltonians. The permutation matrices P i for general spin-1/2 Hamiltonians are by extension {1, X i , . . . , X i X j , . . . , X i X j X k , . . .}.
C. Example III: Spin-one particles (qutrits)
The permutation-matrix representation generalizes straightforwardly to higher dimensional systems. The Hamiltonian for a single qutrit can be written as H = D 0 P 0 + D 1 P 1 + D 2 P 2 where Another model that can just as easily be represented in permutation-matrix form is the BoseHubbard model. This discretely infinite dimensional model captures the physics of interacting spinless bosons on a lattice [16] and is commonly used to describe superfluid-insulator transitions [17] or bosonic atoms in an optical lattice [18] as well as certain magnetic insulators [19] .
The Bose-Hubbard Hamiltonian is given by
Here, i, j denotes summation over all neighboring lattice sites i and j, whileb † i andb i are regular bosonic creation and annihilation operators such thatn i =b † ib i gives the number of particles at the i-th site. The model is parametrized by the hopping amplitude t and the on-site interaction U .
In the bosonic number basis where states are described by the number of bosons in each site |n 1 . . . |n L (here L is the number of lattice sites) we identify the diagonal part to be D 0 = U 2 in i (n i − 1) − µ in i and the offdiagonal (infinitely dimensional) permutation operators as P i,j =b † ib j . The diagonal operators associated with P i,j are D i,j whose entries are −t for states whose n j is positive (the j-th boson can be annihilated) and zero otherwise.
III. OFF-DIAGONAL PARTITION FUNCTION EXPANSION
We are now in a position to discuss the offdiagonal series expansion of the partition function Z = Tr e −βH as it applies to Hamiltonians cast in the form given in Eq. (1) . Expanding the exponential in a Taylor series in the inverse temperature β, Z can be written as a triple sum over all basis states |z , the expansion order q which ranges from 0 to infinity and the (unevaluated) products S iq = P iq . . . P i2 P i1 of q off-diagonal operators. Here we have used the multiple index i q = (i 1 , . . . , i q ) where each individual index i j (with j = 1 . . . q) ranges from 1 to M . After some algebra (the reader is referred to Appendix C for the full derivation), the partition function attains the form
where {S iq } is the set of all (unevaluated) products P iq . . . P i2 P i1 of size q and the term e −β[Ez 0 ,...,Ez q ] is the exponent of divided differences over the multiset of classical energies [E z0 , . . . E zq ] [20, 21] . The energies {E zi = z i |H c |z i } are the classical energies of the states |z 0 , . . . , |z q obtained from the action of the ordered P j operators in the sequence S iq on |z 0 , then on |z 1 , and so forth. Explicitly, |z 0 = |z , P i1 |z 0 = |z 1 , P i2 |z 1 = |z 2 , etc. The sequence of basis states {|z i } may be viewed as a 'path' in the hypercube of basis states [13, 14, 22] (see Fig. 1 ).
2 Additionally, we have denoted Diagrammatic representation of a generalized Boltzmann weight, or a GBW, calculated from the classical energies Ez j of the classical states |zj , which form a closed path, or a cycle, in the hypercube of basis states. The path is determined by the action of the permutation operators of the configuration, represented by S iq = P3P2P1, on the initial basis state |z0 . Paths close if and only if the sequence of permutation operators evaluates to the identity operation.
where
can be considered as the 'hopping strength' of P ij with respect to |z j . Note that while the partition function is positive and real-valued, the d
elements do not necessarily have to be so.
Having derived the expansion Eq. (7) for any Hamiltonian cast in the form Eq. (1), we are now in a position to interpret the partition function expansion as a sum of weights, i.e., Z = {C} W C , where the set of configurations {C} is all the distinct pairs {|z , S iq }. Because of the form of W C ,
we refer to it as a 'generalized Boltzmann weight' (or, a GBW). It can be shown [13] that (−1) q e −β[Ez 0 ,...,Ez q ] is strictly positive. Another feature of divided differences is that they are invariant under rearrangement of the input values.
We note that as written, the weights W C are complex-valued, despite the partition function being real (and positive). Since for every configuration C = {|z , S iq } there is a conjugate configurationC = {|z , S † iq } 3 that produces the conjugate weight WC =W C , the imaginary contributions cancel out. Expressed differently, the imaginary portions of complex-valued weights do not contribute to the partition function and may be disregarded altogether. We may therefore redefine
, obtaining strictly realvalued weights.
The calculation of a GBW consisting of q permutation operators requires the evaluation of a divideddifferences exponential with (q + 1) energies. The calculation can be accomplished with at most O(q 2 ) operations using a recursion scheme with operations on pairs of numbers of approximately equal magnitude whose difference is an order of magnitude closer to zero [20, 21] . The computational cost of the GBW will become important when we discuss the QMC algorithm (see also Ref. [13] and Appendix C). Because of the nature of the recursion scheme, a fixed-precision representation of the various terms becomes insufficient and may lead to erroneous results beyond some q. To circumvent the issue, one may use multiple-precision data types [23] with precision that increases with q.
Before we move on, we note that since z|S iq |z evaluates either to 1 or to zero. Moreover, since the permutation matrices with the exception of P 0 have no fixed points, the condition z|S iq |z = 1 implies S iq = 1, i.e., S iq must evaluate to the identity element P 0 (note that the identify element does not 3 For S iq = P iq . . . P i 2 P i 1 , the conjugate sequence is simply
appear in the sequences S iq ). The expansion can thus be more succinctly rewritten as
IV. NON-STOQUASTICITY AND EMERGENCE OF THE SIGN PROBLEM
An attractive property of the formalism introduced above is that it allows us to identify the emergence of the sign problem in QMC via inspection of the weights W C , thereby making more apparent the connection between the notion of non-stoquasticity -the existence of positive or complex-valued offdiagonal Hamiltonian matrix entries -which has garnered increasing attention with the advent of quantum computers in recent years [24] [25] [26] and the onset of the sign problem.
To interpret the real-valued weight terms W C as actual weights (equivalently, un-normalized probabilities), they must be nonnegative. The occurrence of negative weights marks the onset of the infamous sign problem. A weight is positive iff
is positive, that is, a QMC algorithm will encounter a sign problem, equivalently a negative weight, during a simulation if and only if there exists a closed path on the hypercube of basis states along which Re
It is thus clear that it is not mere non-stoquasticity (equivalently, the sign of off-diagonal entries) that creates the sign problem, but rather the sign of closed paths in the hypercube of basis states that determines its occurrence.
A special class of models where the sign problem does not emerge, i.e., where Re
for all configurations, is that of 'stoquastic' Hamiltonians [24, 25] for which all d (ij ) zj are negative, which is equivalent to having only nonpositive off-diagonal elements in the matrix representation of the Hamiltonian. In this case, all products trivially yield positive-valued paths.
The existence of positive off-diagonal terms does not however immediately imply a sign problem for QMC. Another example of a sign-problem-free family of models is one where all d 
for Γ > 0. A slightly less trivial example is the twobody model
provided that the underlying connectivity of the two-body X terms is bi-partite (allowing only even cycles). It is also interesting to note that any single-qubit Hamiltonian is necessarily also sign-problem-free. In this case, the Hamiltonian is H = D 0 P 0 + D 1 P 1 as described in Sec. II A. Since here the S iq are sequences consisting of only one type of non-identity permutation matrices, namely P 1 = X, the expansion order q must be even for S iq to evaluate to the identity element. This in turn results in
q/2 being strictly nonnegative. The same is however not true for a single qutrit in which case a sign problem may arise.
V. THE QMC ALGORITHM
Having derived the series expansion of the partition function for permutation-represented Hamiltonians, we are now in a position to discuss a QMC algorithm that can be associated with the above expansion. As was discussed above, each configuration C induces a list of states {|z 0 = |z , |z 1 , . . . , |z q = |z }, which in turn also generates a corresponding multiset of diagonal energies E C = {E z0 , E z1 , . . . , E zq } of not-necessarilydistinct values (recall that E i = z i |H c |z i ). For systems with discrete energy values, the multiset can be stored efficiently in a 'multiplicity table' M C = {m 0 , m 1 , . . . , m j , . . .}, where m j is the multiplicity of the energy E j in the multiset. Given E C , the evaluation of the GBW W C follows from its definition as a function of divided differences (the reader is referred to Ref. [13] for a more detailed description). As noted above, the product S iq must evaluate to the identity element P 0 = 1.
To take full advantage of our partition function decomposition above, we treat the off-diagonal permutation terms {P j } as elements in a permutation group G (with matrix product as the group operation). Since the elements {P j } appearing in the Hamiltonian may not form a complete group, we shall treat any additional element P j required to complete the set to form a group as appearing in the Hamiltonian with an associated diagonal matrix
A. Initial state
At this point we can consider a QMC algorithm based on the partition function expansion generating the weights W C , Eq. (10). The Markov process would start with the initial configuration C 0 = {|z , S 0 = 1} where |z is a randomly generated initial classical state. The weight of this initial configuration is
i.e., the classical Boltzmann weight of the initial random state |z .
B. Updates
We next describe the basic update moves for the algorithm. These are also succinctly summarized in Fig. 2 .
Classical moves
Classical moves are any moves that involve a manipulation of the classical state |z while leaving S iq unchanged [see Fig. 2(a) ]. In a single bit-flip classical move, a spin from the classical bit-string state |z of C is picked randomly and is flipped, generating a state |z and hence a new configuration C . Calculating the weight of C requires recalculating the energies associated with the product S iq leading to a new energy multiset E C and can become computationally intensive if q is large. Classical moves should therefore be attempted with low probabilities if q is large. Simply enough, the acceptance probability for a classical move is
of configuration C and likewise for C . In the absence of a quantum part to the Hamiltonian (D j = 0 for all j > 0), not only are classical moves the only moves necessary, they are also the only moves that have nonzero acceptance probabilities. Since the initial configuration of the QMC algorithm is a random classical configuration |z and an empty operator sequence S 0 = 1, for a purely classical Hamiltonian, the algorithm automatically reduces to a classical thermal algorithm keeping the size of the imaginary-time dimension at zero (q = 0) for the duration of the simulation. 
Cyclic rotations
The 'cyclic rotation' move, [ Fig. 2(b) ], consists of identifying short sub-sequences, or cycles, of consecutive operators in the sequence S iq , whose product is the identity element, i.e., sub-sequences that obey
Depending on the nature of the operators, preparing a lookup table of short cycles that evaluate to the identity may prove useful. Once a cycle is identified, a random cycle rotation is attempted. Here, a random internal insertion point within the sub-sequence is picked and a rotation is attempted:
The rotated sequence also evaluates to the identity. Since the internal classical states between the elements in the cycle may change by the rotation, the rotation involves adding new energies {E(z ) . . .} and removing old ones {E(z ) . . .} − {E(z) . . .} from the energy multiset. Short cycles should therefore be preferred. The acceptance probability for the move is as in Eq. (15) with E C = E C + {E(z ) . . .} − {E(z) . . .}.
Block-swap
A block swap [ Fig. 2(c) ] is an update that involves a change of the classical state z. Here, a random position k in the product S iq is picked such that the product is split into two (non-empty) subsequences, S iq = S 1 S 2 , with S 1 = P i1 · · · P i k and S 2 = P i k+1 · · · P iq . The classical state |z at position k in the product is given by
where |z is the classical state of the current configuration. The state |z has energy E(z ), and the state |z has energy E(z). The new block-swapped configuration is C = {|z , S 2 S 1 }. The multiplicity table of this configuration differs from that of the current configuration by having one fewer E(z) state and one additional E(z ) state. The weight of the new configuration is then proportional to e
where the multiset E C = E C + {E(z )} − {E(z)}. The acceptance probability is as in Eq. (15) with the aforementioned E C .
Cycle completion
The moves presented so far have left the number of group elements in the sequence, or expansion order, namely q, unchanged. The cycle completion move has the effect of changing the value of q. A lookup table of short cycles obeying
will be helpful in this case. The cycle completion move identifies a sub-cycle in the sequence S iq , e.g., P ij · · · P i k and replaces it with its complement
Note that the inverses of permutation matrices are also permutation matrices and are therefore also present in G. For concreteness, let us consider the case of subsequences of length two. We randomly pick a point k ∈ [0, q] in the sequence. With probability 1/4, the subsequence is taken to be P 0 P 0 , P 0 P i k , P i k−1 P 0 ,
The identified subsequence is replaced by its complement, resulting in a new configuration C . Because we can interpret P −1 0
(for any arbitrary index j) and so on, the cycle completion move can grow and shrink the sequence. The acceptance probability is as in Eq. (15) with the new configuration.
C. Measurements
Having reviewed the various update moves we next turn to discuss measurements within the algorithm.
Diagonal measurements
A diagonal operator Λ obeys Λ|z = λ(z)|z where λ(z) is a number that depends both on the operator and the state it acts on. Since z|ΛS iq |z = λ(z) z|S iq |z , for any given configuration C = (|z , S iq ), there is a contribution λ = λ(z) to the diagonal operator thermal average Λ . To improve statistics, one may also consider rotations in (the periodic) imaginary time. To do that, we may consider 'virtual' block-swap moves (see Sec. V B 3) that rotate S iq and as a result also change the classical configuration from |z to |z i . The contribution to the expectation value of a diagonal operator Λ thus becomes:
where E Ci is the energy multiset associated with configuration C i whose multiset is E Ci = E C +{E(z i )}− {E(z)} (recall that z 0 ≡ z, so E C0 = E C ). The normalization factor Z above is the sum
over all nonzero multiplicities m j . In the case where Λ = H c the above expression simplifies to:
Off-diagonal measurements
We next consider the case of measuring the expectation value of an off-diagonal operator P k , namely, P k . To do this, we interpret the instantaneous configuration as follows
where C is the configuration associated with the multiset E C = E C − {E(z)}. In the above form, we can reinterpret the weight W C as contributing
to P k where d
is the 'hopping strength' of P k Eq. (9) .
As in the case of the diagonal measurements, one can take advantage of the periodicity in the imaginary time direction to improve statistics by rotating the sequence such that any of the elements of S iq becomes the last element of the sequence (see Sec. V B 3), weighted accordingly by the block-swap probability. By doing so, P k becomes
where E Ci = E C + {E(z i )} − {E(z)}, the sum j is over all rotated configurations C .
Products of off-diagonal measurements
The sampling of expectation values of the form P k1 P k2 proceeds very similarly to the single operator case except that now both operators must appear at the end of the sequence. The argument proceeds similarly to the single off-diagonal measurement, and we have that the contribution to the expectation value of P k1 P k2 is
with E C = E C − {E(z), E(z q−1 )}. As in the single off-diagonal operator case, we can use the blockswap move to alter the elements at the end of the sequence, and for each pair of adjacent operators in the sequence obtain an improved contribution. By doing so, P k1 P k2 becomes
, E(z iq−1 )} with |z = P k2 |z and |z is the classical state after the block swap. Similar to the single off-diagonal operator case, the sum j is over all rotated configurations C whose S iq ends with P k1 P k2 . Measurements of thermal averages of products of more than two off-diagonal operators can also be derived in a straightforward manner.
Improved measurements
As will often happen, certain physical operators will have more than one representation as group element. E.g., if P 3 = P 1 P 2 , one could measure both the single operator P 3 and the operator product P 1 P 2 and combine the results.
VI. EXAMPLE: ISING MODEL WITH RANDOM XX INTERACTIONS
We demonstrate the utility of our QMC algorithm by studying a model that likely requires highly nontrivial implementations if studied by other QMC algorithms. We consider a transverse-field Ising model with random XX interactions whose Hamiltonian is given by
Here, s is a parameter in the range (0, 1), and b ∈ {0, 1} determines whether the two-body X terms are absent (b = 0) or present (b = 1). We examine underlying connectivity graphs that are Erdős-Rényi random, meaning we randomly pick a pair of spins to connect. The total number of edges for each instance is taken to be nm/2, where m ∈ {3, 4, 5} is the average degree of the graph (we focus only on single component graphs for simplicity). Hamiltonians of the above general form appear widely in the context of quantum annealing processes [27] , where the system is evolved according to the above Hamiltonian by varying the parameter s slowly in time from s = 0 to s = 1. The goal in quantum annealing is for the system to reach a state at the end of the anneal that has considerable overlap with the ground state manifold of the Z-dependent 'problem' Hamiltonian, which in this case is a MaxCut instance (or a random antiferromagnetic) [28] . While in standard quantum annealing the two-body X terms are normally absent (i.e., b = 0), one is often interested in understanding the effects of augmenting the Hamiltonian with a 'catalyst' -an extra term that is hoped to reduce the amount of time required for the annealing process to take place (see, e.g., Refs. [29] [30] [31] [32] [33] ). Setting b = 1 can be viewed as an example of such a situation.
For H above, we have D 0 = H c = s ij Z i Z j as well as one-body and two-body (in the b = 1 case) off-diagonal P j operators: {X i } ∪ {X i X j } ij . The D j operators are all of the form D j = d j ·1 where for the one body operators d j = −(1 − s) and for the two-body operators d j = −s(1 − s). That d j ≤ 0 implies that the model is stoquastic and hence signproblem-free. For our updates, we restrict to subsequences of length two which is enough to ensure ergodicity. The possible completion moves are summarized in Table I .
By inspecting the results of QMC simulations of the above Hamiltonian we are able to answer a number of questions that are relevant to quantum annealing. We first examine the variance of H (denoted σ 2 H ), which when close to 0 indicates that the thermal state is close to being purely in the ground state of the system (technically, any energy eigenstate of the system will give σ 2 H = 0). For sufficiently low temperatures, this will always be the case, but the energy gap and the density of states determine how low the temperature needs to be. Table I . Cycle completion moves for the transverse field Ising model with two-body X interactions. The moves include insertions or removals of pairs of identical onebody and two-body X terms [i) and and ii)], the breaking up of a two-body term to its one-body constituents and the inverse operation [iii)], swapping [iv)] and the contraction of two operators into one [v)].
We therefore study the dependence of σ 2 H on the instances' tree-widths. This is shown in Fig. 3 . We see that while instances with different m values may have the same tree-width, in the presence of XX interactions there can be a significant difference in their σ 2 H values. We make several observations. First, we find that the Hamiltonian with XX interactions requires more sweeps in order to de-correlate, i.e. thermalize. Second, the differences for different m are more substantial with XX interactions than without them, indicating that the XX interaction makes the spectrum much more susceptible to m. Figure 4 shows the average diagonal energy as a function of the annealing parameter s for the b = 0 (no XX) and the b = 1 case and for two different values of average graph degree, namely, m = 3 and m = 5. We find that the presence of the XX catalyst has two important consequences: it minimizes the effect of the graph degree and significantly raises the average value. The former effect suggests that the presence of an XX catalyst will minimize performance differences in solving random MaxCut problems with different graph degrees. The latter effect is not surprising since the presence of both X and XX in the Hamiltonian means that we can expect the eigenstates to remain disordered for a larger region of s.
VII. SUMMARY AND DISCUSSION
We presented a quantum Monte Carlo scheme that allows for the simulation of a broad range of physical models under a single unifying framework and allows for the study of essentially any model on an equal footing. In our approach, the quantum dimension consists of products of elements of permutation groups regardless of the model being studied. We used our approach to clarify the emergence of the sign problem in the simulation of non-stoquastic physical models and studied the thermal properties of transverse-field Ising models augmented with randomly placed two-body X interactions. The introduced technique is both parameter-free and Trottererror free and allows for the simulation of models of variable locality of interactions and underlying connectivity.
A challenge that remains to be resolved is the undesirable need for growing precision in the calculation of the generalized Boltzmann weights. As was discussed above, we find that double-precision floating point data types become insufficient for the calculations of QMC weights as the size of the imaginary time dimension grows. This in turn requires the use of multiple-precision floating-point computations with increasing precision which slows down the algorithm accordingly.
We believe that the generality and flexibility of the algorithm makes it a useful tool in the study of physical models that have so far been inaccessible with existing techniques. We provided one such example, and demonstrated the capabilities of the new formulation by considering the transverse Ising spin-glass with XX interaction defined on a random graph, which to the authors' knowledge cannot be readily solved using existing methods. For these, we have found that the presence of the XX interactions can mitigate differences associated with connectivity graphs of different degree. For concreteness, let us write the 3×3 permutation matrices used in Sec. II C in cycle notation.
The identity operation can thus be written as
We illustrate the evaluation of a product of two cycles by computing P 2 in cycle notation. Since we defined P = (1, 2, 3) we have P 2 = P 2 = (1, 2, 3)(1, 2, 3 ). By the above definition
Therefore P 2 = (1, 3, 2). If we enumerate the basis states as
(A4) then with the action described above one can see that |k = P matrix notation i |j corresponds to k = P cycle notation i (j).
In the above notation, the set of n × n permutation matrices can be seen as groups generated by an n-cycle.
Any given n-cycle σ = (a 0 , a 1 , a 2 , a 3 , ..., a n−1 ) ∈ S n , where S n is the symmetric permutation group, has order n. To see why this is so, observe that σ k (a 0 ) = a k for 0 < k < n so its order cannot be less than n and σ n is the identity as σ n (a i ) = a i for i ∈ {0, n − 1}. Therefore the group generated by σ has n elements. More generally we have: σ k (a j ) = a (j+k) mod n . This implies σ k1 (a j ) = σ k2 (a j ) for k 1 = k 2 . Let P be the permutation matrix corresponding to σ. Then, P k1 |a j = P k2 |a j for k 1 = k 2 and basis vector |a j . Since any row (or column) of a permutation matrix has value 0 at all positions but one, where it has the value 1, this implies that no two permutation matrices generated from P have the same row otherwise that would mean P k1 |a j = P k2 |a j for some k 1 , k 2 , a j . Next, we will show that for any given matrix entry (i, j) there is at least one permutation matrix P k having value 1 at (i, j), that is P k i,j = 1 for some k. Let |i denote the basis vector which has value 1 at the i-th index and 0 at all others. Since these permutation matrices form a group there must be some matrix P k such that P k |j = |i . This however means that P k has value 1 at (i, j). Combining the two statements above, we find that for any entry (i, j) there is exactly one permutation matrix generated from P that has value 1 at that entry. The diagonal matrices D j may be used to convert these 1's to any desired value. We have thus shown that by choosing our P j permutation matrices as n-cycles, one can construct arbitrary Hamiltonians H = j D j P j . This proof also provides a prescription as to how to explicitly choose the permutations P j .
Appendix B: Hermiticity of H
Here we show that H = D j P j is hermitian if and only if for every index j there is an associated index j such that P j = P −1 j and D j = D * j (in general, j and j may correspond to the same index).
We first prove the if direction. Let H above be a hermitian matrix. We show that this implies that for every index j there is an associated index j such that P j = P −1 j . Let P j be the permutation sending a basis vector p to another basis vector q. Thus in 'cycle notation' (see Appendix A) P j = . . . (. . . p, q . . .) . . .. Let us assume that D j is not the zero matrix (otherwise D j P j is trivially zero). Case I: Let D i(q,q) = 0. Since H is hermitian thus there exist P j = . . . (. . . q, p . . .) . . . in the decomposition of H. But then P j P j = . . . (. . . q, q . . .) . . . which has to be equal to 1 (as otherwise this would imply the existence of a permutation matrix that has a fixed point contradictory to our initial setup). Case II: Let D j (q,q) = 0. Since D j is not identically zero, there exists an element s such that D j (s,s) = 0. Let us denote by r the element that is sent to s in P j , that is P j = . . . (. . . p, q . . . r, s . . .) . . .. Again since H is hermitian there must exist P j = . . . (. . . s, r . . .) . . . in the decomposition of H. But then P j P j = . . . (. . . s, s . . .) . . . which has to be equal to 1. Thus P j has an inverse P j in the decomposition of H.
Next, we prove that there can be no two permutation matrices in H with the same nonzero element. In cycle notation, this assertion translates to the assertion that there can be no two distinct permutations that send a basis state to the same basis state. We prove this by contradiction. Let P j and P k be two distinct permutations both of which send a basis vector p to q. In 'cycle notation' this mean P j = . . . (. . . p, q . . .) . . . and P k = . . . (. . . p, q . . .) . . . with P j = P k . We showed above that P j has an inverse P j , that is P j P j = 1. But P j P k = . . . (. . . p, p . . .) . . . has fixed point and cannot be the identity due to the uniqueness of the inverse. Thus we have reached a contradiction.
We now prove the full if part. By definition, that H is hermitian implies D j P j = D * j P j −1 . Let P j be the inverse of P j which as we proved should exist in the decomposition with a nonzero weight D j . Equating the right-hand side and the left-hand side of the equality gives D j = D * j . Proving the other direction is simpler. We assume that in the summation H = D j P j there is for every index j an associated index j such that P j = P j −1 and D j = D j * . Thus H † = D j * P j −1 = D j P j = H.
