ABSTRACT
INTRODUCTION
The Working Group on Quality Assurance/Quality Control for laboratories participating in ICP Forests and EU Forest Focus was created to assist laboratories responsible for the analysis of atmospheric deposition, soil and soil solution, and leaves/needles, within the programmes. The validation of chemical analyses of atmospheric deposition collected on the monitoring plots was considered to be an important task of the working group, these questions being covered to some extent already in the manual of the ICP Forests programme . In a previous paper , four validation criteria were proposed and tested on a set of 5000 analyses carried out in seven laboratories in five different countries. The results clearly demonstrated that the comparison between measured and calculated conductivity was the most widely applicable criterion for the validation of water samples, as it was equally applicable to open field (bulk and wet only), throughfall and stemflow deposition. On the other hand, although the ion balance of the most common cations (H is reliable in the case of bulk open field and wet-only samples (in the following referred to as BOF and WET), it is not applicable in the case of throughfall and stemflow (THR and STF) samples owing to the presence of significant amount of organic anions, collectively measured as dissolved organic carbon (DOC).
The other two validation criteria (the Na/Cl ratio and a consistency test of the concentrations of different forms of nitrogen) are applicable to the four types of
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Rosario MOSELLO*, Tiziana AMORIELLO 1) , Sue BENHAM 2) , Nicholas CLARKE 3) , John DEROME 4) , Kirsti DEROME 4) , Gerrit GENOUW 5) , Nils KOENIG 6) , Arianna ORRÙ, Gabriele TARTARI, Anne THIMONIER Research Institute for Nature and Forêts, Geraardsbergen, Belgium 6) deposition, but their descriptive properties are definitely lower than those of the tests based on conductivity and ion balance. The present paper aims to investigate the DOC concentration of different types of precipitation, and to evaluate the possibility of using the DOC concentrations to evaluate the ionic contribution of the organic anions in solution. The difference between the sum of cations and the sum of anions is therefore compared with the DOC concentration in order to evaluate whether DOC can be used to evaluate the existing ionic differences.
As systematic errors are a possible source of bias in the cation and anion determinations, the data analyses were performed on a set of data provided by 8 different laboratories; it is very unlikely that the same systematic errors occur in all of the laboratories. In the second step, the regression coefficients between (∑ cat -∑ an ) and DOC for the different laboratories, and for different types of solution, are discussed in relation to the analytical methods used and the geographic and climatic characteristics of the sample plots. Finally, the results are discussed in relation to other attempts to quantify the relative contribution of organic anions in the ion balance of atmospheric deposition and freshwater.
METHODS

Sources of data, type of solutions used and analytical methods
Names and acronyms of the laboratories involved in the study are given in table 1, and the distribution of the sample plots in figure 1.
The type of solutions (BOF, THR, STF) and the number of samples of each type, after exclusion of samples that did not pass the validation criteria, are listed in table 2. The results were validated at the national level by the National Focal Centres of the ICP Forests and Forest Focus programmes, and submitted as official results for the years [2002] [2003] . In addition, the samples analysed by the individual laboratories were further stratified according to the type of tree cover on the plot (broadleaves BL, conifers CON), and the relative importance of salts of marine origin using a Cl -concentration of 50 µeq L -1 as the threshold to distinguish between samples with strong or weak marine influence. Table 2 also shows the number of samples forming a subset of independent analyses used to validate the effects of the DOC correction on the results of the ion balance calculations. The analytical methods used in each laboratory are listed in table 3. All the laboratories follow a QA/QC program, and participated in the two intercomparison exercises performed within the framework of the programmes (Mosello et al. 2002; Marchetto et al. 2006 ). 
Validation checks outlined in the ICP Forests manual
As prescribed in the ICP Forests manual , each laboratory is to perform a check of the ion balance (only BOF and WET) and a comparison between the measured (CM) and calculated (CE) conductivity (on all types of samples) in order to validate the analysis results. A third check is performed to confirm that the Na/Cl ratio is between 0.5 and 1.5. According to the 3   Tree cover  Type  solution  BE  CH  DE  FI  FR  IT  NO  UK  Total   Conifer  BOF  144  106  92  162  214  167  79  964   Conifer  THR  186  70  243  121  306  214  216  301 , l i is given as kS cm 2 eq -1 in order to obtain the conductivity in µS cm -1 . Bicarbonate is calculated from total alkalinity (Gran's alkalinity) in relation to the pH, assuming that it is determined only by inorganic carbon species, proton and hydroxide:
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This definition is not completely correct in the case of high DOC values (> 5 mg C L -1 ) (see discussion in Section 4.2).
The ion balance check is based on the test of the electroneutrality of the water samples: the total number of negative and positive charges must be equal. The constants required to transform the units used in the ICP Forests Deposition Programme into µeq L -1 are given in table 4. Using ∑ cat and ∑ an to indicate the concentrations
) of cations and anions, respectively, the percentage difference (PD) is:
High concentrations of dissolved organic matter, if present, must, be taken into account. Organic matter in deposition samples acts as an organic anion, producing a systematic bias in which the concentrations of cations are higher than those of inorganic anions. Corrections based on DOC concentration developed e.g. by Oliver et al. (1983) cannot be directly applied to throughfall and stemflow samples because they were primarily based on stream, lake, bog and ground water. Corrections for the presence of dissolved organic matter, specific for each site and each type of sample (bulk deposition, throughfall etc.), can be developed on the basis of earlier analyses on deposition samples.
The percentage difference between the measured and calculated conductivity is given by the ratio:
In deposition samples with low ionic strength (below 0.1 meq L -1 ), the CD value between the measured and calculated conductivity should be no more than 2% (Miles & Yost 1982 Tab. 5. Acceptance threshold values in data validation based on the ion balance and conductivity.
The third relationship tested is the ratio between Na + and Cl -; assuming that most of these ions are derived from sea spray; a ratio relatively close to the marine value (0.86) should be expected (Keene et al. 1986) . If other sources of these ions are involved, then the range of "acceptable" values is widened from 0.5 to 1.5 .
Hypothesis tested and statistical methods
The goal of the data elaboration is to verify whether a relationships exists between ∑ cat -∑ an (hereafter indicated as ∆) and the DOC concentration, and whether the regression coefficients are affected by the analysis methods used in the laboratories, the type of solution, the type of tree cover and the concentration of marinederived NaCl. The overall aim of this study is to select the best estimate of the coefficients for general use in evaluation of the ion balance. The hypotheses listed in table 6 were tested.
Analysis of covariance (ANCOVA) was used to test the statistical significance of the differences among the laboratories, between the types of sample, between the samples from broadleaf/conifer plots, and between "marine" and "non-marine" samples (Hypotheses 1-5). This modelling technique represents an integration of the analysis of variance and regression analysis, and it is appropriate when there are both quantitative and qualitative (grouping) factors. The basic advantage of this is a reduction in the bias caused by the differences between the groups. The ANCOVA model treats both betweengroup and regression variance as systematic components. The statistical model is:
where: ∆ ij = dependent variable score (∑ cat -∑ an ) of the j th unit in the i th treatment d 0 = population mean (of dependent variable) common to all observations t i = effect of treatment:
• laboratory i (a constant associated with all units in laboratory i)
• solutions from broadleaf/conifer plots • "marine" and "non marine" solutions • type i of solutions (THR, ST) d 1 = linear regression coefficient of y on x x i = mean of all units on covariate DOC x ij = covariate score for the j th unit in the i th treatment e ij = error component associated with the j th unit in the i th treatment. Multi-linear regressions were used to construct a statistical model for analyzing the linear relationship between the regressions (Org -= b x DOC + a) and the geographical and climatic information (Hypothesis 7). The statistical model is:
where: Y 1,2 k = dependent variable (1 = slope, 2 = intercept) a 0 = general mean effect (intercept) X 1k = latitude X 2k = longitude X 3k = altitude X 4k = precipitation X 5k = mean air temperature a i = linear regression coefficient of Y on X i (I = 1,…,5) e k = random error.
Both ANCOVA and regression analysis are analysed using the general linear models (GLM) procedure. This procedure uses the method of least squares to fit the general linear model and handles the models relating one or several continuous dependent variables to one or several independent variables. The independent variables may be either classification variables, which divide the observation into discrete groups, or continuous variables.
RESULTS
Validation of the results of the chemical analyses
The data submitted by each country had already been validated by the National Focal Centres, although not necessarily using the criteria proposed in the ICP Forests
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1) Are there differences in the data sets produced in different laboratories?
2) Are there differences between the data sets for different types of solution?
3) Are there differences between the data sets for solutions sampled on broadleaf or conifer plots?
4) Are there differences between the data sets for deposition with a high or a low marine salt content? 5) Are there differences between the coefficients (b 1 ) obtained for different types of solution?
6) Are there differences between the coefficients for different plots?
7) Are there differences between the coefficients related to the geographic/climatic conditions of the plots?
Tab. 6. Hypotheses tested on the data set comprising analyses made by different laboratories and on different types of solutions (1-4), and on the regression coefficients b 1 (formal charge) of the significant regression ∆ vs DOC.
manual (UN ECE 2004; Ulrich et al. 2006 ) as they are not mandatory. For the purpose of this paper, the data sets were "cleaned" to remove (1) incomplete analysis sets, and (2) results that did not pass the test of conductivity (see Section 2.2). Samples with excessively high ∑ cat , ∑ an or DOC values were also removed in order to eliminate skewness in the data distribution and to obtain normal (Gaussian) distributions. This, of course, will have to be taken into account when the regression coefficients are adopted, and only used for samples falling within the range of values given in tables 7a and 7b. These procedures resulted in the elimination of about 15% of the submitted data. The number of analysis sets used in the statistical analysis of each type of solution and laboratory/country are reported in table 2. The number of analysis sets used in generating the regression coefficients and the number used in testing them are given separately.
Description and statistics of the data
The main statistical indicators of the set of data for each country are given separately for BL and CON in tables 7a and 7b. The statistical analysis for the THR data sets indicated highly significant differences between the data sets (Hypothesis 1 in Tab. 6), with 30% of the variability explained by the variable "laboratory". Contrast analysis showed four pairs of countries with no differences: DE and FI; DE and IT; FI and IT; FI and UK. These differences reflect, at least partially, the analytical (systematic and/or random) errors within each laboratory. On the other hand, there were no statistical differences between the three data sets (DE, FR, IT) in the case of the STF solutions.
Comparison between the THR and STF data sets was possible only in the case of the countries BE, FR and IT, and in all three cases the differences were significant (Hypothesis 2 in Tab. 6), with a relative contribution to the total variance of 19, 4 and 2%, respectively.
Comparison between the THR data sets collected on broadleaf and conifer plots was possible for six countries (BE, DE, FR, IT, UK, CH) and the differences were highly significant in all cases (Hypothesis 3 in Tab. 6), although the contribution to the total variance of the model was very small (0.5%).
In the case of marine and non-marine solutions (Hypothesis 4 in Tab. 6), the contribution was 3% and 9% of the total variance in the model for THR (8 labs) and STF solutions (3 labs), respectively.
Significance and regression coefficients of the relationships ∆ vs DOC
The regressions between ∆ vs DOC were not significant for the deposition samples collected in the open field (BOF) in any of the individual laboratory's datasets, so no further statistical analyses were carried out on the BOF data sets. On the other hand, the regressions were significant for BL and CON in all the laboratories for both throughfall and stemflow samples (Tab. 7a, b) . The values of the slope (THR) ranged between 4.48 and 7.60 µeq (mg DOC) -1 for broadleaves, while they were systematically lower for conifers (range 3.33 -5.41 µeq (mg DOC) -1 (Fig. 2) . This suggests that there were differences in the composition of the organic acids in throughfall collected under the two types of tree cover. The values for the stemflow solutions, which were available only from BL and for 3 laboratories, ranged between 5.19 and 5.72 µeq (mg DOC) -1 . The mean THR values for all the set of data were 6.80 and 4.17 µeq (mg DOC) -1 for BL and CON, respectively. There were no significant differences between the slope b 1 of the regressions ∆ vs DOC for the STF and THR solutions; this comparison is limited to the solutions from BL plots in BE, FR, and IT for which both THR and STF data were available (Hypothesis 5 in Tab. 6).
As it was not originally intended to compare the b 1 values obtained at the individual plot level, in some cases there was not enough data to obtain significant values for the regression coefficient. For this reason, only those plots with more than 16 analysis sets were investigated. The values of the regression slopes and intercepts for throughfall on broadleaf and conifer plots and stemflow on broadleaf plots are presented in table 8.
Overall the mean values of the slope b 1 (the physical significance of which is the formal charge in µeq per mg of DOC) values ranged between 4.7 ± 1.6 and 5.9 ± 2.0 µeq (mg DOC) -1 , without any statistically significant differences between them (Hypothesis 6 in Tab. 6).
The final aim of this work was to look for differences between the coefficients related to geographic (latitude, longitude, altitude) and climatic (mean annual temperature and annual precipitation) variables (Hypothesis 7 in Tab. 6). The statistical analyses did not indicate any significant relationships between the formal charge and these variables. It is not possible to verify the possible negative effect of the broad approach taken in defining the type of tree cover (broadleaves and conifers) and/or the associated errors in the chemical data. 4. DISCUSSION
Testing the regression coefficients
In order to test the improvement in the validity of the ion balance after correction for the contribution of the DOC formal charge, an independent data set was used to test the procedure on the analyses carried out in some of the countries (IT, UK, FR, DE, NO) and for the two types of tree cover (BL and CON). Evaluation of the ionic charge associated with DOC [Org - ] was done for each country using both regression coefficients (slope and intercept) calculated from the data of the same country, and the mean values of the regression coefficients obtained from the pooled data, separately for BL and CON (Tab. 7a, b): Fig. 3 . Examples of cumulated frequency curves for ∆ without and with the DOC correction (line: original data; dotted line: DOC correction using coefficients calculated from the regression of each country; dashed line: DOC correction using coefficients calculated from the mean values from all the countries). The range for atmospheric deposition obtained in our study at the individual plot level was between 2.2 and 10.6 µeq (mg DOC) -1 (Tab. 8).
Testing the dependence of the DOC formal charge (b 1 ) on pH
In order to investigate the dependence of the b 1 values on pH, the set of data from each laboratory, separately for THR BL, STF BL and THR CON, were pooled and grouped within successive pH ranges of 0.5 units; the value of b 1 and the relative standard error was calculated for each range and plotted against the mean value of pH of each range (Fig. 4) Driscoll et al. 1994; Koehler et al. 1999) . As in the case of freshwater, the increase in the formal charge with pH for atmospheric deposition is undoubtedly due to greater dissociation of the weak acids which constitute part of DOC, creating sites which may be protonated.
CONCLUSIONS
Validating the results of individual analyses is strongly recommended in the ICP Forests manual as a part of the routine laboratory activities . Validation should be performed as soon as possible after the chemical analyses have been completed when part of the sample is still available, so that, if needed, some of the determinations can be repeated. Validation is important for detecting both analytical random errors and transcription errors, the latter not being uncommon in the laboratory. If unexpected (abnormal) results are confirmed on the basis of the second set of analyses, these must be accepted and stored in the database.
The analysis of about 6000 data set allows us to conclude that, in addition to the validation techniques already described Ulrich et al. 2006) , the DOC concentration can be successfully used in the ion balance to check the analysis of THR and STF samples. The simplest linear model was chosen to describe the relationship between the DOC concentration and the difference between cations and anions owing to the strong influence of analytical errors, which do not allow more sophisticated approaches. This was clearly demonstrated in our study by the strong influence on the total variance of the variable "laboratory" (one central laboratory for each country was included), which contributed 30% to the total variance. However, the statistics did not allow estimation of the extent to which the differences between the regression coefficients of each laboratory reflect systematic errors or real differences due, for instance, to the type of tree cover or the amount of precipitation. The type of deposition (THR or STF) and the relative importance of the marine salt contribution were of less relevance in the total variance; the factor "type of vegetation" proved to be less important, although significant, in determining the total variance (0.5%), although the distinction between "conifers" and "broadleaves" is of course only a very general approach. In addition, the failure to quantify the contribution of other factors, such as the geographic location and climatic conditions on the plots (mean annual temperature and amount of precipitation), may be related to the large variance attributable to analytical errors.
The regression coefficients, b 1 , obtained from the pooled data of the different laboratories gave DOC corrections that were close to the specific country coefficients. This suggest that the pooled b 1 values can be successfully used in evaluating the contribution of DOC to the ion balance in laboratories that did not participate in this study. The DOC correction, which was tested on an independent set of analysis results, considerably improved the applicability of the ion balance test for THR and STF solutions. The ion balance procedure should, together with the conductivity test, remain the primary reference method for validating the analyses.
However, it is strongly recommended to carry out specific studies in each laboratory, i.e. to test the regression between D and DOC as a part of the validation of the analytical results. These regression coefficients, after a comparison with those obtained in this study, will strongly increase the possibility of validating THR and STF results by the ion balance test, combined with the conductivity test.
