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L
a Information Retrieval, en
castellano la Recuperación
de la Información (a partir de
ahora R.I.), estudia la forma en que
tienen que ser almacenadas grandes
cantidades de datos para que puedan
ser recuperadas en el momento en
que se desee. Actualmente, la R.I. está
tomando un mayor auge debido,
entre otras cosas, al incremento extra-
ordinario de la información disponi-
ble, sin embargo,  no es una discipli-
na de reciente creación, sino que
posee una larga existencia, a pesar de
que han cambiado los medios y la for-
ma de trabajar. Mientras es posible
encontrar trabajos iniciales de esta
disciplina que prestan una especial
atención a los aspectos básicos de la
búsqueda de información, hoy en día
la mayoría de las investigaciones se
centran en los distintos algoritmos y
representaciones documentales que
posibilitan la búsqueda de informa-
ción de forma automatizada sobre
soportes digitales.
En cuanto a las tecnologías, como
igualmente dice Kantor, la recupera-
ción de la información es una encru-
cijada de “caminos tecnológicos”. Así,
con el desarrollo de la Documenta-
ción que ha entrado en campos como
la Ofimática, identificación dactilar,
gestión de imágenes médicas, bases
de conocimiento, gestión multimedia,
etc., la recuperación de información
lo ha hecho en el procesamiento del
lenguaje natural, la inteligencia arti-
ficial, etc.
En el depósito de una biblioteca
tradicional, una monografía puede
estar ordenada por contenido (a tra-
vés de una de sus materias). Para
compensar esta pérdida de accesibi-
lidad se mantiene un conjunto de
catálogos (de autor, título, materias,
topográfico, etc.). No obstante, para
poder aprovechar la potencia de estas
herramientas es necesario que los
usuarios conozcan su funcionamien-
to así como el lenguaje empleado por
los bibliotecarios.
Con los ordenadores llegó la posi-
bilidad de indizar el texto completo,
lo cual hace posible búsquedas a tra-
vés de los descriptores y el texto libre
(del título, resumen u otros campos).
Como consecuencia de ello surgieron
los OPACs que gestionan las referen-
cias bibliográficas de las bibliotecas,
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El aumento exponencial de la
información al que se viene ha-
ciendo referencia desde hace
veinticinco años y al que contri-
buyen en gran medida el proce-
so de digitalización, transforma-
ción de documentos “basados en
átomos a los basados en bits”,
que se está llevando a cabo, el
coste cada vez menor de los me-
dios de almacenamiento y la dis-
tribución de información me-
diante las llamadas autopistas
de la información, nos sitúa den-
tro de un universo en desarrollo
de información electrónica que
puede ser manipulada por me-
dios automáticos. Para acceder a
tal cantidad de información se
están ideando distintos mecanis-
mos. Algunas redes neuronales
artificiales permiten la organiza-
ción topológica de documentos.
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y en los cuales ya podemos buscar his-
toria como un descriptor controlado o
bien como una palabra del título o inclu-
so de alguna nota.
El papel de la R.I., por tanto, es ges-
tionar estas inmensas cantidades de
datos para poderlas facilitar a  los usua-
rios como respuesta a sus necesidades
de información. El resultado ideal sería
una ordenación de los documentos por
utilidad o relevancia ante una determi-
nada petición, y que esta fuera similar
a la que hicieran los usuarios si pudie-
ran examinar todos los documentos dis-
ponibles. Sin embargo, la relevancia es
muy subjetiva y desde el primer
momento ha sido una fuente de con-
flictos dentro de la R.I., lo que hace que
el orden ideal no sea igual para todos
los usuarios.
Ese objetivo se ha de lograr en el
marco de lo que se conoce como Siste-
ma de Recuperación de Información que
tradicionalmente se ha considerado
compuesto por:
- La información almacenada.
- El motor de búsqueda.
- El interfaz con el usuario.
Donde el interfaz de usuario es el
encargado de gestionar la comunicación
con el usuario, recibe las ordenes y trans-
mite los resultados. La información no
sólo está en el formato original, sino que
se han generado una serie de herra-
mientas y representaciones necesarias,
para que el motor de búsqueda pueda apli-
car una o varias técnicas de R.I. en el cál-
culo de la relevancia de cada documen-
to. Siendo las técnicas de R.I. algoritmos
que especifican la comparación que se
ha de realizar entre la representación de
la necesidad de información y la repre-
sentación de cada documento en el cóm-
puto de su relevancia.
Algunas técnicas de recuperación lle-
van a cabo una simple comparación ais-
ladamente entre las representaciones
documentales y de la necesidad de infor-
mación. Otras técnicas como dice Belkin
en primer lugar realizan una organiza-
ción global de los documentos de la base,
y en función de ella se lleva a cabo la
comparación anterior o simplemente se
permite la navegación, el browsing por
una base organizada.
Actualmente resulta novedosa la
aplicación de las redes neuronales ar-
tificiales a tal fin. Un tipo particular de
ellas, las redes competitivas, se carac-
teriza por realizar un clustering de los
patrones de entrada. Los mapas au-
toorganizativos de Kohonen, como
consecuencia de la interacción lateral
existente en la capa competitiva, tie-
nen la particularidad de que, además
de hacer el clustering, como todas las
redes competitivas, organizan topo-
lógicamente los clusters resultantes
en una rejilla bidimensional. Para ello
en primer lugar se tienen que repre-
sentar los documentos como patrones
que se puedan clasificar. Nosotros
aquí vamos a mostrar algunas de las
aplicaciones disponibles.
VISUALMAPS DE XIA LIN.
Xia Lin, investigador de la Univer-
sidad de Kentucky utiliza estos mapas
con el fin de generar una salida visuali-
zable de una determinada colección de
documentos.
La representación documental la
obtiene de la siguiente forma:
1.- Construcción de una lista que
incluya todos los términos que apa-
recen en los títulos y resúmenes de
todos los documentos de la colec-
ción.
2.- Supresión de términos irrelevan-
tes del lenguaje a partir de una lista
de palabras vacías.
3.- Transformación de los términos
en la raíz mediante un algoritmo de
stemming para reducir la lista.
4.- Eliminación de términos de fre-
cuencias altas y bajas. Como dijo
Luhn la significación de un texto está
depositada sobre las palabras de fre-
cuencias intermedias.
5.- Construcción de un vector para
cada documento con tantas compo-
nentes como términos han quedado
en la lista. Las componentes se gene-
' '
Con el desarrollo de la
Documentación que ha
entrado en campos como la
Ofimática, identificación
dactilar, gestión de imáge-
nes médicas, bases de cono-
cimientos, gestión multi-
media, etc., la recuperación
de información lo ha hecho
en el procesamiento del len-
guaje natural, la inteligen-
cia artificial, etc.
' '
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ran de tres formas diferentes (depen-
diendo de la que se escoja se obtie-
nen distintas visiones de la base):
a) Dígitos binarios (uno si el tér-
mino correspondiente está en el
documento y cero si no está)
b) Pesos proporcionales a la fre-
cuencia del término en el docu-
mento.
c) Pesos proporcionales a la fre-
cuencia del término en el docu-
mento e inversamente propor-
cionales al número de documen-
tos en los que aparece el término.
Terminado el entrenamiento se le
asigna a cada neurona el término más
cercano a su vector de pesos. Uniendo
las neuronas cuyo término asignado es
el mismo tenemos la rejilla dividida en
distintas zonas (que se pueden etique-
tar con el término en cuestión). De esta
forma finalmente tenemos los docu-
mentos clasificados en una superficie
dividida en una serie de zonas etique-
tadas por términos. 
Lin utiliza esta clasificación como
interfaz para el browsing de bases docu-
mentales pequeñas, que pueden incluso
ser los resultados de una búsqueda rea-
lizada. Proporciona prototipos que pue-
de ser consultados en su propia página
personal  [http://www.ukv.edu/
~xLin/]. Una vez etiquetadas las distin-
tas zonas de la base, se puede seleccio-
nar aquella que resulte de nuestro inte-
rés. Dichos prototipos están realizados
en java, de forma que incorpora, además,
dos controles, barras de desplazamiento:
- La horizontal regula la aparición de
puntos que representan a los docu-
mentos. Estos puntos aparecen en el
lugar que le corresponde a cada
documento dentro de la rejilla. Apa-
recen inicialmente aquellos docu-
mentos que logran una mayor acti-
vación de la neurona en la que se
encuentran clasificados. A medida
que se desplaza la barra disminuye
el umbral que necesitan superar los
documentos para aparecer, de modo
que aparece un mayor número.
- La barra de desplazamiento verti-
cal tiene la misma función, pero, en
este caso para los términos. Es decir,
a medida que se desplaza diminuye
el umbral de activación que tienen
que superar para aparecer en el
mapa. Con ello aumenta el número
de los que aparecen, dejando así el
mapa más etiquetado.
La forma de proceder para Lin sería:
- Comenzar con muy pocos térmi-
nos en el mapa, de forma que sea
fácil localizar aquellos que describan
mejor nuestras necesidades.
- A medida que vayamos necesitan-
do términos más específicos pode-
mos ir aumentando el número de estos.
- Con el otro control podemos ver
también el número de documentos
presentes en la zona para ampliar o
reducir la recuperación.
- Si no se encuentran documentos que
satisfagan nuestras necesidades de
información se puede ampliar la bús-
queda en la dirección conveniente.
Con el ratón se puede seleccionar la
zona que se quiera, apareciendo en ese
caso una ventana con enlaces que con-
tienen el título, a los distintos docu-
mentos.
Una imagen de este interfaz corres-
pondiente a una base generada con
todos los documentos clasificados en la
categoría Space Science, la podemos ver
en la figura 1.
Figura 1: Visual Sitemap realizado por Xia Lin de los documentos pertenecientes a la categoría
Space Science de Yahoo [http://lislin.gws.uky.edu/Sitemap/spaceSmall.htm]
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ET-MAP
El profesor Chen en el Laboratorio
de Inteligencia Artificial de la Universi-
dad de Arizona supervisa la realización
de un proyecto llamado ET-Map. En él
se ha hecho un proceso similar, de todos
documentos pertenecientes a la subca-
tegoría de “Entertainment” del índice
Yahoo. Está disponible en Internet
[http://ai2.BPA. arizona.edu/ent].
En este caso la interfaz es un mapa
sensitivo donde se pueden observar las
distintas regiones de la rejilla (genera-
das de la misma forma que en el caso
anterior). En ellas solamente se indica el
término ganador en toda la región, así
como el número de elementos que con-
tiene, no pudiendo así aumentar el
número de términos presentes como
permite el interfaz de Lin.
Este mapa tiene dos niveles, es decir,
al seleccionar una región aparece otro
mapa de los documentos pertenecien-
tes a la misma. Si las regiones resultan-
tes contienen un gran número de docu-
mentos se genera otro mapa. Cuando se
accede a una región del mapa corres-
pondiente al último nivel aparecen los
enlaces a los distintos documentos.
Han realizado experimentos de
browsing comparándolo con el corres-
pondiente índice humano de Yahoo. Los
resultados son muy parecidos si no se
va buscando nada en particular, siendo
peores si se busca algo específico.
Podemos ver una imagen del inter-
faz en la figura 2.
WEBSOM
El mismo Teuvo Kohonen dirige un
grupo finlandés perteneciente al Centro
de Investigación en Redes Neuronales
de la Universidad Tecnológica de Hel-
sinki que está utilizando este tipo de
redes tanto para hacer clasificaciones de
términos como de documentos.
El Word Category Map (mapa de
categorías de palabras)  se forma clasi-
ficando los términos con una red de
Kohonen. Lo más innovador con res-
pecto a otras aplicaciones similares es
la forma de representar las palabras
incluyendo un pequeño contexto. En
primer lugar, asignan una clave a cada
término, compuesta por un vector de
noventa componentes (que toman valo-
res aleatorios entre 0 y 1). Y para for-
mar la representación de un término
unen tres claves, la del término que le
antecede en el texto, la suya propia y la
correspondiente al término que le sigue
en el texto. Estos vectores de 270 com-
ponentes son los que se utilizan para
entrenar una red de Kohonen. En la
figura 3 se pueden observar unos
resultados obtenidos para lengua ingle-
sa que muestran una llamativa agru-
pación de los nombres en una zona, de
los verbos en otra y de palabras estruc-
Figura 2: Mapa sensitivo general realizado en el proyecto ET-Map bajo la dirección del profe-
sor Chen [http://ai2.bpa.arizona.edu/ent/entertain1/].
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turales en otra. Sin embargo, estos
resultados no son extrapolables a otras
lenguas, ya que en gran medida pue-
den deberse a la estructura del inglés.
Como he dicho anteriormente tam-
bién han realizado un sistema de clasi-
ficación documental, que se puede uti-
lizar como interfaz para acceder a la
información. Este lo han denominado
WEBSOM, y es un sistema pensado para
clasificar un gran número de documen-
tos, que lo han aplicado a Internet. 
Para la representación de cada docu-
mento se siguen los siguientes pasos:
1.- Se eliminan las palabras de alta y
baja frecuencia, con el fin de reducir
el procesamiento computacional y
eliminar ruido.
2.- Con estas palabras se genera un
mapa de categorías de palabras (Word
category map). 
3.- Se construye un histograma para
cada documento indicando el núme-
ro de palabras de cada categoría que
contiene.
La diferencia con respecto a los otros
es que para aliviar el proceso de cálcu-
lo reduce el número de componentes de
los vectores documentales representa-
dos en función de las categorías en lugar
de las palabras. 
Los vectores generados se utilizan
también para entrenar una red de Koho-
nen que los organiza temáticamente en
dos dimensiones. Tiene un interfaz grá-
fico bastante cuidado, en el que también
se han incorporado etiquetas descripti-
vas generadas automáticamente (pue-
de consultarse un prototipo del mismo
en internet [http://websom.hut.fi/web-
som/]). En la figura 4 podemos ver el
mapa general realizado para una colec-
ción de 4600 artículos de USENET per-
tenecientes al grupo de discusión de
comp.ai.neural-nets. Tenemos que tener
en cuenta que junto a este mapa se faci-
lita un índice donde se especifica el sig-
nificado de cada etiqueta. 
En la figura 5 podemos ver un zoom
de la esquina superior derecha, del mis-
mo mapa.
Figura 3: Visión Parcial del Mapa de Características de Palabras generado por el equipo de
Kohonen a partir de una colección de cuentos de los hermanos Grimm.
' '
Resulta novedosa la
aplicación de las redes
neuronales artificiales a
tal fin. Un tipo particu-
lar de ellas, las redes
competitivas, se caracte-
riza por realizar un
clustering de los patro-
nes de entrada
' '
10 l l l
PUERTAS A LA LECTURA
Mediante la intensidad del color, que se puede ver en las
dos figuras, se indica las distancias entre los prototipos de los
distintos nodos de cada zona. De este modo se puede inter-
pretar de manera similar a un mapa topográfico:
- Una superficie rugosa donde los colores oscuros repre-
sentan las montañas, donde las distancias entre las pobla-
ciones son mayores, y donde estas tienen un menor núme-
ro de habitantes.
- Los colores claros representarían los valles, zonas con
menores impedimentos físicos (con ciudades más cerca-
nas y pobladas). 
Según el equipo de desarrollo es en los valles donde se
pueden encontrar las discusiones más intensas.
En el zoom también se aprecian como pequeñas estrellas
blancas los nodos existentes. Estas son las poblaciones donde
se agrupan los habitantes (que son los documentos). Si se selec-
ciona uno de estos nodos (o ciudades) se obtiene una página
con enlaces a cada uno de los documentos (habitantes) ubi-
cados en ella.
Figura 4: Mapa de primer nivel correspondiente al WEBSOM aplica-
do al grupo de discusión de usenet d comp.ai.neuronal-nets
[http://websom.hut.fi/websom/comp.ai.neural-nets-new/html/root.
html]
Figura 5: Zoom de la esquina superior derecha de la figura anterior.
