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IDEALS OF OPERATORS ON C∗-ALGEBRAS AND THEIR
PREDUALS
TIMUR OIKHBERG AND EUGENIU SPINU
Abstract. In this paper we consider we study various classical operator ideals
(for instance, the ideals of strictly (co)singular, weakly compact, Dunford-
Pettis operators) either on C∗-algebras, or preduals of von Neumann algebras.
1. Introduction and main results
Let X and Y be Banach spaces. We denote by B(X,Y ) the set of all linear
bounded operators acting between X and Y . In this paper, we address the following
questions. When do certain classical operator ideals in B(X,Y ) coincide? What
are the necessary and sufficient conditions for an operator in B(X,Y ) to belong
to a given ideal? The spaces X and Y are, mostly, either C∗-algebras or their
(pre)dual. In particular, they are ordered Banach spaces. So we can consider
the same questions for the subsets of positive operators in those ideals. Here and
below, “operator ideals” are understood in the sense of [36]. More precisely: the
operator ideal I “assigns” to any pair of Banach spaces X and Y , a linear subspace
I(X,Y ) ⊂ B(X,Y ), in such a way that the following conditions are satisfied:
(1) If T ∈ B(X,Y ) has finite rank, then T ∈ I(X,Y ).
(2) If T ∈ I(X,Y ), U ∈ B(X0, X), and V ∈ B(Y, Y0), then V TU ∈ I(X0, Y0).
Several ideals of operators will appear throughout this paper. The well-known
ideals of compact, respectively weakly compact, operators, are denoted by K and
WK. T ∈ B(X,Y ) is called Dunford-Pettis (DP for short) if it takes weakly
compact sets to relatively compact sets. Equivalently, it maps weakly null sequences
to norm null sequences (see e.g. [2, Chapter 5] for more information). T is said
to be finitely strictly singular (FSS) if for every ε > 0 there exists N ∈ N such
that every subspace of dimension at least N contains a normalized vector x such
that ‖Tx‖ < ε. T is strictly singular (SS) if it is not an isomorphism on any
infinite-dimensional subspace ofX . T is strictly cosingular (SCS) if, for any infinite-
dimensional subspace Z ⊂ Y , the operator QZT is not surjective (QZ : Y → Y/Z
is the quotient map). And it is inessential (IN) or Fredholm perturbation if I+UT
is Fredholm for every operator U : Y → X . The set of all DP operators from X
to Y is denoted by DP(X,Y ). The notations FSS, SS, and SCS have similar
meaning. It is known that K(X,Y ) ⊆ FSS(X,Y ) ⊆ SS(X,Y ) ⊆ IN (X,Y ) and
K(X,Y ) ⊆ SCS(X,Y ) ⊆ IN (X,Y ). In general, these inclusions are proper. The
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classes DP , FSS, SS, SCS, and IN are closed operator ideals, in the sense of [11].
For more information, the reader is referred to [1], [36].
We also use adjoint ideals: if I is an ideal, we define I∗(X,Y ) = {T ∈ B(X,Y ) :
T ∗ ∈ I(Y ∗, X∗)}. By [1, p. 394], SS∗(X,Y ) ⊂ SCS(X,Y ), and SCS∗(X,Y ) ⊂
SS(X,Y ). In general, these inclusions are proper.
In the analysis of strict singularity of operators, the subprojectivity is often
used. A Banach space X is said to be subprojective if any infinite dimensional
subspace Y ⊂ X contains a further subspace, complemented in X . By [44], if Y is
subprojective, then SS∗(X,Y ) ⊂ SS(X,Y ).
Inclusions and equivalences of the ideals of operators were first investigated in
[7, 15], where it was shown that K(Z) is the only closed ideal in B(Z) when Z is
ℓp (1 6 p < ∞) or c0. The more complicated setting of operators on C(K) or L1
spaces was studied in [31, 32]. Further work in this direction includes [43, 42, 40],
and, most recently, [23]. In the present paper, we investigate these ideals on C∗
algebras and their (pre)duals, either extending or finding analogues to the classical
results known for C(K) and abstract L1-spaces.
The paper is structured as follows. In Section 2, we recall the necessary def-
initions and facts. In Section 3, we study the inclusions of various ideals of op-
erators, and use these inclusions to classify von Neumann algebras. In particu-
lar, we prove that a von Neumann algebra A is of finite type I if and only if
FSS(A) = SS(A) = IN (A) = WK(A), and otherwise, these classes are different
(Theorem 3.4).
Section 4 is largely devoted to proving Theorem 4.1: a non-strictly singular
operator on a C∗ algebra must fix either a copy of c0, or a complemented copy of
ℓ2. In Section 5, this description of strictly singular operators is used to characterize
C∗-algebras and their preduals with the Dunford-Pettis Property (Proposition 5.1,
Corollary 5.4).
In Section 6 we connect strict singularity of an operator to that of its adjoint.
We show that, for a compact C∗-algebra A, SS(A) = SS∗(A) = SCS(A) = IN (A)
(Corollaries 6.7 and 6.8). Further, we prove that for a von Neumann algebra A,
the following are equivalent: (i) A is of type I finite; (ii) WK(A∗) ⊂ SS(A∗); (iii)
WK(A∗) ⊂ SS∗(A∗) (Proposition 6.2).
In Section 7, we describe inclusions between positive parts of the sets of operator
ideals, proving, among other things, that a von Neumann algebraA is purely atomic
iff IN (A∗)+ = SS(A∗)+ = SCS(A∗)+ =WK(A∗)+ = K(A∗)+ (Proposition 7.1).
Finally, in Section 8 we study products of strictly singular operators. In partic-
ular, we show that a von Neumann algebra A is of finite type I if and only if the
product of any two strictly singular operators on A is compact (Proposition 8.1).
Throughout, we use the standard Banach space facts and notation. The word
“subspace” refers to a closed infinite dimensional subspace, unless specified oth-
erwise. We say that an operator T ∈ B(X,Y ) fixes a (complemented) copy of E
if X contains a (complemented) subspace Z, isomorphic to E, so that T |Z is an
isomorphism. B(X) stands for the closed unit ball of X . Finally, we denote by
Cp(H) the Schatten p-space of operators on a Hilbert space H . In particular, the
ideal of compact operators K(H) corresponds to C∞(H) and its dual to C1(H).
2. Preliminaries
IDEALS OF OPERATORS ON C∗-ALGEBRAS 3
2.1. Classes of C∗-algebras. We are especially interested in two classes of C∗-
algebras – the compact ones, and the scattered ones.
A Banach algebra A is called compact if, for any a ∈ A, the operator A →
A : b 7→ aba is compact. A C∗-algebra is compact if and only if it is of the form
(
∑
i∈I K(Hi))c0 . We refer to [3] for other properties of compact C∗-algebras.
To define a larger class of scattered C∗-algebras, consider a C∗-algebra A, and
f ∈ A∗. Let e ∈ A∗∗ be its support projection. Following [20], we call f atomic if
every non-zero projection e1 6 e dominates a minimal projection (all projections
are assumed to “live” in the enveloping algebra A∗∗). Equivalently, f is a sum of
pure positive functionals. We say that A is scattered if every positive functional is
atomic. By [18, 20], the following three statements are equivalent: (i) A is scattered;
(ii) A∗∗ = (∑i∈I B(Hi))∞; (iii) the spectrum of any self-adjoint element of A is
countable.
For a C∗-algebra A, the following statements are equivalent: (i) A is scattered;
(ii) A∗ has the Radon-Nikodym Property (RNP); (iii) A contains no isomorphic
copies of ℓ1; (iv) A contains no isomorphic copies of C[0, 1]. Indeed, (i) ⇔ (ii) is
established in [8]. Furthermore (see e.g. [8] again), A∗ having the RNP is equivalent
to the dual of every separable subspace of A being separable. Thus, (ii) ⇒ (iii) ∨
(iv). If A is not scattered, then A contains a self-adjoint element a with uncountable
spectrum K ⊂ R. Moreover, the C∗-algebra generated by a is isomorphic to C0(K)
(the space of continuous functions on K, vanishing at 0). K is a compact metric
space, hence, by Miliutin’s Theorem (see e.g. [2, Theorem 4.4.8]), C0(K) contains
a copy of C[0, 1]. This yields (iii) ⇒ (i). Finally, (iv) ⇒ (iii) is clear.
A different description of scattered C∗-algebras can be found in [22].
We say that a von Neumann algebra A is (purely) atomic if every projection in
it has a minimal subprojection. Equivalently, A is isomorphic to (∑i∈I B(Hi))∞.
A von Neumann algebra is said to be of finite type I if it is a finite sum of type In
von Neumann algebras, where n is a positive integer. Finite type I von Neumann
algebras form a subclass of the larger class of type I finite algebras, which are of
the form (
∑
n∈NAn)∞, with An being of type In, for some n ∈ N.
2.2. Dunford-Pettis Property. In this subsection, we establish some character-
izations of the Dunford-Pettis Property for C∗-algebras and their preduals. Recall
that a Banach space has the Dunford-Pettis Property (DPP for short) if, for any
weakly null sequences (xn) ⊂ X and (x∗n) ⊂ X∗, limn〈x∗n, xn〉 = 0. Equivalently,
any weakly compact operator from X to any Banach space is Dunford-Pettis. The
reader is referred to e.g. [2] for more information.
The importance of the DPP for our project lies in the following simple well-known
observation: suppose X is a Banach space with the Dunford-Pettis Property. Then
any weakly compact operator from X to any Banach space is strictly singular.
By [6, 9], the predual of a von Neumann algebra A has the DPP if and only
if A is type I finite. By [10], a C∗-algebra has the DPP if and only if it has
no infinite dimensional irreducible representations. Further descriptions of C∗-
algebras and their preduals which possess the DPP can be found in Section 5 (see
e.g. Proposition 5.1 and Corollary 5.4).
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3. Inclusions of operator ideals and classes of von Neumann
algebras
In this section, we study the inclusions between various ideals of operators, and
use these inclusions to characterize classes of von Neumann algebras.
First, we observe that [34, Corollary 6] and [31] immediately yield the following.
Proposition 3.1. For a C∗-algebra A and a Banach space X, SS(A, X) ⊂ WK(A, X).
Proposition 3.2. Let A be either a separable C∗-algebra, or a von Neumann al-
gebra. Then IN (A) ⊂ WK(A).
Proof. It suffices to show that, for any T /∈ WK(A), there exists an infinite di-
mensional subspace M such that T (M) is complemented. Indeed, then there exists
S : T (M) → M so that ST |M = IM . Denote by P a projection onto T (M), and
note that I − SPT is not Fredholm.
Since T ∗ is not weakly compact, [34, Theorem 1] yields ε > 0 and a disjoint
normalized sequence of self-adjoint elements xn ∈ A, spanning a subspace iso-
morphic to c0, such that supf∈B(X∗) |T ∗f(xn)| > ε for every n. In particular,
T |span[xn:n∈N] is not weakly compact. By [2, Theorem 5.5.3] there exists a subspace
E of span[xn : n ∈ N], isomorphic to c0, so that T |E is an isomorphism. Using a
gliding hump argument, we can assume that E = span[ym : m ∈ N], where (ym) is
a normalized block basis of (xn) (hence the operators ym are also disjoint, in the
sense that y∗myk = ymy
∗
k = 0 if k 6= m).
If A is separable, then M = E works, since c0 is separably injective. If A is
a von Neumann algebra, consider the space F ⊂ A of operators ∑m ωmym, with
supm |ωm| < ∞. Then F is isometric to ℓ∞, and T |F : F → A is not weakly
compact. By [2, Theorem 5.5.5], F contains a subspace M ≈ ℓ∞, so that T |M is
an isomorphism. The injectivity of ℓ∞ yields that T (M) is complemented.
Remark 3.3. For general C∗-algebras A, the inclusion IN (A) ⊂ WK(A) does
not hold, even in the commutative case. Indeed, consider A = c0 ⊕ ℓ∞. Then the
operator T =
(
0 0
i 0
)
∈ B(A) (i is an isometric embedding of c0 into ℓ∞) is not
weakly compact. However, reasoning as in the proof of Theorem 3.4, we conclude
that T ∈ IN (A).
This leads to a characterization of von Neumann algebras of finite type I (that
is, finite direct sums of von Neumann algebras of type In, with finite n).
Theorem 3.4. A von Neumann algebra A is of finite type I if and only if FSS(A) =
SS(A) = IN (A) =WK(A). Moreover, if A is not of finite type I, then all of these
classes are different.
For the proof we need a remark and a consequent lemma.
Remark 3.5. Every 2-summing operator between Banach spaces is finitely strictly
singular. Indeed, let X and Y be Banach spaces and T : X → Y a 2-summing
operator. If T is not FSS, then there exists c > 0 and a sequence of n-dimensional
subspaces En ⊂ X such that ‖Tx‖ > c‖x‖ for every x ∈ En. Now recall that, for
En, we have π2(IEn) =
√
n [37, Theorem 1.11]. Therefore, π2(T ) > π2(T |En) >
cπ2(IEn) = cn
1/2 holds for every n, leading to a contradiction.
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Lemma 3.6. SS(C(K), Y ) = FSS(C(K), Y ) = WK(C(K), Y ) for any Banach
space Y and any compact Hausdorff topological space K.
Proof. By [2, Section 5.5], SS(C(K), Y ) =WK(C(K), Y ). By [12, Theorem 15.2],
any T ∈ WK(C(K), Y ) is a norm limit of a sequence of operators (Tn), which factor
through ℓ2. By Grothendieck Theorem, the operators Tn’s are 2-summing, and, by
Remark 3.5, are FSS. As the ideal of FSS operators is closed, T must be FSS as
well.
Proof of Theorem 3.4. If A is of finite type I, then, by [21, Theorem 6.6.5], it is
Banach space isomorphic to a commutative von Neumann algebra B. Lemma 3.6
and Proposition 3.2 yield FSS(B) = SS(B) = IN (B) =WK(B).
If A is not of finite type I, then (see e.g. [38]) there exists a complete isometry J :
B(ℓ2)→ A (in fact, J and J−1 are completely positive). By Stinespring-Wittstock-
Arveson-Paulsen Theorem, there exists a complete contraction S : A → B(ℓ2), so
that S = J−1 on J(B(ℓ2)). Denote by Eij the matrix units in B(ℓ2), and consider
the map T , taking E1j to Ekj (k is the unique integer satisfying 2
k−1 6 j < 2k),
and Eij to 0 for i > 1. Clearly, T can be viewed as a “formal identity” from ℓ2 to
(⊕kℓ2k−12 )c0 , thus it is not finitely strictly singular. Hence, JTS ∈ SS(A)\FSS(A).
Moreover, B(ℓ2) contains a subspace Z = ℓ2 ⊕∞ ℓ∞, complemented via a pro-
jection P . Consider T =
(
0 0
i 0
)
∈ B(Z), where i is an isometric embedding of ℓ2
into ℓ∞. Clearly the operator JTPS is not strictly singular. We shall show that
T ∈ IN (Z). By [35] it suffices to show that I − AT has finite dimensional kernel
for any A =
(
A1 A2
A3 A4
)
∈ B(Z). Indeed, ker (I −AT ) consists of all vectors x ⊕ y
(x ∈ ℓ2, y ∈ ℓ∞) satisfying x ∈ ker (I−A2i), and y = A4ix. By [2, Section 5.5], any
operator from ℓ∞ to a separable Banach space is strictly singular. Thus, I − A2i
is Fredholm, hence its kernel is finite dimensional. Therefore, ker (I −AT ) is finite
dimensional.
To finish the proof, note that there is a projection from B(ℓ2) on a copy of ℓ2,
which is a weakly compact but, evidently, not an inessential operator.
Combining Propositions 3.2 and 3.6 we obtain the following.
Corollary 3.7. For a von Neumann algebra A, the following are equivalent:
(1) A is not of finite type I, (2) IN (A) is a proper subset of WK(A).
Proposition 3.8. Let A be a von Neumann algebra. Then the ideals SS(X,A∗),
SCS(X,A∗), and IN (X,A∗) are subsets of WK(X,A∗).
Proof. By [17, Example IV.1.1], A∗ is L-embedded, and, therefore, has property
(V ∗) by [33]. Thus, if T 6∈ WK(A∗), then by [5, Proposition 1.10], there exists
a subspace M ⊂ A isomorphic to ℓ1 such that T (M) is isomorphic to ℓ1 and
complemented in A∗ by projection P . This implies that T is not inessential, since
the dimension of ker (I − T (T−1P )) is infinite.
4. Strictly singular operators on C∗-algebras
In this section we describe strictly singular operators acting from a C∗-algebra:
Theorem 4.1. Suppose A is a C∗-algebra, and X is a Banach space. For T ∈
B(A, X), the following are equivalent:
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(1) T is not strictly singular.
(2) T fixes either a copy of c0, or a complemented copy of ℓ2.
Moreover, if A is a von Neumann algebra, then (1) and (2) are equivalent to
(2′) T fixes either a complemented copy of ℓ2, or a copy of ℓ∞, complemented
by a weak∗ continuous projection.
Furthermore, if X is a dual space, and T is weak∗ continuous, then a copy of ℓ2
mentioned in (2′) can be chosen so that it is complemented by a weak∗-continuous
projection.
Remark 4.2. Similar results were obtained in [29] for operators on certain non-
commutative Lp spaces. In contrast with those results, T (E) need not be comple-
mented, even if A is separable. Indeed, let P and J be a projection from K(ℓ2)
onto a copy of ℓ2, and an isometric embedding of ℓ2 into C[0, 1], respectively. For
T = JP , T (E) is not complemented whenever T |E is an isomorphism.
The commutative counterpart of Theorem 4.1 (see [2, Section 5.5], or [31, 32])
states that, for T ∈ B(C(K), X) (K is a Hausdorff compact), the following are
equivalent: (1) T is not strictly singular; (2) T fixes a copy of c0; (3) T is not
weakly compact. Moreover, if C(K) is injective, the above three statements are
equivalent to (2′) T fixes a copy of c0.
To prove Theorem 4.1, we first establish:
Lemma 4.3. Suppose A is a von Neumann algebra, X is a dual space, and T ∈
B(A, X) is a weak∗ continuous weakly compact operator. Then there there exist a
weak∗ to weak∗ continuous isometric embedding J : X → ℓ∞(Γ), and, for every
ε > 0, a Hilbert space H, and weak∗ to weak∗ continuous operators U ∈ B(A, H)
and V ∈ B(H, ℓ∞(Γ)), so that ‖JT − V U‖ 6 2ε.
Proof. We modify the construction from [19]. For an appropriate index set Γ, there
exists a quotient map q : ℓ1(Γ)→ X∗. Then q∗ = j is a weak∗ continuous isometric
embedding of X into ℓ∞(Γ). Let T∗ ∈ B(X∗,A∗) be a preadjoint of T . Then
T∗(B(X∗)) is a relatively weakly compact subset of A∗. By [41, Chapter III], for
every ε > 0 there exist δ > 0 and a positive ω ∈ A∗ so that supφ∈T∗(B(X∗)) |φ(a)| < ε
whenever ω(a∗a + aa∗) < δ, a ∈ A. Define the semi-inner product 〈a, b〉ω =
ω(ab∗+b∗a) (a, b ∈ A), and let ‖·‖ω be the corresponding seminorm. Furthermore,
set K = {a ∈ A : ‖a‖ω = 0}, and let H be the completion of A/K in ‖ · ‖ω.
To proceed, observe that the formal identity i : A → H is weak∗ continuous.
Indeed, suppose (aα) is a weak
∗ null net in A, we need to show that (iaα) is weakly
null in H . By a density argument, we only need to prove that limα ω(aαy) =
limα ω(yaα) = 0 for any y ∈ A. However, it is well known that the normality of ω
implies the normality of ωy and of yω.
It is shown in [19] that there exists C = Cε so that ‖Ta‖ 6 C‖ia‖ + ε‖a‖ for
any a ∈ A. This can be restated as follows: let B = H ⊕1 A, and i′ : A → B : a 7→
Cia ⊕ εa. Then ‖i′a‖ > ‖Ta‖. Clearly, i′ is weak∗ continuous, with weak∗ closed
range B′. Denote the preadjoint of i′ by i′∗. Furthermore, let j be the canonical
embedding of B′ into B, and let j∗ be its preadjoint (a quotient map).
Define S : B′ → X : i′a 7→ Ta. It is easy to see that S is a weak∗-continuous
contraction, with preadjoint S∗. The operator S∗q : ℓ1(Γ) → B′∗ has a lifting
S˜∗ : ℓ1(Γ)→ B∗, so that ‖S˜∗‖ < 2, and S∗q = j∗S˜∗. Then S˜ = (S˜∗)∗ : B → ℓ∞(Γ)
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is a weak∗ continuous extension of S, of norm less than c. Furthermore, T = Si′,
hence q∗T = q∗Si′ = (S∗q)
∗i′ = (j∗S˜∗)
∗i′ = S˜ji′.
Denote by PH and PA the canonical projections from B to H and A, respectively.
Then, for any a ∈ A, ‖q∗Ta− S˜PH i′a‖ 6 ‖S˜‖‖PAi′a‖ 6 2ε‖a‖. Then U = PH i′ ∈
B(A, H) and V = S˜|H are weak∗ continuous, and satisfy ‖q∗T − V U‖ 6 2ε.
Lemma 4.4. Suppose A is a C∗-algebra, and a weakly compact T ∈ B(A, X)
is an isomorphism on Y ⊂ A. Then Y is isomorphic to a Hilbert space, and
complemented in A. If, furthermore, A is a von Neumann algebra, X is a dual
space, and T is weak∗ continuous, then Y is complemented by a weak∗ continuous
projection.
Proof. Suppose A is a C∗-algebra. By enlarging the space X if necessary, we can
assume X = ℓ∞(Γ), for some set Γ. By scaling, it suffices to consider the case
of ‖T ‖ = 1. If T fixes Y ⊂ A, denote the restriction of T to Y by T0, and let
Y0 = T (Y ). Find c ∈ (0, 1/3) so that ‖T−10 ‖B(Y0,Y ) < 1/(3c). By [19], there
exist a Hilbert space H , and operators U ∈ B(A, H) and V ∈ B(H,X), so that
‖T − V U‖ < c. Note that, for any y ∈ Y , ‖V Uy‖ > 2c‖y‖, hence V U |Y is an
isomorphism. Then H1 = U(Y ) and Y1 = V U(Y ) = V (H1) are closed subspaces
of H and X , respectively, while U1 = U |Y ∈ B(Y,H1) and V1 = V |H1 ∈ B(H1, Y1)
are isomorphisms.
Now consider the map S : Y0 → Y1 : Ty 7→ V Uy (y ∈ Y ). We claim that S is
an isomorphism. Indeed, pick a norm one z ∈ Y0. Then y = T−10 z ∈ Y satisfies
1 6 ‖y‖ 6 (3c)−1, hence ‖(V U − T )y‖ 6 ‖V U − T ‖‖y‖ < 1/3, and therefore,∣∣∣‖Sz‖ − 1
∣∣∣ 6 ‖V U − T ‖‖y‖ < 1
3
.
Thus, Y1 is isomorphic to Y0, hence also to Y . As V1U1 ∈ B(Y, Y1) is an isomor-
phism, we conclude that Y is a Hilbert space.
To show that Y is complemented, set R = V U , and let Q be the orthogonal
projection from H onto H1. Note that R1 = R|Y ∈ B(Y, Y1) is an isomorphism.
Then P = R−11 V QU : A → Y is a projection.
Now suppose T : A → X is a weak∗ to weak∗ continuous, weakly compact
contraction, which is not strictly singular. Then T fixes a reflexive subspace Y ⊂ A.
By [13, Lemma 6.44], Y is weak∗ closed in A. Pick c > 0 so that ‖Ta‖ > 3c‖a‖ for
any a ∈ Y . By the above, Y is isomorphic to a Hilbert space. By Lemma 4.3, we
can find a weak∗ to weak∗ continuous isometry J : X → ℓ∞(Γ), a Hilbert space H ,
and weak∗ to weak∗ continuous operators U : A → H and V : H → ℓ∞(Γ), so that
‖V U − JT ‖ < c. Repeating the construction employed in the C∗-algebra case, we
define a projection P = R−11 V QU from A to Y . We know that U is weak∗ to weak
continuous, while R−11 , V , and Q are norm continuous, hence also weak continuous.
Therefore, P is weak∗ to weak continuous, hence weak∗ continuous.
Proof of Theorem 4.1. Suppose first T is not weakly compact. By [34], T fixes
a copy of c0, spanned by self-adjoint normalized elements ai ∈ A, with disjoint
support. From this, one can conclude (see e.g. [2, Theorem 5.5.5]) that, if A is
a von Neumann algebra, then T is an isomorphism on a copy of ℓ∞ generated by
a disjoint sequence of norm one self-adjoint elements ai’s (we use B for this copy
of ℓ∞). Denote the (mutually orthogonal) support projections of the elements ai
by pi. Then u : a 7→
∑
i piapi is a conditional expectation on A. It is easy to see
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that, for any ε > 0, there exists a weak∗ continuous projection ui from piApi onto
span[ai]. Consequently, v = (
∑
i ui)u is a weak
∗ continuous projection from A onto
B, of norm not exceeding 1 + ε.
For T ∈ WK(A, X)\SS(A, X), invoke Lemma 4.4.
In the dual setting, we obtain:
Corollary 4.5. Suppose X is a Hilbert space, and A is a von Neumann algebra.
For T ∈ B(X,A∗), the following are equivalent:
(1) T is not strictly cosingular.
(2) There is a quotient map q from A∗ onto either ℓ1 or ℓ2, so that qT is an
isomorphism.
Proof. Only (1)⇒ (2) needs to be proved. Pick T ∈ B(X,A∗) which is not strictly
cosingular. If T is not weakly compact, then [34] T ∗ fixes a copy of c0 (or ℓ∞),
hence, by [32, Proposition 1], T fixes a complemented copy of ℓ1. Now suppose T
is weakly compact, and q : A∗ → Z is a quotient map so that qT is an isomorphism
(Z is infinite dimensional). Then T ∗ fixes q∗(Z∗). By Lemma 4.4, Z is a Hilbert
space.
5. Characterizations of the Dunford-Pettis Property
Now we use the results from the previous sections to characterize C∗-algebras
and their preduals possessing the Dunford-Pettis Property (DPP). In the predual
setting, we obtain the following:
Proposition 5.1. For a von Neumann algebra A, the following are equivalent:
(1) A∗ has the Dunford-Pettis Property.
(2) A is type I finite.
(3) A∗ does not contain complemented copies of ℓ2.
Proof. (1) ⇔ (2) is established in [9] and [6]. (1) ⇒ (3) is evident. Now suppose
(2) fails. If A is of type I, and not finite, then it contains a direct summand of
the form B ⊗ B(H), where B is a commutative von Neumann algebra, and H is
infinite dimensional. Consequently, A∗ contains a complemented copy of H . If A
is not of type I, then, by [26], R∗ is a complemented subspace of A∗, where R is a
hyperfinite II1 factor. However, R∗ contains a complemented copy of ℓ2 (see e.g.
[24, Section 5]; their finite dimensional proof can be easily adjusted to the infinite
dimensional case).
To work with C∗-algebras, observe that the canonical basis in either c0 or ℓp
(1 < p <∞) forms a weakly null sequence which is not norm null. This leads to:
Lemma 5.2. If T ∈ B(X,Y ) fixes a copy of either ℓp (1 < p <∞) or c0, then T
is not Dunford-Pettis.
This simple lemma is used to deduce two corollaries of Theorem 4.1:
Corollary 5.3. Suppose A is a C∗-algebra and X is a Banach space. Then
DP(A, X) ⊆ SS(A, X) ⊆ WK(A, X).
Proof. By [34], any non-weakly compact operator fixes a copy of c0, hence SS(A, X) ⊆
WK(A, X). The inclusion DP(A, X) ⊆ SS(A, X) is obtained by combining Theo-
rem 4.1 and Lemma 5.2.
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Corollary 5.4. For a C∗-algebra A, the following statements are equivalent:
(1) A contains no complemented copies of ℓ2.
(2) A has no infinite dimensional irreducible representations.
(3) A has the Dunford-Pettis Property.
(4) For any Banach space X, WK(A, X) = SS(A, X).
(5) For any Hilbert space X, B(A, X) = SS(A, X).
(6) For any Banach space X, SS(A, X) = DP(A, X).
Proof. The implications (1)⇒ (2) and (3)⇔ (2) were established in [39] and [10],
respectively. (3) ⇒ (1) and (4) ⇒ (5) ⇒ (1) are clear. To prove (1) ⇒ (4),
note first that SS(A, X) ⊆ WK(A, X) by Proposition 3.1. By Theorem 4.1, any
T ∈ WK(A, X)\SS(A, X) must fix a complemented copy of ℓ2.
Now suppose the equivalent properties (1) − (5) hold. Then, by the definition
of Dunford-Pettis Property, WK(A, X) = SS(A, X) ⊆ DP(A, X). The inclusion
SS(A, X) ⊇ DP(A, X) follows from Corollary 5.3.
Finally, to show (6)⇒ (1), note that, if (1) fails, then there exists a subspace E
of A, isomorphic to ℓ2, and complemented by a projection Q. Let j : E → ℓ2 be an
isomorphism, and let i : ℓ2 → ℓ1 be the formal identity. Then T = ijQ ∈ B(A, c0)
is strictly singular, but not Dunford-Pettis.
We conclude this section with a related result.
Proposition 5.5. For a Banach space X, and a C∗-algebra A, the following are
equivalent:
(1) WK(X,A)\IN (X,A) 6= ∅.
(2) X and A contain complemented copies of ℓ2.
Proof. (2)⇒ (1) is clear. To prove the converse, consider T ∈ WK(X,A)\IN (X,A).
By [1, Theorem 7.17], there exists S ∈ B(A, X) so that dimker (IA − TS) = ∞.
In other words, there exists an infinite dimensional subspace E ⊂ A so that
TS|E = IE . By Lemma 4.4, E isomorphic to a Hilbert space, and there exists
a projection P from A onto E. It is easy to check that S(E) is isomorphic to a
Hilbert space, and complemented in X via a projection SPT .
6. Strictly singularity of the adjoint operator
In this section, we determine which conditions need to be imposed on an operator
T to guarantee the strict singularity of T ∗. First consider von Neumann algebras
and their preduals.
Proposition 6.1. For a von Neumann algebra A, the following are equivalent:
(1) SS∗(A∗) ⊂ SS(A∗), (2) Either A is purely atomic, or A is type I finite.
Proof. If A is purely atomic, then we can write it as (∑iB(Hi))∞. In this case,
A∗ = (
∑
i C1(Hi))1 is subprojective as ℓ1-sum of subprojective spaces, by [30]. By
[44, Theorem 2.2], SS∗(A∗) ⊂ SS(A∗). If A is type I finite, and T ∈ SS∗(A∗),
then, by Proposition 3.1, T is weakly compact. But A has the Dunford-Pettis
Property, hence T is strictly singular.
Now suppose T is neither purely atomic nor type I finite. By Proposition 5.1,
A∗ contains a subspace E isomorphic to ℓ2, complemented by a projection P .
Furthermore, by [28, Section 2.2], A∗ contains a subspace F , isomorphic to L1(0, 1).
Let u : E → F be an isomorphism. Then T = uP is not strictly singular. However,
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T ∗ factors through u∗, and the latter is 2-summing, hence finitely strictly singular
by Remark 3.5.
Proposition 6.2. For a von Neumann algebra A, the following are equivalent:
(1) A is of type I finite, (2) WK(A∗) ⊂ SS(A∗), (3) WK(A∗) ⊂ SS∗(A∗).
Proof. (1) ⇒ (2) is an immediate consequence of A∗ having the DPP (by [6, 9],
A∗ has the DPP if and only if A (1) holds). To show ¬(1) ⇒ ¬(2) ∧ ¬(3), note
that, if A is not type I finite, then, by the proof of Proposition 5.1, A∗ contains a
complemented copy of ℓ2. A projection onto this copy of ℓ2 produces T ∈ B(A∗)
so that neither T nor T ∗ are strictly singular. To show ¬(3) ⇒ ¬(1), consider
T ∈ WK(A∗)\SS∗(A∗). By Lemma 4.4, there exists a weak∗ closed Y ⊂ A,
isomorphic to ℓ2 and complemented by a weak
∗ continuous projection, so that
T ∗|Y is an isomorphism. Thus, in particular, A∗ contains a complemented copy of
ℓ2, contradicting the DPP.
Now turn to C∗-algebras.
Proposition 6.3. If A is a separable C∗-algebra with the Dunford-Pettis Property,
then SS∗(A) ⊂ SS(A).
Proof. Consider T ∈ B(A)\SS(A). As A cannot contain complemented copies of
ℓ2, Theorem 4.1 implies that T fixes a subspace E, isomorphic to c0. By Sobczyk’s
Theorem, T (E) is complemented in A. Reasoning as in the proof of [44, Theorem
2.2], we conclude that T ∗ is not strictly singular.
Proposition 6.4. If a non-scattered C∗-algebra A fails the Dunford-Pettis Prop-
erty, then there exists a non-strictly singular T ∈ B(A) with finitely strictly singular
dual.
Proof. By Corollary 5.3, A contains a subspace E, complemented via a projection
P , and isomorphic to ℓ2. Furthermore, by [22], C(∆) embeds into A as a C∗-
subalgebra (here ∆ is the Cantor set). Let i : E → C(∆) ⊆ A be an isometry.
Then T = iP is not strictly singular. However, C(∆)∗ is an abstract L1-space,
and therefore, by Grothendieck’s Theorem, i∗ is 2-summing, hence finitely strictly
singular by Remark 3.5. Thus, T ∗ = P ∗i∗ is finitely strictly singular.
Propositions 6.3 and 6.4 yield:
Corollary 6.5. Suppose A is a separable non-scattered C∗-algebra. Then A has
the Dunford-Pettis Property if and only if SS∗(A) ⊂ SS(A).
For some C∗-algebras A, we can establish the equality SS∗(A) = SS(A).
Proposition 6.6. For any Hilbert space H, SS(C∞(H)) = SS∗(C∞(H)).
Proof. By [14], C∞(H) is subprojective, hence, by [44, Theorem 2.2], the strict
singularity of T ∗ implies the strict singularity of T . To prove the converse, suppose,
for the sake of contradiction, that T is strictly singular, but T ∗ is not. Then there
exists an infinite dimensional X ⊂ C1(H) so that ‖T ∗x‖ ≥ c‖x‖ for every x ∈ X
(here c > 0). By [14], X contains either ℓ1, or ℓ2. By Proposition 3.1, T is weakly
compact, hence so is T ∗. Thus, by passing to a subspace, if necessary, we can
assume X ≈ ℓ2. Then T ∗(X) is also isomorphic to ℓ2.
By [14, Theorem 2] there exist two finite rank projections E and F such that
the operator QEF : C1(H) → C1(H) : a 7→ a − E⊥aF⊥ , where E⊥ = I − E and
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F⊥ = I − F , is an isomorphism when restricted to T ∗X . Note that on the range
of QEF all Schatten norms ‖ · ‖p are equivalent, see the proof of [14, Proposition 1]
for details. This, together with the fact that QEF is also bounded as an operator
from C∞(H) to C∞(H), implies that, for every z ∈ T ∗X ,
‖z‖∞ ≤ ‖z‖1 6 c1‖QEF z‖1 6 c1c2‖QEF z‖∞ 6 2c1c2‖z‖∞,
for some c1, c2 > 0. Set c0 = (2c1c2)
−1. Now consider the space Y = (J(T ∗X))⋆ ⊂
C∞ (here and below, ⋆ stands for taking the adjoint of an operator in B(H), and J
is the formal identity from C1(H) to C∞(H)). We claim that T is an isomorphism
on Y . Indeed, pick y ∈ Y , with ‖y‖∞ = 1. Then ‖J−1y‖1 6 c−10 , and conse-
quently, x = cc0(T
∗)−1J−1y⋆ satisfies ‖x‖1 6 1. Then ‖Ty‖∞ > Tr ((Ty)x) =
Tr (y(T ∗x)) = cc0Tr (y(J
−1y⋆)) = cc0‖y‖22 > cc30.
Corollary 6.7. If A is a compact C∗-algebra, then SS(A) = SS∗(A).
Proof. Suppose A is a compact C∗-algebra and T ∈ B(A). From the representation
of A mentioned in Section 2.1, there exists a Hilbert space H so that A is comple-
mented in C∞(H), via a projection P . The corollary now follows from Proposition
6.6 and the fact that T is strictly singular if and only if TP is.
Corollary 6.8. If A is a compact C∗-algebra, then SS(A) = SCS(A) = IN (A).
Proof. By Corollary 6.7, SS(A) = SS∗(A). By [14], C∞(H) is subprojective for
every H , hence so is A. Therefore, by [1, Theorem 7.51], SS(A) = IN (A). By
[1, Theorem 7.44], SCS(A) ⊂ IN (A). Finally, SCS(A) ⊃ SS∗(A), by [1, Theorem
7.53].
Remark 6.9. In the dual of a compact C∗-algebra, the ideals listed in Corollary
6.8 need not coincide: we have K(C1) ( SS∗(C1) ⊆ SCS(C1) ( SS(C1) = IN (C1).
Indeed, in [29] we proved IN (C1) = SS(C1). By [1, Chapter 7] (or [44]), SS∗ ⊆
SCS ⊆ IN . By [2, Theorem 2.3.1], there exists a surjective operator T : X →
Y , where X and Y are complemented subspaces of C1 isomorphic to ℓ1 and ℓ2,
respectively. Clearly, T is a strictly singular operator. But, being surjective, T is
not strictly cosingular. This implies that S = TP ∈ SS(C1) \ SCS(C1), where P
is a projection from C1 onto X . On other other hand, let i be the formal identity
from X to Y . Then U = iP is not compact, but U∗ = P ∗i∗ is strictly singular (due
to the fact that i∗ is 2-summing).
7. Positive parts of operator ideals
In this section, we consider the inclusions between ‘positive parts’ of operator
ideals (strictly singular, weakly compact, etc.).
Recall that the positive cone X+ in an ordered real Banach space X is called
generating if X = X+−X+. In the complex case, we assume that X+ is generating
in ReX (the real part of X). Equivalently, there exists a constant G so that
any x in (the real part of) X can be written as x = a − b, with a, b ∈ X+, and
‖a‖ + ‖b‖ 6 G‖x‖. Examples of spaces with generating cones include Banach
lattices, C∗-algebras, von Neumann algebra preduals, non-commutative function
spaces, JB and JB∗-algebras. The reader is referred to [28], and references therein,
for more information.
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Proposition 7.1. (1) If a von Neumann algebra A is purely atomic and X is an
ordered Banach space with a generating cone, then IN (X,A∗)+ = SS(X,A∗)+ =
SCS(X,A∗)+ =WK(X,A∗)+ = K(X,A∗)+.
(2) If a von Neumann algebra A is not purely atomic, then (IN (A∗)+∩SS(A∗)+∩
SCS(A∗)+ ∩WK(A∗)+
)\K(A∗)+ is non-empty.
Proof. (1) By Proposition 3.8, it suffices to show that every T ∈ WK(X,A∗)+ is
compact. The later follows from [28, Theorem 1.5.1].
To show (2), suppose A is not purely atomic. In [28, Section 2.2] it is shown
that A∗ contains a copy of L1(∆) (∆ = {−1, 1}N is the Cantor set), complemented
by a positive projection. Let 1 be the identity function on ∆, and let ri (i ∈ N) be
the i-th coordinate function (in other words, the ri’s are independent Rademacher
functions). Furthermore, L1(∆) contains a copy of ℓ1, generated by disjointly
supported norm one functions ei, and positively complemented. We claim that
the positive operator T : ℓ1 → L1(∆) : ei 7→ ri + 1 is strictly singular, strictly
cosingular, and weakly compact, but not compact. To this end, consider S : ℓ1 →
L1(∆) : ei 7→ ri. Then T − S has rank 1. The sequence (ri) is equivalent to the
L2 basis, hence we can think of S as the canonical embedding i : ℓ1 → ℓ2. This
operator is is weakly compact and strictly singular [27]. Furthermore, i∗ : ℓ∞ → ℓ2
is strictly singular, hence i is strictly cosingular.
Proposition 7.2. If A is a compact C∗-algebra, then
IN (A)+ = SS(A)+ = SCS(A)+ =WK(A)+ = K(A)+.
Proof. By Proposition 7.1, IN ∗(A)+ = SS∗(A)+ = SCS∗(A)+ = WK(A)+ =
K(A)+. By Corollaries 6.7 and 6.8, SS∗(A) = SS(A) = SCS(A) = IN (A).
The situation is different for non-scattered C∗-algebras.
Proposition 7.3. If A is a non-scattered C∗-algebra, then K(A)+ is a proper
subset of SS(A)+ ∩ SCS(A)+ ∩WK(A)+.
Proof. Our goal is to exhibit T ∈ B(A)+ which is strictly singular, strictly cosin-
gular, and weakly compact, but not compact. To this end, we recall a construction
from [28, Section 2]. As shown in that paper, there exist y ∈ A+, and normalized
elements y1, y2, . . . ∈ [0, y] with disjoint supports. Furthermore, there exist ψ ∈ A⋆+,
and a sequence (φi) ⊂ [0, ψ] which has no norm convergent subsequences, but which
converges to φ weak∗. We claim that the operator T , defined by
Tx = φ(x)y +
∞∑
n=1
(φn − φ)(x)yn (x ∈ A)
has the desired properties. Note that span[yn : n ∈ N] is isometric to c0. Con-
sequently, the sum in the centered expression above converges in norm, since
(φn − φ)(x)→ 0 for any x.
Clearly, T is positive. It is shown in [28, Section 2] that T is not compact.
However, there exists a rank 1 operator S so that 0 6 T 6 S. By [28, Section
2] again, any operator on A dominated by a weakly compact operator is weakly
compact, hence T must be weakly compact. Moreover, the image of T lies in
Y = span[y, y1, y2, . . .], which is isomorphic to c0 (or c). This implies the strict
singularity of T . Indeed, otherwise there would exist a subspace E ⊂ A, so that
T |E is an isomorphism. But T (E) is a subspace of c0, hence it must contain a copy
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of c0, contradicting the weak compactness of T . To show the strict cosingularity
of T , note that, by Eberlein-Smulian Theorem, T (B(A)) is weakly sequentially
compact. Now apply [31, Proposition 5].
8. Products of strictly singular operators
We apply the results of this paper to generalize a theorem from [27] to a non-
commutative setting. For von Neumann algebras, we obtain:
Proposition 8.1. A von Neumann algebra A is of finite type I if and only if the
product of any two strictly singular operators on A is compact.
Proof. If A is of finite type I, then it is Banach isomorphic to a C(K) space. By
[2, Chapter 5], SS(A) = WK(A). Moreover, A has the Dunford-Pettis Property,
hence the product of any two weakly compact operators is compact.
Now suppose A is not of finite type I. As noted in the proof of Theorem 3.4,
A contains a complemented copy of B(ℓ2). Consequently, there exists a surjective
isometry i2 : ℓ2 → E, and a contractive projection P from A onto E. Furthermore,
A contains a copy of ℓ∞, hence also a copy of ℓ1. By [12, Theorem 4.16], there
exists a 2-summing quotient q : A → ℓ2. Let i be the formal embedding of ℓ2 into
ℓ∞, and let i∞ be an isometric embedding of ℓ∞ into A. Note that q and i are
finitely strictly singular, the former due to it being 2-summing, and the latter by
[27, Lemma 2]. Let T = i∞ii
−1
2 P and S = i2q. Then TS is not compact.
For C∗-algebras, the situation is not so clear.
Proposition 8.2. Suppose A is a C∗-algebra.
(1) If A has the Dunford-Pettis property, then the product of any two strictly
singular operators on A is compact.
(2) If A is a compact algebra, then the product of any two strictly singular
operators on A is compact.
(3) If A fails the Dunford-Pettis Property, and is not scattered, then there exist
S, T ∈ SS(A) so that TS is not compact.
Lemma 8.3. If A is a compact C∗-algebra, then for any T, S ∈ SS(A∗), TS is
compact.
Proof. Suppose, for the sake of contradiction, that TS is not compact. Then there
exists a sequence (xi) ⊂ B(A∗) so that infi>1 dist(TSxi, span[TSxj : j < i]) > 0.
Applying Rosenthal’s ℓ1 theorem (see e.g. [2, Theorem 10.2.1]) and passing to a
subsequence, we can assume that, for each of the sequences (xi), (Sxi), and (TSxi),
one of the following is true: (i) the sequence is weakly Cauchy, or (ii) the sequence
is equivalent to the ℓ1-basis.
Suppose first (xi) is weakly Cauchy. Then we can assume that (xi) is weakly null.
Indeed, let x′i = (x2i − x2i−1)/2, and observe that infi>1 dist(TSx′i, span[TSx′j :
j < i]) > 0. Consequently, the sequences (Sxi) and (TSxi) are weakly null as well.
Passing to a further subsequence, we can assume that all three sequences are basic.
By passing to a subsequence, and invoking [4, Theorem 1], we can assume that all
three sequences listed above are equivalent to the ℓ2-basis, which contradicts the
strict singularity of T and S.
Now suppose (xi) is equivalent to the ℓ1 basis. Due to the strict singularity of
S, (Sxi) cannot be equivalent to the ℓ1-basis, hence it is weakly Cauchy. Moreover,
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we can assume that (Sxi) is weakly null: as before, we pass to the sequence x
′
i =
(x2i − x2i−1)/2, which is equivalent to the ℓ1-basis. Then (TSxi) is weakly null as
well. Passing to a subsequence as before, we obtain that both (Sxi) and (TSxi)
are equivalent to the ℓ2-basis, contradicting the strict singularity of T .
Proof of Proposition 8.2. (1) The product of two weakly compact operators on a
space with the DPP is compact. By [34], any strictly singular operator on a C∗-
algebra is weakly compact.
(2) Let T and S be strictly singular operators on A = (⊕iC∞(Hi))c0 . By Corol-
lary 6.7, T ∗ and S∗ are strictly singular on A∗. By Lemma 8.3, S∗T ∗ is compact.
This implies the compactness of TS.
(3) Suppose A is not scattered, and has infinite dimensional irreducible repre-
sentations. As in the proof of Proposition 8.1, we need to construct S, T ∈ SS(A)
so that TS is not compact. As noted in Section 2, A contains a copy of C[0, 1],
hence also a copy of ℓ1. By [12, Theorem 4.16], we can find a 2-summing quotient
map q : A → ℓ2. By [39], there exists an isometry i2 from ℓ2 to E ⊂ A, so that E
is complemented by a projection P . For a fixed p ∈ (2,∞), consider an isometry
ip : ℓp → C[0, 1] ⊂ A, and the formal identity i : ℓ2 → ℓp. Then S = i2q and
T = ipii
−1
2 P have the desired properties.
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