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Abstract
The sequence space (p) was introduced and studied by Maddox [I.J. Maddox, Spaces of strongly sum-
mable sequences, Quart. J. Math. Oxford (2) 18 (1967) 345–355]. In the present paper, the sequence spaces
(u, v;p) of non-absolute type which is derived by the generalized weighted mean is defined and proved
that the spaces (u, v;p) and (p) are linearly isomorphic. Besides this, the β- and γ -duals of the space
(u, v;p) are computed and the basis of that space is constructed. Further, it is established that the sequence
space p(u, v) has AD property and given f -dual of the space p(u, v). Finally, the matrix mappings from
the sequence spaces (u, v;p) to the sequence space μ and from the sequence space μ to the sequence
space (u, v;p) are characterized.
© 2006 Elsevier Inc. All rights reserved.
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1. Preliminaries, background and notation
By w, we denote the space of all real-valued sequences. Any vector subspace of w is called a
sequence space. We write ∞, c and c0 for the sequence spaces of all bounded, convergent and
null sequences, respectively. Also by bs, cs, 1 and p , we denote the spaces of all bounded,
convergent, absolutely and p-absolutely convergent series, respectively.
A sequence space λ with a linear topology is called a K-space provided each of the maps
pi :λ → C defined by pi(x) = xi is continuous for all i ∈ N; where C denotes the complex field
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B. Altay, F. Bas¸ar / J. Math. Anal. Appl. 330 (2007) 174–185 175and N = {0,1,2, . . .}. A K-space λ is called an FK-space provided λ is a complete linear metric
space. An FK-space whose topology is normable is called a BK-space. An FK-space λ is said
to have AK property, if φ ⊂ λ and {e(k)} is a basis for λ, where e(k) is a sequence whose only
non-zero term is a 1 in kth place for each k ∈ N and φ = span{e(k)}, the set of all finitely non-zero
sequences. If φ is dense in λ, then λ is called an AD-space, thus AK implies AD. For example,
the spaces c0, cs and p are AK-spaces, where 1 p < ∞.
A linear topological space X over the real field R is said to be a paranormed space if there is
a subadditive function g :X → R such that g(θ) = 0, g(x) = g(−x) and scalar multiplication is
continuous, i.e., |αn − α| → 0 and g(xn − x) → 0 imply g(αnxn − αx) → 0 for all α’s in R and
all x’s in X, where θ is the zero vector in the linear space X. Assume here and after that (pk)
be a bounded sequence of strictly positive real numbers with suppk = H and M = max{1,H }.
Then, the linear space (p) was defined by Maddox [11] (see also Simons [18] and Nakano [16])
as follows:
(p) =
{
x = (xk) ∈ w:
∑
k
|xk|pk < ∞
}
which is a complete space paranormed by
g(x) =
(∑
k
|xk|pk
)1/M
.
For simplicity in notation, here and in what follows, the summation without limits runs from 0
to ∞. We assume throughout that p−1k + (p′k)−1 = 1 provided 0 < infpk H < ∞ and denote
the collection of all finite subsets of N by F .
Let λ, μ be any two sequence spaces and A = (ank) be an infinite matrix of real numbers
ank , where n, k ∈ N. Then, we write Ax = ((Ax)n), the A-transform of x, if (Ax)n =∑k ankxk
converges for each n ∈ N. If x ∈ λ implies that Ax ∈ μ then we say that A defines a matrix
mapping from λ into μ and denote it by A :λ → μ. By (λ : μ), we mean the class of all infinite
matrices A such that A :λ → μ. We write U for the set of all sequences u such that uk = 0 for
all k ∈ N. For u ∈ U , let 1/u = (1/uk). Let u,v ∈ U and define the matrices S = (snk), Δ = (δnk)
and G(u,v) = (gnk) by
snk =
{
1 (0 k  n),
0 (k > n), δnk =
{
(−1)n−k (n − 1 k  n),
0 (0 k < n − 1 or k > n), and
gnk =
{
unvk (0 k  n),
0 (k > n)
for all k,n ∈ N; where un depends only on n and vk only on k. The matrix G, defined above, is
called as generalized weighted mean or factorable matrix. The matrix domain λA of an infinite
matrix A in a sequence space λ is defined by
λA =
{
x = (xk) ∈ w: Ax ∈ λ
}
, (1.1)
which is a sequence space. Although in the most cases the new sequence space λA generated
by the limitation matrix A from a sequence space λ is the expansion or the contraction of the
original space λ, it may be observed in some cases that those spaces overlap. Indeed, one can
easily see that the inclusion λS ⊂ λ strictly holds for λ ∈ {∞, c, c0}. As this, one can deduce
that the inclusion λ ⊂ λΔ also strictly holds for λ ∈ {∞, c, c0, p}, where 1  p < ∞ and the
space (p)Δ = bvp has been studied by Bas¸ar and Altay [7] (see also Çolak et al. [8]). However,
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and some α ∈ C, and consider the matrix A with the rows An defined by An = (−1)ne(n) for all
n ∈ N. We have Ae = z ∈ λ but Az = e /∈ λ which lead us to the consequences that z ∈ λ \ λA
and e ∈ λA \ λ. That is to say that the sequence spaces λA and λ overlap but neither contains the
other.
The continuous dual X′ of a normed space X is defined as the space of all bounded linear
functionals on X. If A is triangle, that is ank = 0 if k > n and ann = 0 for all n ∈ N, and λ is a
sequence space, then f ∈ λ′A if and only if f = f1 ◦ A, f1 ∈ λ′.
Let X be a seminormed space. A set Y ⊂ X is called fundamental if the span of Y is dense
in X. The useful result on fundamental set which is an application of Hahn–Banach theorem as
follows: If Y is the subset of a seminormed space X and f ∈ X′, f (Y ) = 0 implies f = 0, then
Y is fundamental [19, p. 39].
The main purpose of this paper is to introduce the paranormed sequence space (u, v;p) and
normed sequence space (u, v) of non-absolute type which are the set of all sequences whose
generalized weighted mean transforms are in the spaces (p) and p , and to compute their β-
and γ -duals. Besides this, the basis of the space (u, v;p) is derived. Additionally, it is es-
tablished that the sequence space p(u, v) has AD property and given the f -dual of the space
p(u, v). Finally, two theorems on the characterization of the matrix mappings from the sequence
spaces (u, v;p) to the sequence space μ and from the sequence space μ to the sequence space
(u, v;p) are stated and proved.
2. The paranormed sequence space (u,v;p) of non-absolute type
In this section, we define the sequence space (u, v;p) of non-absolute type derived by the
generalized weighted mean, and prove that this space is a complete paranormed linear space and
determine its β- and γ -duals. Besides, we give the basis for the space (u, v;p).
Malkowsky and Savas¸ [15] and Choudhary and Mishra [9] have defined the sequence spaces
Z(u, v;X) and (p) which consists all sequences such that G(u,v) and S-transforms are in
X ∈ {∞, c, c0, p} and (p), respectively. Bas¸ar and Altay [6] have recently examined the space
bs(p) which is formerly defined in [5] as the set of all series whose sequences of partial sums are
in ∞(p). Quite recently, Altay and Bas¸ar [2] have studied the space rt (p) which consists of all
sequences whose Riesz transforms are in the space (p). With the notation of (1.1), the spaces
Z(u, v;X), (p), bs(p) and rt (p) may be redefined by
Z(u, v;X) = XG(u,v), (p) =
{
(p)
}
S
, bs(p) = {∞(p)}S and
rt (p) = {(p)}
Rt
,
where the matrix Rt = (rtnk) of the Riesz mean (R, tn) is given by
rtnk =
{
tk/
∑n
k=0 tk (0 k  n),
0 (k > n),
with the sequence of positive reals (tk).
Following Choudhary and Mishra [9], Bas¸ar and Altay [6], Altay and Bas¸ar [2], and
Malkowsky and Savas¸ [15], we define the sequence spaces (u, v;p) by
(u, v;p) =
{
x = (xk) ∈ w: y =
(
k∑
ukvjxj
)
∈ (p)
}
.j=0
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Malkowsky and Savas¸ [15]. If λ is any normed or paranormed sequence space then we call
the matrix domain λG(u,v) as the generalized weighted mean sequence space. It is natural that
the space (u, v;p) may also be defined with the notation of (1.1) that
(u, v;p) = {(p)}
G(u,v)
.
This definition includes the following special cases:
(i) If p = e, then (u, v;p) = Z(u, v;λ) (cf. [15]).
(ii) If u = v = e, then (u, v;p) = (p) (cf. [9]).
(iii) If v = e, u = (1/(n + 1)) and p = e, then (u, v;p) = Xp (cf. [17]), where 1 p ∞.
(iv) If v = (1+rk), u = (1/(n+1)) and p = e, then (u, v;p) = arp (cf. [4]), where 1 p ∞.
(v) If v = t and u = (1/∑nk=0 tk), then (u, v;p) = rt (p) (cf. [2]), ∞(u, v) = (N¯, t)∞,
c(u, v) = (N¯, t) and c0(u, v) = (N¯, t)0 (cf. [14]).
Define the sequence y = (yk), which will be frequently used, by the G(u,v)-transform of a
sequence x = (xk), i.e.,
yk =
k∑
j=0
ukvjxj (k ∈ N). (2.1)
Now, we may begin with the following theorem which is essential in the study.
Theorem 2.1. (a) (u, v;p) is the complete linear metric space paranormed by h, defined by
h(x) =
(∑
k
∣∣∣∣∣
k∑
j=0
ukvjxj
∣∣∣∣∣
pk
)1/M
.
(b) Let 1 p < ∞. Then, the set p(u, v) is the Banach space with the norm
‖x‖p(u,v) = ‖y‖p .
Proof. We prove only part (a) and omit the proof of part (b). The linearity of (u, v;p) with
respect to the coordinatewise addition and scalar multiplication follows from the following in-
equalities which are satisfied for s, x ∈ (u, v;p) (see [13, p. 30]):[∑
k
∣∣∣∣∣
k∑
j=0
ukvj (sj + xj )
∣∣∣∣∣
pk
]1/M

(∑
k
∣∣∣∣∣
k∑
j=0
ukvj sj
∣∣∣∣∣
pk
)1/M
+
(∑
k
∣∣∣∣∣
k∑
j=0
ukvjxj
∣∣∣∣∣
pk
)1/M
(2.2)
and for any α ∈ R (see [12])
|α|pk max{1, |α|M}. (2.3)
It is clear that h(θ) = 0 and h(x) = h(−x) for all x ∈ (u, v;p). Again the inequalities (2.2)
and (2.3) yield the subadditivity of h and
h(αx)max
{
1, |α|}h(x).
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any sequence of scalars such that αn → α. Then, since the inequality
h
(
xn
)
 h(x) + h(xn − x)
holds by subadditivity of h, {h(xn)} is bounded and we thus have
h
(
αnx
n − αx)=
[∑
k
∣∣∣∣∣
k∑
j=0
ukvj
(
αnx
(n)
j − αxj
)∣∣∣∣∣
pk
]1/M
 |αn − α|h
(
xn
)+ |α|h(xn − x)
which tends to zero as n → ∞. That is to say that the scalar multiplication is continuous. Hence,
h is a paranorm on the space (u, v;p).
It remains to prove the completeness of the space (u, v;p). Let {xi} be any Cauchy sequence
in the space (u, v;p), where xi = {x(i)0 , x(i)1 , x(i)2 , . . .}. Then, for a given ε > 0 there exists a
positive integer n0(ε) such that
h
(
xi − xj )< ε (2.4)
for all i, j  n0(ε). We obtain by using definition of h for each fixed k ∈ N that
∣∣{G(u,v)xi}
k
− {G(u,v)xj}
k
∣∣ [∑
k
∣∣{G(u,v)xi}
k
− {G(u,v)xj}
k
∣∣pk]1/M < ε (2.5)
for every i, j  n0(ε), which leads us to the fact that {(G(u, v)x0)k, (G(u, v)x1)k, (G(u, v)x2)k,
. . .} is a Cauchy sequence of real numbers for every fixed k ∈ N. Since R is complete, it
converges, say (G(u, v)xi)k → (G(u, v)x)k as i → ∞. Using these infinitely many limits
(G(u, v)x)0, (G(u, v)x)1, (G(u, v)x)2, . . . , we define the sequence {(G(u, v)x)0, (G(u, v)x)1,
(G(u, v)x)2, . . .}. We have from (2.5) for each m ∈ N and i, j  n0(ε) that
m∑
k=0
∣∣{G(u,v)xi}
k
− {G(u,v)xj}
k
∣∣pk  h(xi − xj )M < εM. (2.6)
Take any i  n0(ε). Let us pass to limit first as j → ∞ and next as m → ∞ in (2.6) to obtain
h(xi − x)  ε. Finally, taking ε = 1 in (2.6) and letting i  n0(1) we have by Minkowski’s
inequality for each m ∈ N that[
m∑
k=0
∣∣{G(u,v)x}
k
∣∣pk]1/M  h(xi − x)+ h(xi) 1 + h(xi) (2.7)
which implies that x ∈ (u, v;p). Since h(x − xi) ε for all i  n0(ε) it follows that xi → x as
i → ∞. Since {xi} was an arbitrary Cauchy sequence, the space (u, v;p) is complete and this
concludes the proof. 
Therefore, one can easily check that the absolute property does not hold on the space
(u, v;p) that is h(x) = h(|x|) for at least one sequence in this space which says that (u, v;p)
is the sequence space of non-absolute type, where |x| = (|xk|).
Theorem 2.2. The sequence space (u, v;p) of non-absolute type is linearly isomorphic to the
space (p), where 0 < pk H < ∞.
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spaces (u, v;p) and (p) for 0  pk  H < ∞. With the notation of (2.1), define the trans-
formation T from (u, v;p) to (p) by x → y = T x. The linearity of T is trivial. Further, it is
obvious that x = θ whenever T x = θ and hence T is injective.
Let y ∈ (p) and define the sequence x = (xk) by
xk = 1
vk
{
yk
uk
− yk−1
uk−1
}
(k ∈ N).
Then,
h(x) =
(∑
k
∣∣∣∣∣
k∑
j=0
ukvjxj
∣∣∣∣∣
pk
)1/M
=
(∑
k
|yk|pk
)1/M
= g(y) < ∞.
Thus, we deduce that x ∈ (u, v;p) and consequently T is surjective and is paranorm preserving.
Hence, T is a linear bijection and this says us that the spaces (u, v;p) and (p) are linearly
isomorphic, as desired. 
Theorem 2.3. Let u ∈ 1 and 1 p < ∞. Then, the sequence space p(u, v) has AD property.
Proof. Suppose that f ∈ [p(u, v)]′. Then, f (x) = g(Ax) for some g ∈ ′p . Since p has AK
property and ′p ∼= p′ ,
f (x) =
∑
j
aj
{
G(u,v)x
}
j
for some a = (aj ) ∈ p′ . Since u ∈ 1 by the hypothesis, the inclusion φ ⊂ p(u, v) holds. For
any f ∈ [p(u, v)]′ and e(k) ∈ φ, we have
f
(
e(k)
)=∑
j
aj
{
G(u,v)e(k)
}
j
= {G′(u, v)a}
k
(k ∈ N),
where G′(u, v) is the transpose of that matrix G(u,v). Hence, from Hahn–Banach theorem,
φ ⊂ p(u, v) is dense in p(u, v) if and only if G′(u, v)a = θ for a ∈ p′ implies a = θ .
Since the null space of the operator G′(u, v) on w is {θ}, p(u, v) has AD property. 
For the sequence spaces λ and μ, the set S(λ,μ) defined by
S(λ,μ) = {z = (zk) ∈ w: xz = (xkzk) ∈ μ for all x = (xk) ∈ λ} (2.8)
is called the multiplier space λ and μ. One can easily observe for a sequence space ν with
λ ⊃ ν ⊃ μ that the inclusions
S(λ,μ) ⊂ S(ν,μ) and S(λ,μ) ⊂ S(λ, ν)
hold. With the notation of (2.8), the β- and γ -duals of a sequence space λ, which are respectively
denoted by λβ and λγ , are defined by
λβ = S(λ, cs) and λγ = S(λ, bs).
It is also known that f -dual λf of a sequence space λ is λf = {{f (e(k))}: f ∈ λ′}.
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(i) λβ ⊆ λγ ,
(ii) if λ has AD then λβ = λγ ,
(iii) λ has AD iff λf = λ′.
Now, as an easy consequence of Theorem 2.3 and Lemma 2.4(iii), we have
Corollary 2.5. Let 1 p < ∞. Then,[
p(u, v)
]f = [p(u, v)]′ =
{
a = (ak) ∈ w:
(
ak
ukvk
− ak+1
ukvk+1
)
k∈N
∈ p′
}
.
Now, we may give the theorem determining the α- and β-duals of the sequence space
(u, v;p). In proving the theorem, we apply the technique used for the spaces of single and
double sequences by Bas¸ar and Altay [7] and Altay and Bas¸ar [1], respectively.
Theorem 2.6. Let u,v ∈ U and z = (zk) ∈ w be any sequence. Define the sequences t1 = (t1k ),
t2 = (t2k ) and the matrix B = (bnk) by
t1k =
1
uk
(
zk
vk
− zk+1
vk+1
)
, t2k =
zk
ukvk
and
bnk =
⎧⎪⎨
⎪⎩
t1k (k < n),
t2k (k = n),
0 (k > n)
(2.9)
for all k,n ∈ N. Then,
(u, v;p)β = {z = (zk) ∈ w: B ∈ ((p) : c)}
and
(u, v;p)γ = {z = (zk) ∈ w: B ∈ ((p) : ∞)}.
Proof. Consider the equation
n∑
k=0
zkxk =
n−1∑
k=0
t1k yk + t2nyn = (By)n (n ∈ N), (2.10)
where B = (bnk) defined by (2.9).
Thus, one can easily deduce from (2.10) that zx = (zkxk) ∈ cs or bs whenever x = (xk) ∈
(u, v;p) if and only if By ∈ c or ∞ whenever y = (yk) ∈ (p). This means that z = (zk) ∈
[(u, v;p)]β or z = (zk) ∈ [(u, v;p)]γ if and only if B ∈ ((p) : c) or B ∈ ((p) : ∞) which is
what we wished to prove. This completes the proof. 
As a direct consequence of Theorem 2.6, we have:
Corollary 2.7. Let u,v ∈ U and M ∈ N. Put p′k = pk/(pk −1) for 1 < pk < ∞ and for all k ∈ N.
Then,
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(ii) For pk > 1, (u, v;p)β =⋃M>1{z = (zk) ∈ w: t1M−1 ∈ (p′), t2M−1, t3M−1 ∈ ∞(p)}.
(iii) For pk  1, (u, v;p)γ =⋃M>1{z = (zk) ∈ w: t1M−1, t2M−1 ∈ ∞(p)}.
(iv) For pk > 1, (u, v;p)γ =⋃M>1{z = (zk) ∈ w: t1M−1 ∈ (p′), t2M−1 ∈ ∞(p′)}, where
t3 = (t3k ) is defined by t3k = zkv−1k uk−1.
If a sequence space λ paranormed by h1 contains a sequence (bk) with the property that for
every x ∈ λ there is a unique sequence of scalars (αk) such that
lim
n→∞h1
(
x −
n∑
k=0
αkbk
)
= 0
then (bk) is called a Schauder basis (or briefly basis) for λ. The series
∑
αkbk which has the
sum x is then called the expansion of x with respect to (bn) and written as x =∑αkbk . Now, we
may give the sequence of the points of the space (u, v;p) which forms a Schauder basis for that
space. Because of the isomorphism T between the sequence spaces (u, v;p) and (p) is onto,
the inverse image of the basis of the space (p) is the basis of the space (u, v;p). Therefore,
we have:
Theorem 2.8. Let αk = {G(u,v)x}k and 0 < pk  H < ∞ for all k ∈ N. Define the sequence
b(k) = {b(k)n }n∈N for every fixed k ∈ N by
b(k)n =
{
(−1)n−k
ukvn
(k  n k + 1),
0 (0 n < k or n > k + 1).
(2.11)
Then, the sequence {b(k)}k∈N is a basis for the space (u, v;p) and any x in (u, v;p) has a
unique representation of the form
x =
∑
k
αkb
(k).
3. Some matrix mappings related to the sequence space (u,v;p)
In this section, we directly prove two theorems on the characterization of the classes
((u, v;p) : μ) and (μ : (u, v;p)) of infinite matrices and derive the characterization of some
other classes from them, where μ is any given sequence space. We write throughout for brevity
that
a˜nk = 1
uk
(
ank
vk
− ank+1
vk+1
)
and bnk =
n∑
j=0
unvjajk (3.1)
for all k,n ∈ N. We also employ the similar notation with other letters and use the convention
that any term with negative subscript is equal to naught.
Theorem 3.1. Let μ be any given sequence space. Then, A = (ank) ∈ ((u, v;p) : μ) if and only
if C ∈ ((p) : μ) and
C(n) ∈ ((p) : c), (3.2)
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c
(n)
mk =
⎧⎪⎨
⎪⎩
1
uk
(
ank
vk
− ank+1
vk+1
)
(k < m),
anm
umvm
(k = m),
0 (k > m)
for all k,m ∈ N.
Proof. Suppose that μ be any given sequence space and take into account that the spaces
λ(u, v;p) and λ(p) are linearly isomorphic.
Let A ∈ ((u, v;p) : μ) and take any y ∈ λ(p). Then, CG(u,v) exists and (ank)k∈N ∈
[(u, v;p)]β which yields that (3.2) is necessary and (cnk)k∈N ∈ β(p) for each n ∈ N. Hence,
Cy exists for each y ∈ (p) and thus by letting m → ∞ in the equality
m∑
k=0
ankxk =
m−1∑
k=0
1
uk
(
ank
vk
− an,k+1
vk+1
)
yk + anm
umvm
ym (m,n ∈ N), (3.3)
we have that Cy = Ax which leads us to the consequence C ∈ ((p) : μ).
Conversely let C ∈ ((p) : μ) and (3.2) holds, and take any x ∈ (u, v;p). Then, we have
(cnk)k∈N ∈ β(p) which gives together with (3.2) that (ank)k∈N ∈ [(u, v;p)]β for each n ∈ N.
Hence, Ax exists. Therefore, we obtain from the equality
m∑
k=0
cnkyk =
m∑
k=0
m∑
j=k
uj vkcnj xk (m,n ∈ N),
as m → ∞ that Ax = Cy and this shows that A ∈ ((u, v;p) : μ). This completes the proof. 
By changing the roles of the spaces (u, v;p) and (p) with μ, we have
Theorem 3.2. Suppose that the elements of the infinite matrices A = (ank) and B = (bnk) are
connected with the relation (3.1) and μ be any given sequence space. Then, A ∈ (μ : (u, v;p))
if and only if B ∈ (μ : (p)).
Proof. Let z = (zk) ∈ μ and consider the following equality with (3.1)
m∑
k=0
bnkzk =
n∑
j=0
m∑
k=0
unvjajkzk (m,n ∈ N), (3.4)
which yields as m → ∞ that (Bz)n = [G(u,v)(Az)]n. Therefore, one can immediately observe
from here that Az ∈ (u, v;p) whenever z ∈ μ if and only if Bz ∈ (p) whenever z ∈ μ. This
step concludes the proof. 
It is clear that Theorems 3.1 and 3.2 have several consequences depending on the choice of
the sequence space μ and the sequences u = (un), v = (vk) and p = (pk). Therefore by Theo-
rems 3.1 and 3.2, the necessary and sufficient conditions for ((u, v;p) : μ) and (μ : (u, v;p))
may be derived by replacing the entries of A and B by those of the entries of A = CG−1(u, v)
and B = G(u,v)A, respectively; where the necessary and sufficient conditions on the matrices
C and B are read from the concerning results in the existing literature.
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with the sequence space (u, v;p). The necessary and sufficient conditions characterizing the
matrix mappings between the sequence spaces ∞(p), c(p) and c0(p) of Maddox are determined
by Grosse-Erdmann [10]. By ∞(u, v;q), c(u, v;q) and c0(u, v;q), we denote the generalized
weighted mean sequence spaces consisting of all sequences whose G(u,v)-transforms are in the
spaces ∞(q), c(q) and c0(q), respectively, and studied by Altay and Bas¸ar [3]. Let N and K
denote the finite subsets of N, L and M also denote the natural numbers and define the sets K1
and K2 by K1 = {k ∈ N: pk  1}, K2 = {k ∈ N: pk > 1}. Prior to giving the theorems, let us
suppose that (qn) is a non-decreasing bounded sequence of positive real numbers and consider
the following conditions:
sup
N
sup
k∈K1
∣∣∣∣∑
n∈N
ank
∣∣∣∣
pk
< ∞, (3.5)
∃M, sup
N
∑
k∈K2
∣∣∣∣∑
n∈N
ankM
−1
∣∣∣∣
p′k
< ∞, (3.6)
lim
n→∞|ank|
qn = 0 for all k, (3.7)
∀L, sup
n∈N
sup
k∈K1
∣∣ankL1/qn ∣∣pk < ∞, (3.8)
∀L, ∃M, sup
n∈N
∑
k∈K2
∣∣ankL1/qnM−1∣∣p′k < ∞, (3.9)
sup
n
sup
k∈K1
|ank|pk < ∞, (3.10)
∃M, sup
n
∑
k∈K2
∣∣ankM−1∣∣p′k < ∞, (3.11)
∃(αk), lim
n
|ank − αk|qn = 0 for all k, (3.12)
∃(αk), ∀L, sup
n∈N
sup
k∈K1
(|ank − αk|L1/qn)pk < ∞, (3.13)
∃(αk), ∀L, ∃M, sup
n∈N
∑
k∈K2
(|ank − αk|L1/qnM−1)p′k < ∞, (3.14)
∃L, sup
n∈N
sup
k∈K1
∣∣ankL−1/qn ∣∣pk < ∞, (3.15)
∃L, sup
n∈N
∑
k∈K2
∣∣ankL−1/qn ∣∣p′k < ∞, (3.16)
∃M, sup
K
∑
n
∣∣∣∣∑
k∈K
ankM
−1/pk
∣∣∣∣
qn
< ∞ (qn  1), (3.17)
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n
∣∣∣∣∑
k
ank
∣∣∣∣
qn
< ∞ (qn  1), (3.18)
∀M, sup
K
∑
n
∣∣∣∣∑
k∈K
ankM
1/pk
∣∣∣∣
qn
< ∞ (qn  1). (3.19)
Theorem 3.3. (i) A ∈ ((u, v;p) : 1) if and only if (3.5) and (3.6) hold with a˜nk instead of ank
and (3.2) also holds.
(ii) A ∈ ((u, v;p) : c0(q)) if and only if (3.7)–(3.9) hold with a˜nk instead of ank and (3.2)
also holds.
(iii) A ∈ ((u, v;p) : c(q)) if and only if (3.10)–(3.14) hold with a˜nk instead of ank and (3.2)
also holds.
(vi) A ∈ ((u, v;p) : ∞(q)) if and only if (3.15), (3.16) hold with a˜nk instead of ank and
(3.2) also holds.
Theorem 3.4. (i) A ∈ ((p) : 1(u, v)) if and only if (3.5) and (3.6) hold with bnk instead of ank .
(ii) A ∈ ((p) : c0(u, v;q)) if and only if (3.7)–(3.9) hold with bnk instead of ank .
(iii) A ∈ ((p) : c(u, v;q)) if and only if (3.10)–(3.14) hold with bnk instead of ank .
(iv) A ∈ ((p) : ∞(u, v;q)) if and only if (3.15) and (3.16) hold with bnk instead of ank .
(v) A ∈ (c0(p) : (u, v;q)) if and only if (3.17) holds with bnk instead of ank .
(vi) A ∈ (c(p) : (u, v;q)) if and only if (3.17) and (3.18) hold with bnk instead of ank .
(vii) A ∈ (∞(p) : (u, v;q)) if and only if (3.19) holds with bnk instead of ank .
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