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Abstract—In many fields, a mass of algorithms with completely
different hyperparameters have been developed to address the
same type of problems. Choosing the algorithm and hyperpa-
rameter setting correctly can promote the overall performance
greatly, but users often fail to do so due to the absence of
knowledge. How to help users to effectively and quickly select
the suitable algorithm and hyperparameter settings for the given
task instance is an important research topic nowadays, which is
known as the CASH problem. In this paper, we design the Auto-
Model approach, which makes full use of known information
in the related research paper and introduces hyperparameter
optimization techniques, to solve the CASH problem effectively.
Auto-Model tremendously reduces the cost of algorithm imple-
mentations and hyperparameter configuration space, and thus
capable of dealing with the CASH problem efficiently and easily.
To demonstrate the benefit of Auto-Model, we compare it with
classical Auto-Weka approach. The experimental results show
that our proposed approach can provide superior results and
achieves better performance in a short time.
Index Terms—Algorithm selection, Hyperparameter optimiza-
tion, Combined algorithm selection and hyperparameter opti-
mization problem, Auto-Weka, Classification algorithms
I. INTRODUCTION
In many fields, such as machine learning, data mining,
artificial intelligence and constraint satisfaction, a variety of
algorithms and heuristics have been developed to address the
same type of problem [1], [2]. Each of these algorithms has
its own advantages and disadvantages, and often they are
complementary in the sense that one algorithm works well
when others fail and vice versa [2]. If we are capable of
selecting the algorithm and hyperparameter setting best suited
to the task instance, any particular task instance will be well
solved, and our ability of dealing with the problem will be
improved considerably [3].
However, it is not trivial to achieve this goal. There are
a mass of powerful and different algorithms to deal with
a certain problem, and these algorithms have completely
different hyperparameters, which have great effect on their
performance. Even domain experts cannot easily and correctly
select the appropriate algorithm with corresponding optimal
hyperparameters from such a huge and complex choice space.
Nonetheless, the suitable solution for the particular task
instance is still desperately needed in practice. Therefore,
the researchers presented combined algorithm selection and
hyperparameter optimization (CASH) problem [4], attempting
to find easy approaches to help users simultaneously select the
most suitable algorithm and hyperparameter setting to solve
the practical task instance.
To the best of our knowledge, Auto-Weka [4] is the only
approach that is capable of addressing this problem. Auto-
Weka approach [4] transforms the CASH problem into a
single hierarchical hyperparameter optimization problem, in
which even the choice of algorithm itself is considered as
a hyperparameter. Then it utilizes the effective and efficient
hierarchical hyperparameter optimization technique [5], [6] to
find the algorithm and hyperparameter settings appropriate
to the given task instance. While Auto-Weka approach can
deal with the CASH problem effectively, it causes two fatal
shortcomings.
On the one hand, the algorithm implementation is quite
complicated. Auto-Weka approach requires users or re-
searchers to implement algorithms related to the problem
before making a rational choice for the task instance. There are
usually a mass of related algorithms, and generally a majority
of them are not open source. If users want to solve the problem
well utilizing Auto-Weka approach, a great deal of algorithms
should be implemented, and this is extremely difficult and
laborious. On the other hand, the configuration space is quite
huge. The configuration space of hyperparameters of a single
algorithm can be very large and complex [7], let alone the
configuration space, which considers the choice of algorithm
and hyperparameters of many algorithms, in Auto-Weka ap-
proach. Searching the optimal configuration from such a huge
space is very difficult, and this makes Auto-Weka unable to
obtain good result within a short time.
We observe that many research papers related to machine
learning have been proposed with a great deal of experiments,
which carefully analyzed the performance of many related
algorithms with certain hyperparameter settings on different
task instances. Such reported experiences are pretty valuable
to guide effective algorithm selection and reduce the search
space. Thus, we attempt to adopt these experiences to deal with
the CASH problem. However, the usage brings two challenges.
One the one hand, it is nontrivial to extract the experiences in
the research papers to the knowledge which could be used for
the automatic algorithm selection. On the other hand, with
the consideration that the existing knowledge may contain
various kinds of algorithm (with different time complexity),
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the hyperparameter decision approach should be universal.
However, existing approaches only apply to some algorithms.
For the first challenge, we represent the machine learning
task instances as a feature set, and model the knowledge as the
mapping from the task instance to the optimal corresponding
algorithm. Such mapping is constructed according to the
experimental results reported in the research papers. With
the consideration that different papers may report conflicting
results and the experiences in papers are fragmented, we
model the all the pieces of experiences as a information
network, and resolve the conflicts and find such mapping with
the information network. With the knowledge as experiences
and the instances, we train a neural network to select the
most suitable machine learning algorithm for the given task
according to its features.
For the second challenge, we combine Baysian and Genetic
hyperparameter optimization (HPO) approach, which are com-
plementary and cover almost all machine learning algorithm
instances. For a given algorithm, we develop the strategy to
determine whether Baysian or Genetic approach should be
used according to the evaluation time on a small sample.
Major contributions of this paper are summarized as fol-
lows.
• We first propose to utilize the knowledge in research
papers combining with HPO techniques to solve the
CASH problem, and present Auto-Model approach to deal
with the CASH problem efficiently and easily. To the best
of our knowledge, this is the first work to involve human
experiences in algorithm selection and hyperparameter
decision for data analysis.
• We design the effective knowledge acquisition mecha-
nism. The usable experience in the related papers are frag-
mented possible with conflict information. Our designed
information integration approach and conflict resolve
approach derives effective knowledge.
• We design extensive experiments to verify the rationality
of our Auto-Model approach, and compare Auto-Model
with classical Auto-Weka approach. Experimental results
show that the design of Auto-Model is reasonable, and
Auto-Model has stronger ability of to deal with the CASH
problem. It can provide a better result within a shorter
time.
The remainder of this paper is organized into four sections.
Section II discusses the HPO techniques used in our proposed
approach, and defines some concepts related to HPO. Sec-
tion III introduces our proposed Auto-Model approach. Sec-
tion IV evaluates the validity and rationality of our proposed
Auto-Model, and compares Auto-Model with classical Auto-
Weka approach. Finally, we draw conclusions and discuss the
future works in Section V.
II. PREREQUISITES
In our proposed Auto-Model approach, the classical HPO
techniques are used for some steps, including automatic fea-
ture identification, automatic neural architecture search and
optimal hyperparameter setting acquisition. In this section, we
introduce the HPO techniques used in Auto-Model, and define
some related concepts.
A. HPO Techniques
Many modern algorithms, e.g., deep learning approaches
and machine learning algorithms, are very sensitive to hy-
perparameters. Their performance depends more strongly than
ever on the correct setting of many internal hyperparameters.
In order to automatically find out suitable hyperparameter
configurations, and thus promote the efficiency and effective-
ness of the target algorithm, some HPO techniques [8]–[12]
have been proposed. Among them Grid Search (GS) [13],
Random Search (RS) [14], Bayesian Optimization (BO) [15]
and Genetic Algorithm (GA) [16] are very famous.
GS asks users to discretize the hyperparameter into a desired
set of values to be studied, and then it evaluates the Cartesian
product of these sets and finally chooses the best one as the
optimal configuration. RS explores the entire configuration
space, samples configurations at random until a certain budget
for the search is exhausted, and outputs the best one as the final
result. These two techniques have one thing in common, i.e.
they ignore historical observations. That is, they fail to make
full use of historical observations to intelligently infer more
optimal configurations. This shortcoming often makes them
incapable of providing the optimal solutions within short time,
since the choice space they explore is always very complex
and huge, and blind search can waste lots of time on useless
configurations. BO and GA, which are used in our Auto-Model
approach, overcome this defect and exhibit better performance.
BO is a state-of-the-art optimization approach for the global
optimization of expensive black box functions [7]. It works by
fitting a probabilistic surrogate model to all observations of
the target black box function made so far, and then using the
predictive distribution of the probabilistic model, to decide
which point to evaluate next. Finally, consider the tested
point with the highest score as the solution for the given
HPO problem. Many works [17], [18] apply BO to optimize
hyperparameters of expensive black box functions due to its
effectiveness.
GA is a heuristic global search strategy that mimics the
process of genetics and natural selection. It works by en-
coding hyperparameters and initializing population, and then
iteratively produces the next generation through selection,
crossover and mutation steps. The iteration stops when one of
the stopping criteria is met, and finally the optimal individual
(i.e., configuration) is treated as the solution for the given HPO
problem. GA is the intelligent exploitation of random search
provided with historical data to direct the search into the region
of better performance in the solution space. It is routinely used
to generate high-quality solutions for complex optimization
problems and search problems, due to its effectiveness.
Both BO and GA add intelligent analysis for better results.
However, they are appropriate in different circumstances due
to their different working principles. Each time BO infers an
optimal configuration, it need take quite some time to estimate
the posterior distribution of the target function using Bayesian
theorem and all historical data. This working principle is
suitable for the HPO problems whose tested algorithm has
high complexity, and thus the hyperparameter configuration
evaluations are very expensive and time-consuming (far more
than BO’s analysis time). The reason is that only few evalu-
ations, which may be smaller than the size of population in
GA, are allowed, and BO can make more thorough analysis
of historical data and thus provide better solution.
As for GA, its analysis time (not include the time cost on
configuration evaluations) is very short, and it can provide
a totally new population, i.e., a large number of optimal
configuration candidates, after analyzing each iteration. This
working principle is suitable for the HPO problems whose
tested algorithm has low complexity, and thus the hyperpa-
rameter configuration evaluations are cheap and fast (far less
than BO’s analysis time). The reason is that a large number of
evaluations are allowed, and GA can fully bring into play the
advantage of genetics and natural selection, and thus find out
the excellent solution. In our Auto-Model approach, we will
choose to use GA or BO technique according to feature of the
HPO problem.
B. Concepts of HPO
Consider a HPO problem P = (D,A, PN), where D is
a dataset, A is an algorithm, and PN = {P1, P2, . . . Pn}
are n hyperparameters. We denote the domain of the ith
hyperparameter Pi by ΛPNi , and the overall hyperparameter
configuration space of PN as ΛPN = ΛPN1 × . . .× ΛPNn .
We use λ ∈ ΛPN to represent a configuration of PN , and
f(λ,A,D) to represent the performance score of A in D under
λ. Then, the target of the HPO problem P = (D,A, PN) is
to find
λ∗ = argmax
λ∈ΛPN
f(λ,A,D) (1)
from ΛPN , which maximizes the performance of A in D.
III. Auto-Model APPROACH
The target of Auto-Model approach is to efficiently pro-
vide users with the high-quality solution for a task instance,
including a quite appropriate algorithm and the optimal hyper-
parameter setting. To achieve this goal, we need to efficiently
selected a suitable algorithm for the given task instance
that users want to solve, and then efficiently find a proper
hyperparameter setting for the selected algorithm. With many
HPO approaches for various machine learning algorithms,
the optimal setting search of our system is implemented by
choosing a suitable and effective HPO technique. As for
the algorithm selection, we propose to leverage the existing
available information to obtain an effective decision-making
model, which is used to make a good algorithm choice effi-
ciently. We observe that research papers often report extensive
performance experiments, which are pretty valuable to guide
effective algorithm selection. Thus, we extract effective knowl-
edge from these reported experiences to build the effective
decision-making model to reduce manpower and resource
consumption.
In Section III-A, we introduce some basic concepts on the
knowledge in our approach. Section III-B gives the overall
framework of Auto-Model. Section III-C and Section III-D ex-
plain in detail the two main parts in Auto-Model, respectively.
A. Concepts
Task Instance. A task instance in machine learning cor-
responds to a dataset. For example, a task instance of the
classification problem IC is a available dataset with category
labels. A task instance could be described with a set of features
called task instance features (TIFs for brief) for the ease of
algorithm selection with Auto-Model. For different kind of task
instances, TIFs may be different. Consider IC , the features
may include the number of records, numerical attribute and
the predefined class number in IC .
Knowledge. In the Auto-Model approach, the extracted
knowledge is used for providing guidance for the algorithm
selection, which aims at selecting the most optimal algo-
rithm (OAI ) for the given task instance (I). Therefore, the
knowledge required in Auto-Model is a set of pairs as the
correspondence relationship between the task instance I and
its optimal algorithm OAI , i.e. (I,OAI).
Experience. Research papers may contain rich informa-
tion. However, only a small share is useful for knowledge
acquirement, which is called experience. The algorithm with
the highest performance on I in each paper is a candidate
of the OAI . To further determine OAI , the performance
comparison relations among candidates are necessary. Thus,
the experience required in Auto-Model is a set of quadruples
(P, I,BestAPI , OtherAs
P
I ), where P is the paper that provide
this piece of experience, I ∈ IListP is a task instance in Pi,
BestAPI is the algorithm with highest performance on I in
P , OtherAsPI is the set of other algorithms analyzed in P
with lower performance than BestAPI , and IListP is the set
of task instances analyzed in P .
The reason why we need P is that there may exists conflict
performance comparison relationships between two algorithms
due to different experimental design or experimental errors.
We can deal with these conflicts according to the reliability of
papers, and thus get more reliable performance relationship,
as will be discussed in Section III-C1.
B. Overall Framework
Fig. 1 gives the overall framework of our proposed Auto-
Model with two major components: Decision-Making Model
Designer (DMD) and User Demand Responser (UDR). DMD
(introduced in Section III-C) selects and trains the suitable
model for the algorithm selection, which contains three steps.
The first step acquires knowledge from the paper set (in-
troduced in Section III-C1). The second step selects suitable
features from feature candidates Fs to represent the task
instance (introduced in Section III-C2), which is taken by the
model as the input. Then in the third step, the effective model
Fig. 1. The overall framework of Auto-Model. The DMD part of Auto-Model (left) assists the UDR part of Auto-Model (right) to make intelligent decisions.
When the user inputs the task instance I to solve, the UDR part of Auto-Model provide the user with algorithm SNA(KFs(I)) and hyperparameter OHS
that are well suited to the given task instance I .
is selected and trained based on the knowledge from step 1
and the features from step 2 (introduced in Section III-C3).
The UDR (introduced in Section III-D) takes the well-
trained decision-making model SNA whose input contents are
Fs, and the task instance I as the input. It interacts with the
users, and aims at responding reasonably rapidly to the user
demand and providing users with the high-quality solution by
making the best of the suitable HPO technique and SNA.
SNA can help UDR to quickly select a suitable algorithm
from large amount of choices, and thus tremendously reduce
the search space. And the selected suitable HPO technique can
quickly promote the performance of the selected algorithm.
Their cooperation makes UDR capable of providing high-
quality solution within shorter time.
C. Decision-Making Model Designer (DMD)
1) Knowledge Acquiremet: Whether we want to select
instance features or find the suitable fit model, the knowledge
that describes the correspondence between the task instance
and its optimal algorithm is necessary, since it is the basis
for the rationality evaluation of the feature set and decision-
making model.
The key points of effective knowledge extraction are com-
plete information network building, and to design our own
judgment standards of the optimal algorithm. Let InfAll
denote all usable experience extracted from related papers,
and RInfI be the experience related to instance I in
InfAll. Then, the best algorithm of I should be among
OACs={BestAs contained in RInfI}. However, to judge
which one is the best, we need as many performance rela-
tions among OACs as possible for assistance. Therefore, in
our knowledge acquisition problem, the complete information
network is a directed graph DGraph that contains all potential
performance relationships among OACs.
RInfI provides us with some performance relations. Con-
sidering a tuple (P,I,Ai,OtherAs) in RInfI , if there exists
Aj∈OtherAs satisfying Aj∈OACs, then we add a directed
edge Ai→Aj with weight Relij (the reliability value of
paper P ). We can also apply the breadth-first search on each
algorithm in DGraph to obtain other potential relationships
among OACs. Now, we obtain all available performance
relationships among OACs.
Note that there may exists contradictory relations in
DGraph, due to the different experimental designs of different
papers or the experimental errors of certain papers. We propose
to use the reliability of the relations, i.e., edge weight, to
handle these conflicts. We only preserve one directed edge
with the highest weight. Now, we obtain a reasonable and
complete information network DGraph related to I . We can
acquire the optimal algorithm of I by analyzing DGraph.
The algorithm whose in-degree is 0 in DGraph is proved
to have better performance on I , and we can consider it as the
optimal algorithm of I , denoted by OAI . However, more than
one candidates in DGraph may satisfy this condition, due
to the inadequacy of the available relations. In this situation,
we propose to analyze the comparison experience of each
candidate, i.e., the number of algorithms that are proved to
be less effective than the candidate according to RInfI and
DGraph. And we select the one with the richest experience
as the OAI . Thus, we obtain a piece of knowledge (I,OAI),
and acquire many such knowledge from InfAll in this way.
Fig. 2 is an example of the process to acquire an piece of
knowledge.
Detail Workflow. Algorithm 1 shows the pseudo code
of knowledge acquisition approach. Firstly, it collects all
instances in InfAll (IList) and the reliability value of each
paper involved in InfAll (the index of the paper in PRank),
and initializes CRelations (Line 1-3). Then, the iteration
Fig. 2. An example of the process to acquire a piece of knowledge, i.e., the correspondence between an task instance (Wine Dataset) and its optimal
classification algorithm. Suppose RInfWineDataset is shown in (a), and the parameter information of papers involved [19]–[23] are in (b). Then, OACs =
{RandomForest, BayesNet, LDA, J48, LibSVM}, the process to obtain performance relationship among OACs are shown in (c), and (d) is the process
that we determine the optimal classification algorithm (BayesNet or J48) of Wine Dataset. Note that we only consider the algorithms implemented in Weka
or Sklearn library of Python in this example.
TABLE I
THE BASES FOR THE COMPARISON OF PAPER RELIABILITY.
Paper Parameter Priority Level Parameter Type Ranges or Options Reliability ComparisonStrategy
Paper level 1 list A, B, C, D A>B>C>D
Paper type 2 list Journal, Conference Journal>Conference
Influence factor 3 float ≥0 The bigger the better
Average annual
citation number 4 int ≥0 The bigger the better
begins, for each instance I in IList, KnowledgeAcquisition
follows the process mentioned above to acquire its optimal
algorithm (Line 5-15). The details are as follows. The in-
formation related to I (RInfI ) and the optimal algorithm
candidate set of I (OACs) are obtained first (Line 5-7).
Then the performance relations among OACs in RInfI are
extracted (Line 8), and DGraph representing the performance
relations among OACs is built (Line 9). After that breadth-
first search is applied and all potential relations are discovered
and added to DGraph (Line 10-11), and the contradictory
relations in DGraph are handled (Line 12). Now, DGraph
contains all available and reasonable relations among OACs,
and the optimal algorithm of I (OAI ) is identified with the
help of DGraph and RInfI (Line 13-15). In this way, a piece
knowledge (I,OAI) is acquired. Note that in order to improve
the reliability of the acquired knowledge, we do not consider
the knowledge related to the instance I in IList, whose RInfI
contains very few algorithms (Line 6). The reason is that in this
situation, insufficient performance comparisons are involved in
RInfI , and OAI lacks of sufficient evidences to be explained.
We collect knowledge with sufficient evidences and finally get
the result CRelations (Line 16-19).
2) Instance Features Selection: In our Auto-Model ap-
proach, we select the suitable algorithm for the given task
instance according to its features. An instance may have many
possible features, but not all of them are correlated to the
algorithm performance. Selecting features correlated to the
algorithm performance to represent the instance can not only
reduce the feature calculation cost, but also help algorithm
selection approach to better differentiate between instances and
thus be more effective. Because of these benefits, we design
the algorithm to automatically select suitable task instance
features from the candidate feature set denoted by Fs.
Motivation. To select a suitable feature subset from Fs, we
should define a metric M to reasonably evaluate the quality of
the selected feature subsets. Since the available information in
this step is Fs and the obtain knowledge as the correspondence
relations CRelations={(Ii,OAIi)|i=1,...,t}, which could be
treated as a classification dataset, we have to find a method
that utilizes such information to compute M .
It is known that when unrelated features are involved or
correlated features are not completely considered, the perfor-
mance of the classification model will be greatly affected,
since much noise will cause much interference, and lack-
ing of important features will make it hard to differentiate
some records with different categories. This fact makes it
feasible to utilize the known classification dataset to obtain
M . We can select a classification model CM , e.g., a MLP
classifier. And for each feature subset FSub, we use the
performance score of CM on the classification sub-dataset
{(FSub(Ii),OAIi)|i=1,...,t} to assess the quality of FSub.
The higher the score is, the better FSub is. Thus, we get M ,
and can find suitable instance features with the help of M .
Design Idea. According to above discussions, the prob-
lem of finding the feature subset with the highest score
is transformed into a HPO problem P=(D,A,PN) aiming
Algorithm 1 KnowledgeAcquisition Approach
Input: Experience obtained from n related papers
InfAll={(Pi,I,BestAPiI ,OtherAsPiI )|i=1,...,n,I∈IListP }
Output: Some effective knowledge CRelations
1: IList ← all instances involved in InfAll
2: PRank ← rank papers in InfAll in ascending order of
their reliability according to strategies in TABLE I
3: CRelations ← ∅
4: for I ∈ IList do
5: RInfI ← tuples related to instance I in InfAll
6: if RInfI involves > 5 algorithms then
7: OACs ← {t[2]|t ∈ RInfI}
8: Relations ← { (Ai,Aj ,Relij) | Ai,Aj∈OACs,
Baseij 6=∅, Relij=max value in Baseij } # Baseij=
{PRank.index(t[0])|t∈RInfI&t[2]=Ai&Aj∈t[3]}
9: DGraph ← build directed graph according to
Relations, where (Ai, Aj , Relij) ∈ Relations de-
notes a directed edge Ai → Aj with weight Relij
10: for each node Ai in DGraph, start from it and
apply breadth-first search. Record all nodes visited
(BFSAi), and the minimum weight in the path from
Ai to Aj ∈ BFSAi (NRelij)
11: DGraph ← { (Ai,Aj ,NRelij) | Ai∈OACs,
Aj∈BFSAi } # update DGraph
12: DGraph← if 2 nodes Ai,Aj in DGraph have con-
flict relations, only preserve one with bigger weight
13: OACs ← nodes in DGraph with no internal edges
14: OACs ← { (Ai,|ComAsi|) | Ai∈OACs,
ComAsi={t[3]|t∈RInfI&t[2]∈BFSAi} }
15: OAI ← an algorithm in OACs with highest score
16: CRelations ← CRelations ⋃ {(I,OAI)}
17: end if
18: end for
19: return CRelations
at finding the optimal configuration of PN that maximizes
the performance of A in D. In this problem, we consider
{(Fs(Ii),OAIi)|i= 1, ..., t} as D, a multilayer perceptron
(MLP) classifier with default structure as A, and the features
in Fs as hyperparameters PN . Each feature fi corresponds to
a hyperparameter with two options, i.e, “True” meaning “con-
sider fi in D” and “False” meaning “ignore fi in D”. Thus,
we convert the instance feature selection problem to a HPO
problem P=(D,A,PN). We can utilize the classical HPO
algorithm to deal with P effectively, and finally obtain suitable
instance features according to the optimal configuration of PN
provided by the HPO technique. In Section II, we have pointed
out that two classical and well-performed HPO techniques,
i.e., BO and GA, are suit for different circumstances. Due
to the fact that there are not many instances in the related
research papers (generally less than 103), the dataset D in P
is small, and the hyperparameter configuration evaluations in
Algorithm 2 FeatureSelection Approach
Input: Known knowledge CRelations =
{(I1, OAIi), . . . , (It, OAIt)}, and candidate set of
instance features Fs = {f1, . . . , fm}
Output: Key features KFs
1: D ← { (Fs(Ii),OAIi) | (Ii,OAIi)∈CRelations }
# Fs(Ii) represents the feature vector of instance Ii, which
contains all features in Fs
2: PN ← for each feature fi∈Fs, construct a boolean
hyperparameter fi, where True’ (‘False’) means consider
(ignore) feature fi in the given dataset D.
3: A ← a MLP classifier with default architecture and
parameter setting
4: construct a HPO problem P = (D,A, PN)
# The k-fold cross-validation accuracy is used to calculate
f(λ∈ΛPN ,A,D)
5: OptimalConf ← GA(P ) (group size: 50, evolutional
epochs: 100)
6: KFs ← { fi | fi∈Fs&OptimalConf [fi]=‘True’ }
7: return KFs
P are pretty fast and cheap. Such situation is suitable for GA.
As the result, we choose to use GA to deal with P designed
in this part.
Detail Workflow. Algorithm 2 shows the pseudo code of
instance feature selection approach. Firstly, FeatureSelection
approach designs a HPO problem P=(D,A,PN) related to the
instance feature selection (Line 1-4). Then, it applies the GA
technique to deal with P and obtain an optimal configuration
of PN (OptimalConf ) (Line 5). Finally, it obtains key
features in Fs by picking out features that are set to “True”
in OptimalConf (Line 6-7).
3) Model Training: Based on the key instance fea-
tures KFs and knowledge CRelations={(Ii,OAIi)|i=1,...,t},
DMD trains the decision-making model that accurately maps
KFs(I) to OAI , so as to help UDR make reasonable deci-
sions.
Motivation. The difficulty is to ensure the precision of
the model. The ability of most classification algorithms and
regression algorithms to deal with the new dataset related to
KFs(I) and OAI are unsure, since there has not been a theory
or a study yet to explain clearly their ability to deal with
different datasets, to the best of our knowledge. If we select
a model from such kind of algorithms, there is a very good
chance that no high-precision models will be found in the end.
Therefore, we do not consider this kind of algorithms. Since
Neural networks are proved to be capable of approximating
any function by arbitrary precision in theory [24], we choose
to use the multilayer perception (MLP), a feedforward artificial
neural network, as our fit model.
Note that the architecture of MLP has great effect on its
performance. Therefore, to achieve high precision, we need to
design a proper architecture for MLP. We can utilize known
(KFs(I),OAI) pairs to evaluate the quality of the architecture
of MLP, and thus find a high-precision fit model under the
Algorithm 3 ArchitectureSearch Approach
Input: Known knowledge CRelations =
{(I1, OAIi), . . . , (It, OAIt)}, key features KFs,
and Precision
Output: Suitable neural architecture SNA
1: D ← { (KFs(Ii),OneHot′(OAIi)) | (Ii,OAIi) ∈
CRelations }
2: PN ← hyperparameters of MLP (shown in TABLE II)
3: A ← a MLP regressor
4: construct a HPO problem P = (D,A, PN) # The k-
fold cross-validation MSE (mean squared error) is used
to calculate f(λ∈ΛPN,A,D)
5: OptimalConf ← GA(P ) (group size: 50) # GA stops
when λ∈ΛPN whose f(λ,A,D)<Precision is found
6: SNA ← an MLP regressor with OptimalConf setting
7: return SNA
TABLE II
TEN HYPERPARAMETERS OF MLP.
Name Type Set ranges or available options Meaning
hidden layer int 1-20 The number of hidden layer in MLP
hidden layer size int 5-100 The number of neuron in each hidden layer
activation list [‘relu’,‘tanh’,‘logistic’,‘identity’] The activation used on each neuron
solver list [‘lbfgs’,‘sgd’, ‘adam’] The solver used to optimize MLP
learning rate list [‘constant’,‘invscaling’,‘adaptive’] Used for weight updates, only used whensolver is ‘sgd’
max iter int 100-500 Maximum number of iterations
momentum float 0.01-0.99 Momentum gradient descent update, onlyused when solver is ‘sgd’
validation fraction float 0.01-0.99 Proportion of reserved training sets for earlymorning stop validation
beta 1 float 0.01-0.99 The exponential decay rate of the estimationof the first order moment vector
beta 2 float 0.01-0.99 The exponential decay rate of the estimationof the second order moment vector
guidance of the quality score.
Design Idea. The problem of finding the proper
MLP architecture with the highest score can also
be transformed into a HPO problem. Consider
{(KFs(Ii),OneHot’(OAIi ))|i=1,...,t} as D1, a MLP
regressor as A, and consider hyperparameters in TABLE II,
which decide the architecture of MLP, as PN . Thus, we
convert the MLP architecture search problem to a HPO
problem P=(D,A,PN).
We can utilize the classical HPO algorithm to deal with P
effectively, and finally obtain a proper architecture according
to the optimal configuration of PN provided by the HPO
algorithm. Note that, to avoid selecting algorithms that are
unable to deal with the given instance, we use OneHot’(OAI )
instead of OAI or OneHot(OAI ) as the output of MLP, and
we choose to use MLP regressor instead of classifier because
of this output format. Besides, note that the dataset D in P is
small, and the hyperparameter configuration evaluations in P
are fast and cheap. Therefore, we choose to use GA to deal
with P designed in this part.
Detail Workflow. Algorithm 3 shows the pseudo code
of MLP architecture search approach. Firstly, the algorithm
1To obtain OneHot’(OAIi ), firstly change OAIi into the one hot label
OneHot(OAIi ), where except for the index correspond to OAIi all other
places are 0, then set the position of algorithms which cannot deal with ithe
nstance Ii (e.g., some classification algorithms cannot deal with the instances
with neural features) into -1.
Algorithm 4 AutoModelDMD Approach
Input: Experience obtained from n related papers
InfAll={(Pi,I,BestAPiI ,OtherAsPiI )|i=1,...,n,I∈IListP },
and candidate set of instance features Fs = {f1, . . . , fm}
Output: Key features KFs, and suitable neural architecture
SNA
1: CRelations ← CorrespondenceAcquisition(InfAll)
2: KFs ← FeatureSelection(CRelations,Fs)
3: SNA← ArchitectureSearch(CRelations,KFs,Precision
= -0.0015) # we set Precision to -0.0015 by default
4: D ← { (KFs(Ii),OneHot′(OAIi)) | (Ii,OAIi) ∈
CRelations }
5: SNA ← train MLP regressor with SNA setting using D
6: return KFs, SNA
constructs a HPO problem P=(D,A,PN) according to the
MLP architecture search (Line 1-4). Then, it applies the GA
algorithm to deal with P and obtain an optimal configuration
of PN (OptimalConf ) which makes the precision of MLP
high (Line 5). Finally, it obtains a MLP architecture according
to OptimalConf (Line 6-7).
Complexity Analysis. Combining the three steps organ-
ically, then we obtain global picture of DMD, which is
shown in Algorithm 4. The KnowledgeAcquisition mainly
analyzes InfAll with time complexity O(p2), where p is the
number of tuples in InfAll. As for the FeatureSelection and
ArchitectureSearch, computing the features of the instances
in InfAll and running the GA algorithm dominate the time,
their time complexity is O(pm+ g), where m is the number
of features in Fs, and g is the number of generations used
in ArchitectureSearch. In all, the time complexity of DMD is
O(p2 + pm+ g).
D. User Demand Responser (UDR)
The goal of UDR, is to efficiently provide users with
effective solution, including the suitable algorithm and its
optimal hyperparameter setting. If UDR searches the opti-
mal solution from a huge search space, which contains the
related algorithms, the cost will be pretty large. Therefore,
its first step is to prune the search space by determining
a quite suitable algorithm utilizing the effective decision-
making model obtained by DMD. Then, it only considers the
selected algorithm and choose a suitable HPO technique to
optimize its hyperparemeters to improve the performance. In
Section II, we have analyzed that BO and GA suit for different
algorithms. Selecting a suitable HPO technique according to
the algorithm feature discovered with a small sample can get
better hyperparameter setting within short time. In this way,
UDR obtains a high-quality solution.
Detail Workflow. Algorithm 5 gives the pseudo code of
UDR. UDR of Auto-Model takes: (1) an task instance I which
is provided by users, (2) key features KFs and a trained MLP
with a suitable architecture SNA which are the findings of
the DMD, as input. It determines a suitable algorithm (SA)
Algorithm 5 AutoModelUDR Approach
Input: An instance I , key features KFs, and the suitable
neural architecture SNA
Output: An optimal algorithm SA and its optimal hyperpa-
rameter setting OHS
1: SA← SNA(KFs(I)) # If SA has not been implemented
yet, notify the user to implement it
2: PN ← the hyperparameters of SA
3: construct a HPO problem P = (I, SA, PN)
4: OHS ← HPOAlg(P )
# HPOAlg is BO or GA. If the calculation of f(λ,SA,I)
generally costs less than 10 minutes, then we set
HPOAlg=GA, else, HPOAlg=BO
# User can stop HPOAlg at any time, and OHS is the
optimal configuration obtained so far
5: return SA, OHS
for I with the help of KFs and SNA (Line 1). Then, it
automatically finds the optimal hyperparameter setting (OHS)
of the chosen algorithm by making full use a suitable HPO
technique (Line 2-4). Finally, it provides users a reasonable
solution (SA,OHS) (Line 5).
Complexity Analysis. Calculating the key features of the
given instance I and running the HPO algorithm dominate
the running time of UDR. The time complexity of calculating
instance features is O(kd2), where d is the dimension of
the input instance, and the time cost by HPO techniques is
determined by the users.
IV. EXPERIMENTS
In the experiments, we test the proposed approach on
classification CASH problem, which aims at finding the most
suitable classification algorithm with the optimal hyperparam-
eter setting in Weka 2 for the given classification dataset (we
then denote this CASH problem by CASH-Weka). We use
the CASH-Weka problem to explain the rationality of our
proposed Auto-Model approach (Section IV-A), and compare
the effectiveness of Auto-Model and Auto-Weka approach
(Section IV-B). We implement all the approaches in Python,
and run experiments on a machine with an Intel 2.3GHz i5-
7360U CPU and 16GB of memory.
A. The rationality of Auto-Model
We extract the knowledge InfAll from 20 research pa-
per [19]–[23], [25]–[39] related to classification algorithms.
Considering the classification dataset features in TABLE III
as Fs, we construct the inputs of the DMD of Auto-Model.
Note that since we aim at solving the CASH-Weka problem in
the experiments, we only consider the classification algorithms
2In the experiments, various classification algorithms should be imple-
mented for examining the CASH techniques. To ensure the fairness of the
comparison, we adopt the implementation of the classification algorithms in
Weka, an open source software, which contains large amount of classification
algorithms. We simplify the problem by only considering the classification
algorithms implemented in Weka, and utilize the CASH-Weka problem to
examine CASH techniques.
in Weka when generating InfAll. Then, we input InfAll
and Fs to the AutoModelDMD algorithm, and thus obtain
the KFs = {f1, f3, f5, f7, f9, f10, f13, f14, f15, f16, f19} and
SNA, a MLP with a suitable architecture, which can select the
suitable classification algorithm according to the KFs values
of a dataset. In the UDR of Auto-Model, for each classification
dataset D, we input (D,KFs,SNA) to the AutoModelUDR
approach and thus get a solution for D, i.e., a classification
algorithm with a hyperparameter setting. And we can examine
the effectiveness of Auto-Model approach by analyzing the
solutions provided by Auto-Model approach.
Then we explain the rationality of Auto-Model approach by
analyzing CRelations and SNA. In AutoModelUDR, after
selecting an algorithm using SNA, the other algorithm and
their hyperparameter settings will not be considered as the
solution any more, and AutoModelDMD only optimizes the
hyperparameters of the selected algorithm to obtain the final
solution for the given dataset. This design makes Auto-Model
effective, but if the algorithm selected by SNA is quite inap-
propriate, this design will be infeasible. Therefore, reasonable
design of SNA is crucial, it has a great influence on the
rationality of Auto-Model approach. Note that, CRelations
is the main criterion to evaluate the quality of the SNA’s
architecture. If the quality of CRelations is poor, the designed
SNA will also be invalid. Therefore, both CRelations and
SNA have considerable influence on the rationality of Auto-
Model method. In this part, we will analyze the quality of
the obtained knowledge CRelations (Section IV-A1) and the
effectiveness of the obtained decision-making model SNA
(Section IV-A2), and thus explain the rationality of our Auto-
Model.
TABLE IV shows the all classification algorithms involved
in InfAll and TABLE V gives the notations commonly used
in Section IV-A.
1) The Quality of Knowledge CRelations: In the
DMD part of Auto-Model, after inputting InfAll to
the KnowledgeAcquisition approach (Algorithm 1),
CRelations={(Di, OADi)|i = 1, . . . , 69}, which contains
69 (dataset, best algorithm) pairs, is obtained. The meaning
of a pair (Di, OADi) in CRelations is as follows: the
classification algorithm OADi is quite suitable for dealing
to the classification dataset Di. If the ability of OADi to
deal with Di is better than most of classification algorithms,
then this information is valid. And if almost all pairs in
CRelations are valid, then we can say that the quality of
CRelations is very high. Based on this idea, we design
PORatio to quantify the quality of the CRelations.
Definition 1. (Performance Over Ratio, PORatio) Con-
sider a classification algorithm A ∈ CAList, and classification
dataset D contained in CRelations. The Performance Over
Ratio (PORatio) of A on D is defined as:
PORatio(A,D) =
|{Ai|P (Ai, D) ≤ P (A,D)|Ai ∈ CAList}|
|CAList|
(2)
PORatio(A,D) is the proportion of the algorithms in
CAList that are not more effective than A on D. It ranges
TABLE III
THE CLASSIFICATION DATASET FEATURES. SUPPOSE D IS A CLASSIFICATION DATASET WITH m RECORDS, n COMMON ATTRIBUTES {A1 ,. . .,An} AND A
TARGET ATTRIBUTE AT . WE USE ANList TO REPRESENT ALL NUMERAL ATTRIBUTES IN D, AND ACList TO REPRESENT ALL CATEGORICAL
ATTRIBUTES IN D. FOR AN ATTRIBUTE Ai∈ANList, WE USE V ar(Ai) TO DENOTE THE VARIANCE OF THE Ai VALUES IN D, AND Avg(Ai) TO DENOTE
THE AVERAGE VALUE OF THE Ai VALUES IN D. FOR AN ATTRIBUTE Ai∈ACList, WE USE Ai[n] TO DENOTE THE NUMBER OF CLASSES OF Ai IN D,
Ai[cj ] (J=1,...,Ai[n]) TO DENOTE ALL CLASSES OF Ai , AND Num(Ai[cj ]) TO DENOTE THE NUMBER OF RECORDS WHOSE Ai IS Ai[cj ] IN D.
Symbol Formula Meaning
f1 AT [n] The number of classes in the target attribute
f2 H(AT ) The entropy of the classes in the target attribute
f3 max
1≤j≤AT [n]
Num(AT [cj ])
m
The proportion of the class, which accounts for the highest proportion in the target attribute
f4 min
1≤j≤AT [n]
Num(AT [cj ])
m
The proportion of the class, which accounts for the lowest proportion in the target attribute
f5 |ANList| The number of numeral attributes in the dataset
f6 |ACList| The number of categorical attributes in the dataset
f7
|ANList|
n
The proportion of numeral attributes in all common attributes
f8 n The number of common attributes
f9 m The number of records
f10 min
Ai∈ACList&Ai 6=AT
Ai[n] The number of classes of a common and categorical attribute, which has the fewest classes
f11 H(A#)
The entropy of a common and categorical attribute, which has the fewest classes
(The meaning of A#= argmin
Ai∈ACList&Ai 6=AT
Ai[n] is the same in f11, f12 and f13)
f12 max
1≤j≤A#[n]
Num(A#[cj ])
m
The proportion of the class, which accounts for the highest proportion in a common and
categorical attribute, that has the fewest classes
f13 min
1≤j≤A#[n]
Num(A#[cj ])
m
The proportion of the class, which accounts for the lowest proportion in a common and
categorical attribute, that has the fewest classes
f14 max
Ai∈ACList&Ai 6=AT
Ai[n] The number of classes of a common and categorical attribute, which has the most classes
f15 H(A?)
The entropy of a common and categorical attribute, which has the most classes
(The meaning of A?= argmax
Ai∈ACList&Ai 6=AT
Ai[n] is the same in f15, f16 and f17)
f16 max
1≤j≤A?[n]
Num(A?[cj ])
m
The proportion of the class, which accounts for the highest proportion in a common and
categorical attribute, that has the most classes
f17 min
1≤j≤A?[n]
Num(A?[cj ])
m
The proportion of the class, which accounts for the lowest proportion in a common and
categorical attribute, that has the most classes
f18 min
Ai∈ANList
Avg(Ai) The minimum value in the average values of numeral attributes
f19 max
Ai∈ANList
Avg(Ai) The maximum value in the average values of numeral attributes
f20 min
Ai∈ANList
V ar(Ai) The minimum value in the variances of numeral attributes
f21 max
Ai∈ANList
V ar(Ai) The maximum value in the variances of numeral attributes
f22 V ar(Avgs), Avgs={Avg(Ai)|Ai ∈ ANList} The variance of the average values of the numeral attributes
f23 V ar(V ars), V ars={V ar(Ai)|Ai ∈ ANList} The variance of the variances of the numeral attributes
TABLE IV
THE 50 (WEKA) CLASSIFICATION ALGORITHMS INVOLVED IN THE
RELATED PAPER ANALYZE BY OUR AUTO-MODEL.
Algorithm Type Algorithm Name
weka.classifiers.lazy IBk, IB1, KStar, LWL
weka.classifiers.meta
AdaBoostM1, AdditiveRegression, Bagging, Decorate, LogitBoost,
ClassificationViaRegression, RandomSubSpace, RandomCommittee,
ClassificationViaClustering, MultiClassClassifier, RotationForest,
MultiBoostAB, StackingC
weka.classifiers.bayes AODE, BayesNet, ComplementNaiveBayes, HNB, NaiveBayes,NaiveBayesMultinomial, NaiveBayesSimple, NaiveBayesUpdateable
weka.classifiers.trees BFTree, J48, SimpleCart, DecisionStump,FT, Id3, LADTree, LMT,NBTree, RandomForest, RandomTree, REPTree
weka.classifiers.misc HyperPipes, VFI
weka.classifiers.rules JRip, PART, OneR, Ridor, ZeroR
weka.classifiers.functions Logistic, MultilayerPerceptron, RBFNetwork, SimpleLogistic, SMO,LibSVM
from 0 to 1, and its higher value means the stronger ability of
A to solve D and the fewer number of classification algorithms
that outperform A on D.
PORatio(CRelations(D), D) can measure the validity of
a pair (D,CRelations(D)) in CRelations effectively. We
then can utilize the average PORatio of CRelations(D) over
all classification datasets contained in CRelations to quantify
the quality of CRelations.
Experimental Results. We calculate the average PORatio
of CRelations(D) over all classification datasets in
TABLE V
NOTATIONS AND THEIR MEANINGS. SUPPOSE A IS A CLASSIFICATION
ALGORITHM IN CAList AND D IS A CLASSIFICATION DATASET.
Notations Meaning
CAList A set of classification algorithms which contain in TABLE IV
P (A,D)
The performance of A on D. We utilize GA algorithm (timelimit=103s) to obtain
the optimal hyperparameter setting λ of A, use the 10-fold cross-validation accuracy
to calculate f(λ,A,D) and consider it as P (A,D).
Pmax(D)
The performance score of A, which performs the best among CAList on D, on D.
Pmax(D)= max
A∈CAList
P (A,D)
Pavg(D) The average performance of the algorithms in CAList which can process D.
CRelations(D) The classification algorithm which corresponds to D in the obtained CRelations
SNA(D) The optimal classification algorithm SNA selects for D
CRelations, and analyze the distribution of PORatios
of CRelations(D) over all classification datasets in
CRelations, results are shown in TABLE VIII and Fig. 3.
We can observe that, the validity of the pairs in CRelations
is generally high, and the quality of the obtained CRelations
is high. This shows that the KnowledgeAcquisition approach
is effective, and it is feasible to acquire the correspondence
between the instance and its optimal algorithm from the related
research papers.
Besides, we examine the average PORatio and the average
P of a single algorithm A ∈ CAList over all datasets in
CRelations, and report the top 3 values and their correspond-
TABLE VI
THE SNA(D), PORatio(SNA,D), P (SNA(D), D), Pmax(D) AND Pavg(D) ON DIFFERENT CLASSIFICATION DATASETS USED FOR TESTING.
D1 D2 D3 D4 D5 D6 D7 D8 D9 D10
SNA(D) SimpleCart RBFNetwork BayesNet FT LibSVM IBk FT IBk Logistic SimpleCart
PORatio(SNA,D) 0.92 0.92 0.90 1.00 0.88 1.00 0.98 0.98 0.92 0.86
P(SNA(D),D) 0.93 0.63 0.66 0.75 0.87 0.74 0.85 0.72 0.75 0.97
Pmax(D) 0.99 0.94 0.77 0.75 0.99 0.74 0.97 0.95 0.89 0.97
Pavg(D) 0.92 0.55 0.55 0.67 0.83 0.70 0.81 0.57 0.58 0.94
TABLE VII
THE SNA(D), PORatio(SNA,D), P (SNA(D), D), Pmax(D) AND Pavg(D) ON DIFFERENT CLASSIFICATION DATASETS USED FOR TESTING
(CONTINUED).
D11 D12 D13 D14 D15 D16 D17 D18 D19 D20 D21
SNA(D) RandomSubSpace FT SimpleCart LWL RBFNetwork HNB J48 LibSVM SimpleLogistic J48 Logistic
PORatio(SNA,D) 0.82 1.00 0.82 0.54 0.80 0.84 0.92 1.00 0.88 1.00 1.00
P(SNA(D),D) 0.75 1.00 0.85 0.64 0.95 0.94 0.91 1.00 0.78 0.82 1.00
Pmax(D) 0.99 1.00 0.98 0.86 0.97 0.99 0.99 1.00 1.00 0.82 1.00
Pavg(D) 0.68 0.95 0.84 0.59 0.93 0.83 0.69 0.98 0.67 0.79 0.84
TABLE VIII
THE AVERAGE PORatio OVER ALL CLASSIFICATION DATASETS IN
CRelations.
CRelations(D) Top1-RandomForest Top2-FT Top3-RandomTree
Average PORatio 0.84 0.82 0.79 0.77
TABLE IX
THE AVERAGE PERFORMANCE SCORE P OVER ALL CLASSIFICATION
DATASETS IN CRelations.
CRelations(D) Top1-RandomTree Top2-REPTree Top3-J48
Average P 0.78 0.77 0.76 0.75
ing classification algorithms, results are shown in TABLE VIII
and TABLR IX. We can find that, the overall performance of
CRelation(D) outperforms a single classification algorithm.
This shows that the obtained CRelation is useful. It means
that we can achieve higher performance under the guidance
of CRelation.
2) The Effectiveness of Decision-Making Model SNA: The
target of SNA is to map the classification dataset D to a
classification algorithm that is best suited to D. If the solution
provided by SNA, i.e., SNA(D), outperforms most of the
classification algorithms, then SNA is effective and its design
is reasonable. Thus, we propose to use PORatio(SNA,D) =
PORatio(SNA(D), D) to measure the effectiveness of SNA
on D, and we then can utilize the PORatio of SNA on
different classification datasets to examine the effectiveness of
SNA.
Experimental Results. We record the SNA(D) and cal-
culate the PORatio(SNA,D), P (SNA(D), D), Pmax(D)
and Pavg(D) on different classification datasets in TA-
BLE XI, results are shown in TABLE VI and TABLE VII. We
can observe that, the PORatio(SNA,D) is generally very
high, and P (SNA(D), D) is always superior to Pavg(D).
This shows that the SNA designed by the DMD part of
Auto-Model is reasonable and effective, and the design of
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Fig. 3. The distribution of PORatios of CRelations(D) over all classifi-
cation datasets in CRelations.
AutoModelUDR approach is feasible.
Besides, we examine the average PORatio and the average
P of a single algorithm A ∈ CAList over the classification
datasets in TABLE XI, and report the top 3 values and their
corresponding classification algorithms, results are shown in
TABLE XII and TABLR XIII. We can find that, the overall
performance of SNA(D) outperforms a single classification
algorithm. This shows that the obtained SNA is effective, i.e.
SNA can select quite appropriate algorithm, and thus help
us achieve better performance. Two key contents of Auto-
Model approach, i.e., CRelations and SNA, are proved to
be reasonable and effective. Therefore, the whole design of
Auto-Model approach is feasible and rational.
B. Compare Auto-Model with Auto-Weka
In this part, we examine the ability of Auto-Model approach
and Auto-Weka approach to deal with the CASH-Weka prob-
lem, and thus compare their effectiveness. Notations that are
commonly used in this section are shown in TABLE XIV.
For each classification dataset D used for testing, we divide
it into 10 folds equally and utilize the measure f(T,D)
defined in Table XIV, where T is Auto-Model or Auto-Weka,
to examine the effectiveness of T . The higher f(T,D) is,
TABLE X
THE AVERAGE f(T,D) ON DIFFERENT CLASSIFICATION DATASETS USED FOR TESTING.
Time Limit Method D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D15 D17 D18 D19 D20 D21
30s Auto-Model 0.93 0.58 0.66 0.74 0.82 0.74 0.85 0.68 0.62 0.97 0.72 0.99 0.85 0.63 0.94 0.94 0.99 1.00 0.73 0.82 1.00Auto-Weka 0.90 0.53 0.44 0.73 0.79 0.67 0.79 0.62 0.52 0.97 0.71 0.98 0.81 0.57 0.94 0.96 0.62 0.97 0.72 0.78 1.00
5min Auto-Model 0.93 0.60 0.66 0.76 0.86 0.74 0.85 0.71 0.73 0.97 0.73 1.00 0.85 0.62 0.94 0.94 -1 1.00 0.77 -1 1.00Auto-Weka 0.89 0.49 0.44 0.72 0.83 0.69 0.77 0.62 0.54 0.96 0.71 1.00 0.81 0.55 0.89 0.94 -1 0.97 0.72 -1 1.00
TABLE XI
THE 21 CLASSIFICATION DATASETS USED FOR TESTING. THESE DATASETS
ARE NOT INCLUDED IN CRelations
Dataset Symbol Records Attributes Numeralattributes
Categorical
attributes Classes
Pittsburgh Bridges (MATERIAL) D1 108 13 3 10 3
Pittsburgh bridges (TYPE) D2 108 13 3 10 6
Flags D3 194 30 10 20 8
Liver Disorders D4 345 7 6 1 2
Vertebral Column D5 310 6 5 1 2
Planning Relax D6 182 13 12 1 2
Mammographic Mass D7 961 6 1 5 2
Teaching Assistant Evaluation D8 151 6 1 5 3
Hill-Valley D9 606 101 100 1 2
Ozone Level Detection D10 2536 73 72 1 2
Breast Tissue D11 106 10 9 1 6
banknote authentication D12 1372 5 4 1 2
Thoracic Surgery Data D13 470 17 3 14 2
Leaf D14 340 16 14 2 30
Climate Model Simulation Crashes D15 540 19 18 1 2
Nursery D16 12960 8 0 8 3
Avila D17 20867 10 9 1 12
Chronic Kidney Disease D18 400 25 14 11 2
Crowdsourced Mapping D19 10546 29 28 1 6
default of credit card clients D20 30000 24 14 10 2
Mice Protein Expression D21 1080 82 78 4 8
TABLE XII
THE AVERAGE PORatio OVER ALL CLASSIFICATION DATASETS USED FOR
TESTING.
SNA Top1-RandomTree Top2-FT Top3-SimpleLogistic
Average PORatio 0.90 0.83 0.83 0.78
the better the solution T (D) is and thus the more effective
T is. We also analyze the effectiveness of Auto-Weka and
Auto-Model under different time limits, results are shown in
TABLE X. Note that, for each f(T,D), we calculate it 20
times, and report the average value in TABLE X. We can
observe that Auto-Model can often obtain better solutions
within short time (30 minutes), and the quality of the solutions
provided by it improves more markedly when the time limit
becomes longer (5 minutes).
Let us analyze the reasons. Auto-Model can efficiently
select a quite suitable classification algorithm with the help of
reasonable designed SNA, and utilize the left time to find the
optimal hyperparameter setting for optimizing the performance
of selected algorithm, whereas, Auto-Weka considers a huge
search space which contains the algorithms and their hyperpa-
rameters, and unable to find out suitable algorithms in a short
time. As the comparison, Auto-Weka needs to waste much
time on evaluating inappropriate classification algorithms with
various hyperparameter settings. Therefore, its performance is
lower than that of Auto-Model.
Overall, the design of our Auto-Model approach is reason-
able. Auto-Model can provide high-quality solutions for users
within shorter time, and tremendously reduces the cost of
algorithm implementations. It outperforms Auto-Weka and can
more effectively deal with the CASH problem.
TABLE XIII
THE AVERAGE PERFORMANCE SCORE P OVER ALL CLASSIFICATION
DATASETS IN CRelations.
SNA(D) Top1-RandomTree Top2-RepTree Top3-NaiveBayes
Average P 0.83 0.81 0.80 0.79
TABLE XIV
NOTATIONS AND THEIR MEANINGS. SUPPOSE T IS A CASH TECHNIQUE
AND IN D IS A CLASSIFICATION DATASET.
Notations Meaning
T (D)
The optimal algorithm with the optimal hyperparameter setting
provided by T for solving D
f(T,D)
The performance of T (D) on D. We use the 10-fold cross-validation
accuracy to calculate f(T,D).
V. CONCLUSION AND FUTURE WORKS
In this paper, we propose the Auto-Model approach, which
makes full use of known information in the research papers
and introduces hyperparameter optimization techniques, to
help users to effectively select the suitable algorithm and
hyperparameter setting for the given problem instance. Auto-
Model tremendously reduces the cost of algorithm imple-
mentations and hyperparameter configuration space, and thus
capable of dealing with the CASH problem efficiently and
easily. We also design a series of experiments to analyze
the reliability of information derived from research papers
by our proposed Auto-Model, and examine the performance
of Auto-Model and compare with that of classical Auto-
Weka approach. The experimental results demonstrate that
the information extracted is relatively reliable, and our Auto-
Model is more effective and practical than Auto-Weka. In the
future works, we will try to design an algorithm to accurately
and automatically extract the information we need from the
research papers, and thus achieve the total automation of our
Auto-Model approach. Besides, we tend to utilize our CASH
technique to help users to deal with more problems, and
develop a system with high usability.
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