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Abstract
Ice cores from Alpine drilling sites may provide long-term climate records. They are
more complicated to interpret than their polar counterparts, however. The present the-
sis investigates the assistance for Alpine ice core research via ground-penetrating radar
(GPR). First, the potential for reconstructing atmospheric signals is assessed for sta-
ble water isotope records based on a multi-core array at Colle Gnifetti (Monte Rosa,
4450 m asl). Here, a common atmospheric signal is revealed by time series analysis
though adequate knowledge of the age-depth distribution is still needed for proper in-
terpretation. Mapping isochronous GPR-reflections allows to consistently link the ice
core chronologies up to 80 years before present. This is extended up to 120 years and
over the whole drilling area by simple 2.5-dimensional flow modelling. Interpreting
GPR-reflections in terms of physical ice core properties crucially relies on the com-
plex dielectric permittivity. Aimed at investigating this material property specifically
at radio-frequencies, previously constrained by sparse data only, a coaxial transmission
line is adapted for glacier ice. Measurements of pure, artificial and natural ice samples
between 1 MHz and 1.5 GHz at −20◦C reveal for the permittivity of isotropic ice a real
part of 3.16 ± 0.03. The only signs of dispersion are found below 10 MHz, potentially
associated with the high frequency tail of the Debye-dispersion.
Zusammenfassung
Auch aus Eiskernen alpiner Bohrplätze lassen sich klimarelevante Zeitreihen gewin-
nen. Im Vergleich zu polaren Eiskernstudien ist deren Interpretation jedoch wesent-
lich komplexer. Die vorliegende Arbeit untersucht, inwieweit Eisradarmessungen ge-
eignet sind, alpine Eiskernstudien zu unterstützen. Hierzu werden zunächst Messreihen
stabiler Wasserisotope aus vier Eiskernen des Gletschers Colle Gnifetti (Monte Rosa,
4450 m ü. NN) mittels Zeitreihenanalysen auf ein gemeinsames, atmosphärisches Si-
gnal hin untersucht. Hieraus ergibt sich, dass zur adäquaten Interpretation dieses Signals
die Kenntnis der Alters-Tiefenverteilung des Probennahmegebietes unerlässlich ist. Das
Verfolgen von isochronen Radarreflexionen erlaubt es, die Eiskerndatierungen über die
letzten 80 Jahre konsistent miteinander zu verbinden und mittels einfacher, 2, 5 dimen-
sionaler Fließmodellierung auf die letzten 120 Jahre sowie den gesamten Bohrplatz zu
erweitern. Die Interpretation von Radarreflexionen als physikalische Eigenschaften von
Eiskernen wird erst mittels der komplexen dielektrischen Permittivität möglich. Um die-
se Materialeigenschaft auch im Bereich von Radarfrequenzen zu untersuchen, in dem
sie gegenwärtig nur unzureichend bekannt ist, wurde ein Aufbau zur Permittivitätsmes-
sung mittels eines koaxialen Wellenleiters für Gletschereis angepasst. Messungen von
künstlichen und natürlichen Eisproben zwischen 1 MHz und 1, 5 GHz bei −20◦C erga-
ben einen Realteil der Permittivität von 3.16 ± 0.03. Dispersion wurde nur bei Frequen-
zen unterhalb 10 MHz beobachtet, was möglicherweise auf den hochfrequenten Teil der
Debye-Relaxation in Eis zurückzuführen ist.
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1 Introduction
Preface
The present thesis comprises a dyadic outline with two only loosely connected parts.
The first part is a field study on ground-penetrating radar (GPR) assisted ice core re-
search at an Alpine drilling site. The special set of problems associated with small scale
mountain drilling sites is illustrated via water isotope records, preceding the investiga-
tion on mapping three dimensional age distribution by means of GPR supplementing ice
core chronologies. The second part is dedicated to a laboratory study focused on mea-
surements of the dielectric ice properties at radio frequencies. Although concerned with
dielectric material properties, this topic is closely related to the use of GPR on glaciers
and ice sheets, and hence addressed from the perspective of glaciological applications,
rather than materials science. Since introductory remarks are given at the beginning of
each self-contained part, the following serves as a general overview on the background
of the present work.
A detailed assessment of the current anthropogenic impact on climate requires precise
knowledge of natural climate variability. Any reconstruction of pre-industrial climate
conditions must rely on natural proxy archives, such as tree rings, sea sediments, and
glacier ice. Polar ice sheets store information on climate variability over several glacial–
interglacial cycles by means of stratigraphic archiving of precipitation, which can be
retrieved by drilling ice cores [Petit et al., 1999]. Thereby, not only past temperature
changes can be reconstructed from the isotopic composition of water molecules [Dans-
gaard, 1964], but also the concentration of atmospheric trace substances within enclosed
air bubbles [Lüthi et al., 2008]. This unique combination of information in a common
archive has made polar ice cores a large success, and an indispensable tool in pale-
oclimate research. The adequate interpretation of ice cores as stratified paleoclimate
archives requires a profound understanding for the past and present state of the ice sheet
affecting its internal layering. In this context, ground-penetrating radar (GPR) provides
a powerful remote sensing method to investigate the geometry and internal structure of
glaciers and ice sheets, making GPR nowadays a standard tool in glaciology [Bogorod-
sky et al., 1985; Dowdeswell and Evans, 2004]. This especially concerns the applica-
tion of GPR with respect to numerical ice sheet modeling and the synchronisation of ice
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cores by means of internal reflection horizons (IRH) indicating englacial isochrones.
From GPR-assisted ice core research in Greenland and Antarctica, knowledge of the
past climate variability has been obtained over up to 800.000 years before present (BP)
[Andersen et al., 2004; Lambert et al., 2008; Lüthi et al., 2008].
As a matter of fact, findings from polar ice cores are less representative for mid- or
low-latitudes. Here, glaciers and ice caps of high mountain ranges may provide com-
plementary information in reducing this latitudinal gap. Required to adequately pre-
serve stratigraphic integrity undisturbed by melting, suitable drilling sites are confined
to high summit regions of the mountain range. In the European Alps1, ice core stud-
ies have been performed at Col Du Dome, Mont Blanc [Vincent et al., 1997; Preunkert
et al., 2000], Fiescherhorn, Bernese Alps [Schwerzmann et al., 2006] as well as at Colle
Gnifetti and Colle del Lys in the Monte Rosa region [Oeschger et al., 1977; Schotterer
et al., 1978; Haeberli and Funk, 1991; Hoelzle et al., 2011]. Among these sites, Colle
Gnifetti (CG) stands out as the only site where net snow accumulation is low enough
to, in spite of the limited glacier depth, provide for records exceeding the instrumental
period at a reasonable time resolution, i.e. over the last millennium and possibly be-
yond. However, as pointed out by Wagenbach [1992], the low net accumulation caused
by wind erosion features a pronounced spatio-temporal variability, thereby introducing
substantial depositional noise to the respective ice core records. In presence of such
depositional noise, an external atmospheric influence is expected to be identifiable as
a common imprint on ice core records from multiple drilling sites on the same glacier.
Hence, the multi-core array established at Colle Gnifetti by the Institute for Environ-
mental Physics (IUP), University Heidelberg, provides the opportunity for a dedicated
common signal investigation in the records of four ice cores drilled to bedrock.
In contrast to the strong signals of anthropogenic aerosol increase [Preunkert et al.,
2001], depositional noise especially challenges the comparatively weak water isotope
trends [Wagenbach, 1989]. The identification of a respective common signal is addition-
ally hampered by considerable uncertainty in the individual ice core chronologies. Con-
sequently, no immediately useful long-term temperature signal could be reconstructed
from the CG water isotope records so far. Focused on the depth range where dating
errors are presumably only a minor obstacle, the present work aims at assessing to what
extent the CG water isotope records reflect past atmospheric temperature changes. In
contrast to polar ice cores, dating even shallow parts of an alpine glacier is a challenge
due to its complex flow and accumulation irregular in space and time [Haeberli et al.,
1988]. Here, remedy may be found in ground-penetrating radar (GPR): Eisen et al.
[2003a] connected CG ice core drilling sites on one flow line with a GPR-profile and
showed that it is possible to cross-link age-depth relations by tracing internal reflection
horizons (IRH), associated with englacial isochrone layers. However, as IRHs were
found to be confined to roughly the upper 50% only, the GPR-based isochrone map-
1if not stated otherwise, “Alpine” refers to the European Alps, whereas “alpine” will be used to generally
refer to high mountain ranges.
3ping was restricted to shallow depths and approximately the last 70 years BP. With an
additional ice core drilled on a separate flow line and the desire to obtain a coherent
dating scenario for larger depths and ages, this problem now becomes essentially three
dimensional. In the present work it is approached by combining GPR and ice core data
with a simple ice-flow model. Using IRHs in GPR-profiles and linking the respective
drilling sites should allow for an inter-core dating comparison, eventually resulting in
a coherent dating scenario. In contrast to the earlier finite-difference flow modelling
attempts at Colle Gnifetti by Wagner [1996] and Lüthi [2000], the simple flow model
employed here has to be designed for reproducing only the relative age-information in-
herent in GPR-IRHs and thus to be able to predict isochrone layers at larger depths and
on arbitrary flow lines. In doing so, the approach should eventually allow for: (i) over-
coming the vertical depth-limitation of a dating comparison by GPR-IRHs only, thus
facilitating the assessment of the inter-core dating coherence at older ages; (ii) a lateral
interpolation of the ice core based age information leading to a three-dimensional map
of the age-distribution within the ice core drilling area at Colle Gnifetti; and (iii) to cal-
culate back trajectories starting at a drilling site in order to narrow down the respective
borehole catchment areas.
Internal reflection horizons (IRH) play a crucial role in the application of GPR to
glaciers and ice sheets. Reflections of the electromagnetic wave occur at distinct spatial
changes of the dielectric ice properties. Detailed knowledge of the physical origin of
these changes is mandatory for an adequate interpretation of the respective IRH, espe-
cially regarding its isochrone character, and allows for spatial extrapolation of ice prop-
erty independently of ice cores. The spatial extrapolation is of special relevance within
studies at polar ice sheets, regarding their comparatively large scales. From polar stud-
ies, IRHs are known to coincide with variations in density, acidity [Robin et al., 1969]
and changes in crystal orientation fabric [Fujita and Mae, 1994; Eisen et al., 2007].
Strong density variations are confined to the upper firn layers, whereas stress-induced
changes in crystal orientation fabric associated with internal deformation processes have
been observed in the lowermost parts [Azuma et al., 2000; Weikusat et al., 2009]. The
majority of IRHs in polar areas is acidity-based, which presumably stem from volcanic
acidity layers and are thus regarded as isochrones [Millar, 1981; Siegert, 1999; Hempel
et al., 2000]. An approach identifying the physical origin of an IRH requires forward
modeling of radargrams based on the extensive data provided by ice cores [Miners et al.,
2002; Eisen et al., 2003b, 2006]. In this context, knowledge of the complex relative di-
electric permittivity of ice is crucial, as it is the essential material parameter connecting
physical properties with the propagation characteristics of the electromagnetic wave.
Dielectric profiling (DEP) is a routinely deployed measurement technique to infer the
permittivity of an ice core at typically a few 100 kHz [Moore and Paren, 1987; Moore
et al., 1989; Moore, 1993; Wilhelms, 2000]. As GPR generally operates in the MHz-
range, these data need to be scaled accordingly. For this purpose, precise knowledge of
the frequency dependence of the ice permittivity is required. This knowledge may be
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provided by means of laboratory measurements covering kHz- and MHz-frequencies.
Existing high accuracy permittivity measurements are based on capacitive techniques
in the kHz-range (e.g., in addition to DEP: Gough [1972]; Matsuoka et al. [1996]) and
resonator methods at GHz-frequencies [Matsuoka et al., 1997a,b]. In the MHz-range,
however, only sparse data on the permittivity of pure ice exist so far [Johari, 1976; Johari
and Charette, 1975]. Between 100 MHz and the GHz-range, present knowledge relies
on the data by Westphal reported in Evans [1965], however lacking any details concern-
ing measurement technique and uncertainties. Hence, the present state of knowledge
on the permittivity of pure ice in the MHz-range appears unsatisfactory with respect
to the precise data at adjacent frequency ranges. An adequate measurement technique
is called for in order to (i) obtain precise data on the permittivity of pure ice at MHz-
frequencies. Thereby a reliable scaling of DEP-measurements would be possible; and
(ii) to perform measurements at radio frequencies directly on natural ice samples (e.g.
ice cores), and with respect to variations in density, acidity and crystal orientation fab-
ric. Within this context, two-port coaxial transmission line cells in combination with a
vector network analyzer have been used to determine the frequency dependent complex
permittivity of soil materials in the MHz-range [Shang et al., 1999; Gorriti and Slob,
2005a; Wagner et al., 2011]. In 2005, a similar coaxial transmission line cell developed
by Oswald [2000] was established at the Institute for Environmental Physics (IUP) for
measurements of soil samples [Oswald et al., 2006].
The second part of the present work is thus aimed at measuring the permittivity of ice
in the MHz-range by means of the coaxial cell transmission line technique. To do so,
the IUP’s coaxial cell setup has to be adapted for ice measurements. Measurements of
artificial as well as natural ice samples are attempted as to investigate the permittivity of
ice in the MHz-range, mainly focusing on the real part and its frequency dependence.
Additional attention is paid to the influence of variable density and acidity content of the
samples, as well as regarding systematic differences between artificial and natural ice.
Thereby, results should open the door for a more comprehensive picture of the dielectric
permittivity of ice, which is of broad interest for glaciological applications of GPR.
2 The set of problems of water isotope
records from alpine ice cores
2.1 Introductory remarks
In ice core studies performed at mountain drilling sites, the straightforward interpreta-
tion of ice core records as past atmospheric signals strongly suffers from depositional
noise. In the European Alps, Colle Gnifetti (CG) uniquely offers conditions suitable for
ice core records exceeding the instrumental period (i.e. ca. the last 250 years) at a rea-
sonable time resolution. At the same time, due to pronounced spatio-temporal variabil-
ity in net accumulation combined with a complex flow regime, CG distinctly features
the outstanding challenges met at mountain drilling sites pointed out by Wagenbach
[1992]. As a consequence, Colle Gnifetti provides for long-term ice core studies only if
the pronounced set of problems associated with depositional noise effects is sufficiently
understood.
As a selected example of how depositional noise masks the archiving of an atmospheric
signal in Alpine ice cores, the present study considers the water isotope records from
CG ice cores for the following reasons:
• A dense network of long-term instrumental temperature as well as precipitation
data is available for comparison with ice core water isotope records [Auer et al.,
2007; Böhm et al., 2010; Chimani et al., 2011].
• While the strong signals of anthropogenic aerosol increase are only little affected
(e.g. Preunkert et al. [2001]), the relatively weak long-term trends in water iso-
topes may be buried in depositional noise [Wagenbach, 1989].
• A distinct atmospheric signal is expected on top of the noise as the recent tem-
perature increase over the last century should be reflected in the ice core water
isotope records.
The present study is limited on an evaluation of the depositional noise influence from
a glaciological perspective. Consequently, the basic issue regarding what fraction of
the water isotope variability is directly associated with air temperature changes is not
addressed here [Rozanski et al., 1992; Fricke and O’Neil, 1999; Hoffmann et al., 2006].
Based on the central hypothesis that, in contrast to the local influence of depositional
noise, an atmospheric signal should reflect in a common signal, the water isotope time
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series from the four deep CG ice cores are considered. Thus, the main task is to assess
if, and on what time scale (or frequency threshold, respectively) a signal common to
all records can be identified. To this end, the present chapter gives a brief overview on
the relevant glaciological settings at Colle Gnifetti before focusing on the intercompar-
ison of water isotope time series by means of dedicated time series analysis. Based on
the outcome of the common signal investigation, a single record representative for the
common isotope variability is to be compiled. Limited on assessing as to what extent
the common isotope record may reflect a common atmospheric cause, an adequate in-
strumental temperature data set is synthesized for comparison. The main emphasis of
the discussion is placed on the implications from this exemplary study regarding the
effects of depositional noise influence for Colle Gnifetti and potentially, other mountain
drilling sites.
2.2 Glaciological settings at Colle Gnifetti
Colle Gnifetti forms a small firn saddle at around 4500 m above sea level (asl) with a
maximal glacier thickness of around 140 m near the saddle point and a maximal horizon-
tal extent of 400 m (Figure 2.1). Glaciological features of Colle Gnifetti are thoroughly
described in the literature, e.g. see: Haeberli et al. [1988]; Lüthi [2000]; Eisen et al.
[2003a] for geometry and glacier flow, Haeberli and Funk [1991] for the temperature
distribution and Alean et al. [1983] with respect to the surface accumulation pattern.
Thus, in the following, only a brief overview is presented, mainly relevant in the con-
text of water isotope records.
Geodetic observations suggest that the saddle geometry is near steady state [Lüthi, 2000]
and remained almost unchanged over the last century [Wagner, 1996]. Although a re-
cent systematic increase in englacial temperatures has been observed [Hoelzle et al.,
2011], the glacier is cold throughout and frozen to bedrock, with an englacial 20 m tem-
perature level close to −14◦C [Haeberli and Funk, 1991]. Therefore, the percolation
of meltwater is restricted to the uppermost firn layers. The frozen-to-bedrock basal ice
entails a zero horizontal velocity and concentrates sheer deformation near bedrock. In
the upper parts, vertical strain (which is of O(≈ b˙/H) with surface accumulation b˙ and
ice thickness H) is much larger (by about a factor of 30) as compared to the respective
sections in an ice-sheet, thus going along with rapid annual layer thinning. For these
reasons, the lowermost sections of the glacier are expected to comprise a large amount
of annual layers. Maximum age constraints were obtained from radiocarbon analysis by
Jenk et al. [2009] and May [2009] indicating a tentative maximum age of ≈ 10 ka.
2.2 Glaciological settings at Colle Gnifetti 7
KCI
45
00
44
00
4500
I
I
I
I
I
I
I I
I
I
II
II
I I
I
II
I
I
I
I
I
I
I
I
I
I
II
I
I
I
I
II
II
I
I
I
I
I
II
I
I
I
KCS
CC
KCH
0 100 200 m
Zumsteinspitze
Signalkuppe
ice cliff
surface
flow lines
ice cliff
N
main wind direction
central firn divide
Figure 2.1: The Colle Gnifetti location and ice core array. Left: The Colle Gnifetti sad-
dle located between Zumsteinspitze and Signalkuppe in the Monte Rosa massif, Swiss-
Italian Alps ( c©2011 swisstopo). Right: The ice core array. Four deep ice cores were
drilled featuring the same catchment area in the north-facing flank of Colle Gnifetti.
Approximate flow lines are indicated by black arrows, the surface topography by con-
tour lines at 20 m altitude spacing. The dashed line indicates the approximate location
of the central firn divide.
Ice core array and chronologies
The IUP ice core array at Colle Gnifetti comprises four deep cores drilled within the
CG north-facing flank (see Figure 2.1 for the drilling site locations and Table 2.1 for
characteristic core parameter2). The ice cores KCH, CC and KCS were drilled roughly
along a common flow line upwind the central firn divide. Specifically dedicated to the
long-term time scale (i.e. the last millennium), the KCI ice core was drilled down-wind
of the central firn divide within an “island of minimum accumulation” identified by
ground-penetrating radar [Böhlert, 2005].
The age-depth distribution of Colle Gnifetti (and other small scale mountain glaciers)
becomes strongly non-linear already after 100 years or so. A direct transfer of dating
techniques applied within the upper parts of polar ice cores (such as simple down-core
counting of annual layers over large depths) is not possible. Therefore, a combination
of different dating methods has to be used. The Colle Gnifetti ice core datings are based
on the counting of remnant seasonal cycles in impurities combined with absolute time
horizons such the 1963 tritium peak, large Saharan dust deposits (1977, 1947, and 1901
AD) and the volcanic Katmai eruption of 1912 AD. Except for KCI, annual layer count-
ing was performed in profiles of ionic impurities, especially relying on ammonium as it
2Note that depths reported in water equivalent units (m w.e.) commonly used to account for the com-
paction of snow and firn. The length in w.e. denotes the thickness of a respective layer when com-
pressed to the density of water.
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Table 2.1: Characteristic parameters of the Colle Gnifetti ice cores. Note the excep-
tional low surface accumulation of KCI. Core depth marked with (*) indicate that a
small amount of basal ice before bedrock may not have been recovered in the respective
ice core drilling. Firn-ice transition was set to the approximate depth range, where the
local mean density values exceeds 0.83 g/cm3.
Ice core CC KCH KCS KCI
Year of drilling 1982 1995 1995 2005
Total depth [m] 64 60* 100 62*
Total depth [m w.e.] 50 45* 79 48*
Mean surface accumulation [m w.e./year] 0.22 0.23 0.51 0.14
Relative depth of 1900 AD 33% 44% 47% 24%
Firn-ice transition depth [m] 31 28 43 27
Firn-ice transition age [before drilling] 104 105 63 220
provides the largest summer/winter contrast [Preunkert, 1994]. In the low accumulation
KCI core identification of annual cycles was mainly based on combining continuous
flow analyses of mineral dust and electrical meltwater conductivity at cm depth resolu-
tion backed-up with density profiles at sub-cm resolution [Bohleber, 2008]. Within the
last 120 years the maximal dating uncertainty was estimated to be less than 3-5 years
(see Schäfer [1995] for CC, Armbruster [2000] for KCH and KCS, and Bohleber [2008]
for KCI). By integrating a vertical velocity function from theoretical ice flow considera-
tions (see section 3.4.1 in chapter 3), the age-depth relation from annual layer counting
was extrapolated as a best guess beyond depths where annual layers can no more be
resolved.
Water isotope records
Measurements of stable water isotope (18O and 2H (=Deuterium, D)) concentrations
by mass spectrometry are performed relative to a standard (Here: the Vienna Standard
Mean Ocean Water (VSMOW)), thus conventionally reported using the δ-notation:
δ18O =
Rsample −Rstandard
Rstandard
· 1000 [h] (2.1)
with the relation R = [H
18
2 O]
[H162 O]
and R = [HDO]
[H2O]
in case of δD respectively. Overall accura-
cies for δ18O and δD analyses by mass spectrometry in the IUP laboratory are typically
0.05 and 0.7h for δ18O and δD, respectively [Keck, 2001]. The measurement uncer-
tainty is negligible compared to the natural occurring variability. In the following, the
δ18O datasets will be considered.
The correlation between the ambient temperature and the concentration of the stable
water isotopes in precipitation provides the very foundation of a quantitative recon-
struction of the past temperature in ice core analysis. Meteoric water is observed to be
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Figure 2.2: Centennial trends in Colle
Gnifetti isotope records compared to in-
strumental temperature by Keck [2001].
Upper graph: Stacked isotope records
from KCH, CC and KCS resampled to
formal annual resolution. Lower graph:
Instrumental temperatures. Red: Overall
20th century trends indicated by robust
cubic spline smoothing. Note how the
distinct recent warming signal reflects in
a comparatively weak long-term isotope
trend only.
increasingly depleted in heavy isotopes with distance from the ocean water source, in-
creasing altitude and latitude. The decreasing temperature relative to the tropical source
region appears as the predominant factor for these effects [Dansgaard, 1964]. Strong
temporal temperature effects comprise the seasonal variation in isotopic composition of
precipitation especially at continental and polar regions. Assuming for simplicity a spa-
tially constant subtropical source region with an almost stable temperature-regime, this
variation can be assigned to the seasonal variation in cloud condensation temperatures
(easily being in the order of 20◦C at polar or alpine glaciers).
A central parameter for quantitative temperature reconstruction is the so-called sensi-
tivity of the isotope thermometer with respect to the ambient temperature, represented
by the ∆δ18O/∆T-relation. Adopting a simple Rayleigh model (e.g. see Mook [2006])
for precipitation transported to the Greenland ice-sheet, Dansgaard [1964] predicted an
δ18O-temperature relationship of ≈ 0.69[h/◦C] which has been verified in respective
ice core studies (e.g. see the review of Jouzel et al. [1997]). Due to the shortcomings in
climatic interpretation of isotope records at CG this ∆δ18O/∆T-relation cannot be used.
Instead, an empirical ∆δ18O/∆T-relation has to be derived based on a comparison with
instrumental temperature.
Using the stacked isotope records from KCH, CC and KCS for a comparison with in-
strumental temperature, Keck [2001] found a distinct covariation within the last century
confined to the very long-term trends3 (Figure 2.2). With the latest core KCI featuring
the lowest accumulation and hence the strongest summer bias, the present chapter aims
3Note that, if not stated otherwise, “trend” refers to data smoothed by filtering according to the respective
time scale, e.g. decadal, centennial trends.
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to assess, if and on what time scale the influence of a potential atmospheric signal can
be identified in all four ice cores.
Net snow deposition characteristics and associated noise
The exceptional low net accumulation at Colle Gnifetti is caused by strong winds fre-
quently blowing fresh snow across the steep ice cliff at its eastern side. Evidently,
the CG drilling site does not constitute a closed system regarding precipitation. The
strong winds move the dry and least consolidated winter snow more easily than the
more quickly metamorphosing summer snow which is often additionally protected by
melt layers. Due to the extensive wind erosion, only a small percentage (≈ 10%) of
the total annual precipitation is preserved and in extreme cases even the complete loss
of annual layers may occur. Net snow deposition at CG must therefore be regarded as
seasonally unevenly distributed, with a strong bias towards the growing season [Wagen-
bach, 1989]. Moreover, annual net accumulation on the saddle features a distinct spatial
variability, ranging from 0.15 m water equivalent (w.e.) in the north-east-facing flank
up to about 1.2 m w.e. at the south-facing slope, where the higher abundance of surface
ice layers and ice crusts significantly reduces the snow erosion rate [Alean et al., 1983].
As a consequence of the pronounced spatio-temporal variability in net accumulation at
Colle Gnifetti, the archiving of atmospheric signals in the ice core records is hampered
by depositional noise on top of systematic depositional effects: Regarding the temporal
variability, the typical summer bias in net accumulation is increasing with decreasing
accumulation, which is clearly seen in the respective mean water isotope level. An indi-
vidual annual δ18O value depends on the fraction of winter precipitation lost and thus on
the individual annual sampling period (Figure 2.3). This depositional noise contributes
strongly to the temporal isotope variability showing e.g. for δ18O, a seasonal range
of around 15h (roughly corresponding to seasonal temperature range of 20◦C) while
recent temperature related δ18O trends should not be larger than some h (see Figure
2.2). Consequently, the relatively weak long-term trends in δ18O signals are especially
challenged by the influence of varying seasonal fraction in net snow deposition [Wa-
genbach, 1989]. In addition, temporal trends in δ18O are superimposed by systematic
spatial variations in net accumulation upstream of the respective drilling site, the so-
called “upstream effect” [Keck, 2001; Wagenbach, 2001].
From ice core studies on ice caps in the Canadian Arctic, Fisher et al. [1983, 1985]
and Fisher and Koerner [1994] thoroughly studied the effect of wind scouring on water
isotope records and showed that the resulting depositional noise has to be taken into ac-
count even in case of these km-scale ice bodies. Moreover, depositional noise on short
term (e.g. annual) time scales is also observed hampering the detection of a common
signal among ice cores from polar ice sheets [Fischer et al., 1998; Crüger et al., 2004;
Andersen et al., 2006]. The studies by Fisher et al. [1985] and Andersen et al. [2006]
developed theoretical noise models and estimated signal-to-noise variance ratios in or-
2.2 Glaciological settings at Colle Gnifetti 11
Feb Apr Jun Aug Oct Dec
-24
-22
-20
-18
-16
-14
-12
-10
-8
 month
 
 
18
O
 [
]
CDL
GG
0,0 0,5 1,0 1,5 2,0 2,5 3,0
-25
-20
-15
-10
Saddle
 
winter level
summer level
δ
Accumulation rate [m w.e. a-1]
CG drilling sites
Slope
-25
-20
-15
-10
Figure 2.3: Snow sampling influence on δ18O mean values. Left: Illustrational scheme
of the typical seasonality of δ18O in precipitation at CG. The black and grey rectangles
represent potential sampling periods of two different drilling sites (or two sampling
periods at the same site) producing a difference in δ18O-values that is not directly linked
to temperature. Right: Mean δ18O levels plotted against mean snow accumulation for
ice records from different drilling sites within the Monte Rosa region. Rectangles in
the Colle Gnifetti area comprise various shallow and deep cores from the north flank
and near saddle point, respectively. CDL and GG denote cores drilled at Colle del Lys
(B.Stenni, pers. communication) and Grenzgletscher [Eichler et al., 2000] at a saddle
and valley site, respectively. The CDL and GG values were transformed to the Colle
Gnifetti altitude using a δ18O-altitude gradient of 2h/1km. Winter and summer core
levels broadly indicate the overall range of the raw data set.
der to quantify the influence of stratigraphic noise. By these means and for the case of
precisely dated, annually resolved δ18O records, half of the variance is expected to be
noise [Fisher et al., 1985] with noise levels increasing further in the presence of wind
scouring [Fisher and Koerner, 1994]. Based on the comparatively well dated ice cores
from polar ice caps, the signal-noise separation procedure of Fisher et al. [1983, 1985]
presupposes precisely aligned time series, or at least, aligned segments of time series.
Alternatively, four δ18O records from the Agassiz ice cap were compared on a single
time scale tuned to match volcanic eruptions [Fisher and Koerner, 1994].
In contrast, the relative uncertainty between the age-depth relations of the Colle Gnifetti
ice cores has not been assessed so far. Their individual dating errors in the order of 3-5
years within the last 120 years may seriously bias the study of noise effects. Moreover,
the development of similar noise models is not straightforward in view of the extreme
temporal variability in net accumulation. Consequently, an immediate transfer of the
methods by Fisher and co-authors to CG is hampered, although their results give an
expectation on the minimal noise influence to be expected in the CG δ18O time series,
which are presented in the following section.
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2.3 The Colle Gnifetti water isotope time series
2.3.1 Raw data
The stable water isotope records were obtained by continuous sub-sampling at depth
resolution typically ranging between 5 and 10 cm (for the past 120 years) and up to
1.5 cm for the lowermost layers. Figure 2.4 presents the entire raw δ18O profiles of the
four ice cores on a water equivalent (w.e.) depth scale. Note the outstanding diffusional
smoothing experienced by the KCI core already in the top 15 m w.e. Due to the relatively
high firn temperature but low annual accumulation isotope smoothing at CG is much
faster than at polar sites. Re-sampling most of the KCI record even at 1.5 cm depth
resolution did not significantly restore the high frequency isotope variability seen in
the other (higher accumulation) cores [Bohleber, 2008]. Noting this as a persistent,
natural sampling effect, the original coarse KCI resolution was therefore used. On their
individual depth scales, the only apparent common feature in the four records comprises
δ18O-values being well below the respective 20th century level within the last few meters
before bedrock. Due to the proximity to bedrock, an investigation on whether this shift
is a product of glaciological processes or an indication of ice remnant from the last ice-
age and hence representing an atmospheric signal is difficult and still topic of ongoing
discussion (for details see Keck [2001]; Wagenbach [2001]).
2.3.2 Common signal investigation
Evidently, a sound intercomparison of the δ18O-records can only be performed by ac-
counting for their different glaciological properties converting the depth into a time
scale. In the present work, the common signal investigation on the time series was fo-
cused on the last 120 years. This restriction ensures lowest dating uncertainty, relatively
weak upstream effects and an almost negligible influence of annual layer thinning on
the raw data statistics.
Basic characteristics of the CG δ18O time series
According to the ice core chronologies (and numerous snow pit studies) the individ-
ual values in the raw δ18O time series may represent from monthly up to 3 year mean
values (the overall maximum time step found at 1880 AD in KCI). To account for the
different annual layer stratigraphies the raw δ18O time series were transformed to a com-
mon resolution of nominal annual means, shown in Figure 2.5. Visual inspection of the
“annual” δ18O time series already reveals: (i) a high inter-annual variability with al-
most no inter-core correspondence, (ii) distinct, but only weakly coherent, multi-annual
changes, (iii) different degrees of diffusional smoothing and, nevertheless, (iv) an over-
all increasing trend (from 1880 AD to present) common to all records; (v) influenced by
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Figure 2.4: Colle Gnifetti ice core raw isotope records. Note the common decrease in
mean isotope level shortly above bedrock. For better visual perception only, a 50 point
moving average was applied (red). Indicated as a dashed grey vertical line: 100 a BP
horizon.
site specific accumulation rates the absolute mean values within this time period range
between −14.4h (KCS) up to −13.3h (KCI) while KCH and CC show similar levels
of about −13.9h and −13.8h, respectively. Being steadily damped with depth, the
high frequency (annual to sub-annual) δ18O oscillations constitute an individual, insta-
tionary component of each time series. Hence, the high frequency components unlikely
reflect a common external atmospheric signal and are rather associated with site specific
depositional regimes. In this context, dedicated time series analysis is called for as to
constrain the frequency range on which a common external forcing of the δ18O variabil-
ity may be present within the ice core array.
In order to obtain an adequate benchmark for testing various tools for time series anal-
ysis, four artificial δ18O time series were considered. These artificial time series were
synthesized as to closely reflect the special properties of the CG δ18O time series. To
this end, all four time series featured a common signal comprising the following com-
ponents, as to reflect the effects (ii) and (iv) addressed above:
• two harmonic oscillations of 10 and 40 year period, respectively
• a weak long-term, non-linear (quadratic) trend increasing over the last 110 years.
The following individual traits derived from the actual time series were added to this
common signal:
• the individual mean δ18O (see component (v))
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Figure 2.5: Colle Gnifetti isotope time series over the last 120 years displayed as nom-
inal annual means with decadal trends highlighted by Gaussian smoothing (in blue).
Note the relatively small effect of this low pass filter on the low accumulation KCI
record extensively smoothed already by isotope diffusion. Also note that ice core time
series are generally displayed here with age increasing from left to right, corresponding
to the top of the ice core records being on the left hand side.
• a seasonal variability of large amplitude, however damped by an exponential de-
cay of characteristic time scale (see components (i) and (iii))
• a white noise component of individual amplitude (see components (i) and (iii))
In order to simulate the instationary averaging (as a result of the non-linear age-depth
relations) the artificial time series were subsampled according to an analytical age-depth
relation (assuming constant vertical strain b˙/H , with values for surface accumulation b˙
and ice thickness H from Table 2.1). In doing so, the high-frequency signal compo-
nents were averaged out increasingly with depth and individually for each time series
as representing one ice core of the array. In the following, the thus obtained four time
series are referred to as the “artificial δ18O time series”. They shown in the appendix
A.1, along with more details regarding their construction.
Methods for common signal investigation
The presence of a common signal can be assessed by means of an adequate measure
for the cross-correlation between the respective time series. Such an investigation can
be performed in the time- as well as in the frequency domain. However, any attempt at
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adequately quantifying the correlation between two of the δ18O time series must take
into account their special properties due to: (i) the uneven spacing of the raw time series
due to the non-linear age-depth relation and (ii) the inherent serial correlation due to iso-
tope diffusion and the averaging as a result of (i). Due to property (i), interpolation was
necessary to some extent to obtain to formal annual common resolution. However, it is
known that interpolation of unevenly spaced time series may significantly bias statistical
results (e.g. in a cross-spectral analysis) since interpolated data points can not be consid-
ered independent [Schulz and Stattegger, 1997]. Various methods have been developed
for the (cross-)spectral analysis of unevenly spaced data [Scargle, 1989; Schulz and
Stattegger, 1997; Baisch and Bokelmann, 1999; Schulz and Mudelsee, 2002]. However,
the application to the CG δ18O time series is not straightforward due to the compara-
tively short length of the time series with respect to the considerable persistence-times
(i.e. property (ii), especially relevant for the KCI core). In the present work, a com-
bined approach between time- and frequency-domain based methods was deployed to
investigate the correlation among the four δ18O time series. Due to the above mentioned
challenges associated with properties (i) and (ii), special care was taken when attempt-
ing a quantitative interpretation of the results. Moreover, all of the methods deployed
in detail have been tested against the artificial time series first, as to obtain an initial
performance estimate. While not all of the time series analyses can be reported in full
detail here, a brief report on their central findings will be given in the following, with an
exemplary more detailed focus on the “binned correlation” investigation.
In a first step, univariate spectral analyses were applied. In order to account for possible
interpolation artefacts, the windowed Fourier spectrum of each of the equidistant annual
time series was supplemented by the Lomb-Scargle periodogram of the original datasets
(both methods implemented in the software Autosignal [SeaSolve, 2003]) as well as the
spectral analysis algorithm based on an autoregressive model by Schulz and Mudelsee
[2002] (see appendix A.2 for the exemplary Lomb-Scargle periodogram). The spectral
analyses consistently show that the KCI spectrum contains no significant components
with periods lower than 7-10 years. For KCH, CC and KCS multi-annual changes in
the range of 3-5 years contribute to the isotope variability but periods shorter than 5-10
years are not common among them.
Focusing on the time domain for a cross-correlation analysis, Pearson’s correlation co-
efficient R was estimated by adapting the “binned correlation” approach outlined in
Mudelsee [2010] specifically for deployment with the ice core time series. In spite of
the serial correlation of the data, the binned correlation allows to calculate a correlation
measure with respect to different time scales including confidence intervals based on a
bootstrap technique (A detailed description of the technique is given in Mudelsee [2003,
2010], and the respective algorithm is presented in the appendix D). The essential steps
involve:
• Dissecting each time series in identical discrete time windows of pre-defined
length (i.e. “binning” the time series).
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Figure 2.6: Binned correlation coefficient R of each two of the CG δ18O time series
(1981-1880 AD), plotted as a function of binning window length (black curve). The
grey dashed curves indicate the 90 % confidence intervals obtained from multiple runs
with varying starting point of the binning.
• Computing the mean of all data points within the respective windows. Associating
the mean with the midpoint of the respective time window results in subsampled
time series on an equal time scale.
• Calculating the correlation coefficient R between the mean values calculated in
the previous step.
Evidently, the computed value for R may depend not only on the length of the binning
window but also on the respective starting point of the binning in the time series. The
influence of these parameters is taken into account by randomly varying their values in
a large number of runs and using the 90 % percentile of the distribution in values of R
as uncertainty estimates.
Results from comparing the four δ18O time series by this approach for the longest pos-
sible period with all four contributing time series (1981-1880 AD) are shown in Figure
2.6. As expected from the visual comparison in Figure 2.5, correlation is low for short
time scales and window lengths, respectively. Not least due to the increasing trend
present in all time series, R increases with increasing window length. Obviously, for
binning windows in the order of the time series length, R is based on very few data
points resulting in large uncertainties. Consequently, binning windows were only in-
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shown in Figure 2.6, plot-
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interpreted qualitatively due
to the dating uncertainties
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creased up to 30 years or 1/3 of the time series length. As pointed out by Mudelsee
[2010] an adequate window length may be selected according to the persistence times
of the time series, which means window of ≈ 10 a for pair including KCI and ≈ 5 a,
otherwise (persistence times were calculated according to section 7.5.1. in Mudelsee
[2010]). In the present investigation, R was calculated with a variable binning window,
as the (qualitative) dependency of R on the respective time scale was of additional inter-
est. Note that R-values calculated including KCS seem to level or even slightly decrease
at larger binning windows. This might be due to the comparatively large amount of high
frequency variability in KCS (with a substantial amount on the sub-annual scale) mask-
ing the weak increasing trend. Additionally, R calculated for pairs including KCS was
found to be somewhat sensitive to the start and end point of the time series under con-
sideration.
As an overall result from this investigation the mean value of R (i.e. the mean of the
data shown in Figure 2.6) is shown as a function of binning window length in Figure
2.7. For tentative comparison only, the signal-to-noise variance ratio F used by Fisher
et al. [1985] is also shown. Based on the hypothesis that in contrast to individual noise,
the signal is part of both time series, F is defined as: F = R/(1 − R) (note that this
approach assumes perfectly aligned time series). For the CG δ18O time series, the mean
of R seems to level around 0.6 beyond window length of 10-12 years, indicating a per-
sistent covariation among the time series above the decadal time scale. In this interval,
F is ≈ 3, which is at the upper end of the range of 1-3 found at polar drilling sites on
the annual time scale, as reported by Fisher et al. [1985].
The persistent correlation in long-term signal components (for periods roughly above
the decadal scale) was consistently found using cross-correlation analysis in the fre-
quency domain, i.e. by coherence analysis following Usoskin et al. [2009] (shown in
18 2 The set of problems of water isotope records from alpine ice cores
the appendix A.2).
Aimed at eliminating the non-coherent high-frequency components from the four δ18O
time series, different techniques were used for low pass filtering in the frequency space,
i.e. Singular Spectrum Analysis (SSA), Gaussian-shaped moving windows as well as
Loess filtering [SeaSolve, 2003], all giving virtually the same results. To keep the
data reduction transparent, Gaussian smoothing (including appropriate prevention of
boundary effects) was selected as the standard low pass filter (with results always cross-
checked versus the alternative methods). Moreover, the Gaussian procedure was pre-
ferred since it basically prescribes “natural smoothing” by isotope diffusion (e.g. see
Johnsen et al. [2000]).
In conclusion, various time series analyses consistently suggest that common δ18O vari-
ability within the core array is restricted to periods larger than 10 years, thus limiting
also any association with an atmospheric signal. The broad correspondence of this
decadal threshold with the variability seen in the a priori smoothed, raw KCI isotope
record appears somewhat fortuitous, but is consistent with visual inspection of the ac-
cordingly filtered time series presented in Figure 2.5.
2.3.3 Common signal extraction
In view of the common long-term variability of all four CG δ18O time series, an ad-
equate method of data reduction is called for to extract a single, representative δ18O
record with an amplified signal-to-noise ratio. In a next step, the thus compiled single
representative record is to be deployed to assess as to what extent this common ice core
signal is actually connected to an atmospheric input.
Stacking individual time series for noise reduction is frequently used with polar ice
core studies (e.g. see Fisher and Koerner [1988]; Fischer et al. [1998]; Andersen et al.
[2006]). Generally following this conventional strategy and stacking the individual
records to obtain a single representative record, different methods were used for com-
mon record compilation, which were intercompared focusing on the above-decadal
long-term trends:
The simple stack: The average of the four δ18O time series xi(t) at annual resolution:
xs(t) =
1
n
∑n
i=1 xi(t) with n = 4.
The 3a stack: In order to avoid interpolation, the four time series were subsampled to
the lowest common resolution (3 years at 1880 AD in KCI) prior to stacking. Due
to its coarse resolution, the 3a stack was mainly used for investigating long-term
(i.e. centennial) trends and for cross-checking the simple stack.
The σ-stack: As suggested by Fisher et al. [1985], all time series xi(t) are considered
as deviation from their mean (xi) and scaled by their standard deviation (σi) prior
to stacking: xσs(t) = 1n
∑n
i=1
xi(t)−xi
σi
.
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CG δ18O time series. Top
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various stacking methods
(discussed in the text) and
the first principal compo-
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The 1st Principal Component: Principal Component Analysis was applied to the four
δ18O time series at annual resolution (PCA-Algorithm pers. communication from
C. Mattula, ZAMG, Vienna). This resulted in the first principal component (PC)
(representing the highest common variability, e.g. see Pearson [1901]) with close
to equal relative contributions from the individual time series, hence not much
different from the simple stack.
The decadal trends of all of the above methods are shown in Figure 2.8 in standard-
ized units (i.e. in deviation to the mean of the entire time period and normalized to
unit standard deviation). All methods show virtually identical decadal trends, with only
somewhat larger amplitudes in the 1st PC and a slightly more robust σ-stack. The cor-
respondence among the methods is even larger for longer term trends. Exclusion of
a single core would only lead to slight alterations in the stack, mostly during periods
where the individual decadal changes do not completely align (e.g. 1920–1910, see
Figure 2.8). However, there are no substantial indications that a certain δ18O record
might be flawed, e.g. exceptionally disturbed by depositional noise.
As a result from this analysis, the simple stack (in the following: “the stack”) was cho-
sen as the δ18O master record, since it is regarded as being most intuitive. Nonetheless,
all findings were checked versus the alternatives, 1st PC and σ-stack.
Uncertainty estimate
Assessing the significance of the smoothed stack variability (which is the eventual signal
of interest) needs to consider the instationary strength of the inter-core association. This
feature includes periods of clear alignment in the cores decadal trends (i.e. 1970-1930
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AD, see Figure 2.8) as well as less coherent phases (i.e. 1930-1910 AD). In estimating
the potential disturbance of the smoothed stack by noise introduced by the incoher-
ent high frequency components of the cores a specifically adapted bootstrap approach
was developed (for details on the bootstrap-technique, see e.g. Efron [1979]; Mudelsee
[2010]). Approaching a dedicated uncertainty estimate was based on the following steps
(a description of the respective algorithm is given in the appendix D):
1. According to the specified (e.g. decadal) time scale, Gaussian smoothing is ap-
plied to the stack. The resulting trend is in this context regarded as the “signal”.
2. The signal is subtracted from all four individual time series, yielding four time
series of “residuals”, regarded as the “noise”4.
3. Calculating four new “supplementary” time series by a year-by-year recombina-
tion of the signal (1.) with noise (2.), residuals are randomly drawn from all four
residual-datasets and added to the signal.
4. A new stack is calculated from four supplementary time series and smoothed
according to 1.
5. After performing steps 2.-4. a large number of times (e.g. n=1000), the 90%
percentile environment is used as a uncertainty estimate for the smoothed stack
curve from 1.
The uncertainty bands shown in Figure 2.11 (see section 2.4 below) represent the most
likely (at a 90% level) alteration of the decadal stack due to the incoherent high fre-
quency noise. The bootstrap error estimation is confined to the period where all cores
contribute to the stack.
Note that while the deployment of the simple stack may appear as a somewhat simple
tool, it suffices to capture the common variability, as it is already distinctly expressed
among the cores above the decadal scale. The decadal trends obtained by Gaussian
smoothing (see Figure 2.5 and 2.8) typically represent roughly 50% of the original time
series. This value was calculated as R2 between trend and original time series in formal
annual resolution, however only regarded as a qualitative indication. Here, KCI is an
exception due to its large natural smoothing resulting in R2 ≈ 0.9. For the stack and the
1st PC, the decadal trends typically represent already roughly 70% of the variability of
the unfiltered time series at formal annual resolution.
The use of more sophisticated methods, such as adjusting dedicated noise models relies
on precisely linked chronologies, dated on an annual time scale. Andersen et al. [2006]
compared an optimized noise model with the simple, σ-stack and the 1st PC of accumu-
lation time series of five Greenland ice cores and found largely similar results (although
4to check to which extent regarding the residuals as noise was justified, their respective lag-1 autocorre-
lation was inspected (for pure white noise, this value should be zero [von Storch and Zwiers, 2002]).
The lag-1 autocorrelation of the residuals was found basically near zero for the decadal smoothing
and longer trends, except for KCI (as expected from its pronounced isotope smoothing introducing
high serial correlation).
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Figure 2.9: Weighting functions for
precipitation (top), deposition (middle),
combined (bottom) and for reference:
The equal monthly weight of 1/12 as-
signed by a “conventional” annual aver-
age (dashed line). Note that precipita-
tion weighting is actually performed on
a monthly basis for each year, shown are
mean weights (2003-1880). The com-
bined weighting (bottom graph) repre-
sents the standardized sum of the upper
two weightings.
the noise model yielded the best signal-to-noise ratio). In this context, it seems jus-
tified to further deploy the stack together with the bootstrap uncertainty estimate as a
master record representing the common δ18O variability. Based on this common signal
the question remains as to which extent the inter-core agreement is associated with an
external atmospheric influence.
2.4 Assessment of atmospheric signal within
common ice core signal
As outlined in section 2.2, the Colle Gnifetti ice cores reflect only a very small part
of the annual snow precipitation including a distinct bias towards the summer months.
Accordingly, a detailed comparison to the common δ18O record has to rely on sub-
sampling an instrumental temperature time series representative to the high altitude of
the site with respect to the seasonal net snow deposition. However, no long-term tem-
perature recordings and particularly, no reliable information on the past seasonal snow
deposition exist for CG. Therefore, a supplementary approach was deployed within the
present study, comprising two main steps:
(i) The site relevant temperature time series was based on the (monthly resolved) high
alpine subset of the instrumental HISTALP network [Auer et al., 2007]. Additional
modification for the high altitude was applied by means of a monthly local lapse rate
obtained from the high-resolution temperature data sets for the Monte Rosa region pro-
vided by Hiebl et al. [2009]. In the following, this data set will be referred to as Tinst.
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(ii) Sub-sampling Tinst was based on the assumption that the preservation of fresh snow
deposits can be related to the probability product of local precipitation and insolation-
driven snow consolidation, respectively. To obtain the ice core representative temper-
ature series (denoted as Tmod), Tinst was serially weighted by monthly values of an in-
ferred local precipitation rate pi as well as by an estimate of the mean seasonality in the
(insolation controlled) likelihood for fresh snow preservation di,
Tmod =
∑
i
dipi∑
i dipi
Tinst,i , (2.2)
where i = 1, ..., 12 denotes the respective month of the year. The weighting in equation
(2.2) is performed for each year resulting in an annually resolved time series. Time
dependent precipitation weights pi were obtained from the gridded precipitation time
series by Efthymiadis et al. [2006] for the nearest grid-point in SW-direction. In this
context, the assumption was made that the total monthly precipitation amount goes
along with the frequency of precipitation events, and thus with the probability for a
potential snow input to the glacier archive. Lacking adequate data as a matter of prin-
ciple, the mean depositional bias was parametrized: The respective weighting factors di
were estimated by assuming a Gaussian-shaped distribution modelling solar insolation,
hence centred at June. The width of the Gaussian function was adjusted to eventually
obtain the observed overall δ18O ice core mean from the seasonal cycle of δ18O in the
precipitation. Note that the factors di were assumed stationary in time. An illustration
on the mean weights is given in Figure 2.9. As the weighting procedure results in the
envisaged overrepresentation of the summer month (Figure 2.9, bottom graph), the ob-
tained time series reflects on average a growing-season temperature. A comparison with
the simple annual average of Tinst showed that while centennial trends are less affected,
the modifications according to (2.2) have the potential to alter the decadal trends of Tinst
(consider the decadal difference around 1900 AD of the trends shown in Figure 2.10)
and thus must not be disregarded a-priori for a detailed comparison with ice core isotope
records.
Intercomparison of master records
The ice core relevant modified temperature Tmod is presented in Figure 2.11 together
with its decadal trend and in comparison to the ice core δ18O master record. Through-
out the period of 1880 - 2003 AD, already a substantial agreement between the two
master records is present, interrupted by three approximately decade-long events of
anti-correlation (around 1970, 1925 and 1890 AD, named “A”, “B” and “C” respec-
tively). All three instances are coherently observed in the decadal trends of the indi-
vidual ice cores (reconsider Figure 2.8). Additionally, A, B, C were investigated for
significance using the SiZer-algorithm developed by Chaudhuri and Marron [1999] in
order to eliminate the possibility of being smoothing artefacts. Interestingly, both vari-
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Figure 2.10: Comparison of decadal
trends in instrumental temperature data.
Shown are annual values of the ice core
representative Tmod (black) together with
its decadal trend (red), both as devia-
tions from the mean of 2003-1880 AD.
Decadal trend in blue were calculated
from simple annual averages (cf. dashed
lines in Figure 2.9) of the instrumental
temperature modified for the high alti-
tude of the site only.
ants of mismatch occur: Isotope trend above instrumental data (A) and vice versa (B, C).
Potential deficits associated with the crude prediction of precipitation and seasonal net
snow accumulation in synthesizing Tmod may contribute to the decadal mismatch. The
present approach suffers from being uniformly deployed for drilling positions differing
in insolation aspect and wind action as well as being stationary and thus independent of
inter-annual or long-term changes. However, with respect to the pronounced mismatch
seen in Figure 2.11, these deficits do not suffice as an explanation, since the modifica-
tions yield only infrequent and minor alterations, as seen in Figure 2.10. Accordingly,
the following discussion of the mismatch periods is focused on additional explanations
from the glaciological view point. The aim is to illustrate challenges in basically relat-
ing the decadal δ18O signals to atmospheric temperature variability. To do so, the main
argument for ∆T vs. ∆δ18O decadal anti-correlation relies on the depositional regime
being not independent from meteorological conditions:
A: In case of cold summer periods accompanied by weak solar insolation, the an-
nual net snow accumulation would be exceptionally low. Apart from an enhanced
possibility of missing entire annual layers eroded by wind, the fraction of never-
theless actually deposited precipitation would be governed by the occurrence of
warm anomalies. Hence, the respective layers would correspond to a few warmest
periods only which may not necessarily be representative for the summer half year
conditions.
B: In contrast, relatively warm conditions with high solar insolation (or less wind
action, i.e. the opponent of insolation in snow preservation) may increase the
sampling period or even lead to a substantial deposition of winter snow. In this
context, it is important to note that a single melt layer may protect a substan-
tial amount of snow underneath, comparatively large with respect to the small
mean accumulation rates. Consequently, a large negative δ18O anomaly would be
observed, obviously lacking a respective counterpart in a time series of summer
temperature only.
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Figure 2.11: Intercomparison of decadal trends of the modified instrumental tempera-
ture (top graph, decadal trends in red) and the ice core δ18O common record (bottom
graph). Data are shown as deviations from the mean value of the entire period (2003-
1880 AD). Additionally in the bottom graph: Bootstrap uncertainty estimation for the
decadal trends in the δ18O common record shown as grey bands; Decadal trend in mod-
ified instrumental temperature (red line) from the top graph for better visual comparison
(separate temperature axis on the right). The distinct phases of decadal anti-correlation
marked with A,B,C are discussed in the text.
C: Likewise as for (B), the late 18th century negative δ18O excursion additionally
stands out in amplitude, which would clearly require persistent archiving of winter
time temperature over a substantial time period. The amplitude of this dip (C)
is more pronounced for the ice cores drilled at a saddle location (KCI, KCS)
compared to the ice cores positioned on the slope (KCH, CC). As the investigated
slope positions are generally more shaded, saddle drilling sites are expected to be
more affected by insolation. However, as the respective time period around 1900
AD already corresponds to substantial relative depth in KCS and KCI (reconsider
Table 2.1), the actual source region is expected to lie considerably upstream of the
drilling site. In this context, knowledge of an approximate relation between core
depth and upstream location would be desirable.
In short, a number of qualitative arguments may explain the observed mismatch peri-
ods on the decadal scale. Regarding longer term (e.g. centennial) trends, however, the
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Figure 2.12: Centennial
trends reconstructed by
Singular Spectrum Anal-
ysis (SSA) with window
length of about 1/5 of the
total time series length. An
“outlier corrected” version
of the stack master record
was used, with reduced
influence of the prominent
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sion (see text). Shown are
standardized units with
respect to the entire time
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effects of A, B, C are not expected to be of systematic influence on this time scale. Con-
sequently, this would give rise to an even more distinct covariation between δ18O and
Tmod trends. In order to compare centennial trends of δ18O and Tmod, it is reasonable to
tentatively increase the time period under consideration up to the full instrumental pe-
riod (back to 1760 AD). As the pronounced decadal dip of C (now roughly in the center
of the considered time interval) was also found to substantially influence the centennial
trends, an alternative “outlier corrected” version of our stack ignoring all contributions
of the constituent cores δ18O values below a threshold of −16.5 h. This threshold is
set more or less at the 95% quantile of the distribution of the δ18O values, except for the
high accumulation KCS where extremely low δ18O values are more frequent. Thereby,
almost solely the very negative values around 1890 AD in the two saddle cores KCS and
KCI are cut. This procedure seems somewhat justified when keeping in mind that C is
likely not directly linked to summer temperature. In order to extract the very long-term
characteristics of both time series, Singular Spectrum Analysis (SSA) was employed
with window length of about 1/5 of the total time series length. A Monte-Carlo sig-
nificance test against adapted red noise (by Allen and Smith [1996] and Elsässer et al.
[2011]) shows temperature trends to be significant at a 90% level, isotope trends at 80%.
The resulting trends are show in Figure 2.12.
On the centennial time scale, the recent increase (≈ 1890 AD – present) becomes the
dominant feature throughout the last 100 years BP consistently in both master records,
only disturbed by the effect of the decadal anti-correlation (A). Note that A somewhat
marks a transition between two regimes within this time period: The strength of the T
trend increases for the most recent period from 1980 AD to present. This feature is also
exhibited by the isotope trend. While noting that another mismatch between δ18O and
Tmod trends occurs around 1850 AD, a detailed discussion of the time period prior to
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1880 AD is beyond the scope of the present study. In principle, an adequate discussion
would involve addressing the following main points, including the instrumental data
background:
• The lack of a strong multi-decadal trend in the Tmod record from 1890 to 1760
AD. Within this time interval Tmod is characterized by multi-decadal oscillations
around a stationary mean. Since the decadal variability is not invariably shared
between δ18O and T, this leaves no pronounced signal to be compared to the δ18O
trends within this time period.
• The lack of substantial long-term T trend before 1890 AD goes back to the cor-
rections applied to the instrumental data to account for systematic warm biases
during the “early instrumental period” (EI) period, where instrumental data may
be associated with systematic uncertainties [Böhm et al., 2010].
• And not least the increase in formal dating uncertainty, up to between 5 years
(KCS) and around 12 years (KCI), 18 years (CC) and unknown for KCH.
2.5 Implications, needs and perspective
As a central result of the present study, a common signal could be identified among
the δ18O time series from the CG ice cores, however confined to changes longer than
the decadal time scale. For shorter periods, depositional noise influence is dominant,
which does not come as a surprise with respect to the high spatio-temporal variabil-
ity in net accumulation at CG. Regarding net accumulation variability on the decadal
scale, the comparison with the modified instrumental data set Tmod indicated that sys-
tematic depositional effects bound to local meteorological conditions may have to be
taken into account. A precise assessment of the decadal ∆δ vs. ∆T covariation and
the anti-correlation-phases would need to consider a variety of meteorological param-
eters, such as insolation and wind action, hence a rather complicated modelling with
uncertain entry data. At the present stage one has to consider the centennial time scale
for a persistent ∆δ vs. ∆T covariation, however additionally requiring a pronounced
atmospheric signal. As it was demonstrated, these requirements are met during the last
century at CG, and tentatively, a somewhat weaker correspondence in centennial trends
was also found for the entire instrumental period, although an equally distinct ∆T-trend
is lacking prior to 1890 AD. However, the comparatively weak long-term (e.g. cen-
tennial) trends may be biased by the systematic inflow of ice from source regions with
different net accumulation, and thus different mean δ18O level (the so-called “upstream-
effect”). For the flow line of KCI, upstream-effects have not been examined so far. In
an exemplary study for the flow line of KCH, CC and KCS, Keck [2001] investigated
the upstream-effect on the δ18O time series of KCS and found that its influence on long-
term trends may not be disregarded for at least for the last 100 years. Any quantitative
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Figure 2.13: Binned cor-
relation coefficient R of
each two of the CG δ18O
time series (1880-1760
AD), plotted as a function
of binning window length
(black curve). The grey
dashed curves indicate the
90 % confidence intervals
obtained from multiple runs
with varying starting points
of the binning.
interpretation of δ18O trends thus requires an investigation of upstream-effects. Such
an investigation must rely on knowledge of the flow patterns along the flow line and
take into account the upstream-variability of mean net accumulation. The use of a flow
model is essential for this purpose. Moreover, in the context of a quantitative interpreta-
tion of long-term δ18O signals as past temperature variability, the need for a calibration
of this ice core “isotope thermometer” arises, as outlined in section 2.2. An adequate
in-depth discussion of this topic is beyond the scope of the present study, however, a
brief report on preliminary findings is included here.
It is important to note that the precise value for the sensitivity factor (∆δ18O/∆T) was
observed to depend on the method of calculation. The following approach was deployed
here: The two master records for δ18O and Tmod were smoothed according to (i) the
decadal time scale (Gaussian smoothing, Figure 2.11) and (ii) the centennial time scale
(SSA, Figure 2.12). The recent period (2003-1900 AD) with persistent covariation was
used as the “calibration period”. As both (δ18O and Tmod) records carry uncertainty, or-
thogonal regression [Jackson and Dunlevy, 1988] was to calculate ∆δ18O/∆T. Values
between 1.7h/◦C (decadal smoothing) and 1h/◦C (centennial scale) were obtained.
Both values are substantially larger than the conventional value of ≈ 0.6 − 0.7h/◦C
known from polar ice core studies (e.g. Johnsen et al. [1989]) but agree with previous
findings by Keck [2001]. Although enhanced values for the sensitivity have also been
observed at instrumental Alpine stations when calculated from long-term trends instead
of seasonal values [Rozanski et al., 1992], the large values of ∆δ18O/∆T obtained at
CG are not understood yet. Nevertheless, the upstream-effect may be excluded as a
driver for the enhanced sensitivity since it would bias this quantity too low (pers. com-
munication D.Wagenbach).
Regarding ice core studies at other mountain drilling sites, the present investigation
illustrates how the drilling of multiple ice cores plays a crucial role in obtaining infor-
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mation on past atmospheric variability, especially in case of complex small scale alpine
glaciers such as Colle Gnifetti. The comparison of time series from multiple ice cores is
a basic requirement in order to separate depositional noise from (atmospheric) signal. A
sound common signal investigation calls for accurate chronologies, which are however
challenged at comparatively small relative depths and recent ages. In this context, it
would be desirable to cross-link the individual chronologies in order to reduce relative
dating offsets.
For the example of CG, although very long-term (e.g. centennial) trends remain more
or less coherent, a further investigation regarding a persistence of the common decadal
δ18O signal beyond 1880 AD is hampered by increasing, and largely unknown dating
uncertainties when going back in time. This issue becomes especially apparent when
applying the “binned correlation” investigation to the ice core δ18O time series for the
time period 1880-1760 AD. As shown in Figure 2.13, the correlation is much less pro-
nounced in this time interval, especially for small binning windows. Moreover, on the
multi-decadal scale, even distinct anti-correlation occurs, which is a result of substantial
relative dating offsets combined with a decadal δ18O variability.
Evidently, an adequate common signal investigation is substantially flawed by relative
dating offsets and would greatly benefit from a single, coherent dating scenario ob-
tained from cross-linking the individual chronologies. From Polar ice core studies, it
is well known that such an age-depth link between different drilling sites may be pro-
vided by unique absolute time markers, mostly volcanic eruptions such as Laki, 1783
AD [Clausen and Hammer, 1988; Langway et al., 1988; Vinther et al., 2006]. For the
CG ice cores, however, the attribution of a volcanic signal in the cores’ impurity pro-
file to a certain eruption suffers from large ambiguities due to the combination of the
considerable dating uncertainty with a large abundance of equally outstanding impurity
events (e.g. see the attempt made by Keck [2001]). Nowadays, glaciological research
supplies additional tools for spatial extrapolation of age information—the following
chapter presents a novel approach combining ice cores, GPR and flow modelling.
3 Age-depth distribution mapping of an
Alpine drilling site
3.1 Introductory remarks
As demonstrated in the previous chapter, the common signal analysis among time se-
ries from an alpine glacier calls for cross-linking the individual ice core dating and to
assess the coherence of their age-depth relations. Looking once again at polar studies, a
standard tool for ice core linking is provided by ground-penetrating radar (GPR), nowa-
days routinely applied to investigate the geometry and internal structure of ice sheets.
Apart from near bedrock regions, the paradigm holds that internal reflection horizons
(IRH) are made up by isochrones [Robin et al., 1969; Gudmandsen, 1975; Millar, 1981;
Bogorodsky et al., 1985]. IRHs have been successfully used for large-scale mapping
of age-depth information and the synchronisation of ice core chronologies [Jacobel and
Welch, 2005; Fahnestock et al., 2001]. At Alpine glaciers, GPR is typically applied
to determine ice thickness and to map bedrock topography for flow modeling [Binder
et al., 2009; Vincent et al., 1997]. Only few studies combined GPR with ice core data
for investigating the internal structure of an alpine glacier so far [Pälli et al., 2002]. At
Colle Gnifetti, earlier GPR studies were also mainly performed in combination with
attempts in flow modelling [Haeberli et al., 1988; Wagner, 1996; Lüthi, 2000; Lüthi and
Funk, 2000]. Böhlert [2005] used GPR to map ice thickness and accumulation rates in
search of a drilling site featuring exceptional low accumulation (the later KCI core).
The most important basis for the present work is the study by Eisen et al. [2003a], who
combined ice core data with GPR-profiles at CG and successfully intercompared age-
depth relations and impurity signals among the three deep ice cores on one flow line
(KCH, CC and KCS). For this purpose, isochrone IRHs were traced along the flow line
intersecting the three ice core drilling sites. Clear IRHs were found within the upper
30-50 m only, roughly corresponding to the firn zone and hence, GPR-based isochrone
mapping on this flow line was restricted to shallow depths. With the latest ice core,
KCI, drilled in 2005 on a separate flow line, an extended area of ice core drilling sites at
CG is defined (see Figure 2.1 in chapter 2). The present chapter essentially provides an
extension of the approach by Eisen et al. [2003a] to the flow line of KCI and strongly
increasing the spatial coverage of GPR profiles.
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In recent polar studies, a combination of GPR measurements with flow models was
employed to investigate englacial isochrone layers with respect to spatial accumulation
patterns, as well as regarding the influence of flow effects [Leysinger-Vieli et al., 2004,
2007, 2011]. In a somewhat similar approach, an additional goal of the present study is
to overcome the spatial limitation of the GPR-based extrapolation of age information at
CG- both in vertical and lateral direction. To this end, ice core and GPR data are supple-
mented by a simple flow model. In contrast to earlier finite-difference flow modelling
attempts at Colle Gnifetti [Wagner, 1996; Lüthi, 2000] this approach is not directed at
computing age-depth relations independent of ice cores. Here, ice core and GPR data
are used as constraints for the flow model to reproduce the relative age-information in-
herent to GPR isochrones. Using the modeled isochrone layers at greater depth and
on additional flow lines, this approach is aimed at: (i) Assessing the inter-core dating
coherence at older ages where no GPR signals are available. (ii) Interpolating the ice
core based age information as to approximate the three-dimensional age-distribution,
and (iii) constraining the borehole catchment areas for studying upstream effects.
In this context, the still open question previously discussed by Eisen et al. [2003a] arises
as to what extent physical ice properties are related to distinct IRHs and especially to the
lack thereof below certain depths at CG. In an attempt to contribute to this investigation,
data from the new ice core KCI are compared with local GPR-signals. This includes a
pilot study in borehole radar at CG deployed at the still open KCI borehole.
3.2 GPR measurements and data processing
Note that a basic discussion regarding the interaction of electromagnetic radiation with
ice is given in chapter 4, section 4.2.3.
Principles of GPR measurements
Ground-penetrating radar can be operated on spaceborne, airborne or ground platforms,
i.e. in case of a glacier, on sleds. A basic GPR setup comprises a transmitter (Tx)
emitting an electromagnetic signal which travels to a receiver (Rx) along different ray
paths, where it is recorded as a function of its travel-time (Figure 3.1). Transmitter and
receiver can use a single antenna (monostatic) or two separate (bistatic) antennae. The
emitted signal either consists of a short pulse with a certain main frequency or be of
changing frequency such as in frequency-modulated continuous-wave radar (FMCW).
As there exist a large variety of different GPR-setups, the following overview is only
concerned with basic considerations relevant for this work.
Reflections of the GPR signal occur at significant changes in dielectric material prop-
erties. If these changes occur within a distance small compared to the wavelength of
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Figure 3.1: Principle of GPR mea-
surement: the transmitter (Tx) emits an
electromagnetic signal travelling to the
receiver (Rx) via different ray paths:
the air wave, ground wave and reflected
waves. Refracted ray paths are omitted.
Figure from Konrad [2011].
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Figure 3.2: Geometric consideration to
derive reflector depth; Total travel dis-
tance of the reflected signal: L = c tTWT
(“TWT”: two way travel time). Figure
from Konrad [2011].
the incoming signal, they can be resolved as a distinct signal in the record. As outlined
in the introduction, reflections in a glacier go back to variations in density, acidity and
crystal orientation fabrics, as well as to the ice-bedrock interface (For more details refer
to section 4.2.3 in chapter 4).
Considering the simple geometry of Figure 3.2, with a surface-parallel, plane interface
between two media of different dielectric permittivities, the depth z of the respective
reflector z is:
z =
1
2
√
(c tTWT)
2 − d2
with a constant propagation speed c above the reflector and an antenna separation d. If
z  d (which is justified regarding orders of magnitude: O(z) = 10 m vs. O(d) =
10 cm), d can be neglected and thus:
z =
1
2
c tTWT .
If the propagation speed varies vertically above the reflector, one can only obtain an
implicit relation for z(tTWT) by integrating
tTWT(z) = 2
∫ z
0
1
c(z˜)
dz˜ . (3.1)
Note that a vertically variable velocity distribution is inherent to the density variations
within the firn part of a glacier (Figure 3.3). The dielectric properties of firn regarded
as a mixture of air and ice change with depth due to the fraction of ice increasing by
densification and occasional melt layers. Parameterizing the volume fraction of ice with
density, the propagation speed in firn can be treated theoretically as well as empirically
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Figure 3.3: Density profile of the Colle Gnifetti
KCI ice core; the high-resolution profile has been
slightly smoothed to aid visual perception. Note
the firn-ice transition (dashed line) at 0.83 g/cm3
or roughly 25–30 m absolute core depth. Be-
low, distinct variations disappear, as density be-
comes almost constant at ≈ 0.89 g/cm3. Also
shown: Additional axis with velocity values cal-
culated from equation (3.2). Density data from the
database of IUP Heidelberg. 6 0
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(for more details, see section 4.2.3). In this context, the empirical relation by Kovacs
et al. [1995] is well established and thus widely used in glaciological applications:
c(z) = c0
(
1 + 0.845
cm3
g
· ρ(z)
)−1
(3.2)
where c0 is the speed of light in vacuum and ρ the firn-density.
Data acquisition and processing
Apart from our borehole radar pilot study (section 3.7.1), all GPR measurements used
in the present work were performed as so-called “common offset” (CO) profiles: Trans-
mitter and receiver are separated at a fixed distance while they are moved together along
the surface. This technique maps the spatial extension of an IRH as the point of reflec-
tion moves along the reflector (Figure 3.1).
CO profiles were obtained using a monopulse bistatic radar system, RAMAC GPR from
Malå Geoscience, Sweden. The shielded 250 MHz antennae are permanently mounted
in a skid box at a distance of 36 cm. The sled was pulled along profiles marked by
stakes for which GPS coordinates were co-registered (see Figure 3.4). The transmitter
was triggered by an odometer behind the sled at nominal intervals of 0.5 m. Trace length
was set to 1.5µs with 2048 samples per trace. For each trace 8 samples were stacked
as to increase the signal-to-noise ratio. Post-recording processing was performed using
the software FOCUS (version 5.4) from Paradigm Geophysical and following a stan-
dard processing routine for seismic and GPR measurements in CO setup [Yilmaz, 2001;
Navarro and Eisen, 2009], including:
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Figure 3.4: GPR common
offset measurements at Colle
Gnifetti. Transmitter and re-
ceiver are mounted on a sled
pulled by hand. The transmitter
is triggered by a distance wheel
behind the sled. Picture from
O.Eisen.
Static correction and filtering: Traces are aligned to have the first break of the air
wave at tTWT = 0. A trapezoidal bandpass filter around 250 MHz is used for noise
suppression.
Gain: In order to account for spherical divergence, amplitudes A are corrected as:
Acorr(tTWT) ∝ A(tTWT)tnTWT. Best results were obtained with a value of n = 1.2,
reamplifying reflections from deep layers. The detectability of internal reflec-
tions, and especially the bedrock reflection is further improved by Automatic
Gain Control: Each trace is divided into several time windows. In each window
amplitudes are normalized by the respective mean value. This prevents strong
reflections to completely dominate the radargram.
Migration: All received signals are allocated to the horizontal position of Rx, al-
though the signal does not necessarily stem from a reflector directly below the
antenna. For a punctual diffractor at horizontal location x the distance l(x) be-
tween antenna and reflector is l(x) =
√
z2 + x2, and thus: tTWT(x) = 2c
√
z2 + x2.
Consequently, punctual diffractors appear as hyperbolae in the radargram (Fig-
ure 3.5), with their aperture angles determined by the propagation velocity. The
so-called “migration” considers a vertical velocity profile in order to allocate the
recorded hyperbola to the corresponding position of the punctual diffractor.
Here, two-dimensional migration was used, assuming the diffractors to be located in
the vertical plane along the profile. Using the vertical velocity profile based on the KCI
density data (Figure 3.3) and equation (3.2), the diffraction hyperbolae successfully
vanished in all profiles. An exemplary comparison between raw and processed data is
shown in Figure B.1 in appendix B.1.
The use of a two-dimensional migration cannot fully account for three-dimensional re-
flection patterns arising for complex IRH or bedrock topography. As illustrated in Fig-
ure 3.6, if the nearest reflections are not necessarily located directly below Rx, this lead
to an underestimation of reflector depth. In this context, the lack of a three-dimensional
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migration introduces a systematic uncertainty, especially concerning the bedrock reflec-
tion. Comparing 3D-migrated alpine GPR profiles to the unmigrated and 2D-migrated
data sets, Moran et al. [2000] reported an error of 36 % for unmigrated and 15 % for
2D-migrated data relative to the 3D-migrated profile. However, three-dimensional mi-
gration would require extensive additional measurements and is beyond the scope of
this work.
General characteristics of a radargram from Colle Gnifetti
In order to introduce the general characteristics of a CG radargram, a representative ex-
ample linking the drilling sites of KCI with KCS is shown in Figure 3.7. Three different
regimes can be broadly identified and have been numbered (1)–(3). These features are
present in all GPR CO-profiles from Colle Gnifetti. Corresponding to the upper parts of
the glacier, distinct IRHs (blue lines) are detectable in regime (1). Below, there appears
a large depth interval with no coherent reflections (regime 2) until a somewhat more
spread-out reflection indicates bedrock (red line, 3). As indicated by the respective den-
sity profiles of the two ice cores, regime (1) approximately coincides with the firn zone.
Note that clear IRHs remain present at KCI down to ≈ 20 m. The disappearance of
clear IRHs seems to go along with the firn-ice transition. This result suggests that den-
sity anomalies such as melt layers are one of the main reasons for IRHs at CG.
In the preceding study, Eisen et al. [2003a] concluded that by comparison with ice core
data alone, an unambiguous identification of the cause of an IRH is not possible. Nev-
ertheless, since a warm temperature anomaly or a dust-fall induced albedo change are
likely to produce extended melt layers at CG, it seems plausible that density-related
IRHs may map the englacial isochrone structure. Note that, as pointed out by Eisen
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et al. [2003a], the decrease in annual layer thickness, which is also observed horizon-
tally e.g. due to a decrease in surface accumulation upstream from KCS to KCH, may
change the characteristics of the IRHs. As annual layers become too small, individ-
ual phases may not indicate an isochronous surface anymore. In this case, only a bulk
of phases can be regarded as an approximately isochronous layer of distinct physical
properties. For a more detailed discussion on possible origins of IRHs at Colle Gnifetti
see section 3.7 below. It is important to note that under steady-state condition (which
seems reasonable for CG as outlined in chapter 2), the age-depth distribution relative to
the surface mapped by a certain isochrone IRH is time-independent [Paterson, 1981].
This also applies to the ice cores, as their datings may be regarded as time-independent
age-distributions in respect to the surface for this location, although the cores have been
drilled in different years. Thus, when using an ice core chronology to assign specific
dates to a certain IRH, they should be given as “years before present” (a BP), with
“present” relating to the actual surface (age = 0). This also means that for two profiles
recorded at different dates, the physical origin of two IRHs, corresponding to the same
age before present are generally different.
3.3 Inter-core dating coherency evaluation
3.3.1 Lateral age-interpolation by internal reflection horizons
The transmitted radar pulse consists of about five half-cycles. Subsequently, phase
shifts, distortions and multiple reflections can occur during propagation. In the pro-
cessed radargram, a single IRH appears as several phases. With an appropriate scaling,
a prominent phase of the reflection is traced by eye. The according points in TWT-trace
space are saved to an output file. Tracing IRHs is always performed in the direction
leading from higher to lower temporal resolution (i.e. higher to lower annual layer
thickness) in the radargram, thus avoiding ambiguities due to splitting phases.
Due to roughness, the reflection from the ice-bedrock interface does not appear as a
coherent continuous phase but rather as increased backscatter. It is detected by reducing
gain until the much weaker signals above the bedrock reflection disappear, leaving its
uppermost reflection as a traceable boundary. This procedure yields the results shown
in Figure 3.7, where traced IRHs are shown in blue and the picked bedrock reflection in
red.
To convert the TWT coordinate of a specific IRH into absolute depth, the velocity pro-
files based on density data and equation (3.2) of the respective ice core are used at the
drilling sites. In between the drilling sites, the density distribution and ice thickness
are unknown and need to be interpolated. Two different interpolation methods were
deployed based on absolute and relative depth coordinates, respectively (see appendix
B.1.1) giving almost identical values for the TWT-depth conversion. With an accord-
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ing velocity profile the depth of any internal reflector z IRH at each trace can be calcu-
lated from the according TWT tIRHTWT by performing the integration in equation (3.1) until
tTWT = t
IRH
TWT and thus z
IRH = z. Ice thickness and IRH depth were also converted into
water equivalent units according to equation (3.16) (see section 3.4.2 below). In a last
step, the depth of each IRH at a drilling site is then converted into age before present
according to the age-depth relation of the respective ice core. As outlined above, under
the isochrone assumption the two ages assigned by two ideal ice core datings should be
identical. However, this is generally not the case. For an adequate assessment of the
age difference regarding potential dating errors, an uncertainty estimate for the method
used here has to be known.
Uncertainty estimate
Following Pälli et al. [2002] and Müller et al. [2010], two main sources of uncertainties
are considered, with a detailed treatment of the uncertainty estimation in appendix B.1.2.
(i) Uncertainty in depth of the IRH ∆z IRH results from the vertical resolution of the GPR
wavelet as well as potential errors in manually tracing phases in the radargram. This
leads to an age uncertainty ∆T IRH according to the depth-dependent slope of the ice
core age–depth relation:
∆T IRH =
∂T
∂z
|z=z IRH ∆z IRH
(ii) Uncertainties related to errors in obtaining the ice cores age–depth relations. For the
depth range featuring IRHs, or roughly the last 100 a BP, Schäfer [1995], Armbruster
[2000] and Bohleber [2008] all report a dating uncertainty of ∆T DAT ≈ ±3a for the
Colle Gnifetti ice cores (cf. Table 2.1 in section 2.2).
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Figure 3.9: Colle Gnifetti GPR profiles linking ice core locations. Left: Profiles with
coordinates in Swiss grid. Arrow indicates the summit of Signalkuppe shown in the
photograph on the right side. Black lines: Profiles from field campaign in August 2008
linking the KCI borehole to the former KCS and KCH drilling sites. Shown as a black
dashed line: Profile along the alleged KCI flow line not used for the inter-core dating
comparison. Grey lines: New profiles from field campaign in August 2010 dedicated
to the spatial extrapolation of the coherent age information. Grey dashed line: Older
profile from Eisen et al. [2003a] linking KCS with CC and KCH. Note that “ECK” does
not denote an ice core drilling site, but a particular point where the GPR-profile KCI-
KCH approximately changes from flow line-parallel to isohypse-parallel. For better
illustration of the CG drilling site, the approximate profiles are marked in the photograph
shown on the right.
The overall age uncertainty of the IRH age assignment thus amounts to:
∆T =
√
(∆T IRH)2 + (∆T DAT)2
and typically ranges around ± 4 a. The processing steps travel time-depth conversion,
uncertainty estimation and IRH age estimation are performed by means of a MAT-
LAB R© routine, see appendix (D).
As discussed above the reflection from the inclined bedrock might not stem from the
ice-bedrock boundary directly underneath the antenna (cf. Figure 3.6). This entails a
potential underestimation and complicates the detection of the bedrock signal in ad-
dition to its blurred reflection. Due to the directional radiation characteristic of the
transmitter this effect is most influential for profiles measured roughly perpendicular to
the bedrock gradient, i.e. parallel to isohypses. If necessary, distinct reflections beneath
the first bedrock signal were picked on these profiles (Figure 3.8).
3.3.2 Pairwise inter-core dating comparison
The inter-core dating coherency is evaluated in two steps: First, the technique is vali-
dated by reassessing the KCH-KCS comparison. Then, the KCI chronology is compared
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Figure 3.10: Comparison of ages assigned to traced internal reflection horizons by the
individual ice core datings. The corresponding ages of each two ice cores are plotted
vs each other, including the respective uncertainty estimate. Perfect coherent datings
would lie along the bisecting line. Note that a systematic offset towards older ages at
KCH seems to be present in comparison with KCI and KCS.
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pairwise to KCH and KCS. In a third step, all datings are checked for coherency in a
single intercomparison.
KCS-KCH: In order to compare the processing technique deployed here to the pre-
vious study by Eisen et al. [2003a], it was applied to the raw data of the KCH-KCS
profile (dashed grey line in Figure 3.9). At the position of the CC drilling site on the
profile, additional output of depth and age according to the CC dating was given for
each IRH. Ages assigned to the IRHs at KCS, CC and KCH were all found to agree
within their estimated errors. The deepest continuous IRH which could be traced from
KCS to KCH in this study was found in 48.3 m depth at KCS and 30.1 m depth at KCH
which corresponded to about (79 ± 6) a BP. These findings are consistent with Eisen
et al. [2003a] and are thus interpreted as a validation of the processing technique used
here. It is worth noting that a systematic offset towards older ages was found at KCH,
ranging from 2-3 years at the uppermost up to 7-8 years for the deeper IRHs.
KCI-KCH: The deepest traceable continuous IRH was again at 30.0 m depth at KCH
corresponding to 16.6 m or about 82 a BP at KCI. In depths corresponding to 22 to 26.5
m at KCH, tracing of IRHs suffered from frequent disturbances and ambiguities in the
radargram. Consequently, no inter-core dating agreement was found between 50 and
65 a BP, which is probably a result of the practical difficulties in tracing IRHs. For the
remaining IRHs, the assigned ages by the KCI and KCH chronologies were found to
agree within their uncertainties, however, KCH ages were again slightly systematically
older.
KCI-KCS: Between KCI and KCS, the deepest traceable IRH was found at 43.0 m at
KCS corresponding to 15.1 m in KCI and about 69 a BP. The deepest, approximately
80 a BP old, IRH traced along the slope between KCI-KCH and KCS-KCH could not
be traced unambiguously in the profile KCI-KCS.
All results of the pairwise dating comparison are given in appendix B.1.3. For a visual
overview on the results, the ages of the IRHs coherent between the ice core datings are
plotted against each other in Figure 3.10.
3.3.3 Overall inter-core dating coherency
To extend the pairwise dating comparison to a more general consistency evaluation of
the ice core chronologies, the GPR-profiles from 2008 and 2000 were linked to form a
“closed course” (see Figure 3.11).
By following an IRH corresponding to a certain age it is possible to check if the dif-
ferences from the pairwise comparison accumulate to a substantial offset in age after
a “round trip” in the closed course. Alternatively, if no systematic inconsistencies are
present, the age of the IRH returning to the starting point is expected to agree with the
age of the IRH with which the round trip was started (within their estimated uncertain-
ties).
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Figure 3.11: Three dimensional map of the traced IRHs between the CG drilling sites.
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coordinates. Red lines: IRH featuring consistent ages assigned by the respective ice core
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In detail, this closed course approach consisted of the following steps:
• A drilling site was chosen as a reference point for the closed course, i.e. KCI→KCS
→KCH →KCI. Note that the actual tracing of IRHs is always performed in di-
rection of decreasing temporal resolution.
• The most distinct IRHs were chosen and traced along the profiles. At an inter-
section, the next distinct IRH closest in depth (or TWT, respectively) was chosen
which was still within the estimated age uncertainty. Note that between the 2008
and 2000 profiles, the physical origin of an IRH in this round course is most likely
different.
• For 10 different ages, distinct IRHs were present in all GPR-profiles within the re-
spective age uncertainty. For these IRHs the starting and ending ages of the course
were found consistent with ± 4 a at KCI. The method was also performed with
other drilling sites as reference with identical results. The oldest round course that
could be completed corresponded to about 50 a BP, see Figure 3.12.
Detailed results of the closed course investigation are shown in the appendix (B.1.4). In
a similar strategy by Konrad [2011], IRHs corresponding to a certain age are traced from
a starting point along two different directions to a different drilling site as a separate end
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Figure 3.12: Results from the
closed course dating compari-
son. The age of the IRH with
which the round course was
completed is plotted against the
age of the IRH with which it was
started. Shown here with KCI
as a reference point. A perfect
match would lie along the (red
dashed) bisecting line. For the
10 possible closed course pro-
files the start and end ages were
found consistent with ± 4 a
(grey dashed line).
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point. There, the ages of the two IRHs coming from two different directions can be
compared. The two different strategies yield identical results, and indicate age-depth
coherency among the ice cores up to about 50 a BP.
Inter-core dating coherency: Assessment
The minor systematic offset by typically about 4–5 years towards older ages at KCH
is present in the comparison with KCI as well as with KCS, and thus not regarded as a
property of the new KCI dating, but rather as an effect present at KCH. This anomaly
at KCH was also detected independently by Konrad [2011]. Eisen et al. [2003a] report
a similar systematic effect as their tracing of IRHs corresponding to a certain age at
KCS resulted in about 0.8-1.0 m lower depths at KCH than predicted by the KCH age-
depth relation. Apart from this minor effect, no pronounced systematic inconsistencies
were detected among the CG ice core datings. The KCI dating could be matched up
to 82 a BP with KCH and up to 65 a BP with KCS. The pairwise dating comparison
between KCI and KCS (Figure 3.10) did not show a systematic offset. Since such an
offset would most likely stem from the systematic loss of annual layers by wind erosion
across the close-by ice cliff, its absence points towards an intact stratigraphic integrity at
KCI. The possibility of a systematic dating error due to missing annual layers could not
be excluded so far, as the KCI age-depth relation mostly relied on counting of alleged
annual layer signals [Bohleber, 2008].
The overall dating consistency evaluation by the closed course approach comprises a
depth limitation (additional to the IRH depth limit) due to the different measurement
dates between the GPR-profiles: IRHs in profiles measured in 2000 and 2008 do not
have the same physical origin. The detectability of an IRH for a specific age in all
profiles is thus somewhat coincidental, and was not given beyond 50 a BP.
3.4 Mapping the internal age distribution at the CG drilling area 43
The estimated uncertainties in the method range from 3–4 a for the uppermost IRHs up
to typically 6–8 a for the lowermost IRHs. With respect to the typical increase in dating
uncertainty of the CG ice cores beyond the last 100 a BP [Armbruster, 2000; Bohleber,
2008], an uncertainty of± 8 a in matching chronologies by this method would still allow
for valuable tie points and insights on the consistency of the datings at larger depths.
3.4 Mapping the internal age distribution at the CG
drilling area
The results from the closed course comparison indicate coherent age-depth information
from the ice cores, at least over the upper depth range of 13 m (KCI) – 39 m (KCS) and
the presence of extended isochrone surfaces mapped by GPR within the drilling area of
CG. This finding is the basis for a spatial extrapolation of the coherent age information
via application of a flow model. The general strategy is to tie the model to boundary
conditions derived from ice core data and GPR profiles and to use it for calculating
isochrone layers on flow lines. This strategy comprised the following main steps:
• Apply the flow model to a flow line intersecting an ice core drilling site. Use
input data (topography, density, accumulation) from ice cores and GPR to predict
isochrone layers by the model. Thereby adjust the model to predict isochrone
layers in agreement with GPR-IRHs.
• Apply the model to flow lines covered by a GPR-profile attempting a vertical
extrapolation of isochrones at greater depths.
• Apply the model to selected flow lines with no additional tie points from ice cores
and GPR, thus increasing the spatial density of age information. Based on the age
information of all flow lines, isochrone surfaces are to be interpolated.
The actual implementation and evaluation of this strategy was the topic of the diploma
thesis by H.Konrad, which was carried out under my supervision. The main results will
be discussed here, with more details given in Konrad [2011].
Prior to presenting results from the model application with respect to the above main
steps, the following subsection summarizes basic considerations regarding the mod-
elling of alpine glacier flow. Based on fundamental equations of continuum mechanics
and the flow law of ice, the stepwise adaption of a simple model to the complex condi-
tions at CG is outlined.
44 3 Age-depth distribution mapping of an Alpine drilling site
Table 3.1: Quantities in equations (3.3) - (3.5)
ρ density g gravity acceleration
u velocity T temperature
τij stress tensor K coefficient of heat transfer
˙ij strain rate tensor C specific heat capacity
3.4.1 Considering ice dynamics for modelling alpine glacier
flow
The spatial separation of accumulation and ablation areas of a glacier lead to a net-
transport of ice which is achieved via combined flow- and internal deformation pro-
cesses5. In steady-state, the glacier geometry remains constant in time since accumu-
lation and ablation are balanced by the net-transport processes. The local vertical age-
distribution at any point, e.g. at the drill-site, can be derived from reciprocal integration
of the internal velocity distribution u(x,y,z)6 along all trajectories leading to the site.
Hence, the main goal is to obtain the internal velocity distribution from the glacier-
geometry. For this purpose, the main conservation principles of continuum mechanics
are generally expressed in the following three fundamental equations (the abbreviations
are explained in Table 3.1) regarding the conservation of:
mass:
∂ρ
∂t
+∇ · (ρu) = 0 (3.3)
momentum: ρ
du
dt︸︷︷︸
≈0
+∇ · τ + ρg = 0 (3.4)
internal energy: ρC(
∂T
∂t
+ u · ∇ T) = trace (τ˙) +∇ · (K∇ T) (3.5)
The acceleration term in equation (3.4) is very small due to the creeping motion of
glacier ice and can be neglected. Equation (3.4) constitutes the law of motion of a
glacier describing the balance of forces acting on surface (∇ · τ ) and volume (ρg).
Equation (3.5) represents an extended thermal conductivity equation with an additional
term describing strain heating (trace (τ˙)). From a given glacier geometry, equation
(3.4) allows to calculate the stress-tensor components τij . In order to close the above
system of equations (3.3)–(3.5), a constitutive relation ˙ij = f(τij) is needed to link the
stress-tensor components τij to the actual deformation-rates ˙ij . The respective material-
specific flow law of ice is generally expressed as7:
˙ij = A · τ ′eff n−1 · τ ′ij , (3.6)
5in the present consideration, sliding motion will be disregarded for the frozen-to-bedrock Colle
Gnifetti.
6Bold symbols indicate vector quantities. Tensors are marked as bold underlined symbols.
7for more details on the subject, refer to a respective textbook, e.g. [Paterson, 1981]
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with the effective stress tensor τ ′2eff =
1
2
(
τ ′2xx + τ
′2
yy + τ
′2
zz
)
+ τ ′2xy + τ
′2
xz + τ
′2
yz, which is in-
variant regarding choice of coordinate system and based on so-called deviatoric stresses
(τ ′ = τ − 1
3
trace (τ ) · 1), since deformation is not affected by hydrostatic pressure.
The ice-specific material parameters A, n have to be determined experimentally, which
in most instances is limited to simple laboratory experiments (i.e. in case of uniaxial
stress). The flow law exponent, n, is ≈ 3 causing the flow law to be non-linear. The
actual velocity components can then be calculated from:
˙ij =
1
2
[
∂ui
∂xj
+
∂uj
∂xi
]
i, j = x, y, z u =
uv
w
 =
uxuy
uz
 . (3.7)
From the velocity distribution u, the age of a particle moving along a trajectory γ from
the surface to a point r can be derived as:
t(r) =
∫
γ
1
|u(r ′(s))| ds . (3.8)
It is important to note that, in a practical application, the velocity field u, (i.e. the trajec-
tory) is not known, because the system of four partial differential equations (3.3)–(3.6),
closely coupled in ρ, τ and T , can not be solved analytically but, at most, numerically.
A partial decoupling is possible by neglecting of the firn layers, assuming ρ = ρice =
const. (equation (3.3) then reduces to (∇ · u) = 0) and setting T = const. (neglecting
equation (3.5), although the isothermal approximation T = const. is reasonable for tem-
perate glaciers only). In thereby avioding a full thermo-mechanical treatment it must be
kept in mind that the flow law itself is also temperature dependent (usually expressed by
A(T )). Englacial temperature distributions can be obtained experimentally from direct
borehole measurements. However, even for this simplified case, solving equations (3.3),
(3.4), (3.6) analytically for a real-life glacier breaks down due to the fact that A and n
are usually known from simple laboratory experiments only.
The central task of a flow model is thus to approximate the velocity field u, under certain
simplifying assumptions while keeping in mind the fundamental challenges regarding
the interpretation of the results with respect to a real-life glacier. Two highly simplified
geometries form the basis for the further model-development. Here, only the resulting
velocity distributions will be reported for the sake of brevity. A more detailed derivation
of the respective equations is given in the appendix (B.1.5).
Nye’s model
In its most simple form, Nye’s model is essentially build on a 2-D mass balance applied
to an ice sheet at its ice divide (x = 0). Assuming a most simple geometry (see Figure
3.13) as well as steady state conditions implies for ice thickness H and accumulation
rate b˙ to be constant in space and time. Additionally, the horizontal velocity u is regarded
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Figure 3.13: The simple geometry of Nye’s
model. A constant glacier thickness and accumu-
lation rate are assumed.
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as independent of depth z. With the boundary conditions of ρ = ρice = constant and
w(0) = b˙ and w(H) = 0 (i.e. ice frozen to bedrock) it follows for horizontal u(x) and
vertical w(x) velocities:
u(x) =
b˙
H
x (3.9)
w(z) = b˙
(
1− z
H
)
(3.10)
Integration of w = dz
dt
yields an equation for the age t of the ice in depth z:
t(z) = −H
b˙
ln
(
1− z
H
)
. (3.11)
Note that there is a fundamental inconsistency between the assumption of a constant
horizontal velocity and the frozen-to-bedrock boundary condition. The purely kinematic
approach disregards the constitutive relation (3.6) by assuming constant vertical strain
implied in equation (3.10) by ∂w
∂z
= const. Thus, this model is only considered adequate
for the comparatively simple conditions within the upper regions (not more than 50%)
of an ice sheet, or for rough estimations.
Ice Slab
In a first-order idealisation to the geometry of an alpine glacier, this model treats a
parallel sided slab of ice on an inclined plane. Additional assumptions are an infinite
extension in y-direction (2D problem), an ice thickness H constant in space and time
(steady state) and a constant rate of accumulation (see Figure 3.14). Relying on the
flow law of ice with n = 3 (equation (3.6)) and with the boundary condition of u(H) =
0, w(H) = 0 (frozen-to-bedrock ice) and w(0) = b˙ it follows that:
u(x, z) =
5
4
b˙ x
H
[
1−
( z
H
)4]
(3.12)
w(x, z) = b˙
(
1− 5
4
z
H
[
1− 1
5
( z
H
)4])
. (3.13)
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Figure 3.14: Simplified geometry of the ice slab model.
Due to the limitation in uphill direction, accumulation is
required to maintain a static surface (Figure from Konrad
[2011])
3.4.2 Adaptions of the ice slab for a flow model of an alpine
glacier
In the attempt to apply 2D flow models as simple as the ice slab calculations to small
scale alpine glaciers like Colle Gnifetti, certain fundamental shortcomings must be kept
in mind:
• Evidently, a real alpine glacier typically features a complex geometry, with a non-
linear and non-parallel glacier bed and surface.
• There are strong spatial and temporal changes in net accumulation rate. Thus, the
parameter b˙ must not be treated as a constant.
• Due to the comparatively small thickness (for CG not exceeding much 100 m)
the glacier typically consists of a substantial amount of firn, at a spatially varying
fraction. The firn densification introduces an additional vertical velocity compo-
nents and prohibits the use of∇·u = 0. Moreover, the flow law of firn is complex
to parametrize including large uncertainty [Lüthi, 2000].
• For alpine glaciers, vertical and horizontal scales are usually of comparable order
of magnitude, leading to very complex ice flow. Here, the assumption made in
the ice slab of an infinite y-component is unjustified. Measured surface flow lines
at Colle Gnifetti showed diverging behaviour [Keck, 2001]. A three dimensional
flow evaluation is required— at least to some extent.
For these reasons, the prospects of success for a purely theoretical two-dimensional
simulation of ice flow and age-depth relationships are very limited— for small scale
alpine glaciers in general and especially for CG. Sophisticated three-dimensional flow
models have been developed for CG [Wagner, 1996; Lüthi, 2000]. Based on a consid-
erable amount of effort as well as computational knowledge, such models calculate the
stress-distribution by finite-element methods solely out of geometric boundary condi-
tions. However, in case of KCS no satisfactory agreement with Armbrusters conven-
tional dating approach was found [Armbruster, 2000]. The following paragraphs briefly
describe how the ice slab concept can be refined in a first-order approach to tackling the
above shortcomings (a detailed description is found in Konrad [2011]). These consider-
ations form the basis for a still simple, but more adequate flow model for CG.
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Figure 3.15: Piecewise lin-
earization of the glacier geom-
etry. In the individual sections
with linear, but non-parallel bed
and surface, the ice slab model
is applied. The according kine-
matic condition is indicated for
an exemplary enlarged section.
(Figure modified from Konrad
[2011])
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Adaption for complex flow line geometry: In a stepwise adaption for a more complex
flow line geometry, the first step is to consider a non-parallel glacier bed and surface
(Figure 3.15). In this case, the ice thickness H becomes a function of x. In a crude
approximation, H is replaced by H(x) in equations (3.12) and (3.13). Glacier surface
and bed are linearized piecewise. Then, the modified ice slab model is applied to these
linearized subsections. Note that the ice velocity component perpendicular to bedrock
must still vanish at the ice-bedrock interface. To fulfill this boundary condition for non-
parallel surface and bed, to so-called “kinematic correction” is introduced:
wcorr(x, z) = w(x, z)− tan β z
H(x)
u(x,w) (3.14)
where β is the angle between linearized surface S and bedrock B (Figure 3.15). Note
that a local coordinate system has to be introduced which may differ from the global
coordinate system (here marked with the index 0) in which input and output data of the
flow model are defined (shown in Figure 3.15 in red and blue, respectively). However,
the velocity components can be transferred from one coordinate system to the other via
a respective rotation.
Adaption for spatially variable accumulation rate: If the accumulation rate b˙ is not
constant but depends on the horizontal coordinate x and for a glacier boundary located
somewhere beyond x = 0, it follows that the mean ice flux perpendicular to the surface,
q(x), can be written as
q(x) =
∫ x
0
b˙(x˜) dx˜+ q0 (3.15)
Equations (3.12) and (3.13) are still valid if b˙ x is replaced by q(x) in equation (3.12)
and b˙ by b˙(x) in equation (3.13).
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Figure 3.16: Ice flux balance consideration for a longi-
tudinal cross section: without basal melting, as for Colle
Gnifetti, there is zero flux at bedrock. Figure from Konrad
[2011].
Adaption for density variations: To account for the additional velocity component
due to firn densification all depth units are converted to water equivalent (we) units:
zwe =
∫ z
0
ρ(x0, z˜)
ρw
dz˜ . (3.16)
Consequently, velocities are calculated in m w.e./a. Note that this correction does not
take into account the different deformation behaviour of firn, which would require the
use of a density-dependent flow law.
Adaption for transversal ice flux: The limited glacier extension in transversal direc-
tion may not be disregarded in case of small scale alpine glaciers, as it results in stress
and velocity gradients and thus in a nonzero velocity component in y-direction. In the
present approach, the third dimension is simply parametrized by an additional param-
eter D for the transversal ice flux divergence. Considering a longitudinal box along a
flow line (Figure 3.16), the ice flux balance for a strictly two dimensional model can be
written as qout = qacc + qin.
In reality, there will be an additional transversal net flux in (D<0) or out (D>0) of the
box, and the flux balance can thus be parametrized as (with equation (3.15)):
qout = (qacc + qin) · (1−D) =
(∫ x
0
b˙(x˜) dx˜+ q0
)
· (1−D) (3.17)
3.4.3 The ice flow model
Based on the above considerations (section 3.4.1), the model developed here is a refined
version of the approach by Vincent et al. [1997]. In the following, a brief summary is
given regarding required input data, main computational steps as well as output. A thor-
ough discussion is found in Konrad [2011].
Input: The model requires surface and bedrock coordinates (S,B) and accumulation
rate b˙ as a function of the horizontal coordinate x0. Density profiles ρ at two locations
x0,D1 and x0,D2 need to be supplied as a function of depth Z. Finally, the input flux
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Figure 3.17: Example of ac-
cumulation rate derived from
GPR-IRH shown for the pro-
file along the flow line KCH–
KCS. The most recent IRH (11
a BP, blue line) shows a sys-
tematic offset to higher accu-
mulation rates. Accumulation
from older IRHs (black lines) is
found more consistent and thus
used to compute a mean sce-
nario. The mean and its er-
ror are shown in red. Note
the substantially higher accumu-
lation at KCS. Figure modified
from Konrad [2011].
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parameter q0 at the uphill boundary x0 = 0 and the divergence parameter D ∈ [0, 1)
need to be defined.
Velocity and trajectory computation: The computation of the velocity and trajectory
components is performed stepwise for discrete time intervals ∆t according to8 (conven-
tionally used time increment ∆t = 1a):
• Define starting coordinates P (0) = (x(0)0 , z(0)0 ) on surface and inside the glacier at
starting time t(0) (t(0) = 0 if at the surface)
• For each point P (k): Compute velocity components u(k)0 and w(k)0 according to
equations (3.12) and (3.14)
• Compute new trajectory coordinates:
x
(k+1)
0 = x
(k)
0 + u
(k)
0 ·∆t
z
(k+1)
0 = z
(k)
0 + w
(k)
0 ·∆t
and age: t(k+1) = t(k) + ∆t
Output: The model’s output is threefold: The output contains data for trajectories com-
puted at a specified horizontal increment, for isochrone layers according to a specified
age increment and also a vertical age distribution at a specified horizontal distance.
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Figure 3.18: CG ice core mean
density profiles on absolute (left
side) and relative (right side)
depth scale. Note that on a
relative depth scale, the mean
density distribution is similar
among the slope cores (KCH
and CC) as well as between the
saddle cores (KCI and KCS).
Figure from Konrad [2011].
3.4.4 Input generation from GPR and ice core data
Adequate input data for the application of the model to a specific flow line is derived
from ice core data and GPR-profiles. For the case of flow lines which do not coincide
with a GPR-profile and do not intersect an ice core drilling site, this comprises the need
for spatial interpolation.
Input from GPR-profiles: Coordinates of the surface altitude stem from GPS-measure-
ments along the GPR-profiles. Subtracting the ice thickness obtained from the GPR-
bedrock reflection yields the bedrock coordinates. A profile of the mean accumulation
rate b˙ is obtained from the IRHs coherently dated in the closed course approach (section
3.3, see Figure 3.17 for an example). A first order correction for annual layer thinning
is applied to the depth of an IRH as surface accumulation is calculated from equation
(3.11).
Input from ice cores: Apart from the age assigned to the IRHs, the ice cores were
crucial for supplying density data— not only for the processing of the GPR-data, but
also for the model input. Since the local ice core information can only be considered
representative of the mean densification behaviour, the density profiles are smoothed
accordingly. In a comparison of the smoothed density profiles of all four cores on a
relative depth scale (Figure 3.18) similarities become evident between the ice cores lo-
cated on the saddle and the ones located more up-slope respectively. The “saddle cores”
KCI and KCS reach the characteristic close-off density (0.83 g/cm3) and ice density
(≈ 0.9 g/cm3) at smaller relative depths than the “slope cores” KCH and CC. To some
extent, the different densification patterns go back to less mean insolation on the slope
compared to locations on the saddle. For the model input for each flow line, two rep-
resentative density profiles were derived: One from the average of KCH and CC for a
position up-slope on the flow line and one from a distance-weighted average between
8Note that the subscript index 0 stands for the global input-output reference frame as described in 3.4.2.
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Figure 3.19: Exemplary com-
parison of GPR-based with flow
model based isochrones for the
same ages labeled on the right
side. Shown here are results for
a flow line parallel profile with-
out drilling site, thus illustrat-
ing the case where input data for
the model had to be interpolated
as described in the text. Grey
and shaded bands indicate un-
certainties for GPR- and model
isochrones, respectively. Figure
from Konrad [2011].
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KCI and KCS for the respective saddle-position on the flow line. For more details on
the derivation of density input and the flux parameters, see Konrad [2011].
Spatial interpolation of input data: To apply the model to flow lines which have
not been covered by a GPR-profile (so-called “secondary flow lines”) the input data for
geometry and accumulation need to be spatially interpolated. Among several tested al-
gorithms, the sophisticated geostatistical method, “kriging”, was eventually found suit-
able for this purpose. Kriging has been applied successfully for spatial interpolation
of bedrock topography from GPR-data in similar studies in Greenland and the Alps
[Bamber et al., 2001; Binder et al., 2009]. Interpolation uncertainties were estimated by
omitting a subset of input data (e.g. a single GPR-profile) and re-interpolating from the
remaining input data. The omitted data is then compared to the result of the interpola-
tion. This method yielded uncertainties of ≈ 1 m for surface altitude, ≈ 1− 7 m for ice
thickness and ≈ 0.01 − 0.04 m w.e./a for accumulation rate. For a detailed description
concerning the implementation of the method refer to Konrad [2011].
3.4.5 Results
Vertical extrapolation of age information
The model’s capability to predict isochrone layers is validated against IRHs detected
in GPR-profiles. This calls for an uncertainty estimation of the model isochrones. For
this purpose, a bootstrapping routine was developed by Konrad [2011] which performs
a large number of model runs under random variation of input parameters within their
associated uncertainties. From these runs, confidence intervals for the model output are
derived— increasing with depth from 0.9 to 2.6 m. The respective uncertainty estimate
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Figure 3.20: Pairwise inter-core dating comparison via flow model isochrones.
Isochrone layers were calculated by the flow model and spatial interpolation. For each
depth at the respective drilling site, ages were assigned to the layer according to the
respective ice core dating. Plotting the resulting ages against ages at KCS as a reference
indicate coherence up to ≈ 120 a BP. Beyond, results show a systematic drift to older
ages at KCS, however, with large uncertainty (in the order of ± 50 a for ages in KCI
and KCS). Figure modified from Konrad [2011].
for the GPR-IRHs ranges around 0.5− 0.8 m.
Figure 3.19 shows an exemplary comparison on a GPR-profile without intersecting a
drilling site. Ages of the GPR-IRHs were obtained from intersections with IRHs from a
profile with an ice core, similar to tracing IRHs in a round course. The model isochrones
and GPR-IRHs are found in agreement with respect to the comparatively large model
uncertainties. Discrepancies were larger for a more steeply inclined bedrock. In general
it was found that while the model not always correctly predict the depth of a certain
isochrone layer, it much better reproduces the shape of the isochrones and thus their
information on the relative subsurface age distribution.
Spatial interpolation of age information
In order to obtain a higher spatial density of age information, 11 secondary flow lines
were defined within the drilling area at CG (i.e. between the two dashed lines in Fig-
ure 3.9) by approximately tracking the surface altitude gradient. By applying the flow
model to these flow lines, isochrone layers were calculated supplementing the IRHs
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from GPR-profiles. Moreover, by additionally applying the flow model to slope-parallel
GPR-profiles, the isochrone layers could be calculated beyond the depth-limitation of
the IRHs. All model isochrone layers according to a specific model-age were gathered
and the spatial interpolation routine applied to this subset. In doing so, spatially ex-
tended isochrone surfaces were obtained, which were found free of discontinuities or
artefacts.
A comparison of a modelled age-depth relation at the KCS drilling site with the respec-
tive ice core dating showed that the model itself has only very limited absolute dating
capability. However, absolute dating was not intended and, keeping in mind the simpli-
fied approach of the model, this limitation comes as no surprise, as similar discrepancies
were observed with a full 3D finite-element model [Armbruster, 2000; Konrad, 2011].
The absolute ages of the isochrones are not used for further interpretation and, in the
following , will be referred to as the “model ages” as to keep them separate from the ice
core based age-information which is considered as most reliable.
Hence, the “absolute ages” were assigned to the extended isochrone surfaces based on
the ice core datings. In doing so, it is possible to assess whether the dating consistency
known from the GPR-IRH based comparison can be reproduced and hence vertically
extrapolated. For this purpose, isochrone layers corresponding to model-ages between
40− 150 a BP where calculated in a 10 a increment.
Again, a pairwise comparison between KCI and KCS was performed, this time based
on the interpolated model isochrone surface. According to the respective depth of the
model isochrone at the KCI and KCS drilling site, ages were obtained from the respec-
tive ice core dating. The depth error of the spatially interpolated model isochrone layer
∆z results in a uncertainty additional to the dating error ∆tdat according to the slope of
the ice core dating at the respective depth dtdat
dz
:
∆t =
√
(∆tdat)
2 +
(
dtdat
dz
∆z
)2
For KCI and KCS, ∆twas found to be in the order of± 10 a for the last 80 a BP, increas-
ing to± 50 a around 120 a BP. Figure 3.20 shows the results from plotting again the age
of the isochrone according to the KCS dating versus the KCI age. For recent ages, the
results lie closely on the bisecting line reproducing the dating coherence between the
two ice cores known from GPR-IRH tracing up to 70 a BP. In vertical extrapolation, the
model predicts good coherence between the two cores up to about 150 a BP. Beyond,
systematic offsets towards older ages at KCS are present going along with a rapid in-
crease in the estimated uncertainties.
An extension of the pairwise dating comparison to the two slope cores KCH and CC
proved to be challenging due to their upstream location at the very border of the polygon
considered in spatial interpolation. As a result their integration in an intercomparison
must be considered preliminary since associated with large and unknown uncertainty.
The ages assigned to the model isochrone layers by all four ice core datings were found
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Figure 3.21: 3D age distribu-
tion at the CG drilling area.
Exemplarily shown are interpo-
lated layers for surface, bedrock
and three different isochrones,
corresponding to 44, 95 and 169
a BP at KCI. Figure from Kon-
rad [2011].
to indicate agreement up to ≈ 120 a BP (Figure 3.20). Although no concise explana-
tion for the systematic trend to older ages in KCS is readily available at this stage, it
seems worth noting that the onset of this trend coincides with a distinct sharp bend in
the KCS dating. Below ≈ 50% core depth or around 110− 120 a BP, the age of the ice
increases rapidly with depth, due to a potential upstream-effect (see section 3.5 below)
[Armbruster, 2000]. It was shown by Konrad [2011] that the flow model is only able
to reproduce this effect under extreme and clearly unrealistic input conditions which
were not considered for further model application. The strong non-linearity in the ice
core age-depth relation observed at KCS is the result of the large but unknown spatio-
temporal variability in accumulation and flow upstream conditions. Since the model
cannot fully account for this spatio-temporal upstream variability, the systematic trend
in Figure 3.20 may be regarded as in principle associated with this shortcoming.
While the absolute age assigned to the surface by the model must be considered un-
reliable, ages assigned to the interpolated surfaces from the ice core datings agree up
to 120 a BP. Hence, it can be interpreted as a physically reasonable, “best guess” map
of the three dimensional age-depth structure within the drilling area. Three exemplary
isochrone layers between surface and bedrock are shown Figure 3.21. Two layers are
within the age-range where the ice core datings are in agreement, corresponding to
≈ 44 a BP and ≈ 95 a BP. The lowermost layer corresponds to ≈ 169 a BP at KCI.
3.5 Identification of catchment area and
upstream-effects
In the context of the spatial accumulation variability at Colle Gnifetti, the relation be-
tween the upstream catchment area and depth in an ice core is of special interest. As
discussed in chapter 2, the inflow of ice from areas with a systematic offset in seasonal
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Figure 3.22: Backward trajectories and catchment area identification for KCI (bottom)
in relation to upstream-accumulation variation (top). x0 denotes the horizontal distance
from the top of the flow line. From this application of the flow model, a tentative
source region for each layer in the ice core and its respective surface accumulation can
be identified (blue lines). Note the grey uncertainty bands, resulting in accumulation
uncertainty (blue dashed lines). The profile shown here corresponds to the black dashed
line in Figure 3.9. Figure modified from Konrad [2011].
net accumulation alters the respective mean δ18O-values in the ice core without being
directly linked to atmospheric temperature (the so-called “upstream-effects”). More-
over, accumulation at the source region also influences annual layer thickness and thus
the dating of the ice core. Obviously, back trajectories from a flow model provide the
here needed information to connect any ice core sample to its deposition site.
For the KCS ice core, backward trajectories were calculated by Lüthi [2000]. Based on
these trajectories and a large number of shallow ice cores, Keck [2001] investigated the
upstream-effect for the KCS δ18O-time-series. He concluded that correction for the ob-
served upstream-effect increases the magnitude of long-term isotope-trends within the
last 100 a BP. Beyond 100 a BP, the correction is negligible as the accumulation changes
only little in the uppermost part (cf. Figure 3.17).
Although not studied in detail so far, different conditions are expected upstream of the
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KCI-core, as it was drilled in a small island of exceptional low net accumulation. The
accumulation pattern derived from GPR-IRHs show a systematic increase upstream, as
shown in Figure 3.22. The backward trajectories obtained from the 2.5 D flow model do
not allow for a precise quantitative interpretation due to the considerable uncertainties,
indicated by the grey bands in Figure 3.22. Additionally, the exact upstream-variability
in mean δ18O-values is not known for KCI, as obtained from shallow cores in the quan-
titative study by Keck [2001]. However, the simple model already provides a number of
qualitative insights:
An increase in surface net accumulation upstream by a factor of 2 or more appears
present, significantly different in spite of the uncertainties (see blue lines in Figure
3.22). Moreover, the calculated trajectories allow to roughly identify the core depth
below which ice from the uppermost source region is contained. This is especially rel-
evant to constrain potential disturbances by the Bergschrund at the top end of the flow
line. Regarding the time series of KCI, this preliminary upstream investigation suggests
that layers corresponding to roughly 100 a BP stem from more than 100 m upstream
where surface accumulation is higher than at KCI by about a factor of 2. Recalling the
relation between surface accumulation and mean δ18O at Alpine am CG ice cores (cf.
Figure 2.3 in section 2.2) it is evident that a change from ≈ 15 cm w.e./a (long-term
mean at KCI) to ≈ 30 cm w.e./a (Figure 3.22) may already have a considerable effect
on mean δ18O values in the KCI ice core. As pointed out in chapter 2, this is especially
relevant with respect to the weak long-term isotope variability. Due to the upstream in-
crease in accumulation, the effect on δ18O would be opposite at KCI compared to KCS
and might contribute to the large δ18O-trend observed for KCI and the past 100 a BP.
3.6 Summary and critical assessment
Combining multi-core chronologies with GPR-based IRH-mapping and adapted simple
flow modelling resulted in the first comprehensive picture regarding isochrone layer-
ing within the drilling area at Colle Gnifetti. Although restricted to approximately the
upper half of the glacier thickness, detailed insights could be obtained to what extent
coherence between the ice core chronologies may be expected with respect to the spa-
tial distribution of accumulation rate and annual layer thickness, respectively. Tracking
of GPR-IRHs between the respective drilling sites showed pairwise consistent ice core
datings up to ≈ 80 a BP. Linking GPR-IRHs to a closed course pointed towards an
inter-core age coherence, however restricted to 50 a BP. This limitation could be over-
come by performing all measurements during one field campaign, which would allow
to track IRHs of the same physical origin in a close course. In the present study, the co-
herence assessment was supplemented with the flow model application for calculating
englacial isochrone surfaces within the drilling area. As the model itself has no imme-
diately useful absolute dating abilities, the absolute ages of the isochrone surfaces have
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to be determined from the ice core datings. Thereby, the comparison of all four datings
indicated reasonable age coherency at least within the past 120 years. However, the still
substantial depth- and age-limitation remains a major issue, for which three main causes
are identified:
• Missing internal GPR-reflections below the firn-ice transition. At present, this
phenomenon is still not fully understood (section 3.7 below) which complicates
the potential development of a dedicated technical solution.
• Rapidly increasing model uncertainty, which is not clearly predictable at larger
depth.
• The lack of useful ice core age information in the bottom core sections, as well as
of unambiguous tie points.
Naturally, this situation calls for improvements, and to continue the promising approach
developed here at greater depths. A dedicated technical solution would comprise addi-
tional sophisticated GPR deployment, e.g. by means of increasing the signal-to-noise
ratio in CO-profiles using high horizontal resolution while stacking a large number shots
(> 100). Moreover, additional information may be obtained using broadband (stepped
frequency or FMCW) or even more sophisticated, synthetic aperture radar (pers. com-
munication O.Eisen). As these approaches are very time-consuming, they were not
deployed so far in field campaigns mainly dedicated to obtaining extended spatial cov-
erage.
Aiming at greater depths, the help provided by flow models is limited as they certainly
become most deficient close to bedrock, since, as a matter of principle, unable to ade-
quately represent the large spatio-temporal variability at CG. Regarding the simple 2.5-
dimensional model used in the present study, the kinematic condition demands bedrock-
parallel ice flow, whereas the model only considers a 1-dimensional bedrock gradient.
While this shortcoming cannot be overcome when avoiding full 3D flow modeling (most
likely equally deficient close to bedrock), the existing model could be further improved
by using a modified flow law accounting for the deformational behaviour of the large
firn fraction. Extended investigations into the flow law of firn were conducted by Lüthi
[2000]. In a first order parametrization, the flow law exponent in the flow model used
here could be changed from 3 to 1.5. Values close to 1.5 were found most suitable for a
firn-ice combination by Wagner [1996] and for parametrizing the vertical velocity pro-
file at KCI [Bohleber, 2008]. As a consequence of the depth limits imposed on the use
of flow models and GPR to provide reliable age estimates at larger depth, further age
information must come from ice cores.
For this purpose, observational constraints provided by sophisticated dating methods
seem most promising. Although potentially influenced by production and reservoir ef-
fects, radiocarbon dating of particulate carbon has been used for constraining the age of
the lowermost ice at CG [May, 2009; Jenk et al., 2009]. However, this method seems
not feasible to provide age information over the last millennium or so. Regarding this
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dating gap, complementary information might be provided by investigating 10Be vari-
ability (reflecting a precisely dated production signal known from 14C-tree-ring records)
and, potentially, by 39Ar-dating performed with atomic trap analysis.
As no absolute dated horizons are provided by the above methods, an adequate strategy
is to construct an improved local age–depth relation based on all available age informa-
tion and associated uncertainties. As these extended chronologies are models in itself,
the combination with the adapted flow model presented in this study would be of mutual
benefit as to:
1. Further validate and constrain the flow model to observational age information
from ice cores at intermediate and larger depths.
2. If 1. is successful, the model-derived isochrones could provide a tentative map of
the three dimensional distribution for much older ice layers at CG.
3. Even the improved ice core chronology can not be expected as precise enough
to identify volcanic horizons, and thus absolute age markers. Further validation
might be obtained if two ice cores with improved chronologies exist. Here, an op-
portunity for matching is provided by 2., connected to some (undated) outstanding
feature in the ice core profiles, thus substituting for the missing IRHs.
In conclusion, the combined approach (GPR, flow model and ice core chronologies)
developed in the present study seems feasible to further contribute to the complex task
of investigating the age-distribution at deeper layers of Colle Gnifetti. To this end,
additional observational age-constraints are called for from sophisticated radiometric
methods.
The application of the combined approach to other drilling sites requires at least the
presence of a single dated ice core as well as a reasonably dense spatial coverage by
GPR-profiles. Naturally, the number of ice cores and GPR-profiles necessary for a
successful application depends on the complexity of the site, i.e. regarding scale and
sampling trait. Small-scale high alpine drilling sites might profit from an investigation
on the internal age-distribution with the combined approach presented here, e.g. Illimani
glacier in the Andes [Knüsel et al., 2003] and Belukha glacier in the Himalayan [Fujita
et al., 2004; Aizen et al., 2005]. Dating ice cores over a few hundred years is typically
regarded as less of a challenge for larger ice-bodies, such as ice caps in the Arctic [Fisher
et al., 1998] and at lower latitudes [Thompson et al., 1993]. In this context, the spatial
extrapolation of ice properties other than age might appear more interesting, for which
the combined approach may be readily adapted. This especially concerns changing
physicochemical properties associated with GPR-IRHs.
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3.7 Internal GPR–reflections investigated with
borehole radar and physical ice core
properties
Evidently, the evaluation of ice core records at Colle Gnifetti (and comparable sites)
would greatly benefit from the detection of IRHs by GPR at greater depths. Inter-
estingly, a similar phenomenon of an “echo-free zone” (EFZ) is also observed in the
lowermost parts of the polar ice-sheets, due to ice-flow induced layer disturbances, as
pointed out by Drews et al. [2009]. However, the EFZ at Colle Gnifetti is of different
origin, not least for the fact that layer disturbances are not observed where IRHs vanish
(at much smaller relative depths already). As outlined in section 3.2, the disappearance
of IRHs roughly coincides with the firn-ice transition. Although in the focus of ongoing
research, direct evidence for changes in crystal orientation fabric (COF) have not been
observed at CG so far. Thus, acidity variations are left as the prime reflection mecha-
nism beyond the firn-ice transition. Eisen et al. [2003a] put forward that the chemical
composition of the ice changes from acidic to slightly alkaline prior to 1950 AD (see
Figure 4 in Eisen et al. [2003a]) and that pronounced acidity peaks were hardly detected
below. For the CG ice cores, the annual layer thickness below the firn-ice transition is
typically in the order of a few centimeters only [Bohleber, 2008] which further reduces
the strength of dielectric contrast of a potential acidity horizon (of volcanic origin). Al-
together, the disappearance of strong density variations seem to coincide at a critical
depth with the presence of an alkaline background and small annual layers. The result
is a distinct decrease in overall reflection coefficient and hence in the amount of energy
reflected to the surface.
In order to investigate the influence of changes in density and acidity as well as an-
nual layer thickness on the GPR return signal, Eisen et al. [2003a] suggested forward
modeling of radargrams from dielectric profiling (DEP) data [Eisen et al., 2003b]. Un-
fortunately, no DEP data were obtained from the Colle Gnifetti ice cores at that time.
In 2010, Jepsen [2010] performed DEP measurements on the firn core KCO, which was
drilled 2 m from KCI. In applying a basic forward model to the DEP-data a number of
distinct reflections of a GPR-CO profile could be reproduced, however without a de-
tailed interpretation on their physical origin. Unfortunately, the study remained also
restricted to the firn zone since the KCO core only covers the upper 26 m.
Although hypotheses for explaining the depth limitation of IRHs at CG are at hand,
the present data seems insufficient to unambiguously decide against or in favour of a
specific explanation. With respect to the exceptional density of sub-surface information
from firn- and ice cores as well as geophysical measurements, including GPR as well as
seismics [Diez, 2010; Hoelzle et al., 2011] the KCI drilling site seems most feasible for
a dedicated investigation. Making an attempt to contribute to this ongoing research, the
approach of the present study was twofold:
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Figure 3.23: Antenna setups used for vertical radar profiling (VRP, left side) and bore-
hole tomography (BT, center). On the right: Different antennae configuration for the
two BT profiles. For VRP, receiver (Rx) and transmitter (Tx) were lowered into the
borehole together, supported by the cable connection to the control unit (CU). For BT,
only Tx was lowered into the hole with Rx kept on the surface. Also shown are two
typical ray paths for each profile: Direct wave (red) and reflection (blue).
• In an attempt to deploy a GPR-antenna to the depth-intervals where surface-based
GPR fails to supply unambiguous information, the still open KCI-borehole was
used to perform a pilot study in borehole radar at CG. Borehole radar surveys
have been used for the direct measurement of the propagation velocity of the radar
signal in ice caps [Robin, 1975; Jezek and Roeloffs, 1983] and temperate glaciers
[Murray et al., 2000]. Depth-dependent velocity profiles obtained by borehole
radar at KCI, could be investigated for differences between depth-regions with
and without IRHs.
• Additionally, the ice core data of density and acidity obtained from KCI are con-
sidered for comparison with local GPR-CO traces. Using the GPR-CO profiles,
physical ice properties are compared to distinct IRHs and especially to the lack
thereof.
3.7.1 Borehole radar
The top of the KCI-borehole drilled in 2005 was excavated in another field study in
2007. A casing was installed in order to keep the borehole accessible for further studies.
During the field campaign in summer 2010, which was primarily focused on performing
seismic measurements at CG, a pilot study in borehole radar was carried out at the KCI
borehole. Two 250 MHz borehole antennas were deployed in two different setups as
shown in Figure 3.23.
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Figure 3.24: Exemplary radargram from vertical radar profiling at KCI. Trace 1 corre-
sponds to Tx and Rx outside of the borehole, which were subsequently lowered down
to bedrock at trace 56. Note the distinct reflector between trace 20 and 37, around
400− 500 ns.
Vertical radar profiling (VRP)
In order to investigate changes in propagation velocity with depth, transmitter (Tx)
and receiver (Rx) were lowered into the borehole together. For this purpose, Tx and
Rx were joined together by a rigid connector. Lengths of Tx, Rx and the connec-
tor were 1.26, 1.23 and 0.5 m, respectively. Measured from the center of the dipole
marked on each antenna as 0.35 m from its top end, the fixed separation of Tx and Rx
was ∆x = 1.73 m. Measurements were triggered manually at 1 m intervals with the
depth-reference point for the recorded measurements set at half the distance between
the dipoles, which corresponds to a depth of 1.2 m measured from the top end of Rx
(Figure 3.23). A reference measurement was made with the Tx–Rx assembly outside
the hole. The 3 m long Tx–Rx assembly could be lowered 56 m into the hole, measured
from the very top end of the antenna assembly. A second profile was recorded in 1 m
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Figure 3.25: Direct wave in vertical radar profiling from figure 3.24. Trace 1 corre-
sponds to the antennae at the surface, trace 56 to the very bottom of the borehole. The
vertical axis designates the TWT from Tx to Rx. For further analysis the first maximum
of each trace was picked. Note the offset between trace 51 and 52, where measurements
were paused for 10 minutes due to a technical problem.
steps while pulling the antennae from the bottom of the hole upwards. An exemplary
radargram from vertical radar profiling at KCI is shown in Figure 3.24.
A vertical profile of propagation velocity v = ∆x/∆t is obtained from evaluating the
depth-variations in travel-time ∆t needed by the direct wave from Tx to Rx. A detailed
picture of the direct wave of the profile shown in Figure 3.24 is given in Figure 3.25.
At trace 51 measurements had to be stopped for 10 minutes due to a technical problem
before they were continued at trace 52. Note in Figure 3.25 that this delay produced
a distinct offset between trace 51 and 52. Evidently, this offset does not go back to a
sharp change in ice properties (it is missing in the complementary profile pulling the an-
tennae upwards, shown in the appendix B.2) and thus indicates a drift in measurement
equipment. In the direct wave signal, this drift is superimposed on effects of vertical
variations in propagation velocity. Hence, a correction was necessary but proved to be
a challenge. In a first order consideration, the drift was assumed as linear in time with a
gradient of 2 ns per 10 minutes, obtained from the offset between trace 51 and 52. An
according slope was subtracted from the direct wave (pers. communication M. Eidner,
boratec, Weimar). Then, the first maximum of each trace was picked and converted
into absolute travel time in ns via the reference measurement in air and assuming the
propagation velocity in air to be vair = 0.3 m/ns and with known antennae separation of
1.73 m. Thereby, a vertical profile of potential propagation velocity was obtained. Fig-
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Figure 3.26: Vertical profile
of propagation velocity derived
from VRP at KCI. Results
from lowering the antennae into
the borehole (bottom plot) are
shown in comparison to the
KCI density data (top plot,
black), subsampled to 1 m res-
olution (red). Density values
were converted into propagation
velocity using equation (3.2).
Note that the absolute velocities
from VRP appear systematically
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ure 3.26 shows the comparison with KCI density data with the following main results:
• The absolute velocity values from VRP appear as systematically higher than typ-
ical values for firn and ice, e.g. compare 0.22− 0.17 m/ns obtained with densities
from 0.4 to 0.9 g/cm3 and equation (3.2). Due to the substantial air-gap between
antennae and the wall of the borehole, this offset most likely results from a con-
tribution by the direct wave also travelling through the air-filled borehole with a
larger speed.
• The general trend in the velocity-depth profile is not as expected from the KCI-
density profile (note the additional axis for velocity in Figure 3.26). As density
and propagation velocity are in an inverse relationship (cf. equation (3.2)), a
substantial decrease in velocity is expected up to the firn-ice transition between
25–30 m depth at KCI. Below, density is approximately constant, which should
thus also be expected of velocity.
In spite of this discrepancy regarding general trend and absolute values, the relative vari-
ations in velocity could still contain relevant information. The comparison with density,
also subsampled to 1 m resolution in Figure 3.26 shows no clear signs of the expected
inverse relation. No direct information regarding vertical changes in ice properties could
be obtained from the VRP-profiles at this stage, which is probably due to the following
shortcomings:
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KCI
crevasse
Figure 3.27: Ice-cliff at Colle
Gnifetti as seen from a heli-
copter. Note the KCI drilling
site as well as a large crevasse
in front of the ice-cliff.
• Residual drift effects may hamper the detection of small variations in veloc-
ity which are expected from actual changes in physical ice properties. Den-
sity anomalies averaged over the antennae separation of 1.73 m are expected
to change the measured velocity by less than 0.02 m/ns.
• Potentially large, but hard to estimate variations in velocity potentially stem from
relative shifts of the antennae with respect to the borehole-wall. This shifts are
especially expected towards the lower depth, where the borehole is most likely
inclined.
The VRP-profile was further investigated with respect to the distinct borehole-parallel
reflector (Figure 3.24). Note how the reflector can only be detected unambiguously in
the middle section roughly between trace 20 and 37. Above trace 20 and below trace
37, a large amount of noise is present in the radargram. In the upper section, these
reflections could stem from the same origins that produce the distinct lateral IRHs in
the GPR-CO profiles. The noise in the lower section might partially go back to a silty
layer above bedrock, but could also be a setup-related artefact, potentially due to cable-
elongation (pers. communication M. Eidner, boratec, Weimar).
From calculating the travel-time difference between the direct wave and the reflector, its
distance from the borehole can be estimated using the velocity-depth profile based on
the KCI density data. This gave a distance between 41 − 42 m. A potential origin for
this reflector is the vertical ice-air interface at the ice-cliff close to the KCI drilling site
(Figure 3.27). However, a rough estimate indicated the ice-cliff to be at least 80−100 m
distance from KCI. Alternatively, the reflector could also stem from an air-filled crevasse
(known to occur close to the ice-cliff, Figure 3.27) or even a comparatively thin crack.
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Borehole tomography (BT)
For the borehole tomography (BT) setup, only Tx was lowered into the hole with Rx
kept lying on the surface pointing eastwards and located about 5 m from the hole. Data
from this setup will be referred to as profile “BT1”. After lowering Tx to the very
bottom, Rx was moved from 5 m distance in eastern direction from the borehole to a
location in 5 m distance in southern direction and rotated by 90◦. Then, Tx was pulled
upwards for the second half of the profile. Data from this setup will be referred to as
profile “BT2” (see Figure 3.23). Traces were again recorded at 1 m intervals at equal
depths for BT1 and BT2. Note that in earlier borehole-radar studies [Robin, 1975; Mur-
ray et al., 2000], the term “vertical radar profiling” mainly referred to this measurement
setup, with one antenna kept on the surface. For a nonambiguous terminology, here this
setup is referred to as borehole tomography.
Figure 3.28 shows the BT-radargram (an alternative “variable density” plot is shown in
the appendix B.2). The first half of the profile down to trace 66 shows profile BT1, the
second half BT2. Note the signal from the direct raypath Tx-Rx with increasing travel-
time with increasing depth, the so-called “down going wave” [Yilmaz, 2001]. For the
raypath from Tx-bedrock-Rx, the overall distance and thus the travel time decreases
with lowering Tx producing an arched “upcoming wave” (cf. raypath in Figure 3.23).
Obviously, these effects are opposite in the second half of the profile with Tx moved
upwards, which leads to the observed “V”-structure of the direct raypath and the hy-
perbolic shape of the bedrock-reflection. In the lower region of the radargram shown
in Figure 3.28, the signal of the direct wave appears much weaker in BT1 compared to
BT2. The upper 26 meter of the radargram are missing due to a wrongly placed time-
window during data recording. Unfortunately, this restriction hampered the envisaged
comparison of propagation characteristics between the upper IRH-zone and the lower
glacier parts. Consequently focused solely on the ice part, data evaluation was aimed at
calculating an interval velocity profile and estimating the total ice-thickness at KCI.
Calculation of interval velocities: From the direct wave signal, an interval velocity
profile can be obtained for the BT-setup [Murray et al., 2000]. For each trace, the first
maximum of the direct wave was picked and travel distances between Tx and Rx were
calculated including the horizontal offset of Rx. From the difference in travel times ∆t
and travel distance ∆s for each pair of neighbouring traces, interval velocities vint = ∆s∆t
were calculated for each depth interval. The resulting profile of vint is shown in Fig-
ure 3.29. Data from BT1 (grey) are found in overall agreement with BT2. However,
both datasets feature a considerable amount of scatter, probably due to the uncertainty
in picking the direct wave signal. Most likely, the data scattering among 4–5 different
values (Figure 3.29) indicates an influence of limited resolution associated with the re-
spective sampling rate during data recording. This resolution limit was estimated to be
of substantial influence: With 2048 samples, a time window of≈ 800 ns and ∆s ≈ 1 m,
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Figure 3.29: Interval velocity
profile at KCI derived from
borehole tomography. Veloc-
ities from profile BT1 (lower-
ing Tx) are shown in grey, from
BT2 (raising Tx) in black. For
BT1, no precise data could be
obtained for the lowermost parts
due to weak signal amplitude.
Note the resolution limit re-
lated to sampling rate in data
recording.
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the uncertainty in vint due to limited resolution is expected to be ∆vint ≈ 0.014 m/ns.
Note how nevertheless a slight systematic decrease in velocity seems to be present be-
tween 24 and 30 m, potentially the very end of the firn densification. Below the firn-
ice transition, the velocity appears constant within uncertainty, with a mean value of
(0.18 ± 0.02) m/ns. This value is higher, than the value of ≈ 0.17 m/ns, which would
be expected based on the KCI density data and equation (3.2), although both values
agree within the respective uncertainty. The estimated errors are similar to uncertainties
reported by Murray et al. [2000], who report the largest error component to be a result
of borehole-inclination, which is most likely also the case at KCI.
Estimation of basal ice thickness: The retrieval of the bottommost, oldest ice was an
important objective drilling the KCI ice core. However, in 2005 drilling was stopped
due to a gravel stone inside the ice before clear signs of ultimate proximity to bedrock
were detected, such as a silt-layer found in CC and KCS cores. Hence, remaining basal
ice is expected and envisaged to be retrieved while the borehole is still open. However,
the distance to bedrock and thus the amount of ice remained inadequately known due to
the large uncertainty in ice thickness estimation using GPR-CO profiles (section 3.3.1).
Here, new information can be obtained from the BT-survey.
As the first 6 traces were recorded as a test on the surface, 60 traces could be recorded
at 1 m intervals inside the borehole. Adding 1.26 m length of Tx measured from the
depth-reference point, this results in an estimated borehole-depth of 61.26 m, which is
close to the depth logged for the KCI core of 61.58 m9.
A first estimation of the distance to bedrock can be obtained from the difference ∆t =
tbed − tdw ≈ 27 ns between the travel-time of the direct wave Tx-Rx, and the respective
bedrock reflection at the lowermost point (trace 66) (tdw and tbed, respectively). tdw and
9Note that from the VRP measurements, a smaller depth is estimated: 54 traces inside the borehole plus
3 m antenna length yield 57 m. An already steep borehole inclination would account for the fact that
the longer antenna-assembly got stuck earlier and could not be lowered further.
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tbed were picked at their lowermost and uppermost reflection, as to obtain a minimal
estimation. Using vice ≈ 0.17 m/ns, the distance from the dipole of Tx to bedrock s′ can
be estimated as:
s′ =
1
2
· vice ·∆t ≈ 2.30 m .
Note that in this estimation, the 5 m horizontal distance of Rx on the surface has been
neglected. The factor 1
2
considers the fact that tbed stems from a reflection, not from the
direct wave. Additionally considering that the dipole of Tx is positioned 0.91 m above
its lower end, one arrives at a distance s between the bottom of the antenna (and thus
presumably the borehole) and bedrock:
s ≈ 0.48 m ,
indicating that there are at least ca. 50 cm of basal ice remaining in the KCI borehole.
With a deeper, but more distinct bedrock reflection signal picked, ∆t = tbed − tdw ≈
40 ns results in s ≈ 1.58 m, giving a rough estimate of the maximum amount of re-
maining basal ice.
Qualitative indication from BT for vertical changes in COF: As can be seen from
Figure 3.28, the signal amplitude of the direct wave below ≈ trace 52 is clearly reduced
in BT1 compared to BT2. Tx is located at the same position in the borehole for the
respective traces, hence this difference should be associated with the different position
of Rx relative to Tx. The change in position of Rx comprises a different location and
a 90◦ rotation (cf. Figure 3.23). By this means, Rx was always pointing towards the
borehole, resulting in the dipole radiation characteristics of Tx and Rx located in the
same plane for both profiles. Changes in transmission characteristics going back to the
different location of Rx on the surface would affect the direct wave signal across the
entire depth range, which is not observed. Hence, the detected difference should be
regarded as an effect of changing the orientation of Rx, thus indicating an dependency
of the directional characteristics of the electromagnetic wave in the lowermost ice parts.
Due to its crystalline structure, the dielectric properties of a pure mono crystal of ice
are not isotropic (for more details, see section 4.2.2). Since glaciers mainly comprise
polycrystalline ice with a large number of randomly oriented ice crystals, an isotropic
response to electromagnetic radiation should be expected. However, as mentioned in
the introduction, internal deformation processes lead anisotropic crystal orientation in
the lowermost sections of polar ice sheets. The ice at Colle Gnifetti may experience a
similar effect as it is frozen to bedrock [Haeberli and Funk, 1991; Hoelzle et al., 2011]
(thus subject to high stresses) and of reasonable old age to provide for a reorientation of
ice crystals. With respect to the direction of ice flow at KCI, Rx was perpendicular for
BT1 and parallel for BT2, respectively. However, the interpretation of the BT-radargram
suggested here can only be regarded as a first hint for potential anisotropic COF in the
lowermost parts of CG. Investigations on COF are planned using an automated fabric
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analyzer on selected remnant parts of the KCI ice core (pers. communication S. Kipfs-
tuhl, AWI). The qualitative indication for potential changes in COF from the BT survey
may be of use for selecting respective ice core samples.
3.7.2 Physical properties in KCI versus internal reflections in
GPR
In an alternative approach, data obtained from density and electrical conductivity mea-
surements (ECM) on the KCI ice core were compared to the local signature of the
flow line parallel GPR CO-profile (Figure 3.30). The ECM method has been developed
the obtain acidity profiles directly from polar ice cores to identify acidity peaks from
volcanic eruptions [Hammer et al., 1980]. However, ECM signals are known to fade
away below a critical alkalinity level, cf. Greenland ice core data during the last glacial
[Taylor et al., 1993]. Within the Holocene, the ECM-acidity peaks have been shown to
correlate with GPR reflections [Hempel et al., 2000]. ECM measurements on the KCI
ice core comprised the upper 37 m only, performed identically to the recordings of KCH
and KCS [Scholze, 1998]. The ECM variability seen at CG is much different from polar
ice cores. While minimum levels go back to alkaline mineral dust peaks, the origin of
high levels is twofold, as they may indicate (i) very clean conditions in the pre-industrial
era, or volcanic horizons during that era or (ii) acid deposition after 1950 AD not dis-
turbed by mineral dust inputs. Consequently, the ECM signal cannot be immediately
related to signals of volcanic eruptions, but may nevertheless indicate acidity anomalies
above the pre-industrial alkaline background at CG. Hence, in deploying ECM and den-
sity datasets, profiles of the two main physical ice properties associated with IRHs are
compared to the local GPR signal, as shown in Figure 3.30.
The following datasets were compiled for comparison, shown in plots numbered with
(1)-(5): For plot (1), 40 traces around the KCI drilling site were subsampled out of the
KCI flow line parallel upstream GPR profile (the black dashed line in Figure 3.9). With
a trace spacing of 0.2 m, this corresponds to a horizontal distance of 8 m. A single trace
was picked roughly corresponding to the location of the KCI drilling site (2). Note that
due to the presence of inclined reflectors, stacking traces may not lead to the desired
enhancement in signal-to-noise ratio, but average out relevant information on the IRHs.
The mean of the 40 traces was calculated and also used for comparison, but provided no
additional insights and hence is not shown in Figure 3.30. The amplitude of the single
trace was normalized to its maximum value of the direct wave, the “signal” thus being:
signal =
amplitude
max(amplitude)
Since more representative for the actual energy reflected to the surface, the squared
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amplitude of the normalized single trace is also considered (3). In a comparison with
a single trace from the GPR-profile at KCI transversal to the slope (see appendix B.2)
all major features in Figure 3.30 (discussed below) were present in the traces of both
profiles, although differing in relative amplitude.
Regarding ECM (4) and density (5) data, the offset in surface of≈ 1.6 m (obtained from
field measurements) between 2005 (drilling of KCI) and 2008 (GPR measurements) had
to be taken into account using equation (3.10).
For the discussion of the comparison, certain regions of interest have been marked with
grey bands and labeled with letters A-E:
Region A shows a number of large peaks in (4) and (5). Large ECM-peaks continue
below A down to ≈ 14.5 m, corresponding to ca. 1950 AD. A distinct peak
appears in (3), although not clearly coherent laterally throughout (1).
Region B is characterized by a pronounced and wide peak in (4) and a more narrow
peak in (5). These ice core anomalies correspond to the onset of an IRH in (1-3).
Region C features the deepest continuously traceable IRH in (1-3). Density has almost
reached the firn-ice transition and remains somewhat similar to adjacent sections.
However, a number of ECM peaks are present in (4).
Region D is just beyond the firn-ice transition. Although coinciding with GPR-peaks
for A-C, ECM peaks at depth below the firn-ice transition do not find a respective
counterpart in (1-3).
Region E marks the onset of a number anomalies in (3) between 40 and 50 m. Below
50 m, influence from bedrock-reflection is present. It seems worth noting that
the uppermost anomaly, somewhat coincides with the by far largest sulphate peak
detected in KCI, located roughly at (41.1–41.2) m below the 2008 surface. This
large sulphate anomaly is expected to be of volcanic origin, since a respective
equal peak in calcium (indicating mineral dust) is absent. The sulphate concen-
tration reaches ≈ 2.5 ppm causing a meltwater conductivity of ≈ 7µS/cm, which
is above the typical background of meltwater conductivity by a factor of 5 [Bohle-
ber, 2008]. In spite of this outstanding event in the ice core record, however, no
coherent signal is seen in (1).
The largest GPR-reflector (region B in Figure 3.30) is observed in the slope-parallel
as well as transversal GPR-profile and coincides with a wide density anomaly in KCI.
Interestingly, this density anomaly is missing in KCO, located in 2 m distance, which
indicates a substantial spatial variability in such anomalies. KCO also features a nar-
row but large peak in DEP-conductivity, which corresponds with the ECM-peak in KCI
around 14 m. Below ≈ 14.5 m or 1950 AD, the ECM-baseline is much lower, corre-
sponding to the alkaline background lacking the recent acid deposition. In this region,
somewhat smaller but distinct ECM-peaks still appear frequently over broad depth in-
tervals, as in (D). This pattern is seen in the KCS-ECM profile throughout pre-industrial
depths and can thus be expected to continue at KCI also below 37 m. However, no match
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for the pronounced ECM-peaks ((D) and below) could be detected in the GPR-signal.
3.7.3 Critical assessment and future perspective
The results from the pilot study in borehole-radar motivate further effort to retrieve the
remaining basal ice at KCI, and to investigate the crystal orientation fabric of the KCI
ice core. The findings of the borehole tomography survey may serve as a reference
not only for the ice core investigations but also for further evaluation of internal re-
flections found in seismic measurements [Diez, 2010]. While the VRP-setup appears
limited regarding its uncertainties, especially from the unknown antenna position in-
side the borehole, the borehole tomography array seems promising to obtain velocity
information with depth. In contrast to uncertainties associated with potential borehole
inclination, the substantial resolution limit in vint could be further reduced by interpo-
lating the recorded data as to facilitate a more precise detection of the first maximum of
the direct wave. A computation of a mean velocity over increasing depth intervals from
a certain starting point (e.g. the uppermost) seems also interesting, as to investigate the
resulting average velocity for trends. Obtaining a complete depth-profile including the
firn part would require a new BT-measurement, where special care should be assigned
to high resolution data recording and a proper time window. A continuous recording
of data while steadily lowering the antenna inside the borehole at constant speed may
supplement measurements at discrete intervals for better spatial resolution.
The comparison of physical ice properties with local GPR-traces clearly demonstrates
the different frequency structures in both data sets. This is especially evident in com-
parison with the ECM-data. The CG ECM profiles feature a large abundance of distinct
peaks occurring at high frequency, which can not be resolved by GPR, dedicated to
the decimeter-to-meter scale, depending on frequency [Navarro and Eisen, 2009]. In
this respect, the better correspondence of GPR reflector with ECM-data from polar ice
cores comes as no surprise, since in polar cores, large ECM anomalies are distinctly
separated by several meters over large depth intervals [Hempel et al., 2000]. Moreover,
the comparison of density profiles from the KCI and KCO ice cores drilled 2 m apart
reveals a pronounced spatial variability introducing additional noise and further reduc-
ing the dielectric contrast seen by GPR. While GPR with a lower frequency features a
larger penetration depth but also a greater spatial averaging by the respective wavelet,
the above mentioned fundamental shortcomings do also apply, and a similar IRH-free
zone was observed accordingly by Böhlert [2005].
Based on dielectric ice core profiles, GPR and ice core properties could be compared
more adequately by means of forward modelling of synthetic GPR traces. As men-
tioned above, DEP-measurements were performed on the firn-core KCO only. A com-
plete dielectric profile of the down-to-bedrock KCI would allow for extending forward
modelling to the entire depth range. The results would be of special interest for further
investigating the influence of acidity within the ice-part, especially the large volcanic
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signature is detected in KCI chemical impurities. For a better understanding of the
ECM signal in the CG ice cores from a dielectric perspective, a comparison with di-
electric data obtained from the same ice core appears feasible. To this end, it would be
desirable to complete ECM measurements over the entire KCI. With respect to these re-
quirements, the DEP-technique can not be readily applied, as it requires an entire cylin-
drical ice core sample, whereas for KCI, only a residual fraction of the cross-section is
available.
Although no definite explanation for the depth limitation of IRHs can be given so far,
the present survey not only indicates potential contributions by borehole GPR but also
illustrates the need for dielectric measurements, directly on ice cores and at the decime-
ter scale. Approaching the latter task with an alternative measurement technique is the
topic of the next chapter.
4 The Permittivity of Ice in the MHz-range
4.1 Introductory remarks
Precise knowledge of the dielectric properties of ice in the MHz-range is of central im-
portance for the analysis of ground-penetrating radar data from glaciers and ice sheets.
In the wide-spread use of GPR for investigating the internal structure of polar ice sheets,
identifying the physical cause of an internal reflection allows to extrapolate the respec-
tive ice property over the comparatively large spatial distances (e.g. Hempel et al.
[2000]; Matsuoka et al. [2003]; Jacobel and Welch [2005]). Within this context, the
complex valued permittivity is the essential material parameter in two ways: It depends
on physical ice properties and determines the propagation speed, reflection and attenu-
ation of radio waves in ice. Hence, the dielectric permittivity provides the fundamental
link between ice cores and GPR.
However, in the range of radio-frequencies, present knowledge on the permittivity of
ice relies on sparse data associated with large uncertainties [Fujita et al., 2000]. Thus, it
cannot be determined at this stage if the observed scatter in the sparse data stems from
experimental errors or from actual dispersion in the MHz-range. Compensating for this
uncertainty by using standard values for the wave speeds in travel-time–depth conver-
sion can lead to relative depth errors of several per cent, even when accounting for the
firn-column and temperature variations [Dowdeswell and Evans, 2004]. Consequently,
the uncertainty in permittivity alone entails a depth-uncertainty of an internal reflection
horizon (IRH) which may be in the order of several tens to hundred meters at larger
depths, thereby hampering its interpretation for the synchronisation of ice cores. Di-
electric profiling (DEP), routinely employed in polar ice core studies, nowadays allows
to account for the contribution of air inclusions in order to determine the permittivity
of pure ice only [Wilhelms, 2005]. However, the required transfer of DEP-data from
kHz- to GPR-frequencies is basically flawed by insufficient permittivity-knowledge in
the MHz-range, not least concerning its exact frequency dependence.
In this context, remedy may be provided by additional laboratory measurements on ice
encompassing the MHz-range. At MHz-frequencies, the complex permittivity of pure
ice features a very small imaginary part. Thus, the predominant role is played by the
(almost frequency-independent) real part, e.g. regarding propagation velocity. Conse-
quently, measurements should focus first on determining the real part at high accuracy.
With respect to the background of glaciological research, the envisaged setup should
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additionally allow for measuring artificial as well as natural ice samples, e.g. prepared
from a cylindrical ice core without melting.
The present part of this thesis is dedicated to approaching this task with laboratory ice
measurements using a coaxial transmission line cell originally designed for soil samples.
Accordingly, the main goal was to assess the potential of the coaxial transmission line
method for permittivity measurements on artificial and also natural ice samples. With
respect to the required high accuracy and the broad differences in dielectric character-
istics between soil and ice, a substantial refinement of the original setup was inevitable.
This task included a dedicated assessment of measurement accuracy and of the permit-
tivity calculation algorithm. The results of the setup refinement and reassessment are
presented in section 4.3 below, which is recommended to the reader generally interested
in coaxial transmission line measurements on low-loss dielectrics. The reader mainly
interested in the results and implications from measurements on artificial and natural ice
is advised to focus on sections 4.6 and 4.7, respectively.
The following section 4.2 attempts to provide a concise introduction to the topic, in-
cluding relevant basics from electromagnetic theory and ice physics, as well as a brief
overview on the present state of knowledge regarding the permittivity of ice.
4.2 A brief introduction to the permittivity of ice
4.2.1 Considerations from electromagnetic theory and ice
physics
Ice in its prevalent form on earth is a hexagonal crystal with uniaxial symmetry, often
referred to as “Ice Ih”10. In case of mono crystalline ice, its physical properties depend
on the orientation relative to the c-axis, the direction normal to the basal planes. Poly-
crystalline ice, when including a large number of randomly oriented ice crystals, can be
regarded as having bulk isotropic properties.
When subject to an external, time-varying electric field, several processes occur in an ice
sample, with their relative contribution depending on frequency (e.g. see Bogorodsky
et al. [1985]; Petrenko and Whitworth [1999]):
Atomic and electronic polarisation: The electric field leads to polarization effects
within the constituent water molecules. This comprises the distortion of electronic
as well as molecular charge distributions. The response of these mechanisms is
very rapid, which are thus independent of frequency up to ca. 1011 Hz.
Orientational polarisation: Due to the permanent dipole moment of the water mole-
cules, there will be a tendency to align the dipoles with the electric field. It is
important to note that this dielectric relaxation process essentially goes back to
10In the following, only Ice Ih is considered.
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the density and migration of defects (Bjerrum as well as ionic) within the crystal
lattice [Gränicher et al., 1957; Glen and Paren, 1975; Geil et al., 2005]. This effect
dominates the interaction of ice with an electric field below the MHz-range (see
section 4.2.2).
Conduction: The diffusion of defects also facilitates an ohmic (d.c.) and dielectric
conductivity through ice. Ohmic conduction occurs even at zero frequency.
In general, a comprehensive description of any electromagnetic phenomenon in matter
is given by the macroscopic Maxwell equations, stated here with E and H being the
electric and magnetic field, D and B the electric and magnetic flux density and ρ and J
the electric charge and flux density, respectively11 (e.g. Jackson [1962]).
∇× E = −∂B
∂t
∇ · D = ρ (4.1)
∇×H = ∂D
∂t
+ J ∇ · B = 0 (4.2)
In order to obtain a detailed solution, however, the equations in (4.1) and (4.2) need to
be supplemented by constitutive relations, which relate the (macroscopic) flux densities
to the (microscopic) effective fields. The electromagnetic properties of the material in
which the fields exist are expressed through the functional dependence of these consti-
tutive relations. In case of ice, as with many other materials, linear response can be
assumed (i.e. a linear relation between D and E). However, the dielectric properties
of an ice crystal are generally anisotropic and dispersive. Because of the latter, the
constitutive relations are conveniently formulated in the frequency-domain:
D(ω) = ε∗(ω) E(ω) (4.3)
H(ω) = µ∗(ω) B(ω) (4.4)
with angular frequency ω = 2pif . To describe effects related to conductivity σ∗ equa-
tions (4.3) and (4.4) are supplemented by Ohm’s law relating current density J and
electric field E as J = σ∗E. The dielectric permittivity ε∗ is the central parameter of
interest here, as it describes the dielectric response of the material (as ice is generally
non-magnetic, µ∗ will not be further considered here). Note that for anisotropic media,
ε∗ and σ∗ are not scalar quantities but tensors of rank 2, which is in case of the uniaxial
symmetry of ice (for a single crystal):
ε∗ =
ε∗⊥ 0 00 ε∗⊥ 0
0 0 ε∗‖
 (4.5)
11As in chapter 3, bold symbols refer to vector quantities, complex valued quantities will be marked with
a ’∗’
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where ε∗⊥ and ε
∗
‖ are the components for the electrical field vector perpendicular and
parallel to the c-axis, respectively. Note that for polycrystalline isotropic ice and wave-
lengths sufficiently larger than the size of individual crystal grains, the macroscopic
permittivity amounts to [Fujita et al., 2000]:
ε∗ =
2
3
ε∗⊥ +
1
3
ε∗‖. (4.6)
In the following, effective scalar components will be considered, the results being valid
for ε∗⊥ and ε
∗
‖ likewise. With time-harmonic electric fields E = E0exp(jωt), the per-
mittivity is generally complex12, and is usually reported as a dimensionless quantity ε∗r ,
relative to vacuum permittivity ε013:
ε∗(ω) = ε0ε∗r(ω) = ε0 (ε
′
r(ω)− jε′′r(ω)) (4.7)
with the imaginary unit j =
√−1. It is important to note that ε′r(ω) and ε′′r(ω) may
depend not only on frequency, but also on additional parameters, e.g. temperature.
The use of complex quantities is convenient as it allows to include a description of
conductivity in a generalized effective complex permittivity ε∗eff, as with Ohm’s law it
follows from Maxwells equations that:
∇×H = J + ∂D
∂t
= σ∗E + jωε∗E = jωε0(ε∗r −
jσ∗
ωε0
)E = jωε∗effE (4.8)
Note that its is basically also possible to likewise define a generalized conductivity func-
tion σ∗eff [Wagner et al., 2011]. As ice generally behaves as a dielectric, ε
∗
eff is used here
to include a separate representation for ohmic (d.c.) conductivity with σ∗ = σ ∈ R:
ε∗eff = ε0(ε
′
r − j(ε′′r +
σ
ωε0
)). (4.9)
In a general physical interpretation of ε∗eff,
• its real part, ε′eff, describes the above mentioned various molecular polarization
mechanisms, i.e. the displacement of internal charge distributions.
• the imaginary part, ε′′eff, describes dissipative losses. It is important to note that
two different physical loss-mechanisms are involved: Ohmic losses are due to
conduction currents and occur even at zero frequency. Dielectric losses, however,
require a time-dependent field, converting electromagnetic into thermal energy
due to friction involved in polarization. The relative strength of the losses is
usually expressed as the loss tangent:
tanδ = ε′′eff/ε
′
eff .
12Note that for conductivity σ∗ analogue expressions to equations (4.5), (4.6) and (4.7) can be formu-
lated, σ∗ generally also being a complex, tensorial quantity.
13the same is valid for permeability µ∗ = µ∗rµo with relative permeability µ
∗
r and permeability of vacuum
µo
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4.2.2 General ice characteristics up to GHz-frequencies
Due to the permanent dipole moment of the water molecule, the permittivity of ice is
high at very low frequencies, for which almost all dipoles are aligned with the electric
field (the so-called “static” permittivity). For very high frequencies, the apparent dipole
reorientation caused by defect migration cannot follow the electric field, and thus the
permittivity will be determined by atomic and molecular polarisation alone (the high-
frequency limit permittivity). The transition between these limits is characterised by
the “relaxation frequency”, fr, which is related to the kinetics of the defect migration.
For pure ice, fr typically lies in the low- to mid-kHz-range, dependent on temperature
and impurity concentration (e.g. see Auty and Cole [1952]; Gränicher et al. [1957]; von
Hippel et al. [1972]; Mätzler and Wegmüller [1987]). Consequently, the permittivity of
ice is dominated up to MHz-frequencies by the general relaxation behaviour character-
istic for materials with permanent dipole moment (for more details see the reviews by
Johari [1981]; Warren [1984]; Fujita et al. [2000]).
Although somewhat phenomenological with respect to the underlying mechanisms in
ice, this relaxation behaviour can be described in the frequency-domain with the Debye
model [Debye, 1929; Bogorodsky et al., 1985; Petrenko and Whitworth, 1999]:
εr(ω) = ε∞ +
εstatic − ε∞
1 + jωτ
(4.10)
with real and imaginary part:
ε′r(ω) = ε∞ +
εstatic − ε∞
1 + ω2τ 2
, ε′′r(ω) = ω τ
εstatic − ε∞
1 + ω2τ 2
(4.11)
Here, parameters (all ∈ R) are: τ = 1
2pifr
the relaxation time, fr the relaxation fre-
quency, ε∞ the relative high-frequency-limit permittivity and εstatic the relative14 static
permittivity. The Debye-model for the permittivity of ice is shown in Figure 4.1, with
a closer look at the MHz-range on its right hand side. Following the Debye-picture,
the general dielectric characteristics of ice at MHz-frequencies can be summarized as
follows:
• Above the high frequency end of the Debye-relaxation, the real part of the per-
mittivity is determined by the contribution of atomic and electronic polarisation
which remain frequency independent far into the GHz-range and thus: ε′r(ω) =
ε∞
• Beyond the Debye-relaxation (i.e. for f > fr), the imaginary part decreases
with frequency as ε′′r ∝ f−1 and becomes very small, typically around 10−2. It
reaches a minimum around 1 GHz, where it starts to rise again due to the infrared
absorption.
• Consequently, pure ice is a pronounced low-loss dielectric in the MHz-range.
14For the sake of clarity, the subscript r will be omitted for these quantities
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Figure 4.1: Debye-model of the permittivity of ice, up to 10 MHz (left) with an ad-
ditional plot covering the MHz-range (right). Real and imaginary parts are shown as
black curves, the grey dashed curve indicates the loss tangent. Typical values were used
for the Debye-parameters: 100, 3.17 and 10 kHz for εstatic, ε∞ and fr, respectively. No
d.c.-conductivity σ was considered, as it only affects the low-frequency characteristics
of ε′′r [Moore and Fujita, 1993].
4.2.3 Implications for the interaction of ice with
electromagnetic radiation
The dielectric permittivity plays a central role in describing the propagation of an GPR-
signal in ice. Due to the low-loss dielectric characteristic of ice, the (phase) propagation
speed v of the GPR-signal can be calculated as [Bogorodsky et al., 1985]:
v =
c0√
ε′r
(4.12)
where c0 denotes the speed of light in vacuum.
For non-magnetic media (like ice), complex permittivity ε∗ and complex refractive in-
dex n∗ are connected as: n∗ =
√
ε∗. Thus, the amplitude reflection coefficient R for
perpendicular incidence of the GPR-wave on a boundary between two layers of different
permittivities in the ice (denoted by indices 1 and 2, respectively) is:
R =
n∗1 − n∗2
n∗2 + n
∗
1
=
√
ε∗1 −
√
ε∗2√
ε∗2 +
√
ε∗1
(4.13)
From this expression it becomes evident that generally, a distinct change in ice permit-
tivity will cause a reflection of the GPR wave and thus an IRH. For small changes in
ε∗ due to changes in real and imaginary part, simplified expressions exist to calculate R
(and thus also the power reflection coefficient PRC = PRC(|R|2)) [Paren and Robin,
1975; Paren, 1981; Fujita and Mae, 1994]. In glaciers and ice sheets, three physical
ice properties have been identified to produce internal reflections by causing respective
changes in ε∗ (e.g. Fujita et al. [2000]):
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1. Density: Snow, firn and to some extent glacier ice, can be regarded as mixture
of the dielectric materials air and pure ice where density ρ basically renders the volume
fraction of ice. This mixture between air and ice can be treated as a two-phase compos-
ite. The effective real relative permittivity of the composite ε′c is expressed as a power
law with the permittivities ε′i of the constituent phases [Roth et al., 1990]:
ε
′α
c =
∑
i
νiε
′α
i , (4.14)
where νi is the volume fraction of phase i and α ∈ [−1, 1]. The influence of density
variations on the permittivity of firn and ice has been studied in detail theoretically and
empirically [Glen and Paren, 1975; Kovacs et al., 1995; Wilhelms, 2005]. Following
Looyenga [1965], who proposed a power law for the permittivity of heterogenous mix-
tures based on spherical inclusions, i.e. equation (4.14) with α = 1/3, firn is treated as
a mixture of ice and air [Glen and Paren, 1975]:
ε′F = ((ε
′1/3
I − ε
′1/3
A )νI + ε
′1/3
A )
3 , (4.15)
with νI being the ice volume fraction and the indices F, I, A indicating firn, ice and
air, respectively. As pointed out by Wilhelms [2005], equation (4.15) may also be used
for complex permittivities, although the direct influence of density variations on ε′′r is
negligible compared to ε′r [Fujita et al., 2000]. Kovacs et al. [1995] used equation (4.14)
with α = 0.5 to fit empirical data and derived a relation that is nowadays widely used
to describe the density-dependency of ε′r:
ε′r = (1 + 0.845
cm3
g
ρ)2 (4.16)
Note that equations (4.12) and (4.16) lead to equation (3.2) used to calculate wave
speeds in chapter 3.
2. Acidity: The permittivity of ice in presence of acidity, e.g. from snow containing
aerosols, deposited after volcanic eruptions, has been the subject of a number of semi-
empirical and theoretical investigations [von Hippel et al., 1972; Glen and Paren, 1975;
Champlin et al., 1978; Gross et al., 1978; Nagle, 1979]. Laboratory measurements of
the permittivity of acidity-doped ice have been performed at various frequencies (e.g.
Gross et al. [1978]; Fujita et al. [1992]; Moore [1993]). The doping of ice with acids
such as hydrofluoric (HF) and hydrochloric (HCl) acid results in an increase of defects
in the ice lattice. The according rise in conductivity evidently affects the imaginary part
of ε∗ (equation (4.9)). However, the real part ε′r was also found affected, and to depend
linearly on the acid concentration, with the gradient itself being frequency dependent
[Matsuoka et al., 1996, 1997a]. As pointed out by Fujita et al. [2000], the effect of acid-
ity on ε′ potentially stems from interfacial polarisation (Maxwell-Wagner-effect) and
from the presence of liquid acid-water mixture above the respective eutectic point (the
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latter was also suggested by Wolff and Paren [1984] for polar ice).
3. Dielectric anisotropy: For the imaginary part, anisotropy could only be detected up
to the high frequency Debye tail, however not at microwave frequencies [Fujita et al.,
2000]. For the real part, Matsuoka et al. [1997b] concluded from their measurements
at 1 MHz and 39 GHz that a frequency independent anisotropy ∆ε′ = ε′‖ − ε′⊥ of a
little more than 1% exists- in agreement with an earlier study at 9.7 GHz by Fujita
et al. [1993]. Fujita and Mae [1994] showed that internal reflections are possible due to
changes in crystal-orientation fabrics (COF). Recently, direct evidence for a continuous
GPR-reflector caused by changes in COF were reported by Eisen et al. [2007].
It is important to note that the reflections based on (1.) and (3.) go back to variations
in the real part in permittivity, which is allegedly constant at radio-frequencies. Conse-
quently, the amplitude of the complex reflection coefficient is independent of frequency
used for GPR. In contrast, the amplitude of reflections from (2.) stem from changes
in ε′′ and are thus basically inversely proportional to frequency. Moreover, only re-
flections from (2.) show a distinct temperature dependency. Elaborate multi-frequency
GPR-experiments aim at identifying the origin of an IRH by exploiting these differ-
ent frequency dependencies [Fujita et al., 1999; Fujita et al., 2006]. Within the context
of these sophisticated GPR-measurements, a precise knowledge of the real part in the
MHz-range becomes important, including the potential small frequency dependence of
ε′r(ω).
4.2.4 Permittivity measurements on ice in and around the
MHz-range
As mentioned above, the imaginary part ε′′r of ice is very small within the MHz-range.
As a result, precise absolute measurements of ε′′r are difficult and were not intended
within the present work. Accordingly, the following overview focuses on the real part
ε′r.
Figure 4.2 shows a compilation by Fujita et al. [2000] of the knowledge on ε′r around
the MHz-range (before this study). In the kHz-range, data on the permittivity of ice
mainly stem from dielectric profiling (DEP, see Moore and Paren [1987]; Moore et al.
[1989]; Moore [1993], Wilhelms [2000]) and other capacitive measurement techniques
on coaxial or disk-shaped ice samples [Auty and Cole, 1952; Gough, 1972; Matsuoka
et al., 1996; Fujita et al., 2000]. In the GHz-range, the permittivity of ice is typically
measured with the resonator method (e.g. by Matsuoka et al. [1997b] with an open res-
onator and by Matsuoka et al. [1997a] with a cavity resonator). Mätzler and Wegmüller
[1987] additionally used a radiometric method (at 10–100 GHz) and Fujita et al. [1993]
the standing wave method in a waveguide at 9.7 GHz. For frequencies adjacent to radio
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Figure 4.2: Compilation of available data on the permittivity of ice at MHz-frequencies.
The decrease at frequencies below 1 MHz is the high frequency end of the Debye-
dispersion (Figure 4.1). Note the distinct anisotropy of ca. 1% and the gap from 1 MHz
to ≈ 10 GHz with only sparse data without uncertainty estimates. Figure from Fujita
et al. [2000].
frequencies (i.e. 500 kHz–1 MHz and 9.7 GHz), these laboratory measurements are
typically associated with less than 1% relative uncertainty [Fujita et al., 2000].
Measuring velocities of radio waves in a borehole [Robin, 1975] or wide angle radar
measurements [Jezek et al., 1978] allow for permittivity measurements in-situ. How-
ever, these measurements in principle average over a comparatively large sample vol-
ume and the respective natural variability. Laboratory data sets are especially spare from
1 MHz to ≈10 GHz. Johari [1976] used a two-port coaxial capacitor as a dielectric cell
with an RX-meter for measurements up to 100 MHz and reports uncertainties between
0.3-2%. A similar setup was used by Johari and Charette [1975] for measurements at 35
and 60 MHz. Between 100 MHz and 1 GHz present knowledge relies on measurements
made by Westphal, which were reported in Evans [1965], however without details on
the measurements and associated uncertainties.
From these data, the high frequency end of the Debye-dispersion (cf. Figure 4.1) ap-
pears at frequencies below 1 MHz in Figure 4.2. Precise and well documented measure-
ments start again at 9.7 GHz and are found significantly lower than at 1 MHz by at least
84 4 The Permittivity of Ice in the MHz-range
0.04, indicating a small dispersion. At the present stage, it remains unclear as to what
extent the difference in ε′r between 1 MHz and 9.7 GHz can be explained solely with
the Debye-dispersion extending into the MHz-range. The distinct anisotropy of ca. 1%
has not been observed at MHz-frequencies, although precisely measured below 1 MHz
and in the GHz-range.
A valuable contribution from a new attempt at laboratory ice measurements would stem
from a technique allowing for (i) frequency-dependent measurements encompassing
the MHz-range and (ii) high accuracy for the real part (around 1%). With respect to
envisaged later application of this technique in glaciological research, additional re-
quirements arise from the need to not only measure pure, artificial but also natural (i.e.
glacier–) ice samples: (iii) Sample volume has to be large enough and thus represen-
tative with respect to typical wavelength involved in electromagnetic remote sensing
(i.e. on the decimeter-scale). (iv) Natural ice samples (e.g. from ice cores) must not
be melted in order to preserve their unique properties regarding air-inclusions, location
of impurities in the grain-boundary network and crystal orientation. With a suitable
measurement setup, the following central questions are to be addressed:
• What is ε′r(ω) of pure ice at MHz-frequencies? Is this information consistent with
existing values, especially with the observed offset between values at 1 MHz and
9.7 GHz (cf. Figure 4.2)?
• Are there systematic differences between artificial and natural ice samples?
• What is the influence of density, acidity and crystal orientation on ε′r at MHz-
frequencies?
Specifically dedicated to addressing these questions with respect to requirements (i-iv),
the present study is aiming at investigating the potential of the coaxial transmission line
cell technique for ice measurements.
A large coaxial cell transmission line developed by Oswald [2000] was established at
the Institute of Environmental Physics (IUP) in 2005 for measurements of soil samples
and high-loss materials. From soil physical applications, coaxial transmission line cells
were introduced by Topp et al. [1980] for one port time domain reflectometry (TDR)
measurements on different soil types. In investigations by Shang et al. [1999]; Rowe
et al. [2001]; Gorriti and Slob [2005a]; Wagner et al. [2007] and Wagner et al. [2011]
two-port coaxial transmission line cells in combination with a vector network analyzer
technique were used to determine the frequency dependent complex permittivity of soils
in the MHz-range. In these soil-related studies, the focus lies on an accurate determina-
tion of dispersion and absorption of electromagnetic waves rather than the determina-
tion of low permittivities of lossless materials with high accuracy [Wagner et al., 2011].
However, as pointed out by Baker-Jarvis et al. [1990] in investigations on PTFE (Teflon)
and Folgero [1996] and Folgero [1998] on low-loss liquids, the coaxial transmission line
cells are also adequate for the determination of frequency dependent permittivity of low-
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loss materials. Fujita et al. [2000] reported the use of a coaxial transmission line cell
to investigate the influence of acidity on ε′r of ice samples between 100–600 MHz. For
zero acidity, however, their measurements resulted in ε′r between 3.0 and 3.2, and could
thus not provide additional information regarding the present state of knowledge shown
in Figure 4.2.
Consequently, the present study aimed at adapting the IUP coaxial cell transmission line
setup for measuring ε′r of ice at high accuracy. As a first step, this includes the need for
a detailed assessment of the setup’s measurement characteristics.
4.3 Coaxial Transmission Line Cell Measurements
4.3.1 The Setup
The three main parts of the coaxial setup were manufactured at the IUP comprising the
main cylindrical sample holder (length 20 cm) and two conic transition units. The inner
and outer diameter (din = 26 mm, and dout = 60 mm) yield a 50 Ω impedance for the
empty sample holder. The diameters of the conic transition units decrease accordingly
to maintain the 50 Ω impedance. The setup is connected to the two ports of an Agilent
ET 8714 vector network analyzer (NWA) via two standard 7/16–N adapters and RG 58
coaxial cables. The general principle of a permittivity measurement with this setup is
as follows:
• Inserting a dielectric material into the sample holder will change the impedance
of this transmission line segment. Consequently, the electromagnetic wave trav-
elling through the transmission line will be partially reflected at the planes where
impedance jumps occur.
• The reflection/transmission behaviour of the setup is characterised with the NWA
by measuring so-called “scattering parameters” (S-parameters). For a two-port
network (such as the present setup), S-parameters can be written as a matrix:(
b1
b2
)
=
(
S11 S12
S21 S22
)(
a1
a2
)
. (4.17)
Here, the indices 1 and 2 refer to the respective port at the NWA (Figure 4.3). The
vector a = (a1, a2) represents the electromagnetic waves incident on the sample
holder from the respective port side. Similarly, the vector b = (b1, b2) represents
the waves reflected from the sample holder to the respective port. Thus, b may be
regarded as the response of the transmission element upon electromagnetic exci-
tation by a. The scattering behaviour, and thus the response, can be characterized
by the respective S-parameters. The parameters Sii(i = 1, 2) represent reflection,
and Sij(i = 1, 2; j = 1, 2, i 6= j) transmission15, respectively (e.g. S21 character-
15If not stated otherwise, Sij will always imply i 6= j in the following.
86 4 The Permittivity of Ice in the MHz-range
Network 
Analyzer
Sample holder
1. Calibration 
& Measurement
2. Shift in reference plane
Port 1 Port 2
PC
Network Analyzer
Coaxial cell
Figure 4.3: The IUP coaxial cell setup. Left: Picture of the setup. Right: Schematic
view of the coaxial setup. The sample holder contains the dielectric probe. Each end
of the sample holder is connected to the respective port of the Agilent ET8714 Network
analyzer via a conical coaxial transition unit, a 7/16-N connector and a standard RG58
coaxial cable. After calibration, measurement and shift of reference planes, permittivity
is inferred from S-parameters by means of an optimisation algorithm.
izes the response at port 2 due to a signal at port 1). It is important to note that,
although the term “parameters” might suggest a scalar, S-parameters are actually
frequency-dependent as well as complex quantities (the electromagnetic waves,
a and b are also complex). For more details refer to a respective textbook (e.g.
Zhang and Li [2008])
• Based on the scattering parameters measured with the NWA, the frequency depen-
dent permittivity of the sample is inferred by means of an optimisation algorithm:
A modified Debye-type relaxation model is assumed and used for forward mod-
elling of S-parameters. Using a genetic optimisation routine, the Debye-model
is adjusted to minimize the difference between measured and forward modeled
S-parameters [Oswald et al., 2006]. A detailed assessment of this permittivity
computation including a comparison with alternative algorithms is given in sec-
tion 4.4.
4.3.2 Calibration and measurement
Figure 4.4 shows the individual parts of the coaxial cell setup. The inner conductor
is supported by Teflon discs. The sample holder is sealed watertight by rubber seal-
ings facilitating measurements on liquids. All parts are connected by screw treads. In
general, impedance jumps may arise at discontinuities such as connections between in-
dividual parts (which may not be exactly of 50 Ω impedance). In order to remove the
influence of the coaxial cables and the probe parts from the measured scattering param-
eters, calibration is performed on the empty cell prior to measurement. To this end, the
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Figure 4.4: Detailed view of the setup
components. The inner conductor is sup-
ported by four Teflon discs, one at each
of the smaller ends of the conical units
and one at each end of the sample holder.
The sample holder is watertight due to
rubber sealings at the inner and outer
contacts with the Teflon discs. All com-
ponents are connected via screw threads.
Figure personal communication K.Roth,
IUP, subsequently modified.
NWA supplies a 1-port calibration for reflection: Different terminations (open, short,
and 50-Ω-match of the Agilent Calibration Kit 85020E) are connected to the 7/16-N-
end behind the coaxial cell and measured. In doing so, the reflection scattering to port
1 of the empty setup is corrected. For transmission, the NWA supplies an enhanced
response option, which includes a “through” measurement, with the setup connected to
both ports. However, as a calibration from port 2 is omitted, this is not a full 2-port
calibration.
In order to still obtain a full set of S-parameters, the entire probe is disconnected from
the coaxial cables after measuring reflection S11 and transmission S21 and reconnected
in reversed orientation in order to measure S22 and S12 of the sample. To account for
potential anisotropic scattering behaviour of the cell, a separate calibration is recorded
for each direction of measurement through the probe. Reflection measurements are
recorded with the match-termination connected to the end of the probe. After calibra-
tion, it was ensured that Sii of the empty cell in-between the two coaxial cables remained
well below –20 dB, indicating that no major reflections of the setup have been left un-
accounted for by calibration. The NWA records S-Parameters between 300 kHz and
3 GHz in a linear sweep. For the subsequent application of the permittivity computation
algorithm, a pre-processing routine shifts the reference planes from the end of the probe
to the sample holder, where the actual impedance jump due to the measured dielectric
occurs (as indicated in Figure 4.3). In the following the above procedure is referred to
as the “standard measurement routine”.
4.3.3 Setup refinements
At the beginning of the present study, a number of experimental shortcomings in the
setup hampered its deployment for reliable ice measurements. Neither reproducible
measurements nor a meaningful application of the permittivity calculation algorithm
were possible at this stage. Regardless of the measured dielectric (air, water, ethanol),
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two major artefacts occurred in the S-Parameters (an example of S-Parameters disturbed
by these artefacts is shown in the appendix C.1 — for more details, see Hoppe [2009]):
• An unreasonable large artefact-peak around 1 GHz in Sii, dominant over all other
features in the spectrum.
• Time-dependent fluctuating noise, completely masking the signal in Sii and Sij
below 500 MHz.
Identifying and eventually overcoming these shortcomings was a labor-intensive, time-
consuming process which was not envisaged in the original outline of this work. Here,
the consultation with C. Schindler (University of Marburg) and especially N. Wagner
(Institute of Material Research and Testing (MFPA), Bauhaus University, Weimar) was
crucial and resulted in the following assessment and eventual refinement of the setup:
Unscrewing and reassembling the entire probe is necessary for inserting the sample
into the sample holder. This can result in a slight alteration of the contacts between
the numerous parts (cf. Figure 4.4). Since these changes have not been accounted by
the calibration, their scattering effects bias the recorded S-parameters. In the original
setup, the contact between the inner conductor and the N–7/16 adapter was flawed and
suspected to be the main reason for the above mentioned artefacts. New connector pins
were crafted to ensure faultless contacts. Moreover, all parts made of aluminium were
replaced by identical brass components, since aluminium oxide within the screw threads
can produce additional flawed contacts (pers. communication, C. Schindler). As a result
of these modifications, the S-parameter measurements improved to be very stable and
reproducible, even after unscrewing and reassembling the probe. However, between
1.5 – 2 GHz, the reproducibility was observed to become somewhat weaker (a detailed
examination of this effect is given in section 4.5 below). In a coaxial waveguide, only
the TEM-mode16 can propagate below a certain cut-off frequency in which the electric
field is directed perpendicular to the symmetry axis of the cylindrical waveguide. fcutoff
depends on the permittivity of the material and the radii of the conductors (outer radius
of inner conductor rin and inner radius of outer conductor rout) and can be estimated for
non-magnetic material as [Zhang and Li, 2008]:
fcutoff =
co
pi(rin + rout)
√
ε′r
(4.18)
For the present coaxial cell and assuming ε′r ≈ 3.17 for ice, it was estimated that
fcutoff ≈ 1.3 GHz. With respect to the envisaged high measurement accuracy and the
fact that the used permittivity calculation algorithms (see section 4.4 below) consider
TEM-mode propagation only, the measurements were focused on the frequency interval
below 1.5 GHz.
Aimed at an in-depth assessment of the refined setup’s capability for reliable S-parameter
measurements, two additional refinements were developed:
16TEM: transversal electromagnetic mode
4.3 Coaxial Transmission Line Cell Measurements 89
• To allow for routine reference measurements, a hollow Teflon cylinder was crafted
to precisely match the sample holder’s geometry. Teflon is a low-loss material
of constant permittivity of ε′r = 2 − 2.1 [Riddle et al., 2003]. The similarity
in dielectric properties compared to ice in the MHz-range make Teflon an ideal
standard with respect to the envisaged use of the setup for ice measurements. The
Teflon standard was used to check the reproducibility of our measurements and
was routinely measured after calibration.
• To obtain reference S-parameters from solving the forward problem, as well as to
study the influence of faults on the S-parameters, a dedicated forward model was
developed for the setup.
4.3.4 The forward model
The forward calculation used in the algorithm by Oswald et al. [2006] was further ex-
tended to simulate the entire setup based on a transmission-matrix approach. Figure 4.5
shows measured (grey line) and forward calculated (grey dashed line) S-parameters S11
and S12 for the Teflon standard. Note how the transmission line segment is in resonance
as reflections |S11| approaches zero at quasi-periodic intervals. A number of features in
the measured data remain unexplained by the initially used simple forward calculation:
• the damping and frequency-shift in resonance frequencies in reflection |S11| (plot
’a’ in Figure 4.5).
• the high-frequency variability (“ripples”) in transmission measurements |S21| (plot
’b’ in Figure 4.5).
• the small trends increasing with frequency for |S11| and decreasing for |S21|, re-
spectively (plots ’a’, ’b’ in Figure 4.5).
In order to obtain an at least qualitative understanding of the origin of these artefacts, the
forward calculation was extended to simulate the additional components of the assembly
(Figure 4.4) in a transmission matrix approach. Alternative to the use of S-parameters
(equation (4.17)), two-port networks may be characterized by expressing the inward (a)
and outward waves (b) at the output port (port 2) in terms of the respective waves at the
input port (port 1):(
b2
a2
)
=
(
T11 T12
T21 T22
)(
b1
a1
)
, where T =
(
T11 T12
T21 T22
)
(4.19)
is the transmission matrix (T-matrix) comprising the complex T-parameters. The con-
venient property of T-matrices is that a cascade-connected network can be described by
a single T-matrix T equal to the product of the T-matrices of all elementary segments:
T = T1 T2 . . . TN . (4.20)
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c d
Figure 4.5: Teflon scattering parameters as measured (grey line) compared to the sim-
ple (grey dashed line, [Oswald et al., 2006]) and extended forward model (black line,
present work). The complex S-parameters are plotted against frequency as absolute
value and phase in ’a’ and ’c’ for reflection |S11|, and ’b’ and ’d’ for transmission |S12|,
respectively.
Transmission matrices can be converted into S-parameters via the following relation
(for more details, see e.g. Zhang and Li [2008]):
(
S11 S12
S21 S22
)
=
1
T11
(
T21 det(T )
1 −T12
)
. (4.21)
In the forward model, each fixture component is represented by an according trans-
mission matrix of a transmission line segment Tseg, considering a potential impedance
discontinuity between the components by a transmission matrix for a transmission line
connection tcon.
Tsegp =
(
eγp lp 0
0 e−γp lp
)
, tconp→q =
1
2
√
ZqZp
(
Zq + Zp Zq − Zp
Zq − Zp Zq + Zp
)
(4.22)
with γp being the complex propagation factor of transmission line segment p andZp,q the
complex impedance of segment p and q, respectively. Transmission line theory yields
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the following general equations for γ and Z17,
γ =
√
(R′ + jωL′)(G′ + jωC ′), Z =
√
R′ + jωL′
G′ + jωC ′
, (4.23)
resistance R′, inductance L′, conductance G′ and capacitance C ′ are determined by the
geometry of the transmission line and the dielectric material properties ε∗ = ε0(ε′r−jε′′r)
and µ∗ = µ∗rµ0
18.
L′ = µ
2pi
ln( rout
rin
) C ′ = 2piε
′
rε0
ln( rout
rin
)
R′ = 1
2pi
( 1
rout
+ 1
rin
)
√
ωµσ/2 G′ = 2piln( rout
rin
)
(ε′′rε0ω + σ). (4.24)
The initially used forward calculation of Oswald et al. [2006] considers the sample
holder only (cf. Figure 4.3) and can be expressed in transmission matrix formulation
accordingly as:
Tholder = tcon1 Tsample tcon2. (4.25)
The forward calculation was extended to the setup components on the right hand side
of the sample holder (cf. Figure 4.4), including transmission matrices for the Teflon
disc Ttef, the conic coaxial connector Tcone and the 7/16-N adaptor TN and the respective
connecting matrices ti, numbered in consecutive order. Since the left hand side of the
sample holder is made up by identical components, at first only the right hand side was
considered in order to keep the introduced parameters to a minimum. The T-matrix of
the coaxial probe 19 Tprobe can thus be expressed as (going from left to right):
Tprobe = Tholder Ttef tcon3 Tcone tcon4 TN (4.26)
The transmission matrix expression for the total setup, Ttot, depends on the different
terminations used for reflection and transmission measurements via the T-matrix of the
50 Ω matched termination, Tmatch, or the connecting cable to port 2, Tcable, respectively:
Reflection: Ttot = Tprobe tcon5 Tmatch (4.27)
Transmission: Ttot = Tprobe tcon5 Tcable tcon6 (4.28)
The forward calculated transmission matrices are then converted into S-parameters via
equation (4.21). The extended forward model was deployed to qualitatively study the
17Quantities per unit length of transmission line are primed (’). With angular frequency ω = 2pif ,
imaginary unit j =
√−1 and d.c. conductivity σ.
18Here, in case of non-magnetic ice and Teflon µ∗r = µr = 1 and hence µ
∗ = µ = µ0
19In this context, the term “probe” refers to the setup components within the coaxial cell and the conical
units (see Figure 4.4), i.e. excluding the coaxial cables.
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influence of changing the propagation characteristics (γi, Zi) of the setup components
on the S-parameters. The complexity of the model was increased stepwise, starting
with lossless, 50 Ω characteristics for all components. A single impedance mismatch
at one of the setup components in the model already reproduces the observed damping
and slight shift in resonance frequencies in reflection (e.g. compare S11 in Figure 4.5).
If the coaxial cable behind the probe is assigned a nonzero length in the model, the
observed “ripples” are reproduced in the forward calculated transmission S-parameters
(e.g. compare S12 in Figure 4.5). This indicates that the “ripples” result from the lack
of a full 2-port calibration, and the fact that the second coaxial cable necessary for
transmission measurements is not completely accounted for by the standard measure-
ment routine (see section 4.3.2). An exemplary result of the forward model is shown
as the black curve in Figure 4.5, which is in good agreement with the actual measured
S-parameters (a detailed description of the model code is given in the appendix D). In
summary, although it is not possible to pinpoint the exact origin of the artefacts in the
probe components, it becomes evident from the forward model based investigation that
they are not part of the signal from the dielectric sample.
4.4 Permittivity computation from S-parameters
In order to investigate on the influence of the above mentioned artefacts on permittivity
calculation and to validate the application of the Debye-based optimisation to low-loss
materials, a comparison to other dedicated permittivity computation algorithms is called
for. Within the present thesis, a close cooperation was started with N. Wagner20 (MFPA
Weimar), whose support included providing the alternative permittivity computation
algorithms used in the following (BJI, CCPM, see below). Moreover, for additional val-
idation, measurements on Teflon and artificial ice were performed at the MFPA Weimar
using the IUP coaxial cell setup (section 4.4.2). By this means, a detailed performance
assessment of the setup and the Debye-based algorithm was obtained. The results of
this assessment are presented in the following.
4.4.1 Overview
For a brief overview on how the frequency dependent permittivity can generally be
calculated from S-parameters measured with a coaxial transmission line, the existing
techniques can be roughly divided into two categories:
20in the framework of the DFG project Wa-2112/2-1 concerning dielectric relaxation studies on fine
grained soil.
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Quasi-analytical
Quasi-analytical techniques are used to obtain the complex impedance ZS or complex
propagation factor γS of a coaxial transmission line from measured S-parameters. As
shown in Gorriti and Slob [2005c], the different approaches (assuming propagation in
TEM mode in an ideal coaxial transmission line) all lead to one of the following rela-
tions linking ZS and γS to the relative complex permittivity ε∗r of a non-magnetic sample
[Nicolson and Ross, 1970; Baker-Jarvis et al., 2004; Gorriti and Slob, 2005b; Wagner
et al., 2010]:
ε∗r =
(
Z0
ZS
)2
, ε∗r =
(
c0γS
jω
)2
, ε∗r =
c0Z0
jω
(
γS
ZS
)
. (4.29)
Herein Z0 is the characteristic impedance of the empty transmission line and c0 the
speed of light in vacuum. However, Baker-Jarvis [1990] derived equations for the de-
termination of the broadband electromagnetic material properties with coaxial trans-
mission line cells and revisited the classical quasi-analytical algorithm according to
Nicolson and Ross [1970] and Weir [1974] (NRW). On this basis, an iterative inversion
technique, called BJI, was introduced [Baker-Jarvis et al., 2004; Baker-Jarvis, 1990;
Baker-Jarvis et al., 1990]. The BJI method can be applied to all S-parameters separately
or simultaneously. The drawbacks of the BJI are the high sensitivity to uncertainties of
the cell design or used calibration as well as the necessary starting guess to ensure sta-
ble convergence. A brief overview on the computational principles of the BJI-algorithm
used within the present chapter is given in the appendix C.2.
Forward model based
These inverse modelling techniques are based on the numerical calculation of S-parame-
ters with a forward model (mostly TEM based). The model considers the used coax-
ial transmission line cell in combination with a Debye-type relaxation function [Os-
wald et al., 2006], a generalized dielectric relaxation model (GDR, [Wagner et al., 2007,
2011]) or a broadband transfer function (complex conductivity and permittivity model
(CCPM), [Börner, 2006; Wagner et al., 2007, 2011]) for the expected permittivity. The
advantage of the techniques of this category is that unrealistic results due to the cell
design or calibration can be avoided by means of stabilizing implicit boundaries (such
as by implicitly satisfying the Kramers – Kronig relations between ε′r(ω) and ε
′′
r(ω), see
e.g. Jackson [1962]). A substantial drawback is the lack of knowledge of the complex-
ity of expected relaxation processes.
The forward model based algorithm used in the present work relies on a modified
Debye-type relaxation function. Modified to include ohmic conductivity (cf. equation
(4.9)), equations (4.10) are supplemented with a separate parameter for ohmic conduc-
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tivity, σ, which contributes to the imaginary part of ε∗r(ω):
ε∗r(ω) = ε∞ +
εstatic − ε∞
1 + jωτ
− j σ
ωεo
. (4.30)
The algorithm performs a forward calculation based on equations (4.21), (4.22) – (4.25)
and (4.30). Best values for the model parameters ∞, static, fr and σ are extracted by
minimizing the difference between forward calculated and measured scattering parame-
ters using a global optimisation approach based on a genetic algorithm21. The algorithm
does not require a starting guess. Instead, physically reasonable boundaries are imposed
on the model parameters (see Oswald et al. [2006] for more details on the algorithm).
With respect to the envisaged deployment for calculating the frequency dependent per-
mittivity for ice measurements, the following fundamental difficulty arises: As outlined
in section 4.2.2, the Debye-relaxation frequency of ice is located in the lower-to-mid
kHz-range (103− 104 Hz). With the present setup, S-parameters can be measured down
to 300 kHz only. Thus only the high-frequency limit of the Debye-dispersion may be
covered, primarily described by ε∞ while the remaining parameters fr and εstatic are
most likely not fully constrained from the input-data. In this context, it remains to be
assessed to what extent the optimisation algorithm can be used for materials featuring a
non-Debye-type permittivity distribution within in the measured frequency range. For
this purpose, the genetic algorithm was tested against the alternative permittivity com-
putational methods BJI and CCPM. In the following comparison with the Debye-based
optimisation, but also for the later processing of ice S-parameters, the main focus was
on the BJI-method (the CCPM-method was used for additional validation). In doing
so, all important measurements were processed by one method of each of the above
categories, quasi-analytical and forward model based.
4.4.2 Validation of the Debye-model optimisation
The Debye-based optimisation, the BJI and CCPM methods were all applied to the same
set of S-parameters measured on the Teflon-standard. The BJI method was used con-
sidering the full set of S-parameters and additionally with the transmission parameters
Sij only. The genetic optimisation produced a large scatter in the values of fr (located
far below the measured frequency interval), and εstatic but highly stable and reproducible
values for ε∞, thereby giving a constant real part around (1.99 ±0.2). This value is
in good agreement with the mean values for ε′r (over the respective frequency range)
obtained by the other methods. A comparison of the results for ε′r is given in Table 4.1.
As a consequence of the large scatter in εstatic and fr, no precise values for the small
imaginary part of the Teflon sample can be calculated from equation (4.30).
21In the following, if not stated otherwise, the parameter σ was always found set to almost zero, as the
d.c. conductivity of the measured samples was generally very low.
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Table 4.1: Intercomparison of inversion techniques on one data set of Teflon S-
parameters. For 2), 3) and 4) mean values for ε′r over the frequency range (1 MHz -
1.5 GHz) are reported with their respective standard deviations (∆ε′r). For more details
on the uncertainty estimate of 1), see section 4.5
Algorithm ε′r ∆ε′r
1) Debye-Model based Genetic Optimisation 1.99 0.02
2) Baker-Jarvis Iterative 1.98 0.05
3) Baker-Jarvis Iterative Transmission only 1.99 0.04
4) Complex Conductivity and Permittivity Model 1.994 0.005
Influence of calibration artefacts
For frequencies below ≈ 10 MHz, measured data points are sparse due to the linear
sweep sampling of the NWA. Consequently, the BJI-result must be regarded on a ten-
tative basis only for these low frequencies, and 10 MHz were set as a lower boundary
for a definite data interpretation from the BJI-method (section 4.5). Figure 4.6 gives
an overview on the BJI-results for ε′r(ω). Shown is the mean from processing 8 sep-
arate Teflon measurements, including an indication of the typical scatter (grey curve
with dashed error curves). Also shown is the range of ε∞ obtained from processing 8
separate Teflon measurements with the Debye-based optimisation (black dashed lines).
As expected from the results shown in Table 4.1, the two methods yield almost identical
mean values of ε′r(ω) over the frequency range 10 MHz – 1.5 GHz. However, the ε
′
r(ω)-
distribution calculated with the BJI-method is not entirely constant with frequency, but
can be regarded as comprising three separate signal components:
1. A stationary mean value.
2. An oscillating pattern with a comparatively large frequency causing three distinct
local minima in the considered frequency range.
3. A high-frequency oscillation somewhat similar to the “ripples” observed in the
S-parameter input (cf. Figure 4.5).
Since Teflon is expected to exhibit a frequency-independent permittivity, signal com-
ponents 2 and 3 are suspected to be artefacts potentially caused by deficits in the cell
design and imperfect calibration. The latter has already been shown to be associated
with the “ripples” in transmission S-parameters (see section 4.3.4). The approach to
investigate the origin of signal components 2 and 3 is two-fold: (i) Eliminate the in-
fluence of imperfect calibration by using a full 2-port calibration. (ii) further deploy
the forward model to investigate the sensitivity of the permittivity reconstruction with
respect to deficits in cell design.
Regarding examination step i, supplementary measurements were performed at the
MFPA, Weimar. With an Agilent PNA E8363B network analyzer and using a full 2-
port calibration, S-parameters were recorded for the Teflon standard (and also for an
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Figure 4.6: Intercomparison of permittivity computation algorithms for eight separate
S-parameter measurements on the Teflon standard. Grey curve: Mean of ε′r from BJI
at the respective frequency. Dashed grey curves indicate ± 1 standard deviation around
the mean. Black dashed lines: Range in ε′r(ω) obtained from the Debye-based optimisa-
tion. Black curve: BJI results from S-parameters measured after full 2-port calibration
(see text). Note that permittivity computation is associated with large uncertainty for
frequencies smaller than 10 MHz, and was only performed down to 300 kHz at maxi-
mum.
artificial ice sample, section 4.7) in linear and also logarithmic frequency sweep up to
16 GHz (the respective S-parameter plots are shown in the appendix (C.3)). As ex-
pected, in this case no “ripples” were found in the transmission S-parameters, although
the damping and shift in resonance peaks remained present. To ensure comparability
to our standard measurement routine (see section 4.3.2), S-parameters up to 1.5 GHz
were considered and reference planes were shifted to the ends of the sample holder.
Then, the Debye-based optimisation and the BJI-technique were applied. For Teflon,
the genetic optimisation output for ε∞ was again (1.99 ± 0.2) and unchanged for data
from the logarithmic sweep. The BJI-technique yields a mean value for the real part of
(2.02±0.3)— the resulting ε′r(ω) is included in Figure 4.6 (black curve). The BJI-ε′r(ω)
now showed no sign of signal component 3, but still featured component 2.
Regarding examination step ii, the forward model was employed to calculate synthetic
S-parameters for a frequency independent permittivity of ε′r = 2, ε
′′
r = 0. The syn-
thetic S-parameters were then processed with the BJI-algorithm. Thereby, the effects of
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various deficits in cell design (e.g. an impedance jump) on the S-parameters and on the
respective output for ε′r(ω) from the BJI-method could be investigated. In agreement
with examination step i, it was found that an imperfect calibration (represented by non-
zero cable length in equation (4.28)) corresponds with the appearance of “ripples” in the
S-parameters as well as in the BJI-ε′r(ω). The integration of an impedance jump altered
the S-parameters (e.g. the above mentioned damping and shift in resonance peaks) and,
moreover, the oscillations (component 2) were reproduced in the BJI-ε′r(ω). More de-
tails of this investigation are shown in the appendix C.4.
In an additional attempt to investigate the link between signal components 2 and 3
and the disturbances in S-parameters, the BJI-calculated permittivity distribution was
used as input for a simple backward calculation of S-parameters using equation (4.25).
Using the BJI-ε∗r(ω) (which includes the effects of signal components 1, 2 and 3) re-
sulted in backward calculated S-parameters, featuring the disturbances “damping in
resonance peaks” and “the ripples” (section 4.3.4) to the same extent as the measured
S-parameters. Including only signal component 1, i.e. using a constant input values
(e.g. ε′r = 2, ε
′′
r = 0;) resulted in backward calculated S-parameters lacking any of
the disturbances described in section 4.3.4. Exemplary results of this investigation are
shown in the appendix C.5.
As a result of the approach made by examination steps i and ii, the components 2 and 3
are not regarded as a signal from the dielectric sample but as measurement artefacts.
Permittivity inferred from S-parameters without computational algorithms
By means of the more sophisticated NWA used at the MFPA Weimar (regarding its large
bandwidth (up to 16 GHz)) a detailed picture of the Time Domain Reflectometry (TDR)
signals was obtained for the Teflon (Figure 4.7) and ice measurements (Figure C.7 in
the appendix (C.6)). The TDR signal allows to inspect the cell assembly for impedance
discontinuities in the time domain. In Figure 4.7, in addition to the distinct reflection
of to the sample, two distinct impedance jumps can be identified, estimated from their
reflection times as most likely corresponding to the 7/16–N adapters. The TDR signals
analyzed in each direction of the coaxial cell (black and grey curves) are almost identical
showing that the cell assembly appears as almost symmetric.
Moreover, the TDR signal allows for a direct estimation of the mean permittivity
without deploying a computational algorithm. For a low-loss dielectric, ε′ is related
to the travel time ∆t between the front and rear end of the sample (see arrows in the
TDR-reflection signal in Figure 4.7) via equation (4.12), and may thus be calculated as:
ε′r = (
c0∆t
∆l
)2 (4.31)
where ∆l is the known sample length. From the Teflon TDR signal, ε′r was estimated as
(1.96 ± 0.1), in agreement with the computational algorithms. The comparatively large
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Figure 4.7: Time Domain Reflectometry (TDR) signal obtained from S-parameter mea-
surements on the Teflon standard. Measurements were performed with an Agilent PNA
E8363B network analyzer up to 16 GHz (at MFPA, Weimar). Black and dark grey
curves show the reflection signal in each direction of the coaxial cell. The light grey
curve shows the transmission signal. Indicated are the start and end of the sample in the
reflection signal. Also note the two distinct signals of impedance discontinuities.
error results from the uncertainty in detecting the front and rear end of the sample.
An additional alternative method for a direct permittivity estimation based on the S-
parameters alone was used by Gorriti and Slob [2005b]. For non-dispersive lossless
materials (ε∗r(ω) = ε
′
r) the reflections Sii become (close to) zero at periodic frequencies
fk (k=1,2,...) from which ε′r can be calculated:
ε′r = (
k c0
2fk∆l
)2 . (4.32)
In case of the Teflon standard, to which the above requirements concerning the permit-
tivity of the material should apply, ε′r was calculated by this method to be (1.95± 0.18).
The large uncertainty stems from the observed damping hampering the detection of res-
onance minima. As already discussed in section 4.3.4, the forward model indicates a
small impedance discontinuity to be responsible for the observed damping, which goes
along with a slight shift towards larger frequencies in the model. This could explain the
systematic underestimation of ε′r by this method.
Due to their large uncertainties, the two “direct” methods for estimating ε′r (TDR, equa-
tion (4.31) and resonance minima, equation (4.32)) were only used as an intial consis-
tency check for the Debye-based permittivity reconstruction algorithm.
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4.5 Performance assessment of the coaxial cell
setup
4.5.1 Reproducibility of S-parameter measurements
The TDR inspection showed no asymmetric scattering or unknown impedance discon-
tinuities. Hence, after the setup refinements discussed in section 4.3.3, no substantial
inadequacies in the cell design were detected. S-parameter measurements with the re-
fined setup proved to be very reproducible. Routine measurements of the Teflon stan-
dard showed very little scatter in the S-parameters. An overview on the respective
S-parameter plots is given in the appendix C.7. In order to further assess the repro-
ducibility, a frequency-dependent quantity representative for the relative data scatter
was calculated as:
∆Sij(ω) =
std(|Sij(ω)|)
mean(|Sij(ω)|) , (4.33)
where, in this case, the indices ij indicate reflection Sii as well as transmission Sij
measurements. Figure 4.8 shows ∆S(ω) calculated from 9 Teflon measurements that
were performed up to 3 GHz. Evidently, ∆Sii(ω) becomes large at the quasi-periodic
resonance peaks, where |Sii(ω)| values are very small. Up to 1.5 GHz the reproducibil-
ity is highest, with ∆Sii(ω) < 10−1 and ∆Sij(ω) < 10−2, respectively. Beyond 1.5
GHz, ∆S(ω) increases by up to an order of magnitude. Hence, in addition to the con-
siderations of section 4.3.3 it still seems reasonable to confine the measurements to
frequencies below 1.5 GHz to ensure the highest possible accuracy in S-parameter mea-
surements.
4.5.2 Uncertainty in permittivity estimation
The general strategy for an overall uncertainty estimation in permittivity reconstruction
is to consider the Teflon-measurements and to assign quantitative uncertainties to each
contribution of: 1) the coaxial cell, 2) the optimisation routine and 3) the sample.
Assuming the Teflon standard to be identical for all measurements, the resulting vari-
ability in calculated permittivities is a result of contribution 1) and 2). For a total of
17 measurements of the Teflon standard (up to 1.5 GHz), the Debye-based optimisation
yields a mean value for ε∞ of (2.016 ± 0.016), or ≈ 0.8% mean relative scatter and an
absolute range of 1.988-2.024. The optimisation algorithm does not produce continu-
ously distributed values for ε∞ but converges to discrete values. However, the observed
increment is small, e.g. 1.988 to 2.002. To investigate the influence of 2) separately, the
extended forward model was again employed to simulate S-parameters including the
same artefacts as in the standard measurement routine (section 4.3.4 and Figure 4.5).
As input for the model, frequency independent values of ε′r between 1 and 4 in steps
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Figure 4.8: Illustration of
the high reproducibility in
S-parameter measurements
performed on the Teflon
standard. For the absolute
values of reflection (top)
and transmission (bottom)
the standard deviation (std)
of 9 Teflon datasets was
divided by the respective
mean for each measured
frequency. Black and grey
curve indicate the two re-
spective measurements (e.g.
S11 and S22).
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of 0.1 were used. The reconstructed values for ε∞ from the genetic optimisation were
found to differ from the input values by less than 0.5%. This is not surprising regarding
the stability of the Debye-based optimisation with respect to the S-parameter distur-
bances (section 4.4.2) and also the apparent discretization in output values of ε∞.
Uncertainties from sample variations are negligible for the Teflon standard. However,
the influence of variations in sample geometry becomes important for the envisaged ice
measurements. This especially concerns the sample length, which has to be provided as
a parameter for permittivity calculation, regardless of the choice of algorithm. To inves-
tigate the sensitivity of the Debye-based optimisation on sample length, the algorithm
was applied to the same set of S-parameters while solely changing the sample length
input parameter. The Debye-parameter ε∞ was found to depend linearly on the sample
length, with a sensitivity of −(0.354 ± 0.001) per cm.
Taking all these contributions into account, an uncertainty in ε′r of around 1% appears
reasonable based on the measurements of the Teflon standard. For ice samples, a de-
tailed uncertainty estimation is given below (section 4.6).
4.5.3 Validation with reference materials
In order to further assess the setup’s capability for adequate permittivity detection, refer-
ence materials of known permittivity were measured in addition to the Teflon laboratory
standard. Air, water and ethanol were selected for this purpose. While the permittivity
of air is frequency independent, water and ethanol follow a Debye-relaxation, with their
relaxation frequency close to (water) or within (ethanol) the measured frequency range
(300 kHz – 1.5 GHz) [Kaatze, 2007; Gregory and Clarke, 2009]. A detailed comparison
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with the reference values is given in Table 4.2. In case of water and ethanol, a full set
of Debye-parameters is reported. The uncertainties for air, water and ethanol indicate
the amount of scattering in Debye-parameters (i.e. their standard deviation) observed
in multiple runs (n ≈ 10) of the optimisation routine for the same sample. The value
for Teflon is reported with the uncertainty of 1% as estimated in section 4.5.2. Param-
eters dominating the permittivity distribution within the measured frequency range can
be fitted precisely by the algorithm. In contrast, Debye-parameters relevant to ε∗r far
outside the frequency range typically show a large scatter since they are not adequately
constrained by the S-parameters. Consequently, only values which could be adequately
constrained within the measured frequency interval can be reasonably compared to ref-
erences.
For water, εstatic is close to the reference, however, outside of the estimated uncertainty.
In case of water and ethanol measurements, the standard deviation from multiple opti-
misation runs may not be appropriate to fully capture uncertainties related to the am-
bient temperature and the sample: Measurements were performed at room temperature
(≈ (23 − 25)◦C, reference values at 25◦C). However, at this stage no precise tempera-
ture control at the sample inside the coaxial cell was possible. An additional uncertainty
might stem from incomplete filling of the cell with the respective liquid, and thus a po-
tential bias by air inclusions.
The results obtained with air were extremely stable, with same values ε∞ = 0.993 for
all runs, and for different routine measurements. For measurements on air, the cell could
be used directly after calibration— hence, potential small changes in cell geometry and
contact due to sample insertion were not an issue. For Teflon, ε∞ = (2.02 ± 0.02) is
consistent with reference values between 2–2.1 reported in other studies [Riddle et al.,
2003].
4.5.4 Critical assessment and future perspective
Measurements on air and the Teflon laboratory standard showed that the Debye-model
based genetic optimisation yields reliable results also for low-loss, non-Debye type ma-
terials. For these materials, the Debye-parameter ε∞ determines the real part of the
permittivity over the measured frequency range. In case of water and ethanol, both
featuring a Debye-type permittivity distribution, the Debye-parameters determining ε∗r
mostly outside the measured frequency range feature a large scatter in optimisation out-
put, since only insufficiently constrained by measurements. This is also expected to be
the case for fr and εstatic for the envisaged ice measurements. The expected data scatter
in fr and εstatic would hamper the use of the Debye optimisation for a precise determi-
nation of ε′′r (equation (4.11)). However, with a relative uncertainty for ε
′
r estimated for
Teflon in the order of 1%, the present setup seems feasible with respect to the aim of
high accuracy measurements of ε′r on ice samples.
With respect to the observed disturbances in S-parameters, the present refined setup
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Table 4.2: Debye-parameters for the investigated reference materials obtained with the
genetic optimisation algorithm from measured S-parameters. For water, ethanol and
air, uncertainties are reported as standard deviations from multiple optimisation runs
(n≈10). Debye-parameters relevant outside the measured frequency range feature a
large scatter in optimisation output. Reference values for water, ethanol and Teflon are
from Kaatze [2007] (T = 25◦C), Gregory and Clarke [2009] and Riddle et al. [2003]
respectively.
Sample Debye-Parameter Optimisation output Reference values
water εstatic 79.7 ± 0.1 78.35 ± 0.05
ε∞ 10.4 ± 11.4 5.2 ± 0.4
fr [GHz] 15.6 ± 2.6 19.3 ± 0.1
ethanol εstatic 24.1 ± 0.5 24.43 ± 0.04
ε∞ 3.7 ± 1.5 4.505 ± 0.033
fr [GHz] 0.97 ± 0.07 0.964 ± 0.005
air ε∞ 0.99 ± 0.00 1
Teflon ε∞ 2.02 ± 0.02 2–2.1
appears capable of even higher accuracy by means of improving the S-parameter mea-
surements. The extended forward model reproduces the disturbances as due to the lack
of a full 2-port calibration (“the ripples”) and impedance mismatch in the cell compo-
nents (“damping” in Sii-resonance peaks). It could be shown that as a consequence of
these disturbances, the BJI-method features oscillating patterns in ε′r(ω) instead of a
stationary mean value. Hence, the oscillations in ε′r(ω) must not be interpreted as an
actual frequency dependent signal, but have to be regarded as artefacts. From Teflon
measurements, the Debye optimisation method appeared somewhat more robust against
the artefacts than the BJI-method although the value of ε∞ showed an absolute scatter
of 1.988-2.024.
The exemplary comparison with S-parameters measured with a full 2-port calibration
showed that by this means the high-frequency disturbance (“the ripples”) are absent.
No precise localisation for the impedance discontinuity associated with the remaining
oscillation of larger frequency in ε′r(ω) could be obtained. Taking into account the
TDR-signal, however, it seems plausible the 7/16-N-adapters are a potential origin of
the observed impedance jumps. The high reproducibility in S-parameters up to 1.5 GHz
indicates that this impedance jump is compensated to a large extent by the calibration.
After taking the cell apart and reassembling the empty cell, the reflection-signal in |Sii|
was found slightly altered but remained below−20 dB, hence only of minor disturbance
to the actual signal. The exact cell geometry may be altered to a larger extent when in-
serting a sample. Uncertainty in the precise cell geometry mostly arises from the use of
screw threads, which should be replaced by flange joints in the prospective building of
a new cell. With such a future setup, it would be desirable to perform the calibration
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routine directly at the end of the sample in the cell. Thereby, the present pre-processing
shift in reference planes would not be needed. Misplaced references planes result in
erroneous sample length, which has a substantial influence on permittivity computation
as shown in section 4.5.2. In this context, a continuative approach would be the de-
ployment of a 3D full-wave electromagnetic field simulation (such as HFSS by Ansys
Software) as to obtain a better understanding of the exact origin of artefacts and effects
of altering the cell geometry.
Further refinement of the existing setup might be achieved by means of the extended
forward model. At present, the model has three main parameters to simulate potential
flaws in cell design: The magnitude in impedance discontinuity and losses as well as
the length of the cable connecting the cell to port 2 of the NWA. Using measurements
of reference materials such as air, water and Teflon, the model parameters could be op-
timized accordingly. Thus having “tuned” the forward model to adequately describe the
cell characteristics, the permittivity computation could be refined in two ways:
• With respective T-matrices describing the individual setup components, a so-
called “de-embedding” procedure can be performed. The T-matrices of the com-
ponents are inverted and multiplied to Ttot (e.g. equation (4.28) and (4.26)) in
order to extract all additional scattering effects but the dielectric sample in the
sample holder (see Agilent [2004] for a detailed description of this procedure).
• Alternatively, the adjusted forward model could be integrated directly in the ge-
netic optimisation routine. This would mean to replace equation (4.25) in the
algorithm by equation (4.28). In doing so, S-parameters more representative for
the entire setup can be fitted to the measurements.
For further measurements at still higher accuracy, a full 2-port calibration will be re-
quired eventually. As deployed exemplarily in the present study, a full 2-port calibration
is possible using a sophisticated NWA. However, the use of manually defined calibration
schemes is an alternative, e.g. based on measurements of various standard materials as
suggested by Schwing et al. [2010]. Suitable standard materials should preferably fea-
ture low-loss permittivities similar to ice, such as Teflon or, possibly, the liquid toluene22
(with ε′r ≈ 2.4 [Wohlfarth and Lechner, 2008]).
In conclusion, the successful validation of the coaxial cell transmission line setup with
Teflon is an important result regarding its envisaged application for measurement of ε′r
for ice. The total uncertainty for the Teflon standard estimated around 1% fulfills the
initial requirements, with respect to the deployment for ice.
22although toluene and liquids of similar permittivity (e.g. cyclohexane, 1,4-dioxane) can be measured
in principle with the present setup, they were not used in the present study as they are potentially
harmful and need to be handled with special care compared to the easy-to-use Teflon standard.
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4.6 Permittivity of artificial ice
In order to employ the refined setup for measurements on artificial ice samples, an ac-
cording sample preparation procedure had to be developed. This task includes the need
to precisely characterize the sample with regards to its crystal orientation distribution,
which is addressed in section 4.6.1.
The present investigation did not aim at studying the complex mechanisms in the inter-
action of ice permittivity and acid concentration yet, but primarily focused on deploying
the acidity and temperature dependence for manipulations on ε′r of the artificial samples
(section 4.6.3). In an attempt to reproduce the linear relation of ε′r on acidity, the sen-
sitivity of the present setup to determine acidity-based changes in ε′r (and qualitatively
also ε′′r ) is assessed.
The relation between density and ε′r is studied using natural firn and ice samples, see
section 4.7 below.
4.6.1 Sample preparation and characteristics
Evidently, artificial and natural ice samples had to be prepared as to fit the coaxial cell
geometry as precisely as possible. This especially concerned avoiding air gaps, which
would bias the measured permittivity. In contrast, the influence of air enclosed in the ice
sample and its relative contribution to ε′r, is a desired measurement signal. Moreover,
natural ice samples (e.g. from ice cores) must not be melted and have to be preserved
for further analyses. To this end, two different sample preparation methods have been
developed for artificial and natural ice samples. The latter will be presented in section
4.7.1.
Pure23 artificial ice samples were prepared by freezing water inside the cell: The sample
holder can be sealed watertight with the help of the rubber sealings and a screw cap.
The inner conductor remains supported by the Teflon discs. The sample holder is filled
with degassed, ultra-pure water and left in the cold room (−20◦C) standing upright. The
freezing process of the water inside the cell progresses from the outer conductor towards
the center cylindrical axis. This method produced very homogenous clear ice with virtu-
ally no cracks and only few thin radially oriented air inclusions remaining (Figure 4.9).
The upward facing end of the sample in the upright standing sample holder showed a
non-planar, rough surface which resulted in an uncertainty in sample length of about 0.5
mm. With a sensitivity on sample length of −(0.354 ± 0.001) per cm, this uncertainty
results in a relative contribution to ∆ε′r of ≈ 0.6%, in addition to the contributions dis-
cussed in section 4.5.2. In absolute values, the uncertainty for a single ice measurement
was thus estimated as ∆ε′r = ± 0.03.
The crystal orientation distribution of two exemplary ice samples was investigated at the
23Here, “pure” ice means ice prepared from ultra-pure water
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Alfred Wegener Institute (AWI), Bremerhaven, using an automated crystal fabric ana-
lyzer [Wilson et al., 2003; Wilen et al., 2003]. A standard coaxial ice sample was cut
along the inner conductor (“vertical cut”). An additional sample was prepared by freez-
ing water inside the sample holder without the inner conductor. The resulting solid ice
cylinder was cut perpendicular to the symmetry axis (“horizontal cut”). Two thin sec-
tions for the automatic fabric analyzer were prepared from each sample. Measurement
results are given as Schmidt diagrams (shown in the appendix C.8) and as c-axis distri-
bution vs. “latitude”–angle (shown in Figure 4.9). In this context, “latitude” measures
the c-axis orientation relative to the symmetry axis of the cylindrical cell (as illustrated
in Figure 4.9): 0◦ defines an “equatorial” position of the c-axis, i.e. perpendicular to
the symmetry axis, whereas 90◦ is for a c-axis orientation parallel to the symmetry axis.
While no clear preference in orientation was found in the vertical cuts, the crystals in
the horizontal cuts showed a clear preference for a radial orientation of c-axes, i.e. per-
pendicular to the symmetry axis (Figure 4.9). The preference for a radial orientation of
c-axes is most likely due to the slow and directional freezing process resulting in the
large lamellar single crystals, seen on the left in Figure 4.9 (pers. communication S.
Kipfstuhl, AWI). Under the assumption of TEM-mode propagation only, as discussed
in section 4.3.3, the electric field vector is perpendicular to the symmetry axis of the
cylindrical waveguide. Consequently, for the artificial ice samples, c-axes and electric
field vector are mostly parallel, and the main contribution to the measured value of ε′r
will stem from ε′‖. From the measured distribution of crystal orientation in the artificial
samples, a correction can be calculated for the contribution of the crystals with their
c-axis non-parallel to the electric field as pointed out by Fujita and Mae [1994]. To do
so, the measured value ε′meas is assumed to consist of:
ε′meas = ε⊥ + ∆ε
′ Da , (4.34)
Da =
1
N
N∑
j=1
cosθj , (4.35)
with a frequency-independent anisotropy ∆ε′r = ε‖ − ε⊥, N being the total number of
crystals and the factor Da describing the degree of contribution of ∆ε′r (Da = 0 ⇔
ε′meas = ε⊥ and Da = 1 ⇔ ε′meas = ε‖). The number of crystals with an orientation θj
can be calculated from the binned distribution of crystal orientation shown in Figure 4.9.
Due to the preferred radial orientation in the synthetic ice samples, Da is close to one,
with the average from two horizontal cuts Da = 0.959.
4.6.2 Permittivity of pure artificial ice
Out of over 30 different samples, 8 different synthetic ice samples could be measured
at highest possible accuracy. These measurements were performed with the coax-
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Figure 4.9: Characterisation of an artificial ice sample. From left to right: A. An arti-
ficial ice sample prepared by freezing water inside the upright standing sample holder.
Very few air inclusions are remaining. Note the “latitude” angle θ. B. Artificial ice
samples prepared without inner conductor, cut perpendicular to the symmetry axis and
viewed under crossed polarized filters. Note the lamellar crystal structure due to di-
rectional freezing. Each color corresponds to a respective c-axis orientation. C: Result
from using an automated fabric analyzer on the samples shown in B. C-axis distribution
is plotted against “latitude”–angle binned in 1◦ intervals. “Latitude” measures the angle
from the symmetry axis of the cylindrical cell (see text).
ial cell inside an insulating styrofoam box stabilizing the ambient temperature around
(−20 ± 2)◦C. S-Parameters of these samples are highly reproducible just as for Teflon
(see section 4.5), with ∆Sii(ω) = 10−2 − 10−1 and ∆Sij(ω) = 10−3 − 10−2 between
1 MHz and 1.5 GHz. An exemplary set of S-parameters for artificial ice is shown in
Figure 4.10.
From multiple runs on the same S-parameter set, the Debye-based genetic optimisa-
tion algorithm produced a large scatter in fr and εstatic. From the S-parameters in the
MHz-range, only insufficient experimental constraint can be obtained for fr and εstatic.
Appropriate boundary conditions for the optimisation algorithm were investigated in the
following scenarios:
Intermediate boundary conditions: Imposing reasonable boundaries (e.g. following
Fujita et al. [2000]) that εstatic > ε∞ by at least an order of magnitude, the relax-
ation frequency was found between 103− 104 Hz and εstatic ranged≈ 90− 120. A
similar picture was found when constraining fr to 102 − 104 Hz. The parameter
ε∞ ranged between 3.188 and 3.153.
Restrictive boundary conditions: Setting fr between 103 − 104 Hz, εstatic between
100− 120 and ε∞ between 1− 5, the parameter ε∞ was 3.180, fr and εstatic were
frequently set to the respective limits of the boundaries.
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Figure 4.10:
Scattering parame-
ters of an artificial ice
sample. Dashed lines:
S-Parameters from
reversed direction, i.e.
S22 and S12. Note the
quasi-periodic reso-
nance minima in |Sii|
typical for a low-loss
dielectric.
No boundary conditions: Without boundaries, values of εstatic were in some cases
found close to ε∞. In this case, fr tended to large values around 105 Hz. The
parameter ε∞ was again between 3.188 and 3.153.
Multiple relaxation frequencies: The algorithm in principle allows for using multiple
relaxation frequencies [Oswald et al., 2006]. However, in exemplary test runs, a
second relaxation frequency was always set outside the measured frequency range
(e.g. around 1011 Hz).
Qualitatively, all of the above scenarios reproduced an almost identical distribution of
ε′r at MHz frequencies, with a slight decrease between 300 kHz and 10 MHz due to
the high-frequency end of the Debye-relaxation and a constant value from 10 MHz –
1.5 GHz. None of the above scenarios featured a distinct better quality of fit between
forward calculated and measured S-parameters. Hence, the intermediate boundary con-
ditions of the first scenario were adapted as standard constraints. If necessary, the results
were additionally compared to the other settings.
With fr far below the measured frequency interval, the Debye-based reconstruction
yields a constant ε′r above ≈ 10 MHz given by ε∞. The values obtained for ε∞
were (3.188 ± 0.03) (6 samples) and (3.153 ± 0.03) (2 samples). The effect of oc-
casionally occurring slightly lower outcomes for ε∞ from the optimisation routine has
also appeared in processing measurements of the Teflon standard at a similar rate (2
out of 8 samples with ε∞=1.988 compared to ε∞=2.024 respectively). The samples
with the slightly smaller values for ε∞ showed no irregularities during measurement
or upon visual inspection. As discussed in section 4.5.4, this scatter is most likely the
product of disturbed S-parameters. However, at this stage there is no firm evidence
to disregard the smaller values. The respective mean value of all 8 measurements is:
ε∞ = (3.18 ± 0.01). Although experimental errors are expected to increase above 1.5
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Table 4.3: Intercomparison of ε′r obtained by different methods and algorithms for an
exemplary S-parameter set of an artificial ice sample (1)-4)). For 2), 3) and 4) mean
values over the entire frequency range (1 MHz – 1.5 GHz) are reported with their re-
spective standard deviations. Also shown: Alternative permittivity estimation methods
(5)-6)) discussed in the text.
Algorithm / Method ε′r ∆ε′r
1) Debye-Model based Genetic Optimisation 3.188 0.03
2) Baker-Jarvis Iterative 3.169 0.04
3) Baker-Jarvis Iterative Transmission only 3.198 0.04
4) Complex Conductivity and Permittivity Model 3.192 0.01
5) TDR 3.12 0.15
6) Resonant Frequencies 3.13 0.10
GHz, the measurement of S-parameters were tentatively extended to the full range of
the NWA up to 3 GHz. Additionally, permittivity computation was performed in a num-
ber of overlapping frequency intervals (0.2–0.8, 0.5–1, 0.8–1.5 and 1.25–2 GHz). This
was to check for changes in ε∞, potentially indicating dispersive effects. However, for
the full range and all windows, the Debye-parameters from the optimisation algorithm
remained unchanged, with ε′r = ε∞ = (3.188 ± 0.03) above ≈ 10 MHz.
Permittivity computation was also performed with the BJI-method. A frequency de-
pendent comparison of the results from both methods is shown in Figure 4.11. The
BJI reconstruction again features ripples and oscillations around a mean value close
to the Debye-based optimisation. The oscillations seem to co-vary with the ones in
the Teflon data and were identified as artefacts (section 4.5.4). Thus, they are not
interpreted as actual frequency dependent variations of the permittivity of ice. The
BJI-results also lacked clear evidence for dispersion— which was also checked for the
full measurement range up to 3 GHz. Hence, the permittivity calculation algorithms
agree within their uncertainties— not only regarding mean values of ε′r(ω), which are
shown in Table 4.3, but also in the lack of a systematic frequency dependency above
10 MHz. Below 10 MHz, both algorithms show a trend in ε′r(ω) decreasing with fre-
quency. However, uncertainties are somewhat larger due to the scatter in fr and εstatic
for the Debye-optimisation and due to the low data density (linear sweep by the NWA)
for the BJI-method. Using the exemplary MFPA Weimar ice measurement featuring a
logarithmic sweep provided by the MFPA-NWA, no substantially different results were
obtained. Additional measurements, specifically dedicated to the lower MHz-range,
should be performed in the future also with the IUP-NWA, ensuring a higher density of
recorded data points for subsequent permittivity calculation.
Alternative permittivity calculation methods were used for a broad consistency check.
The TDR signal obtained from a exemplary measurement of an artificial ice sample at
the MFPA was used with equation (4.31). Additionally, resonant frequencies in Sii were
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Figure 4.11: Permittivity computation by the Debye-based optimisation (two black
lines, indicating the absolute range) and the BJI-method (grey line). Dashed lines in-
dicate the standard deviation in BJI from processing 8 samples. According to the opti-
misation method, the relaxation frequency is far below the measured frequency interval
resulting in constant ε′r. The oscillations in BJI-ε
′
r were identified as setup related arte-
facts (cf. section 4.4.2).
used with equation (4.32) for multiple S-parameter data sets. The results agree within
their large error but again tend to systematically underestimate the absolute values from
the algorithms (Table 4.3).
From the measured crystal orientation distribution (Da = 0.959) and using a value
for ∆ε′ = ε′‖ − ε′⊥ = 0.037 reported by Fujita and Mae [1994] with the average value
of the measurements of the present work ε′meas = (3.18 ± 0.01), applying equations
(4.34) and (4.35) yields a value perpendicular ε′⊥ = (3.14 ± 0.01) and parallel to c-axes
ε′‖ = (3.18 ± 0.01), respectively. Thereby a mean value for isotropic bulk ice can be
derived from equation (4.6): ε′iso ≈ (3.16 ± 0.01). Using the presumably most accurate
value of a single measurement, ε′meas = 3.188, this procedure yields ε
′
iso = 3.17.
4.6.3 Influence of acidity and temperature
From previous laboratory measurements, ε′r has been shown to feature a quasi-linear
dependency on acidity and temperature of the sample (e.g. Fujita et al. [2000]). The
goal of the pilot investigation presented here was to further assess the sensitivity of
the setup (including the Debye-based algorithm), as to which extent dielectric sample
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Figure 4.12: Exemplary comparison of permittivities for an artificial ice sample with
an acidity of 10−3M. Black curve: Results from the BJI-algorithm. The uncertainty
for the BJI-method is highest in the frequency range below ≈ 50 MHz. The bold grey
line shows the principal output of the optimisation, with fr in the order of 105 − 106
Hz. Above ≈ 100 MHz the Debye-model optimisation and the BJI-method consistently
yield a constant value for ε′r of 3.26, and a qualitative agreement on ε
′′
r .
properties changed by different acid concentration or temperature can be adequately
resolved.
Measurement of acid-doped ice
Four different degassed water samples were prepared with a known concentration of
hydrochloric acid (HCl). The acidity of the samples ranged from 2 · 10−4 to 1 · 10−2M.
Conductivity ranged from 9.3 to 395 mS/cm respectively. From these solutions, ice
samples were prepared by freezing inside the sample holder. The large acidity of the ice
samples caused pronounced changes in the S-parameters compared to the pure ice sam-
ples. Transmission S-parameters now showed a distinct decreasing trend in amplitude
with increasing frequency— with the opposite effect present in reflection S-parameters
(an example in shown in the appendix C.9). In the forward model, these trends can be
reproduced in two ways: Either by increasing the value of σ or by setting fr to higher
frequencies. Generally, the Debye-model based optimisation showed a clear tendency
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Figure 4.13: Linear relation
between ε∞ and the acidity
of the ice sample doped with
HCl. Grey line: Linear re-
gression. The slope is dε
′
dC =
(21.1 ± 3.9)[1/M]. Extrapola-
tion to zero acidity yields ε′r =
(3.21 ± 0.02). Temperature was
held constant at ≈ −20◦C.
for an increase in the value of fr only, the conductivity parameter remaining σ ≈ 0.
Qualitatively, the decrease of the high-frequency tail of the Debye-relaxation now ex-
tended into 10–100 MHz. The value of fr and thus the extension of the Debye-tail
increased with increasing acidity. However, the large scatter in εstatic and fr remained
present and still hampered a unequivocal detection of fr. Even when fr was constrained
to values below 104 Hz, the optimisation did not produce an increase in σ, but attempted
to fit S-parameters lacking the respective trends. Further investigation regarding the pa-
rameter σ in the Debye-model optimisation is necessary.
The results were again cross-checked with the non-parametric BJI-algorithm. An ex-
emplary comparison is shown in Figure 4.12, including the imaginary part. The BJI-
method showed a similar extension of the decreasing trend at low frequencies. For all
acidity samples and regardless of the exact value of the parameter fr, ε′r was constant
above 100 MHz and consistent between the Debye-model optimisation and the BJI-
method. In this frequency range, a close to linear relationship was found between the
constant real part ε′r and the acidity of the original water sample (see Figure 4.13). The
slope of the linear relationship, also called molar permittivity, was (21.1 ± 3.9) [1/M].
The imaginary part showed a systematic increase with acidity and was also consistent
between both algorithms for frequencies above 100 MHz.
Qualitative investigation on temperature influence
By means of the insulating styrofoam box and a number of thermal packs, the ambient
temperature at the coaxial cell could be held constant around (−20 ± 2)◦C during mea-
surement. However, it was not possible to precisely manipulate the temperature inside
the box. Consequently, the influence of temperature on ε′r could only be investigated
qualitatively in an exemplary experiment. For this purpose, the lid of the box was re-
moved and the ambient temperature around the cell rose to roughly room temperature
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((20 ± 2)◦C) over a time period of ≈ 20 minutes. Meanwhile, no distinct changes
were observed in S-parameters and calculated permittivity values. After 60 minutes, ε∞
increased in a single step by about 0.035. No changes could be detected unambiguously
for the imaginary part. After 80 minutes, S-parameters became clearly disturbed and
meltwater was found inside the sample holder.
4.6.4 Discussion: The permittivity of artificial ice in the
MHz-range
Under reasonable boundary conditions, fr and εstatic were found somewhat close to the
values of previous studies (e.g. by Johari and Jones [1978]; Johari [1981]; Fujita et al.
[2000]). However, since fr and εstatic are only insufficiently constrained by measurement
and dependent on the imposed boundary conditions, a meaningful comparison of these
values is not intended here– the focus remaining on ε′r(ω) the MHz-range.
In Figure 4.14, ε′r(ω) calculated from both algorithms is plotted as a function of fre-
quency. In case of the Debye-based optimisation, the Debye-parameter triple (fr, εstatic,
ε∞) is used to calculate ε′r via equation (4.11). For the 8 ice samples measured at high-
est accuracy, the Debye-based optimisation yields ε′r in between the black and dark grey
curve, which result from Debye parameters (fr ≈ 63 kHz, εstatic = 116.4, ε∞ = 3.188)
and (fr ≈ 10 kHz, εstatic = 74.1, ε∞ = 3.188) respectively. The black, grey and
grey dashed curves are drawn in order to illustrate the typical range in results from
the Debye-based optimisation. The BJI-based ε′r(ω) is in somewhat better agreement
with the black Debye-curve, but is also associated with large uncertainty for frequencies
below 50 MHz.
Improvements with respect to previous studies on pure ice
The most obvious direct reference values for the results of the present investigation is
the study by T. Ishida reported in Fujita et al. [2000], which also relied on a coaxial
transmission line cell setup for measurements on acid-doped artificial ice. For pure ice,
however, only a range of ε′r = 3.0− 3.2 and an experimental error of ± 0.1 is reported.
Although it seems worth noting that the uncertainty of the present setup is about an
order of magnitude lower, a further detailed comparison is not attempted due to the lack
of more details concerning S-parameter measurements and permittivity computation in
Fujita et al. [2000].
In the lower MHz-range, the results from the present study indicate the high-frequency
tail of the Debye-relaxation to range up to roughly 10 MHz. The Debye-tail calculated
by both algorithms lies in-between the data of Fujita et al. [2000] (squares in Figure
4.14, measured at 252 K) and Johari [1976] (crosses in Figure 4.14, measured at 268
K). A precise interpretation of the Debye-tail would require additional measurements at
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Figure 4.14: Real part of the complex permittivity of ice reconstructed with the Debye-
model based optimisation (upper graph) and the BJI-method (lower graph). Also shown:
Data from Fujita et al. [2000, 1993]; Matsuoka et al. [1997b] (squares, at 252K), Johari
and Charette [1975] (dots, at 253K), Johari [1976] (cross, at 268K) and Westphal in
Evans [1965] (triangles). Upper graph: The majority of artificial ice samples yielded
Debye-parameters resulting in the black curve. Also shown are two grey curves to indi-
cate the maximum uncertainty range due to scatter in fr (grey curve) and in ε∞ (dashed
grey curve). All curves are extended beyond the frequency interval of actual measure-
ments, indicated by light grey shading. Lower graph: Permittivity from the BJI-method
(black line) with an estimated uncertainty range as dashed grey lines. Uncertainty is
largest below 10 MHz, due to a low density of recorded data points.
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lower frequencies, however.
A more detailed intercomparison with existing data is possible within 10 MHz – 1.5
GHz. Here, the constant ε′r shows an absolute range between (3.188 ± 0.03) and
(3.153 ± 0.03). The difference in these absolute values is most likely a result from
experimental uncertainties, with values of 3.188 observed more regularly and hence a
mean value of (3.18 ± 0.01). Due to the preferred radial crystal orientation observed
in the synthetic ice samples, this value is considered representative for ε′‖. Based on the
crystal orientation distribution and a frequency-independent anisotropy of roughly 1%,
a value for isotropic ice was calculated as (3.16 ± 0.01). This finding is in agreement
with the isotropic value reported by Westphal of ε′r = 3.17, while the values of Johari
[1976] are systematically slightly larger. This offset may be explained by the difference
in temperature during measurements of −5◦C [Johari, 1976] and −20 ± 2◦C (present
study). Mätzler and Wegmüller [1987] report a sensitivity of ε′r on temperature of 9.1 ·
10−4[1/◦C], which would account for a positive offset of about 0.014. Consequently,
values of Johari [1976] at 60 MHz and 100 MHz corrected to −20◦C are 3.172. Johari
and Charette [1975] report ε′r = 3.180 at 35 MHz and ε
′
r = 3.168 at 60 MHz with 0.3%
relative uncertainty at −20◦C.
Interestingly, a similar sample preparation was used by Johari [1976] and Johari and
Charette [1975], where alleged polycrystalline ice samples were prepared from degassed
water poured into a coaxial dielectric cell and left for freezing at −5◦C. The authors
analysed the ice samples under crossed polarizing filters but did not observe any obvious
c-axis orientation. Similar results were obtained in the present study using crossed
polarizing filters which only showed the lamellar coaxial crystal arrangement due to
the directional freezing (Figure 4.9). Only by using an automated fabric analyzer it
was possible to detect the radial anisotropy in our samples and to quantify the crystal
orientation distribution. Thus, a preferred radial orientation of the ice crystals inside the
dielectric cell might also have occurred in Johari [1976] and Johari and Charette [1975]
and contributed to measured values somewhat more representative of ε′‖.
Dispersion in the MHz-range
At 1 MHz, ε′r was previously measured to be larger by about 0.044 than at 39 GHz
[Matsuoka et al., 1997b] and at 9.7 GHz [Fujita et al., 1993]- indicating a small disper-
sion. The value for ε′‖ = 3.17 reported by Fujita et al. [1993] at 9.7 GHz and 252 K lies
within the error of the mean value for ε′‖ = 3.18 ± 0.01 of the present study, as well
as within the estimated uncertainty of a single measurement. Hence, the present results
point towards a frequency-dependence in ε′r only below 10 MHz. Within the estimated
uncertainties, no evidence for dispersion was detected between 10 MHz and 1.5 GHz,
and even up to 3 GHz. This results fits with the argument made by Mätzler [2006], who
rejects the hypothesis of a small decrease of 1% in ε′r spread-out between 2 MHz and
5 GHz on the ground that such a dispersion would imply higher dielectric losses than
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observed around 1 GHz.
The estimated uncertainties of the present work impose additional experimental limita-
tion on the potential dispersion-strength in the upper MHz-range. A small dispersion is
most likely difficult to detect with the Debye-type permittivity model, as it implicitly as-
sumes a constant value ε′r = ε∞ at high frequencies. However, the artefact-oscillations
in the BJI-method indicate a limit for potential dispersive effects to be less than ≈ 0.04
(being the typical amplitude in oscillation around a mean value). Evidently, a further
investigation on dispersive effects in the upper MHz-range would require an adequate
reduction in artefact-oscillations.
In conclusion, according to the preliminary synopsis proposed here based on the new
results of the present study, no additional frequency-dependent effects apart from the
high-frequency end of the Debye relaxation have to be taken into account within the
MHz-range.
Acidity and temperature influence
The preliminary experiment performed in the present study focused on assessing the
potential of the present setup to determine the molar permittivity of HCl doped ice over
a broad range in HCl-concentrations and frequencies (100 MHz–1.5 GHz). Note that
the concentrations used go beyond the maximum range representative for typical glacier
ice (≈ 10−5M−1, [Matsuoka et al., 1997a]). The large range in acid concentrations was
intended to yield ε′r values distinctly separable with regards to our uncertainties. A
concentration of 2 · 10−4M−1 already resulted in a high-frequency limit value of ε′r of
(3.22 ± 0.03). Large acidity events in glacier ice seem potentially detectable as small,
but systematic changes in ε′r.
As the main reference for the present results serves again the study by T. Ishida in
Fujita et al. [2000], in which the molar permittivity dε
′
dC (i.e. the linear gradient) of
ε′r of ice samples doped with various concentrations of different acids was measured
with a coaxial transmission line cell between 100–600 MHz. The linear gradient of
dε′
dC = (21.1 ± 3.9)[1/M] obtained from linear regression on the present results is close
to the values reported in Fujita et al. [2000]. The authors additionally give an empirical
relationship between molar permittivity and frequency, valid up to 9.7 GHz. Using their
relation to calculate a mean value for the frequency interval measured in the present
work gives dε
′
dC = 20.9 for T = −10◦ and dε
′
dC = 14.5 for T = −20◦. A validation of
this empirical relation in the previously unmeasured frequency range from 600 MHz
up to 1.5 GHz seems at reach deploying the present setup, but would require a precise
temperature control.
Qualitatively regarding the imaginary part, a clear rise in ε′′r with increasing acidity is
observed here. From the Debye-optimisation, fr is also observed to rise, which extends
the Debye-tail further into the MHz-range. Hence, the BJI-method as well as the Debye-
optimisation consistently point towards dispersive effects due to the presence of acidity
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extending up to ca. 100 MHz. Above, ε′r is constant with frequency but dependent on
acidity concentration. As pointed out by Fujita et al. [2000], both interfacial polarisation
and reorientation of water molecules in the liquid phase due to the presence of acidity
can lead to dispersion in the MHz-range.
From the present preliminary experiment the linear relation between ε′r and acidity could
be confirmed over the measured frequency range, with dε
′
dC close to reference values. A
more in-depth investigation on molar permittivity with the present setup seems feasi-
ble at this point. Of special interest would be further investigations on acidity-related
dispersion in the MHz-range as well as the influence of small, ice-core representative,
acidity concentrations.
In the preliminary temperature experiment, the small, but systematic effect of a large
temperature increase could not be detected unambiguously, e.g. +15◦C roughly corre-
spond to +0.014 in ε′r, as discussed above. The preliminary experiment showed only
little qualitative effect of a rising ambient temperature on ε′r, before disturbances due to
meltwater became dominant. At this stage, the primary purpose of the insulating box
was to preserve the cold room temperature to −20 ± 2◦C, which sufficed for a pre-
cise measurement of ε′r. With a sensitivity of 9.1 · 10−4[1/◦C] [Mätzler and Wegmüller,
1987] variations in ε′r less than 0.002 are expected for ± 2◦C, which is far below the
estimated measurement uncertainty. For future work, a better temperature control at the
ice sample is called for. A precise temperature control would allow for a more precise
intercomparison with previous measurements on pure ice, especially with the values
of Johari [1976] below 10 MHz. Moreover, temperature control would allow to study
in more detail the temperature dependency of ε′r, and also the influence of acidity on
ε′r in relation to temperature. An adequate temperature control seems to be achievable
by comparatively simple means (e.g. by placing the coaxial cell in a low temperature
cabinet) but would also require an assessment of the effect of temperature on the setup
components (e.g. cables), which may corrupt the use of a single calibration made at a
specific temperature. In the end, the small but systematic effects on ε′r due to its compar-
atively weak dependency on temperature would presently remain a challenge to detect.
Evidently, the envisaged future investigations on acidity-related dispersion, small acid-
ity concentrations and temperature influence would greatly benefit from the suggested
further setup refinements (section 4.5.4) and thus increased measurement accuracy.
4.7 Permittivity of natural ice
Measurements of natural ice sample were aimed at investigating as to what extent the
results obtained from artificial samples may be representative for real glacier ice. For
this purpose, natural samples of firn and ice from two Alpine glaciers, were used. A
set of natural ice samples was originally retrieved from Grenzgletscher (Monte Rosa
massif, Swiss-Italian Alps), where bottom layers of cold, pre-industrial ice resurface
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Figure 4.15: Setup for preparing natural ice samples as cylindrical rods to precisely
fit the coaxial cell. Left: A hole is drilled for the inner conductor. Right: The inner
conductor serves as a axis of rotation for milling the outside of sample while rotating it.
Thereby, the cylindrical geometry is achieved. Figure from Hoppe [2009].
[Pichlmayer et al., 1998; Steier et al., 2006]. As discussed in chapter 3 (section 3.7)
these bottom layers have undergone a history of different stresses and might thus contain
an anisotropic crystal orientation distribution. A second set consisting of firn samples
was measured in order to assess the sensitivity of the present setup to determine the
natural variability in ε′r due to density variations. The according firn samples were
obtained from snow pits at the cold firn saddle Colle Gnifetti (CG).
4.7.1 Sample preparation and characteristics
Since the natural samples must not be melted for sample preparation, they need to be
adjusted mechanically for the coaxial cell geometry. In doing so, the resulting samples
will not feature the same preference for a radial c-axis orientation as with the artificial
ice samples. In mechanical adjustment, the real challenge lies in achieving an adequate
fit to the cell’s geometry, hence avoiding air gaps. For this purpose, a dedicated setup
was developed with a diploma thesis under my supervision comprising the following
work flow [Hoppe, 2009]: The sample is first cut to the length of the sample holder.
Next, a hole is drilled for the inner conductor which is inserted and then serves as a axis
of rotation. By gradually milling the outside of sample while rotating it, the cylindri-
cal geometry of the cell is achieved. This method is time consuming and sub-mm air
gaps, especially towards the outer conductor, cannot be avoided. If large air gaps were
observed, meltwater from the same sample was used to fill the gaps. In order to inves-
tigate if the potential crystal anisotropy in the Grenzgletscher-samples can be detected
in different values of ε′r, two ice samples were cut perpendicular to each other out of
a larger block and shaped into cylindrical rods via the above milling-procedure. For a
reference measurement, a third sample was prepared via the freezing method: Ice from
this block was melted, degassed and frozen inside the sample holder. The two ice sam-
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Figure 4.16: The real part,
ε′r of firn and ice plotted
against the density of the
samples. Temperature was
held constant ≈ −20◦ C.
Dashed line: The empirical
relation for ε′r of polar firn
(equation (4.16)) by Kovacs
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ples prepared by mechanical adjustment showed a large number of small air bubbles,
whereas the ice sample prepared by melting and refreezing was close to bubble free.
For a density estimation of the ice samples, small cuboids were cut out of the samples
and weighed. This can only be considered a rough estimate, with a relative uncertainty
close to 5%. For this sample, density of pure ice was assumed, i.e. 0.917 g/cm3.
The firn was too brittle for mechanical adjustment with the milling-procedure. Thus, it
was simply pushed into the sample holder and subsequently further compacted in two
steps, resulting in a total of three firn samples of variable density. The sample density
ρ was estimated for the firn samples by weighing the total amount of firn filled into the
volume of the sample holder, with a mean uncertainty for ρ of 1%.
4.7.2 Permittivity of natural firn and ice
Figure 4.16 shows the real part, ε′r, of the natural firn and ice samples plotted against
their estimated densities. All samples were measured by means of the “standard routine”
(cf. section 4.3.2). The two ice samples (“Ice 1” and “Ice 2”) prepared by mechanical
adjustment showed a large number of small air bubbles. In contrast, the ice sample
prepared by melting, degassing and refreezing (“Ice 3”) was close to air-free and yielded
a value of ε′r = (3.188 ± 0.03), identical to the laboratory ice samples. The conductivity
of the meltwater of “Ice 3” was 2.4 µS/cm. From the investigations in section 4.6.3,
this conductivity seems too low as to have an detectable influence on ε′r. However,
the value lies within the typical conductivity range measured in ice cores from Colle
Gnifetti [Wagenbach et al., 1988]. In order to correct for the different densities of the
samples, as to compare the respective values for pure ice, the measured densities can be
used in combination with equation (4.15). To this end, the ice volume fraction can be
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Table 4.4: Results from measuring ε′r of natural firn and ice samples. Based on density
(ρ) measurements, equation (4.36) was used to calculate values for pure ice, ε′I . The
respective uncertainty ∆ε′I was obtained by error propagation.
Sample ρ [g/cm3] ∆ρ ε′r ∆ε′r ε′I ∆ε′I
Firn 1 0.515 0.005 2.02 0.02 3.19 0.02
Firn 2 0.577 0.006 2.20 0.02 3.23 0.03
Firn 3 0.641 0.006 2.34 0.02 3.17 0.03
Ice 1 0.850 0.043 3.01 0.03 3.23 0.14
Ice 2 0.875 0.044 3.08 0.03 3.22 0.15
Ice 3 0.917 0.009 3.19 0.03 3.19 0.03
approximated as νI = ρF/ρI [Wilhelms, 2005]. Relying on the original approach by
Looyenga [1965] (with α = 1/3, cf. equation (4.15)) and additionally assuming ε′A = 1
leads to:
ε′I = (
1
νI
(ε
′1/3
F − 1) + 1)3 . (4.36)
Using equation (4.36), the respective value of ε′I was calculated from all natural sam-
ples. The results are shown in Table 4.4. An according uncertainty ∆ε′I was estimated
based on the uncertainties in density ∆ρ and permittivity ∆ε′r using error propagation.
Note the large errors for “Ice 2” and “Ice 3” resulting from the respective larger den-
sity uncertainties. For “Ice 3”, no density error was assumed in order to compute an
uncertainty based on ∆ε′r only.
4.7.3 Discussion: Permittivity of natural firn and ice
The different densities of the 6 measured firn and ice samples cover almost the entire
density spectrum encountered in a glacier or ice sheet. When plotted against density
(Figure 4.16), the results from the present study are in close agreement with the widely
used empirical relation between density ρ and ε′r of polar firn, equation (4.16), which is
reported to be associated with a standard error of± 0.03 in ε′r [Kovacs et al., 1995]. The
pronounced dielectric contrast due to density variations in firn can be expected to be
reliably resolved using the present setup, which is important for a potential application
to firn- and ice cores.
Regarding potential differences between natural and artificial ice samples, the same val-
ues of ε′r were found when using an identical sample preparation procedure. In this case,
residual air content, crystal orientation and stress states are expected to be identical to
the artificial samples. Since impurities are very low in the natural and artificial ice sam-
ples, as indicated by comparable meltwater conductivities (1.7 µS/cm and 2.4 µS/cm of
artificial and natural ice samples respectively), the observed identical values for ε′r are
not surprising.
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In order to investigate on differences between natural and artificial samples (e.g. regard-
ing crystal orientation and residual stresses), the influence of enclosed air bubbles has
to be accounted for as to compare values for ε′r of ice only. The accordingly corrected
values agree within their error with the value obtained from using the artificial sample
preparation method (“Ice 3”). However, for the ice samples (“Ice 1” and “Ice 2”), the
error in density estimation results in a large uncertainty in ε′r. Hence, no significant
differences in ε′r between artificial and natural ice samples could be detected so far. The
ε′r values for the natural ice samples are well within the range known from in-situ mea-
surements [Jezek et al., 1978; Robin, 1975].
The maximum anisotropy in ε′r due to different crystal orientations of the samples is
expected to be about 0.034 (Matsuoka et al. [1997b]), which is in principle close to
the estimated uncertainty of our method. However, since it is a systematic effect, i.e.
frequency-independent, it might still be detectable. In this preliminary investigation, a
potential difference in ε′r due to different crystal orientation between “Ice 1” and “Ice
2” could not be detected due to the large density errors. For future measurements,
high-precision density data could be provided by means of gamma ray absorption mea-
surements [Wilhelms, 1996]. Based on a further reduction of artefact disturbances in ε′r
as well as high-accuracy density data, repeating measurements on natural ice samples
with a potential anisotropic crystal orientation fabric seems feasible.
4.8 Future perspective
Within the present work, the potential of the coaxial transmission line cell method has
been demonstrated to determine ε′r of pure ice at close to 1% accuracy. The coaxial cell
setup was successfully adapted and refined for ice measurements in the MHz-range.
Supplementing existing sparse data, new results for ε′r of pure ice indicated the high-
frequency end of the Debye-relaxation up to 10 MHz, but featured no evidence for
additional dispersive effects within the range of uncertainty. In the upper MHz-range,
results gave a constant value of ε′‖ = (3.18 ± 0.01). The sensitivity of the present
setup regarding variations in acidity and density of the sample has been demonstrated.
Further refinements of the setup have been suggested, primarily aiming at (i) enhanced
accuracy by reducing measurement artefacts and (ii) improving the permittivity com-
putation by integrating the developed forward model. These refinements should allow
for a even more accurate investigation on ε′r(ω) in the MHz-range, and potentially even
ε′′r(ω). An adequate temperature control would provide a detailed investigation on the
influence of acidity, temperature, and their combined effects, especially regarding shifts
in relaxation frequency and dispersive effects in the MHz-range.
The present operational coaxial transmission line as well as a future refined version may
contribute in the context of a continuative, instrumentally improved study on dielectric
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Figure 4.17: Permittivity
of the Colle Gnifetti firn
core KCO. Shown is the
ε′r-profile obtained from
high-resolution DEP mea-
surements (gray, data from
Jepsen [2010]). The high-
resolution data were subsam-
pled to a depth-resolution
of 20 cm, the length of the
coaxial cell sample holder
(black).
ice properties (including studying the influence of different physical parameters). For
this purpose, a combination of electromagnetic methods seems promising, dedicated
to performing measurements over a broad frequency range (e.g. Hz-GHz). Aimed
at a further improved investigation on ε∗r(ω) in the MHz-window of such a study, a
feasible combination of methods could comprise the present coaxial transmission line
for frequency-dependent measurements together with high-accuracy, but narrow-band
resonator and waveguide measurements. The suggested broadband, multi-method ap-
proach to ice permittivity would reflect the importance of ice within the wide context
of electromagnetic remote sensing techniques in environmental applications. This wide
context comprises not only glaciological applications, but also investigations of per-
mafrost soils (e.g. Wollschläger et al. [2010]) and planetary research, e.g. of Mars, such
as satellite-based GPR (i.e. the MARSIS and SHARAD projects) [Picardi et al., 2004;
Seu et al., 2007] as well as the characterisation of the binding state of water under mar-
tian conditions with dielectric spectroscopy [Lorek, 2008; Lorek et al., 2011].
Regarding further contribution of the present setup within glaciological applications, a
dedicated sample preparation procedure has been developed for measuring natural firn
and ice samples. The naturally occurring variability of ε′r due to density variations can
be adequately resolved. On this basis, a first deployment of the present setup on firn-
and ice cores appears feasible. Ice core measurements could provide a direct validation
against the established dielectric profiling technique (DEP), in a mutual sense:
• The permittivity-data obtained from DEP and the present method would allow for
an assessment of the conventional transfer of the kHz-DEP data into the MHz-
range.
• The DEP measurements would comprise an adequate benchmark to assess the
potential of the present method for deployment on ice cores, especially in polar
studies.
122 4 The Permittivity of Ice in the MHz-range
A first possibility for such a validation is provided by the firn core KCO from Colle
Gnifetti, which still exists as an entire cylindrical core, on which DEP- and high-
resolution density measurements have already been performed [Jepsen, 2010]. Sub-
sampling the DEP-data to the 20 cm depth resolution of the coaxial cell determined by
the length of the sample holder, shows that most of the natural variability in ε′r could be
successfully resolved by the present method (Figure 4.17). In combination with further
refinements of the method, its application to the KCO firn core would be an adequate
next step. Based on the findings of the present study and the experience from the en-
visaged firn core measurements, a new dedicated cell may be eventually manufactured
specifically designed for frequency dependent permittivity measurements on ice cores.
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Appendices
A Appendix to chapter 2
A.1 Artifical time series
The construction of the artifical time series was performed in four main steps:
1. Define ice-core specific parameters. See Table A.1.
2. Calculate signal components: Common signal = trend + harmonic oscillations
osz40 and osz10. Individual signal = Mean + Damped short-term (e.g. seasonal)
oscillation (osz1) + noise (white noise of amplitude “noise” (see Table A.1))
osz40 = 0.5 sin((2pi/40)t)
osz10 = cos((2pi/10)t)
osz1 = 8 e−t/τ sin(2pit)
trend = (0.0003 (t− 110)2)− 3
with t= time in years, from 1 to 120 a BP.
3. Add common and individual signal components
4. Subsample according to individual time scale and resolution: (cf. equation
(3.11))
t(z) = −H
A
ln
(
1− z
H
)
(0 < z < H) (A.1)
This procedure results in the four time series shown in Figure A.1 below.
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Figure A.1: Synthetic time series resembling the individual characteristics of the CG
δ18O time series. Grey: Original high resolution data. Black: Subsampled time series
according to individual analytical age-depth relation.
Table A.1: Parameters according to the CG ice-cores used for synthesizing four artifical
time series with alike properties. The decay time τ and the amplitude of the noise
were estimated directly from the original time series. The values of τ are close to the
persistence times of the time series estimated following Mudelsee [2010].
Parameter Value for [KCI KCH CC KCS]
Total depth [m w.e.] H =[48.44; 45.02; 49.85; 78.65]
Accumulation [m w.e./a] A =[0.11; 0.23; 0.22; 0.51]
δ18O mean [h] mean=[-13.3; -13.9; -13.8; -14.4]
Characteristic decay time of short-term oscillations [a] τ =[3; 10; 10; 20]
Amplitude of short time scale noise [h] noise = [2; 4; 4; 6];
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A.2 Common signal analysis
Coherence estimation
The standard magnitude squared coherence, Cxy(f), measures the agreement between
two time series x and y at frequency f and is defined as:
Cxy(f) =
|Sxy(f)|2
Sxx(f)Syy(f)
where S is the power spectral density of the cross spectrum (Sxy(f)) or the individual
time series (Sxx(f), Syy(f)) [von Storch and Zwiers, 2002]. Cxy = 0 corresponds to no
coherence, Cxy = 1 to perfect coherence, respectively.
Figure A.2: Coherence between CG time series plotted against frequency (in [1/year],
blue lines). Considered are all ice core δ18O time and additionally, the stack and the
modified temperature Tmod. Also shown: Preliminary significance estimate (red dashed
lines) based on the method proposed by Ebisuzaki [1997] for serially correlated data.
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Lomb-Scargle Periogogram Analysis
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Figure A.3: Lomb-Scargle Periogogram of the CG δ18O time series back to 1880 AD.
The mean of the respective time period was subtracted. Note the abundance of high
frequency components in the high resolution KCS core, and the lack thereof in the low
accumulation KCI, respectively.
B Appendix to chapter 3
B.1 GPR raw data processing
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Figure B.1: Exemplary comparison between raw and processed data of the GPR-profile
linking the drilling sites of KCI (close to trace 1) and KCS (close to trace 550)). Static
correction, trapezoidal bandpass filtering, migration and gain correction where applied.
Signal strength is shown in grey color scale. Note the IRHs present down to roughly
400 ns and the bedrock reflection around 650 ns. The effect of migration is illustrated
in the enlarged section. Figure from Konrad [2011].
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B.1.1 TWT-depth conversion, density interpolation methods
Two different methods were deployed for TWT-depth conversion during post-processing
of the GPR-IRHs:
1. In an initially developed scheme, the mean density distributions are interpolated
in absolute depth coordinates. Beyond the core depth, density values are set to
their constant maximum value of≈ 0.9 g
cm3
. This ensures that density profiles can
be interpolated to depths larger than at the drilling sites. By means of the velocity
profiles based on the interpolated density data, the depth of any internal reflector
z IRH at each trace can be calculated from the according TWT tIRHTWT by integrating
tTWT = 2
∫ z
0
1
c(z˜)
dz˜
until tTWT = tIRHTWT and thus z
IRH = z.
2. In a refined approach used by Konrad [2011], the mean density distributions at
the drilling sites are converted in units of relative depth z → Σ = z/H,Σ ∈ [0, 1]
and subsequently linearly interpolated. The ice thickness H at each trace can then
be calculated from the according TWT tHTWT by solving:
tHTWT = 2 H
∫ 1
0
1
c(ρ(Σ))
dΣ (B.1)
With known ice thickness H, the interpolated relative density profiles are rescaled
to absolute depths.
The two methods were found to produce virtually identical values for the TWT-depth
conversion.
B.1.2 Uncertainty estimation in IRH processing
∆z IRH is related to the vertical resolution of the GPR wavelet for detecting an IRH, which
can be estimated as half of its envelope (≈ 2λ) and thus: ∆z1 ≈ λ Navarro and Eisen
[2009]. An additional contribution stems from potential errors in manually tracing an
IRH in the time domain: In regions of the profile where continuity of phases is disturbed
an accidental ’shift’ to picking an adjacent phase may occur. For most instances these
shifts can be limited by additionally tracing neighbouring continous phases as upper
and lower boundaries for the disturbed phase. The resulting uncertainty of the two
above contributions is estimated as ∆tTWT ≈ 5ns.
In the subsequent conversion from two-way travel times to depth ∆z2 and additional
contribution due to the uncertainty in the velocity profile goes back to uncertainty in
density ∆ρ, derived from interpolation between mean ice–core profiles. The following
error propagation follows the description given by Konrad [2011]:
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Wave speed
c(ρ(z)) =
c0
1 + 0.845 cm
3
g
· ρ(z) (cf. equations (3.2) and (4.7))
⇒ ∆c(ρ(z)) = c0 · 0.845
cm3
g(
1 + 0.845 cm
3
g
· ρ(z)
)2 ·∆ρ(z) (B.2)
where ∆ρ is composite of the potential error die to smoothing, i.e. considering only
the mean density distribution as shown in Figure 3.18, and the spatial interpolation
uncertainty.
Depth of internal reflection horizons
Here, c and ∆c are functions of z. The IRH depth z IRH is not calculated explicitly (as
for instance H) but implicitly:
tTWT = 2
∫ z
0
1
c(ρ(z˜))
dz˜ .
The integration is carried out until tTWT = tIRHTWT. Then it is z
IRH = z. The problem of
error propagation is solved by rearranging this relation as follows:
tIRHTWT = 2 z
IRH F ′ ⇔ z IRH = t
IRH
TWT
2 F ′
where F ′ =
1
z IRH
∫ z IRH
0
1
c(ρ(z˜))
dz˜ .
The IRH depth z IRH is assumed to be without uncertainty in the expression for F ′. Oth-
erwise, the error must be calculated by iteration due to the implicit calculation. ∆z IRH is
calculated in accordance with the error of ice thickness:
∆z IRHTWT =
∆tIRHTWT
2 F ′
(∆tIRHTWT = 5ns)
∆z IRHc =
tIRHTWT
2
∆F ′
F ′2
(
∆F ′ =
1
c0
∫ z IRH
0
0.845
cm3
g
·∆ρ(z˜) dz˜
)
∆z IRH =
√
(∆z IRHTWT)
2 + (∆z IRHc )
2
IRH age
The IRH dating error results from
• dating error of the cores: ∆tdatdat = 3 a in the relevant time interval (tdat(z) is the
core dating).
• depth error of the IRH: ∆tdatz = dtdat(z)dz
∣∣∣
z=z IRH
∆z IRH
⇒ ∆tdat =
√
(∆tdatdat)
2
+ (∆tdatz )
2
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Ice thickness
Here, c and ∆c are functions of the relative depth Σ, not of absolute depth z.
H =
tHTWT
2
∫ 1
0
1
c(ρ(Σ))
dΣ︸ ︷︷ ︸
F

−1
(cf. equation (B.1))
There are two independent error sources: ∆tHTWT and ∆c(ρ(Σ)).
∆HTWT =
∆tHTWT
2
∫ 1
0
1
c(ρ(Σ))
dΣ
(
∆tHTWT = 20ns
)
∆Hc =
tHTWT
2
· ∆F
F 2
where ∆F =
∫ 1
0
∆c(ρ(Σ))
c(ρ(Σ))2
dΣ
eq. (B.2)
=
1
c0
∫ 1
0
0.845
cm3
g
·∆ρ(Σ) dΣ
∆H =
√
(∆HTWT)
2 + (∆Hc)
2
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B.1.3 Pairwise inter-core dating comparison
KCI KCS
TWT [ns] depth [m] depth [m we] age [a BP] Err [a] TWT [ns] depth [m] depth [m we] age [a BP] Err [a] Iso? Agediff
3,70E-08 3,87 1,85 9 3 1,02E-07 10,34 5,23 10 3 1 -1
4,80E-08 4,78 2,34 11 4 1,31E-07 13,09 6,81 12 5 1 -1
5,80E-08 5,91 2,96 14 4 1,57E-07 15,50 8,28 14 3 1 0
6,40E-08 6,23 3,15 15 4 1,72E-07 16,87 9,12 16 5 1 -1
7,50E-08 7,51 3,93 21 5 2,01E-07 19,47 10,78 22 4 1 -1
8,00E-08 8,21 4,32 25 5 2,34E-07 22,37 12,67 26 4 1 -1
8,50E-08 8,57 4,52 26 5 2,64E-07 24,95 14,43 30 4 1 -4
9,00E-08 9,05 4,80 29 6 2,86E-07 26,81 15,68 31 3 1 -2
1,06E-07 10,69 5,75 42 5 2,99E-07 27,91 16,42 33 4 1 9
1,07E-07 10,89 5,86 43 5 3,18E-07 29,48 17,52 35 3 1 8
1,09E-07 11,07 5,96 44 5 3,34E-07 30,79 18,47 37 3 1 7
1,12E-07 11,23 6,05 45 5 3,64E-07 33,22 20,26 41 5 1 4
1,15E-07 11,35 6,12 45 5 3,78E-07 34,33 21,10 43 6 1 2
1,21E-07 11,57 6,26 46 5 3,92E-07 35,44 21,94 46 3 1 0
1,22E-07 11,62 6,29 47 4 4,04E-07 36,39 22,70 48 4 1 -1
1,26E-07 11,88 6,47 48 4 4,36E-07 38,90 24,71 54 5 1 -6
1,31E-07 13,06 7,24 54 5 4,35E-07 38,82 24,65 53 5 1 1
1,41E-07 13,59 7,56 57 5 4,65E-07 41,16 26,53 58 6 1 -1
1,49E-07 14,32 8,04 62 6 4,84E-07 42,64 27,75 61 6 1 1
1,55E-07 15,11 8,54 69 6 4,89E-07 43,03 28,08 64 12 1 5
1,76E-07 16,71 9,58 83 6 5,22E-07 45,60 30,25 71 3 0 12
1,92E-07 18,25 10,63 95 5 5,50E-07 47,76 32,07 77 4 0 18
2,06E-07 19,32 11,38 102 6 5,50E-07 47,79 32,10 77 4 0 25
6,37E-07 54,02 41,31 2128 97 8,73E-07 74,15 55,48 644 62 0
KCS KCH
TWT [ns] depth [m] depth [m we] age [a BP] Err [a] TWT [ns] depth [m] depth [m we] age [a BP] Err [a] Iso? Agediff
6,10E-08 6,32 3,01 6 3 3,60E-08 3,78 1,77 9 8 1 -3
6,40E-08 6,62 3,17 6 3 3,60E-08 3,78 1,77 9 8 1 -3
1,18E-07 11,86 6,10 11 3 6,10E-08 6,30 3,03 13 4 1 -2
1,22E-07 12,24 6,32 11 3 7,00E-08 7,18 3,50 15 5 1 -4
1,34E-07 13,37 6,98 12 3 7,40E-08 7,57 3,71 16 5 1 -4
1,54E-07 15,22 8,12 14 3 8,40E-08 8,54 4,25 18 5 1 -4
1,70E-07 16,69 9,01 16 4 9,60E-08 9,69 4,92 21 4 1 -5
2,09E-07 20,18 11,24 23 3 1,12E-07 11,20 5,79 26 7 1 -3
2,24E-07 21,50 12,10 25 3 1,19E-07 11,85 6,17 28 6 1 -3
2,36E-07 22,54 12,78 27 3 1,30E-07 12,87 6,78 31 4 1 -4
2,45E-07 23,32 13,32 28 3 1,35E-07 13,32 7,05 32 5 1 -4
2,98E-07 27,82 16,36 32 3 1,58E-07 15,40 8,32 38 7 1 -6
3,10E-07 28,82 17,06 34 3 1,64E-07 15,93 8,67 40 4 1 -6
3,51E-07 32,17 19,48 39 4 1,87E-07 17,95 9,99 46 5 1 -7
3,52E-07 32,25 19,54 39 4 1,88E-07 18,04 10,05 46 5 1 -7
4,15E-07 37,25 23,39 49 3 2,22E-07 20,95 12,02 57 4 0 -8
4,16E-07 37,33 23,45 49 3 2,17E-07 20,53 11,73 56 4 1 -7
4,38E-07 39,05 24,83 54 4 2,32E-07 21,79 12,61 59 5 1 -5
4,51E-07 40,07 25,64 57 3 2,47E-07 23,04 13,48 64 8 1 -7
5,56E-07 48,26 32,50 79 3 3,35E-07 30,11 18,68 88 6 1 -9
8,88E-07 75,41 56,61 710 30 6,25E-07 53,02 38,46 484 82 0
KCH KCI
TWT [ns] depth [m] depth [m we] age [a BP] Err [a] TWT [ns] depth [m] depth [m we] age [a BP] Err [a] Iso? Agediff
5,60E-08 5,80 2,77 13 4 4,20E-08 4,30 2,06 10 4 1 3
7,20E-08 7,38 3,60 16 5 4,80E-08 4,78 2,34 11 4 1 5
7,50E-08 7,67 3,76 16 5 4,80E-08 4,78 2,34 11 4 1 5
5,60E-08 5,80 2,77 13 4 5,30E-08 5,52 2,76 13 4 1 0
5,60E-08 5,80 2,77 13 4 5,30E-08 5,52 2,76 13 4 1 0
9,50E-08 9,60 4,86 21 4 6,30E-08 6,17 3,11 15 4 1 6
8,50E-08 8,64 4,31 18 5 6,40E-08 6,28 3,19 16 4 1 2
1,19E-07 11,85 6,17 28 6 6,90E-08 6,88 3,54 18 4 1 10
1,13E-07 11,29 5,85 26 7 7,40E-08 7,17 3,72 19 4 1 7
1,33E-07 13,14 6,94 31 4 7,90E-08 8,11 4,27 24 5 1 7
1,44E-07 14,14 7,55 33 6 8,00E-08 8,21 4,32 25 5 1 8
8,90E-08 9,03 4,53 19 7 8,00E-08 8,21 4,32 25 5 1 -6
1,49E-07 14,59 7,82 35 5 8,40E-08 8,50 4,48 26 5 1 9
1,50E-07 14,68 7,88 35 5 8,50E-08 8,57 4,52 26 5 1 9
1,57E-07 15,31 8,27 37 8 8,50E-08 8,57 4,52 26 5 1 11
1,56E-07 15,22 8,21 37 8 9,00E-08 9,05 4,80 29 6 1 8
1,62E-07 15,76 8,56 39 5 9,00E-08 9,05 4,80 29 6 1 10
1,68E-07 16,29 8,90 40 4 9,30E-08 9,35 4,97 32 7 1 8
1,67E-07 16,20 8,85 40 4 9,90E-08 9,92 5,31 36 7 1 4
1,68E-07 16,29 8,90 40 4 9,90E-08 9,92 5,31 36 7 1 4
2,03E-07 19,33 10,94 51 6 1,04E-07 10,46 5,62 41 6 1 10
1,89E-07 18,13 10,11 47 6 1,09E-07 11,07 5,96 44 5 1 3
2,27E-07 21,37 12,32 58 9 1,12E-07 11,23 6,05 45 5 1 13
2,17E-07 20,53 11,74 56 4 1,15E-07 11,35 6,12 45 5 0 11
2,32E-07 21,79 12,61 59 5 1,19E-07 11,49 6,21 46 5 0 13
2,59E-07 24,03 14,17 69 4 1,28E-07 12,02 6,57 49 4 0 20
2,55E-07 23,71 13,94 68 7 1,33E-07 13,21 7,33 55 5 0 13
2,65E-07 24,52 14,51 70 6 1,34E-07 13,27 7,36 55 5 0 15
2,94E-07 26,87 16,22 78 5 1,52E-07 14,70 8,29 65 6 0 13
2,89E-07 26,47 15,92 77 5 1,52E-07 14,70 8,29 65 6 0 12
3,13E-07 28,38 17,35 82 5 1,57E-07 15,26 8,64 70 6 0 12
2,94E-07 26,87 16,22 78 5 1,57E-07 15,26 8,64 70 6 1 8
3,13E-07 28,38 17,35 82 5 1,63E-07 15,76 8,96 74 7 1 8
3,13E-07 28,38 17,35 82 5 1,63E-07 15,76 8,96 74 7 1 8
3,33E-07 29,95 18,56 88 6 1,74E-07 16,63 9,52 82 6 1 6
6,44E-07 54,52 39,80 594 120 6,40E-07 54,28 41,54 2181 97 0
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B.1.4 Closed course dating comparison
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B.1.5 Velocity distributions from simplified geometries
Nye’s model
In its most simple form, Nye’s model is essentially build on a 2-D mass balance applied
to an ice sheet at its ice divide (x = 0). Assuming a most simple geometry (see Figure
3.13) as well as steady state conditions implies for ice thickness H and accumulation rate
b˙ to be constant in space and time. Additionally, the horizontal velocity u is regarded as
independent of depth z. The 2-D mass balance then yields:
∂ (u H)
∂x
= b˙ ⇒ u(x) = b˙
H
x (B.3)
From here, the vertical velocity profile w(z) can be calculated assuming ρ = ρice =
constant and the boundary conditions w(0) = b˙ and w(H) = 0 (i.e. ice frozen to
bedrock).
∂w
∂z
= −∂u
∂x
⇒ w(z) = b˙
(
1− z
H
)
(B.4)
Integration of w = dz
dt
yields an equation for the age of the ice in depth z:
t(z) = −H
b˙
ln
(
1− z
H
)
. (B.5)
Ice Slap
In a first-order idealisation to the geometry of an alpine glacier, this model treats a
paralllel sided slap of ice on an inclined plane. Additional assumptions are an infinite
extension in y-direction (2-D problem), an ice thickness H constant in space and time
(steady state) and a constant rate of accumulation (see Figure 3.14). This results in the
only non-zero component of the stress tensor τij to be, according to (3.4):
τxz = −ρg sinα · z = const. · z (B.6)
In this two-dimensional case with constant rate of accumulation, the vertical velocities
are independent of x, and thus: ˙xz = 12
∂u
∂z
. The tensor-invariant reduces to: τ ′ = |τxz|
(convention: τ ≥ 0). With the boundary condition of frozen-to-bedrock ice (u(H) = 0),
it follows from (3.6) that:
˙xz =
1
2
∂u
∂z
= −A (ρ g sin α z)n = const. · zn (B.7)
u(z) = u(0)(1−
( z
H
)n+1
) (B.8)
The constant horizontal velocity at surface u(0) contains the contribution of all constant
factores. (B.8) is an expession for the dependency of the horizontal velocity on depth z
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at a fixed point x at the surface. At any variable surface point x the ice flux accumulated
uphill must account to: qacc(x) = b˙ x. It follows that the mean ice flux perpendicular to
the surface at that x is
q(x) =
∫ H
0
u(x, z) dz = u(x)H
and with (B.8):
u(x) =
n+ 1
n+ 2
u(x, 0) ⇒ q(x) = n+ 1
n+ 2
u(x, 0)H
From a mass balance consideration follows that at every x, the ice flux through the
glacier cross section must equal the accumulation uphill:
q(x) = qacc(x) ⇒ u(x, 0) = n+ 2
n+ 1
b˙ x
H
(B.9)
⇒ u(x, z) = n+ 2
n+ 1
b˙ x
H
[
1−
( z
H
)n+1]
(B.10)
Deploying again that ∂w
∂z
= −∂u
∂x
and respecting the boundary conditionsw(H) = 0, w(0) =
b˙ it follows for the vertical velocity profile:
w(x, z) = b˙
(
1− n+ 2
n+ 1
z
H
[
1− 1
n+ 2
( z
H
)n+1])
(B.11)
In case of n = 3:
u(x, z) =
5
4
b˙ x
H
[
1−
( z
H
)4]
(B.12)
w(x, z) = b˙
(
1− 5
4
z
H
[
1− 1
5
( z
H
)4])
. (B.13)
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B.2 Investigation on IRHs with borehole radar and
physical ice core properties
Supplementary borehole radar profiles
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Figure B.2: Radargram from vertical radar profiling at KCI. Trace 1 corresponds to Tx
and Rx t their bottommost point in the borehole. They were subsequently pulled back
upwards with traces recorded in 1 m intervals.
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GPR traces in slope-parallel and isohypse-parallel profiles
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Figure B.4: Intercomparison of GPR traces in slope-parallel (left) and isohypse-parallel
(denoted here as “transversal”, right side) profiles. Single traces are plotted in black, the
stack of≈ 20 traces in red, respectively. Note that feature may be different in amplitude,
however, the large features are common to both profiles, e.g. the distinct reflector around
15 m.
C Appendix to chapter 4
C.1 Inital experimental shortcomings
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Figure C.1: Artefacts in S-parameters measured with the original setup. Left side:
Measurement of destilled water inside the cell. Note the large artefact peak shortly
before 1 GHz in reflection |S11| (grey curve), unreasonably high above 1. Right side:
Measurement of artifical ice sample inside the cell. Note the large amount of noise up
to 1 GHz in |S11| (grey) and |S12| (black). The noise disturbance was additionally found
fluctuating in time. Figures modified from Hoppe [2009].
C.2 Permittivity computation with the
BJI-technique
The implementation of the BJI-technique was developed by N. Wagner (MFPA, Weimar)
and provided for validation of the Debye-based optimisation algorithm. In the follow-
ing, a brief overview on the computational method is given (N. Wagner, personal com-
munication).
Nicolson and Ross [1970] and Weir [1974] introduced a quasi analytical inversion pro-
cedure (NRW) to obtain the frequency dependent permittivity of low permittivity and
low loss materials from measured S-parameters. However, for low loss materials, the
NRW solution is divergent at integral multiples of one-half wavelength in the sample,
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where the absolute value of the scattering parameter Sii gets very small (see Figure
4.5). The BJI-method remained stable in the complete frequency range measured in the
present study.
To obtain the permittivity with the BJI-technique in a first step calibrated and prepro-
cessed S-parameters are used with NRW. The determined mean relative effective com-
plex permittivity is used as starting guess for BJI. The permittivity ε?
r,eff is then obtained
iteratively for every frequency by minimizing the objective function F determined with
measured and numerical calculated S-paraneters by means of a Levenberg-Marquardt
algorithm [Levenberg, 1944; Marquardt, 1963] in MATLAB R© based on the following
equations:
f1 = S11S22 − S21S12 − Γ
2 − T 2
1− T 2Γ2 , (C.1)
f2 =
w1(S21 + S12) + (1− w1)(S11 + S22)
2
− w1T (1− Γ
2) + (1− w1)Γ(1− T 2)
1− Γ2T 2
(C.2)
and
F =
w2f1 + (1− w2)f2
2
. (C.3)
with weighting factors 0 ≤ wi ≤ 1, ideal reflection factor Γ and ideal transmission
factor T of a sample with length d in the coaxial transmission line defined as follows:
Γ =
ZS − Z0
ZS + Z0
(C.4)
T = exp(−γSd); (C.5)
and the relations between the complex effective relative permittivity ε?
r,eff and the com-
plex impedance Z and complex propagation constant γ of vaccum Z0, γ0 and the waveg-
uide ZS, γS , respectively:
ε?
r,eff =
(
Z0
ZS
)2
, (C.6)
ε?
r,eff =
(
c0γS
jω
)2
, (C.7)
(C.8)
with c0 being the speed of light in vaccum and ω the angular frequency. The Jacobian
of the system is approximated using finite differences. To ensure stable results after the
first 10 frequencies the appropriate starting guess for the next frequency is calculated
with the median of the previous 10 results.
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C.3 Comparison of S-parameter measurements
with the IUP and MFPA-NWA
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Figure C.2: Teflon (top) and pure ice (bottom) S-parameters plotted against frequency
in GHz: IUP (red) vs. MFPA (blue) measurements. Note how the “ripples” are absent in
the MFPA S-parameters, even in transmission |S12|. The differences in phase (bottom
rows) are due to different references planes used by the IUP and MFPA calibration
schemes.
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C.4 Forward modelled artefact bias investigation
As described in section 4.4.2, the foward model was used to simulate the observed arte-
facts in synthetic S-parameters. Subsequently, these synthetic (i.e. forward modelled)
S-parameters were used for permittivity calculation with the BJI-algorithm. The fol-
lowing plots show the results of six different S-parameter sets, with the forward model
configuration shown in Table C.1 below.
Table C.1: Model parameter for foward simulation of S-parameters biased by artefacts.
’x’ denotes a non-zero value of the respective model parameter. The according values
in the model of (Cable length, Loss, Impedance jump) were (1.3,1.8,13) and tuned to
match the observed artefacts in measured S-parameters.
Model run Cable Loss Impedance jump
0 - - -
1 x - -
2 - x -
3 - - x
4 - x x
5 x x x
C.4 Forward modelled artefact bias investigation 165
0 5 10 15
x 108
−50
−40
−30
−20
−10
0
Frequency [Hz]
20
lo
g(
ab
s(
s1
1)
) [
dB
]
Reflection
0 5 10 15
x 108
0.94
0.95
0.96
0.97
0.98
0.99
1
1.01
Frequency [Hz]
ab
s(
s1
2)
Transmission
0 5 10 15
x 108
−4
−2
0
2
4
Frequency [Hz]
ar
g(
s1
1)
 [r
ad
]
0 5 10 15
x 108
−4
−2
0
2
4
Frequency [Hz]
ar
g(
s1
2)
 [r
ad
]
5 10 15
x 108
1.8
1.9
2
2.1
2.2
frequency
re
al
 p
ar
t
BJI: Teflon0
5 10 15
x 108
−0.2
−0.1
0
0.1
0.2
frequency
im
ag
in
ar
y 
pa
rt
0 5 10 15
x 108
−50
−40
−30
−20
−10
0
Frequency [Hz]
20
lo
g(
ab
s(
s1
1)
) [
dB
]
Reflection
0 5 10 15
x 108
0.92
0.94
0.96
0.98
1
1.02
Frequency [Hz]
ab
s(
s1
2)
Transmission
0 5 10 15
x 108
−4
−2
0
2
4
Frequency [Hz]
ar
g(
s1
1)
 [r
ad
]
0 5 10 15
x 108
−4
−2
0
2
4
Frequency [Hz]
ar
g(
s1
2)
 [r
ad
]
5 10 15
x 108
1.8
1.9
2
2.1
2.2
frequency
re
al
 p
ar
t
BJI: Teflon1
5 10 15
x 108
−0.2
−0.1
0
0.1
0.2
frequency
im
ag
in
ar
y 
pa
rt
Figure C.3: Foward simulation of S-parameters biased by artefacts: Model runs 0
(top),1 (bottom). Dashed lines inicate S-parameters measured in reverse direction (i.e.
S11 and S22, and S21 and S12 respectively). For the respective model configuration, see
Table C.1.
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Figure C.4: Foward simulation of S-parameters biased by artefacts: Model runs 2
(top),3 (bottom). Dashed lines inicate S-parameters measured in reverse direction (i.e.
S11 and S22, and S21 and S12 respectively). For the respective model configuration, see
Table C.1.
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Figure C.5: Foward simulation of S-parameters biased by artefacts: Model runs 4
(top),5 (bottom). Dashed lines inicate S-parameters measured in reverse direction (i.e.
S11 and S22, and S21 and S12 respectively). For the respective model configuration, see
Table C.1.
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C.5 Backward calculation of S-parameters from
permittivity distribution
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Figure C.6: Backward calculated S-parameters based permittivity distribution (in red)
derived from: Pure ice measurements (top plot), with S-parameters featuring the respec-
tive artefacts discussed in the text (see section 4.4.2) and with a hypothetical frequency-
independent permittivity distribution for comparison (bottom plot). Also shown are
measured S-parameters in black and blue (for S11 and S22, and S21 and S12 respec-
tively). Figures personal communication N. Wagner.
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Figure C.7: Time Domain Reflectometry (TDR) signal obtained from S-parameter
measurements on an artifical ice sample. Measurements were performed with an Aglient
PNA E8363B network analyzer up to 16 GHz. Indicated are the start (tstart) and end
(tend) of the sample in the time domain. From ∆t = tstart − tend a first order permittivity
estimate can be obtained.
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C.7 Reproducibility of S-parameter measurements
up to 3 GHz
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Figure C.8: Reproducibility of Teflon and Ice S-parameter measurements up to 3 GHz.
Shown are the S-parameters of 9 measurements of the Teflon standard (top plot) and 8
different artifical pure ice samples (bottom plot). The reproducibility becomes weaker
for frequencies above 1.5 GHz.
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Figure C.9: Schmidt plot of crystal orientation in artifical ice samples. Upper row:
Two horizontal cuts, bottom row: Two vertical cuts. The dots in the Schmidt plots mark
the intersection of the c-axses with the hemisphere in horizontal (upper row) or vertical
direction (bottom row). For more details on Schmidt plots, see Wilen et al. [2003].
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Figure C.10: Distribution
of c-axes in vertical cuts.
Note that no clear prefer-
ence in crystal orientation is
detected (cf. Figure 4.9).
For the definition of the
“latitude” angle, see text.
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C.9 S-parameters of HCL-doped ice
Figure C.11: Exemplary S-
parameters of HCL-doped
ice. Shown here is sample
no.2 with an acidity of 10−3
resulting in ε∞ = 3.26.
Note the distinct decreasing
trend in transmisson, e.g.
|S21|. The S-parameters in
reverse direction, e.g. |S12|
are shown as dashed lines.
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D Code
D.1 Binned correlation page 173 (developed with H.Konrad)
D.2 Bootstrap: page 175
D.3 Postprocessing routine of GPR-IRHs page 176
D.4 Forward model of coaxial cell setup: page 180
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ri
d 
on
;s
et
(g
ca
,'
Fo
nt
Si
ze
',
14
);
xl
ab
el
('
wi
nd
ow
 l
en
gt
h'
,
'f
on
ts
iz
e'
,1
4)
;y
la
be
l(
'F
',
'f
on
ts
iz
e'
,1
4)
;t
it
le
('
KC
H-
KC
S'
,'
fo
nt
si
ze
',
14
);
yl
im
([
-1
0 
10
])
;
su
bp
lo
t(
2,
3,
5)
;p
lo
t(
Fe
ns
te
r,
KC
HC
C(
:,
3)
,'
k'
,'
Li
ne
Wi
dt
h'
,3
);
ho
ld
 o
n;
pl
ot
(F
en
st
er
,K
CH
CC
(:
,
3)
+K
CH
CC
(:
,4
),
'-
-'
,'
Co
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;p
lo
t(
Fe
ns
te
r,
KC
HC
C(
:,
3)
-K
CH
CC
(:
,4
),
'-
-'
,
'C
ol
or
',
gr
ey
,'
Li
ne
Wi
dt
h'
,2
);
gr
id
 o
n;
se
t(
gc
a,
'F
on
tS
iz
e'
,1
4)
;x
la
be
l(
'w
in
do
w 
le
ng
th
',
'f
on
t
si
ze
',
14
);
yl
ab
el
('
F'
,'
fo
nt
si
ze
',
14
);
ti
tl
e(
'K
CH
-C
C'
,'
fo
nt
si
ze
',
14
);
yl
im
([
-1
0 
10
])
;
su
bp
lo
t(
2,
3,
6)
;p
lo
t(
Fe
ns
te
r,
KC
SC
C(
:,
3)
,'
k'
,'
Li
ne
Wi
dt
h'
,3
);
ho
ld
 o
n;
pl
ot
(F
en
st
er
,K
CS
CC
(:
,
3)
+K
CS
CC
(:
,4
),
'-
-'
,'
Co
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;p
lo
t(
Fe
ns
te
r,
KC
SC
C(
:,
3)
-K
CS
CC
(:
,4
),
'-
-'
,
'C
ol
or
',
gr
ey
,'
Li
ne
Wi
dt
h'
,2
);
gr
id
 o
n;
se
t(
gc
a,
'F
on
tS
iz
e'
,1
4)
;x
la
be
l(
'w
in
do
w 
le
ng
th
',
'f
on
t
si
ze
',
14
);
yl
ab
el
('
F'
,'
fo
nt
si
ze
',
14
);
ti
tl
e(
'K
CS
-C
C'
,'
fo
nt
si
ze
',
14
);
yl
im
([
-1
0 
10
])
;
% 
Me
an
 v
al
ue
s 
fo
r 
R 
un
d 
F
R=
[K
CH
KC
I(
:,
1)
 K
CS
KC
I(
:,
1)
 C
CK
CI
(:
,1
) 
KC
HK
CS
(:
,1
) 
KC
HC
C(
:,
1)
 K
CS
CC
(:
,1
)]
; 
Re
rr
=[
KC
HK
CI
(
:,
2)
 K
CS
KC
I(
:,
2)
 C
CK
CI
(:
,2
) 
KC
HK
CS
(:
,2
) 
KC
HC
C(
:,
2)
 K
CS
CC
(:
,2
)]
;
F=
[K
CH
KC
I(
:,
3)
 K
CS
KC
I(
:,
3)
 C
CK
CI
(:
,3
) 
KC
HK
CS
(:
,3
) 
KC
HC
C(
:,
3)
 K
CS
CC
(:
,3
)]
; 
Fe
rr
=[
KC
HK
CI
(
:,
4)
 K
CS
KC
I(
:,
4)
 C
CK
CI
(:
,4
) 
KC
HK
CS
(:
,4
) 
KC
HC
C(
:,
4)
 K
CS
CC
(:
,4
)]
;
fi
gu
re
su
bp
lo
t(
2,
1,
1)
;p
lo
t(
Fe
ns
te
r,
me
an
(R
,2
),
'k
',
'L
in
eW
id
th
',
3)
;h
ol
d 
on
;p
lo
t(
Fe
ns
te
r,
me
an
(R
,2
)
+s
td
(R
,0
,2
),
'-
-'
,'
Co
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;p
lo
t(
Fe
ns
te
r,
me
an
(R
,2
)-
st
d(
R,
0,
2)
,'
--
',
'C
o
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;g
ri
d 
on
;s
et
(g
ca
,'
Fo
nt
Si
ze
',
14
);
xl
ab
el
('
wi
nd
ow
 l
en
gt
h'
,'
fo
nt
si
z
e'
,1
4)
;y
la
be
l(
'm
ea
n(
R)
',
'f
on
ts
iz
e'
,1
4)
;
su
bp
lo
t(
2,
1,
2)
;p
lo
t(
Fe
ns
te
r,
me
an
(F
,2
),
'k
',
'L
in
eW
id
th
',
3)
;h
ol
d 
on
;p
lo
t(
Fe
ns
te
r,
me
an
(F
,2
)
+s
td
(F
,0
,2
),
'-
-'
,'
Co
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;p
lo
t(
Fe
ns
te
r,
me
an
(F
,2
)-
st
d(
F,
0,
2)
,'
--
',
'C
o
lo
r'
,g
re
y,
'L
in
eW
id
th
',
2)
;g
ri
d 
on
;s
et
(g
ca
,'
Fo
nt
Si
ze
',
14
);
xl
ab
el
('
wi
nd
ow
 l
en
gt
h'
,'
fo
nt
si
z
e'
,1
4)
;y
la
be
l(
'm
ea
n(
F)
',
'f
on
ts
iz
e'
,1
4)
;y
li
m(
[-
10
 1
0]
);
Ro
ut
=[
Fe
ns
te
r'
 R
 R
er
r]
;
Fo
ut
=[
Fe
ns
te
r'
 F
 F
er
r]
;
sa
ve
 R
ou
t 
Ro
ut
 -
as
ci
i
sa
ve
 F
ou
t 
Fo
ut
 -
as
ci
i
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C:
\M
AT
LA
B6
p5
\w
or
k\
bi
nn
ed
_c
or
re
la
ti
on
\b
in
ne
d_
co
r_
mc
_C
G.
m
Pa
ge
 1
% 
Bi
nn
ed
 c
or
re
la
ti
on
 f
or
 t
he
 d
el
ta
 O
-1
8 
ti
me
 s
er
ie
s 
of
 t
he
 C
G 
ic
e 
co
re
s
% % 
In
pu
t:
% 
1.
 n
um
be
r 
(s
. 
bi
nn
ed
_c
or
_m
c.
m)
% 
2.
 T
_a
nf
an
g 
(s
. 
bi
nn
ed
_c
or
_m
c.
m)
% 
3.
 T
_e
nd
e 
(s
. 
bi
nn
ed
_c
or
_m
c.
m)
% 
4.
 d
el
ta
Tm
in
 (
s.
 b
in
ne
d_
co
r_
mc
.m
)
% 
5.
 d
el
ta
Tm
ax
 (
s.
 b
in
ne
d_
co
r_
mc
.m
)
fu
nc
ti
on
 o
ut
=b
in
ne
d_
co
r_
mc
_C
G(
nu
mb
er
,T
_a
nf
an
g,
T_
en
de
,d
el
ta
Tm
in
,d
el
ta
Tm
ax
)
% 
Nu
mm
er
ie
ru
ng
:
% 
1 
= 
KC
I
% 
2 
= 
KC
H
% 
3 
= 
KC
S
% 
4 
= 
CC
% 
X1
=l
oa
d(
'z
ei
tr
ei
he
n/
o1
8-
kc
i.
tx
t'
);
% 
X2
=l
oa
d(
'z
ei
tr
ei
he
n/
o1
8-
kc
h.
tx
t'
);
% 
X3
=l
oa
d(
'z
ei
tr
ei
he
n/
o1
8-
kc
s.
tx
t'
);
% 
X4
=l
oa
d(
'z
ei
tr
ei
he
n/
o1
8-
cc
.t
xt
')
;
X1
=x
ls
re
ad
('
zr
ab
18
80
/K
CI
.x
ls
')
;
X2
=x
ls
re
ad
('
zr
ab
18
80
/K
CH
lt
.x
ls
')
;
X3
=x
ls
re
ad
('
zr
ab
18
80
/K
CS
lt
.x
ls
')
;
X4
=x
ls
re
ad
('
zr
ab
18
80
/C
Cl
t.
xl
s'
);
fo
r 
i=
1:
4
  
  
fo
r 
j=
1:
i
  
  
  
  
ev
al
([
sp
ri
nt
f(
't
s1
=X
%d
;'
,i
)]
)
  
  
  
  
ev
al
([
sp
ri
nt
f(
't
s2
=X
%d
;'
,j
)]
)
  
  
  
  
[R
(i
,j
),
dR
(i
,j
)]
=b
in
ne
d_
co
r_
mc
(t
s1
,t
s2
,T
_a
nf
an
g,
T_
en
de
,d
el
ta
Tm
in
,d
el
ta
Tm
ax
,n
um
b
er
);
  
  
  
  
cl
ea
r 
ts
1 
ts
2
  
  
en
d
en
d
% 
fp
ri
nt
f(
'\
n\
n'
);
% 
fp
ri
nt
f(
'\
t\
tK
CI
\t
\t
\t
KC
H\
t\
t\
tK
CS
\t
\t
\t
CC
\n
')
; 
fp
ri
nt
f(
'\
n'
);
% 
fp
ri
nt
f(
'K
CI
\t
\t
')
; 
fp
ri
nt
f(
'%
1.
2f
+-
%1
.2
f\
n'
,[
R(
1,
1)
 d
R(
1,
1)
])
;
% 
fp
ri
nt
f(
'K
CH
\t
\t
')
; 
fp
ri
nt
f(
'%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
n'
,[
R(
2,
1)
 d
R(
2,
1)
 R
(2
,2
) 
dR
(
2,
2)
])
;
% 
fp
ri
nt
f(
'K
CS
\t
\t
')
; 
fp
ri
nt
f(
'%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
n'
,[
R(
3,
1)
 d
R(
3
,1
) 
R(
3,
2)
 d
R(
3,
2)
 R
(3
,3
) 
dR
(3
,3
)]
);
% 
fp
ri
nt
f(
'C
C\
t\
t'
);
 f
pr
in
tf
('
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-%
1.
2f
\n
'
,[
R(
4,
1)
 d
R(
4,
1)
 R
(4
,2
) 
dR
(4
,2
) 
R(
4,
3)
 d
R(
4,
3)
 R
(4
,4
) 
dR
(4
,4
)]
);
% 
fp
ri
nt
f(
'\
n\
n'
);
% % 
fi
d=
fo
pe
n(
'b
in
ne
d_
co
r_
mc
_C
G.
tx
t'
,'
wt
')
;
% 
fp
ri
nt
f(
fi
d,
'\
n\
n'
);
% 
fp
ri
nt
f(
fi
d,
'\
t\
tK
CI
\t
\t
\t
KC
H\
t\
t\
tK
CS
\t
\t
\t
CC
\n
')
; 
fp
ri
nt
f(
fi
d,
'\
n'
);
% 
fp
ri
nt
f(
fi
d,
'K
CI
\t
\t
')
; 
fp
ri
nt
f(
fi
d,
'%
1.
2f
+-
%1
.2
f\
n'
,[
R(
1,
1)
 d
R(
1,
1)
])
;
% 
fp
ri
nt
f(
fi
d,
'K
CH
\t
\t
')
; 
fp
ri
nt
f(
fi
d,
'%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
n'
,[
R(
2,
1)
 d
R(
2,
1)
 R
(
2,
2)
 d
R(
2,
2)
])
;
% 
fp
ri
nt
f(
fi
d,
'K
CS
\t
\t
')
; 
fp
ri
nt
f(
fi
d,
'%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
t%
1.
2f
+-
%1
.2
f\
n'
,[
R(
3
,1
) 
dR
(3
,1
) 
R(
3,
2)
 d
R(
3,
2)
 R
(3
,3
) 
dR
(3
,3
)]
);
% 
fp
ri
nt
f(
fi
d,
'C
C\
t\
t'
);
 f
pr
in
tf
(f
id
,'
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-%
1.
2f
\t
%1
.2
f+
-
%1
.2
f\
n'
,[
R(
4,
1)
 d
R(
4,
1)
 R
(4
,2
) 
dR
(4
,2
) 
R(
4,
3)
 d
R(
4,
3)
 R
(4
,4
) 
dR
(4
,4
)]
);
% 
fp
ri
nt
f(
fi
d,
'\
n\
n'
);
% 
fc
lo
se
(f
id
);
ou
t=
[R
,d
R]
;
C:
\M
AT
LA
B6
p5
\w
or
k\
bi
nn
ed
_c
or
re
la
ti
on
\b
in
ne
d_
co
r_
mc
.m
Pa
ge
 1
% 
Be
re
ch
ne
 d
ie
 b
in
ne
d 
co
rr
el
at
io
n 
(m
it
hi
lf
e 
de
r 
gl
ei
ch
na
mi
ge
n 
Fu
nk
ti
on
)
% 
fu
er
 e
in
e 
ho
he
 A
nz
ah
l 
an
 V
ar
ia
ti
on
 v
on
 Z
ei
ti
nk
re
me
nt
 u
nd
 S
ta
rt
pu
nk
t
% % 
In
pu
t:
% 
1.
 t
s1
: 
Ze
it
re
ih
e 
1:
 1
. 
Sp
al
te
 =
 Z
ei
ta
ch
se
, 
2.
 S
pa
lt
e 
= 
We
rt
e
% 
2.
 t
s2
: 
Ze
it
re
ih
e 
2:
 1
. 
Sp
al
te
 =
 Z
ei
ta
ch
se
, 
2.
 S
pa
lt
e 
= 
We
rt
e
% 
  
  
  
  
be
id
e 
Ze
it
ac
hs
en
 m
ue
ss
en
 m
on
ot
on
 v
er
la
uf
en
 (
ab
ne
hm
en
de
 Z
ei
tw
er
te
) 
% 
3.
 T
_a
nf
an
g:
 o
be
re
 G
re
nz
e 
de
s 
be
tr
ac
ht
et
en
 Z
ei
ti
nt
er
va
ll
s
% 
4.
 T
_e
nd
e:
 u
nt
er
e 
Gr
en
ze
 d
es
 b
et
ra
ch
te
te
n 
Ze
it
in
te
rv
al
ls
% 
  
  
 =
=>
 T
_e
nd
e 
< 
T_
an
fa
ng
!
% 
5.
 d
el
ta
Tm
in
: 
mi
ni
ma
le
r 
We
rt
 f
ue
r 
da
s 
Ze
it
in
kr
em
en
t 
(B
lo
ck
gr
oe
ss
e)
% 
6.
 d
el
ta
Tm
ax
: 
ma
xi
ma
le
r 
We
rt
 f
ue
r 
da
s 
Ze
it
in
kr
em
en
t 
(B
lo
ck
gr
oe
ss
e)
% 
7.
 n
um
be
r:
 A
nz
ah
l 
an
 D
ur
ch
la
eu
fe
n
fu
nc
ti
on
 [
R_
, 
dR
_]
 =
 b
in
ne
d_
co
r_
mc
(t
s1
,t
s2
,T
_a
nf
an
g,
T_
en
de
,d
el
ta
Tm
in
,d
el
ta
Tm
ax
,n
um
be
r)
% 
Da
te
np
un
kt
e,
 d
ie
 n
ic
ht
 z
wi
sc
he
n 
T_
an
fa
ng
 u
nd
 T
_e
nd
e 
li
eg
en
, 
we
rd
en
% 
en
tf
er
nt
:
[r
1,
c1
]=
si
ze
(t
s1
);
 [
r2
,c
2]
=s
iz
e(
ts
2)
;
ts
1_
tm
p=
[]
; 
ts
2_
tm
p=
[]
;
fo
r 
i=
1:
r1
  
  
if
 (
ts
1(
i,
1)
 <
= 
T_
an
fa
ng
) 
& 
(t
s1
(i
,1
) 
>=
 T
_e
nd
e)
  
  
  
  
ts
1_
tm
p=
[t
s1
_t
mp
; 
ts
1(
i,
:)
];
  
  
el
se
  
  
en
d
en
d
fo
r 
i=
1:
r2
  
  
if
 (
ts
2(
i,
1)
 <
= 
T_
an
fa
ng
) 
& 
(t
s2
(i
,1
) 
>=
 T
_e
nd
e)
  
  
  
  
ts
2_
tm
p=
[t
s2
_t
mp
; 
ts
2(
i,
:)
];
  
  
el
se
  
  
en
d
en
d
z1
=t
s1
_t
mp
(:
,1
);
 z
2=
ts
2_
tm
p(
:,
1)
; 
w1
=t
s1
_t
mp
(:
,2
);
 w
2=
ts
2_
tm
p(
:,
2)
; 
cl
ea
r 
ts
*
% 
z1
 =
 Z
ei
tp
un
kt
e 
vo
n 
ts
1;
 w
1 
= 
We
rt
e 
vo
n 
ts
1;
 a
na
lo
g 
fu
er
 2
% 
MC
% 
h=
wa
it
ba
r(
0,
'D
er
 Z
uf
al
l 
is
t 
am
 Z
ug
')
;
fo
r 
nu
m=
1:
nu
mb
er
  
  
% 
Wä
hl
e 
gl
ei
ch
ve
rt
ei
lt
 e
in
 Z
ei
ti
nk
re
me
nt
 (
Bl
oc
kg
ro
es
se
) 
au
s:
  
  
de
lt
aT
(n
um
)=
ra
nd
*(
de
lt
aT
ma
x-
de
lt
aT
mi
n)
+d
el
ta
Tm
in
;
  
  
% 
Wä
hl
e 
gl
ei
ch
ve
rt
ei
lt
 (
zw
is
ch
en
 T
_a
nf
an
g 
un
d 
T_
an
fa
ng
 -
 d
el
ta
T(
nu
m)
)
  
  
% 
de
n 
St
ar
tw
er
t 
au
s:
  
  
T0
(n
um
)=
T_
an
fa
ng
-r
an
d*
de
lt
aT
(n
um
);
 i
f 
T0
(n
um
) 
==
 T
_a
nf
an
g-
de
lt
aT
(n
um
);
 T
0(
nu
m)
=T
_a
n
fa
ng
; 
el
se
; 
en
d
  
  
% 
Be
re
ch
ne
 d
en
 K
or
re
la
ti
on
sk
oe
ff
iz
ie
nt
en
 v
ia
 b
in
ne
d 
co
rr
el
at
io
n:
  
  
R(
nu
m)
=b
in
ne
d_
co
rr
el
at
io
n(
z1
,w
1,
z2
,w
2,
de
lt
aT
(n
um
),
T0
(n
um
))
;
  
  
% 
wa
it
ba
r(
nu
m/
nu
mb
er
);
 
en
d
% 
cl
os
e(
h)
;
% 
% 
Ab
bi
ld
un
ge
n
% 
fi
gu
re
% 
su
bp
lo
t(
2,
2,
1)
; 
hi
st
(d
el
ta
T)
; 
ti
tl
e(
'B
lo
ck
gr
oe
ss
e'
)
% 
su
bp
lo
t(
2,
2,
2)
; 
hi
st
(T
0)
; 
ti
tl
e(
'A
nf
an
gs
ze
it
pu
nk
t'
)
% 
su
bp
lo
t(
2,
2,
3)
; 
hi
st
(R
);
 t
it
le
('
R'
)
R_
=m
ea
n(
R)
; 
dR
_=
st
d(
R)
;
% 
fp
ri
nt
f(
'\
n\
nR
 =
 %
1.
2f
 +
- 
%1
.2
f\
n\
n'
,[
R_
,d
R_
])
;
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C:
\M
AT
LA
B6
p5
\w
or
k\
Pr
od
uk
ti
on
\b
oo
ts
tr
ap
\b
oo
ts
tr
ap
2.
m
Pa
ge
 1
% 
Ic
e 
co
re
-B
oo
ts
tr
ap
 
% 
Pa
sc
al
 B
oh
le
be
r,
 2
7.
08
.2
00
9
% 
Go
al
: 
Un
ce
rt
ai
nt
y 
es
ti
ma
ti
on
 f
or
 d
ec
ad
al
 t
re
nd
s 
in
 i
ce
 c
or
e 
st
ac
k
% % 
In
pu
t:
 M
at
ri
x 
wi
th
 n
or
ma
li
ze
d 
ic
e 
co
re
 t
im
e 
se
ri
es
 a
s 
co
lu
mn
s
% 
Ou
tp
ut
: 
Fi
le
 "
bo
ot
st
ra
pr
es
ul
ts
.m
at
",
 p
lo
ts
fu
nc
ti
on
 o
ut
= 
bo
ot
st
ra
p2
(f
il
e)
% 
1.
 R
ea
d 
da
ta
, 
ca
lc
ul
at
e 
st
ac
k 
un
d 
ma
tr
ix
 o
f 
th
e 
re
si
du
al
s 
(i
nd
iv
id
ua
l 
ic
e
% 
co
re
 m
in
us
 s
ta
ck
)
In
= 
fi
le
;
St
ac
k=
 m
ea
n(
In
, 
2)
;
[M
, 
N]
 =
 s
iz
e(
In
);
Re
si
du
en
= 
ze
ro
s(
M,
 N
);
[G
au
ss
st
ac
k]
=G
au
ss
fi
lt
er
(S
ta
ck
);
fo
r 
i=
1:
M
  
  
fo
r 
j=
1:
N
Re
si
du
en
(i
,j
)=
 f
il
e(
i,
j)
-S
ta
ck
(i
);
en
d
en
d
% 
2.
 B
oo
ts
tr
ap
Ru
ns
=1
00
00
;
Fi
lt
er
re
su
lt
s=
 z
er
os
(M
, 
Ru
ns
);
% 
2.
1 
Ge
ne
ra
te
 r
an
do
m 
nu
mb
er
s 
(n
ee
ds
 i
mp
ro
ve
me
nt
!)
fo
r 
k=
1:
Ru
ns
ra
nd
n(
's
ee
d'
, 
0)
;
X=
ze
ro
s(
1,
4)
;
X(
1,
:)
=m
od
(r
an
dp
er
m(
4)
,5
);
Y=
ze
ro
s(
1,
4)
;
Y(
1,
:)
=m
od
(r
an
dp
er
m(
4)
,5
);
% 
2.
2 
Ma
tr
ix
 w
it
h 
re
co
ns
tr
uc
te
d 
se
ri
es
: 
Al
lo
w 
to
 r
an
do
ml
y 
pi
ck
 r
es
id
ua
ls
% 
fr
om
 a
ll
 c
or
es
. 
Re
co
n=
 z
er
os
(M
, 
N)
;
fo
r 
i=
1:
M
  
  
fo
r 
j=
1:
N
Re
co
n(
i,
j)
= 
St
ac
k(
i)
+ 
Re
si
du
en
(X
(4
),
Y(
3)
);
en
d
en
d
% 
2.
3 
Ca
lc
ul
at
e 
Ne
w 
St
ac
k
Ne
wS
ta
ck
= 
me
an
(R
ec
on
, 
2)
;
% 
2.
4 
Fi
lt
er
 N
ew
 S
ta
ck
[G
au
ss
fi
lt
er
]=
 G
au
ss
fi
lt
er
(N
ew
St
ac
k)
;
%p
lo
t(
Ga
us
sf
il
te
r)
; 
ho
ld
 o
n;
% 
2.
5 
Sa
ve
 f
il
te
re
d 
re
su
lt
s 
as
 c
ol
um
n 
in
 F
il
te
rr
es
ul
ts
- 
th
en
 r
ep
ea
t 
2.
1-
2.
5
% 
un
ti
l 
nu
mb
er
 R
un
s 
is
 r
ea
ch
ed
.
fo
r 
i=
1:
M
Fi
lt
er
re
su
lt
s(
i,
k)
=G
au
ss
fi
lt
er
(i
);
en
d
en
d
% 
3.
 C
al
cu
la
te
 P
er
ce
nt
il
es
 f
ro
m 
bo
ot
st
ra
p 
se
ri
es
- 
to
 b
e 
us
ed
 a
s 
"c
on
fi
de
nc
e
% 
in
te
rv
al
s"
Pu
p=
90
;
C:
\M
AT
LA
B6
p5
\w
or
k\
Pr
od
uk
ti
on
\b
oo
ts
tr
ap
\b
oo
ts
tr
ap
2.
m
Pa
ge
 2
Pd
ow
n=
10
;
P=
 p
rc
ti
le
(F
il
te
rr
es
ul
ts
',
[P
do
wn
 P
up
])
;
Pe
rc
en
ti
le
=P
';
Re
su
lt
= 
ze
ro
s(
M,
3)
;
Re
su
lt
(:
,1
)=
Pe
rc
en
ti
le
(:
,1
);
Re
su
lt
(:
,2
)=
Ga
us
ss
ta
ck
;
Re
su
lt
(:
,3
)=
Pe
rc
en
ti
le
(:
,2
);
fi
gu
re
;
pl
ot
(R
es
ul
t(
:,
1)
,'
b'
);
ho
ld
 o
n
pl
ot
(R
es
ul
t(
:,
2)
,'
r'
);
ho
ld
 o
n
pl
ot
(R
es
ul
t(
:,
3)
,'
b'
);
ho
ld
 o
n
ho
ld
 o
ff
sa
ve
 b
oo
ts
tr
ap
re
su
lt
s 
Re
su
lt
;
ou
t=
 R
es
ul
t;
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C:
\M
AT
LA
B6
p5
\w
or
k\
Co
ll
eR
ad
ar
\V
er
si
on
5u
nd
6\
ho
rz
pr
oc
es
s6
.m
Pa
ge
 1
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
- 
GP
R 
ho
ri
zo
n 
pr
oc
es
si
ng
 -
--
--
--
--
--
--
--
--
-
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
Ve
rs
io
n 
6.
0,
 P
as
ca
l 
Bo
hl
eb
er
, 
16
.0
6.
10
  
(1
st
 v
er
si
on
 1
4.
12
.0
9)
 
% % 
- 
Co
nv
er
ts
 t
ra
ce
-T
WT
 i
nt
o 
tr
ac
e-
de
pt
h 
ba
se
d 
on
 i
nt
er
po
la
ti
on
 b
et
we
en
 d
en
si
ty
 p
ro
fi
le
s
 a
t 
st
ar
t 
an
d 
en
d 
of
 p
ro
fi
le
. 
% 
- 
Ca
lc
ul
at
es
 a
ge
 i
n 
ye
ar
 B
P 
at
 s
ta
rt
 a
nd
 e
nd
 o
f 
ea
ch
 h
or
iz
on
 b
as
ed
 o
n 
th
e 
ac
co
rd
in
g 
a
ge
-d
ep
th
 r
el
at
io
ns
sh
ip
s.
 
% % 
IN
PU
T:
 h
or
zp
ro
ce
ss
(G
PR
-D
at
a,
 I
ce
-c
or
e 
da
ta
 s
ta
rt
 =
 d
en
si
ty
 f
il
e 
1,
 d
at
in
g 
fi
le
 1
, 
Ic
e
 c
or
e 
da
ta
 e
nd
 =
 d
en
si
ty
 f
il
e 
2,
 d
at
in
g 
fi
le
 2
)
% % 
i.
e.
 h
or
zp
ro
ce
ss
('
08
16
09
.t
xt
',
 '
KC
I_
de
ns
it
y.
tx
t'
, 
'K
CI
_d
at
in
g.
tx
t'
, 
'K
CS
_d
en
si
ty
.t
xt
'
, 
'K
CS
_d
at
in
g.
tx
t'
)
% 
GP
R-
Da
ta
: 
Pi
ck
ed
 h
or
iz
on
s,
 L
as
t 
ho
ri
zo
n 
= 
be
dr
oc
k!
, 
pr
od
uc
ed
 b
y 
"m
ut
e2
tx
.s
h"
 (
Ol
af
 E
i
se
n)
. 
Co
nv
er
si
on
 f
ro
m 
un
ix
 t
o 
do
s 
as
ci
i 
ne
ed
ed
 (
i.
e.
 "
un
ix
2d
os
.s
h"
).
 
% 
Fi
le
 s
tr
uc
tu
re
: 
De
li
mi
te
r:
 s
pa
ce
, 
1s
t 
co
lu
mn
: 
tr
ac
e 
nr
.,
 2
nd
 c
ol
um
n:
 T
WT
, 
de
li
mi
te
r-
c
ha
ra
ct
er
 a
ft
er
 e
nd
 o
f 
ho
ri
zo
n:
 "
>"
. 
% % 
Ic
e 
co
re
 d
at
a:
 I
.D
en
si
ty
 f
il
e:
 C
ol
um
n 
1:
 A
bs
ol
ut
e 
de
pt
h 
[m
],
 C
ol
um
n2
: 
De
ns
it
y 
[g
/c
m3
]
, 
II
. 
Da
ti
ng
 f
il
e:
 C
ol
um
n 
1:
 A
bs
ol
ut
e 
de
pt
h 
[m
],
% 
Co
lu
mn
 2
: 
de
pt
h 
[m
.w
.e
.]
, 
Co
lu
mn
 3
: 
ye
ar
 B
P
% % 
OU
TP
UT
: 
1 
tx
t-
fi
le
 f
or
 e
ac
h 
in
di
vi
du
al
 h
or
iz
on
. 
Fi
le
 s
tr
uc
tu
re
: 
De
li
mi
te
r:
 s
pa
ce
, 
1s
t
 c
ol
um
n:
 t
ra
ce
 n
r.
, 
2n
d 
co
lu
mn
: 
TW
T,
 
% 
3r
d 
co
lu
mn
: 
ab
so
lu
te
 d
ep
th
 [
m]
% 
1 
tx
t-
fi
le
 w
it
h 
st
ar
t 
an
d 
en
dp
oi
nt
 o
f 
ho
ri
zo
ns
 w
it
h 
de
pt
h,
 m
.w
.e
. 
an
d 
ag
e
% % % 
mo
di
fi
ed
 0
2/
10
: 
no
 h
ea
de
rs
 i
n 
ou
tp
ut
 t
ex
t 
fi
le
s!
% % 
mo
di
fi
ed
 0
3/
10
: 
so
me
 i
nt
er
po
la
ti
on
-r
ou
ti
ne
s 
ch
an
ge
d,
 r
en
am
e:
 h
or
zp
ro
ce
ss
2.
m
% % 
mo
di
fi
ed
 0
3/
10
: 
er
ro
r 
es
ti
ma
ti
on
 m
od
ul
e,
 r
en
am
e:
 h
or
zp
ro
ce
ss
3.
m
% % 
mo
di
fi
ed
 0
6/
10
: 
ad
de
d:
 o
ut
pu
t 
of
 h
or
iz
on
-d
ep
th
 i
n 
m.
w.
e.
, 
ch
ec
k 
fo
r 
is
oc
hr
on
es
, 
re
na
m
e:
 h
or
zp
ro
ce
ss
4.
m
% % 
mo
di
fi
ed
 0
6/
10
: 
ne
w 
de
ns
it
y 
in
te
rp
ol
at
io
n 
ro
ut
in
e,
 r
en
am
e:
 h
or
zp
ro
ce
ss
5.
m
% % 
mo
di
fi
ed
 0
6/
10
: 
ne
w 
de
ns
it
y 
in
te
rp
ol
at
io
n 
ro
ut
in
e 
2,
 r
en
am
e:
 h
or
zp
ro
ce
ss
6.
m
fu
nc
ti
on
 h
or
zp
ro
ce
ss
5(
fi
le
, 
ic
ec
or
e1
_d
en
si
ty
, 
ic
ec
or
e1
_d
at
in
g,
 i
ce
co
re
2_
de
ns
it
y,
 i
ce
co
r
e2
_d
at
in
g)
% 
Se
t 
co
ns
ta
nt
s
ls
pe
ed
=2
99
79
24
58
;
z_
rh
o_
ma
x=
10
0;
 %
 M
ax
im
um
 d
ep
th
 o
f 
de
ns
it
y 
in
te
rp
ol
at
io
n
ic
ed
en
s=
0.
9;
 %
 i
ce
 d
en
si
ty
 t
hr
es
ho
ld
 s
ti
ll
 s
om
ew
ha
t 
ar
bi
tr
ar
y,
 c
ou
ld
 b
e 
se
t 
to
 0
.8
9
de
pt
hr
es
=0
.2
; 
% 
De
fi
ne
 d
ep
th
 r
es
ol
ut
io
n:
 d
ep
th
re
s
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
 I
NP
UT
 f
ro
m 
fi
le
 -
--
--
--
--
--
--
--
--
--
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
In
pu
t 
fr
om
 f
il
e 
1:
 R
ea
d 
th
e 
da
ta
, 
di
vi
de
 i
nt
o 
in
di
vi
du
al
 h
or
iz
on
s 
af
te
r 
de
li
mi
te
r-
ch
a
C:
\M
AT
LA
B6
p5
\w
or
k\
Co
ll
eR
ad
ar
\V
er
si
on
5u
nd
6\
ho
rz
pr
oc
es
s6
.m
Pa
ge
 2
ra
ct
er
 "
>"
fi
d 
= 
fo
pe
n(
fi
le
, 
'r
')
;
i=
1;
k=
1;
tr
ma
x=
1;
fi
le
na
me
=[
fi
le
, 
sp
ri
nt
f(
'_
ho
rz
_%
d'
,i
)]
;
fo
ut
 =
 f
op
en
(f
il
en
am
e,
 '
w'
);
  
  
wh
il
e 
~f
eo
f(
fi
d)
  
  
  
  
tl
in
e 
= 
fg
et
l(
fi
d)
;
% 
Sk
ip
 t
he
 f
ir
st
 3
 l
in
es
 (
he
ad
er
)
  
  
  
  
if
 k
<4
  
  
  
  
  
  
tl
in
e=
[]
;
% 
Fo
r 
en
d 
of
 h
or
iz
on
 c
lo
se
 a
ct
iv
e 
fi
le
 a
nd
 o
pe
n 
ne
xt
 f
il
e
  
  
  
  
el
se
if
 t
li
ne
(1
)=
='
>'
  
  
  
  
  
  
tl
in
e=
[]
;
  
  
  
  
  
  
fc
lo
se
(f
ou
t)
;
  
  
  
  
  
  
i=
i+
1;
 %
 N
um
be
r 
of
 h
or
iz
on
  
  
  
  
  
  
fi
le
na
me
=[
fi
le
, 
sp
ri
nt
f(
'_
ho
rz
_%
d'
,i
)]
;
  
  
  
  
  
  
fo
ut
 =
 f
op
en
(f
il
en
am
e,
 '
w'
);
% 
Wr
it
e 
TW
T 
an
d 
tr
ac
e 
nu
mb
er
 t
o 
fi
le
, 
re
ad
 T
WT
 a
nd
 t
ra
ce
 s
ep
ar
at
ed
 b
y 
sp
ac
e
  
  
  
  
el
se
  
  
  
  
  
  
li
mi
t=
re
ge
xp
(t
li
ne
, 
' 
')
;
  
  
  
  
  
  
tw
t=
tl
in
e(
1:
li
mi
t)
;
  
  
  
  
  
  
tr
ac
e=
tl
in
e(
li
mi
t:
en
d)
;
  
  
  
  
  
  
ou
t=
 [
st
r2
nu
m(
tw
t)
 s
tr
2n
um
(t
ra
ce
)]
;
  
  
  
  
  
  
fp
ri
nt
f(
fo
ut
,'
%e
 %
d\
n'
, 
ou
t)
;
  
  
  
  
  
  
tr
ac
en
um
=s
tr
2n
um
(t
ra
ce
);
  
  
  
  
  
  
  
  
  
  
if
 t
ra
ce
nu
m>
tr
ma
x
  
  
  
  
  
  
  
  
  
  
  
  
tr
ma
x=
tr
ac
en
um
; 
% 
Ma
xi
mu
m 
tr
ac
e 
nu
mb
er
 i
s 
ne
ed
ed
 l
at
er
!
  
  
  
  
  
  
  
  
  
  
en
d
  
  
  
  
en
d
  
  
  
  
k=
k+
1;
  
  
en
d
fc
lo
se
(f
id
);
fc
lo
se
(f
ou
t)
;
tr
ac
em
ax
=t
rm
ax
;
ma
xh
or
=i
;
cl
ea
r 
i;
% 
In
pu
t 
fr
om
 f
il
e 
2:
 P
lo
t 
th
e 
se
pa
ra
te
 h
or
iz
on
s 
in
to
 a
 s
in
gl
e 
pl
ot
, 
Pr
ef
er
en
ce
: 
La
st
% 
ho
ri
zo
n 
= 
be
dr
oc
k!
fi
gu
re
;
fo
r 
j=
1:
ma
xh
or
  
  
fi
le
na
me
=[
fi
le
, 
sp
ri
nt
f(
'_
ho
rz
_%
d'
,j
)]
;
% 
Cr
ea
te
 s
ep
ar
at
e 
va
ri
ab
le
s 
co
nt
ai
ni
ng
 e
ac
h 
ho
ri
zo
n 
fo
r 
fu
rt
he
r 
pr
oc
es
si
ng
  
  
ev
al
([
sp
ri
nt
f(
'H
or
iz
on
_%
d 
= 
lo
ad
(f
il
en
am
e)
;'
, 
j)
])
;
  
  
ev
al
([
sp
ri
nt
f(
'H
or
iz
on
= 
Ho
ri
zo
n_
%d
 ;
',
 j
)]
);
  
  
se
t(
gc
a,
'Y
Di
r'
,'
re
ve
rs
e'
)
  
  
if
 j
==
ma
xh
or
  
  
  
  
su
bp
lo
t(
2,
1,
1)
, 
pl
ot
(H
or
iz
on
(:
,2
),
Ho
ri
zo
n(
:,
1)
,'
k-
',
'L
in
eW
id
th
',
2)
;
  
  
  
  
xl
ab
el
('
tr
ac
e'
),
yl
ab
el
('
TW
T'
),
ti
tl
e(
fi
le
);
  
  
  
  
ho
ld
 o
n;
  
  
el
se
  
  
  
  
su
bp
lo
t(
2,
1,
1)
, 
pl
ot
(H
or
iz
on
(:
,2
),
Ho
ri
zo
n(
:,
1)
,'
r-
',
'L
in
eW
id
th
',
2)
;
  
  
  
  
xl
ab
el
('
tr
ac
e'
),
yl
ab
el
('
TW
T'
),
ti
tl
e(
fi
le
);
178 Lists
C:
\M
AT
LA
B6
p5
\w
or
k\
Co
ll
eR
ad
ar
\V
er
si
on
5u
nd
6\
ho
rz
pr
oc
es
s6
.m
Pa
ge
 3
  
  
  
  
ho
ld
 o
n;
  
  
en
d
en
d
% 
In
pu
t 
fr
om
 f
il
e 
3:
 R
ea
d 
al
l 
ic
ec
or
e 
as
ci
i 
da
ta
IC
1_
de
n=
lo
ad
(i
ce
co
re
1_
de
ns
it
y)
;
IC
1_
da
t=
lo
ad
(i
ce
co
re
1_
da
ti
ng
);
IC
2_
de
n=
lo
ad
(i
ce
co
re
2_
de
ns
it
y)
;
IC
2_
da
t=
lo
ad
(i
ce
co
re
2_
da
ti
ng
);
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
- 
ST
AR
T 
PR
OC
ES
SI
NG
 -
--
--
--
--
--
--
--
--
--
--
--
--
--
-
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% % 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
- 
11
.0
6.
10
 I
mp
ro
ve
d 
In
te
rp
ol
at
io
n-
Mo
du
le
 -
--
--
--
--
--
--
--
-
--
--
--
--
--
--
-
% 
Id
ea
: 
Li
ne
ar
 i
nt
er
po
la
ti
on
 b
et
we
en
 d
en
si
ty
-p
ro
fi
le
s 
fr
om
 s
ta
rt
- 
to
 e
nd
po
in
t.
 
% 
Ex
te
nd
 d
en
si
ty
 p
ro
fi
le
s 
do
wn
wa
rd
s 
wi
th
 c
on
st
an
t 
ic
e 
de
ns
it
y.
% 
1.
 B
ri
ng
 b
ot
h 
de
ns
it
y 
pr
of
il
es
 t
o 
co
mm
on
 r
es
ol
ut
io
n 
an
d 
ex
te
nd
 d
en
si
ty
% 
pr
of
il
es
 t
o 
z_
rh
o_
ma
x 
wi
th
 i
ce
de
ns
 
% 
@S
ta
rt
po
in
t
if
 I
C1
_d
en
(e
nd
,1
)<
 z
_r
ho
_m
ax
  
  
st
ar
t=
IC
1_
de
n(
en
d,
1)
+0
.1
;
  
  
rh
o_
ex
te
nd
=s
ta
rt
:0
.1
:z
_r
ho
_m
ax
;
  
  
rh
o_
ex
te
nd
(2
,:
)=
0.
9;
  
  
rh
o_
ex
te
nd
=r
ho
_e
xt
en
d'
;
  
  
De
ns
it
y1
=[
IC
1_
de
n;
 r
ho
_e
xt
en
d]
;
en
d
% 
@E
nd
po
in
t
if
 I
C2
_d
en
(e
nd
,1
)<
 z
_r
ho
_m
ax
  
  
st
ar
t=
IC
2_
de
n(
en
d,
1)
+0
.1
;
  
  
rh
o_
ex
te
nd
=s
ta
rt
:0
.1
:z
_r
ho
_m
ax
;
  
  
rh
o_
ex
te
nd
(2
,:
)=
0.
9;
  
  
rh
o_
ex
te
nd
=r
ho
_e
xt
en
d'
;
  
  
De
ns
it
y2
=[
IC
2_
de
n;
 r
ho
_e
xt
en
d]
;
en
d
% 
3.
 D
ef
in
e 
de
pt
h 
re
so
lu
ti
on
 f
or
 m
ix
ed
 d
en
si
ty
 p
ro
fi
le
s 
an
d 
in
te
rp
ol
at
e
% 
de
ns
it
y 
in
pu
t 
da
ta
 a
cc
or
di
ng
ly
rh
o_
re
so
lu
ti
on
=0
:0
.1
:z
_r
ho
_m
ax
;
IC
1_
de
n_
ne
wr
es
=i
nt
er
p1
(D
en
si
ty
1(
:,
1)
,D
en
si
ty
1(
:,
2)
,r
ho
_r
es
ol
ut
io
n,
'l
in
ea
r'
);
 %
 P
ro
bl
em
s
 m
ig
ht
 o
cc
ur
 b
ec
au
se
 z
_r
ho
_m
ax
 >
> 
lo
ca
l 
de
pt
h_
ma
x
IC
2_
de
n_
ne
wr
es
=i
nt
er
p1
(D
en
si
ty
2(
:,
1)
,D
en
si
ty
2(
:,
2)
,r
ho
_r
es
ol
ut
io
n,
'l
in
ea
r'
);
IC
1_
de
n_
ne
wr
es
=[
rh
o_
re
so
lu
ti
on
' 
IC
1_
de
n_
ne
wr
es
']
;
IC
2_
de
n_
ne
wr
es
=[
rh
o_
re
so
lu
ti
on
' 
IC
2_
de
n_
ne
wr
es
']
;
% 
4.
 D
is
ta
nc
e-
we
ig
ht
ed
 d
en
si
ty
 m
ix
in
g 
do
wn
 t
o 
z_
fe
h 
= 
wa
it
ba
r(
0,
'D
en
si
ty
-I
nt
er
po
la
ti
on
 i
n 
pr
og
re
ss
. 
Pl
ea
se
 w
ai
t.
..
')
;
De
ns
it
y(
:,
1)
=r
ho
_r
es
ol
ut
io
n'
;
fo
r 
j=
2:
(t
ra
ce
ma
x+
1)
  
  
wa
it
ba
r(
j/
tr
ac
em
ax
,h
)
  
  
fo
r 
i=
1:
le
ng
th
(D
en
si
ty
(:
,1
))
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AT
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p5
\w
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k\
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De
ns
it
y(
i,
j)
= 
(I
C2
_d
en
_n
ew
re
s(
i,
2)
-I
C1
_d
en
_n
ew
re
s(
i,
2)
)*
(j
-2
)/
(t
ra
ce
ma
x-
2)
+I
C1
_
de
n_
ne
wr
es
(i
,2
);
  
  
en
d
en
d
en
d
cl
os
e(
h)
;
% 
5.
 C
al
cu
la
te
 v
el
oc
it
y-
de
pt
h 
pr
of
il
e 
ba
se
d 
on
 K
ov
ac
s-
re
la
ti
on
 a
nd
% 
ac
co
rd
in
g 
TW
T
h 
= 
wa
it
ba
r(
0,
'V
el
oc
it
y-
In
te
rp
ol
at
io
n 
in
 p
ro
gr
es
s.
 P
le
as
e 
wa
it
..
.'
);
Ve
lo
ci
ty
(:
,1
)=
rh
o_
re
so
lu
ti
on
';
Tr
av
el
T(
:,
1)
=r
ho
_r
es
ol
ut
io
n'
;
fo
r 
j=
2:
(t
ra
ce
ma
x+
1)
  
  
wa
it
ba
r(
j/
tr
ac
em
ax
,h
)
  
  
fo
r 
i=
1:
le
ng
th
(r
ho
_r
es
ol
ut
io
n)
  
  
  
  
Ve
lo
ci
ty
(i
,j
)=
ls
pe
ed
*(
1/
(1
+0
.8
54
*D
en
si
ty
(i
,j
))
);
  
  
  
  
Tr
av
el
T(
i,
j)
=T
ra
ve
lT
(i
,1
).
/V
el
oc
it
y(
i,
j)
;
  
  
en
d
en
d
cl
os
e(
h)
;
% 
Fo
r 
ea
ch
 h
or
iz
on
, 
ad
d 
co
lu
mn
 w
it
h 
ne
w 
de
pt
h 
co
or
di
na
te
h 
= 
wa
it
ba
r(
0,
'C
al
cu
la
ti
ng
 h
or
iz
on
 d
at
a.
 P
le
as
e 
wa
it
..
.'
);
fo
r 
i=
1:
ma
xh
or
wa
it
ba
r(
i/
ma
xh
or
,h
)
ev
al
([
sp
ri
nt
f(
'H
or
iz
on
=H
or
iz
on
_%
d;
',
 i
)]
);
  
  
fo
r 
j=
1:
le
ng
th
(H
or
iz
on
)
  
  
  
  
ti
me
=0
.5
*H
or
iz
on
(j
,1
);
  
  
  
  
tr
=H
or
iz
on
(j
,2
);
 %
 A
TT
EN
TI
ON
: 
De
pt
h 
is
 r
ep
re
se
nt
ed
 b
y 
in
te
rp
ol
at
in
g 
fo
r 
TW
T/
2!
  
  
  
  
  
  
  
 %
 e
va
l(
[s
pr
in
tf
('
Ho
ri
zo
n_
%d
(j
,3
)=
in
te
rp
1(
Tr
av
el
T(
:,
tr
+1
),
 T
ra
ve
lT
(:
,1
),
t
im
e,
 '
'p
ch
ip
''
);
',
 i
)]
);
  
  
  
  
  
  
  
 e
va
l(
[s
pr
in
tf
('
Ho
ri
zo
n_
%d
(j
,3
)=
in
te
rp
1q
(T
ra
ve
lT
(:
,t
r+
1)
, 
Tr
av
el
T(
:,
1)
,t
i
me
);
',
 i
)]
);
 %
 F
or
 e
ac
h 
ho
ri
zo
n,
 a
dd
 c
ol
um
n 
wi
th
 d
ep
th
 c
oo
rd
in
at
e 
in
 d
ep
th
 m
.w
.e
.
  
  
  
  
  
  
  
  
ev
al
([
sp
ri
nt
f(
'z
f=
Ho
ri
zo
n_
%d
(j
,3
);
',
 i
)]
);
  
  
  
  
  
  
  
  
rh
o=
De
ns
it
y(
:,
tr
);
  
  
  
  
  
  
  
  
zw
=0
;z
i=
0;
k=
1;
  
  
  
  
  
  
  
  
  
  
wh
il
e 
zi
<z
f
  
  
  
  
  
  
  
  
  
  
  
  
zw
=z
w+
rh
o(
k)
*d
ep
th
re
s;
  
  
  
  
  
  
  
  
  
  
  
  
zi
=z
i+
de
pt
hr
es
;
  
  
  
  
  
  
  
  
  
  
  
  
k=
k+
1;
  
  
  
  
  
  
  
  
  
  
en
d
  
  
  
  
  
  
  
  
ev
al
([
sp
ri
nt
f(
'H
or
iz
on
_%
d(
j,
4)
=z
w;
',
 i
)]
);
  
  
  
  
  
 e
nd
en
d
cl
os
e(
h)
;
% 
Pl
ot
 t
he
 h
or
iz
on
s
fo
r 
i=
1:
ma
xh
or
se
t(
gc
a,
'Y
Di
r'
,'
re
ve
rs
e'
)
  
  
if
 i
==
ma
xh
or
  
  
su
bp
lo
t(
2,
1,
2)
,
  
  
ev
al
([
sp
ri
nt
f(
'p
lo
t(
Ho
ri
zo
n_
%d
(:
,2
),
Ho
ri
zo
n_
%d
(:
,3
),
''
k-
''
,'
'L
in
eW
id
th
''
,2
)'
, 
i,
 i
)
])
;
  
  
xl
ab
el
('
tr
ac
e'
),
yl
ab
el
('
de
pt
h 
[m
]'
),
ti
tl
e(
fi
le
);
  
  
ho
ld
 o
n
  
  
el
se
  
  
su
bp
lo
t(
2,
1,
2)
,
  
  
ev
al
([
sp
ri
nt
f(
'p
lo
t(
Ho
ri
zo
n_
%d
(:
,2
),
Ho
ri
zo
n_
%d
(:
,3
),
''
Li
ne
Wi
dt
h'
',
2)
',
 i
, 
i)
])
;
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xl
ab
el
('
tr
ac
e'
),
yl
ab
el
('
de
pt
h 
[m
]'
),
ti
tl
e(
fi
le
);
  
  
ho
ld
 o
n
  
  
en
d
en
d
% 
--
--
--
--
--
--
--
 C
al
cu
la
te
 a
ge
 o
f 
ho
ri
zo
ns
 a
t 
st
ar
t 
an
d 
en
dp
oi
nt
 /
 i
ce
 c
or
e 
--
--
-
% 
De
fi
ne
 s
ta
rt
 a
nd
 e
nd
ho
ri
zo
n
fo
r 
i=
1:
ma
xh
or
  
  
ev
al
([
sp
ri
nt
f(
'H
or
iz
on
=H
or
iz
on
_%
d;
',
 i
)]
);
  
  
St
ar
th
or
(i
,:
)=
Ho
ri
zo
n(
1,
:)
;
  
  
En
dh
or
(i
,:
)=
Ho
ri
zo
n(
en
d,
:)
;
en
d
  
  
St
ar
th
or
(:
,2
)=
[]
; 
% 
no
 t
ra
ce
 n
r.
  
  
En
dh
or
(:
,2
)=
[]
;
% 
Co
nv
er
t 
co
lu
mn
 2
 (
m 
ab
s)
 i
n 
m.
w.
e.
 (
co
lu
mn
 3
) 
ba
se
d 
on
 t
he
 d
at
in
g-
fi
le
s.
% 
An
d 
co
lu
mn
 3
 i
nt
o 
ag
e 
in
 y
ea
r 
BP
fo
r 
i=
1:
ma
xh
or
  
  
St
ar
th
or
(i
,3
)=
in
te
rp
1(
IC
1_
da
t(
:,
1)
,I
C1
_d
at
(:
,2
),
St
ar
th
or
(i
,2
),
'l
in
ea
r'
);
 
  
  
En
dh
or
(i
,3
)=
in
te
rp
1(
IC
2_
da
t(
:,
1)
,I
C2
_d
at
(:
,2
),
En
dh
or
(i
,2
),
'l
in
ea
r'
);
  
  
St
ar
th
or
(i
,4
)=
in
te
rp
1(
IC
1_
da
t(
:,
2)
,I
C1
_d
at
(:
,3
),
St
ar
th
or
(i
,3
),
'l
in
ea
r'
);
 
  
  
En
dh
or
(i
,4
)=
in
te
rp
1(
IC
2_
da
t(
:,
2)
,I
C2
_d
at
(:
,3
),
En
dh
or
(i
,3
),
'l
in
ea
r'
);
  
  
St
ar
th
or
(i
,4
)=
ro
un
d(
St
ar
th
or
(i
,4
))
; 
% 
Ro
un
d 
ag
e 
to
 n
ea
re
st
 i
nt
eg
er
  
  
En
dh
or
(i
,4
)=
ro
un
d(
En
dh
or
(i
,4
))
;
en
d
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% 
--
--
--
--
--
--
--
 E
RR
OR
 E
ST
IM
AT
IO
N 
mo
du
le
 -
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% % 
Fo
r 
th
e 
la
st
 1
00
 y
ea
rs
 B
P,
 d
at
in
g 
un
ce
rt
ai
nt
ie
s 
fo
r 
al
l 
co
re
s 
ar
e 
+/
- 
3
% 
ye
ar
s 
(s
ee
 S
ch
äf
er
, 
19
95
, 
an
d 
Ju
ng
, 
19
93
, 
fo
r 
CC
, 
Ar
mb
ru
st
er
, 
20
00
, 
fo
r
% 
KC
S 
an
d 
KC
H 
an
d 
Bo
hl
eb
er
, 
20
08
, 
fo
r 
KC
I)
%  D
el
ta
_D
at
=3
.0
;
% % 
Pr
el
im
in
ar
y 
im
pl
em
en
ta
ti
on
: 
Us
e 
co
ns
ta
nt
 d
ep
th
 u
nc
er
ta
in
ty
 \
De
lt
a 
z_
w
% 
\a
pp
ro
x 
= 
0,
42
 m
.w
.e
. 
va
li
d 
on
ly
 f
or
 2
50
 M
Hz
 D
at
a!
De
lt
a_
zw
=0
.4
2;
% 
wh
ic
h 
ma
in
ly
 s
te
ms
 f
ro
m:
% 
1.
 U
nc
er
ta
in
ty
 i
n 
Pi
ck
in
g 
of
 h
or
iz
on
 a
nd
 u
nc
er
ta
in
ty
 i
n 
de
ns
it
y 
da
ta
 
% 
2.
 D
ep
th
-u
nc
er
ta
in
ty
 f
ro
m 
en
ve
lo
pe
 o
f 
wa
ve
-p
ac
ke
t
% 
Fo
r 
mo
re
 d
et
ai
ls
 s
ee
 p
df
: 
"G
PR
-H
or
iz
on
te
_F
eh
le
rr
ec
hn
un
g.
pd
f"
% % 
St
ep
 1
: 
Ca
lc
ul
at
e 
ve
ct
or
 w
it
h 
ap
pr
ox
im
at
e 
da
ti
ng
 d
er
iv
at
iv
es
.
% 
At
 S
ta
rt
in
g 
Po
in
t
De
pt
h_
di
ff
1=
di
ff
(I
C1
_d
at
(:
,2
))
; 
% 
m.
w.
e.
Da
t_
di
ff
1=
di
ff
(I
C1
_d
at
(:
,3
))
; 
% 
ag
e 
a 
BP
Di
ff
1=
(D
at
_d
if
f1
./
De
pt
h_
di
ff
1)
.*
De
lt
a_
zw
;
% 
In
cl
ud
e 
da
ti
ng
 e
rr
or
 o
f 
+/
- 
3 
a
Er
r1
= 
sq
rt
(D
if
f1
.^
2.
+D
el
ta
_D
at
^2
);
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Er
ro
r1
=[
IC
1_
da
t(
1:
en
d-
1,
3)
 E
rr
1]
; 
% 
ve
ct
or
 w
it
h 
ag
e 
an
d 
ac
co
rd
in
g 
er
ro
r
% 
Sa
me
 p
ro
ce
du
re
 a
t 
En
dp
oi
nt
De
pt
h_
di
ff
2=
di
ff
(I
C2
_d
at
(:
,2
))
; 
% 
m.
w.
e.
Da
t_
di
ff
2=
di
ff
(I
C2
_d
at
(:
,3
))
; 
% 
ag
e 
a 
BP
Di
ff
2=
Da
t_
di
ff
2.
/D
ep
th
_d
if
f2
;
% 
In
cl
ud
e 
da
ti
ng
 e
rr
or
 o
f 
+/
- 
3 
a
Er
r2
= 
sq
rt
(D
if
f2
.^
2.
+D
el
ta
_D
at
^2
);
 
Er
ro
r2
=[
IC
2_
da
t(
1:
en
d-
1,
3)
 E
rr
2]
; 
% 
ve
ct
or
 w
it
h 
ag
e 
an
d 
ac
co
rd
in
g 
er
ro
r
% 
St
ep
 2
: 
Ca
lc
ul
at
e 
da
ti
ng
 e
rr
or
 a
cc
or
di
ng
 t
o 
ag
e 
of
 e
ac
h 
ho
ri
zo
n 
vi
a 
in
te
rp
ol
at
io
n.
fo
r 
i=
1:
ma
xh
or
  
  
St
ar
th
or
(i
,5
)=
in
te
rp
1(
Er
ro
r1
(:
,1
),
Er
ro
r1
(:
,2
),
St
ar
th
or
(i
,4
),
'l
in
ea
r'
);
 %
 A
ge
 e
rr
or
  
  
En
dh
or
(i
,5
)=
in
te
rp
1(
Er
ro
r2
(:
,1
),
Er
ro
r2
(:
,2
),
En
dh
or
(i
,4
),
'l
in
ea
r'
);
  
  
St
ar
th
or
(i
,5
)=
ro
un
d(
St
ar
th
or
(i
,5
))
; 
% 
Ro
un
d 
ag
e 
to
 n
ea
re
st
 i
nt
eg
er
  
  
En
dh
or
(i
,5
)=
ro
un
d(
En
dh
or
(i
,5
))
;
en
d
% 
Ne
w:
 C
he
ck
 f
or
 i
so
ch
ro
ne
fo
r 
i=
1:
ma
xh
or
  
  
Ag
e_
St
ar
t=
St
ar
th
or
(i
,4
);
  
  
Ag
e_
En
d=
En
dh
or
(i
,4
);
  
  
Er
ro
r_
St
ar
t=
St
ar
th
or
(i
,5
);
  
  
Er
ro
r_
En
d=
En
dh
or
(i
,5
);
  
  
Is
o_
St
ar
t(
1)
=A
ge
_S
ta
rt
-E
rr
or
_S
ta
rt
;
  
  
Is
o_
St
ar
t(
2)
=A
ge
_S
ta
rt
+E
rr
or
_S
ta
rt
;
  
  
Is
o_
En
d(
1)
=A
ge
_E
nd
-E
rr
or
_E
nd
;
  
  
Is
o_
En
d(
2)
=A
ge
_E
nd
+E
rr
or
_E
nd
;
  
  
  
  
if
 A
ge
_S
ta
rt
 =
= 
Ag
e_
En
d
  
  
  
  
  
  
Is
o(
i)
=1
;
  
  
  
  
el
se
if
 A
ge
_S
ta
rt
 <
 A
ge
_E
nd
  
  
  
  
  
  
if
 I
so
_S
ta
rt
(2
) 
>=
 I
so
_E
nd
(1
)
  
  
  
  
  
  
  
  
Is
o(
i)
=1
;
  
  
  
  
  
  
el
se
  
  
  
  
  
  
  
  
Is
o(
i)
=0
;
  
  
  
  
  
  
en
d
  
  
  
  
el
se
  
  
  
  
  
  
if
 I
so
_S
ta
rt
(1
) 
<=
 I
so
_E
nd
(2
)
  
  
  
  
  
  
  
  
Is
o(
i)
=1
;
  
  
  
  
  
  
el
se
  
  
  
  
  
  
  
  
Is
o(
i)
=0
;
  
  
  
  
  
  
en
d
  
  
  
  
en
d
en
d
Is
o=
Is
o'
;
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
- 
OU
TP
UT
 -
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
%-
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
1.
 H
or
iz
on
s
fo
r 
i=
1:
ma
xh
or
  
  
 e
va
l(
[s
pr
in
tf
('
Ho
ri
zo
n=
 H
or
iz
on
_%
d 
;'
, 
i)
])
;
in
pu
tf
il
en
am
e 
= 
[f
il
e,
 s
pr
in
tf
('
_h
or
z_
%d
',
i)
];
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ou
tp
ut
fi
le
na
me
 =
 [
fi
le
, 
sp
ri
nt
f(
'_
%d
',
i)
];
fi
d1
 =
 f
op
en
(i
np
ut
fi
le
na
me
, 
'r
t'
);
fi
d2
 =
 f
op
en
(o
ut
pu
tf
il
en
am
e,
 '
wt
')
;
j=
1;
% 
nl
in
e 
= 
['
TW
T 
[n
s]
 '
, 
' 
',
 '
tr
ac
e 
# 
',
 '
 '
,'
de
pt
h 
[m
 a
bs
]'
 '
\n
']
;
% 
fp
ri
nt
f(
fi
d2
, 
nl
in
e)
;
wh
il
e 
fe
of
(f
id
1)
 =
= 
0;
  
 t
li
ne
 =
 f
ge
tl
(f
id
1)
;
  
 t
em
p1
= 
nu
m2
st
r(
Ho
ri
zo
n(
j,
3)
);
  
 t
em
p2
= 
nu
m2
st
r(
Ho
ri
zo
n(
j,
4)
);
  
 n
li
ne
 =
 [
tl
in
e,
 '
 '
, 
te
mp
1,
 '
 '
, 
te
mp
2,
 '
\n
']
;
  
 f
pr
in
tf
(f
id
2,
 n
li
ne
);
  
 j
=j
+1
;
en
d
fc
lo
se
(f
id
1)
;
fc
lo
se
(f
id
2)
;
en
d
% 
2.
 A
ge
 c
om
pa
ri
so
n
Ou
tp
ut
 =
 [
St
ar
th
or
 E
nd
ho
r 
Is
o]
;
[M
,N
]=
si
ze
(O
ut
pu
t)
;
he
ad
er
= 
['
ST
AR
T:
 T
WT
 [
ns
] 
',
 '
\t
',
 '
de
pt
h 
[m
 a
bs
]'
, 
'\
t'
, 
'd
ep
th
 [
m 
we
]'
, 
'\
t'
, 
'a
ge
 [
y
ea
r 
BP
]'
, 
'\
t'
, 
'E
rr
or
 [
a]
',
 '
\t
',
 '
EN
D:
 T
WT
 [
ns
] 
',
 '
\t
',
 '
de
pt
h 
[m
 a
bs
]'
, 
'\
t'
, 
'd
ep
t
h 
[m
 w
e]
',
 '
\t
',
 '
ag
e 
[y
ea
r 
BP
]'
,'
\t
',
 '
Er
ro
r 
[a
]'
,'
\t
',
 '
Is
oc
hr
on
e?
 1
=y
es
, 
0=
no
' 
'\
n'
]
; ou
tp
ut
fi
le
na
me
 =
 [
fi
le
, 
'_
pr
oc
6'
];
 %
 i
nc
lu
de
 v
er
si
on
 n
um
be
r
fi
d 
= 
fo
pe
n(
ou
tp
ut
fi
le
na
me
, 
'w
t'
);
fp
ri
nt
f(
fi
d,
 h
ea
de
r)
;
  
  
fo
r 
i=
1:
M
  
  
  
  
fo
r 
j=
1:
N
  
  
  
  
  
  
te
mp
1=
nu
m2
st
r(
Ou
tp
ut
(i
,j
),
4)
;
  
  
  
  
  
  
te
mp
2=
[t
em
p1
, 
'\
t'
];
  
  
  
  
  
  
fp
ri
nt
f(
fi
d,
 t
em
p2
);
  
  
  
  
en
d
  
  
  
  
fp
ri
nt
f(
fi
d,
 '
\n
')
;
  
  
en
d
fc
lo
se
(f
id
);
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
- 
De
le
te
 t
em
p 
ho
ri
zo
n 
fi
le
s 
--
--
--
--
--
--
--
--
--
--
--
--
fo
r 
i=
1:
ma
xh
or
  
  
fi
le
na
me
 =
 [
fi
le
, 
sp
ri
nt
f(
'_
ho
rz
_%
d'
,i
)]
;
  
  
ev
al
([
sp
ri
nt
f(
'd
el
et
e 
%s
',
 f
il
en
am
e)
])
;
en
d
re
tu
rn
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fu
nc
ti
on
 o
ut
=T
si
ms
et
up
(p
ar
am
et
er
s)
% 
Fo
rw
ar
d-
mo
de
l 
of
 s
ca
tt
er
in
g 
pa
ra
me
te
rs
 f
or
 H
D 
co
ax
ia
l 
ce
ll
, 
fo
ll
ow
in
g 
Os
wa
ld
 e
t 
al
.,
 
20
06
,
% 
bu
t 
no
w 
in
cl
ud
in
g 
a 
fi
rs
t 
or
de
r 
es
ti
ma
te
 o
f 
im
pe
da
nc
e 
mi
sm
at
ch
 a
t 
ca
li
br
at
io
n 
pl
an
e 
p
lu
s
% 
co
ax
 c
ab
le
 a
nd
 p
or
t 
co
nn
ec
ti
on
 n
ot
 a
cc
ou
nt
ed
 f
or
 i
n 
1-
po
rt
 c
al
ib
ra
ti
on
.
% % 
In
pu
t 
pa
ra
me
te
rs
 a
s 
ve
ct
or
: 
pa
ra
me
te
rs
=[
f 
de
lt
a(
Te
fl
on
) 
ls
te
ck
er
 l
ca
bl
e 
pe
rm
it
ti
vi
ty
]
% % 
Pa
sc
al
 B
oh
le
be
r,
 3
1.
01
.1
1
% % % 
08
.0
2.
11
: 
Ad
ap
ti
on
 f
or
 o
pt
im
iz
at
io
n 
at
 a
 s
pe
ci
fi
c 
fr
eq
ue
nc
y.
 I
np
ut
% 
pa
ra
me
te
rs
 =
 [
fr
eq
 p
ar
am
1 
pa
ra
m2
 p
ar
am
3]
% 
De
pl
oy
 T
-m
at
ri
x 
ap
pr
oa
ch
.
% 
--
--
--
--
--
--
--
--
--
--
--
- 
 S
et
 c
on
st
an
ts
 -
--
--
--
--
--
--
--
--
--
mu
=1
*4
*p
i*
1e
-7
; 
% 
hi
er
 m
u_
0 
be
nu
tz
en
!
ep
s0
=8
.8
54
e-
12
;
c=
29
97
92
45
8;
Zr
ef
=5
0;
% 
ce
ll
 p
ar
am
et
er
s
ri
n=
0.
01
3;
ro
ut
=0
.0
3;
l=
0.
2;
% 
--
--
--
--
- 
Ol
d 
Os
wa
ld
-b
as
ed
 C
al
cu
la
ti
on
s 
--
--
--
--
--
--
--
--
-
% 
Se
t 
in
pu
t 
pa
ra
me
te
rs
 f
or
 D
eb
ye
 m
od
el
f=
 [
3e
5:
(1
.5
e9
-3
e5
)/
16
00
:1
.5
e9
];
  
  
  
  
% 
fr
om
 3
00
kH
z 
to
 1
.5
GH
z,
 1
60
1 
po
in
ts
 
w=
2*
pi
.*
f;
si
gm
a=
1e
-9
;
e_
st
at
ic
=3
.1
9;
 %
 D
eb
ye
-p
ar
am
et
er
s 
fo
r 
pe
rm
it
ti
vi
ty
e_
in
f=
3.
19
;
f_
re
la
x=
1e
3;
ta
u=
1/
(2
*p
i*
f_
re
la
x)
;
% 
3.
 D
eb
ye
 m
od
el
 f
or
 f
re
qu
en
cy
 d
ep
en
de
nt
 e
ps
il
on
er
=e
_i
nf
+(
e_
st
at
ic
-e
_i
nf
).
/(
1+
i.
*w
.*
ta
u)
;
R=
(1
/(
2*
pi
))
.*
sq
rt
(p
i.
*f
.*
mu
*s
ig
ma
).
*(
1/
ro
ut
+1
/r
in
);
L=
(m
u/
(2
*p
i)
)*
lo
g(
ro
ut
/r
in
);
C=
(2
*p
i*
ep
s0
.*
re
al
(e
r)
).
/l
og
(r
ou
t/
ri
n)
;
G=
(2
*p
i/
(l
og
(r
ou
t/
ri
n)
))
.*
(e
ps
0.
*i
ma
g(
er
).
*w
+s
ig
ma
);
ga
mm
a=
sq
rt
((
R+
i.
*w
.*
L)
.*
(G
+i
.*
w.
*C
))
;
Zw
=s
qr
t(
(R
+i
.*
w.
*L
).
/(
G+
i.
*w
.*
C)
);
% 
Os
wa
ld
 s
ca
tt
er
in
g 
pa
ra
me
te
rs
 c
al
cu
la
te
d 
an
al
yt
ic
al
ly
s1
1=
((
Zw
.^
2-
Zr
ef
^2
).
*t
an
h(
ga
mm
a.
*l
))
./
(2
*Z
w*
Zr
ef
+t
an
h(
ga
mm
a.
*l
).
*(
Zw
.^
2+
Zr
ef
^2
))
;
s1
2=
2.
/(
2.
*c
os
h(
ga
mm
a.
*l
)+
si
nh
(g
am
ma
.*
l)
.*
((
Zw
./
Zr
ef
)+
(Z
re
f.
/Z
w)
))
;
s2
1=
s1
2;
s2
2=
s1
1;
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% 
--
--
--
--
--
- 
Ne
w 
Tr
an
sm
is
si
on
-M
at
ri
x 
Ap
pr
oa
ch
 -
--
--
--
--
--
--
--
--
--
--
--
--
--
% 
Ca
lc
ul
at
e 
"d
is
tu
rb
ed
" 
sc
at
te
ri
ng
 p
ar
am
et
er
s 
as
su
mi
ng
 a
 s
ma
ll
 i
mp
ed
an
ce
% 
mi
sm
at
ch
 (
de
lt
a)
de
lt
a 
= 
pa
ra
me
te
rs
(1
,1
);
% 
--
--
--
--
--
--
--
- 
De
fi
ne
 t
ra
ns
mi
ss
io
n 
pa
ra
me
te
rs
 f
or
 e
ac
h 
co
mp
on
en
t 
--
--
--
% 
0)
 T
ef
lo
n 
di
sc
s 
- 
No
w 
wi
th
 l
os
s 
te
rm
!
et
ef
l=
2.
05
+i
*0
;
lt
ef
l=
0.
01
;
lo
ss
=p
ar
am
et
er
s(
1,
2)
;
% 
be
ta
te
fl
=2
*p
i.
*f
.*
sq
rt
(e
te
fl
)/
c;
 %
Ol
d:
 N
o 
lo
ss
be
ta
te
fl
=2
*p
i.
*f
.*
(s
qr
t(
et
ef
l)
+l
os
s)
/c
; 
% 
Go
rr
it
i 
& 
Sl
ob
% 
% 
Zt
ef
l1
=Z
re
f+
de
lt
a;
Zt
ef
l2
=Z
re
f+
de
lt
a.
*o
ne
s(
1,
le
ng
th
(f
))
;;
% 
1)
 C
el
l 
be
tw
ee
n 
co
ne
-s
ha
pe
d 
co
ax
 c
on
ne
ct
or
s
Zk
eg
el
1=
Zr
ef
+0
.*
on
es
(1
,l
en
gt
h(
f)
);
be
ta
ze
ll
e=
im
ag
(g
am
ma
);
Zk
eg
el
2=
Zr
ef
+0
.*
on
es
(1
,l
en
gt
h(
f)
);
lk
eg
el
=l
-0
.0
6;
 %
 l
 m
in
us
 l
st
ec
ke
r
be
ta
ke
ge
l=
2*
pi
.*
f.
*(
1+
lo
ss
)/
c;
% 
2)
 C
on
ne
ct
or
 a
ft
er
 s
ec
on
d 
co
ne
Zs
te
ck
er
=Z
re
f+
0.
*o
ne
s(
1,
le
ng
th
(f
))
;
ls
te
ck
er
=0
.0
6;
be
ta
st
ec
ke
r=
0;
 %
 s
et
 l
at
er
 e
qu
al
 t
o 
be
ta
ca
bl
e
% 
3)
 C
oa
xi
al
 c
ab
le
Zc
ab
le
=5
3.
*o
ne
s(
1,
le
ng
th
(f
))
;
Cc
ab
le
=8
3e
-1
2;
lc
ab
le
=p
ar
am
et
er
s(
1,
3)
;
be
ta
ca
bl
e=
2*
pi
.*
f.
*Z
ca
bl
e.
*C
ca
bl
e;
be
ta
st
ec
ke
r=
be
ta
ca
bl
e;
% 
4)
 P
or
t
 Z
po
rt
=Z
re
f.
*o
ne
s(
1,
le
ng
th
(f
))
;
% 
--
--
--
--
--
--
--
--
- 
Tr
an
sm
is
si
on
-M
at
ri
ce
s!
 -
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% 
Us
e 
se
pa
ra
te
 f
un
ct
io
ns
 f
or
 T
ra
ns
mi
ss
io
n 
Ma
tr
ix
 (
TM
) 
co
mp
on
en
ts
: 
TL
T.
m 
fo
r
% 
TM
, 
ve
rb
T 
fo
r 
co
nn
ec
to
rs
 (
em
pt
y 
TL
)
fo
r 
k=
1:
le
ng
th
(f
)
  
  
% 
Tr
an
sm
is
si
on
 m
at
ri
x 
co
mp
on
en
ts
  
  
Ve
rb
0=
ve
rb
T(
Zk
eg
el
1(
k)
,Z
w(
k)
);
  
  
Ze
ll
e=
TL
T(
be
ta
ze
ll
e(
k)
,l
);
  
  
Ve
rb
1a
=v
er
bT
(Z
w(
k)
,Z
te
fl
2(
k)
);
  
  
Te
fl
on
=T
LT
(b
et
at
ef
l(
k)
,l
te
fl
);
  
  
Ve
rb
1b
=v
er
bT
(Z
te
fl
2(
k)
,Z
ke
ge
l2
(k
))
;
  
  
Ke
ge
l=
TL
T(
be
ta
ke
ge
l(
k)
,l
ke
ge
l)
;
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Ve
rb
2=
ve
rb
T(
Zk
eg
el
2(
k)
,Z
st
ec
ke
r(
k)
);
  
  
% 
Ve
rb
2=
[s
qr
t(
Zs
te
ck
er
(k
)/
Zk
eg
el
2(
k)
) 
0;
sq
rt
(Z
ke
ge
l2
(k
)*
Zs
te
ck
er
(k
))
/Z
re
f 
sq
rt
(Z
ke
g
el
2(
k)
/Z
st
ec
ke
r(
k)
)]
; 
% 
co
nn
ec
to
r 
of
 t
wo
 w
av
eg
ui
de
 w
it
h 
di
ff
er
en
t 
cr
os
s 
se
ct
io
ns
, 
se
e 
p
.1
59
 i
n 
Zh
an
g 
& 
Li
  
  
St
ec
ke
r=
TL
T(
be
ta
st
ec
ke
r(
k)
,l
st
ec
ke
r)
;
  
  
Ve
rb
3=
ve
rb
T(
Zs
te
ck
er
(k
),
Zc
ab
le
(k
))
;
  
  
Ka
be
l=
TL
T(
be
ta
ca
bl
e(
k)
,l
ca
bl
e)
;
  
  
Ve
rb
4=
ve
rb
T(
Zc
ab
le
(k
),
Zp
or
t(
k)
);
  
  
Ma
tc
h=
ve
rb
T(
Zc
ab
le
(k
),
Zp
or
t(
k)
);
  
  
% 
at
ot
=V
er
b0
*Z
el
le
*V
er
b1
; 
% 
Mo
di
fi
ed
 O
sw
al
d 
ap
pr
oa
ch
  
  
be
ta
=2
*p
i*
f/
c;
  
  
% 
To
ta
l 
tr
an
sf
er
 m
at
ri
x 
fo
r 
re
fl
ec
ti
on
 s
et
up
  
  
Tt
ot
=V
er
b0
*Z
el
le
*V
er
b1
a*
Te
fl
on
*V
er
b1
b*
Ke
ge
l*
Ve
rb
2*
St
ec
ke
r*
Ma
tc
h;
  
  
s1
1_
di
st
ur
be
d(
k)
=T
to
t(
2,
1)
/T
to
t(
1,
1)
; 
  
  
% 
Co
rr
ec
t 
re
fe
re
nc
e 
pl
an
es
 b
y 
T-
ma
tr
ix
  
  
lr
ig
ht
=l
te
fl
+l
ke
ge
l+
ls
te
ck
er
;
  
  
%T
ri
gh
t=
TL
T(
be
ta
,l
ri
gh
t)
;
  
  
Tr
ig
ht
=T
ef
lo
n*
Ke
ge
l*
St
ec
ke
r;
  
  
Tt
ot
=T
to
t*
(T
ri
gh
t^
-1
);
  
  
s2
2_
di
st
ur
be
d(
k)
=-
Tt
ot
(1
,2
)/
Tt
ot
(1
,1
);
  
  
% 
To
ta
l 
tr
an
sf
er
 m
at
ri
x 
fo
r 
tr
an
sm
is
si
on
 s
et
up
  
  
Tt
ot
=V
er
b0
*Z
el
le
*V
er
b1
a*
Te
fl
on
*V
er
b1
b*
Ke
ge
l*
Ve
rb
2*
St
ec
ke
r*
Ve
rb
3*
Ka
be
l*
Ve
rb
4;
  
  
% 
Co
rr
ec
t 
re
fe
re
nc
e 
pl
an
es
 b
y 
T-
ma
tr
ix
  
  
lr
ig
ht
=l
+l
te
fl
+l
ke
ge
l+
ls
te
ck
er
+l
ca
bl
e;
  
  
%T
ri
gh
ts
12
=T
LT
(b
et
a,
lr
ig
ht
);
  
  
Tr
ig
ht
s1
2=
Te
fl
on
*K
eg
el
*S
te
ck
er
*K
ab
el
;
  
  
Tt
ot
=T
to
t*
(T
ri
gh
ts
12
^-
1)
;
  
  
s1
2_
di
st
ur
be
d(
k)
=d
et
(T
to
t)
/T
to
t(
1,
1)
;
  
  
s2
1_
di
st
ur
be
d(
k)
=1
/(
Tt
ot
(1
,1
))
;
en
d
% 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
 P
lo
t 
re
su
lt
s 
--
--
--
--
--
--
--
--
--
--
--
--
--
--
--
-
% % 
fi
gu
re
% 
ti
tl
e(
'F
or
wa
rd
 m
od
el
le
d 
sc
at
te
ri
ng
 p
ar
am
et
er
s'
);
% 
su
bp
lo
t(
2,
2,
1)
;s
em
il
og
x(
f,
20
*l
og
10
(a
bs
(s
11
))
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
20
lo
g(
ab
s(
s
11
))
 [
dB
]'
);
ho
ld
 o
n;
% 
su
bp
lo
t(
2,
2,
1)
;s
em
il
og
x(
f,
20
*l
og
10
(a
bs
(s
11
_d
is
tu
rb
ed
))
,'
r'
);
% 
su
bp
lo
t(
2,
2,
2)
;s
em
il
og
x(
f,
20
*l
og
10
(a
bs
(s
12
))
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
20
lo
g(
ab
s(
s
11
))
 [
dB
]'
);
ho
ld
 o
n;
% 
su
bp
lo
t(
2,
2,
2)
;s
em
il
og
x(
f,
20
*l
og
10
(a
bs
(s
12
_d
is
tu
rb
ed
))
,'
r'
);
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% 
su
bp
lo
t(
2,
2,
3)
;s
em
il
og
x(
f,
an
gl
e(
s1
1)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ar
g(
s1
1)
 [
ra
d]
')
;h
o
ld
 o
n;
% 
su
bp
lo
t(
2,
2,
3)
;s
em
il
og
x(
f,
an
gl
e(
s1
1_
di
st
ur
be
d)
,'
r'
);
% 
su
bp
lo
t(
2,
2,
4)
;s
em
il
og
x(
f,
an
gl
e(
s1
2)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ar
g(
s1
2)
 [
ra
d]
')
;h
o
ld
 o
n;
% 
su
bp
lo
t(
2,
2,
4)
;s
em
il
og
x(
f,
an
gl
e(
s1
2_
di
st
ur
be
d)
,'
r'
);
% 
% 
fi
gu
re
ti
tl
e(
'F
or
wa
rd
 m
od
el
le
d 
sc
at
te
ri
ng
 p
ar
am
et
er
s'
);
su
bp
lo
t(
2,
2,
1)
;p
lo
t(
f,
20
*l
og
10
(a
bs
(s
11
))
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
20
lo
g(
ab
s(
s1
1)
) 
[
dB
]'
);
ho
ld
 o
n;
su
bp
lo
t(
2,
2,
1)
;p
lo
t(
f,
20
*l
og
10
(a
bs
(s
11
_d
is
tu
rb
ed
))
,'
r'
);
su
bp
lo
t(
2,
2,
2)
;p
lo
t(
f,
ab
s(
s1
2)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ab
s(
s1
2)
 [
dB
]'
);
ho
ld
 o
n;
su
bp
lo
t(
2,
2,
2)
;p
lo
t(
f,
ab
s(
s1
2_
di
st
ur
be
d)
,'
r'
);
su
bp
lo
t(
2,
2,
3)
;p
lo
t(
f,
an
gl
e(
s1
1)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ar
g(
s1
1)
 [
ra
d]
')
;h
ol
d 
on
;
su
bp
lo
t(
2,
2,
3)
;p
lo
t(
f,
an
gl
e(
s1
1_
di
st
ur
be
d)
,'
r'
);
su
bp
lo
t(
2,
2,
4)
;p
lo
t(
f,
an
gl
e(
s1
2)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ar
g(
s1
2)
 [
ra
d]
')
;h
ol
d 
on
;
su
bp
lo
t(
2,
2,
4)
;p
lo
t(
f,
an
gl
e(
s1
2_
di
st
ur
be
d)
,'
r'
);
le
ge
nd
({
'o
sw
al
d'
 '
di
st
ur
be
d'
})
;
% % 
fi
gu
re
% 
su
bp
lo
t(
2,
1,
1)
;p
lo
t(
f,
ab
s(
s1
1_
di
st
ur
be
d)
,'
r'
);
ho
ld
 o
n;
% 
su
bp
lo
t(
2,
1,
1)
;p
lo
t(
f,
ab
s(
s1
1)
);
xl
ab
el
('
Fr
eq
ue
nc
y'
);
yl
ab
el
('
ab
s(
s1
1)
')
;
% 
su
bp
lo
t(
2,
1,
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