The available body of stopping-power measurements is large and increasing steadily. A bibliography and index by Andersen (1977) lists more than 900 papers with stopping-power or range data. According to Powers (1989) , more than 200 papers on stoppingpower measurements were published from 1978 to 1987 . The period 1977 -1987 is covered in an annotated bibliography by Powers (1988) which covers experimental and theoretical aspects of stopping power and range as well as related subjects.
Much work has been done to extend stoppingpower theory to low energies where Bethe's theory is inapplicable. Two important classes of theories are those based on the free-eLectron-gas modeL (Lindhard, 1954; Lindhard and Winther, 1964; Ferrell and Ritchie, 1977; Echenique et aL., 1981 Echenique et aL., , 1986 , and those based on the binary-encounter approximation (Newton et al. 1975; Burenkov et aL. 1980; Kuhrt and Wedell, 1981; Sigmund, 1982; Kuhrt et al. 1985; Sabin and Oddershede, 1987; Tofterup, 1983) . These are only representative papers from a large literature. Even though these theories have achieved considerable success in describing the stopping process, they are not yet predictive tools with the same high accuracy as the Bethe theory in the high-energy region. The differences between the various theoretical predictions and measured stopping cross sections are largest at energies where the curve of stoppingpower vs. energy peaks, and can amount to 20 percent or more. This is shown, for example, in a review by Semrad and Bauer (1985) , who compare the predictions of many theories with measured stopping powers of copper for protons with energies from 50 keY to 1 MeV.
An additional complication in a theoretical treatment arises from the fact that slow ions traversing an extended medium can capture and lose electrons. The projectile charge z is thereby reduced to an effective charge z* < z, and the stopping power is correspondingly reduced. The effective charge decreases as the velocity of the projectile particle decreases, and also depends on the characteristics of the medium. For reviews of experimental and theoretical aspects of effective charge, see Betz (1972) , Yarlagadda et aL. (1978) and Ziegler et al. (1985) . As discussed in the last of these references, the effective charge for protons was the subject of controversy, but the current consensus is that for protons, Z * is equal to z, at least in the condensed phase. Figure 3 .1, based on the tables in this report for water and gold, shows the 18 ratio of electronic stopping powers of alpha particles to those of protons of the same velocity. These stopping-power ratios are somewhat greater than 4 in the high-energy region, due to the Barkas correction, but are much smaller than 4 at low energies due to the small effective charge of the alpha particles.
It would be possible to select one theory, or perhaps a combination of several theories, as a framework for organizing the experimental stopping-power data. A less fundamental but more practical approach has been adopted here, which consists of using semiempirical fitting formulas that take into account theoretical trends and provide satisfactory fits to the large body of stopping-power data. Such formulas are available from several thorough reviews of the experimental literature, in particular the compilations for protons by Andersen and Ziegler (1977 ), and Janni (1982a , 1982b ; and for alpha particles by Ziegler (1977) , Powers (1978) , and Watt (1988) . For some materials, the numerical values for the parameters in the formulas were updated in the present work in order to take into account recent experimental information.
Chemical-Binding and Phase Effects
A predominant fraction of the experimental stopping-power measurements pertains to elements rather than compounds. The empirical fitting formulas of Andersen and Ziegler (1977) , Ziegler (1977) and Watt (1988) pertain to elemental substances; only Powers (1978) gave formulas for a limited number of compounds. However, in radiological physics and in dosimetry, stopping-power information is needed for a large number of mixtures and compounds, for example tissue and bone, and for the many plastics used in radiation detectors and phantoms.
For compounds for which direct experimental data are lacking, stopping powers can be approximated as linear combinations of the stopping powers of the atomic constituents, weighted in proportion to their abundance (see Eq. (2.20». The application of the additivity rule introduces errors, because the stopping power contributed by each constituent is influenced by chemical binding effects. These errors can amount to 15 percent or more, especially at energies near the stopping-power peak. Stopping powers are also influenced by the phase of the material, and are generally lower for solids than for gases, because of the tighter binding of the outer-shell electrons in solids. 
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Ratio of electronic stopping powers for alpha particles to those for protons of the same velocity. The stopping-power ratios are plotted as functions of the scaled energy, T(u/M), where T is the kinetic energy, M the rest mass of the particle, and u the atomic mass unit.
The entire literature on chemical-binding and phase effects was reviewed by Thwaites (1983, 1985, 1987) , who succinctly summarized the information gathered from more than 150 papers. His reviews convey the impression that phase effects and departures from additivity often have the same order of magnitude as the experimental uncertainties, and are, therefore, difficult to extract reliably from the data. The data for protons are sparse compared to those for alpha particles and heavier ions. The semi-empirical rules proposed by various authors for improving the accuracy of the Bragg additivity rule are more easily applied to the interpretation of existing stoppingpower data than to the prediction of stopping powers for other materials.
Much of the information on alpha particles comes from extensive studies by the group of D. Powers at Baylor University. Results on chemical-binding effects for many gases were summarized by Powers et al. (1973) and Powers (1980) . The group of Pietsch and Neuwirth at the University of Cologne have made extensive studies of the stopping powers of lithium ions in liquid and solid compounds, and many of their results are summarized in Neuwirth and Both (1985) . These investigations by these two groups have shown that the accuracy of the additivity rule can be increased by applying it to molecular fragments (bonds or functional groups) rather than to atomic constituents. These fragments can be chosen so that their stopping cross sections already incorporate the effects of chemical bonding. This approach has also been studied theoretically by Oddershede and Sabin (1989) .
It has also been found useful to separate the contribution to the stopping cross section from electrons in inner shells (which are hardly influenced by the chemical environment) and contributions from outer-shell electrons for which binding effects are strong. Ziegler and Manoyan (1988) have recently proposed a method for calculating the stopping of ions in compounds based on a proposed assignment of stopping cross sections for various types of bonds. Their work was mainly for compounds in the condensed phase, and phase effects were not explicitly included. 6 Chu et al. (1978) measured the energy loss of alpha particles in solid argon, oxygen and carbon dioxide, and found no significant phase effect from 1 to 2 MeV, 6 This approach is implemented in the 1990 version of Ziegler's TRIM program.
whereas from 0.5-1 MeV the stopping power in the solid was 5 percent lower than in the gas. Besenbacher et al. (1981b) also made measurements for 0.5 to 3-MeV alpha particles in solid argon, and found no phase effects within the 3-percent error limit. These authors pointed out that when considering the effect of phase on stopping power, one should differentiate between metals, semiconductors, ionic crystals (alkali halides), Van der Waals solids (e.g., solid argon or hydrocarbons) and dipolar solids (e.g., ice). Carbon has open-shell electronic structure and may, therefore, be sensitive to state of aggregation. This is confirmed by the considerable difference between amorphous carbon and graphite (Matteson et al., 1976) .
PROTONS IN GOLD
In substances in which the atoms are arranged in a regular structure, channeling effects will reduce the stopping power for selected directions of incidence of the charged particles. The microcrystals in graphite are arranged in a sufficiently random fashion so that significant channeling effects are not expected. For a material with a regular crystal structure, such as diamond, however, Fearick and Sellschop (1980) found that the channeling effect can be large, with the stopping power for 12-MeV protons incident along the (110) axis one third lower than the stopping power for a random orientation.
Phase effects, chemical-binding effects, and effective charges are phenomena that are expected to be interrelated, but the connections between them are not well understood. Difficulties in this respect arise in the application of Bragg additivity to compounds containing hydrogen, carbon and oxygen as constituents, because the experimental stopping powers are available only for hydrogen and oxygen gas and for solid carbon, so that one is likely to make an error regardless of whether the compound is gaseous or solid. Ziegler (1977) included in his compilation tentative values of the stopping powers of gaseous carbon and of solid hydrogen and oxygen for alpha particles; however, later experimental evidence indicates that the use of these results leads to an overestimate ofthe phase effect for compounds (see, e.g., Chu et al. 1978, and Thwaites, 1987) .
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PROTONS IN AMORPHOUS CARBON
v~-tr. (1965), Moorhead (1965) , Ormrod and Duckworth (1963) , and van Wijngaarden and Duckworth (1962) . The short-dashed curve is a Varelas-Biersack fit to his measurements made by Bauer (1990) . The long-dashed curve is the fit given by Andersen and Ziegler (1977) , and the solid curve represents the cross section adopted in this work.
Input Data Used for Protons
For the tabulation of stopping powers of elemental substances for protons at energies below 1 MeV, use was made of the empirical formulas of Andersen and Ziegler (1977) , originally introduced by Varelas and Biersack (1970) . For some materials, the numerical values of the coefficients in the fitting formulas were taken directly from Andersen and Ziegler; for some materials the values of the coefficients were updated to take into account new experimental information. Andersen and Ziegler used as independent variable not the energy, T, but a scaled energy, T s , which is equal to T (in keY) divided by Mp/u. 7 The stopping 7 Mp/U is the ratio of the proton mass to the atomic mass unit and has the value 1.0073. cross section (Ts) is fitted by the equations This Report 120 "- .
- , The numerical values of the coefficient A l given in Andersen and Ziegler (1977) were slightly adjusted for a number of elements, in order to assure that the value of the stopping power at 10 keY given in Eq. (3.2) is exactly the same as the value given by Eqs. (3.1a,b,c) . 9 Golser and Semrad (1991) recently measured the stopping power of helium for low· energy protons, and found an energy dependence Tp withp = 0.43 at 20 keY, 1.12 at 10 keY, and 1.67 at 4 keY. At 4 keY, the stopping power has only one third the value which one would estimate by extrapolating below 10 ke V using p = y,. Golser Andersen and Ziegler had available sufficient experimental data to apply their fitting procedure for twenty-four elements (H, He, Be, B, C, N, 0, Ne, AI, Ar, Ti, Cr, Mn, Fe, Co, Ni, Cu, Kr, Ag, Sn, Xe, Ta, Au, and Pb). They also made simpler two-parameter fits to the same data, and used these fits to estimate stopping cross sections for all other elements through interpolation with respect to atomic number. These estimated cross sections were in turn fitted with Eq. (3.1). Some of the predictions from this interpolation procedure were later confirmed by new experimental results. This was the case, for example, for the required to excite a helium atom is especially large (19.8 eV); (b) the mismatch of the ground states of the projectile ion and the target ion reduces energy losses associated with charge exchange. The effect of the excitation thresholds on stopping powers was first considered by Fermi and Teller (1947) , and was also studied by Semrad (1985) . (1977) Varelas-Biersack formula with coefficients from fits to recent experiments for elements ID numbers of materials 1-5, 7-13, 15, 16, 18, 19-21, 23-28,30-34,37-46,48-53, 55-73,75-78,80-92 6,14,17,22,29,35,36,47,54, 74, 79 Special cases, see text (graph-6,906
ite, amorphous carbon)
Varelas-Biersack formula with 106, 134, 197,221,225, 226, coefficients from new fits to 238, 245, 276, 277 experimental data for compounds
Bragg additivity applied to mixtures of compounds and elements, with fractions by weight as given in Table 3 .2
Bragg additivity applied to mixtures of elements, with fractions by weight given in Table 1.2   99 ,103, 104, 111, 119, 120, 126,139,160,169,201,202, 203,204,263,264 101,130,138,141,155,179, 185,189,191,200,209,213, 215,216,219,222,223,227, 232,252,255,266 stopping cross sections of rare-earth metals (La, Ce, Pr, Gd, Y, Ho, Er and Yb) measured by Knudsen et al. (1980) . Since the publication of Andersen and Ziegler's work, extensive new measurements have become available for the gases H 2 , He, N 2 , O 2 , Ne and Ar from experiments (Besenbacher et al., 1979; Baumgart et al., 1983a Baumgart et al., , 1983b Reiter et al., 1987) , and for AI (Luomajarvi, 1979; Santry and Werner, 1981b; Sirotinin et al., 1984) . Taking into account these results, the numerical values of the coefficients of Andersen and Ziegler for these materials were retained.
For a number of elements, changes in the numerical coefficients in the fitting formula have been made, to take into account new experimental information. The adopted values are listed in Table 3 (1985); Semrad et al. (1986a) . For the noble metals, extensive measurements by two collaborating groups at the University of Linz and at the Hahn-Meitner Institut in Berlin indicate strongly that the Andersen-Ziegler fits are too high in the neighborhood of the stopping maximum (Bauer, 1987; Bauer et al., 1984a Bauer et al., , 1984b Mertens, 1986; Semrad and Bauer, 1978, 1985; Semrad et al., 1986a; Semrad and Golser, 1987) . However, the spread of the experimental data is considerable, so that some arbitrariness is involved in adopting a best-fit curve. This is illustrated in Figure 3 .2 which shows a plot of measured stopping cross sections in gold, taken from a new compilation now in progress (Paul et al., 1991) .
For amorphous carbon, a Varelas-Biersack fit by P. Bauer et al. (1989) to his experimental data has been used above 40 keY. The curve of stopping cross section us. energy was made to go through the experimental points representing measurements of Overbury et al. (1979) at energies from 1 to 3 keY. In agreement with these authors, it was assumed that in their experimental arrangement the nuclear stopping power made no significant contribution to the total stopping power. Between 3 keY and 40 keY, interpolation was used. The final adopted curve of stopping cross section us. energy is compared in Figure 3 .3 with that of Andersen and Ziegler and with all available experimental data.
The only available comparison of stopping powers of different kinds of carbon measured under the same experimental conditions is that of Matteson et al. (1976) . In this experiment, it was found that for alpha particles with energies from 0.3 to 2 MeV, the stopping power of graphite is larger than that of amorphous carbon. Stopping powers for protons were estimated here by applying an energy-dependent graphite/amorphous-carbon stopping power ratio to the adopted proton stopping power for amorphous carbon shown in Fig. 3.3 . It was assumed that at low energies (where the tabulated stopping powers are empirically-based) this ratio is the same for protons and alpha particles of the same velocity. For use with the Bethe theory, the I-values adopted for graphite and amorphous carbon are 78 eV and 81 eV, respectively. Around the stopping-power maximum, the estimated graphite/ amorphous-carbon ratio for protons becomes as large as 1.09. Proton stopping powers for graphite have also been measured by Pearce and Hart (1981) . When compared with the results for amorphous carbon in Fig. 3.3 , their results would imply a stopping-power ratio as large as 1.26. Figure 3 .4 compares the stopping powers for AI, Cu, Ag, and Au adopted in this report with those from earlier compilations by Andersen and Ziegler (1977) and Janni (1982a), as well with stopping powers recommended by Semrad et ai. (1986a) on the basis of their extensive measurements.
For a certain number of compounds, experimental stopping powers for protons are available at energies below the Bethe region. These include data for aluminum oxide and silicon dioxide from Bauer et ai. (1992) ; for water vapor from Reynolds et al. (1953) , P. Bauer et al. (1989), and Mitterschiffthaler and Bauer (1990) ; for water in the condensed phase (D 2 0 ice) from Wenzel and Whaling (1952) and Andrews and Newton (1977) ; for methane from Reynolds et ai. (1953 ), Park and Zimmerman (1963 ), and Baumgart et al. (1983c ; for carbon dioxide from Reynolds et al. (1953) and Baumgart et ai. (1983c) ; for propane from Park and Zimmerman (1963) ; for polyethylene, polypropylene and polystyrene from Sautter and Zimmerman (1965) . For use in the present tabulations, the experimental stopping cross sections for these materials were represented by Eq. (3.1). For compounds for which no measured proton stopping powers are available, simple Bragg additivity was applied to the stopping powers for the atomic constituents, with no attempt to take into account departures from additivity. Stopping cross sections for molecular oxygen gas and for amorphous carbon were used, regardless of the phase of the compound. Figure 3 .5 compares stopping powers for protons obtained by fitting experimental data with corresponding results obtained with Bragg additivity applied to atomic constituents. The cases selected (water in the condensed phase, water vapor, aluminum oxide and silicon dioxide) are characterized by relatively large departures from additivity. The stopping powers for water are actually derived from measurements with D 2 0 ice, on the assumption that the stopping-power differences between these two phases are minor. The stopping powers used for the atomic constituent oxygen are those for molecular oxygen gas. The departures from additivity for water are greater than those for water vapor, indicating that the phase effect plays an important role. Figure 3 .6 illustrates the dependence on the phase of the medium, through the comparison of stopping powers for water (ice) and water vapor, and for amorphous carbon and the estimated values for graphite. Stopping powers for mixtures were obtained by treating them as mixtures of compounds and elements. Constituent compounds rather than elements were used to the extent that experimental stopping powers for these compounds were available. For example, stopping powers for the constituent "water" were used for muscle tissue, for muscle-equivalent liquids, and for ferrous and ceric sulfate dosimeter solutions. Stopping powers for the constituent silicon dioxide were used for C-552 air-equivalent plastic and for Pyrex glass. A-150 TE plastic was treated as a mixture of polyethylene, nylon, carbon and calcium fluoride, and TE gas as mixture of carbon dioxide, nitrogen, and methane or propane. The fractions by weight used for constituent compounds and elements are listed in Table 3 .2. Mixtures for which the procedure outlined above was not possible were treated by applying Bragg additivity to elemental constituents, using the fractions by weight given in Table 1 .2.
All of the procedures used for evaluating stopping powers of elements, compounds and mixtures for protons are summarized in Table 3 .3.
Input Data Used for Alpha Particles
For the tabulation of the stopping powers of elemental substances for alpha particles, the empirical formulas of Ziegler (1977) were used, which are also based on the Varelas-Biersack procedure for combining stopping cross sections in the low-and high-energy regions. For most elements, the numerical coefficients used were from Ziegler. For energies from 1 keV to 10 MeV, the stopping cross section, E, for alpha particles, as a function of the alpha particle energy, T (in MeV), is expressed as: The exponent a2 in the expression for El ow was allowed to vary from element to element, whereas the corresponding exponent for protons in Eq. (3.1) has the fixed value 0.45.
Ziegler had at his disposal experimental data for 57 elements from more than 200 papers. By methods similar to those used by Andersen and Ziegler (1977) , he interpolated with respect to atomic number to obtain the coefficients of the fitting formulas for other elements. Such predictions have turned out to be reliable, for example in the case of gadolinium (Oberlin et ai. 1980 ). Powers (1978 fitted measured alpha-particle stopping cross sections for selected elements and compounds, at energies from 1 keV to 20 MeV, using the following formula for the stopping cross section as a function of the alpha-particle energy (in MeV): , 130,138, 185, 221 , 223, 226, 252,276,906 134, 155,197,277 99,103, 104, 111, 119, 120, 126,139, 160,169,201,202, 203, 204, 263,264 101,130, 138, 141,179, 185, 189,191, 200, 209, 213, 215 , 216,219, 222,223,227, 232, 252,255,266 106, 245 At low energies, this expression implies an energy dependence proportional to TO's . At high energies, it mimics the energy-dependence of the Bethe formula. Numerical values given by Powers for the seven parameters in Eq. (3.4) are listed in In the present work, the stopping cross sections for alpha particles in elemental substances were evaluated from Eq. 3. 7-Cut-off energies T I and T 2 used for various materials when combining electronic stopping powers in low-and high-energy regions. Below energy T I , stopping powers were calculated from empirical fitting formulas. Above energy T 2 , they were calculated from Bethe's theory. In the gap region from TI to T 2 , they were obtained by interpolation. Materials are identified by their ID numbers (see Table l .2), which, for elements, are identical with atomic numbers.
Protons ID (1986) . The solid curve is that adopted in the present work.
were the same as for ice relative to water vapor. For lithium fluoride and calcium fluoride, his estimates were based on the scaling of proton stopping powers measured by Bader et ai. (1956) .
The stopping cross sections calculated with the formula of Powers, Eq. (3.4), were found to be satisfactorily smooth as functions of energy for gaseous compounds, but not for solids. For solid compounds, as well as for graphite and amorphous carbon, a more pleasing appearance was obtained by accurately refitting the numerical values using the Varelas-Biersack formula, Eq. (3.3), with coefficients whose values are included in Table 3 .5.
Stopping powers for aluminum oxide were taken from experimental data of Thomas and Fallavier (1978) and Santry and Werner (1986) , and for silicon dioxide from Santry and Werner (1986) , at energies down to 0.2 MeV. These results were extended to lower energies by using the stopping powers for the atomic constituents and assuming that the percent-age departures from Bragg additivity are constant below 0.2 MeV. Figure 3 .7 compares stopping powers for alpha particles based on experimental data with results from the application of Bragg additivity to atomic constituents, for water, water vapor, aluminum oxide and silicon dioxide. As in the case of protons, the stopping powers for water were actually measured for ice, and stopping powers for oxygen gas were used when applying the additivity rule. The departures from additivity are again pronounced, but are smaller than for protons. Figure 3 .8 illustrates the dependence on the phase of the medium, through the comparison of alphaparticle stopping powers for ice and water vapor, and for graphite and amorphous carbon. The curves for graphite and amorphous carbon in Figure 3 .8b are based on the experiment of Matteson, et ai. (1976) .
Also shown are experimental points of Santry and Werner (1980a) for amorphous carbon. If one were to adopt the results of Santry and Werne;:-, the difference between stopping powers in graphite and amorphous carbon would tend to disappear. In the present work, greater weight was given to the results of Matteson et ai. because they were obtained with the same experimental setup for both materials. It should also be mentioned that Santry and Werner carried out a foil transmission experiment (see Section 9.1), whereas Matteson et ai. used a backscattering method (see Section 9.3). Sources of possible experimental errors (such as bulk and surface contamination and nonuniformity of foils), which may give rise to spurious discrepancies between stopping powers measured by the two different methods, have been discussed by Bauer et ai. (1985) , Bauer (1987), and Mertens (1987) .
The evaluation of stopping powers for mixtures was done by a procedure similar to that used for protons. To the extent possible, mixtures were treated as combinations of compounds and elements rather than as combinations of elements only, using the fractions by weight given in Table 3 .2.
All of the procedures used for evaluating stopping powers of elements, compounds and mixtures for alpha particles are summarized in Table 3 .6.
Merging of Theoretical and Experimental
Stopping-Power Curves
For each material, the experimental stopping powers at energies below an energy T 1 , together with the values from the Bethe theory above an energy T 2 , were fitted by a cubic spline. This fitting procedure was actually done on a Fano plot, that is, for the product ~2 x stopping power (proportional to the stopping number L) as a function oflog T. This was advantageous because in such a representation, the peak of the curve of stopping power us. energy is removed and the dependence on log T is almost linear. The spline function was then used to calculate stopping powers at energies between Tl and T 2 . Suitable values of the cut-off energies Tl and T2 were chosen through the visual inspection of the Fano plots, so that the transition from the experimental low-energy to the theoretical high-energy region is as smooth as possible. The values of T2 were always chosen to be 0.5 MeV or higher for protons, and 2.0 MeV or higher for alpha particles. For protons, the values of Tl were never greater than 0.8 MeV and often as low as 0.3 or 0.2 MeV, and for alpha particles never greater than 3 MeV, and most often 1 MeV or smaller. The values of Tl and T2 adopted for protons and alpha particles are given in Table 3 .7.
The merging procedure is illustrated in Fig. 3 .9 for the case of protons in amorphous carbon. The resulting curve of stopping power vs. energy is shown in Fig. 3 .10 and compared with the curves predicted at high energies by the Bethe theory, and at low energies by the theory of Echenique et ai. (1981, 1986 ) based on the free-electron-gas model.
The theory of Echenique et ai. predicts the value of the coefficient Al in Eq. (3.2) for the stopping cross section of solids for protons. For 15 elemental solids examined, the predicted values of Al were found to agree reasonably well with those adopted here on an empirical basis. In 4 cases, the differences were smaller than 3 percent; in 5 cases, smaller than 10 percent; and in 7 cases, smaller than 18 percent.
