On the Generative Capacity of Tree Controlled Grammars. We investigate the generative capacity of tree controlled context-free, ;~-free context-free, and regular grammars with type-/control language, i=0, 1, 2, 3, 4 (i=4 stands for finite languages). 
Introduction
The notion of tree controlled (shortly, TC) grammar was introduced in [2] as a regulated generative device which is a "simple and natural extension of contextfree grammars". Despite the simplicity of their definition, the generative capacity of TC grammars is very large: all type-0 language can be generated by such a grammar [2] .
In [2] only context-free grammars controlled by regular languages were considered. In the present paper we consider all possible variants of this generative device: 15 types of TC grammars are obtained by varying the grammar and the control language of the system.
In section 2, we investigate the generative capacity of TC grammars. The main results are Theorem 2 which asserts that each language generated by a 2-free context-free grammar with a context-sensitive control language is a contextsensitive language (A weaker result was proved in [-2] : any TC language generated by a 2-free context-free grammar with a regular control language is recursive.), Theorem 4 which claims that each context-sensitive language can be generated by a ),-free context-free grammar with a regular control language, and Theorem 5 which shows that the context-free TC grammars with finite control languages exactly generate the family of finite index matrix languages.
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Definition: A tree controlled grammar of type-(i,j) is a pair (G,M) where G=(N, S, P, S) is a type-/ grammar and M c(N u S)* is a type-j language, i=2, 2-2, 3, j=0, 1, 2, 3, 4 (i=2-2 stands for 2-free context-free grammar as in [5] and j=4 stands for finite languages; II* is the free monoid generated by V and 2 is its identity). The language generated by (G, M) is defined by L (G, M)= {x e L (G) I there exists a derivation tree of x such that each word obtained by concatenating all symbols at any level (except the last one) from left to right is inM}.
We denote by ycg (i,j) the family of languages generated by TC grammars of type-(/, j), i= 2, 2-2, 3, j = 0, 1, 2, 3, 4. The four families in the Chomsky hierarchy are denoted by ~i, i = 0, 1, 2, 3. (In [2] only the families J cg (2, 3) and Jcg (2-2, 3) were investigated.)
Following the model of [1] we can define the index of a TC grammar or language by considering all derivations with the level strings in M. It is easy to see that the family of finite index languages in :'cg(i,j) coincides with :-cg (i, 4) for any i=2, 2-2, 3,j=0, 1, 2, 3, 4.
The Generative Capacity of TC Grammars
All the results of this section are listed in Table 1 .
(We assume 2 < 2 -2 < 3,)
On the other hand, in [2] was shown that s o =j-cg (2, 3) hence, from Church's thesis, s = Y cg (2, i) for all i = 0, 1, 2, 3. 
In [2] it is proved that ~--~ (2-2, 3) contains only recursive languages. A stronger result can be obtained, namely, Theorem 2: Y~ (2-2, 1)c~ 1.
Proof: Let G= (N, Z, P, S) be a 2-free context-free grammar and M=L(G') be a context-sensitive language generated by the length-increasing grammar G' = (N', N u Z, P', S'). We construct the grammar G" = (N", Z, P", S"), where
and P" contains the following groups of rules (informal explanations are given for each group): (By such rules we analyze the string between A z and A 3 to check whether the string is in M.)
(If the string between A 1 and A a --without the symbols a --is in M, then the scanner Z is introduced to determine a derivation in G corresponding to the passing at another level of the derivation tree.)
(The scanner D freely circulates between A 2 and A3. )
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(The scanner Z goes to left replacing any symbol a by ~ and introducing the symbol T.)
(The symbol T goes to right to introduce the scanner Y when A 2 is reached.)
The derivation is terminated by replacing all the nonterminals in N by terminal strings and erasing the nonterminals U, A 1, Aa, A3, D.)
From the above explanations, it is easy to see that L (G")=L (G, M). On the other hand, we have

WS(G",x)<_21 x 1+4, for any xsL(G").
(WS (G", x) denotes the workspace of x with respect to G" and [ x I is the length of x.) From the workspace theorem [5] we have L (G")s ~1 and the theorem is proved. The inclusion ~_ is obvious.
Conversely, let us observe that each derivation in (G, ML) has a phase in which the sentential forms are in V* S. The nonterminal S can be eliminated only by a rule S ~ T,, but such a rule can be used only when the current sentence is of the form x S with x s D~-(L). We obtain the string x T,. In the above described derivation no terminal symbols may appear. After introducing the symbol Ta, the only possibility is to transform each 5 in a and T~ in a, hence we obtain a string in L.
Corollary: r (2-2, 0)=Se o, j-cg (2-2, 1)=~1.
From Theorem 2 it follows that j-cg (2-2, 3)c ~--cg (2-2, 2)c A~ 1 . The converse inclusion will be proved in what follows. In view of Theorem 3.5 [2] this result is an expected one: there are many other cases in formal language theory when some class of regulated context-free grammars exactly generates the family ~e o whereas if only 2-free context-free grammars are considered, then LP~ is obtained (see [3] , [5] ).
Theorem 4: L~~ c~-'~ (2-2, 3).
Proof: Let L E ~~ 1 be generated by a grammar G=(N, Z, P, S). In view of Theorem 3.1, p. 148 [5] , we can assume P to contain only rules of the forms We consider also the following regular language M=N* u M', where M'=N* {(X, ri, 1)(U, ri, 2) I there is a rule X U~ YZ in P with the label ri} N*.
Clearly, for any derivation in G, there is an equivalent derivation which can be divided into two phases: one in which only nonterminal rules are used and one in which only rules in P2 are used. Such a derivation can be simulated by a derivation in the tree controlled grammar (G', M) in the following way. When a rule in P~ is used, for all the nonterminals in the sentential form we use a rule in Ps. Thus we pass to another level of the derivation tree. The use of a rule 15"
X U ~ YZ can be simulated by successively using the rules in P3 and in P4 to rewrite all the nonterminals in the sentential form. Thus we pass from a string in N* to one in M' then to one in N*. Therefore,
L (G) ~ L (G', M).
Conversely, let be a derivation tree in the grammar (G', M). Each level word in this tree is nonterminal and belongs either to N* or to M'. A string c~ in N* can be derived using rules in P1 u P5 to obtain another string in N* --and this is a derivation in G --or using rules in P3. But, if a rule in P3 is used, then we must derive such that the obt/~ined level string to be in M'. This implies that we rewrite some X U by (X,r i, 1) (U,r~, 2) for a rule X U-o YZ in P with the label r i and all the other nonterminals X are replaced by X. On the other hand, from a string in M' we can derive in only one way: we must replace (X, r~, 1) by Y, (U, ri, 2) by Z for X U --* Y Z in P with the label r i and each J( must be replaced by X. Thus we obtain a string in N* which represents the string derived from c~ by using the rule X U-+ Y Z. Therefore, this derivation tree corresponds to a derivation in G, hence L (G', M) ~ L (G) and the theorem is proved.
Corollary: ,Y-cg (2-~, i) = ~~ 1, i = 1, 2, 3.
Remark 2:
A binary normal form theorem is also valid for type-0 grammars: each type-0 language can be generated by a grammar with rules of the forms X-, Y Z, X U ~ Y Z, X ~ 2, X--+ a, where a is a terminal, X, Y, U, Z, are nonterminals. Clearly, the above proof can be repeated for the type-0 case hence we obtain again the identity 5e 0 =y-off (2, 3). In [2] this result is stated in a stronger form.
We now investigate the families Jcg (i, 4), i = 2, 2-2.
Let Jgl be the family of finite index matrix languages. According to [4] , the generative capacity of finite index matrix grammars is not increased by considering 2-rules, hence J//f = Jg~. Conversely*, let G=(N, I, P, S) be a matrix grammar with Ind (G)=t. Without loss of generality we can assume that all matrices in P contain one or two rules and the nonterminals occurring in the second rules of the two-rule matrices do not occur in the first rules of such a matrix (see Chap. V [5] ). We follow a similar argument to that used in the proof of Theorem 4.
We * This inclusion and its proof were suggested us by the referee.
