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Abstract. This bachelor’s degree final thesis deals with what happens in the neighborhood
of a equilibrium point of a differential equation which was added a periodic perturbation or a
quasiperiodic perturbation. A first approximation, we will consider the case with a periodic
map. After that, we will study the case with a quasiperiodic map. In both cases, the idea is
to use a Poincare´’s map to find invariant manifolds around the equilibrium point of the initial
differential equation. For doing it, we need new concepts that have not been seen throughout
the bachelor as differential calculus in Banach spaces. Other results, however, are extension
Theorems already seen throughout the bachelor but for Banach spaces, as the Stone-Weierstrass’
Theorem. Finally, we have performed a library in C programming language that is optimized
pursuing shared memory parallelism in certain parts of its code. In this part, we have applied
concepts and results that have been learned in some subjects as operating systems or numerical
methods. Some examples and results have been generated using the library and programs to
display scientific data.
Resum. Amb el treball fi de grau que presentem optem als t´ıtols de graduats en Matema`tiques
i en Enginyeria informa`tica de la facultat de Matema`tiques. El treball te´ com a primer objectiu
estudiar que passa a un punt d’equilibri quan a l’equacio´ diferencial de partida s’afegeix una
perturbacio´ perio`dica. Posteriorment, s’estudia l’efecte d’una perturbacio´ quasi-perio`dica a
l’equacio´ diferencial inicial. En tots dos casos, la idea e´s fer u´s d’una aplicacio´ de Poincare´
apropiada per trobar varietats invariants a l’entorn del punt d’equilibri inicial.
Per l’estudi de l’efecte d’una perturbacio´ quasi-perio`dica ens veiem obligats, pero`, a tractar
alguns nous conceptes que no s’han vist al llarg de la carrera de Matema`tiques com serien, per
exemple, el ca`lcul diferencial en espais de Banach. D’altres resultats, en canvi, so´n ampliacio´ de
Teoremes que s´ı s’han vist al llarg de la carrera pero` per espais de Banach, com seria el Teorema
de Stone-Weierstrass.
Finalment, s’ha dut a terme una llibreria en llenguatge de programacio´ C que s’ha optimitzat
duent a terme paral·lelisme en memo`ria compartida de certes parts del codi. E´s en aquesta
part on s’han pogut aplicar conceptes i resultats d’assignatures com Me`todes nume`rics o com
Sistemes operatius. A partir d’aquesta llibreria que s’han pogut generar exemples concrets i
veure’n resultats gra`fics, tot utilitzant, programes per visualitzacio´ de dades cient´ıfiques.
Agra¨ıments. Als coordinadors dels treballs final de grau de la facultat, a l’Anna Puig per
l’ajut i aclariments en l’u´s del Paraview, en Llu´ıs Garrido per un primer contacte amb OpenMP i
a tots els professors dels quals jo n’he estat alumne pel que m’han ensenyat. En particular, al meu
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Comencem fitxant algunes de les notacions usades en la present memo`ria.
(xn) Successio´ indexada amb els nombres enters positius 4
B(x; r) Bola oberta de radi r > 0 real centrada en x 4
C Conjunt dels nombres complexos 3
i Unitat imagina`ria dels nombres complexos 3
x˙, x¨,
...
x , . . . Derivada de la variable dependent d’una equacio´ diferencial 21
σˆ Aplicacio´ de retorn o de Poincare´ 24
τˆ Aplicacio´ de temps de retorn 24
∼= Relacio´ d’homeomorfisme d’espais topolo`gics 13
' Relacio´ d’isomorfisme de grups 15
K Cos dels nombres reals o cos dels nombres complexos 3
C (X,Y ) o XY Conjunt d’aplicacions X → Y 5
‖ ‖ Aplicacio´ norma 3
Q Conjunt dels nombres racionals 15
R Conjunt dels nombres reals 3
B(X,Y ) Conjunt d’aplicacions X → Y amb imatge acotada 6
B(X,Y ) Conjunt d’aplicacions X → Y cont´ınues amb imatge acotada 6
C(X,Y ) Conjunt d’aplicacions X → Y cont´ınues 5
Σ Seccio´ tranversal a un punt per una equacio´ diferencial 22
σ Aplicacio´ de punt d’arribada 23
LK(E,F ) Conjunt d’aplicacions K-lineals E → F 5
LK(E,F ) Conjunt d’aplicacions K-lineals E → F i cont´ınues 5∑′ Suma finita 5
A Adhere`ncia d’un subconjunt d’un espai topolo`gic 4
τ Aplicacio´ de temps d’arribada 23
T o T1 Tor 1-dimensional 13
Tn Tor n-dimensional 14
 Restriccio´ parcial 9
Z Conjunt dels nombres enters 13
d Aplicacio´ dista`ncia 3
Df o d f Aplicacio´ diferencial de l’aplicacio´ f 7
Df(a) o daf Diferencial de l’aplicacio´ f en un punt a 7
f [X] o Im f Conjunt imatge d’una aplicacio´ f : X → Y 6
f : X → Y Aplicacio´, i.e., funcio´ on el domini de definicio´ e´s X 3
Sn Esfera n-dimensional de Rn+1 14
xn → x La successio´ (xn) converegeix a x 4
Finalment, destaquem algunes altres notacions que poden portar a confusions.
Denotem A ⊂ B per indicar que el conjunt A esta` cotingut o e´s igual al conjunt B.
La composicio´ de dues aplicacions f : X → Y i g : Y → Z la denotem per g ◦ f .
La imatge d’un subconjunt A per una aplicacio´ f ho denotem per f [A].




El treball es distribueix en diversos Cap´ıtols per tal d’anar introduint les eines necessa`ries
per resoldre un problema comu´ en el mo´n f´ısic. En particular, l’exemple motivador al qual volem
donar resposta e´s el pe`ndol simple. Suposem, doncs, que tenim un pe`ndol de massa m que penja
d’una barra r´ıgida de longitud ` amb massa despreciable i el qual pot donar una volta sencera.
Comencem suposant que inicialment nome´s actuen dues forces sobre aquest sistema; el pes que






Figura 0.1. Pe`ndol simple.
Aplicant la segona Llei de Newton i prenent unitats adequades arribem a l’equacio´ diferencial
no lineal x¨ + sinx = 0 pel cas que el pe`ndol sigui ideal i a x¨ + µx˙ + sinx = 0 amb µ > 0 si
hi considerem fregament. Escrivim l’equacio´ diferencial com una equacio´ diferencial de primer
ordre, {
x˙ = y
y˙ = − sinx− µy.
Per cercar punts d’equilibri igualem (x, y) a (0, 0), tot obtenint els punts (kpi, 0) amb k enter.
x = 2kpi
`
x = (2k + 1)pi
`
Figura 0.2. Posicions dels punts d’equilibri amb k nombre enter.
A partir de resultats com el Teorema de Hartman-Grobman, podem intentar estudiar la seva
estabilitat local aproximant-los, en un entorn, per equacions diferencials lineals. E´s me´s, es pot
veure que en el cas del pe`ndol ideal, el sistema e´s conservatiu i te´ l’energia com a integral primera.
Fet que ens permet fer l’anomenat retrat de fase a partir de les corbes de nivell de la integral
primera. E´s a dir, podem cone`ixer prou be´ la dina`mica del sistema ja que a me´s a l’estar en
R2 tambe´ podem intentar aplicar el Teorema de Poincare´-Benedixson per cone`ixer l’existe`ncia,
entre altres coses, d’o`rbites perio`diques o possibles connexions entre punts d’equilibri.
Plantegem-nos una altra situacio´, no ano`mala en el mo´n real. Imaginem que aquest pe`ndol e´s
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afectat de forma perio`dica per una perturbacio´ de forma que, per exemple, tenim:{




Me´s encara, imagenem que e´s afectat pel que anomenarem una perturbacio´ quasi-perio`dica de
per´ıodes incommensurables (veure Cap´ıtol 2). Per exemple,







En totes dues situacions ens preguntem que` ha passat amb els punts d’equilibri de l’equacio´ difer-
encial inicial. Per fer-ho considerarem una aplicacio´ de retorn i veurem que hi ha corba de punts
fixos per cada ε pel cas perio`dic i corba invariant per cada ε pel cas quasi-perio`dic. D’aquesta
forma, trindrem provat que hi han solucions perio`diques en el cas perio`dic i solucions quasi-
perio`diques en el cas quasi-perio`dic. Adicionalment, veurem que les solucions quasi-perio`diques
que trobem corresponen a una superf´ıcie sense vora compacte, connexa, orientable i invariant.
Per dur a terme el raonament, imposarem certes condicions que ens permetran assegurar l’ex-
iste`ncia usant, per exemple, el Teorema de la funcio´ impl´ıcita en espais de Banach 1.23.
Amb l’exposicio´ que farem podrem plantejar una aproximacio´ nume`rica per trobar corbes in-
variants per l’aplicacio´ de retorn i, en el qual, farem u´s del Teorema de Stone-Weierstrass 2.25
per espais de Banach. E´s gra`cies a aquesta aproximacio´ nume`rica que hem decidit dur a terme
una llibreria, la qual hem paral·lelitzat en algunes parts del codi per tal d’optimitzar el temps
d’execucio´. Cal fer notar, que tota la la llibreria i la seva documentacio´ l’hem incorporat exter-
nament a aquesta memo`ria.
La distribucio´ del treball e´s per Cap´ıtols, de manera que, en els dos primers Cap´ıtols del
treball ens centren en exposar contingut teo`ric d’ana`lisi i de topologia general per, en el segu¨ent
Cap´ıtol, tractar el problema que ens acabem de plantejar. L’aproximacio´ nume`rica l’exposem
en el Cap´ıtol 4 i e´s en el Cap´ıtol 5 on expliquem, a grans trets, el disseny de la llibreria i alguns
resultats que hem obtingut tot visualitzant i comentant l’elaboracio´ i execucio´ d’aquests. Cal




En aquest cap´ıtol explicarem que` e´s un espai de Banach sobre un cos, enunciarem i, en
alguns casos, provarem alguns dels enunciats. L’objectiu e´s arribar a resultats com el Teorema
de la funcio´ impl´ıcita 1.23. En el que segueix, K denotara` un cos arbitrari de caracter´ıstica 0 i
complet per successions, preferiblement R o C.
1. Espais normats, me`trics i metritzables
1.1. Normes equivalents. Sigui E espai vectorial sobre K. Les normes ‖ ‖, ‖ ‖∗ sobre E
so´n equivalents quan hi han a > 0 i b > 0 tals que a‖x‖∗ ≤ ‖x‖ ≤ b‖x‖∗ per tot x ∈ E.
Observacions 1.1.
 L’equivale`ncia de normes e´s una relacio´ d’equivale`ncia sobre el conjunt de normes de
l’espai vectorial E.
 Les normes equivalents conserven la converge`ncia o la condicio´ de Cauchy d’una suc-
cessio´.
Lema 1.2. A Kn totes les normes so´n equivalents.
Definicions 1.3.
i. Un espai vectorial E sobre K amb una norma ‖ ‖ : E → R s’anomena un espai normat
sobre K.
ii. Un espai topolo`gic X e´s metritzable quan hi ha una dista`ncia a X que indueix una
topologia de X.
iii. Un espai me`tric e´s un espai metritzable X junt amb una dista`ncia espec´ıfica d que do´na
la topologia de X.
iv. Un espai me`tric e´s complet quan tota successio´ de Cauchy e´s convergent.
v. Un espai de Banach e´s un espai normat complet.
Tot espai de Banach E e´s un espai me`tric amb la dista`ncia d(x, y) = ‖x − y‖ i, per tant,
indueix un espai topolo`gic que e´s normal o T4 i, en particular, Hausdorff. Aix´ı, tot conjunt finit
e´s tancat i discret. Ara be´, podem caracteritzar els espais me`trics que donen una norma.
Proposicio´ 1.4. Sigui E un espai vectorial sobre K. Hi ha equivale`ncia:
i. (E, ‖ ‖) e´s normat.
ii. (E, d) e´s me`tric amb d(x, 0) = ‖x‖ verificant per tot x, y ∈ E i λ ∈ K,
a) d(x+ y, y) = d(x, 0).
b) d(λx, 0) = |λ|d(x, 0).
Observacions 1.5.
 Sense pe`rdua de generalitat i sempre que no hi hagi perill de confusio´ considerarem el
mateix espai normat a aquells que tinguin normes equivalents.
 La completitud d’un espai me`tric e´s una propietat me`trica i no pas topolo`gica. Aixo`
implica que no es preserva per homeomorfismes, e.g. R e´s homeomorf a (0, 1) pero` el
primer e´s complet i el segon no ja que no e´s tancat (Teorema 1.9).
 Tot C-espai vectorial E es pot restringir a un R-espai vectorial E0 restringint els escalars
i direm que E0 e´s subjacent a E. En particular, si dimCE = n, aleshores dimRE0 = 2n.
Si E e´s de Banach sobre C, la norma x 7→ ‖x‖ tambe´ es pot restringrir a l’espai subjacent
E0 i els espais me`trics E i E0 so´n ide`ntics. Per tant, si E e´s de Banach, E0 tambe´.
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Hi han alguns resultats coneguts a Rn que al plantejar-se’ls en un espai de Banach E perden
validesa ja que la dimensio´ interve´ en la prova. Com, per exemple,
 La bola tancada {x ∈ E : ‖x‖ ≤ 1} no e´s necessa`riament compacte. De fet, que sigui
compacte implica que l’espai E sigui de dimensio´ finita1.
 El Teorema de Bolzano-Weierstrass2 que afirma que Tota successio´ acotada de reals
te´ una parcial convergent no e´s cert per espais de Banach arbitraris.
 La caracteritzacio´ K compacte ⇔ K tancat i acotat no e´s va`lida3. Tot i que la
implicacio´ ⇒ s´ı.
Lema 1.6.
i. Tot espai normat e´s localment convex, localment arc-connex i localment connex.
ii. Les components connexes d’un obert en un espai normat so´n obertes i tancades.
iii. A tot espai normat un obert e´s connex si, i nome´s si, e´s arc-connex.
Demostracio´. A partir de resultats de topologia general, nome´s cal veure que les boles
obertes so´n convexes. Aixo` e´s: x, y ∈ B(z; ε) implica λx+ (1− λ)y ∈ B(z; ε) per tot λ ∈ [0, 1].
En efecte,
‖λx+ (1− λ)y − z‖ = ‖λx+ (1− λ)y − λz − (1− λ)z‖ < λε+ (1− λ)ε = ε. 
Lema 1.7. Siguin X espai me`tric i (xn) de Cauchy. Si x e´s de l’adhere`ncia de {xn}n, xn → x.
Demostracio´. Donat ε > 0 hi ha n0 tal que d(xm, xn) < ε per tot m,n ≥ n0. D’altra
banda, com x e´s adherent, hi ha xn1 tal que d(xn1 , x) < ε. Si m = max(n0, n1), per tot n ≥ m,
d(xn, x) ≤ d(xn, xm) + d(xm, x) < 2ε. 
Lema 1.8. Tot espai normat de dimensio´ finita e´s complet.
Demostracio´. Tota successio´ de Cauchy esta` acotada. Per tant, esta` continguda en una
bola tancada que e´s compacte. Per tant, te´ un punt adherent i la successio´ convergeix. 
Un resultat que ens relaciona alguns conceptes d’espais me`trics i espais complets i, per tant,
s’extrapolen fa`cilment pel cas d’espais normats e´s:
Teorema 1.9.
i. Tot espai me`tric compacte e´s complet.
ii. Tot tancat d’un espai me`tric complet e´s complet.
iii. Tot subespai complet d’un espai me`tric e´s tancat.
iv. Tot subespai d’un espai me`tric complet e´s complet si, i nome´s si, e´s tancat.
Demostracio´. Usant el Lema 1.7 pel primer i tercer apartats, dedu¨ım:
i. Tota successio´ te´ una parcial convergent. Aix´ı, si e´s de Cauchy, e´s convergent.
ii. Si F e´s un tancat d’un espai me`tric complet X, tota successio´ de Cauchy en F convergeix
a X. Pero` com F e´s tancat, el seu l´ımit e´s a F i, per tant, la successio´ convergeix en F .
iii. Si F e´s subespai complet d’un espai me`tric complet X, donat x ∈ F , hi ha (xn) a F
convergent a x. Per tant, (xn) e´s de Cauchy i x e´s a F . Aix´ı, F = F .
iv. Immediat dels apartats anteriors. 
1Vist a l’optativa d’Ana`lisi real i funcional (curs 2013-2014).
2Vist a l’assignatura d’Ana`lisi matema`tica (curs 2012-2013).
3Vist a l’assignatura d’Ana`lisi matema`tica (curs 2012-2013). Es do´na la doble implicacio´ si tenim un espai
normat complet de dimensio´ finita.
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2. Continu¨ıtat en espais de Banach
Com la continu¨ıtat es pot definir com un concepte topolo`gic i ja hem dit que a tot espai
normat li podem dotar d’una topologia, la continu¨ıtat d’una aplicacio´ entre espais normats
vindra` donada per les topologies dels espais me`trics associats.
Lema 1.10. Siguin E,F espais normats sobre K. Si f : E → F e´s una aplicacio´ lineal, hi ha
equivale`ncia:
i. f e´s uniformement cont´ınua a E.
ii. f e´s cont´ınua a tot E.
iii. f e´s cont´ınua a 0 ∈ E.
iv. Hi ha C > 0 tal que ‖f(x)‖ ≤ C‖x‖ per tot x ∈ E.
Demostracio´. Veiem-ho amb un cicle d’implicacions.
i⇒ii⇒iii) So´n clares.





)∥∥∥∥ ≤ 1δ ‖x‖.
Si x = 0, es compleix tambe´ per C = 1δ .
iv⇒i) Per linealitat, per tot x, y ∈ E, tenim
‖f(x)− f(y)‖ = ‖f(x− y)‖ ≤ C‖x− y‖ per algun C. 
Corol·lari 1.11. Si E,F so´n K-espais normats i E e´s de dimensio´ finita, aleshores tota aplicacio´
K-lineal f : E → F e´s cont´ınua.
Demostracio´. Siguin (ei) base finita de E. Aleshores
‖f(x)‖ = ‖∑′ xif(ei)‖ ≤∑′ |xi| ‖f(ei)‖.
Denotant C = max‖f(ei)‖, pel Lema 1.2, tenim que hi ha C1 > 0 tal que
‖f(x)‖ ≤ C‖x‖1 ≤ CC1‖x‖. 
3. Exemples d’espais de Banach
E´s conegut que si E,F so´n K-espais vectorials, LK(E,F ) = {f : E → F aplicacio´ K-lineal}
e´s un K-espai vectorial. Ara be´, si E,F so´n espais normats sobre K, aleshores definim
LK(E,F ) = {f : E → F aplicacio´ K-lineal cont´ınua}
i e´s un subespai vectorial de LK(E,F ) no buit ja que x 7→ 0 e´s lineal i cont´ınua.
Intentem generalitzar alguns d’aquests resultats a aplicacions que no siguin lineals ni cont´ınues.
Siguin X,Y conjunts, definim el conjunt
C (X,Y ) = XY = {f : X → Y aplicacio´}.
Si Y e´s un espai me`tric, podem definir la dista`ncia d′(x, y) = min{d(x, y), 1} que e´s acotada.
Aix´ı, definim una dista`ncia a C (X,Y ) donada per
ρ(f, g) = sup
x∈X
d′(f(x), g(x)). (1.1)
La topologia que s’obte´ coincideix amb el concepte de converge`ncia uniforme, e´s a dir, (fn)
convergeix a f uniformement quan
∀ ε > 0, ∃n0 > 0; ∀n ≥ n0, ρ(fn, f) < ε.
Si ara X e´s espai topolo`gic, es te´ que C(X,Y ) = {f : X → Y aplicacio´ cont´ınua} e´s tancat de
C (X,Y ) ja que si (fn) e´s una successio´ d’aplicacions cont´ınues convergents uniformement a f ,
es dedueix que f e´s cont´ınua.
Proposicio´ 1.12. Si Y e´s un espai me`tric complet i X e´s conjunt, aleshores l’espai C (X,Y )
amb la dista`ncia ρ e´s complet. En particular, si X e´s espai topolo`gic, C(X,Y ) e´s complet.
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Demostracio´. Si Y e´s complet, tambe´ ho e´s amb la dista`ncia d′. Si (fn) e´s de Cauchy,
aleshores (fn(x)) e´s de Cauchy a Y . Sigui f tal que fn(x) → f(x) puntualment. Veiem que hi
ha converge`ncia uniforme.
Donat ε > 0, hi ha n0 tal que per m > n ≥ n0, fm(x) ∈ B(fn(x); ε). Per tant, d(f(x), fn(x)) < ε
per tot n ≥ n0 i x ∈ X. Pel Teorema 1.9, C(X,Y ) e´s complet. 
Encara que F sigui un espai K-normat, en general, no es pot dotar a C (X,F ) d’estructura
d’espai normat. En canvi, s´ı que es pot definir una norma ‖f‖∞ = sup{‖f(x)‖ : x ∈ X} a
BK(X,F ) = {f : X → F aplicacio´ amb f [X] acotat}.
La topologia associada coincideix amb la generada per (1.1).
Lema 1.13. Siguin F espai normat, X conjunt i (fn) successio´ de C (X,F ) convergent uni-
formement a f . Si (fn) e´s acotada, f tambe´.
Demostracio´. Hi ha n0 tal que per tot x ∈ X, ‖f(x)− fn0(x)‖ < 1. Si ‖fn0(x)‖ ≤ Kn0 ,
‖f(x)‖ ≤ 1 + ‖fn0(x)‖ ≤ 1 +Kn0 . 
Per tant, BK(X,F ) e´s tancat de C (X,F ) i pel Teorema 1.9 i la Proposicio´ 1.12 si F e´s de
Banach, B(X,F ) tambe´. Si ara X e´s espai topolo`gic, aleshores
BK(X,F ) = {f : X → F aplicacio´ cont´ınua amb f [X] acotat}
e´s un tancat de C (X,F ). Aix´ı, si F e´s de Banach, B(X,F ) tambe´. A me´s, si X e´s un espai
topolo`gic compacte, aleshores C(X,Kn) = B(X,Kn) i so´n complets. Com en tot espai normat
F les aplicacions producte per escalar i suma de vectors so´n lineals, en particular, L(X,F ) e´s
tancat de C (X,F ) i si F e´s complet, aleshores L(X,F ) e´s complet.
En particular, si E,F so´n espais normats, a L(E,F ) se li pot dotar de la segu¨ent norma:
‖f‖ = sup
‖x‖=1
‖f(x)‖ = inf{C > 0: ‖f(x)‖ ≤ C‖x‖}
que satisfa` ‖f(x)‖ ≤ ‖f‖‖x‖.
Mentre les aplicacions cont´ınues entre espais me`trics conserven la converge`ncia de succes-
sions, les aplicacions uniformement cont´ınues conserven a me´s les successions de Cauchy4. Aix´ı:
Proposicio´ 1.14. Sigui f : X → Y aplicacio´ entre espais me`trics.
i. Si f e´s uniformement cont´ınua i (xn) e´s de Cauchy a X, aleshores (f(xn)) e´s de Cauchy.
ii. Si X e´s compacte i (xn) e´s de Cauchy a X, aleshores (f(xn)) e´s de Cauchy.
iii. Si X,Y so´n compactes i f e´s bijectiva, X e´s complet ⇔ Y e´s complet.
iv. Si f e´s bijectiva i f, f−1 so´n uniformement cont´ınues, X e´s complet ⇔ Y e´s complet.
En particular, tot homeomorfisme lineal entre espais normats conserva la completitud.
3.1. Producte d’espais normats. Donats E,F espais normats sobre K, definim la norma
‖ ‖ al K-espai vectorial producte E × F com
(x, y) 7→ sup(‖x‖, ‖y‖).
Me´s generalment, si X,Y so´n espais me`trics, d((x1, x2), (y1, y2)) = sup(d(x1, x2), d(y1, y2)) e´s
una dista`ncia a X × Y i la seva topologia e´s la topologia producte.
Corol·lari 1.15. Si X,Y so´n conjunts, aleshores C (X,Y n) esta` en bijeccio´ amb C (X,Y )n. Si
a me´s, Y e´s un espai me`tric, tenim un homeomorfisme.
Proposicio´ 1.16. Siguin E,F,G espais normats. Hi ha un homeomorfisme isome`tric entre
L(E,L(F,G)) i L(E × F,G).
Demostracio´. Considerem ψ : L(E,L(F,G)) → L(E × F,G) definida com ψ(u)(x, y) =
(u(x))(y). Comprovem les condicions pas a pas,
4Provat a Ana`lisi matema`tica (curs 2012-2013).
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i. ψ(λu+ v) = λψ(u) + ψ(v). En efecte,
ψ(λu+ v)(x, y) = ((λu+ v)(x))(y) = ((λu)(x) + v(x))(y)
= (λu(x))(y) + (v(x))(y) = λ(u(x))(y) + ψ(v)(x, y)
= λψ(u)(x, y) + ψ(v)(x, y) = (λψ(v) + ψ(v))(x, y).
ii. ψ e´s bijectiva amb inversa ((ψ−1(u))(x))(y) = u(x, y). En efecte, comprovem nome´s
ψ ◦ ψ−1 = id, l’altre cas e´s semblant,
(ψ ◦ ψ−1)(u)(x, y) = ((ψ−1(u))(x))(y) = u(x, y).
iii. ψ i ψ−1 so´n cont´ınues. E´s suficient veure que ‖ψ(u)‖ = ‖u‖.
‖ψ(u)(x, y)‖ = ‖(u(x))(y)‖ ≤ ‖u(x)‖‖y‖ ≤ ‖u‖‖x‖‖y‖.
Aix´ı, ‖ψ(u)‖ ≤ ‖u‖. D’altra banda, ‖(u(x))(y)‖ = ‖ψ(u)(x, y)‖ ≤ ‖ψ(u)‖‖x‖‖y‖. Per
tant, ‖u(x)‖ ≤ ‖ψ(u)‖‖x‖ i ‖u‖ ≤ ‖ψ(u)‖. 
4. Diferenciabilitat en espais de Banach
4.1. Derivades direccionals i parcials. Siguin E,F espais de Banach sobre K i U ⊂ E
obert. Si f, g : U → F so´n aplicacions, definim la relacio´ de ser tangents en a ∈ U com
f ∼ g ⇐⇒ lim
x→a
‖f(x)− g(x)‖
‖x− a‖ = 0.
Aquesta relacio´ ∼ e´s d’equivale`ncia i nome´s depe`n de la topologia de E i F . A me´s, si f, g so´n
tangents en a per determinades normes, tambe´ ho so´n per normes equivalents. Comprovem la
transititivitat; si f ∼ g i g ∼ h en a, aleshores
‖f(x)− h(x)‖ ≤ ‖f(x)− g(x)‖+ ‖g(x)− h(x)‖ ⇒ lim
x→a
‖f(x)− h(x)‖
‖x− a‖ = 0.
Definicio´ 1.17. Siguin E,F espais de Banach sobre K i U ⊂ E obert. Una aplicacio´ cont´ınua
f : U → F e´s diferenciable a a ∈ U quan hi ha una aplicacio´ lineal de E a F anomenada
diferencial de f a a, denotada f ′(a), Df(a) o daf , anomenada derivada de f en a i definida com
x 7→ f(a) +Df(a)(x− a) tal que e´s tangent a f en a.
f e´s diferenciable en U quan ho e´s per tot a ∈ U .
Corol·lari 1.18. Si existeix una diferencial de f en a, e´s u´nica i cont´ınua.
Demostracio´. Si x 7→ f(a) + u(x − a) i x 7→ f(a) + u1(x − a) so´n tangents amb f a a,
aleshores limy→0
‖v(y)‖
‖y‖ = 0 amb v = u− u1. Per tant,
∀ ε > 0, ∃ δ > 0; 0 < ‖y‖ ≤ δ ⇒ ‖v(y)‖ ≤ ε‖y‖.
Triant y = δ x‖x‖ , tenim v = 0 i u = u1. D’altra banda, com f e´s cont´ınua, per tot ε > 0,
‖u(t)‖ ≤ ‖f(a+ t)− f(a)− u(t)‖+ ‖f(a+ t)− f(a)‖ ≤ ε(‖t‖+ 1),
Per tant, u e´s cont´ınua en el 0. 
Observacions 1.19. Algunes de les segu¨ents afirmacions es poden trobar provades en [4, ch.
VIII].
 Tota aplicacio´ lineal cont´ınua f e´s diferenciable en tot punt amb derivada Df(a) = f(a).
 La regla de la cadena coneguda a Rn te´ un enunciat ana`leg sota les mateixes hipo`tesis
de diferenciabilitat i composicio´, D(g ◦ f)(a) = Dg(f(a)) ◦Df(a). En particular, s’obte´
D(λf + g)(a) = λDf(a) +Dg(a) per tot a.
 Tota aplicacio´ f diferenciable sobre C, ho e´s tambe´ sobre R amb la mateixa derivada i
tota aplicacio´ C-lineal e´s R-lineal.
 En la Definicio´ 1.17 s’ha imposat que f sigui cont´ınua, d’aquesta manera es dedueix la
continu¨ıtat de Df . Ara be´, es podria treure la condicio´ que f sigui cont´ınua i imposar
que Df sigui cont´ınua.
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4.2. Derivades parcials.
Definicio´ 1.20. Siguin E,F espais de Banach sobre K i U ⊂ E obert. Si f : U → F e´s
diferenciable, diem que f e´s diferenciable amb continu¨ıtat en U quan Df : U → L(E,F ) e´s
cont´ınua en U .
Si U, V so´n oberts de E,F i f : U × V → G e´s diferenciable en (a, b), es pot considerar
l’aplicacio´ parcial x 7→ f(x, b) en U i definir la derivada parcial en a ∈ U com la derivada de
l’aplicacio´ parcial denotada Dxf o ∂xf . A me´s, f e´s diferenciable quan ho e´s cada aplicacio´
parcial i
Df(a, b)(x, y) = ∂xf(a, b)x+ ∂yf(a, b)y.
4.3. Derivades d’ordre superior. Siguin E,F espais de Banach sobre K, U ⊂ E obert i
f : U → F aplicacio´ cont´ınua. Aleshores
– f e´s una vegada diferenciable quan f e´s diferenciable amb derivada Df .
– f e´s m + 1 vegades diferenciable amb derivada Dm+1f quan f i Dmf so´n m vegades
diferenciable.
i
– f e´s de classe C1(U) quan f e´s diferenciable i Df e´s cont´ınua.
– f e´s de classe C2(U) quan f e´s de classe C1(U) i D2f e´s cont´ınua.
– f e´s de classe Cm+1(U) quan f e´s de classe Cm(U) i Dmf e´s cont´ınua.
– f e´s de classe C∞(U) quan f e´s de classe Cm(U) per tot m ≥ 1.
Hem vist que Df ∈ LK(E,F ). Ara D2f ∈ L(E,L(E,F )) on L(E,L(E,F )) e´s isome`tric a
L(E2, F ). Per induccio´, Dmf ∈ L(Em, F ).
5. Teorema del punt fix
Definicions 1.21.
i. Una aplicacio´ f : X → Y entre espais me`trics e´s Lipschitz quan hi ha α > 0 tal que
d(f(x), f(y)) ≤ αd(x, y) per tot x, y ∈ X.
ii. Una aplicacio´ f : X → X e´s contractiva quan e´s α-Lipschitz amb α < 1.
Teorema del punt fix de Banach 1.22. Si f : X → X e´s contractiva per 0 < α < 1 en un
espai me`tric complet. Aleshores
i. f te´ un u´nic punt fix a ∈ X.
ii. Per tot a0 ∈ X, fn(a0)→ a.



















Demostracio´. Donat a0 ∈ X, considerem la successio´ an+1 = f(an) per tot n. Veiem
d(an+1, an) ≤ αnd(a1, a0) tot procedint per induccio´:
i. n = 0. Cert trivialment.
ii. Suposem-ho fins n− 1. d(an+1, an) = d(f(an), f(an−1)) ≤ αd(an, an−1) ≤ αnd(a1, a0).




d(ak+1, ak) ≤ d(a1, a0)
m−1∑
k=n




1− αd(a1, a0) −−−→n→∞ 0.
Aix´ı, hi ha a ∈ X tal que fn(a0) → a. Per continu¨ıtat, f(a) = lim f(an) = lim an+1 = a. Per
tant, a e´s fix per f i e´s u´nic, doncs si no, d(a, b) = d(f(a), f(b)) ≤ αd(a, b) i l’u´nica possibilitat
e´s que a = b ja que 0 < α < 1. Finalment, com d e´s cont´ınua i am → a,
d(am, an) <
αn
1− αd(a1, a0)⇒ d(a, an) ≤
αn
1− αd(a1, a0) ≤
1
1− αd(a1, a0). 
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Amb el Teorema 1.22, vist ja en diverses assignatures, en molts casos ja en tindrem prou.
Val a dir, pero`, que hi han altres resultats semblants com, per exemple, el Teorema del punt fix
de Brouwer o el Teorema del punt fix de Knaster-Tarski.
6. Teorema de la funcio´ impl´ıcita i inversa
T´ıpicament al tractar aquests dos Teoremes hi han dues vies per demostrar-los totes dues de
dificultat semblant. Un dels dos s’ha de demostrar amb tot detall i l’altra es dedueix del primer
demostrat. Provarem el segon a partir del primer, per veure el primer una opcio´ e´s [4, ch. X].
Teorema de la funcio´ impl´ıcita 1.23. Siguin E,F,G espais de Banach sobre K, U ⊂ E ×F
obert i f : U → G aplicacio´ Cr(U). Si (a, b) ∈ U e´s tal que f(a, b) = 0 i ∂2f(a, b) : F → G e´s un
homeomorfisme lineal, aleshores hi ha V0 3 a obert de E tal que per tot obert connex V de E
satisfent a ∈ V ⊂ V0 hi han g : V → F aplicacio´ cont´ınua u´nica i (a, b) ∈W ⊂ U obert tal que
{(x, g(x)) : x ∈ V } = {(x, y) ∈W : f(x, y) = 0}.
A me´s, g e´s Cr(V ) amb diferencial
Dg(x) = −(∂2f(x, g(x)))−1 ◦ ∂1f(x, g(x)).
Definicio´ 1.24. Siguin E,F espais de Banach sobre K i f : E → F aplicacio´ cont´ınua. f e´s un
difeomorfisme local de classe Cr en a ∈ E quan hi ha U 3 a obert de E tal que
i. f [U ] e´s obert de F .
ii. fU : U → f [U ] e´s un homeomorfisme.
iii. fU i (fU )
−1 so´n de classe Cr.
Teorema de la funcio´ inversa 1.25. Siguin E,F espais de Banach sobre K, U ⊂ E obert,
a ∈ U i f : U → F aplicacio´ de classe Cr. Si Df(a) e´s un homeomorfisme lineal, aleshores f e´s
un difeomorfisme local de classe Cr en a.
Demostracio´. Sigui b = f(a) i considerem h(x, y) = f(x)−y de classe Cr tal que h(a, b) =
0. Com ∂xh(a, b) = Df(a) e´s un homeomorfisme lineal, hi ha V 3 b obert de F i g : V → E
de classe Cr tal que g[V ] ⊂ U i f(g(y)) = y. Aix´ı, g : V → g[V ] e´s bijectiva i f : g[V ] → V
exhaustiva. Ara be´, f−1[V ] = g[V ] e´s obert de E. Acabem veient l’injectivitat de f ,
f(x) = f(y)⇒ f(g(u)) = f(g(v)) per certs u, v ∈ V ⇒ u = v ⇒ x = y. 
Proposicio´ 1.26. Siguin E,F espais de Banach sobre K, U ⊂ E obert. Si f : U → F e´s un
difeomorfisme de classe C1, aleshores Df(a) : E → F e´s un homeomorfisme lineal per tot a ∈ U .
Demostracio´. Com f e´s bijectiva, f−1 ◦ f = idU i f ◦ f−1 = idV . Per la regla de la cadena
en espais de Banach, dedu¨ım que (Df(a))−1 = Df−1(f(a)) per tot a ∈ U . 
Corol·lari 1.27. Siguin E,F espais de Banach sobre K, U ⊂ E obert i f : U → F de classe C1.
Si Df(a) : E → F e´s un homeomorfisme lineal per tot a ∈ U , f e´s oberta.
Demostracio´. Sigui V ⊂ U obert. Veiem que f [V ] e´s obert. Pel Teorema 1.25, per tot
x ∈ V , hi ha Vx 3 x obert tal que f [V ∩ Vx] 3 f(x) e´s obert contingut en f [V ]. 
Corol·lari 1.28. Siguin E,F espais de Banach sobre K, U ⊂ E obert i f : U → F de classe Cr.
Hi ha equivale`ncia entre:
i. Im f e´s obert i f e´s un difeomorfisme de classe Cr.
ii. f e´s injectiva i Df(a) : E → F e´s un homeomorfisme lineal per tot a ∈ U .
Demostracio´. Veiem les dues implicacions:
i)⇒ii) f e´s injectiva i, per la Proposicio´ 1.26, Df(a) e´s homeomorfisme lineal.
i)⇐ii) Pel Corol·lari 1.27, V = Im f e´s obert. Veiem que f e´s un difeomorfisme de classe
Cr. Pel Teorema 1.25, per tot x ∈ U , hi han Ux 3 x obert i Vx 3 f(x) obert tal
que fUx e´s un difeomorfisme de classe Cr. D’altra banda, com f : U → V e´s bijectiva,
(f−1)Vx = ((f
−1)Ux)Vx i dedu¨ım que f
−1 e´s de classe Cr. 
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7. Teorema de l’aplicacio´ oberta
A partir del Corol·lari 1.28, dedu¨ım que una aplicacio´ lineal i cont´ınua f : E → F entre
espais de Banach sobre K e´s un difeomorfisme de classe Cr quan e´s un homeomorfisme lineal.
Ens proposem a donar un resultat me´s prec´ıs i una condicio´ per tal de veure quan una apli-
cacio´ lineal cont´ınua entre espais de Banach e´s un homeomorfisme lineal. Me´s concretament,
veurem que per tal que una aplicacio´ lineal i cont´ınua sigui un homeomorfisme lineal e´s condicio´
necessa`ria i suficient que sigui bijectiva.
Definicio´ 1.29. Un espai topolo`gic X e´s un espai de Baire quan per tota famı´lia numerable
{Cn} de tancats amb interiors buits en X,
⋃
Cn tambe´ te´ interior buit en X.
A partir de les lleis de Morgan, dedu¨ım:
Lema 1.30. Un espai X e´s de Baire quan per tota famı´lia numerable {Un} d’oberts densos de
X,
⋂
Un e´s tambe´ dens en X.
El segu¨ent resultat s’ha vist en l’assignatura d’Ana`lisi matema`tica (curs 2012-2013) i, per
tant, no donarem una prova detallada:
Lema 1.31. Sigui C1 ⊃ C2 ⊃ · · · successio´ de tancats no buits d’un espai me`tric complet. Si
diamCn → 0, aleshores
⋂
Cn 6= ∅.
Indicacions. Recordem que diamCn = sup{d(x, y) : x, y ∈ Cn}. Per cada n, escollim
xn ∈ Cn. Com xm, xn ∈ CN per m,n ≥ N i pel fet que diamCn → 0, (xn) e´s de Cauchy.
Per completitut, suposem xn → x. Aleshores donat k, la subsuccessio´ xk → x. Per tant,
x ∈ Ck = Ck i, en consequ¨e`ncia, x ∈
⋂
Ck. 
Teorema 1.32. Si X e´s un espai me`tric complet, X e´s de Baire.
Demostracio´. Donada una famı´lia de tancats {Cn} amb interiors buits en X, volem provar
que
⋃
Cn te´ interior buit en X. Pel Lema 1.30, cal veure que donat U0 obert no buit de X, hi
ha x ∈ U0 tal que x /∈ Cn per cap n.
Com C1 te´ interior buit, U0 6⊂ C1. Sigui y ∈ U0 \ C1. Com X e´s regular i C1 e´s tancat, hi ha
U1 3 y entorn tal que
U1 ∩ C1 = ∅
U1 ⊂ U0
diamU1 < 1.
Aplicant induccio´, donat Un−1 obert no buit, triem y ∈ Un−1 \ Cn i escollim Un verificant






Pel Lema 1.31, hi ha x ∈ ⋂Un. Aleshores x ∈ U0 doncs U1 ⊂ U0. A me´s, per cada n, x /∈ Cn
ja que Un ∩ Cn = ∅. 
Observacions 1.33.
 Tot espai de Banach e´s de Baire.
 Tot espai de Baire no es pot escriure com una unio´ numerable de subconjunts tancats
amb interiors buits. En particular, R amb la topologia usual.
 Si X = ⋃Un e´s un espai de Baire no buit, hi ha n tal que Un te´ interior no buit.
 Tot subespai obert d’un espai de Baire tambe´ ho e´s.
 E´s pot veure sense gaire me´s dificultat que en la prova de Teorema 1.32 que tot espai
de Hausdorff e´s compacte.
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Lema 1.34. Sigui f : X → Y aplicacio´ lineal d’espais normats sobre K. Aleshores f e´s oberta
si, i nome´s si, per tot U 3 0 entorn, f [U ] 3 0 e´s entorn.
Demostracio´. Es dedueix dels fets que les boles obertes so´n base de la topologia generada
per la norma, de la igualtat B(x; r) = x + rB(0; 1), del fet que f e´s lineal i del fet que les
traslacions i les homote`cies (amb r > 0) so´n homeomorfismes. 
Lema 1.35. Sigui f : E → F lineal i cont´ınua en espais de Banach sobre K. Si f e´s exhaustiva,
aleshores per tot U 3 0 entorn, hi ha V 3 0 entorn tal que V ⊂ f [U ].
Demostracio´. Sense pe`rdua de generalitat, suposem U = B(0; 1). Com per tot x ∈ E,
1




nU ⇒ F =
⋃
n≥1




Pel Teorema 1.32, F e´s de Baire i, per tant, hi ha n tal que nf [U ] te´ interior no buit. E´s clar
que nf [U ] e´s homeomorf a f [U ]. Aix´ı, la condicio´ equival a que f [U ] te´ interior no buit. En
aquest cas, hi ha y ∈ F i W 3 y obert tal que W ⊂ f [U ]. Com U = −U i f e´s lineal, tenim
f [U ]− f [U ] ⊂ f [U ]− f [U ] = f [U − U ] = f [2U ] = 2f [U ].
Aix´ı, 2f [U ] conte´ algun entorn de 0 i, per tant, f [U ] tambe´. Hem vist, que hi ha V 3 0 entorn
tal que V ⊂ f [U ]. 
Teorema de l’aplicacio´ oberta 1.36. Sigui f : E → F aplicacio´ lineal i cont´ınua en espais
de Banach sobre K. Si f e´s exhaustiva, aleshores f e´s oberta.
Demostracio´. Pel Lema 1.35, hi ha δ > 0 tal que si U = B(0; 1), B(0; δ) ⊂ f [U ].
Si ara y ∈ F verifica ‖y‖ < 2−nδ, aleshores ‖2ny‖ < δ. Per tant, 2ny ∈ f [U ]. Aix´ı,
y ∈ 2−nf [U ] = f [2−nU ]. En consequ¨e`ncia, per tot r > 0, hi ha x ∈ E tal que ‖x‖ < 2−n
i ‖y − f(x)‖ < r. Per tant, acabem de veure que per tot r > 0,
‖y‖ < δ
2n
⇒ ∃x ∈ E; ‖x‖ < 1
2n
i ‖y − f(x)‖ < r. (1.2)
Fixat y ∈ F tal que ‖y‖ < δ2 , trobem un x1 verificant (1.2) amb n = 1. Considerant y − f(x1)









∥∥∥∥∥ < δ2n+1 .
En particular, y =
∑










n≥1 xn e´s absolutament convergent en E. Per completitut, hi ha x ∈ E tal que
x =
∑

















E´s a dir, y ∈ f [U ], doncs, ‖x‖ < 1. Hem vist, B(0; δ2) ⊂ f [U ]. Pel Lema 1.34, f e´s oberta. 
Corol·lari 1.37. Una aplicacio´ lineal i cont´ınua en espais de Banach sobre K e´s un homeomor-
fisme lineal si, i nome´s si, e´s bijectiva.
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8. Completacions
Definicio´ 1.38. Una immersio´ d’espais topolo`gics e´s una aplicacio´ h : X → Y cont´ınua i injec-
tiva on X e´s homeomorf per h amb h[X].
Lema 1.39. Sigui h : X → Y aplicacio´ d’espais me`trics i α > 0 tal que
d(h(x), h(y)) = αd(x, y) per tot x, y ∈ X.
Aleshores h e´s una immersio´ i per α = 1 e´s una immersio´ isome`trica.
Demostracio´. h e´s cont´ınua i e´s clarament injectiva. Si g e´s la inversa de h, aleshores
αd(g(x), g(y)) = d
(
(h ◦ g)(x), (h ◦ g)(y)) = d(x, y)⇒ g cont´ınua. 
Teorema 1.40. Tot espai me`tric (X, d) te´ una immersio´ isome`trica en un espai me`tric complet.
Demostracio´. Siguin B(X,R) el conjunt de totes les aplicacions amb imatge acotada i
x0 ∈ X. Donat a ∈ X, definim ψa : X → R com x 7→ d(x, a)− d(x, x0). De la relacio´
|d(x, a)− d(x, b)| ≤ d(a, b)
es conclou amb b = x0 que ψa te´ imatge acotada. Veiem que Ψ: X → B(X,R) definit com
a 7→ ψa e´s una immersio´ isome`trica de X a l’espai complet B(X,R) amb la dista`ncia uniforme
ρ. E´s a dir,
ρ(ψa, ψb) = d(a, b).
En efecte, ρ(ψa, ψb) = sup{|d(x, a)− d(x, b)| : x ∈ X} ≤ d(a, b). Veiem que la cota s’assoleix
|d(a, a)− d(a, b)| = d(a, b). 
Corol·lari 1.41. Tot espai me`tric te´ una immersio´ isome`trica en un espai normat.
Definicio´ 1.42. Una completacio´ d’un espai me`tric X e´s un espai me`tric Y amb una immersio´
isome`trica h : X → Y tal que
i. Y e´s complet.
ii. h[X] = Y .






amb f ◦ h = g.
Demostracio´. Comencem observant que tota immersio´ isome`trica e´s uniformement cont´ınua
i la imatge de tota successio´ de Cauchy per l’immersio´ tambe´ ho e´s. Donat y ∈ Y com h[X] = Y
i X ∼= h[X], hi ha successio´ de Cauchy (xn) a X tal que h(xn) → y. L’aplicacio´ definida com
f(h(x)) = g(x) e´s una isometria. En efecte,
i. Si x, y ∈ h[X], d(f(x), f(y)) = d((g ◦ h−1)(x), (g ◦ h−1)(y)) = d(x, y).
ii. Altrament, hi han (xn), (yn) successions de Cauchy a X tal que h(xn)→ x i h(yn)→ y.
Per tant, per continu¨ıtat i per ser g immersio´ isome`trica,






(f ◦ h)(xn), (f ◦ h)(yn)
)
= lim d(g(xn), g(yn)) = lim d(xn, yn) = d(x, y). 
Per tant, hem vist que tot espai me`tric admet una u´nica completacio´ llevat d’isometria a un
espai me`tric complet. A me´s, per construccio´, tot espai normat es pot completar a un espai de
Banach u´nic tret d’isometria.
CAP´ıTOL 2
Aplicacions perio`diques i quasi-perio`diques
En aquest Cap´ıtol comenc¸arem introduint el tor, el concepte d’aplicacio´ perio`dica i quasi-
perio`dica amb l’objectiu de provar, via el Teorema de Stone-Weierstrass 2.25 que tota aplicacio´
cont´ınua sobre el tor es pot expressar com una Se`rie de Fourier.
1. Els nombres reals, el tor i la circumfere`ncia
Definicio´ 2.1. Un grup topolo`gic e´s una terna (G, ·, τ) verificant:
i. (G, ·) e´s un grup.
ii. (G, τ) e´s un espai topolo`gic.
iii. La llei de composicio´ (a, b) 7→ ab i l’aplicacio´ d’agafar invers a 7→ a−1 so´n cont´ınues.
Aquest nou concepte ens permet lligar resultats de la Teoria de grups i de Topologia.
Teorema 2.2. Siguin G,G′ grups topolo`gics. Si f : G → G′ e´s un homomorfisme continu,
aleshores es compleix:
i. G/Ker f e´s un subgrup topolo`gic de G.
ii. fˆ : G/Ker f → Im f amb [x] 7→ f(x) e´s un isomorfisme de grups continu.
A me´s, fˆ e´s un homeomorfisme si, i nome´s si, f e´s una identificacio´1.
Demostracio´. Usem resultats ja coneguts de Topologia i de la Teoria de grups:
i. Com f e´s un homomorfisme, G/Ker f esta` ben definit i si li dotem de la topologia
quocient, aleshores e´s un grup topolo`gic.
ii. L’isomorfisme de grups e´s immediat pel primer Teorema d’isomorfia de grups. La
continu¨ıtat es do´na per les propietats de la topologia quocient. En efecte, tenim el
diagrama
G G′




amb f = v ◦ fˆ ◦ p.
Aleshores f e´s cont´ınua ⇔ v ◦ fˆ e´s cont´ınua ⇔ fˆ e´s cont´ınua.
Finalment, considerant f : G→ Im f aplicacio´ cont´ınua i exhaustiva, tenim f = fˆ ◦p i, per tant,
s’obte´ l’equivale`ncia. 
Definicio´ 2.3. El tor e´s el conjunt quocient de la relacio´ d’equivale`ncia x ∼ y ⇔ x−y ∈ Z amb
x, y ∈ R. E´s a dir, T := R/Z.
El conjunt dels nombres reals R amb l’operacio´ suma e´s un grup abelia` topolo`gic i la cir-
cumfere`ncia S1 = {z ∈ C : |z| = 1} amb el producte de nombres complexos tambe´. Considerant
l’epimorfisme continu i obert e : R → S1 definit per θ 7→ eiθ i amb Ker e = 2piZ, dedu¨ım que
T ∼= S1, doncs, tota aplicacio´ cont´ınua, exhaustiva i oberta e´s una identificacio´. D’altra banda,
sabem, per projeccio´ estereogra`fica, que S1 \ {∗} ∼= (0, 2pi). Per tant, si agafem compactificats
d’Alexandroff, S1 ∼= [0, 2pi). Per transitivitat, T ∼= [0, 2pi). D’aquesta forma, podem definir el
1Recordem que una identificacio´ d’espais topolo`gics e´s una aplicacio´ exhaustiva f : X → Y on Y te´ la topologia
final respecte f .
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tor n-dimensional com Tn ∼= S1 × (n. . .× S1 per n ≥ 1.







∼= ([0, 1]× [0, 1])/∼
amb ∼ relacio´ d’equivale`ncia donada per (x, 0) ∼ (x, 1) i (0, y) ∼ (1, y).
Notacio´ 2.4. Els elements de S1 els denotarem per eix i els de T per x. De manera que
l’operacio´ de S1 e´s eixeiy = ei(x+y) i de T e´s x+ y.
2. Aplicacions perio`diques
Definicio´ 2.5. Una aplicacio´ f : R→ C e´s perio`dica de per´ıode T > 0 a cada component quan
f(x+ T ) = f(x) per tot x ∈ R.
Observem que si f : R → C e´s una aplicacio´ de per´ıode diguem-ne T , g(x) = f( T2pix) e´s
perio`dica de per´ıode 2pi. En efecte, per tot x ∈ R,













Aix´ı, convenim que f : Rn → C e´s aplicacio´ 2pi-perio`dica quan ho e´s en cada component. A me´s,
tenim una bijeccio´ entre {f : Rn → C aplicacio´ 2pi-perio`dica} {fˆ : Tn → C aplicacio´} donada
per la commutativitat dels tres diagrames implicats en:






Amb eˆ homeomorfisme donat pel Teorema 2.2 a partir de e(x) = eix, p(x) = x+2piZn projeccio´
cano`nica a l’espai quocient Tn. Expl´ıcitament, f(x1, . . . , xn) = g(eix1 , . . . , eixn) i fˆ = g ◦ eˆ.
D’aquesta manera, f queda un´ıvocament determinada pels seus valors f(x) amb x ∈ [0, 2pi)n. A
me´s, per les propietats de la topologia producte i quocient aplicat al diagrama f = fˆ ◦p, dedu¨ım
que f e´s cont´ınua si, i nome´s si, fˆ ho e´s.
Pel Corol·lari 1.15, tenim un homeomorfisme C(Tn,Cm) ∼= C(Tn,C)m i, per tant, l’aplicacio´
(f1, . . . , fm) : Tn → Cm e´s perio`dica quan ho e´s cada fi.
3. Rotacions en el tor
Definicions 2.6. Definim la rotacio´ d’angle ω amb a = eiω ∈ S1 com Ra : S1 → S1 amb z 7→ az.
Ra e´s racional quan a e´s una arrel de la unitat.
Ra e´s irracional quan no e´s racional.
Lema 2.7. Sigui f : X → Y cont´ınua i exhaustiva. Si D e´s dens, aleshores f [D] e´s dens.
Demostracio´. Sigui y ∈ Y i V 3 y obert. Hi ha x ∈ X = D tal que f(x) = y. Per tant,
∀U 3 x obert, U ∩D 6= ∅.
Com f e´s cont´ınua en y, hi ha U 3 x obert tal que f [U ] ⊂ V . Hem vist Y = f [D], doncs,
∀V 3 y obert, ∅ 6= f [U ∩D] ⊂ f [U ] ∩ f [D] ⊂ V ∩ f [D]. 
Teorema 2.8. Tot subgrup aditiu de R e´s o be´ dens o be´ de la forma ωZ amb ω ≥ 0.
Demostracio´. Sigui H subgrup aditiu de R. Considerem casos:
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i. H = {0}. H e´s discret.
ii. H 6= {0}. Hi ha h0 ∈ H \{0}. Donat que −h0 ∈ H, considerem ω = inf{h ∈ H : h > 0}.
Clarament ω ≥ 0. Distingim casos:
a) ω = 0. Veiem que R = H. Donat x ∈ R, considerem els conjunts
I = {h ∈ H : h < x} i J = {h ∈ : x < h}.
Com h0Z ⊂ H, dedu¨ım que I, J so´n no buits i, clarament, sup I ≤ x ≤ inf J . Com
ω = 0, donat ε > 0, hi ha h ∈ H tal que 0 < h < ε. Aix´ı, hi ha k ∈ Z tal que
kh ≤ x < (k + 1)h
E´s a dir, kh ∈ I i (k + 1)h ∈ J . Per tant, per tot ε > 0,
inf J − sup I ≤ (k + 1)h− kh = h < ε.
Aix´ı, sup I = x = inf J i, per tant, R = H.
b) ω 6= 0. Veiem que H = ωZ. E´s suficient veure que [kω, (k + 1)ω) ∩ H = {kω}.
Siguin h1, h2 ∈ H amb kω ≤ h1 < h2 < (k + 1)ω. Aleshores
0 < h2 − h1 < ω.
Absurd per ser ω ı´nfim. Per k = 1, dedu¨ım ω ∈ H. D’on tenim la igualtat. 
A partir de la bijeccio´ dels subgrups quocients donada per l’epimorfisme de grups e : R→ T
{H : H ⊃ 2piZ subgrup normal de R} {H ′ : H ′ subgrup normal de T}
H 7→ e[H]
e−1[H]←p H
i pel Teorema 2.8 i pel Lema 2.7, dedu¨ım:
Corol·lari 2.9. Tot subgrup de T e´s o be´ finit o be´ dens.
Proposicio´ 2.10. Si a = eiω ∈ S1, l’o`rbita per Ra de tot punt de S1 e´s densa quan ω ∈ R \Q.
Demostracio´. L’o`rbita de z = eix ∈ S1 e´s {Rna(z) : n ∈ Z} ' {x+ nω : n ∈ Z} = x+ ωZ.
Aix´ı ωZ e´s un subgrup de T finit quan hi ha m ∈ Z tal que mω ∈ Z. Aixo`, e´s quan ω ∈ Q. 
Per les propietats de la topologia producte, dedu¨ım que si Hi so´n subgrups de T finit o
dens per tot i, aleshores la famı´lia (Hi)i ho e´s de Tn. Pel cas concret de n = 2, podem usar
la representacio´ planar per donar una visualitzacio´ del significat de la Proposicio´ 2.10. En
efecte, si a la Figura 2.1 considerem que partim de l’extrem inferior esquerra x0 i apliquem una
rotacio´ d’angle
√
2. Com els costats oposats del quadrat [0, 1]× [0, 1] estan identificats, e´s com
si tire`ssim una recta de pendent
√



















Figura 2.1. Iteracions de l’o`rbita passant per x0 d’una rotacio´ d’angle
√
2.
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3.1. Aplicacions quasi-perio`diques.
Definicio´ 2.11. Un vector de frequ¨e`ncies ω = (ω1, . . . , ωr) ∈ Tr e´s linealment independent
sobre Q quan per tot λ1, . . . , λr ∈ Q, λ1ω1 + · · ·+ λrωr = 0 implica λ1 = · · · = λr = 0.
Equivalentment, quan per tot k1, . . . , kr ∈ Z,
k1ω1 + · · ·+ krωr = 0⇒ k1 = · · · = kr = 0.
En aquest cas direm que ω e´s un vector de frequ¨e`ncies ba`siques.
Definicio´ 2.12. Una aplicacio´ f : R → R e´s quasi-perio`dica de r frequ¨e`ncies ba`siques quan hi
han F : Tr → R aplicacio´ i ω ∈ Tr vector de frequ¨e`ncies ba`siques verificant
f(t) = F (tω).
Observacio´ 2.13. U´nicament per r = 1, f e´s perio`dica de per´ıode 2piω quan e´s quasi-perio`dica.
E´s a dir, una aplicacio´ quasi-perio`dica e´s composicio´ d’una aplicacio´ en el tor r-dimensional
amb l’aplicacio´ t 7→ ωt que e´s Cr i, fins i tot, anal´ıtica. Podem afirmar sense cap problema que
la continu¨ıtat i regularitat de F es trasllada a f per composicio´. Fem notar, pero` que no e´s pas
extrany imposar en la Definicio´ 2.12 que F sigui cont´ınua i, per tant, f tambe´.
D’altra banda, observem que la condicio´ que ω sigui un vector de frequ¨e`ncies linealment inde-
pendent sobre Q e´s important. Doncs si suposem, per un moment, que tenim f(t) = F (tω) amb
ω = (ω1, ω2) no verificant la condicio´, tindr´ıem
k1ω1 + k2ω2 = 0
amb k1 o k2 diferents de 0. Suposem que k2 6= 0. Aleshores f(0) = F (0) i si resolem el sistema{
ω1T = 2pip
ω2T = 2piq,
podem triar p, q tals que obtenim T tal que f(T ) = F (Tω) = F (0) i, per tant, f e´s perio`dica.
4. Coeficients i se`ries de Fourier













Observacio´ 2.15. Una Se`rie de Laurent e´s una expressio´ de la forma
∑
n∈Z anz
n amb an ∈ C.
Sabem d’Ana`lisi complexa (curs 2012-2013) que si C1,2 = {z ∈ C : R1 < |z| < R2} i f e´s
una aplicacio´ holomorfa a C1,2, aleshores f admet una Se`rie de Laurent convergent i, a me´s, si













Aix´ı, tota funcio´ holomorfa a C1,2 amb R1 < 1 < R2 admet una Se`rie de Fourier, doncs, pels z
tals que |z| = 1, tenim an = cn.
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5. Converge`ncia de Se`ries de Fourier
En aquesta Seccio´ ens disposem a donar una prova de converge`ncia de les Se`ries de Fourier.
Per fer-ho, provarem el Teorema de Stone-Weierstrass 2.25 que ens assegura que certs subcon-
junts del conjunt de les aplicacions cont´ınues d’un espai me`tric compacte sobre R so´n densos.
A partir, d’aquesta prova, veurem que el conjunt de polinomis trigonome`trics e´s un d’aquests
subconjunts de manera que tindrem provat que tota aplicacio´ cont´ınua i perio`dica admet una
Se`rie de Fourier, gra`cies a la identitat eiθ = cos θ + i sin θ.
Val a dir que la Teoria de Fourier pot donar-se en un context me´s general. Me´s concretament, a
partir de la Teoria de la mesura i de la Teoria d’integracio´ pot definir-se el concepte de mesura
completa µ en un espai mesurable, el concepte de conjunt i aplicacio´ mesurable, els conjunts
de mesura nul·la, la propietat de quasi-per-tot, fins arriba als anomenats p-espais de Lebesgue
denotats per Lp(µ) amb 1 ≤ p ≤ ∞. En aquest context, poden definir-se els coeficients de
Fourier en l’espai L1([0, 2pi]) amb la mesura de Lebesgue d’igual forma i e´s veu que C(T,R) e´s
dens a l’espai de Hilbert L2([0, 2pi]). De manera que la Se`rie de Fourier es pot definir en termes
del seu producte escalar i a partir d’un sistema ortogonal complet.
Aquest camı´ e´s laborio´s, fet que ens comportaria establir molta notacio´. El qual hem descartat,
doncs, pel me`tode nume`ric que ens plantejarem en el Cap´ıtol 4 no ens cal filar tan prim. Tot i
aix´ı, per me´s informacio´, [5] o [11].
5.1. A`lgebres sobre un anell.
Definicions 2.16. Sigui A anell commmutatiu amb unitat. Definim
i. (M,+, ·) e´s un A-mo`dul quan verifica
a) (M,+) e´s un grup abelia`.
b) (M, ·) amb · : A×M →M operacio´ externa definida per (a,m) 7→ am verificant
– a(bm) = (ab)m.
– (a+ b)m = am+ bm.
– a(m+ n) = am+ an.
– 1m = m.
ii. Un anell B ⊂ A e´s una A-a`lgebra quan e´s un A-mo`dul.
Observem que si f : A → B e´s un homomorfisme d’anells, aleshores B te´ estructura de
A-a`lgebra amb l’operacio´ (a, b) 7→ f(a)b.
Definicions 2.17. Sigui A anell commutatiu amb unitat. Aleshores
i. Si M e´s un A-mo`dul, N ⊂M e´s un A-submo`dul quan verifica
a) (N,+) e´s subgrup de (M,+).
b) AN ⊂ N .
ii. Si M e´s una A-a`lgebra, N ⊂M e´s una A-suba`lgebra quan e´s subanell i A-submo`dul.
Si K e´s cos, aleshores M e´s K-mo`dul quan e´s K-espai vectorial. Aix´ı, es conclou que A e´s
K-suba`lgebra quan verifica
i. A e´s un K-subespai vectorial de M .
ii. ab ∈ A per tot a, b ∈ A.
iii. 1M ∈ A.
Exemple 2.18. Si X e´s un conjunt, C (X,R) e´s una R-a`lgebra amb les operacions segu¨ents:
(f + g)(x) = f(x) + g(x)
(fg)(x) = f(x)g(x)
(λf)(x) = λf(x).
Si ara X e´s un espai topolo`gic, C(X,R) e´s R-suba`lgebra de C (X,R) on R te´ la topologia usual.
Semblantment, C (X,C) e´s una C-a`lgebra i C(X,C) n’e´s una C-suba`lgebra.
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5.2. Teorema de Stone Weierstrass. Volem donar una prova del Teorema de Stone
Weierstrass pel cas d’espais de funcions. Per dur a terme la prova, farem u´s del mateix Teorema
pero` pel cas real i finit2, que ens diu: Per tota f : [0, 1]→ R cont´ınua, hi ha (Pn) successio´ de
polinomis convergents uniformement a f.
Definicions 2.19. Siguin X,Y conjunts i A subconjunt de C (X,Y ). Diem que:
i. A separa punts quan per tot x, y ∈ X diferents, hi ha f ∈ A tal que f(x) 6= f(y).
ii. A separa punts fortament quan per tot x, y ∈ X diferents i tot a, b ∈ Y , hi ha f ∈ A
tal que f(x) = a i f(y) = b.
Observacio´ 2.20. La condicio´ de separar punts no e´s pas una condicio´ dif´ıcil de satisfer. En
efecte, recordem que el Lema d’Urysohn (veure [12, ch. IV]) ens diu: Si X e´s un espai normal
i A,B so´n tancats disjunts de X, hi ha f : X → [a, b] tal que f [A] = {a} i f [B] = {b}.. Per
tant, si X e´s un espai topolo`gic i C(X,R) te´ la me`trica del suprem, e´s un espai normal (per ser
espai me`tric) i separa punts.
Lema 2.21. Tot subespai vectorial A de C (X,R) que separi punts i contingui les constants,
separa punts fortament.
Demostracio´. Siguin x, y ∈ X diferents i f ∈ A tal que f(x) 6= f(y). Si a, b ∈ R, aleshores













Definicio´ 2.22. Un conjunt parcialment ordenat (A,≤) e´s un reticle quan per tot a, b ∈ A, hi
han inf{a, b} i sup{a, b}.
Lema 2.23. Siguin X espai me`tric compacte i A subespai vectorial de C(X,R) que separa punts
i conte´ a les constants. Si A e´s reticle, e´s dens a C(X,R).
Demostracio´. Siguin ε > 0, f ∈ C(X,R) i x ∈ X. Veiem que hi ha g ∈ A tal que
‖f − g‖ ≤ ε. Pel Lema 2.21, per cada x 6= y, hi ha fy ∈ A tal que fy(y) = f(y) i fy(x) = f(x).




Uy ⇒ X = Uy1 ∪ · · · ∪ Uyn .
Considerem gx = sup(fy1 , . . . , fyn) ∈ A. Aix´ı t ∈ X implica f(t)−ε < fyi(t) ≤ gx(t) per algun i.




Vx ⇒ X = Vx1 ∪ · · · ∪ Vxm .
Sigui g = inf(gx1 , . . . , gxm) ∈ A. Aleshores ‖f − g‖ ≤ ε ja que
f(t)− ε < g(t) < f(t) + ε per tot t ∈ X. 
Lema 2.24. Si A e´s un subespai vectorial d’un espai normat, aleshores A e´s subespai vectorial.
Demostracio´. Veiem que x+ y ∈ A implica λx+ y ∈ A. Per hipo`tesi, donat ε > 0, hi han
a, b ∈ A tals que ‖x− a‖ < ε i ‖x− b‖ < ε. Per tant, donat ε > 0,
‖(λx+ y)− (a+ b)‖ ≤ |λ| ‖x− a‖+ ‖y − b‖ < (|λ|+ 1)ε. 
Teorema de Stone Weierstrass 2.25. Sigui X espai me`tric compacte. Si una suba`lgebra A
de C(X,R) conte´ les aplicacions constants i separa punts, A e´s dens a l’espai de Banach C(X,R).
2Vist a l’assignatura d’Ana`lisi matema`tica (curs 2012-2013).
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Demostracio´. Pel Lema 2.23 i Lema 2.24, nome´s cal veure que l’adhere`ncia de A e´s un




(f + g + |f − g|) i inf(f, g) = 1
2
(f + g − |f − g|).
e´s suficient veure que f ∈ A implica |f | ∈ A. Si ε > 0 i g ∈ A, aleshores
‖g − f‖ < ε⇒ ‖|g| − |f |‖ ≤ ‖g − f‖ < ε.
Per tant, si veiem que g ∈ A implica |g| ∈ A, haurem acabat.
Com X e´s compacte i g e´s cont´ınua, sigui M = sup{|g(x)| : x ∈ X} i considerem
X −→ [−M,M ] −→ R
x 7−→ g(x) 7−→ |g(x)| .
Per la versio´ real del Teorema de Stone Weierstrass, hi ha (Pn(t)) successio´ de polinomis tals
que convergeixen uniformement a |t| amb t ∈ [−M,M ]. Per tant,
∀ ε > 0, ∃n0; ∀n ≥ n0, ∀x ∈ X, ||g(x)| − Pn(g(x))| < ε.
Com A e´s una R-a`lgebra, aleshores Pn ◦ g ∈ A. Aix´ı, |g| ∈ A. 
Corol·lari 2.26. Sigui X espai me`tric compacte. Si una suba`lgebra A de C(X,C) conte´ les
aplicacions constants, separa punts i f ∈ A implica f ∈ A, aleshores A e´s dens a C(X,C).
Demostracio´. Si f ∈ A, aleshores Re f, Im f ∈ A ja que f ∈ A. Per tant, A0 = A∩C(X,R)
e´s una R-suba`lgebra, separa punts i conte´ a les constants. Pel Teorema 2.25, A0 e´s dens
a C(X,R). La densitat de A en C(X,C) = C(X,R) + iC(X,R) es dedueix del fet que A =
A0 + iA0. 
Siguin en : T → C definides per z 7→ zn. Aleshores el subespai vectorial generat 〈en〉n∈Z
e´s una C-suba`lgebra de C(T,C), conte´ a les constants ja que e0 = 1, separa punts i conte´ les
aplicacions conjugades ja que en = e−n. Per tant, e´s dens a C(T,C). D’aquesta manera hem
vist que tota funcio´ cont´ınua f : T→ C te´ una Se`rie de Fourier.
5.3. Cota dels coeficients de Fourier. A l’assignatura d’Ana`lisi matema`tica3 del grau
de Matema`tiques vam veure el segu¨ent resultat:
Proposicio´ 2.27. Si f : T → R e´s de classe Cr, aleshores hi ha ρ > 0 tal que per n 6= 0 tenim
cota pels coeficients de Fourier
|cn| ≤ ρ|n|r .
Anem a veure un resultat usant resultats d’ana`lisi complexa:











Aleshores |cn| ≤Me−ρ|n| per alguns M,ρ > 0.
Demostracio´. Considerem f+(x) =
∑
n≥0 cne
inx i f−(x) =
∑
n<0 cne
inx. Triem ρ > 0
prou petit tal que f+ i f− so´n holomorfes a Ω+ i Ω− respectivament (veure Figura 2.2). E´s a
dir, que no contingiuin cap singularitat.
3Cursat el primer semestre del curs 2012-2013.











Figura 2.2. Dominis de definicio´ de f+ i f−.
Arribats a aquest punt, podem fer tot el raonament per f+ que la denotem novament per f .

















Aquesta cota en els coeficients de Fourier la podem interpretar com que, en el cas anal´ıtic,
la converge`ncia de les Se`ries de Fourier sol ser molt ra`pida, en el sentit que no calen gaires
coeficients de Fourier per obtenir una bona aproximacio´ a f .
CAP´ıTOL 3
Solucions perio`diques i quasi-perio`diques d’una equacio´
diferencial
En aquest Cap´ıtol expliquem com, sota certes condicions, podem demostrar l’existe`ncia de
solucions perio`diques d’una equacio´ diferencial a prop d’un punt d’equilibri quan interve´ una
perturbacio´ perio`dica i l’existe`ncia de solucions quasi-perio`diques quan interve´ una perturbacio´
quasi-perio`dica.
Partim d’una equacio´ diferencial x˙ = f(t, x) auto`noma i representem-la per x˙ = f(x).
T´ıpicament, per estudiar la dina`mica d’una equacio´ diferencial auto`noma, es comenc¸a cercant
punts d’equilibri del sistema que corresponen als x tals que f(x) = 0. Un cop trobats o estimats,
s’intenta esbrinar la seva estabilitat amb l’objectiu de fer-se una idea de com e´s la dina`mica del
sistema a l’entorn del punt d’equilibri considerat. Tant e´s aix´ı que resultats com el Teorema de
Hartman-Grobman (veure [13, ch. VI.5]) ens assegura que pels punts d’equilibri en els quals la
diferencial te´ la part real de tots els seus valors propis diferent de zero es comporten localment
com una equacio´ diferencial lineal de les quals la dina`mica e´s coneguda.
En el mo´n f´ısic, pero`, no e´s pas extrany que apareguin perturbacions donades, per exemple,
per efectes perio`dics d’una forc¸a externa al sistema. Per tal de representar l’efecte d’aquesta
perturbacio´ perio`dica, comencem plantejant-nos l’equacio´ diferencial perturbada,{
x˙ = f(x) + εg(x, θ)
θ˙ = ω
amb g aplicacio´ cont´ınua i perio`dica respecte θ en T de per´ıode 2pi i ε proper a zero. Aix´ı, el
nou sistema ha deixat de tenir punts d’equilibri i podem intentar cercar o`rbites perio`diques.
Podem anar una mica me´s enlla` i pensar que el nostre sistema no sofert una perturbacio´ perio`dica
sino´ que interve´ una perturbacio´ quasi-perio`dica, e´s a dir, ens plantegem la situacio´ segu¨ent:
x˙ = f(x) + εg(x, θ1, θ2)
θ˙1 = ω1
θ˙2 = ω2
on ara (ω1, ω2) ∈ T2 so´n linealment independents sobre Q i g e´s cont´ınua amb (θ1, θ2) ∈ T2 de
per´ıodes 2pi.
Per donar respostes a aquests dos problemes, suposarem que les funcions que intervenen seran
de classe Cr i farem u´s de l’aplicacio´ de Poincare´ que explicarem breument en l’apartat 2.2 i del
Teorema de la funcio´ impl´ıcita per espais de Banach 1.23.
1. Solucions perio`diques d’una equacio´ diferencial
Considerem U ⊂ Rn obert, Ω ⊂ R× U obert i l’aplicacio´
f : Ω −→ Rn
(t, x) 7−→f(t, x)
cont´ınua i localment Lipschitz respecte x. De la Teoria fonamental d’equacions diferencials es
conclou que per tot (t0, x0) ∈ Ω hi ha una u´nica solucio´ maximal Φ: I(t0, x0) → Rn de classe
C1 en l’interval obert I := I(t0, x0) ⊂ R que ens soluciona x˙ = f(t, x) amb condicio´ inicial
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x(t0) = x0. E´s a dir, Φ e´s solucio´:{
∂Φ
∂t (t; t0, x0) = f(t,Φ(t; t0, x0))
Φ(t0; t0, x0) = x0.
i per tota altra solucio´ Ψ: J → Rn tal que I ⊂ J i ΨI = Φ es te´ I = J .
Definicions 3.1. Donada x˙ = f(t, x) amb condicio´ inicial x(t0) = x0. Direm que:
i. Tenim solucio´ perio`dica en (t0, x0) quan Φ: I(t0, x0)→ Rn e´s perio`dica.
ii. Tenim solucio´ quasi-perio`dica en (t0, x0) quan Φ: I(t0, x0)→ Rn e´s quasi-perio`dica.
Lema 3.2. Siguin Ω ⊂ R×Rn obert i f : Ω→ Rn cont´ınua i localment Lipschitz respecte x. Si
f e´s T -perio`dica respecte t, tenim solucio´ perio`dica en (t0, x0) quan Φ(t0 + T ; t0, x0) = x0.
Demostracio´. Veiem cadascuna de les implicacions:
⇒) Tenim Φ(t0 + T ; t0, x0) = Φ(t0; t0, x0) = x0.
⇐) Φ(t; t0, x0) i Φ(t+ T ; t0, x0) tenen condicio´ incial x(t0) = x0. Com
∂Φ
∂t
(t+ T ; t0, x0) = f(t+ T,Φ(t+ T ; t0, x0)) = f(t,Φ(t+ T ; t0, x0))
i per maximalitat, Φ(t; t0, x0) = Φ(t+ T ; t0, x0) per tot t. 
2. Seccio´ de Poincare´
Comencem fixant notacions i donant definicions pre`vies. Algunes d’elles tractades a l’assig-
natura d’Equacions Diferencials o Topologia i Geometria Global de Superf´ıcies (curs 2013-2014):
Definicions 3.3. Siguin U ⊂ Rn obert i f : U → Rm diferenciable. Definim:
i. f e´s immersio´ en x ∈ U quan Df(x) e´s injectiva.
ii. f e´s immersio´ quan Df(x) e´s injectiva per tot x ∈ U .
iii. f e´s embedding quan f e´s immersio´ injectiva i f : U → f [U ] e´s homeomorfisme.
Aix´ı, Σ ⊂ Rn e´s una subvarietat quan hi ha f embedding tal que Σ = f [U ].1
Definicio´ 3.4. Sigui x˙ = f(x) auto`noma. x e´s punt singular o punt d’equilibri quan f(x) = 0.
Definicio´ 3.5. Siguin U ⊂ Rn obert, f : U → Rn de classe Cr i V ⊂ Rn−1 obert. Una subvarietat
Σ ⊂ Rn−1 donada per l’embedding υ : V → U e´s una seccio´ transversal en x ∈ U quan x ∈ Σ i
per tot s ∈ V , el vector f(υ(s)) i ImDυ(s) so´n base de Rn.
Observacio´ 3.6. Veiem una forma d’obtenir una seccio´ transversal a un punt x ∈ U no sin-
gular. Sigui v1, . . . , vn−1, f(x) base ortogonal de Rn. Per δ > 0 suficientment petit, considerem
υ : B(0; δ)→ U donada per




Aleshores Σ = υ[B(0; δ)] e´s seccio´ transversal en x.
En efecte, υ e´s de classe C∞, en particular, e´s diferenciable. E´s un embedding doncs:
i. Dυ e´s una aplicacio´ R-lineal injectiva ja que sempre te´ rang n− 1.
ii. υ e´s injectiva ja que v1, . . . , vn−1 so´n vectors linealment independents.
iii. Com υ e´s injectiva i Dυ e´s isomorfisme lineal quan considerem υ : B(0; δ)→ Σ, aleshores
pel Corol·lari 1.28, υ e´s difeomorfisme de classe C∞.
Finalment, υ(0) = x i, a me´s, ImDυ(s) = 〈v1, . . . , vn−1〉 i f(υ(s)) so´n base de Rn.
1Aquests conceptes poden emmarcar-se en un context me´s general dins la topologia diferencial en la qual
el concepte de varietat diferenciable que e´s una varietat topolo`gica amb una estructura diferenciable juga un
paper destacat. Es comprova amb prou facilitat que l’estructura diferenciable que s’indueix a la subvarietat Σ e´s
independent de l’embedding triat.
2. SECCIO´ DE POINCARE´ 23
2.1. Temps d’arribada i punt d’arribada. Sigui f : U → Rn de classe Cr en l’obert
U ⊂ Rn. Considerem el problema de Cauchy{
x˙ = f(x)
x(0) = x0,
i sigui Φ: I(0, x0) → U solucio´ maximal. Denotem I(0, x0) =: I(x0) i Φ(t; 0, x0) =: ϕ(t, x0).
Siguin 0 ∈ V ⊂ Rn−1 obert, υ : V → U embedding de classe Cr i Σ = υ[V ] seccio´ transversal.
Suposem que υ(0) = x0 i ϕ(−t1, x0) =: x1, e´s a dir, ϕ(t1, x1) = x0. Sigui x1 ∈ U1 ⊂ U entorn.
Donat x ∈ U1, volem trobar t i s tals que
ϕ(t, x) = υ(s).
E´s a dir, quan l’o`rbita de x passa per Σ. Aixo` equival a trobar els zeros de l’aplicacio´ de classe
Cr definida per E(x, t, s) = ϕ(t, x)− υ(s) per cada (x, t, s) ∈ U1 × (t1 − ε1, t1 + ε1)× V .








f(υ(0)) −Dυ(0)) 6= 0.
Per la versio´ real del Teorema de la funcio´ impl´ıcita, hi han W1 3 x1, ε1 ≥ ε i V0 3 0 oberts tals
que l’aplicacio´
(τ, σ) : W1−→(t1 − ε, t1 + ε)× V0
x 7−→ (τ(x), σ(x))
e´s de classe Cr verificant
{(x, τ(x), σ(x)) : x ∈W1} = {(x, t, s) ∈W1 × (t1 − ε, t1 + ε)× V0 : E(x, t, s) = 0}




= − (f(υ(σ(x))) −Dsυ(σ(x)))−1 ◦Dxϕ(τ(x), x).
A partir de les equacions variacionals i del wronskia` d’una equacio´ diferencial lineal, dedu¨ım que
Dxϕ e´s invertible i, per la versio´ real del Teorema de la funcio´ inversa, tenim que (τ, σ) e´s un
difeomorfisme local de classe Cr.
A partir de la interpretacio´ visual donada a la Figura 3.1, anomenem temps d’arribada a τ i








Figura 3.1. Per tot x d’un entorn de x1 som capac¸os de donar el temps d’ar-
ribada per estar en un punt d’arribada a v−1[Σ].
2.2. Aplicacio´ de Poincare´. Amb mateixes les notacions de l’apartat 2.1. Considerem
x˙ = f(x) de classe Cr, Σ seccio´ transversal donada per υ : V → U , x0 = υ(0) i suposem que
x1 = ϕ(−t1, x0) = υ(s1). E´s a dir, partint de x1 ∈ Σ despre´s de t1 unitats de temps arribem a
x0 ∈ Σ. Aleshores hi ha V1 3 s1 obert apropiat tal que podem definir les aplicacions
σˆ : V1 −→ V i τˆ : V1 −→ R
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donades per σˆ = σ ◦ υ i τˆ = τ ◦ υ tals que so´n difeomorfismes de classe Cr en les seves imatges.
A aquests difeomorfismes els anomenem, respectivament, aplicacio´ de retorn (o de Poincare´) i
aplicacio´ de temps de retorn. Aquestes aplicacions satisfan la igualtat:
ϕ(τˆ(s), υ(s)) = υ(σˆ(s)), per tot s ∈ V1.
A vegades l’aplicacio´ de Poincare´ es considera P := υ−1 ◦ σ ◦ υ si es vol posar l’e`mfasi a Σ.
L’aplicacio´ de retorn ens permet estudiar de forma local l’existe`ncia d’o`rbites perio`diques tot
estudiant el sistema discret donat per P . Aix´ı, els punts perio`dics de per´ıode k de P corresponen
a o`rbites perio`diques de per´ıode kτˆ . Adicionalment, amb l’estudi de l’estabilitat dels punts fixos







Figura 3.2. x2 e´s punt fix del sistema discret i e´s punt inicial d’una o`rbita perio`dica.
3. Efecte d’una perturbacio´ perio`dica a una equacio´ diferencial
Siguin f : U → Rn de classe Cr en l’obert U ⊂ Rn i f(x0) = 0. Imaginem ara que en el
nostre sistema x˙ = f(x), interve´ una perturbacio´ perio`dica. E´s a dir, introdu¨ım una aplicacio´
g : U × T→ Rn de classe Cr i considerem l’equacio´ diferencial perturbada,{
x˙ = f(x) + εg(x, θ)
θ˙ = ω
(3.1)
on ω denota la frequ¨e`ncia de θ˙ = ω i, per tant, T = 2piω n’e´s el per´ıode. Observem que:
– L’equacio´ diferencial (3.1) e´s auto`noma gra`cies a la condicio´ θ˙ = ω.
– L’equacio´ diferencial (3.1) no te´ punts d’equilibri.
– L’equacio´ diferencial (3.1) te´ una o`rbita perio`dica en x0 per ε = 0.
– θ(t) = ωt+ θ(0) e´s solucio´ de θ˙ = ω amb condicio´ inicial θ(0) = θ(0).
– Si g no e´s constant, l’equacio´ x˙ = f(x) + εg(x, θ(t)) ha deixat de tenir punts d’equilibri.
Sense pe`rdua de generalitat podem suposar θ(0) = 0. Com ω 6= 0, podem aplicar l’Observacio´ 3.6
per construir una seccio´ de Poincare´. Expl´ıcitament:
Sigui δ > 0 tal que B(x0; δ) ⊂ U i υ : B(x0; δ) → U × T donada per s 7→ (s, 0). Aleshores υ
e´s embedding de classe C∞ ja que e´s un difeomorfisme de classe C∞ amb la seva imatge que
denotem per Σ. Per ε fixat, tenim que(
f(x) + εg(x, θ)
ω
)
i ImDυ = 〈e1, . . . , en〉
so´n base de Rn+1, on els ei denoten els vectors de la base cano`nica de Rn+1. Per tant, Σ e´s
seccio´ transversal de (x0, 0). Com x0 e´s punt d’equilibri de f , podem considerar una aplicacio´
de Poincare´ Pε en un entorn V de x0 dins U i de manera que el temps de retorn sigui τˆ(x) = T .




(t;x, ε) = F (t, ϕ(t;x, ε), ε)
ϕ(0;x, ε) = x,
(3.2)
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per a un ε fixat, esquema`ticament, estem considerant el sistema dina`mic discret Pε := υ
−1◦ϕT ◦υ,











7−→ ϕ(T ;x, ε)
on ϕT e´s una solucio´ maximal de (3.1) amb condicio´ inicial (x, 0) i donar el valor al deixar
passar T unitats de temps. Aix´ı, Pε e´s aplicacio´ de retorn a l’entorn V de x0 dins U , Pε ◦ υ−1
e´s aplicacio´ de punt d’arribada i l’aplicacio´ de temps de retorn e´s τˆ(x) = T .
Com l’equacio´ diferencial (3.1) ha deixat de tenir punts d’equilibri amb l’adicio´ de la per-
turbacio´ g. Ens preguntem si tenim o`rbites perio`diques en un entorn de x0. Per aixo`, cal cercar
x tal que P kε (x) = x per algun natural k > 0. Aix´ı, x sera` o`rbita perio`dica de per´ıode kT .
Comencem considerant, doncs, E(x, ε) = P (x, ε) − x amb P (x, ε) := Pε(x). Aquesta aplicacio´
de classe Cr verifica E(x0, 0) = 0. Suposem que
detDxE(x0, 0) = det(DxP − id)(x0, 0) 6= 0. (3.3)
Aleshores hi ha x : (−δ, δ)→ Σ de classe Cr tal que x(0) = x0 i E(x(ε), ε) = 0.
La condicio´ (3.3) es tradueix en la condicio´ que la matriu DxP (x0, 0) no te´ valor propi 1. Aquesta











(0;x, ε) = id
i que a l’aplicar-ho al punt (x0, 0), tenim el problema dels valors incials{
v˙ = Df(x0)v
v(0) = id.
Si denotem A = Df(x0), hem arribat a una equacio´ diferencial matricial lineal amb coeficients
constants que te´ com a solucio´ la matriu fonamental principal etA amb temps inicial t0 = 0.
Si ara volem considerar o`rbites perio`diques de per´ıode kT cal aplicar el mateix raonament amb
Ek(x, θ) = P
k
ε (x)−x on P kε (x) = ϕ(kT ;x, ε). Per tant, si ekTA no te´ valor propi 1, tenim o`rbita
perio`dica de per´ıode kT i de classe Cr. A la pra`ctica pero`, no cal considerar aquest cas ja que
si ekTA no te´ valor propi 1, aleshores eTA tampoc.
Si λ e´s valor propi amb vector propi v de A, a partir de les propietats3 de l’exponencial de A,
dedu¨ım:





(A− λI)kv = etλv.
D’aquesta manera, eTA no te´ valor propi 1 quan ωki no e´s valor propi A per cap k enter.
Acabem de provar el segu¨ent enunciat:
Teorema 3.7. Siguin f : U → Rn i g : U ×T→ Rn de classe Cr en l’obert U ⊂ Rn i f(x0) = 0.
Considerem l’equacio´ diferencial {
x˙ = f(x) + εg(x, θ)
θ˙ = ω.
Si Df(x0) no te´ valors propis de la forma ωki amb k enter, hi han solucions perio`diques de
classe Cr per tot ε d’un entorn de ε = 0.
2Si ϕ e´s de classe C2, pel Lema de Schwarz, les derivades creudades commuten pero` pel cas d’equacions
diferencials x˙ = f(t, x) e´s suficient que f sigui cont´ınua i de classe C1 respecte x.
3Vist a l’assignatura d’Equacions diferencials (curs 2013-2014).
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Observacio´ 3.8. Com a aplicacio´ directa del Teorema de la funcio´ impl´ıcita, les o`rbites perio`diques
del Teorema 3.7 tendeixen a l’o`rbita perio`dia x0 de ε = 0 quan ε tendeix a 0.
Exemple 3.9. Considerem el pe`ndol simple amb fregament donat per x¨+ µx˙+ sinx = 0 amb
µ > 0. Els seus punts d’equilibri so´n (kpi, 0) amb k nombre enter. La diferencial en aquests























Si ara apliquem una perturbacio´ g(x, θ) de classe Cr i de frequ¨e`ncia ω en θ, aixo` e´s,
x˙ = y
y˙ = −µy − sinx+ εg(x, θ)
θ˙ = ω.
Com els valors propis de B so´n sempre reals, el Teorema 3.7 s’aplica pels punts ((2k + 1)pi, 0).
En canvi, pels punts (2kpi, 0), tenim dues situacions:
i. |µ| ≥ 2. A te´ valors propis reals.
ii. |µ| < 2. A te´ valors propis imaginaris pero` poden ser de la forma ωki quan µ = 0.
Aix´ı, tot punt d’equilibri (kpi, 0) te´ solucions perio`diques per cada ε d’un entorn de ε = 0. Pel
cas en que µ = 0, A te´ valors propis ±i i, per tant, triant ω tal que ωk 6= ±1 per tot k enter,
podem aplicar tambe´ el Teorema 3.7 en els punts (2kpi, 0).
4. Efecte d’una perturbacio´ quasi-perio`dica a una equacio´ diferencial
En aquest apartat, volem incorporar una perturbacio´ quasi-perio`dica i obtindre un resultat
semblant al Teorema 3.7. Comencem, doncs, plantejant el problema:
Siguin f : U → Rn i g : U × T2 → Rn de classe Cr amb U ⊂ Rn obert. Si f(x0) = 0, considerem




on ω1, ω2 so´n linealment independents sobre Q. Denotem Ti = 2piωi i observem que:
– L’equacio´ diferencial (3.4) e´s auto`noma gra`cies a les condicions θ˙1 = ω1 i θ˙2 = ω2.
– L’equacio´ diferencial (3.4) no te´ punts d’equilibri.
– L’equacio´ diferencial (3.4) te´ una o`rbita perio`dica en x0 per ε = 0.
– θi(t) = ωit+ θ
(0)
i e´s solucio´ de θ˙i = ωi amb condicio´ inicial θi(0) = θ
(0)
i .
– L’aplicacio´ g(x, θ1(t), θ2(t)) ens defineix una aplicacio´ quasi-perio`dica en θ1, θ2.
– L’equacio´ x˙ = f(x) + εg(x, θ1(t), θ2(t)) ha deixat de tenir punts d’equilibri.
Com ω2 6= 0, usant l’Observacio´ 3.6 tenim una seccio´ transversal per θ(0)2 = 0. Sigui ϕ(t;x∗, θ, ε)
la solucio´ maximal de {
x˙ = f(x) + εg(x, ω1t+ θ, ω2t)
x(0) = x∗.
Per a un ε fixat considerem, esquema`ticament, l’aplicacio´ de retorn Pε que e´s composicio´ de:








ϕ(T2;x, θ, ε)θ + ω
2pi
 7−→ (ϕ(T2;x, θ, ε)
θ + ω
)
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on ω = 2pi ω1ω2 . Per tal d’abreujar notacio´ escriurem, per a un ε fixat i k ≥ 1 enter,
Pε :
{
x¯ = ϕ(T2;x, θ, ε)
θ¯ = θ + ω.
i P kε :
{
x¯ = ϕ(kT2;x, θ, ε)
θ¯ = θ + kω.
A partir, del Teorema de derivacio´ respecte condicions inicials i para`metres d’una equacio´ difer-
encial vist a l’assignatura d’Equacions diferencials (curs 2013-2014) o a [13, ch. II], tenim que
ϕ(T2;x, θ, ε) e´s de classe Cr i podem aplicar el desenvolupament de Taylor a l’entorn de ε = 0,
denotant-ho,
ϕ(T2;x, θ, ε) = ϕ(T2;x) + εψ(T2;x, θ, ε).
On ϕ(T2;x) coincideix amb la solucio´ maximal de x˙ = f(x) i verifica ϕ(T2;x0) = x0.
En el cas d’una perturbacio´ perio`dica, hem vist en la Seccio´ 3 que, el sistema discret nome´s
hi intervenia x fet que ens permetia cercar punts fixos que corresponien a o`rbites perio`diques
del l’equacio´ diferencial de partida. Ara, per contra, en el nostre sistema discret no tenim cap
punt fix. Per tant, lo mı´nim que podem optar e´s cercar corbes invariants per Pε.
Definicio´ 3.10. Una aplicacio´ x : T→ Rn verificant x(θ + ω) = f(x(θ)) + εg(x(θ), θ) per tot θ
e´s corba invariant del sistema discret donat per f : Rn → Rn, g : Rn × T→ Rn, ε ∈ R i ω ∈ T,{
x¯ = f(x) + εg(x, θ)
θ¯ = θ + ω.
Lema 3.11. Si 0 < α < 1, hi ha una u´nica x : T→ R cont´ınua tal que per tota g : Rn × T→ R
cont´ınua i ω ∈ T \Q,
x(θ + ω) = αx(θ) + g(θ) per tot θ.
Demostracio´. Sigui f : C(T,R) → C(T,R) definida com x(θ) 7→ αx(θ − ω) + g(θ). Clara-
ment f e´s cont´ınua. Veiem que e´s contractiva:
‖f(x)− f(y)‖ = sup
θ∈T
|f(x(θ))− f(y(θ))| = sup
θ∈T
α |x(θ − ω)− y(θ − ω)| = α‖x− y‖.
Pel Teorema 1.22, hi ha una u´nica x(θ) tal que x(θ) = αx(θ−ω)+g(θ−ω). Com ω e´s irracional,
omple densament tot T i, per tant, x(θ + ω) = αx(θ) + g(θ). 
Proposicio´ 3.12. Siguin f : U → Rn i g : U × T → Rn de classe Cr en l’obert U ⊂ Rn. Si hi
ha x0 tal que f(x0) = x0 i Df(x0) no te´ valors propis de mo`dul 1, aleshores el sistema discret{
x¯ = f(x) + εg(x, θ)
θ¯ = θ + ω
amb ω ∈ T \Q te´ corba invariant per tot ε d’un entorn de ε = 0.
Demostracio´. Considerem E : C(T, U)× R→ C(T,Rn) de classe Cr definida per
E(x(θ), ε) = f(x(θ)) + εg(x(θ), θ)− x(θ + ω),
i veiem que E te´ zeros a l’entorn de ε = 0. Per fer-ho usem el Teorema de la funcio´ impl´ıcita en
espais de Banach 1.23. L’aplicacio´ x0(θ) = x0 per tot θ, verifica E(x0, 0) = 0. D’altra banda,
Dx(θ)E(x0, 0)(x(θ)) = Df(x0)(x(θ))− x(θ + ω),
doncs, E(x(θ), 0)− E(x0, 0)−Dx(θ)E(x0, 0)(x(θ)− x0) e´s igual a
f(x(θ))− f(x0)−Df(x0)(x(θ)− x0).
Aix´ı L := Dx(θ)E(x0, 0) e´s lineal i cont´ınua. Pel Corol·lari 1.37, veiem que L e´s bijectiva.
Considerem la descomposicio´ per blocs de manera que A conte´ els valors propis de mo`dul < 1 i





Com B no te´ valor propi 0, e´s invertible i, a me´s, B−1 te´ tots els valors propis < 1. Aix´ı e´s
suficient fer el raonament amb la matriu A.
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ψ(θ) = ψ(θ + ω).
Aleshores ψ = 0, doncs, ψ1(nω) = A
nψ1(0)→ 0 ja que A te´ tots els valors propis < 1.
Com nω e´s dens en T (Proposicio´ 2.10) i ψ1 e´s cont´ınua, dedu¨ım ψ1(θ) = 0 per tot θ.
Aix´ı, ϕ = 0.




ψ(θ) + C−1b(θ) = ψ(θ + ω).
Pel Lema 3.11 aplicat a cada component, tenim ψ determinada i, per tant, tambe´ ϕ.
Per tant, L e´s un homeomorfisme lineal i, pel Teorema 1.23, hi han entorns de (x(θ), ε) = (x0, 0)
tals que E(x(ε), ε) = 0. 
Teorema 3.13. Siguin f : U → Rn i g : U×T2 → Rnde classe Cr amb U ⊂ Rn obert i f(x0) = 0.
Si ω1, ω2 so´n frequ¨e`ncies linealment independents sobre Q, considerem l’equacio´ diferencial
x˙ = f(x) + εg(x, θ1, θ2)
θ˙1 = ω1
θ˙2 = ω2.
Si Df(x0) te´ tots els valors propis amb part real diferent de zero, hi han solucions quasi-
perio`diques de classe Cr per tot ε d’un entorn de ε = 0.
Demostracio´. Sigui el sistema discret donat a l’aplicar una seccio´ de Poincare´ en θ2 = 0,{
x¯ = ϕ(T2;x) + εψ(T2;x, θ, ε)




i ϕ(T2, x0) e´s solucio´ maximal de x˙ = f(x) verificant ϕ(T2;x0) = x0. Per la
Proposicio´ 3.12, si Dxϕ(T2;x0) no te´ valors propis de mo`dul 1, tenim corbes invariants en un
entorn de ε = 0. Aplicant equacions variacionals, dedu¨ım Dxϕ(T2, x0) = e
T2Df(x0). Si ara
λ = a+ ib e´s valor propi de Df(x0), |eT2λ| = 1 quan eaT2 = 1. Per tant, quan a = 0. 
Per construccio´ de l’aplicacio´ de retorn, el Teorema 3.13 ens diu, a me´s, el temps que ha
de passar per cadascun dels generadors del tor homeomorf al de la Figura 3.3. Per exemple, el
generador α trigaria T2 unitats a de temps a donar una volta. En canvi β, trigaria T1.
α
β
Figura 3.3. Generadors α i β de T2.
Exemple 3.14. Seguint amb l’Exemple 3.9. Podem aplicar el Teorema 3.13 a l’equacio´ difer-
encial perturbada per ω1, ω2 frequ¨e`ncies ba`siques,
x¨ = −µx˙− sinx+ εg(x, θ1, θ2)
θ˙1 = ω1
θ˙2 = ω2
a tot punt ((2k + 1)pi, 0) i dels (2kpi, 0) si µ 6= 0.
CAP´ıTOL 4
Aproximacio´ nume`rica de corbes invariants
Anem a veure una formulacio´, basada en [2], per cercar corbes tancades invariants d’una
aplicacio´ amb una certa regularitat. La idea e´s partir d’un entorn proper a una corba tancada
invariant i aplicar el me`tode de Newton per anar-nos apropant a la solucio´. Caldra`, pero`, fer un
plantejament formal del problema, fixar notacions i fer u´s de resultats coneguts.
Finalment, acabarem explicant algun detall que es pot dur a terme per a una implementacio´
amb ordinador.
1. Plantejament teo`ric
Siguin U obert de Rn i f : U → Rn. Estem interessats a trobar una corba x : R → Rn que
sigui invariant per f i que, a me´s, sigui perio`dica. Per tant, el nostre problema es pot reescriure
de la segu¨ent forma: Cerquem x : T→ Rn tal que
f(x(θ)) = x(θ + ω) per tot θ ∈ T.
on ω sera` un nombre real de manera que ens ompli densament tota la circumfere`ncia. Per la
Proposicio´ 2.10, sabem que necessa`riament ω ∈ T \Q.
Un cop plantejat el problema necessitem eines i conceptes per a intentar resoldre’l. Fixem-
nos que el que estem cercant e´s una corba i, per tant, haurem d’assegurar-ne l’existe`ncia. Si
afegim certes hipo`tesis, aquesta existe`ncia pot ser donada, de forma local, pel conegut Teorema
de la funcio´ impl´ıcita 1.23, tractat pel cas d’equacions diferencials al Teorema 3.13 i per un cas
discret en la Proposicio´ 3.12.
D’altra banda, si la corba e´s cont´ınua, el Teorema de Stone-Weierstrass 2.25, tractat al
Cap´ıtol 2, ens assegura que es pot expressar com una Se`rie de Fourier, me´s precisament, hi ha
Se`rie de Fourier tal que convergeix uniformement i, per tant, en aquest cas, tambe´ en norma a





ikθ amb ck ∈ Cn.











x(θ)e−ikθ dθ = c−k.

















ak cos(kθ) + bk sin(kθ).




ak cos(kθ) + bk sin(kθ) amb ak, bk ∈ Rn. (4.1)
E´s clar que el problema es pot pensar com a trobar una corba x de C(T,Rn) tal que
F (x(θ)) = f(x(θ))− x(θ + ω) = 0 per tot θ ∈ T.
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Per tant, volem trobar un zero a una funcio´ que si e´s diferenciable, podem intentar aplicar el
conegut me`tode de Newton.




ak cos(kθ) + bk sin(kθ) amb ak, bk ∈ Rn. (4.2)
El valor N haura` de ser triat de manera que l’error obtingut despre´s d’aplicar el me`tode nume`ric
sigui menor que una tolera`ncia donada. La Proposicio´ 2.27 i la Proposicio´ 2.28 s’interpreten
com que la converge`ncia d’una Se`rie de Fourier acostumar a ser molt ra`pida si es te´ una certa
regularitat, de manera que, molt sovint, amb pocs coeficients de la Se`rie es pot assolir la tol-
era`ncia desitjada.
Fins ara, hem considerat θ ∈ T, pero` si ho volem resoldre nume`ricament, caldra` donar una
taula de valors. E´s a dir, duem a terme una discretitzacio´ per tal de resoldre una equacio´





amb 0 ≤ j ≤ 2N. (4.3)
El nombre natural N l’anomenem tamany de la malla i el fem coincidir amb el de (4.2), ja
que com veurem, ens permetra` obtenir una matriu quadrada per la diferencial que interve´ en el
Me`tode de Newton.
Aix´ı doncs, si coneixem l’existe`ncia d’una corba x(θ) en un entorn i partim d’un punt proper a
la solucio´, aleshores aplicant Newton tindrem una aproximacio´ a la corba donada pels coeficients
d’una Se`rie de Fourier.
Com a tot me`tode nume`ric, e´s recomenable poder obtenir alguna cota de l’error. En aquest cas,
el control de l’error a la solucio´ trobada es pot estimar amb la segu¨ent expressio´:
E(x, ω) = max
θ∈T
‖f(x(θ))− x(θ + ω)‖. (4.4)
De tal manera que si E(x, ω) e´s petit ens estara` indicant que un valor prou proper a un zero.
Fixem-nos que, novament el ma`xim de (4.4) s’ha de fer per un nombre finit de valors de θ, per
fer-ho podem aplicar la mateixa estrate`gia que a (4.3) pero` molt possiblement amb un valor de
N me´s elevat que el que s’ha utilitzat per obtenir x(θ).
2. El me`tode de Newton i la diferencial
El Me`tode de Newton e´s un me`tode iteratiu per cercar zeros d’una aplicacio´ diferencia-
ble quan es comenc¸a aprop d’un zero. Me´s concretament, si F e´s una aplicacio´ diferenciable,
s’acostuma a aplicar el segu¨ent esquema:{
DF (xn)hn = −F (xn)
xn+1 = xn + hn
on x0 e´s un valor proper al zero. Si F e´s de classe C2, la converge`ncia del me`tode e´s quadra`tica.
A me´s, podem usar el Teorema de Newton-Kantorovich1 per tal d’assegurar existe`ncia i unicitat
local pel cas que F sigui de classe C2.
T´ıpicament, per decidir quan tenim una bona aproximacio´ a un zero donat per l’esquema iteratiu
del Me`tode de Newton, hi han dues opcions:
– Quan ‖hn‖ e´s prou petit.
– Quan ‖F (xn)‖ e´s prou petit.
Fixem-nos que si duem a terme un control de l’error amb ‖F (xn)‖, ens estalviem resoldre un
sistema lineal d’equacions.
1Vist a Me`todes nume`rics II (curs 2013-2014).
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En el cas que ens ocupa, siguin U ⊂ Rn obert, f : U → Rn aplicacio´ de classe C2 i ω ∈ R.
Cerquem un zero a l’aplicacio´ F : C(T, U)→ Rn donada per
F (x(θ)) = f(x(θ))− x(θ + ω).
Tal i com hem explicat en la Seccio´ 1, per dur a terme un ca`lcul nume`ric canviem el domini
de definicio´ de F i el considerem l’espai de les Se`ries de Fourier F(T,Rn) i d’aquest espai ens
acabem restringint a l’espai de les taules de valors de Se`ries de Fourier F (T,Rn).
Per tal d’aplicar el Me`tode de Newton cal obtenir la diferencial de F . Si expressem x(θ) com






(θj)− ∂x(θ + ω)
∂ak
(θj).
A partir de la versio´ real del Teorema de converge`ncia uniforme i derivacio´ vist a l’assignatura
d’Ana`lisi matema`tica (curs 2012-2013) o situant-nos en F (T,Rn) on les sumes so´n finites, tenim
∂x(θ)
∂ak
(θj) = In cos(kθj) i
∂x(θ + ω)
∂ak




















Si considerem la malla donada per (4.3) i tenim present que ak, bk ∈ Rn, aleshores l’aplicacio´
diferencial DF : Rm → Rm e´s de classe C1 amb m = n(2N + 1).
D’aquesta manera, podem aplicar l’esquema iteratiu del me`tode de Newton. Sempre amb la
precondicio´ que comencem aprop d’un zero.
3. Comentaris per a una implementacio´
En aquesta Seccio´ es preten donar algunes consideracions que es poden dur a terme en el cas
que s’implementi el me`tode nume`ric explicat a la Seccio´ 1. Algunes d’aquestes observacions s’han
dut a terme en la implementacio´ qua acompanya aquesta memo`ria, la qual s’ha realitzat amb
llenguatge de programacio´ C i amb l’optimitzacio´ de certes regions del codi paral·lelitzant-lo2
amb la llibreria OpenMP, que introduirem en el Cap´ıtol 5.
3.1. La diferencial. De l’exposicio´ feta en la Seccio´ 2, es dedueix que la matriu associada


















1 · · · A2NN B2NN

(4.8)










2La idea ba`sica del paral·lelisme al qual fem refere`ncia e´s que un computador format per diferents processadors,
els utilitzi a la vegada per un proce`s actiu (entenem com a proce`s un programa en execucio´).
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Cadascun d’aquests blocs n × n es poden calcular de forma independent a tots els altres. E´s
cert, pero`, que un cop s’obte´ un bloc de la fila-bloc j, aleshores e´s quasi immediat obtenir les
columnes-fila d’aquesta fila-bloc. Tant e´s aix´ı que, en el cas que el llenguatge de programacio´
que fem servir reservi la memo`ria dina`mica d’una matriu per files i es vulgui usar paral·lelisme,
aleshores e´s aparentment raonable pensar que si es vol que cada fil s’ocupi d’un bloc de la matriu,
ho anirem fent per cadascun dels blocs de les files-bloc. A la pra`ctica, pero`, s’ha acabat optant
per a que cada fil s’ocupi del ca`lcul de tota una fila-bloc.
A me´s, per l’expressio´ (4.6), als blocs Aj0 nome´s cal restar-hi la identitat. D’aquesta manera,
quan l’usuari ens doni la Df li podem passar el punter a la posicio´ de memo`ria de la matriu
Aj0 de tamany n× n. Aix´ı, podem actualitzar tota una fila sencera de la matriu DF comenc¸ant
per Aj1 i a l’acabar la fila, restar 1 al terme diagonal de A
j
0. Evitant d’aquesta manera, reservar
memo`ria adicional per Df .
3.2. Emmagatzemament dels coeficients de Fourier. Un altre problema amb el qual
ens trobem e´s en com distribu¨ım els coeficients de Fourier ak = (a
1
k, . . . , a
n
k) i bk = (b
1
k, . . . , b
n
k)
de les Se`ries de Fourier de l’expressio´ (4.2) en un array X de tamany m = n(2N + 1).











2 · · · a1N b1N · · · · · · an0 an1 bn1 · · · anN bnN
]
.
E´s a dir, posem tots els coeficients d’una Se`rie consecutivament per a cada una de les n Se`ries de
Fourier que tenim. Aquesta tria presenta alguns inconvenients amb el ca`lcul de DF , doncs, la
matriu In de les expressions (4.5) no e´s va`lida i, per tant, caldria modificar l’expressio´ obtinguda
de la DF . D’altra` banda, aquesta distribucio´ pot anar be´ si es vol usar la llibreria FFTW3,
u´til per calcular, per exemple, la transformada discreta de Fourier o la transformada ra`pida de
Fourier en llenguatge C o Fortran (veure [6]).





0 · · · an0 a11 · · · an1 b11 · · · bn1 · · · · · · a1N · · · anN b1N · · · bnN
]
.
Aix´ı, anem consultant els termes els quals estan en posicions properes a la memo`ria de l’or-
dinador. Intentant aprofitar la memo`ria cau del computador i evitar els accessos a memo`ria
principal o fins i tot els del disc dur.
Clarament, aquesta darrera distribucio´ dels coeficients de Fourier tambe´ es podria haver
pensat en guardar-los en matrius evitant aix´ı la reserva contigua d’una possible gran quantitat
de memo`ria. La rao´ per la qual no ho l’hem triat e´s perque` per paral·lelitzar parts del codi (ma-
jorita`riament bucles de tipus for) e´s me´s senzill que estiguin en un bucle conjunt que no que
estigui aniuats, ja que si no haur´ıem de fer u´s de directives com #pragma omp for collapse(k)
en el cas d’usar la llibreria OpenMP, la cual permet paral·lelitzar k bucles aniuats en un de sol.
La mateixa documentacio´ de la llibreria, pero`, ja recomanar no fer-ne u´s quan k e´s gran. Ha-
bitualment, k val 2 o 3. A me´s d’aquesta rao´, tambe´ ens podem fixar que cadascuna de les files
de la matriu DF tambe´ te´ el mateix nu´mero d’elements que el nostre array X, per tant, no e´s
excessiu tenir reservat un array del mateix tamany que una fila de DF .
Cal destacar que algunes de les justificacions que acabem de donar no sempre hauran de ser
certes ja que depe`n fortament del computador on s’executi i, fins i tot, del llenguatge en el que
el possible programa estigui implementat tant e´s aix´ı, per exemple, que amb una implementacio´
amb Fortran certes raonaments que hem esmentat no tenen perque´ ser va`lid, doncs, Fortran
reserva vectors columna i no pas en fila com faria C. D’aquesta manera, l’acce`s eficient d’una
matriu en Fortran e´s per files i no pas per columnes.
3El s´ımbol | de les representacions de l’array X no te´ cap significat especial.
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Implementacio´ d’una biblioteca per cercar corbes invariants
1. Decisions d’implementacio´
Des del punt de vista computacional, el problema que ens hem plantejat resoldre es pot dur
a terme des de diferents llenguatges de programacio´.
El nostre problema, com gairebe´ tots, requereix que es dugui a terme amb poc temps. Per
aquesta rao´ hem decidit fer servir el llenguatge de programacio´ C. Altres llenguatges, com
poden ser, C++ o Java ens permetrien fer un disseny me´s encarat a la Programacio´ Orientada
a Objectes (POO). Pels nostres propo`sits, pero`, no ens resulta imprescindible ja que la major
part del codi seguira` una estructura molt sequ¨encial i fent un u´s molt expl´ıcit de matrius, arrays
i punters.
D’altra banda, llenguatges, com per exemple Java o Groovy, els quals s’executen sobre una
ma`quina virtual, permeten una execucio´ en pra`cticament qualsevol computador i on cadascun
d’aquests pot tenir una arquitectura molt diferent. En el cas particular de Java, la pro`pia
ma`quina virtual te´ un element anomenat Garbage Collection que e´s l’encarregat d’esborrar
les variables i alliberar espai de memo`ria. Pel nostre cas, pero`, volem tenir un control de la
memo`ria utilitzada ja que fa`cilment les matrius de les diferencials poden tenir dimensions molt
grans. Aix´ı, lo que primem especialment e´s un u´s correcte de la memo`ria i un ca`cul ra`pid.
Comencem fent una breu distincio´ entre una biblioteca de software i un paquet de software1:
Biblioteca de software o programoteca: Conjunt organitzat de programes, ja enllestits per
a execucio´, o de mo`duls de tipus traslladable, juntament amb el directori o ı´ndex que
permet d’accedir-hi.
Paquet de software: Conjunt de programes o utilitats que poden interactuar entre ells i que
generalment tenen un entorn de treball (o interf´ıcie d’usuari) comu´ o similar.
En el nostre cas, hem decidit fer una biblioteca o tambe´ anomenada llibreria per tal que un
possible usuari, pugui fer-ne u´s permeten integrar-ho amb altres mo`duls del seu programa.
A partir del problema que ens hem plantejat resoldre es despren que, aparentment, hi han
regions o parts del codi que poden ser paral·lelitzats de tal manera que aprofitem els mu´ltiples
processadors de la ma`quina on s’executi el programa tot esperant resoldre el problema me´s
ra`pidament. En aquest cas tindrem una aplicacio´ paral·lela. Fet que comporta decidir quin
tipus de programacio´ paral·lela volem fer:
Concurrent
• Un proce´s esta` format per mu´ltiples fils.
• Mu´ltiples fils s’executen en un sistema de
memo`ria compartida.
• No sabem l’ordre d’execucio´ dels fils.
• Cada fil pot tenir variables locals pro`pies.
• La comunicacio´ de fils es fa amb variables
comunes.
• Calen mecanismes de sincronitzacio´ de fils.
Distribu¨ıda
• Un proce´s esta` format per mu´ltiples fils.
• Mu´ltiples processos s’executant en ordi-
nadors diferents.
• No hi ha comunicacio´ directa a trave´s de
memo`ria.
• Els processos es comuniquen entre s´ı mit-
janc¸ant missatges.
• Calen mecanismes de sincronitzacio´ de
processos.




Suposem ara que tenim identificades les parts del codi susceptibles a ser paral·lelitzades.
Aleshores tenim dues formes de reorganitzar el codi. Fent:
Descomposicio´ en la tasca: Divisio´ del co`mput en tasques no dependents entre s´ı.
Descomposicio´ en les dades: Divisio´ de les dades en tasques que poden dependre entre s´ı.
Depenent de cada cas aplicarem una o be´ una altra i en cada cas haurem de decidir el tipus de
planificacio´ a dur a terme:
Esta`tica: Quan la quantitat de co`mput sigui uniforme per cada tasca (en temps de preproce`s).
Dina`mica: Quan hi hagi variabilitat de co`mput de cada tasca (en temps d’execucio´).
En el nostre cas, majorita`riament, hem dut a terme una descomposicio´ en les dades amb
una planificacio´ dina`mica.
2. Interf´ıcies de programacio´ d’aplicacions per paral·lelitzar
Una interf´ıcie de programacio´ d’aplicacions (API) e´s una una interf´ıcie de comunicacio´ entre
components del programari que permet a les aplicacions accedir a les funcions que proporciona
el sistema operatiu.
Pel cas de la paral·lelitzacio´, podem distingir les llibreries expl´ıcites com serien Pthreads i Win-
dows Threads i que es caracteritzen per la necessitat de crear de forma expl´ıcita els fils, fet que
comporta que siguin poc portables. I les llibreries impl´ıcites on els fils o processos so´n controlats
per la llibreria. Per exemple,
Open Message Passing Interface (OpenMPI). API estandaritzada desenvolupada per
facilitar la programacio´ d’arquitectures distribu¨ıdes. En un programa MPI, mu´ltiples processos
treballen de forma independent i es comunican a trave´s de missatges que so´n donats pel progra-
mador. L’API de MPI especifica, doncs, la sintaxis de les funcions i els formats dels missatges.
Aix´ı, OpenMPI facilita fer una programacio´ paral·lela amb memo`ria no compartida.
Open Multi Processing (OpenMP). API estandaritzada de programacio´ paral·lela en
sistemes de memo`ria compartida per als llenguatges C, C++ i Fortran.
La versio´ 1.0 s’inicia l’any 1997 per a Fortran i al 1998 per a C i C++ fins a la 4.0 del 2013.
E´s a partir de la versio´ 3.0, pero`, que l’API suporta paral·lelisme amb descomposicio´ de tasca.
Ara be´, per tal de fer u´s d’OpenMP cal que el compilador la suporti2 ja que e´s aquest qui acaba
generant el codi mult-fil quan detecta una directiva que comenc¸a per #pragma omp. En el nostre






Figura 5.1. Un fil genera les tasques i les va inserint en una cua de tasques, a
continuacio´, cada fil les va executant de forma arbitra`ria.
En el nostre cas, hem fet u´s u´nicament d’OpenMP per dur a terme, de forma paral·lela,
certs ca`lculs plantejats en el Cap´ıtol 4, com e´s el ca`lcul de la matriu del me`tode de Newton i la
resolucio´ del sistema lineal. Cal dir que en la implementacio´ que s’ha dut a terme, ens permet
resoldre el sistema lineal fent o be´ descomposicio´ QR o be´ descomposicio´ LU.
2Per me´s informacio´: http://openmp.org/wp/openmp-compilers/.
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3. Disseny de la biblioteca
Per dur a terme la biblioteca, hem intentat modular les diferents parts del proce`s explicat en
la Cap´ıtol 4, tot intentant que cada nom intenti ser lo me´s significatiu dels passos que internament
es duen a terme (veure Figura 5.2). Aix´ı, a grans trets, ens queden els segu¨ents fitxers per tal
de resoldre el problema que ens hem plantejat:
– pic.h: Fa de controlador. Tota possible crida per part d’un usuari final, hauria de
passar necessa`riament per alguna funcio´ d’aquest header.
– newton.h: Aplica el me`tode de Newton.








stdlib.h ctype.h assert.h load.h save.h
stdio.h math.h
permutation.h
Figura 5.2. Distribucio´ dels fitxers capc¸alera.
La llibreria te´ com a tipus de dada central un pic declarat de la segu¨ent forma a pic.h:
typedef struct p i c {
s ize t n ; // Nombre de v a r i a b l e s de f
s ize t N; // Tamany de l a mal la
double ∗x ; // S o l u c i o
double ∗X; // Vector de c o e f i c i e n t s de Fourier
double ∗∗DF; // D i f e r e n c i a l p e l metode de Newton
double w; // Nombre r e a l ( i r r a c i o n a l )
void (∗ f ) ( size t , size t , double ∗ const , double ∗ const , double
∗∗ const , double , double ) ; // Punter a f u n c i o
void ∗ (∗ s o l v e ) ( size t , size t , double ∗∗ const , double ∗ const ,
double ∗ const , double ) ; // Punter per a s i s t e m e s l i n e a l s
} p i c ;
Codi 5.1. Struct per Periodic Invariant Curve (pic).
Aquesta estructura ens empaqueta els camps que hem considerat mı´nimament necessaris per
resoldre el problema de cercar corba perio`dica x tal que F (x(θ), ω) = f(x(θ))− x(θ + ω) = 0.
Cal prendre una especial atencio´ pels dos darrers camps del struct del Codi 5.1:
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– Punter a la funcio´ f. Sera` una funcio´ donada per l’usuari final i tindra` capc¸alera:
void f ( s ize t m, s ize t n , double ∗ const x , double ∗ const f ,
double ∗∗ const df , double w, double theta ) ;
on df fa refere`ncia a la matriu Df de dimensions m × n, x e´s de Rn, theta de R i
f e´s f(x(θ)) de Rm. A me´s, afegim el requeriment que quan df sigui NULL, aleshores
u´nicament obtindrem f i no pas df. E´s a dir, caldria posar alguna condicio´ just despre´s
d’obtindre f del tipus:
i f ( df == NULL) return ;
– Punter a la funcio´ solve. E´s suficient que prengui el valor donat per les directives
SOLVE WITH QR o SOLVE WITH LU definides com:
#define SOLVE WITH QR &s o l v e q r
#define SOLVE WITH LU &s o l v e l u
void ∗ s o l v e q r ( s ize t m, s ize t n , double ∗∗ const A, double
∗ const x , double ∗ const b , double t o l ) ;
void ∗ s o l v e l u ( s ize t m, s ize t n , double ∗∗ const A, double
∗ const x , double ∗ const b , double t o l ) ;
on solve qr i solve lu ens resolen respectivament el sistema lineal Ax = b de m equa-
cions i n inco`gnites amb tolera`ncia tol pel me`tode QR o el LU.
Les funcions ba`siques que ofereix la llibreria so´n:
// I n i c i a e l s t r u c t
struct p i c ∗ p i c c r e a t e ( s ize t n , s ize t N, double w, double ∗
const X, FUNCTION PROTOTYPE, SOLVE PROTOTYPE) ;
// Executa e l programa amb e l s t r u c t i n i c i a l i t z a d a
void ∗ p i c e x e c u t e ( struct p i c ∗ const p , double t o l ) ;
// Obte e l punter a l ’ i n i c i de l a d i f e r e n c i a l c a l c u l a d a
double ∗∗ p i c d i f f e r e n t i a l ( struct p i c ∗ const p , s ize t ∗ const m,
s ize t ∗ const n) ;
// Desa t a u l a de v a l o r s de l a corba s o l u c i o a l f i t x e r de nom name
int p i c s a v e a s c u r v e ( struct p i c ∗ const p , char ∗ const name) ;
// Desa c o e f i c i e n t s de Fourier d e l s t r u c t a l f i t x e r de nom name
int p i c s a v e a s f o u r i e r c o e f ( struct p i c ∗ const p , char ∗ const
name) ;
// A l l i b e r a memoria
void p i c d e s t r o y ( struct p i c ∗ const p) ;
Codi 5.2. Funcions ba`siques de la llibreria situades a pic.h.
Tambe´ podem trobar altres funcions auxiliars amb les quals podem anar canviant para`metres un
cop s’ha creat la pic com e´s el cas del tamany de la malla N amb pic set mesh size, del me`tode
de resolucio´ del sistema lineal amb pic set function solve, del nombre ma`xim d’iteracions en
el qual s’intentera` resoldre el problema, pic set max iterations, . . .
El procediment esta`ndard d’u´s de la llibreria e´s:
1. Crear el struct pic i assignar-ho a un punter (es reserva memo`ria dina`mica).
2. Executar la pic iniciada.
3. Desar resultats en fitxers.
4. Alliberar memo`ria dina`mica.
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El ca`lcul d’una solucio´ ho dura` a terme la funcio´ pic execute. Tant e´s aix´ı que, en la Figura 5.3
























































































































































































































































Figura 5.3. Possibles crides que es poden donar dins la funcio´ pic execute.
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4. Exemples d’u´s
En aquesta seccio´ ens disposem a mostrar alguns dels resultats obtinguts, aix´ı com mostar
un exemple concret d’u´s. Hem procurat agafar un exemple de cada, de manera que tenim:
4.1. Cas 1D, no auto`nom. Al Lema 3.11, hem provat l’existe`ncia d’una corba invariant
perio`dica de l’equacio´ diferencial {
x¯ = x2 + x
2 + ε cos θ
θ¯ = θ + ω
(5.1)
amb ω = pi(
√
5 − 1) i ε petit i condicio´ inicial x(θ) = 0. Fent crides a funcions de la llibreria,
podem executar el segu¨ent programa:
1 #include <s t d l i b . h>
2 #include <math . h>
3
4 double e p s i l o n = 1e−2;
5
6 void f ( s ize t m, s ize t n , double ∗ const x , double ∗ const f ,
double ∗∗ const df , double w, double theta ) {
7 f [ 0 ] = x [ 0 ] / 2 .0 + x [ 0 ] ∗ x [ 0 ] + e p s i l o n ∗ cos ( theta ) ;
8 i f ( df == NULL) return ;
9 df [ 0 ] [ 0 ] = 1 .0 / 2 + 2 ∗ x [ 0 ] ;
10 }
11
12 int main ( int argc , char ∗∗ argv ) {
13 double w = M PI ∗ ( s q r t (5 )−1) , t o l = 1e−12;
14 s ize t n = 1 , N = 30 ;
15
16 struct p i c ∗p = p i c c r e a t e (n , N, w, NULL, f , g e t s o l v e w i t h l u ( ) ) ;
17
18 i f ( p i c e x e c u t e (p , t o l ) != NULL)
19 p i c s a v e a s c u r v e (p , ” t e s t 1 . dat” ) ;
20
21 p i c d e s t r o y (p) ;
22 return 0 ;
23 }
Codi 5.3. Exemple d’u´s de la llibreria (fitxer test1.c).
on la funcio´ get solve with lu() obte´ el valor de la directiva SOLVE WITH LU (veure Seccio´ 3).
Si executem el codi incorporant la llibreria esta`tica libpic.a en el proce`s de compilacio´,
// Suposant que l i b p i c . a es en e l d i r e c t o r i . / l i b
gcc −stat ic t e s t 1 . c −L l i b −l p i c −o t e s t 1 . exe −lm −fopenmp
en el fitxer test1.dat obtenim una taula de valors de la corba resultant, que si la dibuixem ens
do´na:









Corba invariant de (5.1) amb N = 60
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4.2. Cas 2D, auto`nom i no auto`nom. De forma ana`loga al cas 1D, podem aplicar-ho a
al cas 2D no auto`nom 
x¯ = x cosα− y sinα+ x2 sinα+ ε cos θ
y¯ = x sinα+ y cosα− x2 sinα+ ε sin θ
θ¯ = θ + ω
(5.2)
amb θ = (
√
5− 1)pi, α = 0.5, ε = 10−2 i condicio´ inicial (x(θ), y(θ)) = (0, 0).









cos r − sin r





i θ¯ = θ + ω (5.3)
amb r2 = x2 + y2, δ = 1.1, ω =
√




2 sin θ). Tot
obtenint:























Corba invariant de (5.3) amb N = 60
4.3. El pe`ndol simple ideal. Sigui l’equacio´ diferencial x¨ + sinx = 0 corresponent a un
pe`ndol simple i ideal. Triem el punt d’equilibri (pi, 0) i afegim dues perturbacions, per exemple,{
x˙ = y




2 i ω2 =
√
3. Sigui ϕ(t;x, y, θ, ε) solucio´ maximal de (5.4) amb condicio´ inicial (pi, 0)
i denotem ϕi les seves components. Aix´ı, considerem l’aplicacio´ de retorn expressada per
x¯ = ϕ1(T2;x, y, θ, ε)
y¯ = ϕ2(T2;x, y, θ, ε)





i ω = 2pi ω1ω2 . Per dur a terme aquest exemple, hem fet u´s d’un integrador d’equacions
diferencials. En concret, l’integrador Taylor (veure [9]) per tal d’implementar la funcio´ a la qual
apuntara` f del Codi 5.1. Tot obtenint:











Corba invariant de (5.5) amb N = 45
40 5. IMPLEMENTACIO´
Per aquest exemple, podem representar la superf´ıcie que s’obte´ al retornar al sistema dina`mic
cont´ınu de l’equacio´ diferencial (5.4). Per fer-ho, cal fixar-se que s’ha obtingut una corba on
l’angle θ2 era zero. Hem anat recorrent una malla de tamany N de θ1 de forma que hem obtingut
la corba tancada invariant anterior. Aix´ı, si denotem x : T2 → R2 a la superf´ıcie, hem obtingut
una taula de valors de x(θ1, 0). Pero` a me´s, hem obtingut dins el struct pic del Codi 5.1 els
coeficients de Fourier que donen lloc a la corba x(θ1, 0) i que ens permetran obtenir la superf´ıcie
invariant, usant novament l’integrador Taylor.
Per tal de dur a terme una visualitzacio´ gra`fica en la qual es pugui apreciar prou be´ la figura
que s’obte´, la partirem per rectangles sobre la superf´ıcie de forma semblant que a la Figura 5.4.
Figura 5.4. Tall de la superf´ıcie mostrant arestes.
Per fer-ho, donarem una taula de valors amb els punts d’interseccio´ dels diferents rectangles.







amb 0 ≤ i ≤ 2N i 0 ≤ j ≤ 2M . Amb la nostra llibreria hem obtingut x(θi1, 0). Ara volem la taula
de valors x(θi1, θ
j
2). Si integrem t unitats de temps els angles θ1 i θ2, tindrem x(ω1t + θ
i
1, ω2t).
Resolem el sistema d’inco`gnites ϕ i t, {
θi1 + ω1t = ϕ
θj2 = ω2t.
Amb els coeficients de Fourier calculem x(ϕ, 0), integrem t unitats de temps i obtenim x(θi1, θ
j
2).
D’aquesta manera, podem visualitzar prou be´ la superf´ıcie. Si, a me´s, volem veure com van les
solucions de (5.4) a trave´s de la superf´ıcie invariant, podem triar una condicio´ inicial de x(θi1, 0)
i integrar-la θ2M2 unitats de temps, obtenint aix´ı una nova taula de valors. Fent u´s del programa
d’alt nivell per a usuaris finals anomenat Paraview (versio´ 4.0.1), el qual usar paral·lelisme per
a la visualitzacio´ de l’escena, obtenim la Figura 5.5. On veiem un tros escalat i traslladat en el
qual hem redu¨ıt la opacitat d’un dels dos talls. En un primer tall o clipping mostrem la superf´ıcie
amb les arestes, en l’altre en canvi, nome´s mostrem la supferf´ıcie. Amb la documentacio´ que
proporcionem, es poden fer modificacions per aquest exemple i generar-ne de nous.
Figura 5.5. Tor 2D invariant de (5.4) a l’entorn de (0, 0) amb N = 45 i M = 50.
De color vermell una o`rbita.
Conclusions
Aquest treball ha comenc¸at amb una equacio´ diferencial auto`noma de la forma x˙ = f(x)
on f e´s aplicacio´ de classe Cr en un obert de Rn. Partint d’un punt x0 tal que f(x0) = 0 ens
hem plantejat que pot passar a l’entorn de x0 quan a l’equacio´ diferencial hi afegim primer una
aplicacio´ perio`dica i despre´s una aplicacio´ quasi-perio`dica. En un primer estudi, doncs, hem
considerat un sistema de la forma, {
x˙ = f(x) + εg(x, θ)
θ˙ = ω
(5.6)
d’on hem obtingut una condicio´ d’existe`ncia d’o`rbites perio`diques a l’entorn de x0, Teorema 3.7.
En un segon estudi, hem considerat l’efecte d’una aplicacio´ quasi-perio`dica,




d’on hem obtingut una condicio´ d’existe`ncia de tor 2-dimensionals invariant pel flux de l’equacio´
diferencial, Teorema 3.13.
En tots dos casos, hem estat capac¸os de constru¨ır una aplicacio´ de Poincare´. En el primer cas
(5.6) ha estat de la forma Rn → Rn i, en el segon (5.7), en canvi de la forma Rn ×T→ Rn ×T.
De tal manera que pel primer cas cerca`vem punts fixos i pel segon corbes invariants.
A continuacio´, hem aplicat el Teorema de la funcio´ impl´ıcita, 1.23, on en el primer cas (5.6), hem
tingut prou amb la versio´ real de dimensio´ finita, pero` en el segon (5.7), no. De tal forma hem
fet u´s de la versio´ per espais de Banach. D’aquesta manera, hem acabat formulant dos Teoremes
d’existe`ncia. Una abstraccio´ al problema de cercar corbes invariants ens ha perme`s plantejar
una aproximacio´ nume`rica per trobar-ne basada en [2]. Per dur a terme el raonament d’aquesta
aproximacio´ hem fet u´s de Teoremes com el de Stone-Weierstrass o el de Newton-Kantorovich.
A partir del plantejament teo`ric del me`tode nume`ric, hem decidit dur a terme una llibreria per
tal d’intentar resoldre el problema de trobar corbes invariants. En la implementacio´ d’aquesta
llibreria, hem estat capac¸os de paral·lelitzar certes parts del codi a fi efecte de reduir el temps de
ca`lcul en certes operacions, com pot ser, el de resoldre un sistema lineal d’equacions. Finalment,
hem posat a prova la tasca realitzada amb una breu col·leccio´ d’exemples d’u´s, entre els quals
destaquem, el del pe`ndol simple i ideal.
En quant a possibles ampliacions que es podrien dur a terme, en podem donar varies:
 Considerar l’efecte de me´s perturbacions a l’entorn del punt d’equilibri. Fet que, molt
possiblement, comportaria aprofundir me´s en aspectes, d’ana`lisi funcional.
 Fer un estudi me´s riguro`s de l’avantatge del paral·lelisme. Usant, per exemple, mesures
d’eficie`ncia com l’acceleracio´1 i eficie`ncia2 obtingudes, la llei d’Amdahl3, la llei de
Gustafson-Barsis4, . . .
1Indica com de ra`pid va la nostre aplicacio´.
2Estima com de be´ s’estan utilitzant els recursos de la nostra aplicacio´.
3Permet predir l’acceleracio´ ma`xima que podem obtenir respecte al codi sequ¨encial.
4Permet calcular l’acceleracio´ d’un codi paral·lel que ja existeix.
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 Fixar amb me´s concrecio´ la complexitat algor´ısmica del me`tode nume`ric. A grans trets,
podem dir que e´s de l’ordre de O(n3), tot i que depe`n, entre altres coses, del me`tode de
resolucio´ del sistema lineal.
Des d’un punt de vista me´s personal, aquest treball ens ha servit per aprofundir en alguns
conceptes que hem apre`s al llarg de la carrera de Matema`tiques i de la d’Enginyeria informa`tica.
Me´s concretament:
 El Cap´ıtol 1 ha estat una ampliacio´ a assignatures d’ana`lisi com serien Ca`lcul diferencial
en diverses variables5 i Ana`lisi matema`tica6. Hem pogut observar que bastants resultats
enunciats (i no tots provats) tenen una versio´ me´s general per la primera assignatura i
potser menys per a la segona.
 El Cap´ıtol 2 ha estat un breu aprofundiment a alguna part del temari de la part final de
l’assignatura d’Ana`lisi matema`tica en tant que s’ha tractat algun aspecte de la Teoria
de Se`ries de Fourier. Addicionalment, tambe´ ha servit per fixar alguns conceptes de
Topologia7 i d’Estructures algebraiques5.
 Una part del Cap´ıtol 3 ha servit per assimilar alguns conceptes vistos a les assignatures
d’Equacions diferencials8 i Topologia i geometria global de superf´ıcies8. Al mateix temps
que ens ha perme`s posar en pra`ctica alguns dels nous conceptes que s’han explicat en
els Cap´ıtols anteriors.
 El Cap´ıtol 4 basat en [2] ens ha perme`s posar les bases de la llibreria duta a terme.
 El Cap´ıtol 5 ha perme`s aprofundir en certs conceptes vistos en Gra`fics i visualitzacio´
de dades8, en concret en la visualitzacio´ de dades cient´ıfiques, la generacio´ de models
3D simples, l’il·luminacio´ d’una escena, col·locacio´ de ca`meres, transformacions ge-
ome`triques, opacitat i retallat dels objectes d’una escena.
Pels dos darrers Cap´ıtols afegir´ıem, a me´s, tota la implementacio´ i desenvolupament de la lli-
breria, la qual ha portat bastants hores de dedicacio´ tant pel desenvolupament incremental com
pels testejos duts a terme. En particular, per la seva creacio´ han resultat u´tils les assignatures
de Me`todes nume`rics I9 per la descomposicio´ LU d’una matriu, Me`todes nume`rics II10 per la de-
scomposicio´ QR i el me`tode de Newton, Sistemes operatius I11 i II6 per la tasca de paral·lelitzacio´
de certes parts del codi. Adicionalment, hem apre`s a generar des de zero Makefiles i tambe´ a
generar llibreries esta`tiques 12 de GNU fent u´s del programa ar.
E´s en aquest punt on, com gairebe´ sempre en tot codi, podr´ıem fer ampliacions. Me´s concreta-
ment, una millora podria ser: facilitar l’insercio´ de condicions inicials alhora d’aplicar el Me`tode
de Newton ja que actualment, s’han d’inserir els coeficients de Fourier que corresponen a la
condicio´ inicial que es vol. Per tal de poder-ho dur a terme creiem que, una forma seria o be´
fer servir la llibreria FFTW3 (veure [6]) o be´ implementar la transformada de Fourier inversa,
lo que es coneix com (IDFT).
En conclusio´, al llarg del treball hem pogut repassar i acabar d’entendre alguns conceptes i
resultats tractats al transcurs de les carreres (e.g. alguns usos del Teorema de la funcio´ impl´ıcita)
al mateix temps que hem pogut iniciar-nos en nous.
moltes gra`cies
5Cursat el primer semestre del curs 2011-2012.
6Cursat el primer semestre del curs 2012-2013.
7Cursat el segon semestre del curs 2010-2011.
8Cursat el segon semestre del curs 2013-2014.
9Cursat el primer semestre del curs 2010-2011.
10Cursat el primer semestre del curs 2013-2014.
11Cursat el segon semestre del curs 2011-2012.
12Com el tamany f´ısic de la llibreria no ha acabat sent gaire elevat, s’ha decidit no generar expl´ıcitament cap
llibreria dina`mica.
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