This paper introduces two new techniques for solving the Quadratic Assignment Problem. The first is a heuristic technique, defined in accordance to the Ant System metaphor, and includes as a distinctive feature the use of a new lower bound at each constructive step. The second is a branch and bound exact approach, containing some elements introduced in the Ant algorithm.
Introduction
The Quadratic Assignment Problem (QAP) is one of the best known and most difficult combinatorial optimization problems, as it is testified by the comparatively small gap existing between the dimension of the problems that can be solved to optimality by means of complete enumeration and the dimension of the problems that can be solved by means of the most advanced exact methods proposed in the literature. The theoretical and applicative interest of the problem has fostered a large amount of research (Pardalos, Wolkowicz, 1994) , which resulted in a number of different approaches, both exact and heuristic. Exact methods rely on effective lower bounds; the best known of such bounds was proposed by Gilmore (1962) and Lawler (1963) , but several improvements are available, such as those of Assad and Xu (1985) or Carraresi and Malucelli (1992) , based on problem reformulations, Rendl and Wolkowicz (1992) , based on the eigenvalues of the problem matrices, Resende et al. (1995) , based on an interior point algorithm, or Hahn and Grant (1995) , based on a dual framework. The most effective exact techniques presented in the literature include those of Mautor and Roucairol (1993) , Hahn et al. (1996 ), Brungger et. al. (1996 . However, problem instance of comparatively small dimension cannot yet be solved to optimality. This raises interest in heuristic approaches, among which we recall the simulated annealing of Connolly (1990) , the tabu search of Taillard (1991) and of Battiti and Teccholli (1994) , its hybrid with genetic algorithm of Fleurent and Ferland (1994) , the GRASP of Li et al. (1994) and the more recent scatter search of Cung et al. (1997) . Experimental comparisons among them can be found in Taillard (1995) and in Maniezzo et al. (1995) .
The author contributed to the design of a metaheuristic algorithm, the ANT system (Colorni et al., 1991 , Dorigo et al., 1996 which has also been applied to QAP (Maniezzo et al., 1994) . This paper describes a substantial improvement of the ANT framework and its application to QAP. Moreover, it is recognized that the resulting algorithm shares several elements with an approximated branch and bound (more specifically, it can be seen as an Approximated Nondeterministic Tree-search system, hence the name), and some modifications making it an exact approach are proposed. The paper is structured as follows. Section 2 reviews the mathematical formulation of the QAP and the Gilmore and Lawler bound. Section 3 introduces the ANT system and the new adaptations. Section 4 describes how the new general ANT strategy can be applied to the QAP while Section 5 presents how it can be converted into an exact approach in the case of the QAP. Section 6 shows the computational results obtained by the exact and the heuristic algorithms, finally Section 7 contains some of the conclusions drawn from this work.
Mathematical formulation and lower bounds

Mathematical formulations
Several mathematical formulations have been proposed for the QAP, many of which aimed at linearizing the problem. However, the most frequently used one is due to Koopmans and Beckmann (1957) , and models the case where n facilities are to be assigned to n locations; the assignment cost is due to a direct cost derived from the assignment of a facility to a location and to a cost derived from the amount of flow existing between each pair of facilities multiplied by the distance between the two location the facilities are assigned to. Formally, let Φ = {1, … , n} be an index set of the facilities and Λ = {1, … , n} be an index set of the locations. Furthermore, let D=[d ih ] i,h =1, … , n be the (possibly asymmetrical) matrix of distances between each pair of locations and let F=[f jk ] j,k =1, … , n be the (possibly asymmetrical) matrix of flows between each pair of facilities. Finally let C=[c ij ] i,j =1, … , n be the cost matrix for the assignment of facilities to locations. A 0/1 binary variable x ij takes value 1 if facility i is assigned to location j, 0 otherwise. The formulation is as follows.
(KB)
subject to the following constraints
x ij ∈{0,1} (i,j = 1,...,n)
Formulation KB can be generalized to consider the case where the assignment cost is given by a generic quadratic 0/1 function. In fact, given a four-dimensional coefficient matrix
subject to constraints (2), (3) and (4).
In the following, we will refer to problems presented according to formulation KB, i.e., where the notions of flows and distances can be applied.
Lower bounds
The best known lower bound for the QAP was presented by Gilmore (1963) and Lawler (1962) , and is usually referred to as the Gilmore and Lawler bound (GLB n the following). It can be formulated for the general QAP case; in the Koopmans and Beckmann form it can be formulated as follows. First, for each pair (ij), i∈Φ, j∈Λ, compute z ij :
subject to assignment constraints on variables x hk . Then, GLB is given by
subject to (2), (3) and (4). It is well known that the z ij coefficients can be easily computed by preordering the d ih and f jk coefficient vectors in ascending and descending order, respectively, and then computing their scalar product. This reduces the computational complexity of the GLB computation to O(n 3 ). Unfortunately, GLB is not very tight for many problems, therefore the research on new lower bounds for the QAP has been and still is very active. For example Assad and Xu (1985) and Carraresi and Malucelli (1992) proposed two different QAP reformulation schemes, deriving two bounds which can be computed in O(n 5 ), Finke, Burkard and Rendl (1987) and Rendl and Wolkowicz (1992) proposed two lower bounds based on the eigenvalues of the input matrix. More recently, Resende, Ramakrishnan and Drezner (1994) used an interior point approach to derive their IPLP bound, Karisch and Rendl (1995) used a procedure based on the triangular decomposition of the input matrices, while Hahn and Grant (1995) designed a dual procedure for the general QAP problem. All these bounds have a higher computational complexity than the GLB for the KB case and, even though significantly improving the GLB, either are not applicable to large instances -as is the case of the IPLP bound, which has a complexity of O(n 7 ) -or leave significant gaps on some problem instances, as the QAPLIB (Burkard et al., 1994) testifies.
3 The ANT system
The original algorithm
The ANT system was initially proposed by Colorni, Dorigo and Maniezzo (1991) as a general metaheuristic approach for combinatorial optimization problems. The underlying idea was that of parallellizing search over several constructive computational threads, all based on a dynamic memory structure incorporating information on the effectiveness of previously obtained results. More specifically, an ant is defined to be a simple computational agent, which iteratively constructs a solution for the problem to solve. Partial problem solutions are seen as states; each ant moves from a state ι to another one ψ, corresponding to a more complete partial solution. At each step σ, each ant k computes a set k A σ of feasible expansions to its current state, and moves to one of these in probability.
For ant k, the probability k p ιψ of moving from state ι to state ψ depends on the combination of two values: i) the attractiveness η of the move, as computed by some heuristic indicating the a priori desirability of that move; ii) the trail level τ of the move, indicating how proficient it has been in the past to make that particular move: it represents therefore an a posteriori indication of the desirability of that move.
Trails are updated at each iteration, promoting those that facilitate moves that were part of "good" solutions.
The specific formula for defining the probability distribution at each move, proposed in (Colorni et al., 1991) , makes use of the concept of tabu list for ant k, tabu k , which indicates the set of infeasible moves for ant k. Probabilities were computed as follows:
Parameters α e β define the relative importance of trail with respect to attractiveness. After each iteration t, trails are updated following formula (9)
where ρ is a user-defined coefficient and ∆τ ιψ represents the sum of the contributions of all ants that used move (ιψ) to construct their solution. The ants' contributions are proportional to the quality of the solutions achieved, i.e., the better an ant solution, the higher will be the trail contributions added to the moves it used.
Original ANT algorithm
2. For k=1,m (m= number of ants) do repeat choose the state to move into, with probability given by (8) append the chosen move to the k-th ant's tabu list until ant k has completed its solution carry the solution to its local optimum enddo 3. For each ant move (ι ψ), compute ∆τ ιψ and update the trace matrix by means of (9) 4. If not(end_test) goto step 2.
The performance of this algorithm depends on the correct tuning of several parameters, namely: α, β, relative importance of trail and attractiveness, ρ, trail persistence, τ ιψ (0), initial trail level, m, number of ant, and Q, used for quantifying the quality of a solution.
The improved ANT algorithm
Several improvements and modifications can be suggested to improve the performance of the original ANT algorithm. The ones we advocate in this paper are the following.
Use of lower bounds (min problems)
The attractiveness of a move can be effectively estimated by means of lower bounds (upper bounds in case of maximization problems) to the cost of the completion of a partial solution.
In fact a state ι corresponds to a partial problem solution, and it is possible to compute a lower bound to the cost of a complete solution containing ι. For each feasible move (ιψ), it is possible to compute the lower bound to the cost of a complete solution containing ψ: the lower the bound the better the move. Since large part of research in combinatorial optimization is devoted to the identification of tight lower bound for the different problems of interest, good lower bounds are usually available. Their use has several advantages, some of which are listed in the following.
• A tight bound gives strong indications on the opportunity of a move.
• When the bound value becomes greater than the current upper bound, it is obvious that the considered move leads to a partial solution which cannot possibly be completed in a solution better than the current best one. The move can therefore be discarded from further analysis.
• If the bound is derived from linear programming and dual cost information is therefore available, it is possible to compute reduced costs for the problem decision variables, which in turn -when compared to an upper bound to the optimal problem solution costpermit to a priori eliminate some variables. This results in a reduction to the number of possible moves, therefore to a reduction of the search space.
• A further advantage of LP lower bound is that the primal values of the decision variables, as appearing in the bound solution, can be used as an estimate of the probability with which each variable will appear in good solutions. This provides an effective way for initializing the trail values, thus eliminating the need for the user-defined parameter τ ιψ (0).
Computational efficiency
An improved computational efficiency is obviously a valuable asset for any heuristic method. While this is usually achieved by a careful implementation and data structure design, some higher-level considerations are possible. For example, formula (8) can be converted to:
Formula 8′ achieves the same objective of formula (8), that of letting the user specify a different relative importance of trail with respect to attractiveness, while eliminating one parameter (β) and using more computationally efficient components, multiplications instead of powers to real-valued exponents.
Stagnation avoidance
Stagnation denotes the undesirable situation in which all ants repeatedly construct the same solutions, making impossible any further exploration in the search process. This derives from an excessive trail level on the moves of one solution, and can be observed in advanced phases of the search process, if parameters are not well tuned to the problem. In particular, stagnation derives from a wrong value of parameter ρ in the original algorithm. If it is too high, stagnation might take place, while if it is too low too little information is conveyed from previous solutions and ANT becomes an iterated randomized greedy procedure. We decided to eliminate this sensitive parameter, by updating trail using a different mechanism. The new procedure evaluates each solution against the last k ones globally constructed by the ANT algorithm. As soon as k solutions are available, we compute their moving average z ; each new solution z curr is compared to z (and then used to compute the new moving average value). If z curr id lower than z the trail level of the last solution's moves is increased, otherwise it is decreased. Formulae (10) and (11) specify how this is implemented.
where
z is the average of the last k solutions and LB is a lower bound to the optimal problem solution cost. The use of a dynamic scaling procedure permits to discriminate small achievement in the latest stage of search, while avoiding to focalize search only around good achievement in the earliest stages. The mechanism presented makes no use of parameter ρ and, consequently, of parameter Q. However, a new parameter is introduced, k the cardinality of the moving average, but its value is much less critical than that of the parameters we eliminated.
Following the three modifications proposed, the ANT system metaheuristic becomes the following. (10) and (11) 4. If not(end_test) goto step 2.
ANT search applied to QAP
Section 3 presented an improved ANT search metaheuristic, which can be applied to any combinatorial optimization problem. In this Section, we detail how this can be done in the case of a specific problem, namely the QAP. Essentially, this translates into specifying what is a move in the QAP context and which lower bound has been chosen.
Lower bound
As mentioned in Section 2, there is currently no lower bound for QAP, which is both tight and efficient to compute. A good compromise is the GLB, however this bound is on the average quite far from the optimal solution. We decided therefore to further trade effectiveness for efficiency, and we used in our procedure a bound, called LBD, worse than GLB but very easy to compute. LBD has been designed on the basis of the following observations. When computing GLB for a problem, along with the solution of problem GLBP one gets the values of the dual variables corresponding to constraints (2) and (3). Let u i (0), i = , …, n, be the values of the dual variables corresponding to constraints (2) and let v i (0), i = , …, n, the values of the dual variables corresponding to constraints (3):
The index set Φ can be partitioned into two subsets Φ 1 and Φ 2 , denoting the indices of the already assigned facilities and the indices of the still unassigned facilities, respectively. Similarly, the index set Λ can be partitioned into two subsets Λ 1 and Λ 2 , denoting the indices of the already assigned locations and the indices of the still unassigned locations, respectively. When a partial solution {Λ 1 , Φ 1 } is considered (assuming for simplicity c ij = 0 ∀i,j) the objective function (1) can be rewritten as:
A valid lower bound to z QAP is given by
where the problem has been relaxed and decomposed into two smaller QAPs, the first one with a solution already defined, the second one still completely unsolved. It is easy to see that
The bound obtained is weaker than GLB, but its computational complexity is O(n), much less than that of any other bound so far proposed for QAP.
Moves: assignment order
A move corresponds to the assignment of a facility to a location, thus adding a new component to the partial solution corresponding to the state from which the move originated. Set Λ is assumed to be pre-ordered, so that an ant beginning to construct a new solution will first assign a facility to the location whose index is the first element of Λ, then one to the second location and so on. Each state ι can therefore be represented by the two ordered subsets Φ 1 and Λ 1 , where Λ 1 always consists of the first |Λ 1 | elements of Λ. All moves originating from ι correspond to the feasible expansions of ι, that is to all possible assignments of facilities to the location of index |Λ 1 |+1. The computational efficiency of the ANT procedure is greatly affected by the pre-ordering that is imposed on set Λ. In fact, formula (1´) can be seen as the sum of four components, z QAP = z 1 + z 2 + z 3 + z 4 , where, in the case of a partial assignment, z 1 refers to an already established cost, z 2 to the cost of the interaction among assigned facilities and unassigned locations, z 3 to the cost of the interaction among unassigned facilities and assigned locations and z 4 to the cost of the interaction among unassigned facilities and unassigned locations. Therefore z 1 is a known constant, while z 2 , z 3 and z 4 can only be estimated by means of lower bounds. The higher the contribution of z 1 the tighter will probably be the bound to the minimum cost of completing the given partial assignment. Moreover, increasing the contribution of z 1 implies assigning as soon as possible the more demanding locations, in a stage where all possibilities are still available, without incurring in the risk − due to the poor performance of the lower bound − of adding high cost contributions when completing a partial solution, thus discovering of having constructed a poor solution only when the solution gets completed. The preordering we used in based on variables v j (0), j = 1, … , n: the higher the value of a dual variable associated to a location the higher it is assumed to be impact of the location on the QAP solution cost, thus the earlier we try to assign a facility to that location.
Moves: direction of the assignment
One last consideration is in order, which despite its simplicity proved to have a definite computational impact. Given the two cost matrices of the Koopmans and Beckmann form, it is in fact customary to assign facilities to locations. However, it is also possible to assign locations to facilities, which in our case would imply a pre-ordering of the facilities by decreasing values of u i (0), i = 1, … , n, and a successive assignment of locations to progressively less cost-intensive facilities.
As shown in Section 6, the choice of assigning facilities to locations or vice-versa is critical; unfortunately we have not been able to define a rule that consistently identifies the best assignment direction. Currently, the best performing criterium is a combination of matrix norms, variances and number of zeroes, but further exploration is needed.
Exact algorithms
The general structure of the ANT algorithm we propose is closely akin to that of a standard tree-search algorithm. At each stage we have in fact a partial solution which is expanded by branching on all possible offsprings, computing a bound for each of them, possibly expunging dominated ones, and moving to one of them on the basis of lower bound considerations. By simply adding backtracking and eliminating the Montecarlo choice of the node to move to, we revert to a standard branch and bound procedure (this is in fact the reason behind the use of the denotation ANT system, for Approximated Nondeterministic Tree-search system). The resulting tree to be searched is a n-ary tree where each level corresponds to a location (facility) to which a facility (location) has to be assigned. Throughout search, we used as lower bound the complete Gilmore and Lawler bound for the problem as derived from formula 1′. In particular, at each node of the search tree we computed the contribution z 1 , approximated z 4 by means of the GLB and, following (Burkard, 1984) we computed a lower bound to z 2 + z 3 by solving a linear assignment on a matrix [C lm ], con l∈Λ 2 , m∈Φ 2 , where ( )
Clearly, at the root node only z 4 ≠ 0, z 4 = GLB, while in any other node the lower bound is given by the sum of the three components described above. Note that at each node, the lower bound to z 2 +z 3 +z 4 can be computed by means of a single linear assignment computation, being the cost matrices of identical dimensions and the contributions to the cost independent from one another. This reduces computing times and provides better results than approximating independently z 4 and z 2 +z 3 . A second observation (Mautor e Roucairol, 1993) is that the dual variables obtained when computing the linear assignment at each node can be used to expunge offsprings of the incumbent node, before generating them. It is in fact well known from linear programming duality that the introduction of a nonbasic variable in a solution results in an increase of objective function value equal to the value of the reduced cost of the introduced variable. On the basis of the reduced cost matrix obtained at the end of the linear assignment, it is therefore possible to a priori discard the assignments that correspond to variables whose reduced costs exceeds the gap between lower bound, as obtained by z 1 added to the optimal linear assignment cost, and current upper bound to the problem.
Using this common framework, we considered two different branching strategies. The first one is a standard depth-first (DF), where the node expanded at each level is the offspring of the incumbent one with leas cost lower bound. The second one is a beam-search (BS) strategy where a number of nodes are expanded at the same level before stepping deeper in the search tree. Strategy BS permits to obtain earlier good upper bounds, at the cost of maintaining more computationally expensive memory structures. It is therefore dominated by DF when good upper bounds are available from the start, while it is worthwhile in the opposite case. Since we were interested also in evaluating the performance of a truncated branch and bound as a benchmark heuristic, we concentrated on strategy BS.
Beam Search exact algorithm
This algorithm iterates a basic procedure in which a set of promising nodes at a given level of the search tree are expanded to generate their offsprings, which all become member of the set of the unexpanded nodes of the lower tree level. A node is considered to be promising in accordance to its lower bound cost. The number of nodes to be expanded at each level is a parameter, which we set to 2n after some experimental tuning. When a level has been expanded, two strategies are possible: either expand the level below or expand the level at which there is the unexpanded node of lowest cost lower bound. We decided to proceed downward in order to quickly complete good solutions. In any case, when level n-1 is expanded, we backtrack to the level with the lowest lower bound node, which is usually high in the tree hierarchy. This process is iterated until all nodes are expanded or until all unexpanded nodes have a lower bound cost that is not smaller than the current upper bound, which is therefore the optimal cost. The rationale behind this approach lies in the tentative to avoid the possibility of sticking to a branch, which looked promising at the higher levels of the search tree but turns out to be poor considering more complete solutions. Figure 2 compares a depth first and a beam search expansion strategies. Figure 2a) shows a depth-first visit, while figure 2b) shows a beam-search visit, using a degree 2 of parallelism. In the example, thanks to the possibility at level 2 of choosing among 6 nodes (as opposed to the 3 of depth first), it is possible to bypass the offsprings of the node with lower bound of 50, which seemed promising at level 1 but is dominated already at the level immediately below. The beam search strategy is therefore useful to find earlier good upper bounds, which in turns permits to prune more branches than what allowed by depth first. A second characteristic is that the minimum among the lower cost lower bounds at the different level of the search tree is a lower bound to the whole problem. During the run, each backtrack results in a possible increase of the lower bound to the whole problem, therefore generating a sequence of nondecreasing bounds. The pseudocode of the tree search algorithm is presented in the following. The general structure is the same as that of a depth first, the only major difference lying in the structure needed to identify the nodes to be expanded. We used in fact a vector of heaps, one heap for each level of the search tree, so to have an efficient means to obtain the lowest bound node of each level. redefine Λ 1 ,Λ 2 according to level lev; goto step 1; endif where node is the ordered set of the facilities involved in the partial assignment; dominated(i,j) returns true if node j at level i is found to be dominated by means of the reduced cost matrix;
Beam Search
insert_heap(lev) inserts into the heap at level lev the current node;
extract_heap(lev) extracts the least-cost node from the heap at level lev, ordered by increasing lower bound values; find_minimum_heap() returns the level of the search tree at which there is the unexpanded node of least cost lower bound and the node itself.
Computational results
This section presents the results obtained running the Ant System and the Beam Search algorithms. All results have been obtained implementing the algorithms in Fortran 77 and running the codes on a Pentium 166 MHz machine equipped with 32 Mb on RAM. All codes are available from the author.
ANT System
The ANT Systems performance depends on the values of three user-defined parameters: m (number of ants), k (width of the moving average windows) and α (relative importance of trail and desirability). We conducted a number of tests over three well known problem instances to define, in a coeteris paribus framework, which is the best parameters setting for the QAP, which turned out to be k=4n, m=n/2 e α=0.5. Using this configuration, in order to validate the effectiveness of the ANT approach, we ran 5 times the algorithm over each problem instance of the QAPLIB (Burkard et al., 1994) with 20 ≤ n ≤ 40 plus a problem -MC94 -introduced in Maniezzo et al. (1994) , allowing 10 minutes of CPU times for each run. For comparison, we used the -publicly available -codes of two of the best heuristics so far presented for the QAP: Robust Tabu Search (Taillard, 1991) and GRASP (Li et al, 1994) . Moreover, we truncated the execution of our branch and bound after 10 minutes to obtain a further benchmark heuristic. Table 1 presents the results so obtained. The columns show:
Problem: a problem instance identifier, as reported in the QAPLIB. n: problem dimension. Gap GLB:
percentage gap from optimality, or from the best known solution, of the Gilmore-Lawler bound. TS -best: best solution, over five runs, obtained by tabu search. TS -avg:
average of the five solutions produced by tabu search. GRASP -best: best solution, over five runs, obtained by GRASP. GRASP -avg: average of the five solutions produced by GRASP. ANT -best: best solution, over five runs, obtained by the ANT System.
ANT -avg: average of the five solutions produced by the ANT System. TBB: best solution found by the truncated branch and bound procedure. 0,00 0,00 0,00 0,00 0,00 0,00 9,52 ESC32C 32 45,48 0,00 0,00 0,00 0,00 0,00 0,00 0,00 ESC32D 32 47,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 ESC32E 32 100,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 ESC32F 32 100,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 ESC32G 32 100,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 ESC32H 32 41,32 0,00 0,00 0,00 0,00 0,00 0,00 0 The last row of table 1 reports the sum, over all lines above, of the corresponding items. We reported the sum, instead of the average, due to the very good performance that all algorithms have, which lead to result worse than the best known ones only on a comparatively small number of problems. The best performing among the algorithms is the ANT system, both considering the best and the average quality of the solutions proposed. We included the column of the GL lower bound both to give an indication of the complexity of the instances and of the strength of the guidance the ANT system receives during search. It is interesting to see how, even in the presence of a bad bound at the root node, the nondeterministic strategy followed by the ANT permits to quickly identify good solutions. We included a column (TBB) reporting the results obtained by a truncated version of the branch and bound algorithm described in Section 5. The total gap of TBB on the whole set of problems is definitely greater than that of any of the other three algorithms, however one can notice that on problems up to dimension 30 (Table 1 is organized by increasing problem dimensions), TBB produces solutions of a quality comparable with those of the others, while greater dimensions require more than the allotted 10 minutes CPU time. Table 2 presents the CPU times needed by the three metaheuristics to produce their best solutions overall (tbest) and the average of the CPU times used in the five runs on the same problem to obtain the best solution of the run (tavg). We did not present the results of TBB, being dominated by those of the other heuristics, and we shadowed the cells corresponding to solutions of worse quality that that found by some other algorithm, thus the reported times indicate the CPU time needed to produce results of the same quality. Here again it is possible to see how ANT was able to produce its results in a time on the average not longer than that required by the other algorithms.
Exact methods
This section reports about the results obtained by the BS algorithm described in Section 5. We carried out two sets of tests because we found to be of decisive importance the order of the assignment (facilities to locations or vice-versa), but we could not produce a rule which consistently suggests the best order: as mentioned in Section 5, the better one we found, used in procedure TBB of section 6.2 is a combination of considerations based on the norms of the D and F matrices, of their variances and of their percentage number of zeroes, but surely better rules can be designed. Table 3 reports the results obtained on all instances of the QAPLIB with dimension less or equal to 20, and for some instance of greater dimension which we have been able to solve (we did not try problems with n > 40). We report under DF the results obtained assigning facilities to locations, and under FD those obtained assigning locations to facilities. The columns show:
Problem: a problem instance identifier, as reported in the QAPLIB. n: dimension of the problem. Ttot:
CPU time needed to solve the problem, in seconds. Nodes: number of nodes used by the branch and bound procedure.
Shadowed cells outline which of the two approaches produced better results. In case an algorithm could not complete a search (i.e., it could not find an optimal solution or it could not prove its optimality), we report n.a. One can see how, in general, the DF strategy is more proficient; however, there are cases (see ELS19 or TAI12B) where the reverse approach is by far better. We have been unable to prove the optimality of only three problems with n≤20, namely ESC16B, TAI20A and ROU20. We terminated the search on them because an interpolation of the rate of increase of the lower bound suggested that it would have taken more than a month to complete the search on our PC, which was more than we could wait. On the other hand, we tested several problems with 20 < n ≤ 40, solving seven of them (for TAI25B we were the first to be able to prove the optimality of the solution). It is not easy to compare BS with other exact algorithms, as the number of expanded nodes is not a widely available datum, while the computer used vary from a PC to such machines as a Cray 2 or a Cyber 76, making it difficult to compare CPU times. We report in Table 4 the results we have been able to find, relative to the number of expanded nodes of seven algorithms on three Nugent instances. The shadowed lines report of algorithms which make use of dominance rule specific for problems structured as the Nugent's, which we did not include in our procedure to keep it as general as possible. If we refer to branching algorithms using the same dominances, essentially only lower and upper bounds, it is possible to see haw BS expands less nodes than the others do. Table 5 reports the effectiveness, on the same three instances, of the different implementational elements that we introduced in Section 5. In particular, the first line shows the number of nodes needed to solve each problem by using only the GL bound, computed by means of a single assignment for z 2 , z 3 and z 4 . The second rows adds the dominance rule based on the reduced costs and the third row makes use also of the ordering derived from the dual variable values in the assignment. We noticed that the effectiveness of the reduction based on reduced cost does not vary much depending on the problem types, yielding a gain factor ranging from 1.5 to 3. The ordering has on the contrary an impact the depends much on the problem type. Figure 3 reports the results on six differently structured problems, comparing the number of expanded nodes with and without preordering. The gain factor varies from 3.88, for problem CHR18A, to 52.4, for problem SCR15. In all problem tested however, we always witnessed a significant decrease in the number of nodes. The last topic we want to discuss is the lower bound to the problem and its impact on search. Figure 4 shows the distribution of the nodes at the different level of the search tree for the problem Nugent14. As outlined in Section 4, we have a high number of nodes in the higher levels of the search tree: this is due to the fact that the lower bound used (Gilmore and Lawler, as in equation 1') is not tight, therefore very few nodes can be expunged at the higher levels of the tree. As soon as its different components add to a value closer to the current upper bound, many branches are cut and few nodes remain to be explored. Finally, Figure 5 shows how the lower and upper bound converge during search, in the case of problem TAI12B. Notice that usually, with the problem dimensions up to 20 as in our test, the optimal solution value is found very quickly, as testified by Table 1 . However on some problems, such as TAI12B, we witness a slower reciprocal convergence. 
Conclusions
Research in combinatorial optimization has led to the development of a new class of heuristic algorithms, called metaheuristics, which enjoy considerable success on difficult problem instances. The ideas inspiring their design have come from different scientific disciplines; in this paper we described a development of one such algorithm, the ANT system, originally designed after a biological metaphor. We presented the 'original' ANT algorithm and introduced several modification aimed at reducing the number of control parameters and at increasing the effectiveness of the approach. We obtained a general framework for a metaheuristic for combinatorial optimization problems, which shares several elements with other approaches so far presented (most noticeably Scatter Search, Glover 1995 , GRASP, Li et al. 1994 and approximate branch and bounds) embedding them in an innovative framework. We tested the algorithm on a specific hard combinatorial optimization problem, the Quadratic Assignment, both because of its inherent difficulty, thus providing a reliable benchmark, and because we tested on it also a former version of the ANT system (Maniezzo et al., 1994) . The computational results testify the effectiveness of the new approach, both when compared to the other metaheuristics and to the old ANT approach. Moreover, being the redesigned ANT system close to a branch and bound strategy, we adapted it in that direction, obtaining an exact algorithm. We introduced some simple considerations that, when implemented, allowed the branch and bound to obtain on a PC results comparable to those of the state-of-the-art exact procedures, in one case allowing for the first time to solve to optimality a standard problem instance. Several improvement can be made to both the exact and the approximate version of the tree search; first and foremost, we believe that all results presented here can be significantly improved by using a tighter lower bound than the Gilmore and Lawler's, such as the bound proposed by Hahn and Grant or that of Carraresi and Malucelli.
