We develop categorical and number theoretical tools for the classification of super-modular categories. We apply these tools to obtain a partial classification of super-modular categories of rank 8. In particular we find three distinct families of prime categories in rank 8 in contrast to the lower rank cases for which there is only one such family. 2 2. PRELIMINARIES In this section, we first introduce the notion of super-modular categories and some of its properties. Most of the results can be found in ([10, 13]) and the references therein. Then we discuss the Galois symmetry for super-modular categories.
INTRODUCTION
The classification of braided fusion categories (BFCs) stands as a formidable, yet enticing problem. There are many approaches to this problem, with varying levels of preciseness and corresponding degrees of difficulty-as examples, one might try to classify by categorical dimension [27, 39, 12, 14, 14, 11, 48] , by Witt class [19, 20] , by dimension of a generating object [1, 23, 24] , or by rank [43, 42] . Each of these approaches have different motivations and have seen some measure of success. For example classifying by categorical dimension is related to the problem of classifying groups by their orders, while classifying by the dimension of a generating object is related to the classification of finite index, finite depth subfactors. Classification by rank can be motivated physically: for condensed matter systems (e.g. topological phases of matter) modeled by braided fusion categories, the rank of the category corresponds to the number of distinguishable indecomposable particle species [40] . In this article we will be interested in classification by (low) rank of unitary BFCs, as motivated by this physical interpretation.
Interestingly, the classification of low rank fusion categories has not progressed very far: it is an open question as to whether there are finitely many fusion categories of each rank, whereas with the braiding assumption rank-finiteness is known [15, 32] . The classification of pivotal fusion categories is complete up to rank 3, while the braiding assumption allows one to go a bit further, for example, there is a complete classification up to rank 5 of pre-modular fusion categories [9] , [17] . One reason is as follows, which also serves to motivate this paper more specifically: It is well-known [22] that if B is a braided fusion category and Rep(G) ∼ = B ′ T ⊂ B is the maximal Tannakian subcategory of the Müger center B ′ of B, then the G-deequivariantization B G of B is either non-degenenerate (has trivial Müger center) or slightly degenerate (has Müger center equivalent to sVec). For unitary BFCs this produces either a unitary modular tensor category (in the non-degenerate case) or a super-modular category (in the slightly degenerate case). Thus, if one is interested in unitary braided fusion categories "modulo finite group representations" one is led to study modular or super-modular categories.
Techniques for classifying modular categories are well-established (for example, see [43, 16] ), and the classification up to rank 6 is nearly complete [18, 31] . Those methods cannot always be applied to general braided fusion categories. For example, a key approach in [16] is to use the representation theory of the modular group SL(2, Z) to put constraints on the (modular) Sand (twist) T -matrices, whereas a supermodular category doesn't not provide such representations, as the S matrix has determinant 0. On the Date: September 24, 2019. ECR and QZ were partially supported by US NSF grant MPS-1664359, and a Presidential Impact Fellowship of Texas A&M. JP was partially supported by NSF grants DMS-1802503 and DMS-1917319 . ECR gratefully acknowledges the support of the Simons Foundation through a Simons Fellowship. The authors thank M. Papanikolas for helpful discussions. 1 other hand, there is an important conjecture known as the minimal modular extension (MME) conjecture [19, 10] that predicts that any super-modular category B can be embedded in a modular category C with dim(C) = 2 dim(B). Necessarily such a C will be a spin modular category, i.e. a modular category with a distinguished fermion f , and B = f ′ is the Müger centralizer of the category generated by f . Some techniques for classifying super-modular categories have been developed recently [10, 13] , which lead to a complete classification up to rank 6. It turns out that there are really very few such categories: modulo trivial Deligne product constructions and up to fusion rules there are only two examples with rank ≤ 6, and both of them belong to the a family of super-modular categories arising from quantum groups. A particularly useful technique is to formally "condense the fermion" to obtain a fermionic quotient, which has naive fusion rules. These can be studied using the concept of a sVec-enriched fusion category [45, 35] , but we will not pursue that here. In this article we make some partial progress towards the classification of rank 8, using a stratification by Galois group and some new techniques. We find that there are many non-trivial examples, in contrast to lower ranks, and we were unable to give a definitively complete classification.
For the following the (standard) notation is explained in the appendix. Theorem 1.1.
(1) The following are constructions of prime rank 8 super-modular categories as centralizers of a distinguished fermion in spin modular categories:
(a) PSU(2) 14 = f ′ ⊂ SU (2) 14 where f is the unique fermion corresponding to highest weight 7̟.
where the Z 2 -de-equivariantization in both cases is with respect to the boson (f, f ) where f has highest weight 3̟, and (f, 1) is the image of (f, 1) under de-equivariantization.
(c) f ′ ⊂ SO(12) 2 , where f is either of the fermions labelled by 2̟ 5 or 2̟ 6 .
(2) Moreover, if we assume that the naive fusion rules {N k ij = N k ij + N f k ij } i,j,k and the simple objects' dimensions d i are each bounded by 14, then any prime super-modular category of rank 8 has the same fusion rules as one of the above.
A more precise classification with less stringent bounds can be found in Section 3.
While we cannot claim this is a complete classification as we have placed bounds in some cases on naive fusion rule multiplicities or dimensions, it is possible that we have listed all possibilities. A counterexample would have large naive fusion multiplicities/dimensions compared to the known examples: the largest naive fusion multiplicity we find among fermionic quotients is 4 while the largest dimension of a simple object is
There is some precedent for these types of constraints: [30] gives a classification of low rank modular categories with bounded fusion multiplicities and [47] uses numerical techniques to study low rank modular categories with constrained categorical dimension. Although our result is not complete, we provide some new powerful methods for classifying super-modular categories, and illustrate the utility of the existing techniques.
In this paper we assume that the reader is familiar with the notions and basic properties of fusion, braided and modular tensor categories. For details, we refer to [26, 2] . We provide some of the most relevant details and derive some general results in Section 2. In Section 3 we state our main results in detail and complete the first step of our classification, which determine the naive fusion rules. In Section 4 we lift the naive fusion rules to those of super-modular categories. In the Appendix we explain some of the notation and give Sand T -matrices for a realization of each prime super-modular category of rank 8. From this point on we will assume that all our categories are unitary, so that sVec is a unitary spherical symmetric fusion category and all categorical dimensions are equal to the largest eigenvalue of the corresponding fusion matrix, i.e., the Frobenius-Perron dimension. In particular for any simple object X, d X ≥ 1.
2.2.
Definition of a super-modular category.
Remark 1. In other terminology, we say B is super-modular if its Müger center is generated by a fermion, that is, an object f with f ⊗2 ∼ = 1 and θ f = −1. We restrict to unitary categories both for mathematical convenience and for their physical significance. On the other hand, there is a non-unitary version sVec − of sVec: the underlying (non-Tannakian) symmetric fusion category is the same, but with the other possible spherical structure, which leads to negative categorical dimensions. We could define super-modular categories more generally as pre-modular categories B with Müger center equivalent to either of sVec or sVec − . However, we do not know of any examples B with B ′ ∼ = sVec − that are not simply of the form C ⊠ sVec − for some modular category C.
Super-modular categories (or slight variations) have been studied from several perspectives, see [7, 19, 20, 10, 5, 33, 13, 48] for a few examples. An algebraic motivation for studying these categories is the following: any unitary braided fusion category is the equivariantization [22] of either a modular or super-modular category (see [44, Theorem 2] ). Physically, super-modular categories provide a framework for studying fermionic topological phases of matter [10] . Topological motivations include the study of spin 3-manifold invariants ( [44, 3, 4] ) and (3 + 1)-TQFTs ( [46] ).
A braided fusion category is called prime if it contains no non-trivial non-degenerate braided fusion subcategories. Indeed, if D ⊂ B with D non-degenerate and B a braided fusion category then B ∼ = D ⊠ D ′ as braided fusion categories [22, Theorem 3.13 ] (see also [38] ). As a special case of non-prime categories we say a super-modular category C is split if C ≃ sVec ⊠D for some modular subcategory D ⊂ C, and otherwise C is non-split.
Spin Modular Categories.
A modular category C is a modular category with a distinguished fermion. Let C be a spin modular category, with fermion f , (unnormalized) S-matrixS and T -matrix T . Proposition II.3 of [10] provides a number of useful symmetries ofS and T :
(1)S f,α = ǫ α d α , where ǫ α = ±1 and ǫ f = 1, It is known that not every ribbon fusion category has a minimal modular extension [29] . Notice that if B is super-modular, a minimal modular extension of B is a spin modular category (C, f ), where the fermion f is transparent in B. It is conjectured (see [19, 10] ) that every super-modular category has an MME, and it is known [33, 10] that if one exists there are precisely 16 inequivalent such extensions. A complete classification of rank≤ 8 super-modular categories would include a classification of rank≤ 14 spin modular categories, whereas if the MME conjecture is true a classification of spin modular categories of rank≤ 16 would imply a classification of super-modular categories of rank≤ 8. Recall that for the category sVec, we haveS sVec = Let f be the transparent fermion in a super-modular category B with label set Π B . By the following lemma, we know that f ⊗ − is fixed-point-free on Π B . We will omit the ⊗ symbol and denote f ⊗ X simply as f X. As a direct consequence of the previous lemma, we have that super-modular categories have even rank. Proof. By the balancing equation (given in by the third equality) we have that
Thus there is a non-canonical partition of the label set Π B = Π 0 ⊔ f Π 0 . We can arrange this partition such that 0 ∈ Π 0 and such that
For i, j, k ∈ Π 0 , we define the naive fusion rulê Corollary 2.1. Let B be a super-modular category andN k ij be its naive fusion rule, where i, j, k ∈ Π 0 . We have the following symmetriesN 
Mimicking the proof for modular categories (see, e.g., [ Proof. By Proposition 2.2, we know thatŜS = D 2 2 I, hence we have
The second equation comes from the fact that for pre-modular categories, we haveS ij = S ij * since we can embed them into their Drinfeld center. Therefore, we have
. The result follows since the left hand side is an algebraic integer.
The following property of the second Frobenius-Schur indicator for self-dual objects is useful in Section 3. 
Corollary 2.3. (Balancing equation for super-modular categories) For a super-modular category of rank 2r, we have:
Proof. We have
2.5. Galois symmetries for super-modular categories. In this section we discuss the Galois symmetry in the fermionic quotient of a super-modular category, which is parallel to the modular setting.
Let B be a super modular category andŜ,T andN i defined as above. We have the following relation for the entries ofŜ andN i [13, Equation 2.3]: 
is an abelian subgroup of S r , where 2r is the rank of the corresponding super modular category and S r is the symmetric group on r letters. We will use σ for both the element of the Galois group Gal(B) and its associated element in S r .
We have
We can also derive a result parallel to [16, Equation 2 .12] for the S-matrix of the fermionic quotient:
Moreover, we have the following symmetries:
Proof. By Equation (2), we have
In particular,
So it suffices to show that S k,σ(0) d σ(k) = ±1. The result follows from Lemma 2.4 below.
Proof. The result follows from the following computation
Proof. First we compute
.
On the other hand, we have
Let (C, f ) be a spin modular category, recall that the fermion f gives a grading C 0 ⊕ C 1 .
Lemma 2.5. Let (C, f ) be spin-modular with (unnormalized) S-matrix S, andŜ the S-matrix for the fermionic quotient. Then [Q(S) : Q(Ŝ)] = 2 n , for some n.
Proof. Denote by S (0,0) , S (0,1) = [S (1,0) ] T and S (1,1) the 2 × 2 blocks of the S-matrix S relative to the grading C 0 ⊕ C 1 . Suppose that X a , X b ∈ C 1 so that S b,a is an entry in S (1, 1) . Then, since the normalized ith column S i,a /d a is a character of the Grothendieck ring K 0 (C) for each i, we see that
lies in the field generated by the entries of S (0,1) . In particular, [Q(S (1,1) ) : Q(S (0,1) )] = 2 k for some k, since every entry of S (1,1) satisfies a polynomial equation of degree ≤ 2 over S (0,1) . Now let S b,c be an entry of S (0,1) = [S (1,0) ] T , i.e. X b ∈ C 1 and X c ∈ C 0 . A similar argument shows that (S b,c ) 2 lies in the field generated by S (0,0) , so that [Q(S (0,1) ) : Q(S (0,0) )] = 2 ℓ . Since Q(Ŝ) = Q(S (0,0) ), the result follows. 8 Example 2.1. Consider the Ising modular category with label set {1, σ, ψ}. It is a spin-modular category with fermion ψ. Its S-matrix is
The subcategory generated by 1 and ψ is sVec, and we have [Q(S) : Q(S sVec )] = 2.
Question 1. Is there a relationship between the Galois group of the S-matrix of a braided fusion category B and that of its Drinfeld center Z(B)?
The following lemma can probably be generalized to non-self-dual categories, but we will only use it in the self-dual case:
Lemma 2.6. Suppose that B is a self-dual super-modular category and z is a label in the fermionic quotient such that d z = 1 andŜ z,z = 1. Then B contains a modular pointed subcategory equivalent to C(Z 2 , Q) (i.e. Sem or Sem).
Proof. The hypothesis immediately implies that B contains an invertible, self-dual simple object Z. Since S Z,Z =Ŝ z,z = 1, the object Z is not self-centralizing, hence generates a modular subcategory of dimension 2.
Question 2. Can we drop the self-duality condition in the above, with the same conclusion?
2.6. Rank finiteness. The rank-finiteness property can be extended to categories that do not necessarily admit a spherical structure. It was recently proved that rank-finiteness holds for G-crossed braided fusion categories. This motives us to pursue a classification of low-rank super-modular categories parallel to [43, 16] . A classification of super-modular categories of rank ≤ 6 is given in [13] . It is shown, for example, that the fusion rules of any non-split super-modular category of rank ≤ 6 are the same as PSU(2) 4k+2 for k = 0, 1 and 2.
CLASSIFICATION OF SUPER-MODULAR CATEGORIES BY RANK
3.1. Main results. Similarly to modular categories, the Galois group Gal(B) of a super-modular category B defined in Section 2.5 is an abelian subgroup of the symmetric group S r , where 2r is the rank of B (see Remark 4) .
In this section, we consider the problem of classifying rank 2r = 8 super-modular categories. If B is non-self dual, we can denote the four simple objects in Π 0 as 1, Y, X, X * . The naive fusion rules satisfy the relations in Corollary 2.1 and the argument in [43, Appendix A.2] works for this case. Therefore, we sometimes assume the super-modular categories are self-dual, in which caseŜ has real entries.
The abelian subgroups (up to relabeling, but with 0 distinguished) G of S 4 are listed in the following table:
In this section we determine the possibleŜ-matrices for super-modular categories, and then derive the fusion rules in Section 4. We summarize our results into the following.
Theorem 3.1. Suppose B is a rank 8 self-dual super-modular category and G is its Galois group as in Table  1 then: 9 • If G = (23) , (01), (23) or (123) , then B does not exist.
• If G = (01) , then B is prime and weakly integral with the same fusion rules as the centralizer of either fermion in SO(12) 2 .
• If G = (01)(23), (02) (13) , then B has the same fusion as Fib ⊠ PSU(2) 6 .
• If G = (0123) andN k ij < 14, then B is prime and has the same fusion rules as PSU(2) 14 .
• If G = (012) andN k ij < 21, then B has the same fusion rules as PSU(2) 7 ⊠ sVec. • If G = (01)(23) and d i ≤ 14 for all i, then the fusion rules of B are the same as
In several cases the proofs in [43] for the classification of rank 4 modular use techniques and results that apply to super-modular categories as well, so we do not repeat the proof here. For many computations the Gröbner basis software in Maple is useful-we used Maple 2018 for our calculations.
3.2.Ŝ-matrices for rank 8. The naive fusion coefficientsN k ij can be computed by the entries ofŜ via the Verlinde formula (see Proposition 2.2 (d)). More precisely, to get theN k ij 's, it suffices to determine thê S-matrix.
Remark 5. We denote by φ n the positive real root of the equation
If an algebraic number φ has conjugate − 1 φ , then φ must be of the form φ n for some n ∈ Z.
Theorem 3.2. If B is a rank 8 non-self dual super-modular category, then the correspondingŜ-matrix, up to relabeling the simple objects, has the following form:
Proof. The proof in [43, Appendix A.2] carries through, mutatis mutandis. Remark 6. Having dispensed with the non-self-dual case, we assume for the rest of this section that all categories are self-dual. In particular the naive fusion coefficients are cyclically symmetric (see Corollary 2.1), so we will denoteN k ij by n i,j,k . Theorem 3.3. There are no rank 8 self-dual super-modular categories with Galois group G = (23) , (01), (23) or (123) . 
Proof.
(1) If G = (23) , applying Equation (3) with σ = (23) , we have the following form for thê
As 0 and 1 are fixed by G, by Equation (2) are rationals as they are fixed by the Galois group. Since they are also algebraic integers (see [26, Proposition 8.13 .11]), we know these are integers. Consequently, s 11 , s 12 , s 22 s 23 are also integers.
If ǫ 1 = −1, the orthogonality of the columns ofŜ gives
Plugging this into the second equation above, we get s 12 (1 + s 23 ) = 0. If s 12 = 0, then d 1 d 2 = 0, which is impossible. If s 23 = −1, then s 22 is an integer. Then all the entries ofŜ are integers, which contradicts the assumption that G is Z 2 . If ǫ 1 = 1, the orthogonality of the columns ofŜ gives If ǫ 2 = −1, then d 2 2 + s 2 12 = 0, a contradiction. If ǫ 2 = 1, by applying a Gröebner basis algorithm on Maple, we get (2s 22 + s 11 + 1)(2d 1 d 2 + s 11 s 12 + 2s 12 s 22 − s 12 ) = 0. One sees that if either factor is 0, we will have trivial G, a contradiction.
(2) Assume G = (01), (23) . Using Equation (3), we get
This case can be eliminated using orthogonality of the columns ofŜ. Applying a Gröbner basis algorithm to these equations we find that the only possible sign choice is given by ǫ 1 = ǫ 4 = 1 and ǫ 2 = ǫ 3 = −1. We can further deduce that s 23 = −1, s 22 = d 1 and d 1 = d 2 2 . Therefore, we havê
Computing the characteristic polynomial forN 2 , we have
Therefore, −2d 2 + 2 d 2 must be an integer. In particular, d 2 satisfies a quadratic equation over Q. This means Gal(Q(d 2 )/Q) is either trivial or Z 2 , which contradicts the fact that G is Z 2 × Z 2 .
(3) If G = (123) , then G fixes 0. ThereforeŜ i,0 = d i are rational numbers. Since the dimensions d i 's are always algebraic integers, then they must be integers in this case. Moreover, d i =Ŝ 0,1 = ±Ŝ 0,i+1 = ±d i+1 . So, by positivity of the dimensions (i.e. unitarity assumption), we havê
From Corollary 2.2, we have d 2 1 |(1 + 3d 2 1 ). We can deduce that d 1 = 1. Since d 1 is the largest (in magnitude) eigenvalue of the fusion matrices N 1 , N 2 and N 3 , we see that the other eigenvalues (which are real numbers) satisfy ±Ŝ ii /d 1 = ±Ŝ i,i = ±1. This means the entries ofŜ are ±1's which contradicts the assumption of G being nontrivial.
Theorem 3.4. If G = (0) , then the correspondingŜ-matrix, up to relabeling the simple objects, is one of the following: 
Proof. If G is trivial, then the proof of [43, Theorem 4.1, Case 7] goes through mutatis mutandis showing that the corresponding super-modular category is pointed. Thus by Proposition 2.1 the super-modular category splits, so thatŜ has the same form as the S-matrix of some rank 4 pointed modular category [43] as in the statement. 
Proof. By Equation (3), we haveŜ
We first assume that ǫ 1 = 1. Then we can have ǫ 2 ǫ 3 = −1 or ǫ 2 = ǫ 3 = −1.
For the first case, we can assume ǫ 2 = 1, ǫ 3 = −1 and interchange N 2 and N 3 if necessary. Then the orthogonality ofŜ gives us s 23 (s 22 + s 33 ) = 0 and 2d 1 + d 2 2 − d 2 3 = 0. Assume that s 22 + s 33 = 0, then since the columns ofŜ are of equal length 2d 2 2 + s 2 22 = 2d 2 3 + s 2 33 . This gives that d 2 = d 3 , and that d 1 = 0, which is a contradiction. So we must have s 23 = 0. ThenŜ becomeŝ
Since σ = (01) is the only non-trivial element of the Galois group, we conclude that
are integers as coefficients of the minimal polynomials of theN i . Notice that m, v, w and x are strictly greater than 0 and n ≥ 0. Since
(t 2 + 2). This implies that d 2 = d 3 . Using 2d 1 + d 2 2 − d 2 3 = 0, we have d 1 = 0, a contradiction. Thus t 2 − u 2 = 0 and we have
Since x > 0, we have t 2 − u 2 > 0. We have n 2,2,2 = t(t 2 − u 2 − 2) (t 2 − u 2 ) . In order to have n 2,2,2 ≥ 0, we must have t 2 − u 2 − 2 ≤ 0. The only integer solution satisfying all the restrictions here is t = −1 and u = 0. Then s 33 = 0 and s 22 = −d 2 . Thus, we have d 1 = 1. The orthogonality condition on the columns ofŜ gives that 2d 2 − d 2 2 = 0. This implies that d 2 = 2 and d 3 = √ 6.
If
Similarly to the previous case, we have m =
Here we have nv − z 2 − 2v = 0, t + v − 2 = 0 and m 2 + z 2 − 2n + 4 = 0. Notice that m 2 + n 2 = 0 since n = 0. So we have n =
and v = 2z 2 m 2 + z 2 . Since t is an integer, we have m 2 ≥ z 2 . Similarly, we have z 2 ≥ m 2 . Thus |m| = |z| so t = v = 1. This means d 2 = d 3 = √ d 1 . Then m = d 1 − 1 and d 1 is an integer. From |m| = |z|, we
This would force all the entries ofŜ to be integers, which a contradiction to the assumption that the Galois group is Z 2 . If d 1 > 1, then we have
If ǫ 1 = −1, the orthogonality of the columns ofŜ gives ǫ 2 d 2 2 + ǫ 3 d 2 3 = 0. Thus we have ǫ 2 ǫ 3 = −1 and
Theorem 3.6. If G = (01)(23), (02) (13) , then the correspondingŜ has the following form:
Proof. By Equation (3), we have the correspondingŜ:
Using orthogonality of the columns ofŜ and the fact that d i ≥ 1, there are only 2 possibilities for ǫ i 's, namely,
For the first case, the orthogonality ofŜ gives
This cannot happen since the corresponding Galois group should be trivial, which is a contradiction to our assumption.
Consider the second case. The orthogonality ofŜ gives d 1 = d 2 d 3 . So we can write the corresponding matrix asŜ
Notice that Equation (2) indicates that d 2 and −1/d 2 are conjugates. By Remark 5, we know that d 2 = φ m for some m ∈ Z. Similarly, d 3 = φ n for some integer n. 14 
Thus we haveŜ
The correspondingN i matrices have integer entries in terms of m and n. More precisely, we havê
Using the formula given in Lemma 2.3 , we calculate the 2nd Frobenius-Schur indicator for the simple object X 2 :
Thus m must be 0, 1, or 2. 15 Similarly, we calculate the 2nd Frobenius-Schur indicator for X 3 :
So n must be 0, 1, or 2. Up to symmetry, we can exclude the cases (m, n) = (0, 0), (1, 1), (1, 0), (2, 2) since the corresponding Galois groups are not isomorphic to Z 2 × Z 2 . The possible value for this case, up to symmetry, is (m, n) = (1, 2). Notice that φ 1 = 1 + √ 5 2
and φ 2 = 1 + √ 2.
In the last few cases we were unable to complete the classification in general-instead we placed bounds on theN k ij 's. Since N k ij ≤ 2||N i || max , this could also be done in terms of bounds on the N i 's. Sometimes it is easier to work in terms of a bound on the dimensions d i . Indeed, the proof of [15, Lemma 3.14] goes through with no change, from which we conclude:
Proof. Applying Equation (3) with σ = (0123) , we have the following form ofŜ matrix
Using a Maple's Gröbner basis algorithm, we deduce that ǫ 1 = ǫ 4 = ǫ 5 = −1 and ǫ 2 = ǫ 3 = ǫ 6 = 1. 
SoŜ
The orthogonality of the rows ofŜ gives
Since c 1 and c 3 are integers,
. We compute the n i,j,k 's and we get the following relations: Recall that the fusion coefficients are integral. In particular, since n 2,2,2 is an integer, we know that c 1 and c 3 are both even. Thus ∆ and Σ are divisible by 2. Via a computer search for integer solutions using the above equations, we found there is only one solution when n i,j,k < 14, with c 1 = c 3 = 4 and c 2 = 2P = −2. The correspondingŜ matrix for this case is the one in the statement (and is the same as that of PSU(2) 14 ).
We can make further progress using more sophisticated number theoretical arguments: 
Proof. Assume that Σ and ∆ in the proof above are also divisible by 4. Denote a = Σ 4 , b = ∆ 4 and c = P . Then we have the following Diophantine equation
Lemma 3.2 below shows that b = 0. Consequently, we have c 1 = c 3 , and the Diophantine equation becomes a 2 − 2c 2 = 2. Since a = c 1 2 ≥ 0 and c = P = c 2 2 ≤ −1 the resulting solutions are Some cases can be ruled out if we assume the MME conjecture using Lemma 2.5 as follows.
Example 3.1. In the case (a, c) = (58, −41), we find that d 1 is a root of the irreducible polynomial x 4 − 2 · 58x 3 − 82x 2 + 2 · 58x − 1. The smallest cyclotomic field in which d 1 resides has degree 464 = 2 4 · 29 (i.e., the conductor of Q(d 1 ) is 464). Now suppose that the corresponding super-modular category B has a MME (C, f ). Proof. Reducing modulo 8 both sides of the equation, there are three cases to consider since a square modulo 8 is 0, 1, or 4.
• If b 2 ≡ 1 mod 8, then we have a 2 − 2 ≡ 3c 2 mod 8. This gives no solutions.
• If b 2 ≡ 0 mod 8, then we have c ≡ 1 mod 8 and a ≡ 4 mod 8.
• If b 2 ≡ 4 mod 8, then we have c ≡ 1 mod 8 and a ≡ 0 mod 8.
Therefore, we must have that a and b are even and c is odd. Moreover, if 4|b, then 4 ∤ a and vice versa. Now we consider both sides of a 2 − (b 2 + 2)c 2 = 2 modulo 4. This gives us b 2 + 2 ≡ 2 mod 4. Let B = b 2 + 2, and then we need to solve the following Pell-like equation
As b is even, B is not divisible by 4. So we write B = m 2 d, where d is square-free and even and m is odd.
Claim: d = 2. Assume otherwise, then we can prove that a 2 − Bc 2 = 2 has no solutions by looking at the class group of Z[ √ d] via genus theory. In fact, assume d = 2 and even. Then the equation a 2 − d(mc) 2 = 2 can be written as a 2 − dy 2 = 2. If the above equation has no integer solution, then a 2 − Bc 2 = 2 has no solution. Now we consider the quadratic number field K = Q( √ d). We denote the class group of K by C K (see [28] Page 45), which is a finite abelian group. Let V = (Z/2Z) g , where g is the number of distinct prime dividing d. Let e i = (0, . . . , 1, . . . , 0) be the basis of V , where i = 1, . . . , g and 1 is on the n th position. Let C K,2 be the subgroup of C K consisting of the elements of order 2. For primes p 1 , . . . , p g ∈ Z, denote the corresponding prime ideals as p 1 , . . . ,
This assignment gives a group homomorphism. By Corollary 1 in Chapter 5 of [28] , we know that φ is surjective and ker(φ) = {0, (1, 1, . . . , 1)}. Consequently, C K,2 ≃ (Z/Z 2 ) g−1 . In particular, if g ≥ 2, then for any prime p|d, p = (p, √ d) is not principal.
Now we return to our equation a 2 −dy 2 = 2, where d = 2 and even. Consider the ideal (a+y
, which has norm 2. We have (a + y √ d)(a − y √ d) = (2). Moreover, we have (2, √ d) 2 = (2). By the unique factorization, we have (2,
is not principal. Consequently, there is no integer solutions for a and y when d = 2.
Thus we have
One can further deduce that 4|b. Let b = 4β, the second equation gives us m 2 − 8β 2 = 1. This is a Pellequation. Notice that (m, β) = (3, 1) is the smallest non-trivial solution. Let z = 3 + 2 √ 2 and denote its conjugate asz. The solutions (m, β) of the equation are given by
where n is a positive integer. We also have a 2 − 2y 2 = 2, which is a Pell-type equation. Notice that (a, y) = (2, 1) is a solution. Let s = 2 + √ 2. By the theorem of K. Mahler [34] , the solutions are given by
where k is an odd positive integer. By modifying the indices, we know the solutions of the pair (m n , y n ) are given by
where n ∈ N. Recall that the values of m and y are related by y = mc, where m and c are both odd. In particular, y ≥ m. Now we consider the function given by f (x) = y x m x . Using standard calculus, we know that f is a monotonic increasing function and lim 
where d is the largest real root of the polynomial x 3 − 3x − 1 = 0.
Proof. Applying Equation (3) to σ = (012), we get
A computation usingŜ 2 = D 2 2 I and d i ≥ 1 reduces the sign choices to the following 3 cases:
In case (3), we find that d 2
So, the equality holds if and only if d 1 + d 2 = 2 = d 2 3 + d 1 d 2 , which forces d 1 = d 2 = d 3 = 1. This is impossible since the Galois group is non-trivial by hypothesis.
Case (1) is equivalent to case (2) by permuting columns/rows 2 and 3 and relabeling d 1 ↔ d 2 . So, without loss of generality, we may assume we are in case (2) . Let g(x) = x 3 − c 1 x 2 + c 2 x − c 3 be an irreducible polynomial for which d 3 is a root. Note that
The orthogonality of the rows ofŜ shows that c 1 = −c 3 . Moreover, c 2 c 3 = −λ 33 ∈ Z. Let n = λ 33 and c = −c 3 = c 1 , so we have g(x) = x 3 − cx 2 + ncx + c. Since the Galois group is Z 3 , we have that dis(g) c 2 = c 2 (n 2 + 4) − 2nc(9 + 2n 2 ) − 27 is a square.
Take t to be the positive root of this, that is, t =
Notice that c = d 3 3 d 1 d 2 > 0. Moreover t > 0. Computing the fusion rules, we get n 1,1,1 = (t − nc − 1) 2 − t n 2 + 3 n 1,1,2 = n 1,3,3 = −cn + 2n 2 + t − 3 2 (n 2 + 3) n 1,1,3 = cn 2 + 2c − nt + 3n 2 (n 2 + 3) n 1,2,2 = n 2,3,3 = cn − 2n 2 + t + 3 2 (n 2 + 3)
If we restrict n i,j,k < 21, the only integer values of n, t and c that satisfy t 2 = c 2 (n 2 +4)−2nc(9+2n 2 )−27 and yield n i,j,k ∈ Z is (n, t, c) = (0, 3, 3) . The correspondingŜ-matrix is the one given in the statement and is the same as that of PSU(2) 7 (see [43] ).
Remark 9.
Here is an alternative approach that is less computationally intensive, but assumes the minimal modular extension conjecture holds. First notice that c is a divisor of dim(C), so that if we assume the MME conjecture holds then, by the Cauchy theorem [15] , For n = 0, the discriminant equation above yields the Diophantine equation (2c) 2 − 27 = t 2 , which has finitely many solutions. The only values of c > 0 that correspond to a solution are: 3 and 7. Since n 3,3,3 ∈ Z, when n = 0 we have 3 | c. So c = 3 which, in turn, implies t = 3, giving the same solution as above. So in this case we do not need to assume the MME conjecture.
For n = 1 the Diophantine discriminant equation 5c 2 − 22c − 27 = t 2 has infinitely many solutions, with the smallest few c values: 31, 199, 1351, 9247, 63367, 434311 , 2976799, 20403271}.
The method above eliminates all of these values of c except for 7 (notice that 9 | ϕ(1351) = 2 7 3 2 ). In the case that c = 7, we find that t = 8 which implies n 1,1,1 = −2, so this cannot occur.
Theorem 3.9. If G = (01)(23) and d i < 14 for all i, then the correspondingŜ is one of the following:
Proof. Similar as previous cases, we havê
Case (1) ǫ 1 = 1. Using Maple's Gröbner basis algorithm, we deduced that (s 33 + 1)(s 23 − 1)(s 23 + 1) = 0.
First, we assume s 33 + 1 = 0, then we have s 33 = s 22 = −1, ǫ 2 = ǫ 3 = −1, ǫ 1 = 1 and s 23 
Therefore the correspondingŜ is given bŷ
Notice that this is exactly the same matrix we derived in Theorem 3.6. But here we do not get a contradiction since the Galois group is Z 2 . Thus the same argument using the 2nd Frobenius-Schur indicator works here.
Since the Galois group is Z 2 , we have solutions for S-matrix when (m, n) = (1, 1), (1, 0), (2, 0) and (2, 2), i.e. (d 2 , d 3 ) = (φ i , φ i ) or (φ i , 1) for i = 1, 2. The cases (1, 1) and (2, 2) yield the first twoŜ-matrices above, while for (2, 0) and (1, 0) the Galois group G = (01)(23) , a contradiction. However, see Case 2 below where these solutions do occur.
If s 23 − 1 = 0, one can show that the corresponding Galois group is trivial. Now we assume s 23 + 1 = 0, then the matrixŜ has the form
Notice this is the same matrix as the previous one if d 2 = d 3 and permuting the matricesN 2 andN 3 .
Case (2) ǫ 1 = −1. In this case, theŜ is of the form
Moreover, we know that if d 1 = 1, then the corresponding Galois group is trivial. Thus the field Q(Ŝ) = Q(d 1 ), where d 1 = φ n = n + √ n 2 + 4 2 for some n. Now we assume k √ P = √ n 2 + 4, where k is an integer and P is a square-free integer. Then
As all the entries ofŜ are algebraic integers, we can assume d 2 = a + bξ, d 3 = c + dξ, s 22 = e + f ξ, s 23 = g + hξ, where a, b, c, d, e, f, g and h are either half integers or integers. Then using Maple's Gröbner basis algorithm to eliminate non-rational variables we obtain 21 Diophantine equations (over 1 2 Z).
Notice thatN 3 12 = −1 if d = 0 or 2h − k = 0. One Diophatine equation we derive is:
which can be written as
So we have (2h − k)(2h + k) ≤ 0, and since k > 0, we see that h ∈ (− k 2 , k 2 ). The condition d 1 < 14 implies n ≤ 13 and k ≤ √ n 2 + 4, and k is determined by n, so we do a brute force search for solutions using parameters (n, h, k). There are 13 cases which pass the nonnegative and integral condition of the naive fusion coefficientsN k ij , which are the cases when n = 1, . . . , 13 and h = − k 2 , for each k corresponding to n. In fact, for these cases, the correspondingŜ matrix has the following form: 
All the cases can be ruled out by Lemma 2.6 except when (n, k, h) = (1, 1, − 1 2 ) and (n, k, h) = (2, 2, −1). For the first case, we have a = 2d, b = 0, c = d, e = −1, f = 0, and g = − 1 2 . Then n 3,3,3 = 2d − 1 2d , which is non-negative and integral. Thus d = − 1 2 or 1 2 . Notice that d 2 = −1 if d = − 1 2 , which is a contradiction. If d = 1 2 , the correspondingŜ-matrix has a modular realization as Fib ⊠ Sem. For the second case, we have n 2,2,2 = d − 1 d . Thus d = 1 and the corresponding S-matrix has a modular realization as PSU(2) 6 ⊠ Sem. These are the second pair ofŜ-matrices. 22 
FUSION RULES
Recall that the naive fusion coefficients are defined asN k 
Then B has the same fusion rules as the centralizer f ′ of either fermion f in the modular category SO(12) 2 (see the Appendix). We can assume that N 2 22 = 1 and N f 2 22 = 0 by interchanging X 2 and f X 2 if necessary. Similarly, we assume N 3 13 = 1 and N f 3 13 = 0 by interchanging X 3 and f X 3 and X 1 and f X 1 simultaneously, if needed. Using the modified balancing equation onŜ 23 , we get 0 = (N 3 23 − N f 3 23 )θ 3 √ 6. So we have N 3 23 = N f 3 23 = 1. Now we have:
(1) f ⊗2 = 1,
Computing X 2 ⊗ X 2 ⊗ X 3 in two ways gives us: (2 + a)X 3 ⊕ (b + 1)f X 3 = 2X 3 ⊕ 2f X 3 . So we have a = 0 and b = 1. 
Then B has the same fusion rules as Fib ⊠ PSU(2) 6 .
Proof. The naive fusion coefficients are:N 1 11 =N 3 33 = 2,N 2 11 =N 3 12 =N 2 22 = 1,N 2 12 =N 3 13 =N 3 22 = N 3 23 = 0. AsN 2 22 = N 2 22 + N f 2 22 = 1, we assume N 2 22 = 1 and N f 2 22 = 0 by interchanging X 2 and f X 2 if necessary. Then we have X ⊗2 2 = 1 ⊕ X 2 , so X 2 generates a subcategory F with fusion rules like those of Fib, which is necessarily modular. Therefore B ∼ = F ⊠ D where D is a super-modular category of rank 4([22, Theorem 3.13]). The classification results in [13] imply that B has the same fusion rules as Fib ⊠ PSU(2) 6 . Lemma 4.5. Let B be a self-dual super-modular category withŜ of the following form 
Then B has the same fusion rules as PSU (2) 3 33 = N 3 33 +N f 3 33 = 1, we can assume N 3 33 = 1 and N f 3 33 = 0. Finally, we may use the X 2 versus f X 2 labeling ambiguity to assume that N 2 13 = 1. We have:
Computing X 1 ⊗ X 3 ⊗ X 3 in two ways and comparing the coefficients of X 1 , f X 1 , X 2 and f X 2 , we have c + r = 2, d + s = 0, ar + bs + 1 = c + p and br + as = d + q. Thus we have c = r = 1, d = s = 0, a = p and b = q. Applying Corollary 2.3 toŜ 23 , we have |d 1 | = |d 1 θ 1 + (p − q)d 2 θ 2 | ≥ ||(p − q)d 2 θ 2 | − d 1 |. If |p − q| = 2, then 4.26 ≈ d 1 ≥ |2d 2 − d 1 | ≈ 5.79, which is impossible. So we have p = q = 1. Therefore a = b = 1. Computing X 2 ⊗ X 3 ⊗ X 3 in two different ways and comparing the coefficients of X 2 and f X 2 , we have g = h = 1. Tensoring X 2 ⊗ X 2 ⊗ X 3 in two ways and comparing the coefficients of X 1 and f X 1 , we have l = 1 and m = 1.
Lemma 4.6. Let B be a self-dual super-modular category witĥ
where d is the largest real root of x 3 − 3x − 1 = 0. Then B has the same fusion rules as PSU(2) 7 ⊠ sVec.
Proof. We haveN 1 11 Notice that sinceN 2 22 = N 2 22 + N f 2 22 = 1, we can assume N 2 22 = 1 and N f 2 22 = 0 by interchanging X 2 and f X 2 if necessary. Similarly, we can assume N 3 33 = 1, N f 3 33 = 0,N 1 22 = 1 andN f 1 22 = 0. We have (1) f ⊗2 = 1,
(4) X ⊗2 3 = 1 ⊕ lX 2 ⊕ mf X 2 ⊕ X 3 , where l + m = 1, (5) X 1 ⊗ X 2 = X 2 ⊕ pX 3 ⊕ qf X 3 , where p + q = 1, (6) X 1 ⊗ X 3 = aX 1 ⊕ bf X 1 ⊕ pX 2 ⊕ qf X 2 , (7) X 2 ⊗ X 3 = pX 1 ⊕ qf X 1 ⊕ gX 2 + hf X 2 ⊕ lX 3 ⊕ mf X 3 .
Computing X 1 ⊗ X 1 ⊗ X 2 in two different ways and comparing the coefficients of X 2 and f X 2 , we have ag + bh = 1, bg + ah = 0. Thus we have a = g and b = h. Similarly, comparing the coefficients of X 3 and f X 3 in X 1 ⊗ X 1 ⊗ X 3 gives us a = 1 and b = 0. Computing X 2 ⊗ X 2 ⊗ X 3 and comparing the coefficients of X 3 and f X 3 , we have l = 1 and m = 0. Computing X 1 ⊗ X 3 ⊗ X 3 in two different ways and comparing the coefficients for X 2 and f X 2 , we have p = 1 and q = 0. Observing that the simple objects 1, X 1 , X 2 and X 3 generate a fusion subcategory with the same fusion rules as PSU(2) 7 we obtain the stated result. Lemma 4.7. Let B be a self-dual super-modular category. Suppose that the correspondingŜ has one of the following forms 
then B has the same fusion rules as Fib ⊠ Fib ⊠ sVec, [PSU(2) 6 ⊠ PSU(2) 6 ] Z 2 , Sem ⊠ PSU(2) 6 ⊠ sVec, or Sem ⊠ Fib ⊠ sVec, respectively.
Proof. Consider the firstŜ-matrix. We haveN 1 11 =N 2 11 =N 3 11 =N 3 12 =N 2 22 =N 3 33 = 1 andN 2 12 = N 3 13 =N 3 22 =N 3 23 = 0. Without loss of generality, we may assume N 2 22 = 1, N f 2 22 = 0 by interchanging X 2 and f X 2 if necessary. Thus X ⊗2 2 = 1 ⊕ X 2 , so X 2 generates a subcategory F with fusion rules like those of Fib, which is necessarily modular. In particular B ∼ = F ⊠ D, where D is a super-modular category of rank 4. The classification results of [13] now imply that B has the same fusion rules as Fib ⊠ Fib ⊠ sVec.
For the secondŜ-matrix, we have that the associated naive fusion coefficients areN 1 11 = 4,N 2 11 =N 3 11 = N 2 22 =N 3 33 = 2,N 3 12 = 1,N 2 12 =N 3 13 =N 3 22 =N 3 23 = 0. We may assume N 3 12 = 1 and N f 3 12 = 0 by interchanging X 3 and f X 3 if necessary. Using Corollary 2.3 onŜ 12 gives −θ 1 θ 2 φ 2 = (N 1 12 − N f 1 12 )φ 2 2 θ 1 + φ 2 θ 3 . Dividing by φ 2 , we have −θ 1 θ 2 = (N 1 12 − N f 1 12 )φ 2 θ 1 + θ 3 . Taking absolute value on both sides, we get The potential choices of (N 1 11 , N f 1 11 ) are (2, 2), (4, 0), (0, 4), (1, 3) and (3, 1), but since φ 2 2 > 2 the only possibility is (2, 2) . This category has the same fusion rules as [PSU(2) 6 ⊠ PSU(2) 6 ] Z 2 , see the Appendix.
In the last two cases, observe that B must contain a modular subcategory of the form C(Z 2 , Q) by Lemma 2.6. Then B ∼ = C(Z 2 , Q) ⊠ D, where D is a rank 4 super-modular category. The result now follows from the classification in [13] .
APPENDIX
Here we record the data for some of the realizations of the super-modular categories that appear in this article, both modular and super-modular, as well as the families of categories in which they reside. We write the T -matrix as an n-tuple with the understanding that these are the diagonal entries.
4.1.
Pointed Modular Categories. Pointed braided fusion categories are classified, see [22] . They correspond to pairs (A, Q), where Q is a symmetric quadratic form on A (with values in U (1)). The fusion rules of C(A, Q) are the same as the multiplication in A, and the Sand T -matrices are determined by Q as follows: S a,b = Q(a+b) Q(a)Q(b) and θ a = Q(a). If the symmetric bilinear form given by S a,b is non-degenerate then C(A, Q) is modular.
For example the semion theory Sem = C(Z 2 , Q) that appears in our classification has the following modular data: S = 1 1 1 −1 , and T = (1, i). 26 
