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Abstract. We introduce the ϕA-differentiability, the corresponding generalized Cauchy-Riemann
equations (ϕA-CREs), the Cauchy-integral theorem, and consider the problem of when a given system
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Introduction
Consider a linear systems of partial differential equations (PDEs) of the form
a111ux + a121vx + a131wx + a112uy + a122vy + a132wy = 0
a211ux + a221vx + a231wx + a212uy + a222vy + a232wy = 0
a311ux + a321vx + a331wx + a312uy + a322vy + a332wy = 0
, (1)
where aijk are functions of (x, y, z), ux =
∂u
∂x
and so on. In this paper we define a type of differ-
entiability for which in particular cases the “Generalized Cauchy-Riemann equations” are linear
systems of partial differential equations having the form (1). It will be called ϕA-differentiability.
The algebrizability of vector fields and differential equations has been studied in [1], [2],
[3], [6], [7], and [8]. The case of algebrizability of systems of two first order partial differential
equations is being developed in [5]. In this paper we define the ϕA-algebrizability of vector fields
and autonomous ordinary differential equations. The corresponding Cauchy-Riemann equations
(ϕA-CREs) are introduced and a version of the Cauchy-integral Theorem is showed. We give
examples of generalized systems of Cauchy-Riemann equations for the ϕA-differentiability. The
following inverse problem is considered: when a given homogeneous linear system of two first
order partial differential equations results the CREs for some function ϕ and a two dimensional
1
algebra A. We show that two-dimensional quadratic complex vector fields associated with
triangular billiards are ϕA-algebrizable. A triangular billiard has a periodic orbit if and only if
the real system of four differential equations associated with a complex system of two differential
equations has a periodic orbit, see [11].
The organization of this paper is the following. In Section 1 we recall the definition of an
algebra which we denote by A, introduce the ϕA-differentiability and give some results related
to this like the ϕA-CREs. In Section 2 the problem of when a given first order linear system
of two partial differential equations results the ϕA-CREs for some differentiable function ϕ
and an algebra A, is considered. In Section 3 the ϕA-line integral is defined, a corresponding
Cauchy-integral theorem is given, a generalization of the fundamental theorem of calculus is
a consequence obtained, and examples are given. Moreover, the ϕA-differential equations are
introduced, an existence and uniqueness of solutions theorem is given, and it is showed that
systems associated to triangular billiards are ϕA-differentiable.
1 ϕA-differentiability
1.1 Algebras
We call the R-linear space Rn an algebra A if it is endowed with a bilinear product A×A → A
denoted by (u, v) 7→ uv, which is associative and commutative u(vw) = (uv)w and uv = vu for
all u, v, w ∈ A; furthermore, there exists a unit e = eA ∈ A, which satisfies eu = ue = u for all
u ∈ A, see [10].
In this paper A denotes an algebra. An element u ∈ A is called regular if there exists u−1 ∈ A
called the inverse of u such that u−1u = uu−1 = e. We also use the notation e/u for u−1, where
e is the unit of A. If u ∈ A is not regular, then u is called singular. A∗ denotes the set of all the
regular elements of A. If u, v ∈ A and v is regular, the quotient u/v means uv−1.
The A product between the elements of the canonical basis {e1, · · · , en} of R
n is given by
eiej =
∑n
k=1 cijkek where cijk ∈ R for i, j, k ∈ {1, · · · , n} are called structure constants of A. The
first fundamental representation of A is the injective linear homomorphism R : A → M(n,R)
defined by R : ei 7→ Ri, where Ri is the matrix with [Ri]jk = cikj, for i = 1, · · · , n.
1.2 Definition of ϕA-differentiability
We use notation u = (u1, · · · , uk). The usual differential of a function f will be denoted by df .
Let A be the linear space Rn endowed with an algebra product. Consider two differentiable
function in the usual sense f, ϕ : U ⊂ Rk → Rn defined in an an open set U . We say f is
ϕA-differentiable on U if there exists a function f ′ϕ : U ⊂ R
k → Rn that we call ϕA-derivative
such that for all u ∈ U
lim
ξ→0, ξ∈Rk
f(u+ ξ)− f(u)− f ′ϕ(u)dϕu(ξ)
||ξ||
= 0,
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where f ′ϕ(u)dϕu(ξ) denotes the A-product of f
′
ϕ(u) and dϕu(ξ). That is, f is ϕA-differentiable
if dfu(ξ) = f
′
ϕ(u)dϕu(ξ) for all ξ ∈ R
k.
If k = n and ϕ : Rn → Rn is the identity transformation ϕ(x) = x, the ϕA-differentiability
will be called A-differentiability and the A-derivative of f will be denoted by f ′. This last differ-
entiability is known as Lorch differenciability, see [9]. Differentiability related to commutative
and noncommutative algebras is considered in [4].
1.3 Algebrizability of planar vector fields
The algebrizability (A-differentiability for some algebra) of planar vector fields F = (u, v) is
characterized in [1] and [6]. A vector field F is algebrizable on an open set Ω ⊂ R2 if and only
if F satisfies at least one of the following homogeneous first order systems of PDEs
a) ux + βvx − vy = 0, uy − αvx = 0,
b) ux + γuy − vy = 0, vx − δuy = 0, and
c) uy = 0, vx = 0.
For case a) we take A = A21(α, β), for b) A = A
2
2(γ, δ), and for c) A = A
2
1,2. These systems
are called Cauchy-Riemann equations associated with A (A-CREs), where α, β, γ, δ ∈ R are
parameters, see [12]. For A21(α, β) the product is
· e1 e2
e1 e1 e2
e2 e2 αe1 + βe2
(2)
hence the unit is e = e1. The structure constants are
c111 = 1, c112 = 0, c121 = 0, c122 = 1,
c211 = 0, c212 = 1, c221 = α, c222 = β,
(3)
or equivalently, its first fundamental representation is
R(e1) =
(
1 0
0 1
)
, R(e2) =
(
0 α
1 β
)
. (4)
For A22(γ, δ) the product is
· e1 e2
e1 γe1 + δe2 e1
e1 e1 e2
(5)
hence the unit is e = e2. The structure constants are
c111 = γ, c112 = δ, c121 = 1, c122 = 0,
c211 = 1, c212 = 0, c221 = 0, c222 = 1,
(6)
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or equivalently, its first fundamental representation is
R(e1) =
(
γ 1
δ 0
)
, R(e2) =
(
1 0
0 1
)
. (7)
For A21,2 the product is
· e1 e2
e1 e1 0
e2 0 e2
(8)
hence the unit is e = e1 + e2. The structure constants are
c111 = 1, c112 = 0, c121 = 0, c122 = 0,
c211 = 0, c212 = 0, c221 = 0, c222 = 1,
(9)
or equivalently, its first fundamental representation is
R(e1) =
(
1 0
0 0
)
, R(e2) =
(
0 0
0 1
)
. (10)
1.4 On ϕA-differenciability
The ϕA-derivative f ′ϕ(u) is unique unless dϕu(R
k) is contained in the singular set of A. The
function ϕ : U ⊂ Rk → Rn is ϕA-differentiable and ϕ′ϕ(u) = e for all u ∈ U where e ∈ A
is the unit. Also, the A-combinations (linear) and A-products of ϕA-differentiable functions
are ϕA-differentiable functions and they satisfy the usual rules of differentiation. In the same
way if f is ϕA-differentiable and has image in the regular set of A, then the function e
fn
is
ϕA-differentiable for n ∈ {1, 2, · · · }, and(
e
fn
)
′
ϕ
=
−nf ′ϕ
fn+1
. (11)
A ϕA-polynomial is an expression having the form
c0 + c1ϕ(u) + +c2(ϕ(u))
2 + · · ·+ cm(ϕ(u))
m
where c0, c1, · · · , cm ∈ A are constants and variable u represent the variable in R
k. We call
ϕA-polynomial function to a function p : Rk → Rn defined by a ϕA-polynomial. A ϕA-rational
function is defined by a quotient of two ϕA-polynomials. Then, ϕA-polynomial functions and
ϕA-rational functions are ϕA-differentiable and the usual rules of differentiation are satisfied
for the ϕA-derivative.
In general, the rule of chain does not have sense since ϕ is ϕA-differentiable however the
composition ϕ ◦ ϕ only is defined when k = n. Even in this case the rule of the chain can not
be verified. Suppose that ϕ is a linear isomorphism and that the rule of chain is satisfied. Thus
the Jacobian matrix of ϕ ◦ ϕ satisfies
J(ϕ ◦ ϕ) = MM = R((ϕ ◦ ϕ)′ϕ)M,
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where M is the matrix associated with ϕ respect to the canonical basis of Rn and R is the first
fundamental representation of A. Then
J(ϕ ◦ ϕ)M−1 = M ∈ R(A). (12)
Therefore, if M has determinant det(M) 6= 0 and M /∈ R(A), the rule of chain is not valid for
the ϕA-differentiability. By (12) M ∈ R(A).
We have the following first version of the rule of chain.
Lemma 1.1 If g : Ω ⊂ Rn → Rn is A-differentiable with A-derivative g′, f : U ⊂ Rk → Rn is
ϕA-differentiable, and f(U) ⊂ Ω, then g ◦ f : U ⊂ Rk → Rn is a ϕA-differentiable function with
ϕA-derivative
(g ◦ f)′ϕ = (g
′ ◦ f)f ′ϕ.
Proof. The function g ◦ f is differentiable in the usual sense and
d(g ◦ f)u(ξ) = dgf(u)dfu(ξ) = g
′(f(u))f ′ϕ(u)dϕu(ξ). 
Lemma 1.1 has the following converse: each ϕA-differentiable function f can be expressed
as g ◦ ϕ where g is an A-algebrizable vector field, as we see in the following lemma.
Lemma 1.2 If ϕ : U ⊂ Rn → Rn is a diffeomorphism defined on an open set U and f : U ⊂
Rn → Rn a is ϕA-differentiable on U , then there exists an A-differentiable vector field g such
that f(u) = g ◦ ϕ(u) for all u ∈ U , and g′(ϕ(u)) = f ′ϕ(u).
Proof. Define g = f ◦ ϕ−1, thus
dgϕ(u) = dfpdϕ
−1
ϕ(u) = f
′
ϕ(u)dϕudϕ
−1
ϕ(u) = f
′
ϕ(u).
This means that g is A-differentiable at ϕ(u) and its A-derivative is g′(ϕ(u)) = f ′ϕ(u). 
We have the following proposition.
Proposition 1.1 Let ϕ : U ⊂ Rn → Rn be a diffeomorphism defined on an open set U . The
following three statements are equivalent
a) f : U ⊂ Rn → Rn is ϕA-differentiable on U .
b) g = f ◦ ϕ−1 is A-differentiable.
c) f is differentiable in the usual sense on U and Jfu(Jϕu)
−1 ∈ R(A) for all u ∈ U .
Proof. Suppose a), by Lemma 1.2 we have b).
Suppose b), then g = f ◦ ϕ−1 is A-differentiable. Since ϕ is a diffeomorphism f = g ◦ ϕ is
differentiable in the usual sense, the rule of the chain gives dgϕ(u) = dfu ◦ dϕ
−1
ϕ(u), and Jgϕ(u) =
JfuJϕ
−1
ϕ(u) ∈ R(A). That is, b) implies c).
Suppose c). Since f is differentiable in the usual sense Jgϕ(u) = JfuJϕ
−1
ϕ(u) ∈ R(A) implies
Jfu = Jgϕ(u)Jϕu. That is, dfu = dgϕ(u)dϕu. Thus, f is ϕA-differentiable. 
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Corollary 1.1 Let f(x, y) = (u(x, y), v(x, y)) be a vector field for which there exists a diffeo-
morphism φ(s, t) = (x(s, t), y(s, t)) such that some of the following conditions is satisfied:
a) There exist constants α and β such that
uxxs + uyys + β(vxxs + vyys)− (vxxt + vyyt) = 0,
uxxt + uyyt − α(vxxs + vyys) = 0.
b) There exist constants γ and δ such that
uxxs + uyys + γ(uxxt + uyyt)− (vxxt + vyyt) = 0,
vxxs + vyys − δ(uxxt + uyyt) = 0.
c) uxxt + uyyt = 0 and vxxs + vyys = 0.
In case a) we take A = A21(α, β), in b) A = A
2
2(γ, δ), and in c) A = A
2
1,2. If ϕ = φ
−1, then f is
ϕA-differentiable.
Proof. In the three cases the systems of partial differential equations are the generalized
Cauchy-Riemann equations given in Section 1.3 for g = f ◦ ϕ−1, then g is A-differentiable.
Thus, by Proposition 1.1 f is ϕA-differentiable. 
We also have the following second version of the rule of chain.
Lemma 1.3 If ϕ : U ⊂ Rk → Rn is differentiable on an open set U , g : V ⊂ Rl → Rk is
differentiable on an open set V with g(V ) ⊂ U , and f : U ⊂ Rk → Rn is ϕA-differentiable on
U , then h = f ◦ g is φA-differentiable on V for φ = ϕ ◦ g, and h′φ(v) = f
′
ϕ(g(v))
Proof. We have
dhv = d(f ◦ g)v = dfg(v)dgv = f
′
ϕ(g(v))dϕg(v)dgv = f
′
ϕ(g(v))dφv.
Thus, h′φ(v) = f
′
ϕ(g(v)). 
1.5 Cauchy-Riemann equations for the ϕA-differentiability
The canonical basis of Rk and Rn will be denoted by {e1, · · · , ek} and {e1, · · · , en}, respectively,
according to the context of the uses it will be determined if ei belongs to R
k or to Rn. The
directional derivatives of a function f with respect to a direction u ∈ Rk (a direction u is a
vector with ‖u‖ = 1) is denoted by fu = (f1u, · · · , fnu), and the directional derivative of f with
respect to ei by
fui = f1uie1 + · · ·+ fnuien.
The Cauchy-Riemann equations for (ϕ,A) (ϕA-CREs) is the linear system of n(k−1)! PDEs
obtained from
dϕ(ej)fui = dϕ(ei)fuj (13)
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for i, j ∈ {1, · · · , k}. For i = 1, · · · , k suppose ϕ = (ϕ1, · · · , ϕn), then
dϕ(ei) = ϕui =
n∑
l=1
ϕluiel. (14)
In the following theorem the ϕA-CREs are given.
Theorem 1.1 Let f = (f1, · · · , fn) be an ϕA-differentiable function. Thus, the ϕA-CREs are
given by
n∑
m=1
n∑
l=1
(fmuiϕluj − fmujϕlui)Clmq = 0 (15)
for 1 ≤ i < j ≤ k and q = 1, · · · , n, which is a system of n(k− 1)! partial differential equations.
Proof. The equalities (13) and (14) give
n∑
q=1
(
n∑
m=1
n∑
l=1
(fmuiϕluj − fmujϕlui)Clmq
)
eq = 0. 
The directional derivatives of ϕA-differentiable functions are given in the following lemma.
Lemma 1.4 If f is ϕA-differentiable, for each direction u ∈ Rk we have
fu = f
′
ϕdϕ(u). (16)
Proof. The proof is obtained directly from the ϕA-differentiability of f . 
The ϕA-differentiability implies the ϕA-CREs, as we see in the following proposition.
Proposition 1.2 Let f : U ⊂ Rk → Rn be a differentiable function in the usual sense on an
open set U , and k ∈ {2, · · · , n}. Thus, if f is ϕA-differentiable, then dϕ(ej)fui = dϕ(ei)fuj .
That is, the components of f satisfy the ϕA-CREs.
Proof. By using (16) we have fui = f
′
ϕdϕ(ei) and fuj = f
′
ϕdϕ(ej). Then
dϕ(ej)fui = dϕ(ej)f
′
ϕdϕ(ei) = dϕ(ei)f
′
ϕdϕ(ej) = dϕ(ei)fuj . 
We say ϕ has an A-regular direction ξ if ξ : U → S1 is a function u 7→ ξu such that dϕu(ξu)
is a regular element of A for all u ∈ U , where S1 ⊂ Rk denotes the unit sphere centered at the
origin. If ϕ has an A-regular direction, Proposition 1.2 has a converse, as we see in the following
theorem.
Theorem 1.2 Let f : U ⊂ Rk → Rn be a differentiable function in the usual sense on an open
set U , and k ∈ {2, · · · , n}. Suppose that ϕ has regular directions on U . Thus, if the components
of f satisfies the ϕA-CREs, then f is ϕA-differentiable.
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Proof. Let ξ be a regular direction of ϕ. Since the components of f satisfies the ϕA-CREs we
have that dϕ(ej)fui = dϕ(ei)fuj for 1 ≤ i, j ≤ k. Thus,
dϕ(u)fui = fui
n∑
j=1
ujdϕ(ej) =
n∑
j=1
ujdϕ(ej)fui
=
n∑
j=1
ujdϕ(ei)fuj =
n∑
j=1
ujfujdϕ(ei)
= fudϕ(ei).
Then, fui =
fξ
dϕ(ξ)
dϕ(ei). We take gϕ =
fξ
dϕ(ξ)
. By proof of Theorem 1.2 we have that df(x) =∑k
i=1 xifui and gϕdϕ(x) =
∑k
i=1 xigϕdϕ(ei). Under these conditions we have that df(x) =
gϕdϕ(x) for all x ∈ R
k. That is, f is ϕA-differentiable and f ′ϕ = gϕ. 
1.6 Examples for the complex field
In the following examples A is the complex filed C.
We first consider ϕ(x, y) = (y, x).
Example 1.1 Let ϕ : R2 → R2 be given by ϕ(x, y) = (y, x). The CREs are given by
ϕ(e2)(u, v)x = ϕ(e1)(u, v)y.
Then
e1(ux, vx) = e2(uy, vy) = (−vy, uy),
from which we obtain the ϕA-CREs for the ϕA-differentiability
ux = −vy, vx = uy.
The function f(x, y) = (y2 − x2, 2xy) satisfies f(x, y) = (ϕ(x, y))2. In this case we have
u(x, y) = y2 − x2 and v(x, y) = 2xy, and they satisfy the ϕA-CREs.
Now, we consider ϕ(x, y) = (y, 0).
Example 1.2 Let ϕ : R2 → R2 be given by ϕ(x, y) = (y, 0). The CREs are given by
ϕ(e2)(u, v)x = ϕ(e1)(u, v)y.
Then e1(ux, vx) = (0, 0), from which we obtain the ϕA-CREs for the ϕA-differentiability
ux = 0, vx = 0.
Thus, the ϕA-differentiable functions f(x, y) are differentiable functions depending only on y.
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Now, we consider ϕ(x, y) = (y, x+ y).
Example 1.3 Let ϕ : R2 → R2 be given by ϕ(x, y) = (y, x+ y). The CREs are given by
ϕ(e2)(u, v)x = ϕ(e1)(u, v)y.
Then
(e1 + e2)(ux, vx) = e2(uy, vy),
from which we obtain the ϕA-CREs for the ϕA-differentiability
vy = vx − ux, uy = ux + vx.
The function f(x, y) = (−x2 − 2xy, 2xy + 2y2) satisfies f(x, y) = (ϕ(x, y))2. In this case we
have u(x, y) = −x2 − 2xy, v(x, y) = 2xy + 2y2 and they satisfy the ϕA-CREs.
Example 1.4 Let ϕ : R3 → R2 be defined by ϕ(x, y, z) = (x + z, y). Thus, the ϕA-CREs are
given by
ux = vy, vx = −uy,
ux = uz, vx = vz.
(17)
Since the components of the function f(x, y, z) = ϕ(x, y, z) satisfy equations (18) and ϕ(e1) =
e, by Theorem 1.2 we have that f is ϕA-differentiable. Thus, polynomial functions p of the form
p(x, y, z) 7→ c0 + c1ϕ(x, y, z) + · · ·+ cm(ϕ(x, y, z))
m
where c0, c1, · · · , cm ∈ A are ϕA-differentiable. Moreover, the rational functions obtained by
quotients of these polynomials are ϕA-differentiable on their domain of definition.
The f1(x, y, z) = x
2 + z2 + 2xz − y2 and f2(x, y, z) = 2xy + 2yz satisfy the ϕA-CREs, thus
f(x, y, z) = (x2 − 2xy, 2xy + 2yz) is ϕA-differentiable. Since f(x, 0, 0) = x2(1, 0), we have
f(x, y, z) = (ϕ(x, y, z))2.
We consider an example in which ϕ in non linear.
Example 1.5 Let ϕ : R3 → R2 be defined by ϕ(x, y, z) = (x2 + z, 1/y). Thus, the ϕA-CREs
are given by
− 1
y2
ux = 2xvy,
1
y2
vx = 2xuy,
ux = 2xuz, vx = 2xvz.
(18)
Since the components of the function f(x, y, z) = ϕ(x, y, z) satisfy equations (18) and dϕ(e3) =
e, by Theorem 1.2 we have that f is ϕA-differentiable. Thus, polynomial functions p of the form
p(x, y, z) 7→ c0 + c1ϕ(x, y, z) + · · ·+ cmϕ
m(x, y, z)
where c0, c1, · · · , cm ∈ A are ϕA-differentiable. Moreover, the rational functions obtained by
quotients of these polynomials are ϕA-differentiable on their domain of definition.
The systems of ϕA-CREs presented in this section do not satisfy the conditions given in [12],
then the ϕA-differentiable functions related to these examples are not A-differentiable for all
the algebras A.
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1.7 Examples for A = A31(p1, · · · , p6)
Consider the algebra A = A31(p1, · · · , p6) with unit e = (1, 0, 0) given in Theorem 1.3 of [7].
That is, A is the linear space R3 endowed with the product
· e1 e2 e3
e1 e1 e2 e3
e2 e2 p7e1 + p1e2 + p2e3 p8e1 + p3e2 + p4e3
e3 e3 p8e1 + p3e2 + p4e3 p9e1 + p5e2 + p6e3
(19)
where e = e1 and p1, p2, · · · , p9 are parameters satisfying the equalities
p7 = p1p4 + p2p6 − p2p3 − p
2
4,
p8 = p3p4 − p2p5,
p9 = p1p5 + p3p6 − p4p5 − p
2
3.
(20)
In the following examples A is the algebra A31(p1, · · · , p6).
Example 1.6 Let ϕ : R2 → R3 be defined by ϕ(x, y) = (x, y, 0). Thus, the ϕA-CREs are given
by
uy = p7vx + p8wx
vy = ux + p1vx + p3wx
wy = p2vx + p4wx
. (21)
Since the components of the function f(x, y) = ϕ(x, y) satisfy equations (22) and ϕ(1, 0) = e,
by Theorem 1.2 we have that f is ϕA-differentiable. Thus, polynomial functions p of the form
p(x, y) 7→ c0 + c1ϕ(x, y) + · · ·+ cm(ϕ(x, y))
m
where c0, c1, · · · , cm ∈ A are ϕA-differentiable. Moreover, the rational functions obtained by
quotients of these polynomials are ϕA-differentiable on their domain of definition.
Example 1.7 Let ϕ : R2 → R3 be defined by ϕ(x, y) = (x, 0, y). Thus, the ϕA-CREs are given
by
uy = p8vx + p9wx
vy = p3vx + p5wx
wy = ux + p4vx + p6wx
. (22)
Since the components of the function f(x, y) = ϕ(x, y) satisfy equations (22) and ϕ(1, 0) = e,
by Theorem 1.2 we have that f is ϕA-differentiable. Thus, polynomial functions p of the form
p(x, y) 7→ c0 + c1ϕ(x, y) + · · ·+ cm(ϕ(x, y))
m
where c0, c1, · · · , cm ∈ A are ϕA-differentiable. Moreover, the rational functions obtained by
quotients of these polynomials are ϕA-differentiable on their domain of definition.
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Example 1.8 Let ϕ : R2 → R3 be defined by ϕ(x, y) = (0, x, y). Thus, the ϕA-CREs are given
by
p8vx + p9wx − p7vy − p8wy = 0
p3vx + p5wx − uy − p1vy − p3wy = 0
ux + p4vx + p6wx − p2vy − p4wy = 0
. (23)
Consider the function f(x, y) = ϕ(x, y), then df(a,b)(x, y) = (0, x, y). That is, f is ϕA-
differentiable and f ′ϕ(x, y) = e for all (x, y) ∈ R
2. Thus, polynomial functions p of the form
p(x, y) 7→ c0 + c1ϕ(x, y) + · · ·+ cm(ϕ(x, y))
m
where c0, c1, · · · , cm ∈ A are ϕA-differentiable. Moreover, the rational functions obtained by
quotients of these polynomials are ϕA-differentiable on their domain of definition.
Example 1.9 Any function f(x, y) = (0, f2(x, y), f3(x, y)) satisfies ϕA-CREs (23) for A =
A31(0, · · · , 0) and ϕ(x, y) = (0, x, y), but not all the differentiable (in the usual sense) functions
f having this form are ϕA-differentiable. This can happen because ϕ(R2) is contained in the
singular set of A.
Suppose that f(x, y) = (0, x + y, x − y) is ϕA-differentiable. We have that df(0,0)(x, y) =
(0, x+ y, x− y). Thus, if (a, b, c) = f ′ϕ(0, 0), then
(0, x+ y, x− y) = (a, b, c)(0, x, y) = (0, ax, ay)
which is a contradiction. Therefore, f satisfies equations (23) but f is not ϕA-differentiable.
The type of ϕA-CREs systems considered in this section are not considered in [12].
2 Linear systems of two first order PDEs
2.1 First order linear systems of two PDEs
Consider the linear first order PDEs
a11ux + a12uy + a13vx + a14vy = f,
a21ux + a22uy + a23vx + a24vy = g,
(24)
where aij, f and g are differentiable functions of x, y. The corresponding homogenous system
is given by
a11ux + a12uy + a13vx + a14vy = 0,
a21ux + a22uy + a23vx + a24vy = 0.
(25)
We use notation
〈
(
a11 a12 a13 a14
a21 a22 a23 a24
)
:
(
ux uy
vx vy
)
〉 =
(
f
g
)
, (26)
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for system (24), where 〈·, ·〉 denotes the inner product. The corresponding homogenous system
is expressed by
〈
(
a11 a12 a13 a14
a21 a22 a23 a24
)
:
(
ux uy
vx vy
)
〉 =
(
0
0
)
. (27)
If A is the 2 × 4 matrix function formed by the aij , w = (u, v), F = (f, g) and dw denotes the
usual derivative, then (26) is written by 〈A : dw〉 = F .
Definition 2.1 If A1, A2 are two 2 × 4 matrix valued functions, and F1, F2 are two 2 × 1
matrix valued functions, we say that systems 〈A1 : dw〉 = F1 and 〈A2 : dw〉 = F2 are equivalent
if there exists a non singular 2 × 2 matrix valued function M = M(x, y) such that A2 = MB1
and F2 = MF1.
If 〈A1 : dw〉 = F1 and 〈A2 : dw〉 = F2 are equivalent, then they share the same solutions set.
Proposition 2.1 Let 〈A1 : dU〉 = F1 and 〈A2 : dw〉 = F2 be systems that share the same
solutions set. If there exists a 2 × 2 matrix valued function M such that F1 = MF2 and there
exists a solution w with dw not singular, then the given systems are equivalent.
Proof. Let w be a solution with dw being non singular, then
〈A1 −MA2 : dw〉 = 〈A1 : dw〉 − 〈MA2 : dw〉 = F1 −MF2 = 0,
that is, A1 −MA2 = 0. Thus, the given systems are equivalent. 
If wp is a particular solution of system (24), then each solution w of system (24) is expressed
by w = wh+wp, where wh is a solution of the associated homogenous system (25). Therefore, if
the homogenous system results equivalent to a set of CREs for the ϕA-derivative and a particular
solution wp of (24) is known, then the solutions of (24) have the form w = wh + wp, where wh
is a ϕA-differentiable function.
2.2 Homogeneous linear systems of two first order PDEs
The problem considered in this section is when a given homogenous linear system of two PDEs
is the CREs for the ϕA-differentiability for some differentiable function ϕ and an algebra A.
The general system we consider has the form
a11ux + a12uy + a13vx + a14vy = 0
a21ux + a22uy + a23vx + a24vy = 0
, (28)
where aij are functions of (x, y) for i = 1, 2 and j = 1, · · · , 4. Suppose that
(a11, a12, a13, a14) 6= α(a21, a22, a23, a24)
for all differentiable scalar functions α(x, y).
We are interested in the existence of an algebra A and a scalar function ϕ(x, y) such that
system (28) is equivalent to a system which is the CREs for the ϕA-derivative.
We have the following propositions and examples.
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Proposition 2.2 Suppose that F1 = (−b12, b11) and F2 = (−b22, b21) are conservative vector
fields with potential functions ϕi for i = 1, 2, such that system 〈A : dw〉 = 0 is equivalent to
system
b11ux + b12uy + αb21vx + αb22vy = 0
b21ux + b22uy + (b11 + βb21)vx + (b12 + βb22)vy = 0
, (29)
for some parameters α, β, then the ϕA-differentiable functions are solutions of 〈A : dw〉 = 0,
where ϕ = (ϕ1, ϕ2) and A = A
2
1(α, β) is the algebra given in Section 1.
Proof. Under these conditions in the theorem the Jacobian matrix of ϕ is given by
Jϕ =
(
−b12 b11
−b22 b21
)
.
The ϕA-CREs are given by dϕ(e2)(ux, vx) = dϕ(e1)(uy, vy), where dϕ denotes the usual deriva-
tive. That is,
(b11, b21)(ux, vx) = −(b12, b22)(uy, vy).
By using the A-product we obtain system (29). 
Example 2.1 Consider the system
yux + xuy − αxvx + αyvy = 0
xux − yuy − (y − βx)vx − (x+ βy)vy = 0
. (30)
Since F1 = (2x,−2y), F2 = (2y, 2x) are conservative vector fields with potential functions
ϕ1(x, y) = x
2−y2, ϕ2(x, y) = 2xy, by Proposition 1.2 and Theorem 1.2 we have for ϕ = (ϕ1, ϕ2)
and A = A21(α, β) that the set of ϕA-differentiable functions is the set of the solutions of system
(30).
By Lemma 1.2 we have that ϕA-differentiable functions f have the form f = g ◦ ϕ, where g
is an A-differentiable function. So that,
f(x, y) = g(x2 − y2, 2xy),
is solution of (30) if g is an A-differentiable function.
Proposition 2.3 Suppose that F1 = (−b14, b13) and F2 = (−b24, b23) are conservative vector
fields with potential functions ϕi for i = 1, 2, such that system 〈A : dw〉 = 0 is equivalent to
system
(γb13 + b23)ux + (γb14 + b24)uy + b13vx + b14vy = 0
δb13ux + δb14uy + b23vx + b24vy = 0
, (31)
for some parameters γ, δ, then the ϕA-differentiable functions are solutions of system 〈A : dw〉 =
0, where ϕ = (ϕ1, ϕ2) and A = A
2
2(γ, δ) is the algebra given in Section 1.
Proof. The proof is similar to that of 2.2. 
13
Example 2.2 Consider the system
(γy − x)ux + (γx+ y)uy + yvx + xvy = 0
δyux + δxuy − xvx + yvy = 0
. (32)
Since F1 = (2x,−2y), F2 = (2y, 2x) are conservative vector fields with potential functions
ϕ1(x, y) = x
2−y2, ϕ2(x, y) = 2xy, by Proposition 1.2 and Theorem 1.2 we have for ϕ = (ϕ1, ϕ2)
and A = A22(γ, δ) that the set of ϕA-differentiable functions is the set of the solutions of system
(32).
By Lemma 1.2 we have that ϕA-differentiable functions f have the form f = g ◦ ϕ, where g
is an A-differentiable function. So that,
f(x, y) = g(x2 − y2, 2xy),
is solution of (32) if g is an A-differentiable function.
Proposition 2.4 Suppose that F1 = (−b2, b1) and F2 = (−b4, b3) are conservative vector fields
with potential functions ϕi for i = 1, 2, such that system 〈A : dw〉 = 0 is equivalent to system
b1ux + b2uy = 0
b3vx + b4vy = 0
, (33)
then the ϕA-differentiable functions are solutions of system 〈A : dw〉 = 0, where A = A21,2 is the
algebra given in Section 1.
Proof. The proof is similar to that of 2.2. 
Example 2.3 Consider the system
yux + xuy = 0,
xvx − yvy = 0.
(34)
Since F1 = (x,−y), F2 = (y, x) are conservative vector fields with potential functions ϕ1(x, y) =
x2
2
− y
2
2
, ϕ2(x, y) = xy, by Proposition 1.2 and Theorem 1.2 we have for ϕ = (ϕ1, ϕ2) and
A = A21,2 that the set of ϕA-differentiable functions is the set of the solutions of system (34).
The A-differentiable functions have the form g(x, y) = (g1(x), g2(y)) where g1 and g2 are one
variable differentiable functions in the usual sense. By Lemma 1.2 we have that ϕA-differentiable
functions f have the form f = g ◦ ϕ, where g is an A-differentiable function. So that,
f(x, y) =
(
g1
(
x2
2
−
y2
2
)
, g2(xy)
)
,
is solution of (34) if g1 and g2 are differentiable functions of one variable.
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3 ϕA-differential equations
3.1 The Cauchy-integral theorem for the ϕA-differentiability
If f : U ⊂ Rk → Rn is a ϕA-differentiable function defined in an open set U . The ϕA-line
integral of f is defined by∫
γ
fdϕ =
∫
γ
f(v)dϕ(v′) :=
∫ t1
0
f(γ(s))dϕ(γ′(s))ds (35)
where γ is a differentiable function of t with values in U , γ(0) = u0, γ(t1) = u, f(γ(s))dϕ(γ
′(s))
represents the A-product of f(γ(s)) and dϕγ(s)(γ
′(s)), and the right hand of (35) represents the
usual line integral in Rn.
A version of the Cauchy integral theorem for the ϕA-line integral is given in the following
theorem, see [8] and Corollary 10.11 pg. 49 of [4] for another version of the Cauchy-integral
theorem relative to algebras.
Theorem 3.1 Let ϕ : U ⊂ Rk → Rn be a C2-function defined on a simply-connected open
set U and f : U ⊂ Rk → Rn a ϕA-differentiable function. If γ is a closed differentiable path
contained in U , then the ϕA-line integral (35) is equal to zero.
Proof. We will show that fdϕ(γ′) =
∑n
q=1〈Gq, γ
′〉eq, where the Gq are n-dimensional conser-
vative vector fields. Remember that dϕ(ej) =
∑n
l=1 ϕlujel.
The A-product of f and ϕ(γ′) is given by
fdϕ(γ′) =
(
n∑
m=1
fmem
)(
k∑
j=1
γ′jdϕ(ej)
)
=
n∑
m=1
k∑
j=1
n∑
l=1
fmγ
′
jϕlujelem
=
n∑
q=1
(
n∑
m=1
k∑
j=1
n∑
l=1
fmγ
′
jϕlujClmq
)
eq
=
n∑
q=1
(
〈
k∑
j=1
(
n∑
m=1
n∑
l=1
fmϕlujClmq
)
ej ,
k∑
j=1
γ′jej〉
)
eq,
where 〈·, ·〉 denotes the inner product of the vector field Gq and γ
′, and
Gq =
k∑
j=1
(
n∑
m=1
n∑
l=1
fmϕlujClmq
)
ej
for q = 1, · · · , n. By taking the exterior derivative of the dual 1-form of Fq, using the ϕA-CREs
given by (15), and the commutativity of the second partial derivatives of the components of ϕ,
we show that this 1-form is exact. Therefore, Gq is a conservative vector field. See [8] for the
proof of this theorem for the A-differentiable functions. 
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If U is a simply connected open set containing u and u0, Theorem 3.1 permit us to define∫ u
u0
fdϕ =
∫
γ
fdϕ,
where γ is a differentiable function of t with values in U , γ(0) = u0, and γ(t1) = u, as in
Definition 35.
Corollary 3.1 Let ϕ : U ⊂ Rk → Rn be a C2-function on an open set U and f : U ⊂ Rk → Rn
be a ϕA-differentiable function. The vector fields
Gq =
k∑
j=1
(
n∑
m=1
n∑
l=1
fmϕlujClmq
)
ej
for q = 1, · · · , n are conservative, where ϕuj =
∑n
l=1 ϕlujel.
Example 3.1 Consider the algebra A = A31(−1, · · · ,−1) with unit e = (1, 0, 0) given in Sub-
section 1.7 which is given by
· e1 e2 e3
e1 e1 e2 e3
e2 e2 e2 + e3 e2 + e3
e3 e3 e2 + e3 e2 + e3
. (36)
The structure constants of A are given by
C111 = 1, C112 = 0, C113 = 0,
C121 = 0, C122 = 1, C123 = 0,
C131 = 0, C132 = 0, C133 = 1,
C211 = 0, C212 = 1, C213 = 0,
C221 = 0, C222 = 1, C223 = 1,
C231 = 0, C232 = 1, C233 = 1,
C311 = 0, C312 = 0, C313 = 1,
C321 = 0, C322 = 1, C323 = 1,
C331 = 0, C332 = 1, C333 = 1.
Let ϕ(x, y) = (x, y, 0). The function f(x, y, z) = ϕ(x, y)−1 is ϕA-differentiable and
f(x, y) =
(
1
x
,
−xy − y2
x3 + 2x2y
,
y2
x3 + 2x2y
)
.
Thus, the conservative vector fields Gi for i = 1, 2, 3 are given by
G1 = (f1, 0) =
(
1
x
, 0
)
,
G2 = (f2, f1 + f2 + f3) =
(
−xy − y2
x3 + 2x2y
,
x+ y
x2 + 2xy
)
,
G3 = (f3, f2 + f3) =
(
y2
x3 + 2x2y
,−
xy
x3 + 2x2y
)
.
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If U is a simply-connected open set and f : U ⊂ Rk → Rn is ϕA-differentiable on U , then
the function
F (u) =
∫ u
u0
f(v)dϕ(v′),
for u0, u ∈ U is well defined.
An ϕA-antiderivative of a function f : U ⊂ Rk → Rn defined on an open set U is a function
F : U ⊂ Rk → Rn whose ϕA-derivative is given by F ′ϕ = f .
For ϕA-polynomial functions the ϕA-antiderivative can be calculated in the usual way. The
ϕA-line integral of ϕA-differentiable functions gives ϕA-antiderivatives, as we have in the fol-
lowing corollary which is a generalization of the fundamental theorem of calculus.
Corollary 3.2 Let ϕ : U ⊂ Rk → Rn be a C2-function defined on a simply-connected open set
U and f : U ⊂ Rk → Rn a ϕA-differentiable function. If u0, u ∈ U and
F (u) =
∫ u
u0
f(v)dϕ(v′),
then F ′ϕ = f .
Proof. We take the curve γ(t) = u + tξ joining u and u + ξ, thus γ′(t) = ξ. The rest of the
proof is a consequence of Theorem 3.1. 
3.2 Existence and uniqueness of solutions
Let F : Ω ⊂ Rn → Rn be a vector field defined on an open set Ω. A ϕA-differential equation is
w′ϕ = F (w), w(τ0) = w0, (37)
which is understand as the problem of finding a ϕA-differentiable function w : Vτ0 ⊂ R
k → Rn
defined in a neighborhood Vτ0 of τ0 such that w
′
ϕ(τ) = F (w(τ)) for all τ ∈ Vu0, and satisfying
the initial condition w(τ0) = w0.
We find the following existence and uniqueness Theorem for A-algebrizable vector fields and
ϕA-differential equations.
Theorem 3.2 Let ϕ : U ⊂ Rk → Rn be a C2-function defined on an open set U and F : Ω ⊂
R
n → Rn a A-differentiable vector field defined on an open set Ω with ϕ(U) ⊂ Ω. For every
initial condition w0 ∈ Ω there exists an unique ϕA-differentiable function w : Vτ0 ⊂ R
k → Rn
with w(τ0) = w0 and satisfying (45), where Vτ0 ⊂ U is a neighborhood of τ0.
Proof. Define
wn+1(τ) =
∫ τ
τ0
F ◦ wn(v)dϕ(v
′), w0(v) = w0.
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The function w0(v) is ϕA-differentiable, and by (3.2) we have that w1(v) is ϕA-differentiable for
all n ∈ N. Thus, we apply induction and show that wn(v) is ϕA-differentiable. The remaining
arguments are similar to the usual Existence and uniqueness theorem for ordinary differential
equations. 
Let A be an algebra which as linear space is Rn, and ϕ : V ⊂ Rn → Rn a differentiable
function defined on open set V . Consider a function F : Ω ⊂ Rk × Rn → A defined on an open
set Ω. We say F is (ϕA,A)-differentiable if F (τ, w) as a function of τ (with w being fixed) is
ϕA-differentiable and as a function of w (with τ being fixed) is A-differentiable. For the identity
map ϕ : A → A, we also say F is (A,A)-differentiable if F (τ, w) is (ϕA,A)-differentiable. We
say a function f : U ⊂ Rn+1 → Rn defined on an open set U has a lifting F : Ω ⊂ A × A → A
if f(t, x) = F (te, x) for all (t, x) ∈ U .
A non-autonomous ϕA-ordinary differential equation (ϕA-ODE) is written by
w′ϕ = F (τ, w), w(τ0) = w0, (38)
where it is understood as the problem of finding a ϕA-differentiable function w : Vτ0 ⊂ R
k → Rn
defined in a neighborhood Vτ0 of τ0 whose ϕA-derivative w
′
ϕ(τ) satisfies w
′
ϕ(τ) = F (τ, w(τ)).
The corresponding existence and uniqueness of solutions can be stated for (ϕA,A)-differentiable
functions F = F (τ, w).
The A-line integral is defined by the ϕA-line integral when ϕ : Rn → Rn is the identity map.
Some ϕA-differential equations can be solved, as we see in the following proposition.
Proposition 3.1 Suppose H(τ, w) is (ϕA,A)-differentiable and it can be expressed in the form
H(τ, w) = K(τ)L(w) respect to the A-product, where L has domain contained in A and image
contained in the regular set of A. Then, A and ϕA-line integrals∫ w dv
L(v)
=
∫ τ
K(s)dϕ(s′) + C, (39)
implicitly defines w as a ϕA-differentiable function of τ which solves the ϕA-differential equation
(38).
Proof. Suppose H(τ, w) = K(τ)L(w) is a (ϕA,A)-differentiable function and L has image in
the regular set of A. Furthermore, assume ϕ : Ω ⊂ A → A is a differentiable map in the usual
sense. Supposing w is implicitly defined as a function of τ , applying Lemma 1.1 to the left hand
of (39) we calculate: (∫ w dv
L(v)
)
′
ϕ
=
(
d
dw
∫ w dv
L(v)
)
w′ϕ =
w′ϕ
L(w)
.
The ϕA-line integral of a function defines a ϕA-antiderivative. Thus, ϕA-derivative of the right
hand of (39) is given by (∫ τ
K(s)dϕ(s′) + C
)
′
ϕ
= K(τ).
Therefore, (39) implicitly defines solutions w(τ) of the ϕA-differential equation (38). 
We consider the following example.
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Example 3.2 Consider an algebra A, a differentiable function in the usual sense ϕ, and the
ϕA-ODE w′ϕ = K(τ), where K(τ) is a ϕA differentiable function. Then, by (39) w =
∫ τ
Kdϕ+
C, where C is a constant in A. Thus, the solutions are given by
w(τ) =
∫ τ
Kdϕ+ C.
Another example can be given by
Example 3.3 Consider an algebra A, a differentiable function in the usual sense ϕ, and the
ϕA-ODE w′ϕ = ϕ(τ)w
2. Then, by (39) −w−1 = (ϕ(τ))2/2 + C, where C is a constant in A.
Thus, the solutions are given by
w(τ) =
−e
(ϕ(τ))2
2
+ C
.
Another ϕA-ODEs can be solved as in the following example.
Example 3.4 Consider an algebra A, a differentiable function in the usual sense ϕ, and the
ϕA-ODE w′ϕ = K(τ)w
2, where K(τ) is a ϕA differentiable function. Then, by (39) −w−1 =∫ τ
Kdϕ+ C, where C is a constant in A. Thus, the solutions are given by
w(τ) =
−e∫ τ
Kdϕ+ C
.
If k = n and F is a ϕA-differentiable vector field, we also say F is a ϕA-algebrizable vector
field. Consider an ordinary differential equation (ODE)
dx
dt
= f(t, x), (40)
where f : U ⊂ Rn+1 → Rn and U is an open set. Suppose A is an algebra such that f has a
lifting F : Ω ⊂ A× A → A for some set Ω, then the A-ODE associated with (40) is
dw
dτ
= F (τ, w), (41)
where dw
dτ
denotes the A-derivative. When F is (A,A)-differentiable, solutions w(τ) of (41)
define solutions x(t) = w(te) of (40), where e is the unit of A. If H is the function defined by
H(τ, w) = (dϕτ(e))
−1F (τ, w), the ϕA-differential equation associated with (40) is given by
w′ϕ = H(τ, w). (42)
When H is (ϕA,A)-differentiable, solutions w(τ) of (42) define solutions x(t) = w(te) of (40).
We say: a) the ODE (40) is A-algebrizable if F is (A,A)-differentiable, and b) the ODE (40)
is ϕA-algebrizable if H is (ϕA,A)-differentiable.
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3.3 A ϕA-algebrizable vector field associated to triangular billiards
Consider the four-dimensional vector field defined on R4
f(x1, y1, x2, y2) =


b(x21 − y
2
1)− (b+ c)(x1x2 − y1y2)
2bx1y1 − (b+ c)(x1y2 + x2y1)
a(x22 − y
2
2)− (a+ c)(x1x2 − y1y2)
2ax2y2 − (a+ c)(x1y2 + x2y1)


T
. (43)
It can be written as the two dimensional complex vector field
F (u, v) = (bu2 − (b+ c)uv, av2 − (a+ c)uv), (44)
for u = (x1, y1) and v = (x2, y2).
If A is the linear space C2 endowed with an algebra structure over C. We still using {e1, e2}
for the standard basis of C2 as a linear space over C. For a C-linear transformation ϕ : C2 → C2,
the ϕA-differentiability, the ϕA-differential equations, and the ϕA-algebrizability of vector fields
and autonomous ordinary differential equations are defined in the same way for algebras over
C as the definitions for algebras over the real field R, given in Section 1 and Subsecion 3.2.
Let G : Ω ⊂ C2 → C2 be a complex vector field defined on an open set Ω. An ϕA-differential
equation is
w′ϕ = G(τ, w), w(τ0) = w0, (45)
which is understand as the problem of finding a ϕA-differentiable function w : Vτ0 ⊂ C
2 → C2
defined in a neighborhood Vτ0 ⊂ Ω of τ0 such that w
′
ϕ(τ) = G(τ, w(τ)) for all τ ∈ Vτ0 .
Consider the complex vector field F given in (44). By using Proposition1.1 we want to show
that F is a ϕA-algebrizable vector field for some algebra A and a C-linear transformation ϕ. Its
complex Jacobian matrix is
JF (u, v) =
(
2bu− (b+ c)v −(b + c)u
−(a + c)v 2av − (a+ c)u
)
= u
(
2b −(b+ c)
0 −(a + c)
)
+ v
(
−(b + c) 0
−(a+ c) 2a
)
.
By multiplying JF by the matrix
M =
−1
(a + c)
(
−(a + c) b+ c
0 2b
)
(46)
we have
JFM = u
(
2b 0
0 2b
)
+ v
(
−(b+ c) (b+c)
2
(a+c)
−(a + c) (b+ c)− 4ab
a+c
)
.
Consider
α = −
(b+ c)2
(a + c)2
, β = −2
b+ c
a+ c
+
4ab
(a+ c)2
, (47)
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and the algebra A defined by C2 endowed with the product given in (2). Therefore, the structure
constants cijk of A are given (3). The first fundamental representation of A is given by (4). Under
these conditions JF (u, v)M ∈ R(A). By Proposition1.1 F is ϕA-differentiable, where ϕ is the
linear transformation with associated matrix
M−1 =
(
1 − (b+c)
2b
0 − (a+c)
2b
)
. (48)
Thus,
ϕ(u, v) =
(
u−
(b+ c)
2b
v,−
(a+ c)
2b
v
)
. (49)
Now, we will look for the expression of F in terms of the variable w of A. By evaluating F
along the unit e ∈ A we have
F (u, 0) = b(u, 0)2 = b (ϕ(u, 0))2 = b(ϕ(u, 0))2.
Thus, the complex vector field F in terms of the variable w = (u, v) of A is given by
F (w) = b(ϕ(w))2, (50)
where (ϕ(w))2 is defined by the A-product. Therefore, F is ϕA-algebrizable. The corresponding
complex ordinary differential equation can be written by
dw
dz
= b(ϕ(w))2, (51)
and its associated A-ODE is given by
dw
dτ
= b(ϕ(w))2. (52)
Since dϕw = ϕ and ϕ(e) = e, the corresponding ϕA-ODE is given by
w′ϕ = b(ϕ(w))
2. (53)
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