Addressing a problem of Fredman and Willard, we implement fusion trees in deterministic linear space using AC 0 instructions only.
instruction set which includes unit-cost addition, subtraction, multiplication, comparison, and bit-wise Boolean AND. The fusion tree maintains a set of size n using O(n) space and amortized time O(log n/ log log n) per operation. An immediate corollary to the existence of the fusion tree is that n w-bit keys can be sorted in time O(n log n/ log log n) and space O(n) on a RAM with word size w.
Fredman and Willard points out that multiplication is not an AC 0 instruction, that is, there is no circuits for multiplication of constant depth and of size (number of gates) polynomial in the word length. Here, the gates are negations, and ∧-and ∨-gates with unbounded fan-in. They pose as an open question if the fusion tree can be implemented using AC 0 instructions only. The motivation for this question is obvious: AC 0 is the class of functions which can be computed in constant time in a certain model of hardware, and it is therefore arguably questionable to assume unit-cost for executing operations outside of this class.
In this paper, we solve this problem by showing that, given a small set of non-standard AC 0 instructions in addition to the more standard ones (addition, comparison, bitwise Boolean operations, and shifts), the fusion tree can be implemented, with the same asymptotic space and time bounds as in [FW93] .
Our presentation can also be seen as an alternative explanation of the basic mechanisms in fusion trees. We believe that our use of special-purpose instructions in place of the ingenious use of multiplication in [FW93] may make our presentation easier to understand for the casual reader.
Model of computation and notation
We use a RAM with word size w and we consider n w-bit keys that can be treated as binary strings or (unsigned) integers. We assume for convenience that the keys are all different, this implies that w ≥ log n. We shall also assume that √ w is a power of two. A w-bit word will sometimes be viewed as a concatenation of √ w fields. Each field is of length √ w − 1; to the left of each field is the test bit of the field. By a bit pointer we mean a (log w)-bit key, such a key can be used to specify a bit-position within a word. W.l.o.g we assume that log w < √ w − 1 and hence a bit pointer fit in a field. As an example, if w = 64 a word contains 8 fields of length 7, one test bit is stored with each field.
We will use upper-case characters to denote words and lower-case characters to denote fields. For any bit-string α, we use |α| to denote its length, and for i = 1, . . . , |α|, α[i] is the ith bit in α. In particular, α[1] is the leftmost, and α[|α|] is the rightmost bit of α. Also, for 1
Note that our indexing of words is slightly nonstandard, it is more common to index words from right to left, starting with 0. However, in the main technical part of this paper it is most convenient to think of words as strings, and these are usually indexed from left to right starting with index 1.
Apart from the standard AC 0 instructions (comparison, addition, bitwise Boolean operations and shift), we use the following ones:
LeftmostOne(X): returns a bit pointer to the leftmost 1 in X. A simple depth 2 circuit of quadratic size is indicated by:
In fact, LeftmostOne(X) can be implemented with standard instructions. Converting X to floating point representation is a standard operation, and afterwards, we just need to return the exponent.
Duplicate(x, d):
Returns a word containing copies of the field x in the d rightmost fields.
Select(X, K):
The first √ w − 1 fields in K are viewed as bit pointers; a field is returned, containing the selected bits in X. Not all fields need to be used. The test bit of a used field is 1. A depth 3 circuit of size O(w 3/2 ) is indicated by:
Furthermore, we assume that the constants b = √ w − 1 and k = log √ w are known, b is the length of a field. 
Proof:
The crucial observation is due to Paul and Simon [PauSim80] ; they observed that one subtraction can be used to perform comparisons in parallel.
Let M be a key where the d rightmost test bits are 1 and all other bits are 0. In order to compute the rank of x among the keys in Y , we place d copies of x in the d rightmost fields of a word X. We let the test bits of those fields be 1. By the assignment R ← (X − Y ) AND M the ith test bit from the right in R will be 1 if and only if x ≥ y i . All other test bits (as well as all other bits) in R will be 0. Hence, from the position of the leftmost 1 in R we can compute the rank of x.
We implement this in the function PackedRank below. First, we compute d, the number of keys contained in Y . This is the same number as the number of set test bits in NOT Y , which can be determined using the function LeftField below. Next, we create the word X and the mask M. Finally, we make the subtraction and extract the rank.
For clarity, we introduce two simple AC 0 functions. 
A.5. return LeftField(R).
PackedRank clearly runs in constant time. 
Lemma 2 Given a word

Lemma 3 Given d sorted w-bit keys, d ≤ √ w, a static data structure can be constructed in O(d) time and space, such that it supports neighbour queries in O(1) worst-case time.
Proof: The main idea is to make use of significant bit positions. View the set of w-bit sorted keys Y 1 , . . . , Y d as stored in a binary trie. Each key is represented as a path down the trie, a left edge denotes a 0 and a right edge denotes a 1. We get the significant bit positions by selecting the levels in the trie where there is at least one binary (that is, non-unary) node. These bit positions can be computed by taking the position of the first differing bit between all pairs of neighbouring keys in Y 1 , . . . , Y d . By extracting the significant bits from each key we create a set of compressed keys y 1 , . . . , y d . Since the trie has exactly d leaves, it contains exactly d − 1 binary nodes. Therefore, the number of significant bit positions, and the length of a compressed key, is at most d − 1. Since d − 1 ≤ √ w − 1 = b, we can pack these compressed keys in linear time by repeated calls to InsertKey in Lemma 2.
We need the following AC 0 functions, which can be implemented in a straightforward way: 
When implemented as above, the same bit-pointer may be packed several times in K. This makes no difference.
We can now compute the rank of a query key X in constant time. Let x = Select(X, K) and let p X denote the longest common prefix of X and any key in Y 1 , . . . , Y d . Let y i denote the compressed version of Y i . Let q 1 < q 2 < · · · < q d−1 be the significant bit positions and let
Lemma 4 If x has rank
Proof: Let i be such that Y i has the prefix p X . Let j be the maximal index such that q j ≤ |p X |.
However, since i is the rank of x, we either have x = y i or y i < x < y i+1 . This means that for i equal to either i or i + 1, we have We can use the first lemma to compute the length of p X and hence the position of X's first distinguishing bit. Once this position is known, we can apply the second lemma to find the proper rank of X. We encode this in the function Rank below. The variable p is used to store the position of X's first distinguishing bit.
The original method by Fredman and Willard is slightly different. Instead of filling the query keys with 1s (or 0s) and making a second packed searching, they use a lookup table of size Θ(d 2 ) in a node of degree d.
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The proof of our main theorem is similar to that of Fredman and Willard. Note that we can allow the B-tree nodes to have higher degree than in the original fusion tree:
√ w compared to w 1/6 . Theorem 6 A set can be maintained using linear space under insertion, deletion, predecessor, successor, and rank queries with O(log n/ log log n) amortized time per operation on an AC 0 RAM.
Proof:
The proof proceeds as in [FW93] : Lemma 3 allows us to implement a B-tree [BM72] node of degree d ≤ √ w. Searching in such a node takes constant time while splitting, merging, and adding/removing keys take O(d) time. By keeping traditional, comparisonbased, weight-balanced trees of size Θ(d) at the bottom of the B-tree, we can ensure that at most every Θ(d)'th update causes any change in a B-tree node.
The number of B-tree levels is O(log n/ log d) and the height of a weightbalanced tree is O(log d). Since w > log n/ log log n, we can choose d = Θ( √ log n) and the theorem follows.
