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Summary
A two-level quantum system is the building block of a quantum computer. This
pair of quantum states defines the computational unit of a quantum computer, and
it is called a quantum bit or qubit in analogy to the bit that is the binary unit of a
classical computer. The spin of a single electron naturally defines such a two-level
quantum system. A quantum dot can be tuned to the single-electron regime, and an
array of singly occupied quantum dots provides a multi-qubit register. This thesis
describes the multielectron encoding of a spin qubit using a pair or a trio of quantum
dots, and it analyzes the coherence properties and manipulation protocols of this
system.
The singlet-triplet qubit, coded using the singlet state and the spinless triplet state
of a pair of singly occupied quantum dots, can be controlled all electrically when ap-
plying voltages to gates close to the quantum dot structure. Rapid, subnanosecond
modifications of the double quantum dot’s charge configuration have been realized
successfully. A small magnetic field gradient across the double quantum dot enables
universal qubit control. Two modifications of the normal singlet-triplet encoding
are introduced. (1) The six-electron configuration of a double quantum dot encodes
a singlet-triplet qubit in the same way as for the two-electron double quantum dot.
Two electrons at each quantum dot are irrelevant for the qubit manipulations be-
cause they are paired in a singlet state; the remaining two electrons encode the
qubit. The qubit’s wave function is immune to charge noise at moderate out-of-
plane magnetic fields. (2) A singlet-triplet qubit encoded using two quantum dots
of different sizes has an orbital state degeneracy of the singlet state and the spinless
triplet state at finite out-of-plane magnetic fields. Spin-orbit interactions lift this
state degeneracy, while the magnitude of the state coupling is determined by the size
difference of the QDs. This setup enables the manipulations of singlet-triplet qubits
without the need for magnetic field gradients. Finally, two-qubit gates between
singlet-triplet qubits are proposed that use mediated exchange interactions via one
quantum state. These operations are well controlled and highly noise insensitive.
Orbital interactions alone can control spin qubits coded in a three electron Hilbert
space. For example, the exchange-only qubit is encoded using three singly occupied
quantum dots. The exchange interactions of two quantum dot pairs need to be
modified to manipulate this qubit. The noise sensitivity of the exchange-only qubit
is discussed. Alternatively, a three-electron qubit at a double quantum dot can be
operated when single electrons are transferred between the quantum dots. Fast,
subnanosecond manipulations of the double quantum dot’s charge configuration are
required to realize single-qubit gates. A novel two-qubit pulse gate for the three-
electron double quantum dot qubit is proposed.
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Zusammenfassung
Ein quantenmechanisches Zweiniveausystem ist der Grundbaustein eines Quanten-
computers. Es definiert die Recheneinheit eines Quantencomputers, die auch als
Quantenbit oder Qubit bezeichnet wird. Diese Definition ist analog zu der eines
Bits, der binären Recheneinheit eines klassischen Computers. Der Spin eines einzel-
nen Elektrons wird natürlicherweise durch ein Zweiniveausystem beschrieben. Ein
Quantenpunkt kann mit nur einem Elektron besetzt sein, sodass mehrere Quan-
tenpunkte ein Qubitregister ergeben. Diese Arbeit beschreibt Qubitdefinitionen im
Spinsektor von mehreren Elektronen, die auf zwei oder drei Quantenpunkte verteilt
sind. Insbesondere werden die Kohärenzeigenschaften dieser Systeme beschrieben,
sowie Protokolle für quantenmechanische Rechnungen diskutiert.
Das Singulett-Triplett Qubit, das durch das Singulett und den spinfreien Tri-
plettzustand von zwei Elektronen eines Doppelquantenpunkts definiert ist, kann
mit elektrischen Gatterspannungen manipuliert werden. Für solche Doppelquan-
tenpunkte ist es gelungen in Experimenten quantenmechanische Rechenprotokolle
zu realisieren. Wenn ein Magnetfeldgradient zwischen den beiden Quantenpunk-
ten vorhanden ist, kann dieses Qubit vollständig kontrolliert werden. In dieser Ar-
beit werden zwei Modifikationen des Singulett-Triplett Qubits vorgestellt. (1) Sechs
Elektronen können genauso wie zwei Elektronen ein Singulett-Triplett Qubit definie-
ren. Zwei Elektronen werden jeweils auf einem Quantenpunkt gepaart, sodass diese
für Quantenoperationen irrelevant sind. Die restlichen beiden Elektronen definieren
das Qubit. Solche Singulett-Triplett Qubits sind bei moderaten Magnetfeldern im-
mun gegenüber Ladungsrauschen. (2) Wenn man für das Singulett-Triplett Qubit
zwei Quantenpunkte unterschiedlicher Größe verwendet, dann kann das Energiedia-
gramm eine Entartung zwischen den Qubitzuständen haben. Diese wird durch die
Spin-Bahn Wechselwirkung aufgehoben und das Qubit benötigt für die volle Quan-
tenkontrolle keinen Magnetfeldgradienten mehr. Zusätzlich werden Quantengatter
zwischen zwei Singulett-Triplett Qubits beschrieben, wenn die beiden Qubits über
einen Quantenzustand gekoppelt sind. Diese Gatter können gut kontrolliert werden
und haben hervorragende Kohärenzeigenschaften.
Orbitale Wechselwirkungen genügen um Spinqubits zu kontrollieren, die im Hil-
bertraum dreier Elektronen definiert sind. So gibt es ein Qubit, das einzig durch
die Austauschwechselwirkungen zwischen drei Elektronen auf drei Quantenpunkten
kontrolliert werden kann. Diese Arbeit beschreibt die Kohärenzeigenschaften die-
ses Qubits. Zusätzlich wird ein Qubit beschrieben, das mit drei Elektronen in einer
Doppelquantenpunktstruktur definiert ist. Quantengatter für dieses Qubit benötigen
Operationen, die schneller als Nanosekunden sind. Da solche Operationen für dieses
Qubit experimentell realisiert wurden, stellt diese Arbeit Quantengatter zwischen
zwei solcher Qubits nach demselben Prinzip vor.
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CHAPTER 1
Introduction
“how can we simulate the quantum mechanics? (...) We can give
up on our rule about what the computer was, we can say: Let the
computer itself be build of quantum mechanical elements which obey
quantum mechanical laws (...) I’m not happy with all the analyses
that go with just the classical theory, because nature isn’t classical
(...) and if you want to make a simulation of nature, you’d better
make it quantum mechanical” (Feynman, 1982 [1])
1.1 Why Quantum Computation?
Richard Feynman suggested in 1982 that a computer should follow quantum mechan-
ical laws to simulate quantum physics efficiently [1]. Our everyday computer, which
is called a classical computer in the following, very often uses quantum mechanical
effects. However, the computation does not rely on quantum mechanics. The com-
putational unit - the bit - can realize two discrete values “0” and “1”. Additionally,
the calculations of classical computers can be irreversible. In Feynman’s proposal,
a quantum computer works fundamentally differently from a classical computer. In
particular, the calculations are reversible and follow the rules of quantum mechanics
in every aspect. The following two examples describe quantum mechanical effects
that lack a classical analogue:
Quantum superpositions — The computational unit of a quantum computer is a
quantum mechanical two-level system, which is called a quantum bit or qubit. Note
that a physical system suited to realize a quantum computer can be very abstract,
and the encoding of a qubit only requires that a two-level quantum system can be
identified in a much larger Hilbert space. These two quantum states are labeled by
|0〉 and |1〉 , similar to classical bits. However, quantum mechanics permits that
wave functions have information in |0〉 and |1〉 at the same time. These wave
functions are in a superposition of |0〉 and |1〉 . The description with classical
probability densities for quantum mechanical wave functions is insufficient (cf., e.g.,
Ref. [2, 3]). Quantum mechanics offers an additional phase freedom that has no
classical analogue.
Young’s double-slit experiment from the early history of quantum mechanics
proves the existence of the phase degree of freedom (cf., e.g., Ref. [4]). The im-
age of a light beam is collected at a screen after passing through a barrier with two
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slits. Each slit alone would generate its own picture. In the experiment, the light
beam passes through every slit with equal probabilities. The image at the screen
can be explained by the interference of two coherent waves that emerge from the two
slits. This result is consistent with a wave picture of light. One can, however, lower
the intensity of the light source so that only one photon at a time passes through
the barrier. The image collected from many photons shows also the interference
pattern, even though a single photon cannot interfere with a second photon after
passing through the barrier. Classical physics does not explain these results, but
quantum mechanics offers a simple explanation. The photon’s wave function splits
at the barrier where it goes with equal probabilities through both slits. The proba-
bility amplitudes that emerge from the two slits interfere with each other and create
the image at the screen.
Quantum entanglement — Quantum mechanical experiments with two qubits are
even more surprising. The bipartite wave function is not necessarily separable into
two independent wave functions. This phenomenon is called entanglement. Einstein,
Podolsky, and Rosen described consequences of quantum mechanical entanglement
that seem to be in contradiction to our classical world [5]. Their thought experiment,
leading to what is nowadays known as the EPR paradox, rejects our classical picture
of local reality (cf., e.g., Ref. [4, 6]). From our everyday life, we expect that physical
systems are described by observables that are determined independently of their
measurements. In other words, observations should not influence the physical reality.
The locality principle says that physically disconnected systems cannot influence
each other. In the EPR paradox, an entangled photon pair |ψ〉 ∝ |↑↓〉 − |↓↑〉 is
sent to the observers A and B. The first entry of |ψ〉 is obtained by A, the second
one by B. The two observers are far away from each other, and their measurements
are locally disconnected. Each observer can measure his quantum state in two
orthogonal measurement bases σx and σz. In the experiment, first A measures his
photon, then B measures. If A measures in the σz-basis, then the measurement
outcome of B is determined with certainty in the σz-basis, but the measurement in
the σx-basis is undetermined and can give two different results. If A measures in the
σx-basis, then the measurement outcome of B is determined only in the σx-basis, but
not in the σz-basis. The EPR paradox shows that the physical reality of B (which
measurement basis is determined) depends on the measurement of A. The classical
picture of local reality cannot hold.
Feynman postulated a quantum computer because classical computers cannot sim-
ulate quantum physics efficiently [1]. Today, quantum simulations of small quantum
systems are possible [7]. It was shown that quantum computers outperform classical
computers even further. Quantum computers can realize all computations of clas-
sical computers, but also quantum algorithms run on quantum computers that are
impossible on classical computers [8]. Deutsch described the first problem that is
solved more efficiently by a quantum computer than by any classical algorithm [9].
It should be determined if a function f : {0, 1} → {0, 1} is balanced or constant. A
balanced function is characterized by f (0) 6= f (1), while a constant function gives
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f (0) = f (1). One solution is described by Preskill [10]: a two-qubit quantum reg-
ister is initialized to | init〉 = 1√
2
[|0〉 + |1〉 ] ⊗ 1√
2
[|0〉 − |1〉 ]. The unitary function
Uf (|x, y〉) = |x, y ⊕ f (x)〉 leaves the first entry untouched, but it gives for the sec-
ond entry the exclusive or operation of y and f (x) [called y⊕f (x)]. The result for the
second entry is 1 if y differs from f (x), but it is 0 otherwise. Acting with Uf on the
quantum state | init〉 gives Uf (| init〉) ∝
[
(−1)f(0) |0〉 + (−1)f(1) |1〉
]
⊗ [|0〉 − |1〉 ].
The first factor is 1√
2
[|0〉 + |1〉 ] for a constant function, but it is 1√
2
[|0〉 − |1〉 ]
for a balanced function. The measurement of the first qubit in the σx-basis solves
Deutsch’s problem because it gives “+1” for a constant function and “-1” for a bal-
anced function.
Deutsch’s algorithm might seem to be useless, but it still shows that a quantum
computer can solve a problem more efficiently than any classical computer. The
solution of Deutsch’s problem is obtained in one run on a quantum computer, while
a classical algorithm needs two calculations. After the first classical calculation,
which might give f (0) = 0, it is undetermined if f (1) = 0 and the function is
constant, or if f (1) = 1 and the function is balanced. More advanced quantum codes
have been developed since the proposal of Deutsch’s algorithm [11–13]: the Grover
algorithm is a search algorithm that finds from a register of length N one desired
entry |w〉 . It uses a function, where every function call rotates the initial state
| init〉 towards the desired state |w〉 more efficiently than randomly choosing entries
from the register. Shor described how a quantum computer factors large numbers
into primes efficiently [14]. There is no classical algorithm known that solves this
problem efficiently; cryptography relies on the principle that large numbers cannot
be factored easily. Quantum computers have become interesting for industrial use
since the proposal of Shor’s algorithm. So far, however, only small numbers have
been factored into primes using Shor’s algorithm because no quantum computer
with more than a few qubits has been available (cf., e.g., the factoring of 15 into the
prime factors 3 and 5 using superconducting qubits in Ref. [15]).
1.2 Requirements for Quantum Computation
A quantum computer has to fulfill the following five requirements that are defined
following Ref. [16].
(1) Well defined qubit and scalable system of qubits — Two quantum states |0〉
and |1〉 encode one qubit. A qubit can realize any superposition of |0〉 and |1〉 :
|ψ〉 = eiα [cos (θ/2) |1〉 + eiφ sin (θ/2) |0〉] . (1.1)
The phase α is only detectable when the qubit states are compared with another
quantum state; α represents the global phase freedom of a quantum state. All
states |ψ〉 can be mapped to the surface of a sphere - the Bloch sphere [6] - by the
function f : ρ → X. f maps the density matrix ρ = |ψ〉 〈ψ| to the Bloch vector
X = (X, Y, Z)T that has the components Xi = tr (σiρ), i = 1, . . . , 3. |1〉 and |0〉
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are mapped to the north pole and the south pole; all equal superpositions of |1〉
and |0〉 lie on the equator. θ and φ are the polar and azimuthal rotation angles of
a spherical coordinate system. Fig. 1.1 sketches the Bloch sphere representation of
a quantum state.
Of course, a single qubit is not sufficient to realize a quantum computer, and the
qubit encoding must be scalable to many qubits.
Figure 1.1: Bloch sphere picture of a quantum state |ψ〉 =
eiα
[
cos (θ/2) |1〉 + eiφ sin (θ/2) |0〉]. All single-qubit states are mapped
to the surface of a sphere. |1〉 and |0〉 are on the north pole and on the
south pole; all equal superpositions of |1〉 and |0〉 lie on the equator.
|ψ〉 is characterized by the polar and azimuthal rotation angles θ and
φ, according to the description in a spherical coordinate system.
(2) Initialization — One must be able to initialize the quantum system to a pure
state. The initialization to the ground state of all qubits |0 . . . 0〉 is often easiest.
(3) Readout — The quantum system must be read out at the end of a calculation.
If the readout is slightly imperfect, then the results of identical calculations still
provide sufficient information about the quantum state.
(4) Universal set of quantum gates — The time evolution of any quantum system
can be simulated using a universal set of quantum gates. It was shown that a
complete set of single-qubit operations and the controlled NOT (CNOT) operation,
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (1.2)
(written in the two-qubit computation basis |11〉 , |10〉 , |01〉 , and |00〉), provide
universal quantum control [17].
(5) Relevant coherence times  gate operation time — The quantum system
must conserve all the state information, which include the phase coherences between
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quantum states. Quantum algorithms were developed that correct for errors of the
qubit, while it is important that the errors do not accumulate before they can be
corrected by a quantum error correction protocol (cf., e.g., Ref. [6]). Therefore, the
coherence times of the quantum states must be longer than the gate operation times.
1.3 Physical Implementation of a Quantum Computer
Our everyday experience tells us that quantum phenomena are hard to observe, and
even more, that the quantum coherence is hard to preserve. Currently, quantum
computers can preserve the coherences between a few qubits. It is very demanding
to fulfill all the five requirements for quantum computation from Sec. 1.2 at the
same time. The main subject of this thesis are spin quantum computers encoded
using quantum dot (QD) qubits. Ref. [18] has suggested this qubit encoding for the
first time (cf. also Ref. [19]). The following solutions of the five requirements for
quantum computation from Sec. 1.2 were described.
(1) A singly occupied QD, or even easier one unpaired excess electron of a gate-
defined QD, provides a spin-1
2
degree of freedom that can be used to encode quantum
information. The fabrication of several QDs of this kind is possible, which realizes
a multi-qubit register.
(2) External magnetic fields separate |1〉 = |↑〉 and |0〉 = |↓〉 energetically. The
energy splitting is larger than the thermal energy at low cryogenic temperatures
(< few hundred milikelvin) and at moderate external magnetic fields (few hundred
militesla for GaAs QDs). Thermal relaxation prepares the qubit in its ground state.
(3) The spin of a QD electron can be determined through a spin valve or when
this electron is transferred to a paramagnetic QD.
(4) The local magnetic fields at the QDs provide full single-qubit control. The spin
can be controlled by electron spin resonance, similar to the experiments in the field
of nuclear magnetic resonance. Note that all spin-1
2
pairs must be controlled selec-
tively. Two-qubit gates were described that use the exchange interactions between
neighboring QDs. If a second electron is added to a QD, then the Pauli exclu-
sion principle favors a singlet configuration. Virtual electron tunnelings between
two singly occupied QDs lower the singlet energy compared to the energy of all
triplets (antiferromagnetic exchange). Two-qubit exchange gates can be controlled
all electrically when the tunnel couplings are modified.
(5) Many semiconducting materials have weak spin-orbit interactions (SOIs),
which isolates the spin part of the electron wave function from the orbital part
of the electron wave function. The spin is now well protected from electric noise.
Ideally, QD electrons are disturbed only weakly by magnetic noise (cf. Sec. 3.2).
Rapid progress has been made in the coherent control of spin qubits since their
proposal in 1998. The impressive finding of Ref. [18] is that qubits are well protected
if they are encoded using the spin degree of freedom of confined electrons. Never-
theless, these qubits are well tunable. Especially the manipulations of the exchange
interactions between neighboring QDs have turned out to be extremely successful.
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Chapter 2 reviews many important experiments for multi-QD devices.
Note that there are alternative methods to fabricate spin qubits. Donor-bound
spin qubits are closely related to the QD spin qubits [20]. A phosphorus donor
in a silicon heterostructure binds a single electron. The electron’s spin and the
phosphorus’ nuclear spin (P is a spin-1
2
nucleus) provide the possibility to encode
a qubit. Recently impressive progress was made on the control of the electron
spin and the nuclear spin for donor-bound spin qubits [21–23]. Self-assembled QDs
provide another class of spin qubits [24]. GaAs and InAs have a lattice mismatch,
which allows the growth of InAs QDs at the interface of GaAs and InAs. Self-
assembled QDs are usually manipulated optically, which makes the gates of these
spin qubits distinct from the gates for spin qubits encoded using gate-defined QDs.
Self-assembled QDs are not discussed any further.
There are many other systems that encode qubits. Superconducting qubits should
be named as the important alternative in the solid state [25, 26]. Superconductivity
is probably the most well known macroscopic quantum phenomenon. The resistances
of some metals vanish at low temperatures. Electrons are paired into Cooper pairs
and allow lossless electric currents. A superconducting element can be described
by a LC circuit. The flux trough the inductor L and the charge on the capacitor
C are conjugate variables. The LC circuit is the electric realization of a harmonic
oscillator, and two eigenstates encode one qubit. A nonlinear circuit element, which
is provided by the Josephson junction, breaks the equidistant level spacing and
enables driven state transitions.
1.4 Outline of the Thesis
This thesis examines QD spin qubits and their ability to realize quantum computa-
tion.
Chapter 2 introduces all the qubit encodings that are used in the remaining parts
of the thesis. An array of QDs, each with a fixed electron configuration, offers a
variety of qubit encodings: among them are the singlet-triplet qubit, the exchange-
only qubit, and the Madison qubit. This chapter should also serve as a reference
guide to the most common manipulation protocols for spin qubits, and it includes
a comprehensive review of important spin qubit experiments.
Chapter 3 describes noise models for QD spin qubits. A qubit must be well
protected from external influences to realize quantum computation. This chapter
describes the noise channels from hyperfine interactions, from charge traps, and from
SOIs.
Chapter 4 analyzes manipulation protocols for spin qubits. It focuses on two
prominent qubit encodings, which are the singlet-triplet qubit and the exchange-
only qubit. Single-qubit gates and one maximally entangling two-qubit gate are
convenient for universal quantum computation. Static and resonant single-qubit
gates are well established for encoded spin qubits. Two-qubit gates are analyzed that
rely on the Coulomb interactions between the electrons of the different qubits. The
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aim of this chapter is to discuss the robustness of different manipulation protocols
in the presence of realistic noise sources.
Chapter 5 is a reprint of Ref. [27]. An exchange gate for singlet-triplet qubits is
proposed that is protected from charge noise. The normal exchange gate tunes the
qubit from the (1, 1) configuration, where the two electrons are spatially separated,
towards (0, 2), where one QD is empty and the other one is doubly occupied. The
noise protected exchange gate relies on two principles. (1) Very high bias is applied
and the qubit is pulsed far into (0, 2). Not only the singlet state permits the charge
transfer, but also the spin blockade of the triplet state is lifted. (2) The exchange
gate is even more favorable between the (3, 3) and (2, 4) charge configurations of
many-electron QDs at finite out-of-plane magnetic fields.
Chapter 6 examines the encoding of a singlet-triplet qubit in the setup of one
large QD and one small QD. The two electron singlet state is the ground state of
the strongly confined QD, but the two electron triplet state is the ground state of
the weakly confined QD. Modifications of the charge configurations, together with
SOIs, realize universal control of this qubit.
Chapter 7 is a reprint of Ref. [28], and it describes two-qubit gates between singlet-
triplet qubits that are coupled via one quantum state. An array of five QDs can be
imagined, where two pairs of singly occupied QDs encode two qubits. The quantum
state can be empty, singly occupied, or doubly occupied. All these setups have short
gate sequences which realize entangling gates for singlet-triplet qubits. The optimal
sequence needs just one operation that involves the mediating quantum state. The
performances of these entangling gates under realistic noise sources are analyzed.
Chapter 8 reproduces the results of Ref. [29] with minor changes. This chapter
analyzes the noise properties of spin qubits that are encoded using three singly
occupied QDs. The coherence properties of these triple QD spin qubits are analyzed
using a master equation description. All relevant parameters for triple QD spin
qubits are extracted from existing measurements of single QD spin qubits and double
QD spin qubits.
Chapter 9 describes an entangling gate for the three-electron double QD qubit
(the “Madison” qubit). The fast transfer of electrons between QDs (“pulse gate”)
realizes a two-qubit gate for this qubit encoding. This gate avoids leakage from
the computational subspace in a multi-pulse sequence. The pulse-gated two-qubit
operation for the three-electron double QD qubit attends the pulse-gated single-
qubit operations that have been implemented experimentally.
Chapter 10 summarizes the results of the thesis and proposes possible future
experiments. This chapter suggests an alternative concept to refocus noise for triple
QD spin qubits through the application of pulsed magnetic fields, and it describes
the coupling between two exchange-only qubits via a cavity.
7

CHAPTER 2
Quantum Dot Qubits
This chapter describes different qubit encodings for elec-
trons which are confined at quantum dots. A short
overview of important experiments is given.a
a This review does not attempt to be complete, and it focuses on the qubit
encodings that are used in the remaining part of the thesis.
Figure 2.1: Different encodings for quantum dot qubits. |1〉 and |0〉 sketch the quan-
tum states that encode quantum information; the black dots represent
electrons. Two different positions of one electron at a pair of quantum
dots encode the charge qubits. The electron spin encodes quantum infor-
mation for the Loss-DiVincenzo qubit, the ST0 qubit, and the exchange-
only qubit. The Madison qubit is a spin qubit in its idle configuration,
but it is a charge qubit during the manipulation procedure.
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2.1 Charge Qubit
The charge qubit is introduced due to its simplicity. One electron at a double
quantum dot (DQD) realizes a charge qubit. Reaching the single-electron regime
at quantum dots (QDs) is well established, and also the fabrication of QD arrays is
possible [30, 31]. |1〉 = |L〉 and |0〉 = |R〉 provide a two-level quantum system for
the charge qubit, and these states describe if the electron is confined at the left QD
(QDL) or the right QD (QDR). The electron can be positioned at QDL or at QDR
depending on the voltages VL or VR that are applied at electric gates close to the
sample:  ∼ eVL − eVR.  < 0 favors the
(
nQDL , nQDR
)
= (1, 0) configuration of the
charge qubit, but  > 0 favors (0, 1). The transfer of electrons between the QDs is
allowed, and it is described by the tunnel coupling t. The charge qubit is described
by the effective Hamiltonian
H = σz + tσx. (2.1)
σz = |1〉 〈1| − |0〉 〈0| and σx = |1〉 〈0| + |0〉 〈1| are Pauli operators.
The charge qubit can be initialized and read out easily because the charge degree
of freedom is well accessible in experiments using electric fields. Consequently, the
charge qubit is also very sensitive to electric field fluctuations. The charge qubit
looses its phase coherence within nanoseconds due to electric field fluctuations in
semiconductors [32–34], which arguably makes the charge qubit useless for quan-
tum computation. Nevertheless, coherent manipulations of charge qubits have been
shown using picosecond manipulations of  [35].
charge qubit
+ qubit definition, manipulation, initialization, readout
− sensitivity to electric field fluctuations
2.2 Loss-DiVincenzo Qubit
Ref. [18] recognizes the problem of electric field fluctuations for the charge qubit,
and it suggests the encoding of quantum information into the spin degree of freedom
of a single electron. |1〉 = |↑〉 and |0〉 = |↓〉 describe the spin orientations of an
excess electron on a QD. Magnetic fields separate |1〉 and |0〉 energetically. Electric
field fluctuations influence the Loss-DiVincenzo qubit only weakly because ideally
|1〉 and |0〉 occupy the same charge state.
The exchange interaction Hex provides two-qubit control of the single-electron
spin qubit [18]. Two singly occupied QDs in close proximity permit the transfer
of electrons between the QDs. If the DQD is tuned to
(
nQD1 , nQD2
)
= (1, 1), then
(2, 0) and (0, 2) are only virtually occupied. The Pauli exclusion principle requires
that the two electrons are in a singlet configuration if they fill the same quantum
state on a QD. All doubly occupied QDs in a triplet configuration require an orbital
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excited state, and usually they have higher energy than the two-electron QDs in a
singlet configuration. The following derivation shows that these spin selection rules
for the virtually occupied states in (2, 0) and (0, 2) provide an effective exchange
interaction in the (1, 1) configuration.
The Hamiltonian H = t∑i,j∈{1,2},i 6=j,σ (c†iσcjσ + H.c.) describes the electron hop-
ping between QD1 and QD2. c
(†)
iσ is the annihilation (creation) operator of an electron
at position i with spin σ, H.c. is the Hermitian conjugate of the preceding term, and
t is the tunnel coupling. The states c†1↑c
†
2↑ |0〉 , c†1↑c†2↓ |0〉 , c†1↓c†2↑ |0〉 , and c†1↓c†2↓ |0〉
are the possible electron configurations in (1, 1). |0〉 is the vacuum state. The
doubly occupied configurations are strongly unfavored. Only the (2, 0) singlet state
(c†1↑c
†
1↓ |0〉) and the (0, 2) singlet state (c†2↑c†2↓ |0〉) are considered, which are higher
in energy by UL and UR. UL, UR > 0 are called the addition energies.  ∼ eV1− eV2
models electric fields, which are applied at gates close to the DQD. The DQD is
tuned towards (0, 2) for  > 0, but (2, 0) is favored for  < 0. The effective Hamilto-
nian in the basis c†1↑c
†
2↑ |0〉 , c†1↑c†2↓ |0〉 , c†1↓c†2↑ |0〉 , c†1↓c†2↓ |0〉 , c†1↑c†1↓ |0〉 , and c†2↑c†2↓ |0〉
is 
0 0 0 0 0 0
0 0 0 0 t t
0 0 0 0 −t −t
0 0 0 0 0 0
0 t −t 0 UL +  0
0 t −t 0 0 UR − 
 . (2.2)
The states in (2, 0) and (0, 2) are only virtually occupied in the (1, 1) configuration
if UL + , UR−  t > 0. These states are removed in second order Schrieffer-Wolff
perturbation theory [18, 36], and the antiferromagnetic exchange Hamiltonian is
constructed:
Hex () = J ()
4
σ1 · σ2. (2.3)
σi =
(
σix, σ
i
y, σ
i
z
)T is the vector of Pauli matrices at QDi, and J () = 2t2UL−+ 2t2UR+ > 0
is the exchange constant. Note that the formula for the exchange constant J () is
only valid in (1, 1) with UL, UR  t, ||. Ref. [18] proposes experiments that modify t
to control J (), but experiments have shown that it is more favorable to modify the
detuning  between QD1 and QD2. With this method, subnanosecond modifications
of J () were demonstrated [37–39].
The qubit encoding for the single-spin qubit, where all qubit states have identical
charge configurations, provides a challenge for the qubit readout and the single-qubit
manipulations. A single-spin qubit can be read out indirectly using a second singly
occupied QD in close proximity. Only the combined singlet configuration allows
the tunneling to the readout QD for small detunings between the two QDs, but
all triplet configurations remain in (1, 1). This phenomenon is called the Pauli spin
blockade [31]. The charge configurations of a (0, 2) singlet state can be distinguished
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from the (1, 1) triplet states using a quantum point contact [40, 41] or a sensing
QD [42, 43]. Pulsed transverse magnetic fields have been applied for single-spin
manipulations [44]. Electron spin resonance experiments remain challenging for
arrays of QDs because it is very difficult to selectively apply pulsed magnetic fields
to every QD [45]. Electrically driven electron spin resonance can be used instead
[46–49]. Applying local electric fields to a QD is simple. Electric fields couple to
the spins indirectly, e.g. through local magnetic fields (hyperfine interactions or
micro magnets) or through spin-orbit interactions. Nevertheless, the experiments of
Refs. [46–49] did not realized high-fidelity single-qubit manipulations.
Loss-DiVincenzo qubit / single-spin qubit
+ qubit definition, noise properties, two-qubit gates
− single-qubit gates
2.3 ST0 Qubit
Because the exchange interactions are well-controlled in experiments, it is appealing
to encode quantum information using qubits that have single-qubit exchange gates.
The sz = 0 configurations of a two-electron DQD in
(
nQD1 , nQD2
)
= (1, 1) can be
used [50–52]. The sz = ±1 subspaces are energetically separated from the sz = 0
subspace at large global magnetic fields. The logical qubit states are the sz = 0
triplet state |1〉 =
√
1
2
(|↑↓〉 + |↓↑〉) and the singlet state |0〉 =
√
1
2
(|↑↓〉 − |↓↑〉),
where the first entry characterizes QD1 and the second entry describes QD2. This
qubit is called the ST0 qubit. One additional mechanism is needed for full single-
qubit control, and, e.g., a magnetic field gradient in the direction parallel to the
global magnetic field ∆B = BzQD1 −BzQD2 realizes universal single-qubit control (cf.
Fig. 2.2). A magnetic field gradient can be created by polarizing the nuclear spin
bath [53, 54] or by using micro magnets [48, 55, 56]. The magnetic field gradient
is permitted to be static [57], while the exchange interaction can be tuned rapidly
using electric gates near the QDs. The readout uses the Pauli spin-blockade, similar
to the readout of a single-electron spin qubit with a neighboring singly occupied
QD. Initialization of the ST0 qubit is simple because the singlet state is strongly
favored in (2, 0) and (0, 2).
ST0 qubits have excellent coherence properties. ST0 qubits are encoded in a
weak decoherence free subspace, which means that global magnetic field fluctuations
parallel to the external magnetic do not cause dephasing [58, 59]. Nuclear spins cause
local magnetic field fluctuations that are low frequency, but low-frequency noise is
canceled in refocusing experiments [60–62].
The realization of two-quit gates for ST0 qubits remains challenging. It was
proposed to use the exchange interactions [50] or the Coulomb interactions [51, 57]
between neighboring DQDs. So far, exchange-based two-qubit gates have not been
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implemented experimentally, and Coulomb-based two-qubit gates have not provided
high coherence times [63, 64].
Figure 2.2: Single-qubit control of the ST0 qubit on the Bloch spere. |1〉 =√
1
2
(|↑↓〉 + |↓↑〉) and |0〉 =
√
1
2
(|↑↓〉 − |↓↑〉) are the sz = 0 triplet
state and the singlet state. The exchange interaction J () generates
phase evolutions between |1〉 and |0〉 , and a magnetic field gradient
∆B = BzQD1 −BzQD2 drives qubit rotations.
ST0 qubit / two-electron double-dot qubit
+ noise properties, single-qubit gates, initialization, readout
− two-qubit gates
2.4 Exchange-Only Qubit
An encoded qubit using three singly occupied QDs in
(
nQD1 , nQD2 , nQD3
)
= (1, 1, 1)
provides universal control through the exchange interactions [65]. The S = 1
2
,
sz =
1
2
subspace is two-dimensional and encodes a qubit (“the subspace qubit”) with
the basis states:
|1〉 =
√
2
3
|↓〉 ⊗ |↑↑〉 −
√
1
6
|↑〉 ⊗ [|↑↓〉 + |↓↑〉 ] , (2.4)
|0〉 =
√
1
2
|↑〉 ⊗ [|↑↓〉 − |↓↑〉 ] . (2.5)
Each entry of this state notation labels one spin orientation of |QD1,QD2,QD3〉 .
The exchange interaction between QD2 and QD3 (H23 = J234 σ2·σ3) separates |1〉 and
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|0〉 energetically: (H23){|1〉 ,|0〉 } = J23
(
1/4 0
0 −3/4
)
. The exchange interaction
between QD1 and QD2 (H12 = J124 σ1 · σ2) couples |1〉 and |0〉 : (H12){|1〉 ,|0〉 } =
J12
( −1/2 −√3/4
−√3/4 0
)
. The time evolution under H12 describes a precession
on the Bloch sphere in the xz-plane around an axis with the polar angle 4pi/3.
|+〉 = −1
2
|1〉 +
√
3
2
|0〉 has the energy J12
4
and |−〉 =
√
3
2
|1〉 + 1
2
|0〉 has the energy
−3J12
4
. Universal quantum control is provided through J12 and J23 [cf. Fig. 2.3(a)].
Note that the exchange interaction between QD1 and QD3 can substitute H12 or
H23, but it is not necessary to realize full single-qubit control.
The S = 1
2
, sz = 12 subspace is a weak decoherence free subspace, which protects
the subspace qubit from global magnetic field fluctuations parallel to the external
magnetic field [58, 59]. An alternative qubit encoding, the so-called “subsystem
qubit”, uses the S = 1
2
, sz = 12 and S =
1
2
, sz = −12 subspaces. Both subspaces
are two-dimensional, which is caused from the spin addition rules: the addition of
S = 1
2
to S = 1 or the addition of S = 1
2
to S = 0 can realize total S = 1
2
. A
formal gauge quantum number is assigned to these two paths to reach S = 1
2
, and
it encodes the subsystem qubit [58, 59]. All single-qubit gates are identical to the
subspace encoding, but this qubit is protected from global magnetic field fluctuations
in all directions. The subsystem encoding of the exchange-only qubit describes a
decoherence free subsystem [58, 59].
Single-qubit manipulations of the exchange-only qubit have been implemented
experimentally using independent modifications of J12 and J23 [66] [cf. Fig. 2.3(a)].
Resonant manipulations of the exchange interactions are a notable alternative to
static gates [67, 68] [cf. Fig. 2.3(b)]. The states |E〉 = −
√
3
2
|1〉 + 1
2
|0〉 and |G〉 =
1
2
|1〉 +
√
3
2
|0〉 have different energies in the (1, 1, 1) configuration with J12 = J23.
Small asymmetries δJ = J12−J23
2
 J = J12+J23
2
introduce a transverse coupling of
|E〉 and |G〉 :
(HJ,δJ){|E〉 ,|G〉 } = −J |G〉 〈G| +
√
3δJ
2
[ |E〉 〈G| + |G〉 〈E| ] . (2.6)
Resonant modifications of δJ = δJ0 cos
(
Jt
~
)
at constant J realize transitions between
|E〉 and |G〉 .
Two-qubit gates of the exchange-only qubit have not been realized so far. Manipu-
lations of the exchange couplings, both on a triple quantum dot (TQD) and between
two TQDs, provide fairly complex gate sequences for the subspace encoding [65] or
the subsystem encoding [69]. Note that resonant two-qubit gate sequences for the
exchange-only qubit have been proposed that use the exchange interactions [70] or
the Coulomb interactions [71] between two TQDs.
exchange-only qubit / three-electron triple-dot qubit
+ noise properties, single-qubit gates
− complexity of qubit encoding, fairly large number of QDs
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Figure 2.3: Single-qubit control of the exchange-only qubit on the Bloch sphere. (a)
Time evolution if either J12 or J23 is turned on. The rotation axes are
tilted by 4pi
3
. (b) Qubit manipulation at fixed J = J12 = J23. A small
difference between the exchange interactions δJ = J12−J23
2
realizes qubit
rotations between |E〉 and |G〉 . The definitions of the states |1〉 , |0〉 ,
|E〉 , and |G〉 are given in the text.
2.5 Madison Qubit
The Madison qubit [72, 73] is a modification of the exchange-only qubit. In this
system, the qubit encoding is identical to the exchange-only qubit, but the three
electrons are confined at a DQD. The following discussion is restricted to the qubit
encoding in the S = 1
2
, sz = 12 subspace for
(
nQD1 , nQD2
)
= (1, 2). The logical qubit
states |1〉 and |0〉 are identical to Eqs. (2.4)-(2.5). Now, the first entry labels the
spin orientation at QD1; the second and third entries label the spin orientations of
two electrons at QD2. The Madison qubit has a large energy difference Ω between
|1〉 and |0〉 that is not present for the exchange-only qubit. The reason is that |0〉
contains a two electron singlet configuration of the electrons at QD2, while |1〉 has a
two electron triplet configuration. Usually, the two-electron singlet configuration on
a QD is favored over all triplet configurations. Small magnitudes of Ω below 100 µeV
are permitting manipulations of the Madison qubit that are differing from the ma-
nipulations of the exchange-only qubit. |E〉 = |S ↑〉 is the ground state in (2, 1)
that must be energetically separated from all the states in the (2, 1) configuration
with S = 1
2
, sz = 12 that contain triplets at QD1.
1
Electric bias  ∼ eV2 − eV1 is used to tune between (1, 2) and (2, 1).  > 0 favors
(1, 2), but  < 0 favors (2, 1). Electron tunneling between the QDs couples the states
|1〉 , |0〉 , and |E〉 . The energy diagram has two anticrossings (cf. Fig. 2.4). Because
the tunneling process is spin conserving, there are no other leakage states available
that couple to the subspace {|1〉 , |0〉 , |E〉} (note that there are additional orbital
1This energy difference should especially be larger than Ω.
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[or valley] excited states in S = 1
2
, sz = 12 both in (1, 2) and (2, 1), but these states
are strongly unfavored). It is easy to prove that all single-qubit gates can be realized
using fast modifications of  [73]. The greatest difficulty comes from the requirement
to modify  much faster than h/Ω, which is fulfilled for picosecond pulses. These
single-qubit gates have been realized for the Madison qubit [74, 75].
Figure 2.4: Energy diagram of the Madison qubit in (1, 2) and (2, 1). The qubit
is encoded using the S = 1
2
, sz = 12 subspace of three electrons in the
(1, 2) configuration.  ∼ eV2 − eV1 describes the influence of voltages
that are applied to gates close to QD1 and QD2. The logical qubit states
|1〉 and |0〉 have the energy difference Ω. The (2, 1) configuration is
accessible for  > 0, and it has the lowest energy state |E〉 . Electron
tunneling between the QDs couples |E〉 with |1〉 at  = ∆−Ω, and |E〉 is
coupled to |0〉 at  = ∆. The passage of the Madison qubit through the
resulting anticrossings realizes all single-qubit gates. The figure sketches
the logical X operation: X |1〉 = |0〉 , X |0〉 = |1〉 . Swaps at both
anticrossings realize the evolution according to the red arrows.
Ref. [73] proposes a two-qubit gate through Coulomb interactions, but no experi-
ment has been able to implement this gate. Note the readout of the Madison qubit:
for  close to the charge transition between (1, 2) and (2, 1), there is a region where
|1〉 is transferred to (2, 1), but |0〉 stays in (1, 2) (cf. Fig. 2.4). The Madison qubit
is a spin qubit in the idle configuration at  = 0, but it is a charge qubit during
the qubit manipulations. Consequently, charge noise is problematic for the Madison
qubit.
Madison qubit / three-electron double-dot qubit
± single-qubit and two-qubit gates
− complexity of qubit encoding, fast pulses, noise properties
16
CHAPTER 3
Noise Description
The time evolution of spin qubits is not ideal because a
quantum dot interacts with a macroscopic environment.
This chapter introduces a phenomenological noise descrip-
tion for spin qubits. Additionally, the noise channels gen-
erated from hyperfine interactions, charge noise, and spin-
orbit interactions are introduced.
3.1 Physical Noise Picture
Following Sec. 1.2, a qubit should store quantum information much longer than the
timescale of qubit manipulations. Typical noise descriptions of solid-state quantum
experiments use the language of nuclear magnetic resonance [76, 77]. The relaxation
time T1 and the dephasing time T2 characterize two possibilities to loose quantum
information (cf. Refs. [6, 78, 79] for a phenomenological description of these noise
models). A relaxation process describes the evolution of the excited state |1〉 to the
ground state |0〉 by the relaxation rate Γ = (T1)−1:
d
dt
 X (t)Y (t)
Z (t)
 = −
 Γ/2 0 00 Γ/2 0
0 0 Γ
 X (t)Y (t)
Z (t)
 . (3.1)
Fig. 3.1(a) describes the time evolution of the Bloch sphere (cf. Sec. 1.2): the Bloch
sphere contracts to the ground state |0〉 . The pure dephasing rate Γφ = (Tφ)−1
destroys the phase coherences between superpositions:
d
dt
 X (t)Y (t)
Z (t)
 = −
 Γφ 0 00 Γφ 0
0 0 0
 X (t)Y (t)
Z (t)
 . (3.2)
Pure dephasing causes that the Bloch sphere becomes ellipsoidal, while the major
axis is aligned to the z-axis [cf. Fig. 3.1(b)]. Note that Γφ and Γ contribute to the
dephasing rate Γ2 = (T2)
−1, which describes how fast phase coherence is lost:
Γ2 =
Γ
2
+ Γφ,
1
T2
=
1
2T1
+
1
Tφ
. (3.3)
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Eq. (3.3) describes the fundamental limit of the dephasing time T2 < 2T1.
A quantum system contains other quantum states besides |1〉 and |0〉 . The evo-
lution from the qubit subspace to these states is called leakage. Leakage reduces the
population of the qubit subspace, and it can be extracted from the time evolution of a
quantum state |ψ (0)〉 = eiα [cos (θ/2) |1〉 + eiφ sin (θ/2) |0〉], ρ (0) = |ψ (0)〉 〈ψ (0)| :
O (t) = 〈1 |ρ (t)| 1〉+ 〈0 |ρ (t)| 0〉 . (3.4)
Figure 3.1: Description of relaxation and dephasing on the Bloch sphere. (a) Relax-
ation processes transfers the excited state |1〉 to the ground state |0〉 ,
and the Bloch sphere shrinks to |0〉 . (b) Pure dephasing deforms the
Bloch sphere to an ellipsoid. The phase coherences of superpositions of
|1〉 and |0〉 are lost. Note that relaxation processes destroy also the
phase coherences.
The fidelity describes the quality of a disturbed time evolution Ud. Ud deviates
from the ideal time evolution Ui, and Uall = U−1i Ud differs from 1. The most mean-
ingful characterization of a noisy quantum channel is obtained from the minimization
over all possible qubit states |ψ〉 [6]:
Fmin = min|ψ〉 tr
( |ψ〉 〈ψ| Uall |ψ〉 〈ψ| U−1all ) . (3.5)
Fmin is often difficult to calculate. Noisy quantum processes can be described when
comparing the quantum system Q (Q encodes the qubit) with a reference system R
(R is the identical copy of Q). Q evolves with Uall, but R is static. The entanglement
fidelity F of a combined quantum state of R and Q (|RQ〉) is defined as [6, 80, 81]:
F = Tr
[
ρRQ1R ⊗ (Uall)Q ρRQ1R ⊗
(
U−1all
)
Q
]
, (3.6)
with ρRQ = |RQ〉 〈RQ| . Note that F in Eq. (3.6) is a function of the state |RQ〉 .
The characterization of a noisy quantum channel (and therefore the definition of a
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gate fidelity) relies on the idea that an ideal quantum channel must conserve the en-
tanglement between R andQ [6]. Therefore, the maximally entangled state |RQ〉1 =√
1
2
(|11〉 + |00〉) characterizes the gate fidelity of single-qubit operations and the
maximally entangled state |RQ〉2 = 12
( |1111〉 + |0110〉 + |1001〉 + |0000〉 ) char-
acterizes the gate fidelity of two-qubit operations with the definition of Eq. (3.6).1
F = 1 for ideal processes and 0 ≤ F ≤ 1. Note that Eq. (3.6) with |RQ〉1 and
|RQ〉2 characterizes also the leakage from the computational subspace.
3.2 Hyperfine Interactions
QD electrons interact with the nuclear spins of the semiconductor [83]. Experiments
are usually done at large external magnetic fields, which causes a difference between
the electron Zeeman splitting and the nuclear Zeeman splitting. As a consequence,
the probability for a simultaneous spin flip of the electron spin and the nuclear spin
is small.
The dominant noise channel of nuclear spin noise is caused by the uncertainty
of the nuclear spin distribution. Every nuclei has a small magnetic moment that
interacts through the Fermi contact hyperfine interaction with the electron. An
electron bound at a QD interacts with a macroscopic magnetic field that is created by
the nuclei: H = gµB
2
Bnuc ·σ, with Bnuc =
∑
iAi
(|ψi|2 ν) Ii [84, 85]. g is the electron
g-factor, µB is the Bohr magneton, Ii is the ith nuclear spin, Ai is the material
dependent coupling constant of the ith nucleus, and |ψi| is the electron’s envelope
at the unit cell of volume ν of the ith nucleus. Bnuc is called the Overhauser field.
One can treat the magnetic field as static during one measurement, but there are
variations ofBnuc between successive measurements. The magnetic field fluctuations
at a QD can be described by the rms value of the uncertainty in Bnuc [52, 84, 86]:
σBnuc ∝
√
|Bnuc|2 =
√∑
i
Ii (Ii + 1)A2i
(|ψi|2 ν)2. (3.7)
If one assumes that the distribution of the nuclear spins is smooth, then
∑
i |ψi|4 ν2 →
ν
∫
V
dr |ψi|4 ≈ νV = 1N , where V is the QD volume and N is the total number of
the nuclei that interact with the electron. One electron typically interacts with 106
nuclear spins for GaAs QDs, giving gµB
2
σBnuc ≈ 50 neV and σBnuc = 5 mT [87]. Si
QDs are becoming popular because a QD electron in Si interacts with fewer finite
spin nuclei than for GaAs QDs. Natural Si has only ∼ 5000 finite spin nuclei that
interact with the QD electron (gµB
2
σBnuc ≈ 1.5 neV, σBnuc ≈ 25 µT) [87]. There
1 One can prove easily that |RQ〉 1 and |RQ〉 2 are maximally entangled states when calculating the
von Neumann entropy S (x) = −tr [x log2(x)] for the reduced density matrices ρR = trQ (ρRQ)
and ρQ = trR (ρRQ). S (ρR) = S (ρQ) = 1 for |RQ〉 1 and S (ρR) = S (ρQ) = 2 for |RQ〉 2,
which are the maximal entanglement entropies reachable for two-qubit and four-qubit Hilbert
spaces [82].
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are also heterostructures that contain mainly nuclear spin free 29Si isotopes. A QD
electron interacts with only ∼ 10 nuclear spins for these heterostructures.
Evolutions of the nuclear magnetic field are observed within several microseconds.
Dipole-dipole interactions between the nuclei cause fluctuations of the nuclei within
10 − 100 µs [84, 88]. This process is called spin diffusion because it is observed
as a diffusive evolution of the Overhauser field [88–90]. The hyperfine spins evolve
themselves in the magnetic field of the electron (Knight field) and the external
magnetic field. These evolutions are detected by the electron as modifications of
the Overhauser field within 10 µs [31, 89]. At finite external magnetic fields (spin
qubit experiments are done at several 100 mT for GaAs QDs), the Overhauser field
fluctuations influence mainly the magnetic field components perpendicular to the
external magnetic field within 10 − 100 µs, but the modification of the magnetic
field component parallel to the external magnetic field is less important [31, 90, 91].
Figure 3.2: The QD electron (black arrow) interacts with the nuclear spins of the
heterostructure (orange arrows). The electron’s wave function overlaps
with many nuclear spins. Fluctuations of these nuclear spins dephase
spin qubits.
3.3 Charge Noise
Spin qubits were suggested as ideal candidates for quantum information process-
ing because they are protected from electric field fluctuations [18]. Charge traps
in the heterostructure are uncontrollably filled and unfilled. These charge traps
create fluctuating electric fields at the positions of the QDs. Additionally, the con-
trol electronics introduce fluctuating electric fields. The single-spin qubit, with the
logical qubit states |1〉 = |↑〉 and |0〉 = |↓〉 (cf. Sec. 2.2), has identical spatial
wave functions for all spin orientations. Therefore, charge noise acts on {|1〉 , |0〉}
trivially.
The coupling between two QDs causes the exchange interaction that is used for
the qubit manipulations (cf. Sec. 2.2). If electric bias in (1, 1) is introduced which
tunes the charge configuration slightly towards (0, 2) ( ∼ eV1 − eV2 > 0), then the
exchange constant becomes Jeff ≈ 2t2U− . U −  = E(0,2)−E(1,1) represents the energy
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difference between the (0, 2) charge configuration and the (1, 1) charge configuration.
t is the tunnel coupling between the QDs. Charge noise introduces small fluctuations
δ between different charge configurations. As U   and U −   |δ|, these
fluctuations influence the exchange interaction by:
δJeff ≈ 2t
2
U − (+ δ) ≈ Jeff
(
1 +
δ
U − 
)
≈ Jeff
(
1 +
δ
U
)
. (3.8)
Typical QD setups have an uncertainty in  of the rms σδ with the magnitude
σδ
U
= 10−2− 10−3. For example, σδ ≈ 5 µeV was measured in Ref. [34], which gives
σδ
U
≈ 5 · 10−3 for U ≈ 1 meV [30].2 Raising  increases Jeff , but larger  introduce
at the same time a slightly higher (0, 2) population for the singlet state than for
the triplet states. A spin qubit is disturbed stronger by charge noise at larger Jeff
because it obtains some character of a charge qubit [94]. Note that this description
is valid only for small electric bias where the charge distribution remains mainly in
(1, 1). Very high bias can show reduced sensitivity to charge noise (cf. Chapter 5).
The exchange interactions fluctuate slowly, and the dominant effects of charge
noise in spin qubit experiments can be described by quasi-static noise. Note that
small, finite frequency fluctuations of the exchange interactions were detected in the
frequency range 20 kHz - 1 MHz [93]. The noise spectrum scales like ω−0.7. Another
experiment verified the low-frequency character of charge noise and detected a ω−0.8
spectrum [95].
3.4 Spin-Orbit Interactions and Phonons
Spin-orbit interactions (SOIs) are less important for GaAs and Si QDs because the
spin precession lengths (> 10 µm) are much larger than the QD sizes (< 100 nm).
SOIs couple the orbital component and the spin component of the electron wave
function. Phonons can now flip single spins [96]. Phonons are eigenmodes of the
lattice vibrations, and they couple to the orbital part of the wave function (cf., e.g.,
Ref. [97]). The spin relaxation time of a single-electron spin at a QD is strongly
magnetic field dependent [98], and it depends on the shape of the QD [99]. Single
spin relaxation times are, however, usually very long and exceed 1 ms easily [98, 100].
2A similar approximation was extracted in Ref. [92] from the experiment of Ref. [93]:
Jeff
(
1 + δ0
)
with σδ0 ≈ 3 · 10−2 is used.
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CHAPTER 4
Static and Resonant Manipulations
of Encoded Spin Qubits
This chapter analyzes manipulation protocols for spin
qubits. Two promising qubit encodings for quantum dot
(QD) spin qubits are analyzed. The singlet-triplet qubit
encodes quantum information using the singlet state and
the sz = 0 triplet state of a pair of electrons that are con-
fined using a double QD. The S = 1
2
, sz = 12 subspace of
three electrons that are confined using a trio of QDs en-
codes quantum information for the triple QD qubit. Nu-
clear spins and charge traps influence the electron spin in
GaAs heterostructures. These noise channels are detected
as low-frequency noise by spin qubits. Single-qubit gates
and two-qubit gates can be realized using evolutions un-
der static Hamiltonians and using evolutions under time-
dependent Hamiltonians. Favorable manipulation proto-
cols for spin qubits in gate-defined GaAs QDs with the
given noise sources are described.
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4.1 Model
4.1.1 Singlet-Triplet Qubit (cf. Sec. 2.3)
The singlet-triplet qubit (STQ) encodes quantum information in the sz = 0 subspace
of two electrons that are confined using a double quantum dot (DQD) [50, 52]. The
quantum dots (QDs) are labeled by QD1 and QD2 (cf. Fig. 4.1).
Single-qubit interactions — The STQ Hamiltonian in the
(
nQD1 , nQD2
)
= (1, 1)
configuration,
HDQD = J12
4
σ1 · σ2 + ∆Ez
2
(σz1 − σz2) +
Ez
2
(σz1 + σ
z
2) , (4.1)
contains the exchange interaction J12 between the QDs, a magnetic field gradient
across the DQD ∆Ez =
Ez1−Ez2
2
, and a global magnetic field Ez =
Ez1+E
z
2
2
, with
Ez  ∆Ez > 0. σi = (σxi , σyi , σzi )T are the Pauli matrices at QDi; Ei is the local
magnetic field at QDi.1 The charge transitions from (1, 1) to (2, 0) and from (1, 1) to
(0, 2) are described by the tunnel coupling τ , and they cause the exchange interaction
J12 =
2τ2
U1
+ 2τ
2
U2
(cf. Sec. 2.2). The addition energy Ui is needed to add a second
electron to QDi.
Figure 4.1: Array of two DQDs (1) and (2). The electron transfer between a pair of
QDs on DQD(i) is permitted, and it is described by the tunnel coupling
τ (i). The addition energy U (i)j is needed to add a second electron to
QD(i)j ; n
(i)
j is the electron number at QD
(i)
j . The electrostatic coupling
between DQD(1) and DQD(2) is determined mainly by the occupations
of QD(1)2 and QD
(2)
1 .
Eq. (4.1) is projected to the sz = 0 subspace, which is spanned by the singlet
state |S〉 and the sz = 0 triplet state |T0〉 :
H{|T0〉 ,|S〉 }DQD =
J12
2
σz + ∆Ezσx. (4.2)
1 The magnetic fields Ezi , Ez, and ∆Ez are described in energy units.
Ez
2 is used instead of the
Zeeman Hamiltonian gµBB2 , where g is the electron g-factor, µB is the Bohr magneton, and B
is the magnetic field strength.
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σx = |T0〉 〈S| + |S〉 〈T0| and σz = |T0〉 〈T0| − |S〉 〈S| are Pauli operators. Eq. (4.2)
neglects constant energy shifts of the sz = 0 subspace.
Two-qubit interactions — Only the singlet state |S〉 has small contributions in
(2, 0) and (0, 2): |S〉 ∝ |S1,1〉 +
√
2τ
U1
|S2,0〉 +
√
2τ
U2
|S0,2〉 . The weights in (2, 0) and
(0, 2) for U1, U2  τ are:
|〈(2, 0) |S〉|2 = 2
(
τ
U1
)2
, |〈(0, 2) |S〉|2 = 2
(
τ
U2
)2
. (4.3)
Coulomb interactions couple two STQs [51]. An array of two DQDs [labeled by (1)
and by (2)] is considered (cf. Fig. 4.1), where the coupling is determined mainly by
the occupations of the neighboring QDs n(1)2 and n
(2)
1 : V = e
2
4pi0rd
n
(1)
2 n
(2)
1 . d is the
distance between these QDs, e is the elementary charge, 0 is the dielectric constant,
and r is the relative permittivity. The interaction can be rewritten to
V = Xσ(1)z σ(2)z , with X =
e2
4pi0rd
(
τ (1)
U
(1)
2
)2(
τ (2)
U
(2)
1
)2
, (4.4)
using Eq. (4.3) and neglecting local energy shifts.
Qubit manipulations — The exchange interaction J12 = J012 +  (t) can be tuned
experimentally. J012 is constant, and  (t) can be controlled below nanoseconds [37].
Note that modifications of J (1)12 are possible at constant J
(2)
12 and at constant X . A
setup should be analyzed, where the array of DQDs in (1, 1)(1) and (1, 1)(2) is tuned
slightly towards (0, 2)(1), and (2, 0)(2). As a consequence U (1)2 , U
(2)
1  U (1)1 , U (2)2 . A
modification of the addition energy U (1)2 is introduced (described by U
(1)
2 −ξ), which
tunes J (1)12 ≈
(
2τ2
U2−ξ
)(1)
but leaves J (2)12 ≈
(
2τ2
U1
)(2)
unchanged. At the same time
X ∝
(
τ2
(U2−ξ)2
)(1)
. An expansion for ξ  U (1)2 gives J (1)12 ≈
(
2τ2
U2
)(1)
+
(
τ (1)
U
(1)
2
)2
2ξ and
X ∝≈
(
τ (1)
U
(1)
2
)2
+
(
τ (1)
U
(1)
2
)2
2ξ
U
(1)
2
. X is unchanged for small modifications of J (1)12 because
the factor 2ξ
U
(1)
2
is small.
4.1.2 Triple Quantum Dot Qubit (cf. Sec. 2.4)
Triple quantum dot (TQD) spin qubits are encoded in the S = 1
2
, sz = 12 spin
subspace of three electrons confined at a trio of QDs [65]. The TQD qubit is also
called the exchange-only qubit because full qubit control is possible only through
the exchange interactions [65]. The three QDs that encode a single TQD qubit are
labeled by QD1, QD2, and QD3 (cf. Fig. 4.2).
Single-qubit interactions — The TQD Hamiltonian in the
(
nQD1 , nQD2 , nQD3
)
=
(1, 1, 1) configuration,
HTQD = J12
4
σ1 · σ2 + J23
4
σ2 · σ3 + Ez
2
(σz1 + σ
z
2 + σ
z
3) , (4.5)
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contains the exchange interaction J12 between QD1 and QD2, the exchange in-
teraction J23 between QD2 and QD3, and a global magnetic field Ez.1 Instead
of J12 and J23, the sum of the exchange interactions J = J12+J232 and the dif-
ference of the exchange interactions ∆J = J12−J23
2
are used. Eq. (4.5) is pro-
jected onto the S = 1
2
, sz = 12 subspace, with the basis |1〉 = |↑〉2 ⊗ |S〉1,3 and
|0〉 =
√
1
3
|↑〉2 ⊗ |T0〉1,3 −
√
2
3
|↓〉2 ⊗ |T+〉1,3:
H{|1〉 ,|0〉 }TQD =
J
2
σz +
√
3∆J
2
σx. (4.6)
σx = |1〉 〈0| + |0〉 〈1| and σz = |1〉 〈1| − |0〉 〈0| are Pauli operators.
Two-qubit interactions — Coulomb interactions couple two TQD qubits [labeled
by (1) and by (2)]. The interaction between the (1, 0, 2)(1) configuration of TQD(1)
and the (2, 0, 1)(2) configuration of TQD(2) dominates the qubit coupling when the
two TQDs are aligned according to Fig. 4.2. Only the states |↑〉1⊗|S〉2,3 for TQD(1)
and |↑〉3⊗|S〉1,2 for TQD(2) permit this charge transfer [68, 71]. The tunnel coupling
causes a state hybridization of each singlet state in (1, 1) with the singlet states in
(2, 0) and (0, 2), similar to the case of DQDs: |S1,1〉1,2 → |S1,1〉1,2 +
√
2τ
U1
|S2,0〉1,2 +√
2τ
U2
|S0,2〉1,2 and |S1,1〉2,3 → |S1,1〉2,3 +
√
2τ
U2
|S2,0〉2,3 +
√
2τ
U3
|S0,2〉2,3. An arbitrary
single-qubit state |ψ〉 = eiα[cos (ϑ/2) |1〉 + eiϕ sin (ϑ/2) |0〉 ], which is described by a
global phase α and the Bloch sphere angles ϑ and ϕ (cf. Fig. 1.1) [6], has the state
hybridization:
|〈(2, 0, 1) |ψ〉|2 = 2
(
τ
U1
)2 [
1
2
− 1
4
cos (ϑ)−
√
3
4
sin (ϑ) cos (ϕ)
]
, (4.7)
|〈(1, 0, 2) |ψ〉|2 = 2
(
τ
U3
)2 [
1
2
− 1
4
cos (ϑ) +
√
3
4
sin (ϑ) cos (ϕ)
]
. (4.8)
Electrons at QD(1)3 and QD
(2)
1 are the distance d apart, and they interact through
V = e2
4pi0rd
n
(1)
3 n
(2)
1 (cf. Fig. 4.2). The interaction between two TQD qubits is
rewritten using Eq. (4.7) and Eq. (4.8):
V = X
(
1
2
σ(1)z −
√
3
2
σ(1)x
)(
1
2
σ(2)z +
√
3
2
σ(2)x
)
,
with X = e
2
4pi0rd
(
τ (1)
U
(1)
3
)2(
τ (2)
U
(2)
1
)2
. (4.9)
Eq. (4.7) and Eq. (4.8) cause also single-qubit energy shifts, which can be neglected
for X  J12, J23. Note that Ref. [71] gives additional coupling Hamiltonians for
geometries which differ from linear QD arrays.
Qubit manipulations — Modifications of ∆J are possible at constant J [66, 68].
The couplings for QD1 with QD2 and for QD2 with QD3 are assumed to be identical.
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The parameter ξ describes the difference between U1 and U3 (U1 = U − ξ and
U3 = U + ξ). The exchange interactions for U2  U1, U3  τ > 0 are J12 = 2τ2U−ξ
and J23 = 2τ
2
U+ξ
. An expansion for U  |ξ| gives J = 2τ2
U
and ∆J = τ2
U2
2ξ. X
remains unchanged for small modifications of the single-qubit parameters, similar
to the argumentation for STQs.
Figure 4.2: Array of two TQDs (1) and (2). The electron transfer between neigh-
boring QDs of TQD(i) is possible, while equal tunnel couplings τ (i) are
assumed. The energy U (i)j is needed to add a second electron to QD
(i)
j ;
n
(i)
j is the electron number at QD
(i)
j . There is an electrostatic coupling
between TQD(1) and TQD(2); the magnitude of the interaction is deter-
mined by the occupations of QD(1)3 and QD
(2)
1 .
4.1.3 Noise of Encoded Spin Qubits
The noise discussion is restricted to GaAs QDs, where spin qubits are operated
at large magnetic fields reaching Ez = 10 µeV (500 mT). Typical times for qubit
manipulations are 10 ns - 1 µs [31].
Hyperfine interactions — The electron spin in GaAs heterostructures interacts
with the Ga nuclei and the As nuclei (cf. Sec. 3.2). These nuclei have finite spins,
and their magnetic moments introduce macroscopic magnetic fields at every QD
(QDi). These magnetic fields are called the Overhauser fields Fi.1 The fluctuations
of the Overhauser fields are very slow, and their components parallel to the external
magnetic field F zi can be treated as constant during one qubit manipulation [91].
The perpendicular nuclear magnetic field components can be neglected for STQs
and TQD qubits because for these systems the experiments are done at large ex-
ternal magnetic fields. Hyperfine interactions cause quasi-static noise in spin qubit
experiments. Quasi-static noise sources remain constant during one measurement,
but they introduce modifications of the qubit parameters between successive mea-
surements. The energy shifts of the Overhauser field are described by a Gaussian
distribution of zero mean and rms σF zi . Uncorrected nuclear magnetic fields for
GaAs QDs have σF zi = 100 neV (5 mT) [52]. The Overhauser field was stabilized
in experiments with GaAs DQDs, and the relative fluctuations between F z1 and
F z2 were reduced by one order of magnitude [54]. A recent experiment measured
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the Overhauser field for GaAs DQDs and adjusted the manipulation protocol in a
feedback loop [101]. This approach lowered σ∆Fz by another order of magnitude.
STQs have an uncertainty in ∆Ez =
Ez1−Ez2
2
that is caused by the local Overhauser
fields at QD1 (F z1 ) and at QD2 (F z2 ). The rms of the uncertainty in ∆Ez is σ∆Ez =
1
2
√
σ2F z1 + σ
2
F z2
, when assuming uncorrelated magnetic field fluctuations at the QDs.
The TQD Hamiltonian HTQD from Eq. (4.5) and the Hamiltonians describing the
Overhauser fields Fi at QDi (Hz =
∑
i=1,2,3
Fi
2
· σi)1 are projected to the sz = 12
subspace for TQD qubits with the computational basis |1〉 and |0〉 (introduced in
Sec. 4.1.2), and the leakage state
∣∣∣Q 1
2
〉
=
√
1
3
(|↑↑↓〉 + |↑↓↑〉 + |↓↑↑〉),
H
{
|1〉 ,|0〉 ,|Q 1
2
〉
}
=

J
2
− F z1−2F z2 +F z3
6
√
3∆J
2
+
F z1−F z3
2
√
3
F z1−F z3√
6√
3∆J
2
+
F z1−F z3
2
√
3
−J
2
+
F z1−2F z2 +F z3
6
−F z1−2F z2 +F z3
3
√
2
F z1−F z3√
6
−F z1−2F z2 +F z3
3
√
2
J
 . (4.10)
J  |F zi | for qubit manipulations, which allows the simplification of Eq. (4.10):
H{|1〉 ,|0〉 } ≈
(
J
2
− F
z
1 − 2F z2 + F z3
6
)
σz +
√
3∆J
2
σx, (4.11)
with σz = |1〉 〈1| − |0〉 〈0| and σx = |1〉 〈0| + |0〉 〈1| . The nuclear spins cause an
uncertainty in J of the rms σB = 16
√
σ2F z1 + 4σ
2
F z2
+ σ2F z3 when assuming uncorrelated
magnetic field fluctuations at the QDs.
Charge noise — Charge noise introduces low-frequency fluctuations of the ex-
change interaction Jij between the neighboring QDs QDi and QDj. Typically, the
quasi-static noise contribution is described by the ratio of Jij to its rms σJij , which
is of the order of
σJij
Jij
≈ 10−2 − 10−3 (cf. Sec. 3.3). Charge noise introduces an
uncertainty in the exchange interaction J12 for STQs [cf. Eq. (4.2)] of the rms σJ12 .
The energy splitting J for TQD qubits [cf. Eq. (4.6)] has an uncertainty with the
rms σJ = 12
√
σ2J12 + σ
2
J23
when the fluctuations of J12 are treated as independent
from the fluctuations of J23. Fluctuations of ∆J for TQD qubits can be neglected
for ∆J  J . Ref. [93] measured charge noise for STQs and characterized these
fluctuations by the formula J12
(
1 + δJ12
J12
)
with σδJ12
J12
≈ 3 · 10−2. This finding is
consistent with the measurements of charge noise for TQD qubits [66]. Note that
charge noise also has a small finite-frequency noise contribution. A ω−0.7 spectrum
was extracted up to 1 MHz [93].
4.1.4 General Hamiltonian
Single-qubit interactions — The Hamiltonian
H = ∆ + δt
2
σz +  (t) [cos (θ)σz − sin (θ)σx] (4.12)
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characterizes a qubit in its energy eigenbasis with the energy difference ∆ | (t)| >
0. |1〉 is the excited state, and |0〉 is the ground state.  (t) is controlled in exper-
iments, e.g. when external potentials are modified.  (t) enables time-dependent
qubit manipulations.
STQs are described by Eq. (4.2),
H{|T0〉 ,|S〉 }DQD =
J12
2
σz + ∆Ezσx, (4.13)
and can be manipulated by J12 = J012 +2 (t). A basis transformation UH{|T0〉 ,|S〉 }DQD U †
realizes Eq. (4.12), with U =
(
cos
(
θ
2
)
sin
(
θ
2
)
− sin ( θ
2
)
cos
(
θ
2
) ), ∆
2
=
√(
J012
2
)2
+ (∆Ez)
2, and
tan (θ) = ∆Ez
J012/2
. The resulting energy eigenbasis of Eq. (4.12) is |1〉 = cos ( θ
2
) |T0〉 +
sin
(
θ
2
) |S〉 for the excited state and |0〉 = − sin ( θ
2
) |T0〉+cos ( θ2) |S〉 for the ground
state. Large exchange interactions J012  ∆Ez give |1〉 = |T0〉 and |0〉 = |S〉 ,
but large magnetic field gradients ∆Ez  J012 give |1〉 = |↑↓〉 and |0〉 = − |↓↑〉
(|QD1,QD2〉 is the spin configuration of the DQD). Note that the transverse com-
ponent ∼ σx in Eq. (4.12) is important only when J012 . ∆Ez.
The TQD Hamiltonian from Eq. (4.6),
H{|1〉 ,|0〉 }TQD =
J
2
σz +
√
3∆J
2
σx, (4.14)
is already in the form of Eq. (4.12) with ∆ = J ,  (t) =
√
3∆J
2
, and θ = −pi
2
. The
second term of Eq. (4.14) permits qubit manipulations; it has only a component
∼ σx, but it lacks a component ∼ σz.
Noise — δt in Eq. (4.12) is a classical variable that describes noise of encoded
spin qubits. The noise discussion is restricted to Gaussian noise, assuming that
the fluctuations are caused by a large number of independent random processes
[102]. The following discussion considers longitudinal noise, i.e. noise that commutes
with ∆
2
σz. The fluctuations of δt are always low frequency compared to ∆/h and
∆  δt (cf. Sec. 4.1.3). The transverse noise components (∼ σx and ∼ σy) are
neglected because these terms oscillate rapidly in a rotating frame with ∆
2
σz. Note
that longitudinal drivings (e.g. A cos (∆t~ )σz) with large driving amplitudes forbid
this approximation (cf. Appx. 4.C).
Two-qubit interactions — The qubit labels (1) and (2) are introduced to describe
the interactions between two qubits. The Coulomb interactions between two encoded
qubits are described by the Hamiltonian
V = X (c1σ(1)z − s1σ(1)x ) (c2σ(2)z − s2σ(2)x ) . (4.15)
The abbreviations ci = cos
(
φ(i)
)
and si = sin
(
φ(i)
)
are introduced; φ(1) and φ(2) are
rotation angles.
The coupling between two STQs is described in Eq. (4.4), which gives Eq. (4.15)
after the same basis transformation as for the single-qubit Hamiltonian. The ro-
tating angles are tan
(
φ(1)
)
=
(
∆E
(1)
z
(J012/2)
(1)
)
for DQD(1) and tan
(
φ(2)
)
=
(
∆E
(2)
z
(J012/2)
(2)
)
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for DQD(2). Eq. (4.15) contains only the σ(1)z σ(2)z term for (J012)
(1)  ∆E(1)z and
(J012)
(2)  ∆E(2)z , but it contains only the σ(1)x σ(2)x term for ∆E(1)z  (J012)(1) and
∆E
(2)
z  (J012)(2).
The interaction between two TQD qubits, according to Eq. (4.9), is described by
Eq. (4.15) with φ(1) = pi/3 and φ(2) = −pi/3. This interaction always contains the
term σ(1)z σ(2)z and the term σ(1)x σ(2)x .
4.2 Static Time Evolutions
4.2.1 Single-Qubit Gates
Static time evolutions are described by Eq. (4.12) with  = 0. The analysis is done
in the rotating frame with ∆
2
σz: X (t)Y (t)
Z (t)
 =

cos
(
1
~
∫ t
0
dt′ δt′
)
− sin
(
1
~
∫ t
0
dt′ δt′
)
0
sin
(
1
~
∫ t
0
dt′ δt′
)
cos
(
1
~
∫ t
0
dt′ δt′
)
0
0 0 1

 X (0)Y (0)
Z (0)
 . (4.16)
ρ (t) is the density matrix in the rotating frame; σx, σy, and σz are the Pauli matrices,
and
{
X (t) , Y (t) , Z (t)
}
=
{
tr [σxρ (t)] , tr [σyρ (t)] , tr [σzρ (t)]
}
. Averaging the
trajectories of Eq. (4.16) over many δt gives: 〈X (t)〉〈Y (t)〉
〈Z (t)〉
 =
 e−
∫∞
−∞ dω S(ω)Fω 0 0
0 e−
∫∞
−∞ dω S(ω)Fω 0
0 0 1
 〈X (0)〉〈Y (0)〉
〈Z (0)〉
 , (4.17)
with Fω = 12~2
∫ t
0
dt′
∫ t
0
t′′e−2piiω(t
′−t′′) = 1
2pi2~2
(
sin(piωt)
ω
)2
. 〈. . .〉 is the classical average
that describes the mean result of many trajectories. S (ω) is the spectral function of
δt, which characterizes the time correlations between δt and δt′ (cf. Appx. 4.A). δt
fulfills
〈
e±
i
~
∫ t
0 dt
′ δt′
〉
= e
− 1
2
〈
( 1~
∫ t
0 dt
′ δt′)
2
〉
, which is always true for Gaussian variables
[103–105].
Low-frequency noise — δt remains constant during one experiment (t < texp) for
quasi-static noise sources, but it varies between successive measurements. Note that
the time evolution in Eq. (4.17) is determined by an integral in ω over S (ω)Fω. Fω
has major weight in ω ∈ [−1
t
, 1
t
]
. Quasi-static noise sources cover the full spectrum
S (ω) at t < texp and allow the approximation
∫∞
−∞ dω S (ω)Fω ≈ F0σ2δ , where
σδ is the rms of δt. Superpositions of |1〉 and |0〉 show a Gaussian decay law for
quasi-static noise sources,
〈X (t)〉 ≈ e− 12(σδt~ )
2︸ ︷︷ ︸
≈1− 1
2(
σδt
~ )
2
〈X (0)〉 , 〈Y (t)〉 ≈ e− 12(σδt~ )
2︸ ︷︷ ︸
≈1− 1
2(
σδt
~ )
2
〈Y (0)〉 , (4.18)
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and the energy eigenstates remain static 〈Z (t)〉 = 〈Z (0)〉.
Finite-frequency noise — Approximating
(
sin(piωt)
ω
)2
≈ pi2tδ (0) for large t [106]
gives:
〈X (t)〉 ≈ e− t2 S(0)~2︸ ︷︷ ︸
≈1− t
2
S(0)
~2
〈X (0)〉 , 〈Y (t)〉 ≈ e− t2 S(0)~2︸ ︷︷ ︸
≈1− t
2
S(0)
~2
〈Y (0)〉 . (4.19)
The decay is exponential, and it is caused by the zero-frequency content of the
noise spectrum. For a valid approximation, S (ω) must be smooth over the interval
ω ∈ [−1
t
, 1
t
]
where F (ω) has dominant weight. This result agrees with the Bloch-
Redfield approximation [76], and it is formally equivalent to the calculation using
Fermi’s golden rule [3]. Energy eigenstates are constant 〈Z (t)〉 = 〈Z (0)〉. 〈Z (t)〉
decays only through transverse noise at the frequency of the energy splitting ∆
h
[76].
In any case, transverse noise is not included in the model of Eq. (4.12).
4.2.2 Two-Qubit Gates
Maximally entangling two-qubit gates are constructed using Eq. (4.12) with  = 0
and Eq. (4.15):
H =∆
(1) + δ
(1)
t
2
σ(1)z +
∆(2) + δ
(2)
t
2
σ(2)z
+ X
[
c1c2σ
(1)
z σ
(2)
z + s1s2σ
(1)
x σ
(2)
x − c1s2σ(1)z σ(2)x − s1c2σ(1)x σ(2)z
]
. (4.20)
The following analysis is restricted to si > 0 and ci > 0, but a generalization is
trivial.
(1.) ∆(1) = ∆(2) — Two identical qubits with ∆ = ∆(1) = ∆(2) allow entangling
gates. Transforming Eq. (4.20) to the rotating frame with ∆
2
[
σ
(1)
z + σ
(2)
z
]
gives:
H′ ≈δ
(1)
t
2
σ(1)z +
δ
(2)
t
2
σ(2)z + X
[
c1c2σ
(1)
z σ
(2)
z +
s1s2
2
(
σ(1)x σ
(2)
x + σ
(1)
y σ
(2)
y
) ]
. (4.21)
Eq. (4.21) neglects the rapidly oscillating terms e±i
∆t
~ and e±i
2∆t
~ , and it contains
the two-qubit interactions σ(1)z σ(2)z and σ(1)x σ(2)x + σ(1)y σ(2)y . A single time evolution is
maximally entangling if only the first term or if only the second term is present. The
first term alone creates a CNOT operation, the second term alone creates a
√
iSWAP
operation (cf. Appx. 4.B). For arbitrary ratios of the first term and the second term,
two time evolutions under Eq. (4.21), for the time tcomb/2 each, construct maximally
entangling gates if a single-qubit operation between these two time evolutions is
introduced [cf. Eq. (4.64)]. Overall, a time evolution for tcomb = pi~I under Eq. (4.21)
is needed for a two-qubit gate, where the interaction strength I characterizes the
gate time. If the first term of Eq. (4.21) dominates, then I = 4X c1c2, and if the
second term of Eq. (4.21) dominates, then I = 4X s1s2.
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The time evolution under the Hamiltonian of Eq. (4.21) for c1 = c2 = 1 has the
least favorable noise properties. The entanglement fidelity F for the noisy time
evolution under Eq. (4.20) can be calculated:
F = cos2
(
1
2~
∫ t
0
dt′ δ(1)t′
)
cos2
(
1
2~
∫ t
0
dt′ δ(2)t′
)
. (4.22)
The definition of Eq. (3.6) is used for the entanglement fidelity F , with the noisy
time evolution Ud = e
− it~
[
δ
(1)
t
2
σ
(1)
z +
δ
(2)
t
2
σ
(2)
z +Xσ(1)z σ(2)z
]
and the ideal time evolution Ui =
e−
it
~ Xσ
(1)
z σ
(2)
z . Eq. (4.22) is averaged over classical noise sources with independent
fluctuations on (1) and (2):
〈F 〉 = 1
4
(
1 + e−
∫∞
−∞ dω S(1)(ω)Fω
)(
1 + e−
∫∞
−∞ dω S(2)(ω)Fω
)
≈ 1−
∫∞
−∞ dω S(1) (ω)Fω
2
−
∫∞
−∞ dω S(2) (ω)Fω
2
, (4.23)
with Fω = 12pi2~2
(
sin(piωt)
ω
)2
. The fidelity decay in Eq. (4.23) has the same character
as for the single-qubit time evolution in Eq. (4.17).
The time evolution under the Hamiltonian of Eq. (4.21) for s1 = s2 = 1 can
have better noise properties. Only the parts of the noise terms that commute
with the two-qubit interaction are important if δ(1)t , δ
(2)
t  X . In this case, all
the other terms oscillate rapidly in a rotating frame with the dominant interaction
X
2
(
σ
(1)
x σ
(2)
x + σ
(1)
y σ
(2)
y
)
of Eq. (4.21). Consequently, the noise terms can be neglected
using a rotating wave approximation.
(2.) ∆(1) 6= ∆(2) — A different entangling operation is constructed for ∆(1),∆(2)
 ∆(1)−∆(2)  X > 0. Eq. (4.20) is described in the rotating frame with ∆(1)
2
σ
(1)
z +
∆(2)
2
σ
(2)
z :
H′ ≈δ
(1)
t
2
σ(1)z +
δ
(2)
t
2
σ(2)z + X c1c2σ(1)z σ(2)z . (4.24)
Eq. (4.24) neglects the rapidly oscillating terms e±i
∆(1)t
~ and e±i
∆(2)t
~ , and only the
two-qubit interaction X c1c2σ(1)z σ(2)z remains. The evolution under Eq. (4.24) for the
time tCNOT = pi~I generates a CNOT operation (cf. Appx. 4.B), with I = 4X c1c2.
The fidelity for time evolutions under Eq. (4.24) decays according to:
〈F 〉 = 1
4
(
1 + e−
∫∞
−∞ dω S(1)(ω)Fω
)(
1 + e−
∫∞
−∞ dω S(2)(ω)Fω
)
≈ 1−
∫∞
−∞ dω S(1) (ω)Fω
2
−
∫∞
−∞ dω S(2) (ω)Fω
2
, (4.25)
with Fω = 12pi2~2
(
sin(piωt)
ω
)2
.
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4.3 Driven Time Evolutions
4.3.1 Single-Qubit Gates
The time evolution under the Hamiltonian of Eq. (4.12) is analyzed with periodic
modifications of − (t) sin (θ) = A cos (∆t~ ).2 The transverse driving component
 (t) cos (θ) can be neglected for ∆  |A|. δt is static during one driving period h∆
for spin qubits under the influence of low-frequency noise (cf. Sec. 4.1.3). Eq. (4.12)
is transformed to a rotating frame with ∆
2
σz:
H′ ≈ δt
2
σz +
A
2
σx. (4.27)
Eq. (4.27) neglects the rapidly rotating terms e±i
2∆t
~ using a rotating wave approxi-
mation [107]. A
h
is called the Rabi frequency, which describes the periodicity of the
static time evolution in the rotating frame. δt
2
σz is transverse to the quantization
axis in Eq. (4.27), and it can be neglected for |A|  |δt| if fluctuations of δt are low
frequency compared to A
h
.
Nevertheless, a noise discussion is given for driven time evolutions. Eq. (4.27) is
transformed to the rotating frame with A
2
σx:
H′′ = δt
2
[
sin
(At
~
)
σy + cos
(At
~
)
σz
]
. (4.28)
The time evolution under the Hamiltonian of Eq. (4.28) can be expressed in second
order in δt:3 〈X (t)〉〈Y (t)〉
〈Z (t)〉
 =
13 − ∫ ∞
−∞
dω S (ω)
 2F1ω 0 00 F1ω + F2ω −F3ω
0 −F3ω F1ω −F2ω
 〈X (0)〉〈Y (0)〉
〈Z (0)〉
 ,
(4.29)
2 More general modulations of  (t) can be described by the equivalent procedure. The h∆
periodic modulations of  (t) are decomposed in a Fourier series  (t) =
∑
n∈Z ane
−in∆t~ ,
an =
1
h/∆
∫ h/∆
0
dt′  (t′) ein
∆
~ t
′
. Eq. (4.12) is averaged over one period h∆ in the rotating frame
with ∆2 σz:
H′ ≈ − sin (θ)
∑
n∈N
(αnσx + βnσy) +
δt
2
σz, αn = <e (an) , βn = =m (an) . (4.26)
α1 and β1 are the Fourier coefficients of the cosine and sine functions with the frequency ∆h ;
αn and βn with n > 1 describe higher order harmonics. Note that this treatment is valid only
for |an|  ∆.
3 The propagator U from H′′ of Eq. (4.28) is expanded to second order in δt [3]: U ≈ 1 −
i
~
∫ t
0
dt′ H′′ (t′)− 1~2
∫ t
0
dt′
∫ t′
0
dt′′ H′′ (t′)H′′ (t′′).
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where 13 is the identity matrix, and
F1ω =
1
4pi2~2
(
sin
[
pit
(A
h
− ω)]
A
h
− ω
)2
, (4.30)
F2ω =
1
4pi2~2
cos
(
2piA
h
t
)
A
h
sin
(
pit
[A
h
+ ω
])
sin
(
pit
[A
h
− ω])
A
h
− ω , (4.31)
F3ω =
1
4pi2~2
sin
(
2piA
h
t
)
A
h
sin
(
pit
[A
h
+ ω
])
sin
(
pit
[A
h
− ω])
A
h
− ω . (4.32)
Low-frequency noise — The approximation
∫∞
−∞ dω S (ω)F iω ≈ F i0σ2δ gives:
 〈X (t)〉〈Y (t)〉
〈Z (t)〉
 =
13 − 2 sin2(At
2~
)(σδ
A
)2 1 0 00 cos2 (At2~ ) − sin(At~ )2
0 − sin(
At
~ )
2
sin2
(At
2~
)


 〈X (0)〉〈Y (0)〉
〈Z (0)〉
 .
(4.33)
Eq. (4.33) describes the initial time evolution under quasi-static noise. F iω from
Eqs. (4.30)-(4.32) have dominant weights in
[A
h
− 1
t
, A
h
+ 1
t
]
. The full spectrum S (ω)
of a quasi-static noise source is covered for t  h
A
( h
A
is the Rabi period) because
a quasi-static noise spectrum has all content near S (0). Interestingly, the early
time evolution has the same decay law as for the undriven evolution in Eq. (4.18).
Superpositions decay quadratically:
〈
X (t)
X (0) = 1
〉
≈
[
1− 1
2
(
σδt
~
)2]
,
〈
Y (t)
Y (0) = 1
〉
≈
[
1− 1
2
(
σδt
~
)2]
, (4.34)
but energy eigenstates decay slower
〈
Z(t)
Z(0)=1
〉
≈
[
1− 1
8
(Aσδ)2
(
t
~
)4]. Fig. 4.3 shows
the time evolution under the Hamiltonian of Eq. (4.28) for driven Rabi rotations
under quasi-static noise. The early time evolution proves the Gaussian decay law
for superpositions; energy eigenstates decay slower.
The decay is partially recovered after one Rabi period. An exact calculation of
the time evolution in the long time limit for quasi-static noise is possible. The
trajectory is averaged over many realizations of δt, where δt follows a Gaussian
probability distribution. The stationary phases are extracted for the resulting tra-
jectories: the integral over δt of a quickly oscillating function ei
t
√
A2+δ2t
~ weighted by
a real function g (δt) can be approximated for large t as
∫∞
−∞ dδt g (dδt) e
i
t
√
A2+δ2t
~ ≈
34
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g (0)
√
2piA~
t
ei
At
~ +
pi
4 , which gives:
 〈X (t)〉〈Y (t)〉
〈Z (t)〉
 =
 I1 0 00 I2 (t) −I2 (t) + (1− I1) sin (At~ )
0 I2 (t) I2 (t) + (1− I1) sin
(At
~
)
 〈X (0)〉〈Y (0)〉
〈Z (0)〉
 , (4.35)
I1 =
pi
2
A
σδ
e
A2
2σ2
δ Erfc
( A√
2σδ
)
, I2 (t) =
√
A~
2σ2δ t
. (4.36)
Erfc is the complementary error function. A power law decay ∝
√
A~
2σ2δ t
for 〈Y (t)〉
and 〈Z (t)〉 is obtained, which was described in the past (cf. Refs. [108, 109]).
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Figure 4.3: Early time evolution for the driven qubit under quasi-static noise. The
time evolution under the Hamiltonian of Eq. (4.28) is simulated with
A/σδ = 4. TR = hA is the period of one Rabi rotation. The early
time evolution for superpositions at t  TR is described by Eq. (4.34)
(gray line). The superpositions decay more quickly than the energy
eigenstates.
Finite-frequency noise — For finite-frequency noise, the approximations∫ ∞
−∞
dω S (ω)F1ω ≈
t
4~2
S (A/h) , (4.37)∫ ∞
−∞
dω S (ω)F2ω ≈
1
2~
sin
(At
~
)
cos
(At
~
)
A S (A/h) , (4.38)∫ ∞
−∞
dω S (ω)F3ω ≈
1
2~
sin2
(At
~
)
A S (A/h) , (4.39)
are used.
(
sin(pit(Ah −ω))
A
h
−ω
)2
≈ pi2tδ (A
h
− ω) and sin(pit(Ah −ω))A
h
−ω ≈ piδ
(A
h
− ω) are valid
for large t [106]. These approximations need a smooth spectrum S (ω) for ω ∈[A
h
− 1
t
, A
h
+ 1
t
]
because F iω from Eqs. (4.30)-(4.32) have the largest weight in this
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interval. The time evolution of Eq. (4.29) can be expressed using Eqs. (4.37)-(4.39): 〈X (t)〉〈Y (t)〉
〈Z (t)〉
 ={13 − S (A/h)
2~2
[ t 0 00 t
2
0
0 0 t
2
+ sin (At~ )A/~
×
 0 0 00 cos (At~ ) − sin (At~ )
0 − sin (At~ ) − cos (At~ )
]} 〈X (0)〉〈Y (0)〉
〈Z (0)〉
 . (4.40)
Only noise at the Rabi frequency S (A/h) contributes to Eq. (4.40), which has
been recognized earlier [104, 110]. An intuitive explanation is that the noise has a
transverse character after the rotating wave approximation in Eq. (4.27). Note that
the energy quantization axis in Eq. (4.27) points in the x-direction. The second term
of Eq. (4.40) describes the relaxation with an exponential decay law (cf. Eq. (3.1)
with the relaxation rate Γ = S(A/h)
2~2 ). The third term describes oscillating functions
that are neglected in the Bloch-Redfield description [76, 111].
Summary — In summary, the transverse noise of Eq. (4.27) influences the time
evolution by the quasi-static contribution and by the finite-frequency contribution.
Initially quasi-static noise causes a Gaussian decay, which has the same character
as for the static time evolution. The decay is partially recovered after one Rabi
period, and a much slower power law decay is seen. Finite-frequency noise is most
important at the Rabi frequency. In total, noise of a resonantly driven qubit can be
neglected for A  δt and if S
(A
h
)
is small.
4.3.2 Two-Qubit Gates
Entangling operations for driven qubits are an alternative to entangling operations
for static qubits. The general two-qubit Hamiltonian is considered according to
Eq. (4.12) and Eq. (4.15):
H =∆
(1) + δ
(1)
t
2
σ(1)z +A(1) cos
(
2piω(1)t
)
σ(1)x +
∆(2) + δ
(2)
t
2
σ(2)z +A(2) cos
(
2piω(2)t
)
σ(2)x
+ X
[
c1c2σ
(1)
z σ
(2)
z + s1s2σ
(1)
x σ
(2)
x − c1s2σ(1)z σ(2)x − s1c2σ(1)x σ(2)z
]
. (4.41)
Similar to the single-qubit analysis, only the transverse driving components are
considered because the longitudinal driving terms can be neglected for ∆(1)  A(1)
and ∆(2)  A(2). Spin qubits have ∆(1),∆(2)  X , and only driving amplitudes
A(1) and A(2) are analyzed which are larger than X . The following discussion is
restricted to si > 0 and ci > 0, but generalizations to other parameters are trivial.
Two entangling protocols are introduced: the “on-resonance protocol” drives one
qubit or both qubits resonantly: ω(1) = ∆(1)
h
, ω(2) = ∆(2)
h
. One qubit, e.g. (1), is
driven at the transition frequency of qubit (2) for the “cross-resonance protocol”:
ω(1) = ∆
(2)
h
.
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On-resonance protocol — Eq. (4.41) is discussed with the resonance conditions
ω(1) = ∆
(1)
h
and ω(2) = ∆(2)
h
. First, Eq. (4.41) is transformed to the rotating frame
with ∆(1)
2
σ
(1)
z + ∆
(2)
2
σ
(2)
z :
H′ ≈ δ
(1)
t
2
σ(1)z +
A(1)
2
σ(1)x +
δ
(2)
t
2
σ(2)z +
A(2)
2
σ(2)x + X
[
c1c2σ
(1)
z σ
(2)
z +
s1s2
2
{
(4.42)
sin
([
∆(1) −∆(2)] t/~) [σ(1)x σ(2)y − σ(1)y σ(2)x ]+ cos ([∆(1) −∆(2)] t/~) [σ(1)x σ(2)x + σ(1)y σ(2)y ]}].
The rapidly oscillating terms e±i
∆(1)t
~ and e±i
∆(2)t
~ were neglected to reach Eq. (4.42).
Secondly, Eq. (4.42) is transformed to the rotating frame with A(1)
2
σ
(1)
x + A
(2)
2
σ
(2)
x :
H′′ ≈δ
(1)
t
2
[
cos
(A(1)t/~)σ(1)z + sin (A(1)t/~)σ(1)y ] (4.43)
+
δ
(2)
t
2
[
cos
(A(2)t/~)σ(2)z + sin (A(2)t/~)σ(2)y ]+ X2
{
−c1c2 cos
([A(1) −A(2)] t/~) [σ(1)y σ(2)y + σ(1)z σ(2)z ]
−+ s1s2
{
sin
([
∆(1) −∆(2)] t/~) [σ(1)x [cos (A(2)t/~)σ(2)y − sin (A(2)t/~)σ(2)z ]
−−−−−−−−−−−−−− [cos (A(1)t/~)σ(1)y − sin (A(1)t/~)σ(1)z ]σ(2)x ]
−−−−+ cos ([∆(1) −∆(2)] t/~) [ [cos (A(1)t/~)σ(1)y − sin (A(1)t/~)σ(1)z ]
−−−−−−−−− [cos (A(2)t/~)σ(2)y − sin (A(2)t/~)σ(2)z ]+ σ(1)x σ(2)x ]}}.
Some terms are neglected in Eq. (4.43) that do not play a role in the following
analysis. There are different possibilities to construct entangling operations:
(1.) ∆(1) = ∆(2), A(1) > 0, A(2) = 0 — If only qubit (1) is driven and the driving
amplitude A(1) > 0 is large, then Eq. (4.43) can be simplified:
H′′ ≈δ
(2)
t
2
σ(2)z +
X s1s2
2
σ(1)x σ
(2)
x . (4.44)
The noise δ(1)t of the driven qubit (1) can be neglected for large A(1). Also the
single-qubit noise term δ
(2)
t
2
σ
(2)
z can be neglected if X s1s2  δ(2)t . The time evolution
under Eq. (4.44) realizes a CNOT gate after tCNOT = pi~I according to Appx. 4.B,
with I = 2X s1s2.
(2.) ∆(1) 6= ∆(2), A(1) = ∆(1) − ∆(2) > 0, A(2) = 0 — If qubit (1) is driven
and the driving amplitude matches the energy difference between the qubits, then
Eq. (4.43) becomes:
H′′ ≈δ
(2)
t
2
σ(2)z +
X s1s2
4
[
σ(1)y σ
(2)
y − σ(1)z σ(2)x
]
. (4.45)
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Noise of the driven qubit δ(1)t can be neglected for large A(1), and the remaining
single-qubit term δ
(2)
t
2
σ
(2)
z can be neglected for Xs1s22  δ(2)t . Eq. (4.45) constructs a
CNOT operation after the evolution time tCNOT = pi~I , according to Appx. 4.B withI = 2X s1s2.
(3.) ∆(1) = ∆(2), A(1) = A(2) > 0 — If both qubits are driven with equal driving
amplitudes A(1) = A(2)  δ(1)t , δ(2)t , then all single-qubit noise contribution can be
neglected. The effective two-qubit Hamiltonian from Eq. (4.43) becomes:
H′′ ≈X
2
{
c1c2
[
σ(1)y σ
(2)
y + σ
(1)
z σ
(2)
z
]
+ s1s2
[
σ(1)x σ
(2)
x +
σ
(1)
y σ
(2)
y + σ
(1)
z σ
(2)
z
2
]}
. (4.46)
The interactions σ(1)y σ(2)y + σ(1)z σ(2)z and σ(1)x σ(2)x + σ
(1)
y σ
(2)
y +σ
(1)
z σ
(2)
z
2
of Eq. (4.46) are
maximally entangling (cf. Appx. 4.B). Arbitrary ratios of these two terms construct
a maximally entangling gate with two time evolutions under Eq. (4.46), each of the
length tcomb/2 = pi~2I with I = 2X
(
c1c2 +
s1s2
2
)
. A single-qubit gate has to be applied
between the entangling operations [cf. Eq. (4.64)].
(4.) ∆(1) 6= ∆(2), A(1) = A(2) > 0, ∆(1) − ∆(2) = A(1) + A(2) [112] — Driving
both qubits at their eigenfrequencies, while A(1) +A(2) = ∆(1) −∆(2) > 0, gives for
equal Rabi frequencies:
H′′ =X
2
{
c1c2
[
σ(1)y σ
(2)
y + σ
(1)
z σ
(2)
z
]
+
s1s2
4
[
σ(1)y σ
(2)
y − σ(1)z σ(2)z
] }
. (4.47)
The single-qubit noise terms δ(1)t and δ
(2)
t can be neglected for large driving am-
plitudes. The interactions σ(1)y σ(2)y + σ(1)z σ(2)z and σ(1)y σ(2)y − σ(1)z σ(2)z of Eq. (4.47) are
maximally entangling. An entangling gate can be constructed for the Hamiltonian of
Eq. (4.47) with the trick of Eq. (4.64). The interaction strength I = 2X (c1c2 + s1s24 )
is extracted, and an evolution time tcomb = pi~I under Eq. (4.47) is needed.
Cross-resonance protocol — The cross-resonant protocol was introduced to en-
tangle two qubits that interact with σ(1)x σ(2)x [113]. One drives one qubit, e.g. (1),
with the driving amplitude A(1) at the transition frequency of the other qubit
ω(1) = ∆
(2)
h
. Qubit (2) is undriven (A(2) = 0). The only requirement is that
∆(1),∆(2)  ∆(1) −∆(2)  A(1)  0. The following discussion generalizes the cal-
culations of Ref. [113] for the Hamiltonian of Eq. (4.41) and classical noise sources.
First, Eq. (4.41) is transformed to the rotating frame with ∆(2)
2
(
σ
(1)
z + σ
(2)
z
)
:
H′ ≈∆
(1) −∆(2) + δ(1)t
2
σ(1)z +
A(1)
2
σ(1)x +
δ
(2)
t
2
σ(2)z
+ X
{
c1c2σ
(1)
z σ
(2)
z +
s1s2
2
[
σ(1)x σ
(2)
x + σ
(1)
y σ
(2)
y
]}
. (4.48)
Eq. (4.48) neglects the rapidly oscillating terms e±i
2∆(2)t
~ . The single-qubit descrip-
tion of qubit (1) can be diagonalized by the rotation U2 =
(
cos
(
α1
2
)
sin
(
α1
2
)
− sin (α1
2
)
cos
(
α1
2
) )(1),
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with tan (α1) = A
(1)
∆(1)−∆(2) :
H′′ =U2H′U †2
≈
√
(A(1))2 + (∆(1) −∆(2))2
2
σ(1)z +
δ
(1)
t
2
(
cos (α1)σ
(1)
z − sin (α1)σ(1)x
)
+
δ
(2)
t
2
σ(2)z
+ X
[
c1c2
(
cos (α1)σ
(1)
z − sin (α1)σ(1)x
)
σ(2)z
−−−+ s1s2
2
((
sin (α1)σ
(1)
z + cos (α1)σ
(1)
x
)
σ(2)x + σ
(1)
y σ
(2)
y
)]
≈
√
(A(1))2 + (∆(1) −∆(2))2
2
σ(1)z +
δ
(1)
t cos (α1)
2
σ(1)z +
δ
(2)
t
2
σ(2)z
+ Xσ(1)z
[
c1c2 cos (α1)σ
(2)
z +
s1s2
2
sin (α1)σ
(2)
x
]
. (4.49)
In the second step of Eq. (4.49), all terms were neglected that do not commute
with
√
(A(1))2+(∆(1)−∆(2))2
2
σ
(1)
z because
√
(A(1))2 + (∆(1) −∆(2))2 is large (it should
especially be larger than δ(1)t and δ
(2)
t ).
After this approximation, the two-qubit couplings c1c2σ
(1)
z σ
(2)
z and s1s22 σ
(1)
z σ
(2)
x
remain. c1c2 cos (α1)σ
(2)
z has been influenced weakly by the approximations done so
far because cos (α1) = ∆
(1)−∆(2)√
(A(1))2+(∆(1)−∆(2))2
≈ 1. s1s2
2
cos (α1) increases linearly with
the driving amplitude because sin (α1) = A
(1)√
(A(1))2+(∆(1)−∆(2))2
≈ A(1)
∆(1)−∆(2) . Only
this term is present if the two-qubit interaction in Eq. (4.41) contains exclusively
the σ(1)x σ(2)x interaction (s1 = s2 = 1). This effective interaction vanishes without
driving, but it increases linearly with A(1), which is also the appealing property of
the cross-resonance protocol. Note that other known protocols are less sensitive to
A(1) (e.g. off-resonant driving gives control over σ(1)x σ(2)x , scaling
(
A(1)
∆(1)−∆(2)
)4
for
A(1)  ∣∣∆(1) −∆(2)∣∣ [113–115]).
Eq. (4.49) is transformed to the rotating frame with
√
(A(1))2+(∆(1)−∆(2))2
2
σ
(1)
z :
H′′′ ≈δ
(1)
t cos (α1)
2
σ(1)z +
δ
(2)
t
2
σ(2)z + Xσ(1)z
[
s1s2
2
sin (α1)︸ ︷︷ ︸
=x1
σ(2)x + c1c2 cos (α1)︸ ︷︷ ︸
=x2
σ(2)z
]
.
(4.50)
The two-qubit coupling is equivalent to σ(1)z σ(2)z up to a single-qubit basis rotation
of qubit (2) U4 =
(
cos
(
α2
2
)
sin
(
α2
2
)
− sin (α2
2
)
cos
(
α2
2
) )(2), with x1 = s1s22 sin (α1), x2 = c1c2
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cos (α1), tan (α2) = x1x2 , x =
√
x21 + x
2
2, and
H′′′′ =U4H′′′U †4 ≈
δ
(1)
t cos (α1)
2
σ(1)z +
δ
(2)
t cos (α2)
2
σ(2)z + Xxσ(1)z σ(2)z . (4.51)
Eq. (4.51) neglects contributions of of the noise operator δ
(2)
t
2
U4σ(2)z U †4 that do not
commute with σ(1)z σ(2)z , assuming Xx δ(2)t . Note that cos (α2) = 0 if the two-qubit
coupling in Eq. (4.41) contains exclusively the σ(1)x σ(2)x interaction (s1 = s2 = 1).
Eq. (4.51) constructs CNOT operations according to Appx. 4.B after the evolution
time tCNOT = pi~I , with
I ≈ 4X
√
(c1c2)
2 + (s1s2)
2
( A(1)/2
∆(1) −∆(2)
)2
. (4.52)
The entanglement fidelity for time evolutions under Eq. (4.51) decays similarly to
the static evolution in Sec. 4.2.2:
〈F 〉 = 1
4
(
1 + e− cos
2(α1)
∫∞
−∞ dω S(1)(ω)Fω
)(
1 + e− cos
2(α2)
∫∞
−∞ dω S(2)(ω)Fω
)
≈ 1− cos
2 (α1)
∫∞
−∞ dω S(1) (ω)Fω
2
− cos
2 (α2)
∫∞
−∞ dω S(2) (ω)Fω
2
, (4.53)
with Fω = 12pi2~2
(
sin(piωt)
ω
)2
.
The finding of Eq. (4.53) is that the cross-resonance protocol can protect the qubit
from local noise of qubit (2) if the Hamiltonian of Eq. (4.42) contains only the two-
qubit interaction σ(1)x σ(2)x (s1 = s2 = 1). Noise of qubit (1) remains critical because
this qubit is not driven on resonance. There were two crucial approximations to
derive Eq. (4.53): (1.)
√
(A(1))2 + (∆(1) −∆(2))2  δ(1)t was used in Eq. (4.49), and
(2.) Xx δ(2)t was used in Eq. (4.51). (1.) is easily fulfilled because ∆(1) −∆(2) 
0. (2.) is more problematic. This property is fulfilled if the resulting two-qubit
interaction Xx in Eq. (4.51) is larger than the single-qubit fluctuation δ(2)t .
4.4 Noise Discussion for Encoded Spin Qubits
Single-qubit gates — Typical manipulation times for spin qubits are texp = 10 ns -
1 µs [31]. Quasi-static noise sources remain unchanged during texp, but they fluctuate
between successive measurements. The noise spectrum of a quasi-static noise source
S (ω) has its full information for ω < 1
texp
. Quasi-static noise is equally problematic
for static single-qubit gates [cf. Eq. (4.18)] and for driven single-qubit gates [cf.
Eq. (4.34)]. All qubit superpositions decay quadratically ∼
(
1− 1
2
(
σδt
~
)2), and
the decay is determined by the rms of δt. The decay for driven single-qubit gates is
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partially recovered after one Rabi period, and the long time limit shows only a power
law decay ∼
√
A~
2σ2δ t
. Finite-frequency noise generates a decay law that is determined
by the low-frequency part of the spectrum for static time evolutions ∼
(
1− t
2
S(0)
~2
)
[cf. Eq. (4.19)]. In contrast, driven evolutions are sensitive to the noise at the Rabi
frequency A
h
, with the decay law ∼
(
1− t
2
S(A/h)
~2
)
[cf. Eq. (4.40)]. In conclusion,
single-qubit manipulations favor driven time evolutions over static time evolutions
for a finite-frequency noise spectrum that decays with ω. There is, however, no
fundamental advantage of a driven gate over a static gate for a short time evolution
under quasi-static noise. Driven gates have a lower sensitivity to quasi-static noise in
the long time limit compared to static gates because the noise is partially refocused
after a full Rabi period.
Two-qubit gates — There are different protocols for two-qubit manipulations.
The entangling operations rely on the longitudinal two-qubit coupling X c1c2σ(1)z σ(2)z
or the transverse two-qubit coupling X s1s2σ(1)x σ(2)x . The times of the entangling gates
were derived as pi~I , where I is fixed by the entangling protocol (cf. Appx. 4.B). The
following table summarizes the effective interactions I for the entangling protocols
of Sec. 4.2.2 and Sec. 4.3.2. All constants describe the parameters of the encoded
spin qubits as introduced in Sec. 4.1.4. ∆(1) is the single-qubit energy splitting, ω(1)
is the driving frequency, and A(1) is the driving amplitude of qubit (1) [and similarly
for qubit (2)]. This summary is restricted to c1, c2 > 0, s1, s2 > 0, A(1,2) > 0, and
∆(1) −∆(2) ≥ 0, but a generalization to other parameters is trivial.
Protocol I/X
undriven protocol: A(1) = A(2) = 0
∆(1) = ∆(2) 4c1c2 or 4s1s2
∆(1) 6= ∆(2) 4c1c2
on-resonance protocol: ω(1) = ∆(1)
h
, ω(2) = ∆(2)
h
A(1) > 0 A(2) = 0:
∆(1) = ∆(2)
2s1s2∆(1) 6= ∆(2), A(1) = ∆(1) −∆(2)
A(1) = A(2) > 0:
∆(1) = ∆(2) 2c1c2 + s1s2
∆(1) 6= ∆(2), A(1) +A(2) = ∆(1) −∆(2) 2c1c2 + s1s22
cross-resonance protocol: ω(1) = ∆(2)
h
∆(1) 6= ∆(2), A(1) > 0, A(2) = 0 4
√
(c1c2)
2 + (s1s2)
2
(
A(1)/2
∆(1)−∆(2)
)2
The “undriven protocol” entangles the qubits for a static system (cf. Sec. 4.2.2). In
this case, the transverse two-qubit coupling entangles the qubits only for ∆(1) = ∆(2),
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while the longitudinal two-qubit coupling can also be used for ∆(1) 6= ∆(2). The “on-
resonance protocol” entangles the qubits when one qubit is driven resonantly, or
when both qubits are driven resonantly (cf. Sec. 4.3.2). Driving only one qubit
enables entangling operations with the σ(1)x σ(2)x interaction, but both the σ(1)x σ(2)x
interaction and the σ(1)z σ(2)z interaction can be used when both qubits are driven
resonantly. The “cross-resonance” protocol is an interesting alternative to the on-
resonance protocol. Here, only one of the qubits is driven, and the driving frequency
is in resonance with the other qubit. The magnitude of I is controlled by the driving
amplitude.
The noise properties of the undriven protocol are poor, especially for a σ(1)z σ(2)z
interaction [cf. Eq. (4.23) and Eq. (4.25)]. A resonantly driven qubit is always
protected from single-qubit noise for large driving amplitudes (cf. the conclusion for
driven single-qubit gates in Sec. 4.3.1: quasi-static noise is only important for short
time evolutions, but it is partially refocused in the long time limit; finite-frequency
noise is only important at the Rabi frequency; driven entangling operations always
average over many Rabi periods). Therefore resonant entangling protocols generally
have better noise properties than the static entangling protocols. If only one qubit
is driven, then the noise of the undriven qubit is critical if it is comparable to the
resulting two-qubit interaction I. The cross-resonance protocol can only partially
correct for the noise of the undriven qubit [cf. Eq. (4.53)].
Note that the two-qubit interactions must not affect the single-qubit gates. One
can apply single-qubit gates that are fast enough that the weak two-qubit couplings
do not play a role. An alternative is a tuning procedure that reduces X during the
single-qubit operations. However, it is most convenient if the two-qubit interactions
can be neglected during the single-qubit operations. This is the case for the σ(1)x σ(2)x
interaction if ∆(1) 6= ∆(2). Static time evolutions do not affect the neighboring
qubit if ∆(1) − ∆(2)  0; also driven single-qubit manipulations do not affect the
neighboring qubit if A(1),A(2) 6= ∣∣∆(1) −∆(2)∣∣. There are only effective two-qubit
interactions for the on-resonance protocol or for the cross-resonance protocol.
Singlet-triplet qubits — The manipulations of STQs require the exchange in-
teractions J (1)12 and J
(2)
12 , the magnetic field gradients ∆E
(1)
z and ∆E(2)z across the
DQDs, and the Coulomb coupling X between two STQs (cf. Sec. 4.1.1). ∆E(1)z ,
∆E
(2)
z , and X remain static during the qubit manipulations, but J (1)12 and J (2)12 can
be manipulated below nanoseconds [37, 53]. J (1)12 and J
(2)
12 are always positive, and
the polarizations of the nuclear spin bath can realize magnitudes of ∆E(i)z similar to
J
(i)
12 , for i = 1, 2.
Maximal polarizations of DQD qubits of ∆Ez ≈ 6 µeV were reported (Ref. [53]
extracted 230 mT in GaAs DQDs). The exchange interaction J12 can be much larger
or much smaller than ∆Ez. J12 < 10−3 µeV was reported deep in (1, 1), but the
exchange interaction can increase to J12 > 100 µeV in (0, 2) [93].4 For state of the art
DQD experiments, the uncertainty of the hyperfine interactions can be as small as
4It is questionable if the name exchange interaction is meaningful for a DQD in (0, 2) because
there J12 describes the singlet-triplet energy difference of a doubly occupied QD.
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σ∆Ez ≈ 10 neV for stabilized magnetic field gradients in GaAs DQDs. σJ12 depends
on the size of J12 with
σJ12
J12
≈ 10−2−10−3 (cf. Sec. 4.1.3). σJ12 can be neglected deep
in (1, 1) where ∆Ez > J12, but it is important for J12 > ∆Ez. Static single-qubit
gates at J12 > ∆Ez were realized [53], and recently also driven single-qubit gates
at ∆Ez > J12 were implemented [101]. State of the art experiments can realize
excellent single-qubit control of STQs at low uncertainties of σJ12 and σ∆Ez .
X is determined by the distance d between the STQs and by the population of the
neighboring QDs. If the array of two DQDs in (1, 1)(1) and (1, 1)(2) is tuned slightly
towards (0, 2)(1) and (2, 0)(2), then X = e2
64pi0rd
J
(1)
12
U
(1)
2
J
(2)
12
U
(2)
1
. Note that the appearance
of the two-qubit interaction changes with the relative size between the exchange-
interactions and the magnetic field strengths: (1) The two-qubit interaction from
Coulomb couplings is proportional to σ(1)x σ(2)x if ∆E
(1)
z > J
(1)
12 and ∆E
(2)
z > J
(2)
12 . (2)
When the system is tuned to (0, 2)(1) and (2, 0)(2), then J (1)12 , J
(2)
12 , and X increase.
Now the resulting two-qubit coupling is proportional to σ(1)z σ(2)z .
The coupling constant X between two STQs is usually not large enough that it
is at the same time larger than σ(1,2)J12 and σ
(1,2)
∆Ez
. Fig. 4.4 shows a comparison of
J
(1,2)
12 , ∆E
(1,2)
z , σ(1,2)J12 , σ
(1,2)
∆Ez
, and X for the setup of two DQDs according to Fig. 4.1,
with a distance d = 200 nm between QD(1)2 and QD
(2)
1 . X increases only when
U = U
(1)
2 = U
(2)
1 is lowered, i.e. when the system is tuned towards (0, 2)
(1) and
(2, 0)(2). So far, Coulomb based two-qubit gates have not been successful for STQs
[64]. Metallic gates can be used to increase the coupling strength between two STQs
[116].
Triple quantum dot qubits — The exchange interactions provide full single-qubit
control of the TQD qubit. This qubit can be operated at J = J12 = J23. ∆J =
J12−J23
2
 J can be controlled electrically, and it is used for driven single-qubit
manipulations (cf. Sec. 4.1.2). Magnitudes of J = J12+J23
2
= 5 µeV were realized for
TQDs [67]. The exchange interactions in the (1, 1, 1) configuration are exceptionally
large because the electron at QD2 is made unstable and the virtual occupations of
(2, 0, 1) and (1, 0, 2) increase. The magnetic field fluctuations cause an uncertainty
in J with the rms σB ≈ 100 neV for uncorrected hyperfine baths. Charge noise
introduces fluctuations in J of the magnitude σJ
J
≈ 10−2 − 10−3 (cf. Sec. 4.1.3).
The linear arrangement of two TQDs (1) and (2), according to Fig. 4.2, provides
two-qubit interactions with the σ(1)x σ(2)x and σ(1)z σ(2)z terms. Both static and driven
entangling gates can be implemented. The coupling constant X depends on the oc-
cupations of (1, 0, 2)(1) and (2, 0, 1)(2), and it is approximated as X = e2
64pi0rd
J(1)
U
(1)
3
J(2)
U
(2)
1
.
Fig. 4.5 compares J (1,2), σ(1,2)B , σ
(1,2)
J , and X for the distance d = 200 nm between
QD(1)3 and QD
(2)
1 , for U = U
(1)
3 = U
(2)
1 . Lowering U increases X , but especially σ(1)B
and σ(2)B remain large compared to X . The magnetic field fluctuations must be low-
ered to reduce σ(1,2)B . The same methods as for GaAs DQDs can be used to reduce
σ
(1,2)
B . Note that a magnetic field gradient is only needed for the control of STQs
[50], but it is superfluous for TQD qubits [65]. Therefore, Si heterostructures are
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Figure 4.4: Parameters of two STQs (1) and (2). The exchange interaction J (1)12 is
determined from the tunnel coupling τ (1) = 20 µeV and the addition
energies. Here, DQD(1) in (1, 1) is tuned slightly towards (0, 2) and
U = U
(1)
2 . Magnetic field gradients ∆E
(1)
z are sketched that correspond
to 10− 100 mT in GaAs. Nuclear spins introduce an uncertainty σ(1)∆Ez ,
while optimal values are smaller than 10 neV. Charge noise introduces
an uncertainty
σ
(1)
J12
J
(1)
12
< 10−2. DQD(2) is a mirror copy of DQD(1), with
U = U
(1)
2 = U
(2)
1 (cf. Fig. 4.1). The charge coupling X between (1) and
(2) is sketched for a distance d = 200 nm between QD(1)2 and QD
(2)
1 , and
r = 12.5 for GaAs heterostructures [117].
especially favorable for TQD qubits. σ(1,2)B is by several orders of magnitude lower
in Si TQDs compared to GaAs TQDs [87].
Summary — This chapter has characterized static and driven single-qubit gates
for STQs and TQD qubits. Both approaches can realize high-fidelity single-qubit
gates. Spin qubits suffer mainly from the uncertainty of the nuclear spin distri-
bution of the heterostructure and from charge noise. The uncertainties of these
noise sources are low enough to realize high-fidelity single-qubit gates in state of
the art experiments. Two-qubit gates that rely on Coulomb interactions are more
problematic. Nuclear spin fluctuations and charge noise cause quasi-static noise,
which introduces uncertainties of the single-qubit parameters. A variety of protocols
were discussed that implement two-qubit gates. They rely on the σ(1)x σ(2)x and/or
the σ(1)z σ(2)z interactions between the two qubits. Only the on-resonance protocol
corrects for single-qubit noise. For all the other protocols, the effective coupling
constant I must be larger than the single-qubit uncertainties.
Currently, experiments have not realized Coulomb based entangling operations.
A metallic gate between the DQDs was suggested for STQs, which increases the
Coulomb couplings between QDs. Si QDs can be useful for TQD qubits because Si
contains less finite spin nuclei. Even though the coherence times in state of the art
GaAs QD experiments are not high enough to realize the proposed entangling opera-
tions, there is a high chance that Coulomb based two-qubit gates with high fidelities
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Figure 4.5: Parameters for two TQD qubits (1) and (2) according to Fig. 4.2. The
energy splittings J (1) and J (2) are fixed by the tunnel couplings τ (1,2) =
20 µeV and the addition energies U = U (1,2)1 = U
(1,2)
3 . Uncorrected
nuclear spin distributions cause an uncertainty in J (1,2) of the rms σ(1,2)B =
100 neV. Charge noise causes σ
(1,2)
J
J(1,2)
< 10−2. The Coulomb coupling
constant X between two identical TQDs is sketched for a distance d =
200 nm between QD(1)3 and QD
(2)
1 ; r = 12.5 for GaAs heterostructures
[117].
can be implemented in the near future. Especially a rapid improvement in sample
qualities and manipulation techniques can be expected, recalling the tremendous ad-
vances of QD experiments in recent years that have enabled impressive single-qubit
gates.
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4.A Characterization of Classical Noise
δt is a noisy classical variable that is characterized by the probability distribution
Pδ and the correlation function Cδ [102]. The mean value µδ = 〈δt〉 and the standard
deviation σδ =
√〈δ2t 〉 determine a Gaussian probability distribution:
Pδ = e
−
(
δt−µδ√
2σδ
)2
/
√
2piσδ. (4.54)
This work considers δt with µδ = 0. 〈. . .〉 is the probability average. The correlation
function Cδ (t, t′) = 〈δtδt′〉 describes correlations between different times t and t′.
The noise sources are assumed to be stationary with Cδ (t, t′) = Cδ (t− t′). The
spectral function S (ω) is defined as the Fourier transform of Cδ (t):
S (ω) =
∫ ∞
−∞
dt e2piiωtCδ (t) , Cδ (t) =
∫ ∞
−∞
dω e−2piiωtS (ω) . (4.55)
Note that S (ω) / (J2 · s) ∈ R, and ω has the unit s−1. S (−ω) = S (ω) because
Cδ (−t) = Cδ (t). σδ can be determined by σ2δ =
∫∞
−∞ dω S (ω).
4.B Characterization of Entangling Properties
A gate is maximally entangling, when it creates a maximally entangled state from
a separable state. The Makhlin invariants [118, 119],
G1 = tr2 (m) / [16 det(m)] ∈ C, (4.56)
G2 =
[
tr2(m)− tr(m2)] / [4 det(m)] ∈ R, (4.57)
describe the entangling properties of a gate. m = MTBMB, where MB is the repre-
sentation of the gate in the Bell basis. Additional single-qubit operations before and
after this gate operation do not change the Makhlin invariants. All gate sequences
with the same Makhlin invariants have the equivalent entangling properties. There-
fore, the three real values γ = arg (G1), |G1|, and G2 are sufficient to characterize a
gate operation. They need to fulfill
sin2 (γ) ≤ 4 |G1| ≤ 1, (4.58)
cos (γ) (cos(γ)−G2) ≥ 0, (4.59)
to be maximally entangling.
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CNOT class — Both the controlled NOT operation (CNOT) and the controlled
phase (CPHASE) operation are maximally entangling. These gates, and all equiva-
lent gates, are characterized by G1 = 0 and G2 = 1. The two-qubit interactions,
I
4
σ(1)x σ
(2)
x ,
I
4
σ(1)y σ
(2)
y ,
I
4
σ(1)z σ
(2)
z , (4.60)
create a CNOT after the time tCNOT = pi~I .√
iSWAP class — The iSWAP = e−i
pi
4
(
σ
(1)
x σ
(2)
x +σ
(1)
y σ
(2)
y
)
is the natural entangling
gate for the σ(1)x σ(2)x + σ(1)y σ(2)y interaction [120]. Indeed, also the square root of
the iSWAP is maximally entangling with G1 = 14 and G2 = 1. The two-qubit
interactions,
I
8
(
σ(1)x σ
(2)
x ± σ(1)y σ(2)y
)
,
I
8
(
σ(1)y σ
(2)
y ± σ(1)z σ(2)z
)
,
I
8
(
σ(1)y σ
(2)
y ± σ(1)x σ(2)z
)
, (4.61)
create a
√
iSWAP gate after the time t√iSWAP =
pi~
I . Note that the interaction
I
4
(
σ(1)x σ
(2)
x +
σ
(1)
y σ
(2)
y + σ
(1)
z σ
(2)
z
2
)
, (4.62)
is also maximally entangling after t = pi~I . This maximally entangling gate can be
called
√
HSWAP. The Makhlin invariants of
√
HSWAP are G1 = −14 and G2 = −1.(√
HSWAP
)2
is related to the iSWAP operation by single-qubit basis rotations that
consist of Hadamard gates.
General class — Arbitrary Hamiltonians of the form
I
4
(
ξ1σ
(1)
x σ
(2)
x + ξ2σ
(1)
y σ
(2)
y + σ
(1)
z σ
(2)
z
)
, (4.63)
with ξ1, ξ2 < 1, construct maximally entangling operations using two time evolutions
of the length t1 = pi~2I , when the time evolutions are separated by a single-qubit
rotation around the z-axis:
e
−ipi
8
(
ξ1σ
(1)
x σ
(2)
x +ξ2σ
(1)
y σ
(2)
y +σ
(1)
z σ
(2)
z
)
e−i
pi
2
σ
(2)
z e
−ipi
8
(
ξ1σ
(1)
x σ
(2)
x +ξ2σ
(1)
y σ
(2)
y +σ
(1)
z σ
(2)
z
)
∼ CNOT.
(4.64)
The single-qubit operation e−i
pi
2
σ
(2)
z cancels the time evolution of the σ(1)x σ(2)x and
σ
(1)
y σ
(2)
y interactions. Note that an equivalent construction of Eq. (4.64) can be used
when the σ(1)x σ(2)x interaction or the σ(1)y σ(2)y interaction dominates. The total period
of the evolution under Eq. (4.63) is tcomb = 2t1 = pi~I .
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4.C Large Amplitude Driving
A driven Hamiltonian shows a completely different behavior for large driving am-
plitudes. The Hamiltonian
H = ∆
2
σz +
δ⊥t
2
σx +  (t)σz, (4.65)
should be analyzed.  (t) is not necessarily small compared to ∆
2
, and it is periodic
with the period h/∆. It is useful to go to a rotating frame with ∆
2
σz +  (t)σz [107]:
H′ ≈ δ
⊥
t
2
(
0 e−
i
~ [∆t+2
∫ t
0 dt
′(t′)]
e
i
~ [∆t+2
∫ t
0 dt
′(t′)] 0
)
. (4.66)
Eq. (4.66) assumes that δ⊥t is static during one driving period. Because the function
e
2i
~
∫ t
0 dt
′(t′) has the period h/∆, it can be expanded in a Fourier series e
2i
~
∫ t
0 dt
′(t′) =∑
n∈Z ane
−in∆t~ with an = 1h/∆
∫ h/∆
0
dt′ e
2i
~
∫ t′
0 dt
′′(t′′)ein
∆t′
~ . Only the resonant terms
a1 and a−1 are kept in Eq. (4.66) because all other terms oscillate rapidly: H′ ≈
δ⊥t
2
(<e (a1)σx + =m (a1)σy). One example is the case of harmonic driving  (t) =
A cos (∆t~ ), with a1 = a−1 = −J1 (2A∆ ). J1 (x) is the Bessel function of the first kind
and the first order that is large only for finite x, but J1 (x) vanishes for x→ 0. The
effective Hamiltonian becomes H′ ≈ − δ⊥t
2
A
∆
σx for A  ∆.
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CHAPTER 5
Noise-Protected Gate for
Six-Electron Double-Dot Qubits
Singlet-triplet spin qubits in six-electron double quantum
dots, in moderate magnetic fields, can show superior im-
munity to charge noise. This immunity results from the
symmetry of orbitals in the second energy shell of circular
quantum dots: singlet and triplet states in this shell have
identical charge distributions. Our phase-gate simulations,
which include 1/f charge noise from fluctuating traps, show
that this symmetry is most effectively exploited if the gate
operation switches rapidly between sweet spots deep in
the (3,3) and (4,2) charge stability regions; fidelities very
close to one are predicted if subnanosecond switching can
be performed.
The results of this chapter were published in:
Sebastian Mehl and David P. DiVincenzo:
Noise-protected gate for six-electron double-dot qubit,
Phys. Rev. B 88, 161408(R) (2013).
Copyright 2013 by the American Physical Society.
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5.1 Introduction
The spin degree of freedom of the few-electron quantum dot (QD) is an excellent
building block for a qubit. While a single electron spin may serve directly as a qubit
[18], the difficulty of single-qubit operations makes it desirable to encode a qubit in
a multielectron state. Considerable success has been achieved with a two-electron
encoding [50], in which the singlet and spinless triplet levels of the double quantum
dot (DQD) define a logical qubit [31]. Electric pulses, applied on the microsecond
scale, permit all necessary one- [37, 40] and two-qubit [63, 64] operations when
supplemented by magnetic field gradients [53, 55, 121].
This chapter addresses the crucial exchange gate, which has provided a route to
impressive progress in the singlet-triplet qubit [37, 40]. In this gate a DQD is moved
away from the “neutral” electron distribution, i.e. having one electron on each QD
[referred to as (1, 1)] to one having a slight bias towards double occupancy of one
QD [e.g. the left QD: (2, 0)]. Only the singlet configuration permits the electron
transfer from (1, 1) to (2, 0), while the transfer from the triplet state is blocked
(Pauli spin blockade). Exchange gates allow fast qubit manipulations since they
couple strongly to the charge instead of the spin degree of freedom. But new noise
mechanism consequently emerge: low-frequency switching of charge traps become a
major problem [52, 94, 122].
Here we show that, paradoxically, the exchange gate will be much less susceptible
to change noise if the DQD is pulsed fully from the (1, 1) to the (2, 0) regime. Pulsing
far into the (2, 0) region also lifts the spin blockade for the triplet state, as an excited
orbital state becomes energetically accessible [93, 123]. The singlet-triplet splitting
is highly protected from charge noise deep in the (2, 0) region. We show that the
fidelity of exchange gates will be excellent under two conditions: (1) the pulse rise
and fall times should be subnanosecond, and (2) the electrons should be in the
second shell, so that singlet and triplet states have the same charge distribution.
This means that the best exchange gate is predicted to occur for the six-electron
DQD with four nonparticipating “core” electrons, so that the desired transition is
actually between (3, 3) and (4, 2).
Presently only one other approach has been proposed to mitigate charge noise.
There is the suggestion to encode singlet-triplet qubits using many-electron QDs
(N > 3), so that background electrons may screen charge fluctuations [124–126].
This approach involves strong renormalizations of the QD’s one-particle wave func-
tions when interacting with charge traps; our approach is quite distinct, involving
only weak state renormalizations.
5.2 Model
Our description of DQDs starts with the single-particle eigenstates of a circular QD
with the confining potential V (x, y) = mω0
2
r2 [83, 127]. The kinetic energy term ℘
2
2m
contains the kinematic momentum operator ℘ = ~
i
∇ + eA. e > 0 is the electric
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charge, m is the effective mass, and A = B
2
(−y, x, 0)T describes orbital effects of
the magnetic field B in the symmetric gauge that is restricted to the out-of-plane
direction. The single-particle eigenstates are the Fock-Darwin (FD) states ψn,l (ρ, φ)
= (mΩ/~)
|n|+1
2
√
n!
pi(n+|l|)! L
|l|
n [(mΩ/~) ρ2] e−ilφρ|l| e−
mΩ
2~ ρ
2 , with n ∈ N0 and l ∈ Z. We
use polar coordinates (ρ, φ), while Lji (x) are the generalized Laguerre polynomials.
States of the same energy shell all have the same value of 2n+ |l|, with the energies
En,l = (2n+ |l|+ 1) ~Ω− l~ωc [128, 129], ωc = eB2m , and Ω2 = ω20 + ω2c . We consider
moderate B fields: the degeneracies En,l, for the same l, are lifted; but En,l with
different n do not cross (ωc/ω0  1). The single-particle eigenstates are grouped
into “atomic” energy shells [30]. The ground state ψ0,0 is well separated from the
first two excited states ψ0,±1.
We employ a description for few-electron DQDs that takes into account multiple
energy levels and electron-electron interactions [130, 131]. As in the work of Burkard
et al. [83], we construct a Hubbard model building upon the FD states. In contrast
to more numerically oriented techniques, such an approach heavily relies on the
chosen basis as couplings to other states are neglected. It has the advantage that
all obtained results can be understood analytically. For two-electron DQDs, we
include only the (1, 1), (2, 0), and (0, 2) electron configurations. The singlet (S) and
sz = 0 triplet (T) states can be written as the product of spin and orbital parts:
ΨS/T = {φ1, φ2}s/a ⊗ | ↑↓〉∓| ↓↑〉√2 . The electrons occupy states φi, which need to be
symmetrized/antisymmetrized for the S/T-state (as indicated by {•, •}s/a).
In general, we cannot use a single FD state ψn,l for the description of the states φ1/2
directly. But in the (1, 1) configuration, φ1/2 is close to the FD ground state ψ
L/R
0,0 on
the left/right QD. In the (2, 0) and (0, 2) singlet configurations, both electrons fill
the same orbital ground state, close to ψL/R0,0 on the respective QD. For the triplet,
the Pauli exclusion principle requires two different states to be occupied, so that one
electron is in ψL/R0,0 and the second electron is in ψ
L/R
0,1 . As in atoms, the first electron
shell ψL/R0,0 is completed with two electrons in a singlet. We assume that in the six-
electron configuration the first two electrons on each QD complete this first shell.
We then adopt a frozen-core approximation. Therefore, the (3, 3) configuration for
a six-electron DQD is equivalent to the (1, 1) configuration for a two-electron DQD
[and similarly the (4, 2)/(2, 4) and (2, 0)/(0, 2) configurations]. One just needs to
use the appropriate orbital wave function of these “valence” electrons. The valence
orbital ground state is then ψL/R0,1 , while the first excited state is ψ
L/R
0,−1.
The two-electron DQD Hamiltonian is expressed in the basis (1, 1)S/T , (2, 0)S/T ,
and (0, 2)S/T [and equivalently, without further specification, (3, 3)S/T , (4, 2)S/T , and
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(2, 4)S/T for the six-electron DQD]:
H =

0 0 τS 0 τS 0
0 0 0 τT 0 τT
τS 0 US −  0 0 0
0 τT 0 UT −  0 0
τS 0 0 0 US +  0
0 τT 0 0 0 UT + 
 . (5.1)
The diagonal entries describe the energies of the states. The difference between the
(1, 1)S matrix element and (1, 1)T matrix element is neglected, since it is usually
small [83]. Unequally occupied QDs are higher in energy by US/T . For simplicity
we assume identical QDs on the left and the right. ∆ ≡ UT − US is the energy
difference between the doubly occupied states. Electrostatic bias, modeled by the
parameter , influences the relative state energies of uniform and unequal electron
arrangements. The off-diagonal elements in Eq. (5.1) describe the spin-conserving
hopping process of the electrons between the dots.
Fig. 5.1 shows the energy spectrum as a function of . Close to the state degen-
eracies || = Uσ, the hopping processes hybridize electron configurations of the same
total spin. The ground state ES/ET is shown in blue/red. At  = 0, both energy
levels are mainly in the (1, 1) charge configuration, and their energy difference is
minimal. ES and ET are lowered in energy for increasing bias due to the transfer
of electrons between the QDs. For large , the ground states are close to (2, 0)S,T
with an energy difference ∆; we indicate one point deep in the (2, 0) region as the
“high-bias” configuration  = HB.
Our treatment of the few-electron DQD is not self-consistent; it employs energy
spectra of single-particle states, which are successively filled with electrons. The
FD-states are a valid ansatz for the description of few-electron QDs if the electron-
electron interaction influences the single-particle energies weakly or shifts all energy
levels by a fixed value. The last scenario is consistent with the calculations of
Güçlü et al., where the addition energy of interacting electrons has a constant offset
compared to the noninteracting case (cf. Ref. [133]1). This is consistent with the
constant-interaction model, introduced by Averin and Likharev [134, 135], in which
the energy spectrum of QDs remains unchanged when an electron is added to or
removed from a QD.
5.3 Charge Noise
Charge noise is generally modeled by a random distribution of classical two-level
fluctuators (TLFs), which couple electrostatically to QDs [136, 137]. If the occupa-
tions of the charge traps (CTs) vary with a broad distribution of fluctuation rates,
1A reasonable value of the constant rs in Ref. [133] for QDs that are used for quantum computation
is rs = 2.
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Figure 5.1: Energy diagram for two- and six-electron DQDs, as described by
Eq. (5.1). Electrostatic bias, modeled by , transfers one electron from
the uniform electron distribution on the two QDs towards two excess
electrons on the left QD. The blue/red line represents the singlet/triplet
ground state ES/T ; black curves are excited states. Charge noise gen-
erates fluctuations between ES and ET , as described in the main text.
The electron configurations are highly insensitive to charge noise at  = 0
(the “neutral” electron configuration) and  = HB (the “high-bias” con-
figuration far away from the two anticrossings). The inset shows the
charge stability diagram following van der Wiel et al. [132]. (nL, nR) is
the stable charge configuration for the left QD and the right QD. VL/R
describes electrostatic voltages applied to the left/right QD; red arrows
indicate gate tunings corresponding to the energy diagram.
1/f noise is generated. The coherence of the qubit decreases as seen by the time
evolutions of superpositions:
〈σx〉 (t) =
〈
e−i
∫ t
0 dt
′ EST (t′)
~
〉
≈ e−
(
t
T2
)2
σidealx (t) . (5.2)
EST (t) is the time-varying energy difference of the qubit levels, which deviates from
the ideal value due to the coupling to TLFs: δEST = EST − 〈EST 〉. 〈. . . 〉 describes
the average result of many experiments. Assuming a static environment during one
run, the coherence time T2 is related to the statistics of the TLFs: T−12 = σδE/
√
4pi;
σ2δE =
∫∞
−∞ dt δE
2 (t) [94, 104, 138, 139].
We analyze the relative energy shift of the qubit levels of a DQD which couples
to a CT. In first-order perturbation theory, the fluctuation of the singlet-triplet
splitting is described by [140]:
δE
(1)
ST = 〈ΨT |eΦCT |ΨT 〉 − 〈ΨS |eΦCT |ΨS〉 . (5.3)
ΦCT is the electrostatic potential of a CT. Since for QDs that are suitable for qubits
CTs are at some distance from the QD center, we make a multipole expansion of ΦCT :
ΦCT ≈ Φ (r0)−E (r0) ·r− 12 [∂iEj (r0)] rirj [141]. r0 is the position of the CT relative
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to the center of the DQD, r is the QD electron coordinate. This expansion resolves
the coupling of a TLF into dipole (−E·d) and quadrupole [−(1/2) (∂iEj)·Qij] terms;
di = e 〈Ψ |ri|Ψ〉, and Qij = e 〈Ψ |rirj|Ψ〉 are the first two electric moments of the
DQD. We analyze two points in the charge stability diagram  = 0 and  = HB
(“sweet spots”, introduced in Fig. 5.1) at which the coupling to TLFs is weak. High
couplings are obtained if the qubit states have different dipole moments, which
generate energy shifts scaling like, e.g., 1/r20.
The eigenstates of the singlet-triplet qubit of Eq. (5.1) can be approximated at
 = 0: ΨS/T ∝ |11〉S/T −
τS/T
US/T
(
|0, 2〉S/T + |2, 0〉S/T
)
.2 These states have equiv-
alent dipole moments for the two qubit levels; the charge distribution of a DQD
arranged in the x-direction has mirror symmetry to the y-z plane. The quadrupole
contribution describes the spread of the charge distributions. The unequal degree
of hybridization of the singlet state and the triplet state creates different variances
in the x-direction: δE(1)ST ≈
[(
τS
US
)2
−
(
τT
UT
)2]
· ed20
4
· e
4pi0r
(
x20
r50
− 1
r30
)
. The first
factor describes the hybridizations for the singlet and the triplet, the second factor
involves the interdot distance d0 of the DQD, and the third factor is the gradient
contribution of the electric field of the TLF. It describes an energy shift proportional
to the hybridization of the ground state
(
τS/T/US/T
)2, which decays like 1/r30 in the
TLF-QD distance. A similar expression holds for the six-electron DQD.
Considering the two-electron DQD for high bias ( = HB), the left QD is lower
in energy than the right QD. We assume we are far away from the transition region
in which the valence electrons occupy single-particle eigenstates of the left QD. For
the singlet both electrons are placed into ψL0,0; for the triplet one electron occupies
ψL0,0, the other ψL0,1. The dipole contributions to Eq. (5.3) vanish because the charge
distribution of ΨS and ΨT are both centered at the left QD. The quadrupole contri-
bution of Eq. (5.3) is δE(1)ST ≈
(
e~
4mΩ
) ·( e
4pi0r
)(
x20+y
2
0
r50
− 2 z20
r50
)
. The first factor comes
from the different spread of the density of the qubit states, while the second factor
describes the influence of the CT. We find a 1/r30-scaling in the CT-QD distance as
for the low-bias sweet spot.
The situation improves for six-electron DQDs. As the valence electrons’ wave
functions ψ0,±1 are complex conjugates of each other, not only the quadrupole term
of Eq. (5.3), but all multipole contributions vanish. δE(1)ST depends only on the
charge density of the single-electron wave functions, as eΦCT in Eq. (5.3) contains
exclusively single-particle operators. The second-order dipole contribution of TLFs
2We assume two identical QDs for simplicity. However, one can also finds a sweet spot for distinct
QDs. Then ΨS/T has different weights in (2, 0) and (0, 2) at the (1, 1)-sweet spot; additionally,
the sweet spot is not in the center of a charge stability region. Charge traps dominantly couple
to DQDs via their electric field, which induces a small shift in the bias parameter . This
mechanism generates no dephasing at the minimum of [ET − ES ] (). We note that it might
well be desirable to use one weakly and one strongly confined QD in future experiments. A
strongly confined QD simplifies qubit initializations, while the large QD can be used for the
exchange manipulations.
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(second-order Stark effect) vanishes accordingly, since it involves only an overall
shift of the confining potential. The first nonvanishing contributions are second-
order quadruple couplings: δE(2)ST ≈ − e2 (∂iEj)2
|〈ψ0,1|rirj|ψ0,−1〉|2
E0,1−E0,−1 . We note that this
contribution has 1/r60 scaling with the CT-QD distance, which suppresses δE
(2)
ST
considerably. This protection criterion for the six-electron DQD is strongest for
perfect circular symmetry. For weakly elliptic QDs, V = mω
2
0
2
ρ2 [1 + β cos (2φ)],
the diagonal terms of the quadrupole tensor differ, weighted by the ellipticity β:
Qxx,yyφ0,1 −Qxx,yyφ0,−1 ≈ ∓β 3~mωc +O
((
ωc
ω0
)2)
, giving a small 1/r30 contribution.
A summary of δEST is given in Tab. 5.1. For  = 0, a sweet spot is present
for both the (1, 1) and (3, 3) cases. δEST comes from a direct coupling of TLFs
to the quadrupole moment of the DQD. The energy shifts are on the order of a
few gigahertz, corresponding to a dephasing time of ns. This time scale is consistent
with experiments on DQD charge qubits [33, 34]. Another sweet spot is identified at
 = HB. For two-electron DQDs the scaling in r0 is identical to  = 0, only lacking
the hybridization factor
(
τS/T/US/T
)2. T2 is improved for six-electron DQDs, as the
CTs modify EST because they only couple to the quadrupole moment in second
order.
 = 0  = HB
two and six electrons two six
Mechanism Coupling to electric quadrupole moment
direct direct / second order
Scaling ∼
(
τS/T
US/T
)2
1
r30
∼ 1
r30
∼ 1
r60
T2 ∼ ns < ns > ns
Table 5.1: Influence of CTs on two- and six-electron DQDs. EST is shifted, depend-
ing on the distance r0 between CT and DQD. Two sweet spots  = 0
and  = HB are identified (cf. Fig. 5.1). The hybridization factor(
τS/T/US/T
)2 [parameter introduced in Eq. (5.1)] enhances the coherence
time for  = 0. δEST decreases with r0. Note that for the six-electron
DQD the decay is much faster at  = HB: the CTs and the qubit only
couple in second-order perturbation theory.
5.4 Robust Single-Qubit Gating
We have identified two points  = 0 and  = HB that are well isolated from external
noise sources. It is possible to manipulate the qubit while staying mainly at these
sweet spots. Changing the magnitude of EST produces a phase gate: U = Jσz,
J =
∫ t
0
dτ EST (τ). EST is small at  = 0, while EST = ∆ at  = HB. A possible
gate sweep starts from  = 0 and tunes the bias rapidly to  = HB; after some
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waiting time the bias is brought back to  = 0 (cf. inset of Fig. 5.2). While the
manipulation must be fast to avoid charge noise, it should still be adiabatic with
respect to the coupling to excited states (cf. Fig. 5.1). The slew rate is limited by
the leakage to higher states, which is approximated with the transition probability
at a Landau-Zener crossing of strength τ which is crossed with the velocity vslew
[142]: PLZ = e
−2pi τ2~vslew . Since the tunnel coupling enters PLZ quadratically, realistic
values of τ allow very fast manipulations with permitted pulse lengths far below
nanoseconds.
We show a fidelity analysis of a pi-phase gate for a two- and a six-electron DQD
in Fig. 5.2. The slew rates are fixed through PLZ to produce negligible leakage
(cf. Appx. 5.A for further information about the specific parameter choice and the
setup of the simulation). We use similar densities of the CTs for the two- and six-
electron DQDs, which are positioned randomly around the DQD to generate 1/f
noise; the coupling to CTs vary the parameter ∆ through electrostatic couplings
to the DQD potential. We exclude a volume around the QD, where no CTs are
permitted; such nearby TLFs make the DQD completely nonfunctional as a qubit.
We take the excluded volume for two-electron DQDs to be considerably larger than
for the six-electron system. Fluctuations in the coupling τ or in the pulse profiles
are disregarded. The sweet spots, especially  = HB, offer the advantage that EST
does not change over a wide range of .
The fidelity of the gate, both for the two-electron and the six-electron systems
(blue/red), is low for small tunnel couplings τ . The fidelity increases very quickly
with τ for six-electron DQDs and reaches an ideal value very close to 1. The improve-
ment of the fidelity for the two-electron system is much slower. We approximate the
curves according to Eq. (5.2), yielding a coherence time of 1.5 ns for the two-electron
system and 29.3 ns for the six-electron case. Steps seen for the two-electron system
are generated by different waiting times in (2, 0) when constructing a pi-phase gate;
a one-parameter fit to Eq. (5.2) cannot completely reproduce these results.
5.5 Conclusion
We propose a fast and robust way to manipulate singlet-triplet qubits (STQs) via a
high-bias phase gate. Contrary to current realizations of phase gates, our approach
works by going to high bias. The qubit couples to CTs weakly, and we manipulate
rapidly between two sweet spots. The “high-bias” sweet spot HB is not at a specific
point in the charge diagram; there is a large range of parameters where EST is
constant. Note that the Rabi rotation gate needed for full qubit control is envisioned
to occur also at a sweet spot (at  = 0), employing magnetic field gradients. It is
worth pointing out that the proposed high-bias phase gate works also as a maximally
entangling two-qubit gate for single-QD qubits [18].
It would be favorable for our proposal that DQDs have a small singlet-triplet en-
ergy splitting at  = HB (∆, cf. Fig. 5.1) to give comfortable electrical manipulation
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Figure 5.2: Fidelity analysis for pi-phase gate for a two/six-electron DQD, shown in
red/blue. Points are from simulations involving 1/f noise sources. The
fidelities are poor for slow manipulation times, which are required by
small tunnel couplings τ = τS = τT (cf. the transition probability at a
Landau-Zener crossing PLZ). Increasing τ allows faster qubit manipula-
tions, which increases the fidelity. The fidelity of the six-electron DQD
approaches 1, while it stays much lower for the two-electron system. The
solid lines are fits for the two/six-electron system using Eq. (5.2), with
T2 = 1.5/29.3 ns. The inset describes the pulse profile of a pi-phase gate.
Starting from  = 0, the DQD is biased to  = HB; we linearly increase
 for a time tslew. The qubit stays at  = HB for twait; finally the qubit is
brought back to  = 0, picking up in total an odd number of pi rotations.
The overall gate time equals 2tslew + twait.
times (subnanosecond has become accessible [35]). DQDs with ∆ on the order of 30
GHz have been reported [93]. One can decrease the singlet-triplet energy splitting
further by using favorable dot sizes and external magnetic field parameters. Indeed,
we note that a transition from a singlet to a triplet ground state is indicated in
calculations on four-electron QDs [143]. However, a triplet ground state is not per-
mitted in our parameter regime of moderate magnetic fields and for QDs with weak
state renormalizations from Coulomb interactions.
A clear prediction of our work is that the many-electron QDs, specifically those for
which the valence electrons occupy the second shell, are uniquely suited to protect
STQs from charge noise because singlet and triplet charge densities are identical in
the second shell. The manipulation of our six-electron STQs can be performed in the
same way as for the two-electron DQDs, including initialization, manipulation, and
measurement. Additional noise sources, which couple in via the charge density, like
pure phonon dephasing [144, 145], are also directly suppressed in our approach. We
are hopeful that the prospect of an order of magnitude improvement in gate fidelity
will motivate the further experimental exploration of the multielectron regime in
QD qubits.
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5.A Description of the Fidelity Analysis
We model charge noise acting on DQDs by a random distribution of charge traps,
being either filled or empty (cf. Fig. 5.3). The time evolution during an exchange
gate is determined numerically using quantum process tomography [6]. We gener-
ate a distribution of TLFs with a broad range of switching rates γ for each run of
the simulation. A reasonable probability distribution is P (γ) ∼ 1/γ [146]. The
charge distribution is constant during one run of the simulation, while the poten-
tial fluctuates between successive simulations. This scenario mimics consecutive
measurements with a long time between the measurements.
The coupling strength of the DQD and a TLF is determined by their distance. As
described in the main text, we take the shift in the singlet-triplet splitting δEST as
the only dynamic variable. For the (2, 0) and (4, 2) configurations, the energy shifts
are:
δE
(2,0)
ST =
(
e~
4mω0
)(
e
4pi0r
)(
x20 + y
2
0
r50
− 2z
2
0
r50
)
+O [(ωc/ω0)2] , (5.4)
δE
(4,2)
ST =
9
16
(
~
m2ω30
)(
ωc
ω0
)(
e2
4pi0r
)2(
(x20 + y
2
0)
2
r100
)
+O [(ωc/ω0)2] . (5.5)
The excessively occupied QD is positioned in the x-y plane at the coordinate origin,
while charge traps occupy the space around the DQD.
We use material parameters of GaAs. The confining strength ~ω0 = 3 meV is
a common approximation for QDs [83]. ωc/ω0 = 0.1 describes moderate external
magnetic fields of 0.7 T . The singlet-triplet splitting ∆ is rather small, consistent
with Dial et al. [93]. All parameters are summarized in Tab. 5.1.
The electron distribution can be approximated by the spread of the ground state
wave function: aB ≡
√
~
mω0
≈ 20 nm. We use 250 TLFs with a distance [2.5, 15] aB
from the coordinate origin for the six-electron system. For the two-electron system,
we need to exclude a larger volume around the DQD. Otherwise, the energy shifts
due to Eq. (5.4) destroy the qubit fidelity completely. To generate the same density
of TLFs around the DQD, we include 196 charge traps with a distance [15, 25] aB
from the origin.
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Figure 5.3: Model of charge traps which couple to a DQD electrostatically. No
charge traps are permitted in a volume surrounding the QD; charge
traps in this area make the qubit completely nonfunctional. All charge
traps fluctuate between being filled with one electron or being empty;
they are randomly generated for a single run of the simulation. As charge
noise has dominant spectral weight at low frequencies (i.e. lower than
the inverse gate time), the electrostatic potential of the charge traps is
kept constant during one gate simulation.
Parameter Value
energy difference between
US 0.5 meV(1, 1) / (2, 0) or (4, 2) / (3, 3)
singlet-triplet splitting ∆ 10 GHz
dielectric constant r 12.5
effective mass m 0.067me
confining energy ~ω0 3 meV
magnetic energy ~ωc 0.1~ω0
Table 5.2: Parameters used for the simulations of STQs. US and ∆ are chosen to
describe the DQD dynamics according to Eq. (5.1) in the main text. The
dielectric constant r and the effective mass m correspond to GaAs; ω0
and ωc mimic common confining strengths and magnetic fields of 0.7 T .
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CHAPTER 6
Inverted Singlet-Triplet Qubit Coded
on a Two-Electron Double Quantum
Dot
The sz = 0 spin configuration of two electrons confined at
a double quantum dot (DQD) encodes the singlet-triplet
qubit (STQ). We introduce the inverted STQ (ISTQ)
that emerges from the setup of two quantum dots (QDs)
differing significantly in size and out-of-plane magnetic
fields. The strongly confined QD has a two-electron sin-
glet ground state, but the weakly confined QD has a two-
electron triplet ground state. Spin-orbit interactions act
nontrivially on the sz = 0 subspace and provide universal
control of the ISTQ together with electrostatic manipula-
tions of the charge configuration. GaAs and InAs DQDs
can be operated as ISTQs under realistic noise conditions.
The results of this chapter were submitted for publication after the preliminary
version of the thesis was handed in, and they were published in:
Sebastian Mehl and David P. DiVincenzo:
Inverted singlet-triplet qubit coded on a two-electron double quantum dot,
Phys. Rev. B 90, 195424 (2014).
Copyright 2014 by the American Physical Society.
61
6 Inverted Singlet-Triplet Qubit Coded on a Two-Electron Double Quantum Dot
6.1 Introduction
Encoded spin qubits in a two-electron configuration have become popular since the
seminal experiment by Petta et al. [37]. Single electrons are trapped using gate-
defined quantum dots (QDs) in semiconducting nanostructures [31]. The spin is used
as the information carrier [18]. We consider the qubit encoding using the sz = 0 spin
subspace of two electrons [50, 51, 57]. The passage between different charge config-
urations realizes single-qubit control electrostatically. Applying voltages at metallic
gates close to the structure enables the transfer of electrons between the QDs. The
(1, 1) configuration labels separated electrons on the two QDs; two electrons occupy
a single QD in (2, 0) and (0, 2).
In this chapter, we explore a two-electron double quantum dot (DQD) under the
influence of magnetic fields and spin-orbit interactions (SOIs). The qubit is encoded
using the singlet |S〉 and spinless triplet |T 〉 states, similar to common singlet-triplet
qubits (STQs) [50, 51, 57]. Our setup has an energy degeneracy of |S〉 and |T 〉 in
(1, 1) that is a consequence of the competition between the confining potential and
the Coulomb interactions. In the absence of SOIs, out-of-plane magnetic fields favor
triplets, while the confining potential favors singlets. We call this qubit inverted
STQ (ISTQ) because it differs from normal STQs by the occurrence of a singlet-
triplet inversion. We realize an ISTQs with one strongly confined QD and one weakly
confined QD. |T 〉 is the ground state for one QD when it is doubly occupied, but
the other QD has a singlet ground state. SOIs couple |S〉 and |T 〉 . In contrast to
the setup with two QDs differing significantly in size, it was argued that SOIs act
trivially on the sz = 0 subspace for two identical QDs [147, 148].
The encoding in the sz = 0 subspace is optimal because the qubit encoding is
protected from hyperfine interactions. Nuclear spins generate local magnetic field
fluctuations δBhyp. Mainly the component δBqhyp parallel to the external magnetic
fieldB influences the sz = 0 subspace [122]. Fluctuations in δBqhyp are low frequency
and can be corrected using refocusing techniques [61, 91]. Especially, the ISTQ is
superior to the two-electron encoding that uses the singlet state |S〉 and the sz = 1
triplet state |T+〉 [149–152]. There is also an energy degeneracy of |S〉 and |T+〉
in this setup, but hyperfine interactions induce noise with larger weights at higher
frequencies [91].
The main purpose of this chapter is to explore the ISTQ encoding. We show
that SOIs act nontrivially on the sz = 0 subspace. The influence of SOIs can be
described by an effective magnetic field difference between the QDs. The effective
local magnetic field depends on the confining potential of the wave functions. ISTQs
are controlled using electrostatic voltages, which tune the DQD between different
charge configurations. DQDs that consist of QDs with different sizes realize ISTQs
that can be operated in the presence of realistic noise sources. A DQD that is
coded using two distinct QDs gives also other perspectives: a strongly confined QD
is favorable for the initialization and the readout of STQs. A weakly confined QD
may be favorable for qubit manipulations [27]. We are convinced that this setup
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is likely to be explored as the search for alternative spin qubit designs continues
[74, 75, 126]. Operating STQs coded using two QDs with different sizes as ISTQs
is achieved by applying sufficiently large out-of-plane magnetic fields.
The organization of this chapter is as follows. Sec. 6.2 introduces the model to
construct ISTQs and describes the qubit encoding. Sec. 6.3 characterizes SOIs as
a source to influence the sz = 0 subspace. We describe different possibilities to
manipulate the ISTQ in Sec. 6.4 and discuss its performance in Sec. 6.5.
6.2 Model
Our study includes the orbital Hamiltonian H0, external magnetic fields H1, and
SOIs H2. The orbital Hamiltonian for two electrons in gate-defined lateral DQDs is
described by:
H0 =
∑
i=1,2
[
℘2i
2m
+ V (xi)
]
+ V (x1,x2) . (6.1)
The orbital contributions of the magnetic field component perpendicular to the
lateral direction (called the z-direction) are included by the kinematic momentum
operator ℘ = ~
i
∇ + eA. e > 0 is the electric charge, m is the effective mass,
and A = Bz
2
(−y, x, 0)T describes orbital effects from the out-of-plane magnetic
field component Bz in the symmetric gauge. Orbital contributions from in-plane
magnetic fields are weak for strong confining potentials in the z-direction. V (x)
is the single-particle potential that includes external electric fields. Two QDs are
present at the positions (±a, 0, 0)T . V (x1,x2) is the Coulomb interaction. Magnetic
fields couple directly to the spins through the Zeeman Hamiltonian:
H1 = gµB
2
B ·
∑
i=1,2
σi. (6.2)
σ = (σx, σy, σz)
T is the vector of Pauli matrices, B is the magnetic field, g is the
g-factor, and µB is the Bohr magneton.
We include two orbitals at each QD: the single-dot ground
{ |L〉 , |R〉 } and the
single-dot excited states
{ ∣∣L〉 , ∣∣R〉 }. We consider only the sz = 0 subspace, since
states with sz 6= 0 are far away in energy during qubit manipulations. The wave
functions of the singlet state (S) and spinless triplet state (T) of different charge
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configurations (nL, nR) are:
|S1,1〉 = 1√
2
(
c†L,↑c
†
R,↓ − c†L,↓c†R,↑
)
|0〉 , (6.3)∣∣S2,0/0,2〉 = (c†L/R,↑c†L/R,↓) |0〉 , (6.4)
|T1,1〉 = 1√
2
(
c†L,↑c
†
R,↓ + c
†
L,↓c
†
R,↑
)
|0〉 , (6.5)∣∣T2,0/0,2〉 = 1√
2
(
c†L/R,↑c
†
L/R,↓ + c
†
L/R,↓c
†
L/R,↑
)
|0〉 , (6.6)
where |0〉 is the vacuum state and c†iσ is the creation operator of an electron in
orbital i with spin σ. We use a Hubbard model to describe the (2, 0), (1, 1), and
(0, 2) configurations [83, 153]. The electrons are on separate QDs in (1, 1). The
orbital ground states are filled with two electrons for the singlets |S2,0〉 and |S0,2〉 ;
the Pauli exclusion principle requires that electrons fill different orbitals for |T2,0〉
and |T0,2〉 . Orbital effects of H0 and H1 are described by:
H =
 0 tLs tRstLs UL +  0
tRs 0 UR + Ω(0,2) − 
⊕
 0 tLt tRttLt UL + Ω(2,0) +  0
tRt 0 UR − 
 . (6.7)
Eq. (6.7) is written in the basis {|S1,1〉 , |S2,0〉 , |S0,2〉 , |T1,1〉 , |T2,0〉 , |T0,2〉}. The
real constants tL,Rs,t characterize the spin-conserving hopping processes of electrons
from (1, 1) towards two electrons on the same QD. The relative energies of (2, 0) and
(0, 2) are tunable by voltages VL and VR at gates near the left and right QD; we model
them by the parameter  = 〈L |eVL|L〉 − 〈R |eVR|R〉 ≈
〈
L |eVL|L
〉 − 〈R |eVR|R〉.
The left QD is doubly occupied for → −∞ (and similarly the right QD for →∞).
The electrons are separated on different QDs for  ∼ 0.
As above, one needs to overcome the charging energies UL of the left QD or UR
of the right QD to add two electrons to the same QD. One QD (e.g. QDL) is in the
normal configuration and has a singlet ground state, but |T0,2〉 is the ground state of
QDR. The singlet is the ground state in the absence of magnetic fields [154]. Doubly
occupied QDs with ET < ES are obtained at finite out-of-plane magnetic fields also
for sz = 0 [155, 156]. Finite values of Bz decrease the sizes of the orbital wave
functions and raise the Coulomb repulsions between the electrons. Electrons prefer
to minimize the Coulomb repulsion, which makes triplets favorable. The inversion
from a singlet to a triplet ground state was experimentally detected at Bz = 1.5 T
in elongated GaAs QDs [157]. A theoretical study predicts an orbital singlet-triplet
inversion at Bz = 0.5 T in weakly confined, circular GaAs QDs [148]. However,
ISTQs only require a triplet ground state for one of the two QDs, which is realized
for one strongly confined QD and one weakly confined QD (cf. Fig. 6.1). UL + Ω(2,0)
and UR + Ω(0,2) are the energies to reach the first excited, doubly occupied states.
Ω(2,0) = ET2,0 − ES2,0 > 0, Ω(0,2) = ES0,2 − ET0,2 > 0, (6.8)
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are the energy differences of the doubly occupied states. We neglect matrix elements
between (2, 0) and (0, 2) of the same spin [83] because their contributions are weak.
Figure 6.1: STQ coded on an inverted DQD. Each QD contains one electron. Mod-
ifications of the confining potentials allow an electron transfer to reach
a doubly occupied QD. QDL has a two-electron singlet ground state;
for QDR the spinless triplet state is lower in energy. The out-of-plane
component Bz of the magnetic field favors triplets, but the confining
energy favors singlets. The magnetic field B is tilted by the angle φ
from the dot-connection axis ex and by the out-of-plane angle θ from
ez. The [1, 0, 0]-direction of the lattice is rotated by the angle ξ from
ex. We introduce additionally the rotation angle ρ between B and the
[1, 0, 0]-direction.
Fig. 6.2 shows a typical energy diagram of the sz = 0 subspace in the charge
configurations (2, 0), (1, 1), and (0, 2). Eq. (6.7) describes a state crossing of the
singlet |S〉 and sz = 0 triplet state |T 〉 . |S2,0〉 is the ground state deep in (2, 0),
while |T0,2〉 is the ground state in (0, 2). |S1,1〉 and |S2,0〉 have the same orbital
energies at  = −UL; |T1,1〉 and |T0,2〉 are at equal energies at  = UR. Similarly,
there is a state degeneracy of |T1,1〉 and |T2,0〉 at  = −
(
UL + Ω(2,0)
)
. |S1,1〉 and
|S0,2〉 have the same energy at  = UR+Ω(0,2). Electron tunneling between the QDs
hybridizes states of different charge configurations. The singlet ground state |S〉 is
degenerate with sz = 0 triplet state |T 〉 in (1, 1) because the tunnel couplings tL,Rs,t
are smaller than UL, UR, Ω(2,0), and Ω(0,2). We label this point by ∗. The next
section describes SOIs, which couple |S〉 and |T 〉 by ∆so at ∗.
6.3 Calculation of ∆so
We consider QDs fabricated in the crystal’s (0, 0, 1) plane. The strong confining
potential in the z-direction causes interactions between the electron spins and the
in-plane momentum components. SOIs are described by:
H2 =α~
∑
i=1,2
[σx′℘y′ − σy′℘x′ ]i +
β
~
∑
i=1,2
[−σx′℘x′ + σy′℘y′ ]i . (6.9)
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Figure 6.2: Energy diagram of a STQ as a function of the electrostatic bias  ac-
cording to Eq. (6.7) and Eq. (6.9). The blue and red lines describe the
energies of the lowest singlet ES and spinless triplet ET ; black lines show
excited states. The left dotted line labels the charge transition point at
 = −UL, where ES1,1 and ES2,0 have the same energies (similarly ET1,1
and ET0,2 have equal energies at  = UR). We obtain a (2, 0) singlet
ground state at  < 0, while  > 0 favors the (0, 2) triplet. ES and ET
cross at ∗. SOIs couple ES and ET . The inset shows the region around
∗. The dashed curves are energy levels in the absence of SOIs.
The first term, which is called the Rashba SOI,1 is caused by the broken structure
inversion symmetry from the confining potential in the z-direction [158]. The second
term, called the Dresselhaus SOI,1 is present for a crystal lattice without inversion
symmetry [159]. x′ and y′ label the [1, 0, 0]-direction and [0, 1, 0]-direction of the
lattice. [1, 0, 0] is rotated by the angle ξ from ex, which is the vector connecting
the QD centers (cf. Fig. 6.1). Large spin-orbit (SO) effects are expected when
electrons are free to move, which is possible between the QDs in the ex-direction.
We consider only the SO contributions that involve the momentum component
in the ex-direction (℘x) and extract from Eq. (6.9) H˜2 = Ξ~ ·
∑
i=1,2 [℘xσ]i, with
Ξ = (−β cos (2ξ) ,−α− β cos (2ξ) , 0)T . Additional contributions from the in-plane
momentum component perpendicular to ex are discussed in Appx. 6.A.
H0 from Eq. (6.1) dominates over the SO contributions. We apply a unitary
transformation U = ei(S1+S2), with Si = mxi~2 Ξ · σi [160–162]. U was introduced to
remove SOIs to second order for confined systems. This transformation turns out
to be useful because the transformed Hamiltonian is only position dependent. Note
that the equivalent transformation was used in Refs. [147, 148] to show that SOIs
act trivially on the sz = 0 subspace for a highly symmetric DQD. The transformed
1 The Rashba constant α and the Dresselhaus constant β have the units Jm. lαso =
~2
2mα and
lβso =
~2
2mβ are the Rashba and Dresselhaus spin precession lengths that have the units m.
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Hamiltonian reads:
U
(
H0 +H1 + H˜2
)
U † =H0 − m~2 |Ξ|
2 +
gµB
2
∑
i=1,2
j∈N
B
[j]
eff (xi) · σi, (6.10)
B
[j]
eff (x) ≡
1
j!
(
2m
~2
x
)j
[( . . . ( B × Ξ)× . . . )×Ξ︸ ︷︷ ︸
j times
] . (6.11)
H0 remains formally unchanged. Besides the constant energy shift −m~2 |Ξ|2, there
are only position dependent terms (note the restriction to the x-direction). Eq. (6.10)
couples only states of the same charge sector because the orbital states are strongly
confined at the QD’s position. We restrict the discussion to the contribution in (1, 1).
Contributions from (2, 0) and (0, 2) are negligible, as described in Appx. 6.B. The
charge configuration is confined to a small area compared to the SO scale
(
~2
2m|Ξ|
)2
,
with the result that terms in Eq. (6.11) with higher order in j are less important.
The external magnetic field is rotated by the polar angle θ from the [0, 0, 1]-
direction and the azimuthal angle φ from ex [cf. Fig. 6.1]. We fix the spin quan-
tization axis parallel to B. The components of Eq. (6.11) that are parallel to the
external magnetic field
(
B
[j]
eff
)
q
couple |S1,1〉 and |T1,1〉 , while the perpendicular com-
ponents couple subspaces of different sz. We assume that the states |L〉 and |R〉 are
strongly confined at the QD position, with 〈L |x|R〉 = 〈L |x2|R〉 = 0, 〈R |x|R〉 =
−〈L |x|L〉 = a. We introduce the variances of the orbitals 〈L ∣∣(x− a)2∣∣L〉 = varL
and
〈
R
∣∣(x+ a)2∣∣R〉 = varR. Note that |L〉 and |R〉 are transformed by U after
Eq. (6.10).
The effective Hamiltonian in (1, 1), including SOIs to second order, is written
in the basis |S1,1〉 from Eq. (6.3), |T1,1〉 from Eq. (6.5),
∣∣T+1,1〉 = c†L↑c†R↑ |0〉 , and∣∣T−1,1〉 = c†L↓c†R↓ |0〉 :
H(1,1) = EZ

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 −1
− i√2EZ 2ma~2 Ξ⊥

0 0 1 1
0 0 0 0
−1 0 0 0
−1 0 0 0
 (6.12)
− EZ
(
2m
~2
)2
Ξ2⊥ (varL − varR)

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 −1
+√2EZ (2m~2
)2
ΞqΞ⊥
×

0 0 −varL−varR
2
varL−varR
2
0 0
(varL+varR
2
− 2a2) (varL+varR
2
− 3a2)
−varL−varR
2
(varL+varR
2
− 2a2) 0 0
var−varR
2
(varL+varR
2
− 3a2) 0 0
 ,
with the Zeeman energy EZ = gµB2 |B|. Ξq = |Ξ| cos [] (Ξ,B)] is the component of
Ξ parallel to B, and Ξ⊥ = |Ξ| sin [] (Ξ,B)] is the component of Ξ perpendicular
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to B (all components are determined by the angle ] (Ξ,B) between the vectors Ξ
and B, cf. Fig. 6.1).
The first term in Eq. (6.12) represents the Zeeman interaction that shifts
∣∣T+1,1〉
and
∣∣T−1,1〉 relative to the sz = 0 energy levels. This term dominates over all SO
contributions. The second term in Eq. (6.12) couples |S1,1〉 with
∣∣T+1,1〉 and |S1,1〉
with
∣∣T−1,1〉 . This term was discussed in great detail in Refs. [147, 148]. It does
not couple |S1,1〉 and |T1,1〉 . Note that the coupling to the triplet states does not
cause an energy shift of |S1,1〉 in second order Schrieffer-Wolff perturbation theory
[36] because the couplings between |S1,1〉 and
∣∣T+1,1〉 and between |S1,1〉 and ∣∣T−1,1〉
cancel each other.
The dominant SO contribution on the sz = 0 subspace is obtained from the third
term of Eq. (6.12). This term represents the component of the effective magnetic
field parallel to B, which is second order in the SOI:
(
B
[2]
eff
)
q
= −B
2
(
2m
~2
)2
Ξ2⊥x
2 [cf.
Eq. (6.11)].
(
B
[2]
eff
)
q
realizes a direct coupling between |S1,1〉 and |T1,1〉 : ∆so ≈
EZ
varR−varL
l2so
. We introduce the length scale lso = ~
2
2m|Ξ⊥| . The fourth term in
Eq. (6.12) gives small corrections to ∆so. Appx. 6.A describes the angular depen-
dency of ∆so and extends the analysis of SOIs using all terms of Eq. (6.9).
The smallest possible values for lso are on the order of the Rashba and Dres-
selhaus spin precession lengths lαso and lβso. Typically, GaAs heterostructures have
spin precession lengths lαso, lβso & 1 µm for the Rashba and the Dresselhaus SOIs
(cf. Appx. 6.C). The variances of the orbital wave functions can be approximated
using the noninteracting descriptions of electrons that are confined at QDs. The
Fock-Darwin states are the solutions of the noninteracting eigenvalue problem of
two-dimensional circular QDs [128, 129]. The variances of these wave functions are
directly related to the confining potentials as var ≈ l20, when assuming a harmonic
confining potential that has the magnitude ~ω0 with l0 =
√
~
mω0
[
1 +
(
eBz
2mω0
)2]−1/4
.
Normal values for strongly confined QDs in GaAs are ~ω0 = 3 meV and l0 = 20 nm
[83]. Weakly confined QDs in GaAs of ~ω0 = 0.1 meV have l0 = 100 nm. We obtain,
for lso = 1 µm and B = 500 mT, ∆so = 0.1 µeV (∆so/h ≈ 25 MHz).
Small band gap materials tend to have stronger SOIs. SOIs are, for example, by
one order of magnitude larger in InAs than in GaAs (lαso = 1.1 µm for GaAs and
lαso = 0.14 µm for InAs, cf. Appx. 6.C). Furthermore, the variances of the wave
functions of InAs QDs are potentially larger than of GaAs QDs due to the smaller
effective mass. It should therefore be possible to reach values of ∆so ≈ 1 µeV
(∆so/h ≈ 250 MHz).
The coupling between |S〉 and |T 〉 at ∗ can be approximated by ∆so ≈ EZ varR−varLl2so ,
as one can see from Eq. (6.7). The state coupling is determined by the weights of
|S1,1〉 in |S〉 and |T1,1〉 in |T 〉 at ∗. ∗ is close to the center of (1, 1) because tL,Rs,t
are much smaller than UL, UR, Ω(2,0), and Ω(0,2). Therefore |S1,1〉 and |T1,1〉 have
weights close to unity.
In summary, SOIs couple |S〉 and |T 〉 via their state contributions in (1, 1).
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There is a second order coupling through SOIs, describing an effective magnetic
field parallel to the external magnetic field Bqeff at the QDs. The magnitude of B
q
eff
depends on the sizes of the wave functions. ∆so is caused by an effective magnetic
field gradient across the DQDs generated from SOIs.
6.4 Qubit Manipulations
An ISTQ encodes a qubit similar to a normal STQ. We identify the singlet state |S〉
with the logical “1” and the sz = 0 triplet state |T 〉 with the logical “0”. Pauli opera-
tors are used to describe interactions on the qubit subspace: from this point onward,
σx = |S〉 〈T | + |T 〉 〈S| , σy = −i |S〉 〈T | + i |T 〉 〈S| , and σz = |S〉 〈S| − |T 〉 〈T | . A
complete set of single-qubit gates together with one maximally-entangling two-qubit
gate are convenient for universal quantum computation [17]. Fig. 6.3 shows an en-
ergy diagram of the qubit levels as a function of the bias parameter , which is
extracted from Fig. 6.2. We identify three points that are favorable for qubit ma-
nipulations. The qubit states are coupled by a transverse Hamiltonian H∗ = ∆soσx
at ∗. |S〉 and |T 〉 are energy eigenstates far from the anticrossing. We label one
point in (2, 0) as (2,0) with H(2,0) = −Ω(2,0)σz [and similarly (0,2) in (0, 2) with
H(0,2) = Ω(0,2)σz].
Figure 6.3: Sketch of the energy levels |S〉 and |T 〉 that encode the ISTQ (cf.
Fig. 6.2). |S〉 and |T 〉 have equal orbital energies at ∗. SOIs lift the
degeneracy and cause an anticrossing ∆so. |S〉 is the ground state for
 < ∗, but |S〉 is the excited state for  > ∗. We label one point deep
in (2, 0) by (2,0) with the energy splitting Ω(2,0) [similarly |S〉 and |T 〉
have the energy splitting Ω(0,2) at (0,2) in (0, 2)].
6.4.1 Single-Qubit Gates
The ISTQ provides different approaches for single-qubit manipulations. The effec-
tive Hamiltonian on the qubit subspace can be tuned using electric gates. Gate ma-
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nipulations rotate the direction of an effective magnetic field. A magnetic field in the
z-direction is applied at (2,0) in (2, 0) and (0,2) in (0, 2). Ω(2,0) and Ω(0,2) correspond
to the energy differences of |S〉 and |T 〉 . The effective magnetic field direction is
tilted to the x-axis in (1, 1). It points exactly along ex at ∗ and has a magnitude ∆so.
Rotations around the z-axis and x-axis can be generated when the qubit is tuned fast
between (2,0), (0,2), and ∗. The qubit manipulation time τ must be diabatic with
the SOI, but adiabatic to the orbital Hamiltonian: h/∆so  τ  h/Ω(2,0), h/Ω(0,2)
[52]. The timescale of single-qubit gates is determined by h/Ω(2,0), h/Ω(0,2), and
h/∆so; it should be in the range of 10 MHz to a few GHz. Larger values make the
gates too fast to be controlled by electronics. Smaller values require long gate times.
We describe two other possibilities for single-qubit control that are practical if
∆so is either very large or very small. A large value of ∆so permits resonant Rabi
driving, which has already been successful for a qubit encoded in triple QDs [67, 68].
The effective Hamiltonian at ∗ is H = Ω ()σz + ∆soσx. Transitions are driven by
Ω () = 2Ω0 cos (2∆sot/~+ ψ). If Ω0  ∆so, then one obtains after a rotating
wave approximation the static Hamiltonian H′ = Ω0 [−σy sin (ψ) + σz cos (ψ)]. A
universal set of single-qubit gates can be generated when the phase ψ is adjusted.
Rabi driving becomes impractical for small ∆so because the gate times increase.
We propose another possibility of driven gates that are described by the Landau-
Zener (LZ) model [142, 150, 163]. Traversing the anticrossing in a time similar to
τ = h/∆so generates single-qubit rotations. For large transition amplitudes, as for
the sweep from (2,0) to (0,2), the time evolution [142, 150, 163],
ULZ = e−iζRσze−iγσye−iζLσz , (6.13)
is decomposed into phase accumulations (through ζR and ζL) and one rotation
around an orthogonal axis. The phase accumulations ζR and ζL are determined by
the adiabatic evolution under the energy splitting Ω (t)σz and the Stückelberg phase.
The essential part is the rotation around the y-axis by the angle γ = γLZ + pi/2,
with sin (γLZ) =
√
PLZ , PLZ = e−
2∆2so
~v . v = dE/dt|∗ is the linearized velocity at ∗.
For example, the state |0〉 is transferred to an equal superposition of |0〉 and |1〉
for PLZ = 12 .
6.4.2 Two-Qubit Gates
Two-qubit gates can be realized using Coulomb interactions between two ISTQs
[51]. We consider a linear arrangement of four QDs and label the two DQDs by (L)
and (R) (cf. Fig. 6.4). QD(L)R and QD
(R)
L are closest to each other, and the electron
configurations n(L)R at QD
(L)
R and n
(R)
L at QD
(R)
L dominate the Coulomb coupling
between the ISTQs [68, 71]: Hint = e24pi0rdn
(L)
R n
(R)
L . d is the distance between QD
(L)
R
and QD(R)L , 0 is the dielectric constant, and r is the relative permittivity. Hint
leaves the spin at ISTQ(L) and the spin at ISTQ(R) unchanged and can only cause
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the effective interaction Cσ(1)z σ(2)z up to local energy shifts.2 C has finite values
only when
∣∣S(L)〉 has a different charge configuration than ∣∣T (L)〉 and ∣∣S(R)〉 has a
different charge configuration than
∣∣T (R)〉 [cf. Eq. (6.7)]:
C = e
2
16pi0rd
[〈
S(L)
∣∣∣n(L)R ∣∣∣S(L)〉− 〈T (L) ∣∣∣n(L)R ∣∣∣T (L)〉]
×
[〈
S(R)
∣∣∣n(R)L ∣∣∣S(R)〉− 〈T (R) ∣∣∣n(R)L ∣∣∣T (R)〉] . (6.14)
We discuss C, with STQ(L) and STQ(R) at ∗, as an example. QD(L)R has a higher
occupation in
∣∣T (L)〉 than in ∣∣S(L)〉 because the doubly occupied triplet in (0, 2)(L) is
favored over the doubly occupied singlet. The opposite effect is true for QD(R)L , with
a higher electron configuration at QD(R)L for
∣∣S(R)〉 than for ∣∣T (R)〉 . The magnitude
of C strongly depends on the material and the DQD setup. Two electrons with the
distance d = 200 nm interact with C ≈ 100 µeV for GaAs and InAs heterostructures
(r = 12.9 for GaAs and r = 15.2 for InAs [117]). C is by orders of magnitudes
smaller for ISTQs. We assume that C/∆so = 110 can be reached.
Figure 6.4: Two DQDs [labeled by (L) and (R)] encode two ISTQs, which are cou-
pled using Coulomb interactions. QD(L)R and QD
(R)
L are closest to each
other and the electron configurations at these QDs (n(L)R and n
(R)
L ) dom-
inate the interaction between the qubits [cf. Eq. (6.14)].
We construct an entangling gate for ISTQs that is similar to common STQs
[64]. Both STQs are pulsed to the transition region of (1, 1) and (0, 2) with an
effective Hamiltonian H = Ω(L)σ(L)z + Ω(R)σ(R)z + Cσ(L)z σ(R)z . A CPHASE gate is
generated after the waiting time t = h
8C . This description is valid away from 
∗.
Directly at ∗, driven entangling operations are permitted through the Hamiltonian
H = Ω(L)σ(L)z + ∆(L)so σ(L)x + Ω(R)σ(R)z + ∆(R)so σ(R)x + Cσ(L)z σ(R)z . For
∣∣∣∆(L)so −∆(R)so ∣∣∣ C,
one possible two-qubit gate is obtained when qubit (L) is driven with the frequency
2 SOIs mix the spin part and the orbital part of the wave functions, and they also enable effective
two-qubit interactions other than σ(1)z σ
(2)
z . We neglect SO contributions for the construction
of two-qubit interactions because H2 from Eq. (6.9) is weak.
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2∆
(R)
so /h. These driven gates are popular for superconducting qubits [113, 164–166].
The requirement is again that ∆(L)so and ∆(R)so reach magnitudes of µeV to obtain fast
gate operations.
6.5 Discussion and Conclusion
An ISTQ with a finite ∆so provides universal control of the sz = 0 subspace. Oper-
ations mainly at ∗ in (1, 1) and (0,2) in (0, 2) are very favorable because the qubit
is protected from small fluctuations in . Ω(0,2)/h in (0, 2) should not exceed a few
GHz to control phase accumulations at (0,2). Note that the out-of-plane magnetic
field component Bz determines the magnitude of Ω(0,2). Obtaining large ∆so is most
critical. The size of ∆so depends on the confining energies of the QDs and the mag-
nitude of the SOIs. Values of ∆so ≈ µeV will be needed for driven Rabi-gates. We
showed that these magnitudes are obtained for two QDs differing strongly in size.
This setup is also promising due to other reasons. Strongly confined QDs are ideal
for the initialization and readout of STQs. A weakly confined QD can be very useful
for qubit manipulations (cf. also Ref. [27]).
One major challenge arises from the hyperfine interactions. Nuclear spins couple
to the electrons that are confined at QDs by creating local magnetic field fluctua-
tions δBhyp. δBhyp has primarily low-frequency variations and can be considered
as static during one experiment, but it gives random contributions between suc-
cessive measurements [91, 122]. An approximation for the component parallel to
the external magnetic field is δBqhyp =
∑
ν Bν
√
Iν(Iν+1)√
N
[52]. ν labels the different
nuclear spin isotopes of the semiconductor, which have the spin I. B contains ma-
terial dependent coupling constants of the isotope, and N is the number of nuclei
interacting with an electron that is confined at a QD. For the ISTQ, δBqhyp cou-
ples |S1,1〉 from Eq. (6.3) and |T1,1〉 from Eq. (6.5) by ∆hyp equivalently to ∆so:
∆hyp = gµB
(〈
L
∣∣δBqhyp∣∣L〉− 〈R ∣∣δBqhyp∣∣R〉). The electrons at GaAs QDs typically
interact with 106 nuclear spins with δBqhyp ≈ 5 mT giving ∆hyp ≈ 100 neV. Weakly
confined QDs have larger ∆hyp because the electron wave function interacts with
more nuclear spins. Also InAs QDs have larger ∆hyp. Indium isotopes are spin-9/2
nuclei, in contrast to Ga and As nuclei that are spin-3/2. Because of the equivalent
influences of hyperfine interactions and SOIs, ∆so should be significantly larger than
∆hyp. Refocusing techniques can be applied for ∆so > ∆hyp because the magnetic
field fluctuations are low frequency [91].
Charge noise is another source of decoherence. The filling and unfilling of charge
traps cause fluctuating electric fields at the positions of the DQDs. If the qubit
is operated as a charge qubit, then charge noise dephases the ISTQ [27, 94, 122].
Charge fluctuations are dominantly low frequency and lead typically to energy shifts
δEC = µeV between different charge states [34, 93]. The phase coherences between
charge states are lost within a few ns. The most significant influence of charge noise
can be described by small fluctuations in  [93]. Charge noise is less important at
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∗, (2,0), and (0,2) because small fluctuations in  do not dephase the qubit.
In summary, we have discussed a two-electron qubit encoding in the sz = 0
subspace for an ISTQ. The out-of-plane magnetic field is used to generate a level
crossing of |S〉 and |T 〉 that is not present for normal STQs. SOIs couple |S〉 and
|T 〉 if the sizes of the QDs differ. Different variances of the wave functions of the QD
orbitals cause an effective magnetic field difference across the DQD. A DQD that
consists of two unequal QDs can be a promising spin qubit also for other reasons.
It has one QD with a large singlet-triplet splitting and one QD with a small singlet-
triplet splitting already without external magnetic fields. The strongly confined QD
is ideal for the qubit initialization and the readout, while the weakly confined QD is
suitable for the qubit manipulations. We suggest ISTQs in GaAs and InAs because
they provide sufficiently large ∆so.
Hyperfine interactions and charge noise dephase ISTQs. Hyperfine interactions
cause dephasing mainly in (1, 1) through low-frequency magnetic field fluctuations.
Nuclear spins and SOIs couple to ISTQs in the same way. It is very important to
fabricate ISTQs, where ∆so is larger than the fluctuation ∆hyp from nuclear spins.
Nuclear spin noise can be refocused for ISTQs because fluctuations in ∆hyp are low
frequency. Charge noise dephases the qubit in the transition region between differ-
ent charge sectors. Charge noise will be dealt with most efficiently if the ISTQ is
operated only at ∗ and deep in (0, 2). All qubit operations require fast manipu-
lation periods between different charge configurations, which has been achieved in
previous experiments [74, 75]. Motivated by the search for alternative spin qubit
designs [74, 75, 126], we are hopeful that DQDs are explored where the QDs are
differing significantly in size. Realizing an ISTQ in a DQD of two different QDs
will be possible by simply tilting the magnetic field out-of-plane. The perspective
of universal electrostatic control which uses only a static SO-induced anticrossing
should further motivate the exploration of this setup.
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6.A Full Calculation of ∆so from SOIs
Besides H˜2 = Ξ~ ·
∑
i=1,2 [℘xσ]i, with Ξ = (−β cos (2ξ) ,−α− β sin (2ξ) , 0)T , de-
scribing the momentum component connecting the QDs, there is also the in-plane
perpendicular momentum component ˜˜H2 = Ψ~ · ∑i=1,2 [℘yσ]i, with Ψ = (α −
β sin (2ξ) , β cos (2ξ) , 0
)T . ˜˜H2 matters for QDs, in which the electrons have space to
move in the y-direction. Now, we discuss the extreme case of circular QDs. We as-
sume, additionally to the properties of |L〉 and |R〉 that were introduced in Sec. 6.3,
〈L |y|L〉 = 〈R |y|R〉 = 0, 〈L |y2|L〉 = varL, 〈R |y2|R〉 = varR, and that |L〉 and
|R〉 are separable into a x-part and y-part.
We apply the transformation U = ei(S1+S2), with Si = m~2 [℘xΞ + ℘yΨ]i · σi. The
transformed Hamiltonian U
(
H0 +H1 + H˜2 + ˜˜H2)U † contains similar terms as in
Eq. (6.10). Formally, H0 remains unchanged, and there is an overal energy shift
−m~2
(|Ξ|2 + |Ψ|2). H1 from Eq. (6.2) gives a position dependent magnetic field
UH1U † =gµB
2
∑
i=1,2
j∈N
B
[j]
eff (xi) · σi, (6.15)
B
[j]
eff (x) ≡
1
j!
(
2m
~2
)j (. . . (B × (Ξx+ Ψy)) . . . )× (Ξx+ Ψy)︸ ︷︷ ︸
j times
 . (6.16)
We extract from Eq. (6.16) the effective magnetic field component parallel to B
in second order of the SOIs:(
B
[2]
eff
)
q
≈ −B
2
(
2m
~2
)2 (
Ξ2⊥x
2 + Ψ2⊥y
2
)
. (6.17)
Eq. (6.17) neglects mixed terms in the position operators (∼ xy) and couples |S1,1〉
and |T1,1〉 by ∆Zso = EZ varR−varL(lZso)2 with l
Z
so =
~2
2m
√
Ξ2⊥+Ψ
2
⊥
(which we call the Zeeman
spin precession length). Ξ⊥ = |Ξ| sin [] (Ξ,B)] and Ψ⊥ = |Ψ| sin [] (Ψ,B)] are the
components of Ξ and Ψ perpendicular to the external magnetic field (cf. Fig. 6.1).
Note that lZso is on the order of the Rashba and Dresselhaus spin precession length,
which is smaller than the confining radius of the QD wave functions.
The transformation of H˜2 + ˜˜H2 adds additional contributions, dominated by:
mΞ×Ψ
~3
·
∑
i=1,2
σi
[
(lz)i −
mωc
2
(
x2i + y
2
i
)]
, (6.18)
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with lz = pxy− pyx, and ωc = eBzm . Especially the second term in Eq. (6.18) couples|S1,1〉 and |T1,1〉 directly by an effective magnetic field parallel to B:
(
B
[2]
eff,o
)
q
= −~ωc/8gµB
2
(
2m
~2
)2
(Ξ×Ψ)q
(
x2 + y2
)
. (6.19)
(Ξ×Ψ)q is the component parallel toB, which can be positive or negative.
(
B
[2]
eff,o
)
q
is determined by the orbital contribution of the magnetic field ~ωc instead of the
Zeeman energy EZ = gµB2 |B|. It describes the magnetic field produced by the
orbital motion of electrons. We introduce the orbital spin precession length (loso)
2 =(
~2
2m
)2
1
(Ξ×Ψ)q , with which we write ∆
o
so =
~ωc
2
varL−varR
(loso)
2 .
Eq. (6.17) and Eq. (6.19) couple |S1,1〉 and |T1,1〉 by a magnetic field gradient
across the DQD, similar to the consideration in the main text:
∆so = (varR − varL)
(
EZ
(lZso)
2 +
~ωc/2
(loso)
2
)
. (6.20)
Whether the Zeeman contribution EZ
(lZso)
2 or the orbital contribution ~ωc/2(loso)2 dominates
Eq. (6.20) depends in detail on the DQD. The orbital contribution should be domi-
nant if the QDs are circular because ~ωc is usually larger than EZ :
∣∣∣~ωcEZ ∣∣∣ ≈ 135 for
GaAs and
∣∣∣~ωcEZ ∣∣∣ ≈ 12 for InAs (cf. Appx. 6.C). If the DQD setup prefers one spatial
direction, then the Zeeman contribution dominates.
We analyze the angular dependencies of ∆so, which are influenced by the direction
of the magnetic field B, the orientation of the crystal lattice, and the dot connection
axis ex (cf. Fig. 6.1). The Zeeman spin precession length gives
(
lZso
)−2 ∝ Ξ2⊥+Ψ2⊥ =
2 (α2 + β2) + sin2 (θ) {α2 + β2 + 2αβ sin [2 (φ− ξ)]}. SO contributions are maximal
for out-of-plane magnetic fields, but they can vanish for in-plane magnetic fields.
This is exactly the case if there is no coordinate of the SO field perpendicular
to the magnetic field. (loso)
−2 ∝ (Ξ×Ψ)q = (α2 − β2) cos (θ) is independent of
the orientation of the crystal lattice. Orbital effects are maximal for out-of-plane
magnetic fields, but they vanish for in-plane orientations.
6.B Doubly Occupied Single QDs
A doubly occupied single QD with the center at (a, 0, 0)T is described by:
∑
i=1,2
[
℘2i
2m
+ V (xi)
]
+ V (x1,x2)︸ ︷︷ ︸
H0
+
gµB
2
B ·
∑
i=1,2
σi︸ ︷︷ ︸
H1
, (6.21)
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and H˜2 = Ξ~ ·
∑
i=1,2 [℘xσ]i. We apply a unitary transformation U = ei(S1+S2), with
Si = m~2 (xi − a) Ξ · σi. −ma~2 Ξ · σi generates a constant, position dependent phase
shift of the transformed states. The transformed Hamiltonian,
U (H0 +H1 +H2)U † = H0 − m~2 |Ξ|
2 +
gµB
2
∑
i=1,2
Beff (xi) · σi, (6.22)
describes a position dependent magnetic field:
Beff (x) ≡

 sin (2ρ){12 − cos [2mΞ~2 (x− a)]}sin (ρ) sin [2mΞ~2 (x− a)]
0

+
 00
1
[sin2 (ρ) cos(2mΞ
~2
(x− a)
)
+ cos2 (ρ)
] . (6.23)
ρ is the rotation angle between B and Ξ, Ξ = |Ξ|. Note that there is a simple
geometric relation between the angle ρ and the angles θ, φ, and ξ (cf. Fig. 6.1)
Beff (x) does not couple |S〉 and |T 〉 below the quadratic order in the position.
Here, a different spread of the singlet and triplet wave functions will be seen. We
can neglect these contributions to ∆so because |S〉 and |T 〉 have low weights in
(2, 0) and (0, 2) at ∗.
6.C Spin-Orbit Parameters
We introduce the Rashba and Dresselhaus SOIs for typical semiconductors to build
QDs following Refs. [36, 167, 168]. Rashba SOI is caused by the broken structure
inversion symmetry through the confining potential. The Rashba parameter α is
determined by the confining electric field Ez and a material constant αR: α =
αREz [167]. Typical values for Ez are 0.1 mV nm−1. We introduce the Rashba spin
precession length lαso =
~2
2mα
. Dresselhaus SOI is present for a semiconducting lattice
without inversion symmetry. The Dresselhaus parameter β is determined by a band
parameter βD and the size of the wave function in the z-direction 〈k2z〉: β = βD 〈k2z〉.
Typical values are 〈k2z〉 = (10 nm)−1. We introduce the Dresselhaus spin precession
length lβso =
~2
2mβ
.
Typical parameters for GaAs, Si, and InAs are summarized in Tab. 6.1. Conduc-
tion band electrons in Si have weak SOIs. Electrons in GaAs heterostructures have
micrometer spin precession lengths. SOIs are by one order of magnitude larger in
InAs than in GaAs because InAs has a much smaller band gap.
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g m/me α [meV nm] lαso [µm] β [meV nm] lβso [µm]
GaAs −0.44 0.067 0.52 1.1 0.28 2.0
Si 2 0.19 0.01 20 - -
InAs −14.9 0.023 11.7 0.14 0.27 6.1
Table 6.1: Parameters for the Rashba (α) and the Dresselhaus (β) SOIs, as described
in the main text. The effective mass for the conduction band electron
m (compared to the free electron mass me) and the g-factor are taken
from Refs. [167–169]. The following band parameters are used: αGaAsR =
5.2 eÅ2, αSiR = 0.11 eÅ
2, αInAsR = 117.1 eÅ
2, βGaAsR = 5.2 eÅ
2, and βInAsR =
117.1 eÅ2 [36, 167, 170]. We introduce the Rasba spin precession length
lαso =
~2
2mα
and the Dresselhaus spin precession length lβso =
~2
2mβ
. Si crystals
have a center of inversion, which excludes the Rashba SOI.
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CHAPTER 7
Two-Qubit Couplings of
Singlet-Triplet Qubits Mediated by
One Quantum State
We describe high-fidelity entangling gates between singlet-
triplet qubits (STQs) which are coupled via one quantum
state (QS). The QS can be provided by a quantum dot itself
or by another confined system. The orbital energies of the
QS are tunable using an electric gate close to the QS, which
changes the interactions between the STQs independent of
their single-qubit parameters. Short gating sequences ex-
ist for the controlled NOT (CNOT) operations. We show
that realistic quantum dot setups permit excellent entan-
gling operations with gate infidelities below 10−3, which
is lower than the quantum error correction threshold of
the surface code. We consider limitations from fabrication
errors, hyperfine interactions, spin-orbit interactions, and
charge noise in GaAs and Si heterostructures.
The results of this chapter were published in:
Sebastian Mehl, Hendrik Bluhm, and David P. DiVincenzo:
Two-qubit couplings of singlet-triplet qubits mediated by one quantum state,
Phys. Rev. B, 90, 045404 (2014).
Copyright 2014 by the American Physical Society.
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7.1 Introduction
A spin-based quantum computer can be realized using singlet-triplet qubits (STQs)
[50–52]. One qubit is encoded in the sz = 0 spin subspace of two singly occupied
quantum dots (QDs). Single-qubit control is provided by the exchange interaction
between the electrons on the two QDs [37, 40] and a magnetic field gradient over the
double quantum dot (DQD) [48, 53–55, 121, 171]. The magnitude of the exchange
interaction can be tuned rapidly using electric gates near the QDs. Single-qubit
control of a STQ is extremely successful for gate-defined QDs in GaAs [53, 55]
and Si [39]; low-frequency noise is successfully eliminated in decoupling experiments
[60, 61].
Two-qubit gates are more demanding for STQs. Two approaches have been
suggested. Electrostatic couplings between STQs provide two-qubit interactions
[51, 57]. When a DQD is biased using electric fields, only the singlet state allows
the transfer of one electron to the doubly occupied configuration on one QD. The
charge configurations of the singlet and the triplet states differ for a biased DQD.
Coulomb interactions create an energy shift for one STQ conditioned on the state of
the other STQ [51, 57]. A controlled phase gate was demonstrated experimentally
[64]. However, electrostatic couplings are usually weak, which makes these opera-
tions slow. Alternatively, direct exchange interactions between the DQDs can be
used. This approach was originally introduced for single-electron spin qubits [18].
The realization of direct exchange gates between STQs has not been successful so
far. The DQDs must be close to each other to allow an overlap of the electrons’ wave
functions. Note that optical manipulations of QDs provide additional possibilities
for entangling operations. A two-qubit gate with 80% fidelity was demonstrated
using laser driving to an excited quantum state (QS) [172].
In this chapter we explore indirect exchange interactions between STQs via one
QS. This approach was already proposed in passing in Ref. [18]. We explore the
rich opportunities of mediated couplings while considering all possible charge con-
figurations of the QS. The QS can be empty, singly occupied, or filled with two
electrons. Each charge configuration permits entangling operations for STQs. We
describe entangling gate sequences which are shorter than all earlier proposals for
direct exchange interactions [50, 173] and do not require the interaction strengths
to be raised to unrealistically large values [50]. Our gate sequences are high fi-
delity even without applying complicated noise corrections [174]. Gate infidelities
below 10−3 can be realized in GaAs and Si heterostructures with existing manipula-
tion techniques, enabling quantum error correction using the surface code (cf., e.g.,
Ref. [175]). The possibility to tune two-qubit interactions directly using a gate close
to the QS makes mediated exchange gates superior to direct exchange gates.
The main findings of this chapter are explicit, simple two-qubit gate sequences
for STQs, which are mediated by one QS. A single QS can be provided by one QD
itself or by another confined system. We also provide expressions for the resulting
mediated exchange coupling. The magnetic field gradients are fixed at a constant
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value and have magnitudes similar to the mediated exchange interactions.1 For an
empty or a doubly occupied QS, the two-qubit entangling operations via the QS are
needed only once if the magnetic field gradients are identical across the DQDs. Such
a one-step entangling gate through exchange interactions has never been described
before. Two entangling operations together with one single-qubit operation create
a controlled NOT (CNOT) for magnetic field gradients of opposite signs. A singly
occupied QS allows a CNOT operation with two (three) entangling operations with
the QS together with single-qubit gates for equal (opposite) magnetic field gradients
across the DQDs. These gate sequences realize high-fidelity entangling operations
for STQs encoded in GaAs and Si QDs.
The organization of this chapter is as follows. Sec. 7.2 introduces the model that
is used for the manipulation of STQs. The gate sequences that realize entangling
operations are constructed in Sec. 7.3. These sequences differ depending on the
occupation of the QS. The gate performances are discussed in Sec. 7.4. We include
limitations from fabrication errors, hyperfine interactions, spin-orbit interactions
(SOIs), and charge noise. Sec. 7.5 summarizes the results.
7.2 Model
We consider an array of four singly occupied QDs (QD1-QD4); two QD pairs are
coupled by one QS [cf. Fig. 7.1(a)]. QD1 and QD2 encode one STQ, which we
call STQL (QD3 and QD4 encode STQR). A large global magnetic field splits the
energies of the sz = 0 and the sz = ±1 subspaces of a DQD. We identify the compu-
tational subspace with the electron configurations
{
|↑↓〉L,R , |↓↑〉L,R
}
on STQL,R as
the logical qubit states
{
|1〉L,R , |0〉L,R
}
. The electron configurations {|↑↑〉 , |↓↓〉}
on the DQDs represent leakage states. Energy P is needed to fill a QD with one
electron, Q is needed for the second electron. For the QS, energy U is needed to
add one electron, and ∆ is needed for a second electron [cf. Fig. 7.1(b)].
We assume ideal single-qubit gates. In a simplified setting, phase evolutions are
generated by the Hamiltonian τz = |1〉 〈1|− |0〉 〈0| ; τx = |1〉 〈0|+ |0〉 〈1| creates tran-
sitions between the qubit states. A magnetic field gradient ∆BL over STQL causes,
through ∆BL
2
(σz1 − σz2),1 a phase evolution ∆BLτLz . σx,y,zi are the Pauli matrices at
QDi. Exchange interactions
JL
4
(σ1 · σ2 − 1) generate qubit rotations JL2 τLx . σi is the
vector of Pauli matrices on QDi, 1 is the identity operation, and JL is the exchange
coefficient between electrons on QD1 and QD2. We label the exchange gates by
XL = e
−i2pi 
4
[σ1·σ2−1], with  = JLt
h
, and the phase gates by ZLβ = e
−i2pi β
2 [σz1−σz2], with
β = ∆BLt
h
. In practice, more complicated gate sequences will likely be needed. As
shown in Ref. [92], taking relevant experimental details into account, such as finite
bandwidth and discrete sampling times, high-fidelity single-qubit gates can indeed
1 The magnetic fields are always described in energy units, thus we write the Zeeman Hamiltonian
g
2µBB · σ as 12B · σ, where µB is the Bohr magneton and g is the effective g-factor.
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be realized with appropriate tuning protocols. The approach taken there could be
extended to accommodate such details for our two–qubit gates as well. Equivalent
descriptions apply for STQR. We assume in the whole chapter that single-qubit
gates are ideal; it is particularly important that independent phase evolutions of
STQL and STQR can be realized.
Figure 7.1: Coupling of two STQs via one QS. (a) Four gate-defined QDs, which are
shown in red, define two STQs. Each QD is filled with one electron. A
global magnetic field acts on all QDs. There is a small, static magnetic
field gradient across the left/right DQD ∆BL/R. We assume identical
magnetic field gradients ∆B = ∆BL = ±∆BR; the magnetic fields are
equal at the QS and averaged across the DQDs. Exchange interactions
together with ∆BL and ∆BR are sufficient to control the sz = 0 subspace.
One QS, which can be provided by another QD, couples STQL and
STQR. (b) Orbital energy levels of the QDs and the QS: adding one
electron at the QD requires the energy P , the second electron requires
Q. The first electron at the QS costs the energy U , and the second
electron costs ∆. Adding one electron to the QDs requires the energy Q.
The magnitudes of U and ∆ can be tuned using an electric gate close to
the QS.
7.3 Entangling Operations
7.3.1 Empty or Doubly Occupied QS
A nontrivial two-qubit interaction between STQL and STQR can be mediated by
an empty or a doubly occupied QS. The configuration with four electrons and an
empty QS, which we denote (1, 1, 0, 1, 1), is the ground state if the Fermi energy
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EF fulfills EF & 4P and EF < (3P + U, 2P + U + ∆, 3P +Q). The ground-state is
(1, 1, 2, 1, 1) with six electrons and a doubly occupied QS if EF & 4P + U + ∆ and
EF < (4P + U +Q, 4P + 2Q, 3P +Q+ U + ∆).
Virtual couplings of the STQs with the QS cause an effective exchange interaction
between QD2 and QD3:
Heff = Jeff
4
(σ2 · σ3 − 1) . (7.1)
The exchange coefficient Jeff can be derived by J0eff =
4t4
(U−P)2
(
2
U+∆−2P +
1
Q−P
)
for
an empty QS and J2eff =
4t4
(Q−∆)2
(
2
2Q−(U+∆) +
1
Q−P
)
for a doubly occupied QS (cf.
Appx. 7.B). The tunnel coupling t describes the transfer of electrons between QD2
or QD3 and the QS. t is much smaller than any orbital energy differences, which
allows us to derive effective low-energy Hamiltonians using Schrieffer-Wolff (SW)
perturbation theory [36, 176]. Spin effects are relevant in fourth-order SW. Adding
two electrons to a quantum level is only permitted in the singlet configuration,
making the singlet energy lower. We assume that we can tune Jeff in Eq. (7.1)
to magnitudes similar to ∆BL/R and restrict ∆B = ∆BL = ±∆BR. The average
magnetic fields across each DQD and at the QS are also taken to be identical. The
time evolution is described by
U±,β = e−i2pi{

4
(σ2·σ3−1)+β2 ([σz1−σz2]±[σz3−σz4])}, (7.2)
with β = ∆Bt
h
,  = Jeff t
h
.
There exists a perfect entangler, which is equivalent to a CNOT by single-qubit op-
erations, with only one exchange operation for ∆BL = ∆BR: U+1/2,√3/4 [Fig. 7.2(a)].
Leakage from the computational subspace is absent. One can prove easily that
U+
1/2,
√
3/4
is maximally entangling by calculating the Makhlin invariants [118] (cf.
Appx. 7.A). This entangling gate uses the exchange operations only once. In pre-
vious studies, exchange gates were described that needed the exchange interactions
twice [50, 173]. Even though these studies relate to direct exchange interactions
between STQs, our gate can be used without change in these setups.
The values (, β) =
(
1
2
,
√
3
4
)
are not the only possible parameters that describe a
CNOT. Evaluating U+,β from Eq. (7.2) on the sz = 0 subspace shows that leakage
out of the computational subspace is proportional to sin
(
2pi
√
β2 +
(

2
)2): leakage
is absent for 2
√
β2 +
(

2
)2 ∈ N. The Makhlin invariants are G1 = cos2 (pi), G2 =
1 + 2G1 under this condition. We obtain a CNOT operation with G1 = 0, G2 = 1
for  ∈ (2N+ 1)/2.
Magnetic field gradients of opposite signs ∆BL = −∆BR also permit entangling
operations. There is no entangling operation with one coupling to the QS: gates
without leakage from the computational subspace have the Makhlin invariants G1 =
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1, G2 = 3 and are equivalent to single-qubit operations [118]. Up to local unitaries,
CNOT is constructed by U−,βZL1/2U−,β, with  = (2N+ 1)/4 and finite β [Fig. 7.2(b)].
The entangling properties of this sequence are untouched by the value of β, which
means that this operation is independent of the ratio of ∆B and Jeff . Levy proposed
an equivalent gate sequence for direct exchange interactions between STQs without
any magnetic field gradients during the entangling operation [50].
HaL H1,1,0,1,1L or H1,1,2,1,1L:
DEL=DER
L
R
QD1
QD2
QD3
QD4
HbL H1,1,0,1,1L or H1,1,2,1,1L:
DEL=–DER
L
R
QD1
QD2
QD3
QD4
HcL H1,1,1,1,1L: DEL=DER
L
R
QD1
QD2
QD3
QD4
HdL H1,1,1,1,1L: DEL=–DER
L
R
QD1
QD2
QD3
QD4
U+12, 3 4 U
-
14,Β
Z12
U-14,Β
U+6 31 , 10  31
XΦ
U+6 31 , 10  31
U-2Ψ1,Ψ1– 1–8Ψ12
ZΨ2
ZΨ3
U-2Ψ4,Ψ4– 1–8Ψ42
ZΨ2
ZΨ3
U-2Ψ1,Ψ1– 1–8Ψ12
Figure 7.2: Entangling gates that are equivalent to a CNOT up to single-qubit oper-
ations for two STQs coded on QD1,2 and QD3,4. We denote the configu-
rations by the electron numbers at (QD1,QD2,QS,QD3,QD4). The DQDs
are coupled via one QS (cf. Fig. 7.1). Entangling operations between
two STQs mediated by an empty or a doubly occupied QS for (a) equal
and (b) opposite magnetic field gradients. The CNOT operation requires
one/two entangling operation according to Eq. (7.2). Entangling oper-
ations mediated by a singly occupied QS for (c) equal and (d) opposite
magnetic field gradients. This setup requires two/three entangling oper-
ations according to Eq. (7.4). All gate sequences and parameters (β, φ,
ψ1−4) are discussed in the text.
7.3.2 Singly Occupied QS
Constructing two-qubit gates for STQs mediated by a singly occupied QS is more
challenging because this setup involves more leakage states. The (1, 1, 1, 1, 1) con-
figuration is the ground state for EF & 4P + U and EF < (4P +Q, 3P + U + ∆).
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The mediated interactions between QD2 and QD3 can be described by the exchange
interactions with the QS:
Heff =
J1eff
4
[(σ2 · σQS − 1) + (σQS · σ3 − 1)] . (7.3)
J1eff = 2t
2
(
1
Q−U +
1
∆−P
)
(cf. Appx. 7.B) describes direct exchange interactions
between QD2,3 and the QS. The couplings between QD2,3 and the QS are identical.
Global magnetic fields are sufficiently strong to consider only one sz subspace of
all five electrons (we choose sz = 12). Besides the computational subspace, which
is spanned by |↑, ↓, ↑, ↓〉 , |↑, ↓, ↓, ↑〉 , |↓, ↑, ↑, ↓〉 , |↓, ↑, ↓, ↑〉 on QD1-QD4 coupled to
|↑〉 on the QS, there are six leakage states in the same sz subspace. We take the
magnetic field gradients on STQL and STQR to be identical ∆B = ∆BL = ±∆BR.
Average magnetic fields across each DQD and at the QS are taken to be equal; the
time evolution is described by
U±,β = e−i2pi{

4 [(σ2·σQS−1)+(σQS ·σ3−1)]+β2 ([σz1−σz2]±[σz3−σz4])}, (7.4)
with β = ∆Bt
h
,  =
J1eff t
h
.
There is an entangling gate for ∆BL = ∆BR that uses U+
6/
√
31,
√
10/31
twice together
with one single-qubit rotation. The operation U+
6/
√
31,
√
10/31
does not cause leakage
from the computational subspace and describes the time evolution:
e2pii(4−
√
10)/
√
31 0 0
0 e8pii/
√
31 0 0
0 0 1 0
0 0 0 e2pii(4+
√
10)/
√
31
 . (7.5)
U+
6/
√
31,
√
10/31
alone is not maximally entangling, as it is described by the Makhlin
invariants G1 = cos2
(
4pi/
√
31
) ≈ 0.40, G2 = 1 + 2G1 ≈ 1.80. The sequence
U+
6/
√
31,
√
10/31
XLφU+6/√31,√10/31 [cf. Fig. 7.2(c)] has the Makhlin invariants G1 =[
cos2
(
4pi/
√
31
) − cos (2piφ) sin2 (4pi/√31) ]2, G2 = 1 + 2G1. φ = arccos[cot2(4pi/√31)]2pi
constructs a gate equivalent to a CNOT; one solution is φ ≈ 0.133001. We did not
find any shorter sequences for maximally entangling gates.
We show for completeness also the shortest possible entangling operation that
we found if the magnetic field gradients are opposite ∆BL = −∆BR. A CNOT
operation needs three entangling operations with the QS. Single-qubit phase gates
are used between the entangling operations. We get in the notation of Eq. (7.4):
U−
2ψ1,−ψ1−
√
1−8ψ21
ZLψ2Z
R
ψ3
U−
2ψ4,−ψ4−
√
1−8ψ24
ZLψ2Z
R
ψ3
U−
2ψ1,−ψ1−
√
1−8ψ21
[Fig. 7.2(d)]. Numer-
ical values for ψ1 − ψ4 are given Appx. 7.E.
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7.4 Gate Performance and Noise Properties
Entangling two STQs via one QS has advantages compared to direct exchange cou-
plings between STQs. The state energies of the QS are directly tunable using electric
gates without affecting the DQDs. It has turned out in experiments that manip-
ulating state energies is easier (cf. especially Ref. [37]) than tuning tunnel cou-
plings [18]. Consequently, the setup with a mediating QS also simplifies the real-
ization of entangling operations for weak tunnel couplings t. Magnitudes of t are
on the order of 20 µeV and the addition energy Q reaches a few meV for single-
qubit operations [52]. Exchange operations are possible with megahertz frequencies:
ν = (2t2/Q)/h ≈ 200 MHz. Reaching large t is very critical for two-qubit gates.
DQDs are preferably some distance apart from each other; t decreases exponentially
with this distance. One can raise the mediated interaction for small t by signifi-
cantly lowering U and ∆; the mediated interactions can be completely turned off
for large U and ∆. It should be possible to raise Jeff to magnitudes similar to
∆B. Manipulation frequencies of 200 MHz are sufficient for fast gate operations;
experiments with magnetic field gradients with this order of magnitude have been
carried out [53, 61]. Note that two-qubit interactions are tunable independent of
the single-qubit parameters.
7.4.1 Fabrication Errors
A real system may not fulfill all restrictions of the proposed setup due to fabrication
errors:
(1) In our gate constructions, the magnetic field gradients have the same mag-
nitudes across the DQDs while only their signs are allowed to differ. The average
magnetic field across each DQD is equal to the field at the QS. In reality, only the
local magnetic fields at QD2, QD3, and the QS matter for the proposed gate se-
quences. QD1 and QD4 are decoupled during the entangling operations. Shifts in
their local magnetic fields can be corrected by single-qubit operations. Local mag-
netic field shifts at the QS are only critical when the QS is singly occupied. In the
cases of an empty and a doubly occupied QS, states with an unpaired electron at
the QS are only virtually occupied.
(2) The gate construction for the entangling gates assumes that all QDs are iden-
tical, especially QD2 and QD3 have equal couplings to the QS. The following dis-
cussion shows that the gate sequences of Fig. 7.2 permit more general setups, but
the robustness against altering the QD parameters depends on the occupation of
the QS.
Empty/doubly occupied QS – In the cases of an empty QS and a doubly occupied
QS, the gate sequences of Fig. 7.2(a)-(b) can be used if QD2 and QD3 differ. Eq. (7.1)
remains valid with a modified exchange constant. In fourth-order SW perturbation
theory, there is only a modification of the existing exchange term if QD2 differs from
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QD3:
J˜0eff =
∑
i=1,2
2t21t
2
2
(U − Pi)2 (Q2i−1 − Pi)
+
2t21t
2
2
U + ∆−∑i=1,2Pi
×
(
2
∏
i=1,2
1
(U − Pi) +
∑
i=1,2
1
(U − Pi)2
)
, (7.6)
J˜2eff =
∑
i=1,2
2t21t
2
2
(Qi −∆)2 (Qi − P2i−1)
+
2t21t
2
2∑
i=1,2Qi − (U + ∆)
×
(
2
∏
i=1,2
1
(Qi −∆) +
∑
i=1,2
1
(Qi −∆)2
)
. (7.7)
t1(2) is the tunnel coupling between QD2(3) and the QS. P1(2) is the addition energy
for an electron to QD2(3); the second electron costs Q1(2).
Singly occupied QS – In the case of a singly occupied QS, unequal qubit parameters
disturb the entangling gates. Differences in the fabrication of QD2 and QD3 matter
for the entangling operations of Fig. 7.2(c)-(d). The exchange coupling between
QD2 and the QS then differs from J1eff between QD3 and the QS. We use instead of
Eq. (7.3) a total exchange Hamiltonian:
H˜eff =
J1eff
4
[(σ2 · σQS − 1) + (σQS · σ3 − 1)] + δJ
4
(σ2 · σQS − σQS · σ3) , (7.8)
where δJ is the difference in the exchange constants, and J1eff is their average value.
Fig. 7.3 shows the gate infidelities as a function of δJ/J1eff . Only strong asymmetries
of δJ/J1eff & 1% generate gate infidelities of more than 0.1% for the sequences of
Fig. 7.2(c)-(d).
7.4.2 Hyperfine Interactions
Hyperfine interactions generate fluctuating magnetic fields locally at the positions
of the QDs and the QS. Fluctuations of the nuclear spins are low frequency; they
can be treated as static during one entangling operation and only have different
distributions for subsequent measurements [122]. A random component δBz parallel
to the magnetic field gives the main contribution for strong global magnetic fields.
For uncorrected nuclear spin baths, typical values for δBz are 100 neV (5 mT) in
GaAs QDs [52] and 3 neV (25 µT) for Si QDs [87]. δBz was suppressed to 10 neV
(0.5 mT) in GaAs QDs by preparing the nuclear spin bath in a narrowed state with
smaller fluctuations [54]. We use these values as the rms of a Gaussian distribution
for δBzi at each QD and at the QS [52]. We average 1000 nuclear distributions with
a random δB
z
i
2
σiz at each QD and the QS and assume ideal single-qubit gates.
Fig. 7.4 shows the gate infidelities 1−F of the gate sequences from Fig. 7.2(a)-(d)
as a function of δBz/Jeff . These gate sequences have infidelities of several percent
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HcL
HdL
10-110-210-3
10-1
10-2
10-3
10-4
10-5
10-6
0
∆JJeff1
1-
F
Figure 7.3: Gate infidelities 1 − F of the entangling gates of Fig. 7.2(c)-(d) for un-
equal exchange couplings J1eff of QD2 with the QS and QD3 with the
QS. The difference of the exchange constants δJ to their average value
J1eff is varied in Eq. (7.8).
for GaAs QDs with uncorrected nuclear spin baths, but the errors are suppressed by
two orders of magnitude when using a narrowed nuclear spin distribution. One can
decrease δBz further by measuring the local hyperfine fields and adjusting the gate
sequences in a feedback loop [101]. All gate sequences reach infidelities of 0.1% for
Si QDs. δBz can be suppressed by one order of magnitude in isotopically purified Si
compared to natural Si; these heterostructures contain fewer finite-spin nuclei (29Si).
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Figure 7.4: Gate infidelities of the entanglement gates of Fig. 7.2(a)-(d) due to ran-
dom, local hyperfine fields δBzi for Jeff/h = 200 MHz. We vary the ratio
of the magnetic field uncertainty δBz and the exchange constant Jeff .
Gray lines mark typical δBz for GaAs and Si QDs. Note that the gate
fidelities for GaAs QDs increase strongly when a narrowed distribution
of the nuclear spins [54] is used instead of an uncorrected spin bath [52].
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7.4.3 Spin-Orbit Interactions
SOIs cause additional errors. The spin rotates slightly when an electron is trans-
ferred between localized states. SOIs renormalize the exchange constants weakly.
Anisotropic exchange terms introduce errors (cf. Appx. 7.C) [177, 178]. We assume
that the magnetic field is oriented in the plane of the QDs, so that the spin-orbit
(SO) field is also restricted to this plane. The effective mediated exchange constant
is chosen to be Jeff/h = 200 MHz, and the external global external magnetic field
is fixed to B/h = 2.5 GHz. This magnetic field strength corresponds to 400 mT in
GaAs and 100 mT in Si. d ≈ 200 nm is a typical distance between localized states.
Larger values of d increase the influence of SOIs but decrease the tunnel couplings
between localized states. We introduce common SOI parameters [167, 168]: typi-
cal SO lengths are around lso ≈ 2 µm in GaAs samples. Note that experimentally
measured values for lso in GaAs QDs can be much larger [46, 179] and are strongly
probe dependent [167]. The effective mass in Si heterostructures is nearly three
times larger than in GaAs; nanostructures in Si are about two times smaller than in
GaAs, while lso is approximately one order of magnitude larger. We use d = 100 nm
and lso = 10 µm for Si QDs.
The gate infidelities 1−F for the sequences of Fig. 7.2(a)-(d) are shown in Fig. 7.5.
We assume ideal single-qubit operations. The fidelity analysis shows that SOIs have
only a minor effect on the gate sequences. In the worst case, the gate infidelities
reach a few percent for GaAs QDs. The errors are several orders of magnitudes lower
for Si QDs. SOIs are less critical if the external magnetic field is perpendicular to
the SO field. In this case, SOIs couple states of different sz, which have large
energy differences [173]. The gate sequences in Ref. [173] were constructed to be
optimal with respect to the Dzyaloshinskii-Moriya interaction, which is one part of
the anisotropic exchange terms. In any case, our analysis shows that SOIs have
only a weak influence on the entangling operations and the gate infidelities hardly
increase above 10−3.
7.4.4 Charge Noise
Charge traps of the substrate are uncontrollably filled and unfilled with electrons.
These fluctuations, called charge noise, create low-frequency fluctuations of the elec-
tric fields at the position of the QDs. We model the dominant effect of charge noise
through a zero-frequency fluctuation δ (t) of the energy difference C between differ-
ent charge configurations. Jeff is also controlled by C:
J0eff ≈ J2eff ≈
4t4
[C + δ (t)]3 , J
1
eff ≈
2t2
C + δ (t) . (7.9)
We disregard, for the case of an empty QS, the occupations of states with two elec-
trons at the QS and approximate C ≈ U −P ≈ U+∆−2P
2
. For a doubly occupied QS,
we disregard all the states other than in (1, 2, 1, 1, 1), (1, 1, 1, 2, 1), and (1, 2, 0, 2, 1).
We approximate C ≈ Q − ∆ ≈ 2Q−(U+∆)
2
. Charge noise is introduced through the
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Figure 7.5: Gate infidelities for the gate sequences of Fig. 7.2(a)-(d) with SOIs for
Jeff/h = 200 MHz. Gray lines mark typical SO parameters for GaAs
and Si QDs. B describes the external magnetic field, and S points along
the spin-orbit field (cf. Appx. 7.C).
random variable δ (t) of a Gaussian distribution with the rms δ; the fidelity is
averaged over 1000 random values of δ (t). Energy fluctuations in GaAs charge
qubits were measured at a few µeV (1 µeV/h ≈ 0.24 GHz) [34, 93]. Charge noise in
Si QDs may be assumed to be of the same order of magnitude.
Fig. 7.6 shows the influence of charge noise for exchange gates of Jeff/h =
200 MHz for ideal single-qubit gates. Charge noise is critical for small t. The oc-
cupations of energy levels different from the initial charge configuration are higher
to reach large Jeff for small t. Entangling operations via an empty and a doubly
occupied QS are more susceptible to charge noise than the operations with a singly
occupied QS. J0eff and J2eff require a larger population of the excited energy levels
to reach magnitudes similar to J1eff . In any case, tunnel couplings of t/h > 3 GHz
at δ/h = 0.1 GHz realize entangling operations that have infidelities of less than
0.1%.
7.5 Conclusion
We have shown that exchange-based entangling operations for two STQs are possible
through mediated exchange couplings with one QS. One additional QD or another
confined system can provide this QS. The strength of the mediated interactions
can be tuned to magnitudes similar to the static magnetic field gradients across
the DQDs. It can be controlled independent of the STQs. If the QS is empty or
doubly occupied, one needs to use interactions of the QS and the STQs only once if
the magnetic field gradients across the DQDs have the same signs. The entangling
operations are needed twice for STQs with magnetic field gradients of opposite signs.
These gating sequences are also applicable for direct exchange interactions between
STQs. A singly occupied QS has slightly lower entangling ability. One needs two
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Figure 7.6: Gate infidelity for the gate sequence of Fig. 7.2(a)-(d) under charge noise
δ for Jeff/h = 200 MHz. Curves for δ/h = 1 GHz, δ/h = 0.1 GHz,
and δ/h = 10 MHz are shown.
operations with the QS if ∆BL and ∆BR are equal but three if they are opposite to
each other. Note that another possibility to couple spin qubits via a mediating QD
was proposed recently [180]. However, the entangling mechanism is distinct from
our approach; it uses two QSs of a multielectron QD.
Hyperfine interactions introduce major errors if the mediated interactions are of
the same size as the uncertainty of the hyperfine fields. Hyperfine interactions can
be critical for GaAs QDs; narrowing the nuclear spin distributions for GaAs QDs
or choosing Si QDs greatly improves the gate fidelities. Other noise sources and
small fabrication errors are less important. In total, optimal gate infidelities of our
entangling operations in realistic systems are lower than 10−3, which is below the
threshold of quantum error correction for the surface code [175].
Entangling STQs through mediated exchange interactions is very promising, espe-
cially since larger arrays of QDs are currently becoming available [66, 67, 181, 182].
Using multielectron QDs for the mediated coupling is also beneficial. The addi-
tion energies in these systems are suppressed. Multielectron QDs were successfully
explored recently [126]. High-fidelity two-qubit gate operations with excellent con-
trol should justify the effort of fabricating one QS between the DQDs, rather than
coupling them directly.
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7.A Gate Description
7.A.1 Characterization of Entangling Gates
The Makhlin invariants [118, 119] characterize the entangling properties of a gate.
The values
G1 = tr2 (m) / [16 det(m)] ∈ C, (7.10)
G2 =
[
tr2(m)− tr(m2)] / [4 det(m)] ∈ R, (7.11)
fully characterize two-qubit operations, independent of additional single-qubit op-
erations before and after the gate. m = MTBMB, where MB is the representation
of the gate in the Bell-basis. A gate is a perfect entangler if it creates a maximally
entangled state from a separable state. It needs to fulfill sin2 (γ) ≤ 4 |G1| ≤ 1 and
cos (γ) [cos(γ)−G2] ≥ 0 for G1 = |G1| eiγ. One example is a controlled NOT op-
eration (CNOT), which is characterized by G1 = 0 and G2 = 1. We also searched
for the square root of a SWAP gate, with G1 = i/4 and G2 = 0. The sequences we
found for
√
SWAP required more entangling operations with the QS than for the
CNOT.
7.A.2 Fidelity Analysis
A disturbed operation Ud is characterized by the entanglement fidelity [6, 81]:
F = tr
[
ρRS1R ⊗
(
U−1i Ud
)
S
ρRS1R ⊗
(
U−1d Ui
)
S
]
. (7.12)
Ui describes the ideal time evolution. We double the state space to two identical
Hilbert spaces R and S. ρRS = |ψ〉 〈ψ| represents a maximally entangled state
on the larger Hilbert space, e.g., |ψ〉 = (|0000〉 + |0110〉 + |1001〉 + |1111〉) /2. F
reaches unity for perfect gates. This definition captures also leakage errors of the
qubit.
Ud differs from Ui through systematic or random errors. We describe random er-
rors with a parameter ξ that modifies Ud (ξ) between different runs of the experiment
and obeys a classical probability distribution f (ξ). The fidelity F is calculated by
averaging Eq. (7.12) over many instances of Ud (ξ), giving F =
∫
dξ f (ξ)F (ξ).
7.B Orbital Hamiltonian
Our description of the system uses the orbital energies of the charge configurations
and the transition matrix elements between them. We include in this study QD2,
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QD3, and the QS while considering one orbital at each position (cf. Fig. 7.1). Each
energy level can be empty, singly occupied, or doubly occupied. This treatment
corresponds to a Hund-Mulliken approximation [83]. We describe the electron con-
figurations by the electron numbers on the QDs and the QS:
(
nQD2 , nQS, nQD3
)
. The
electron transfer between the QDs and the QS is described by the spin-conserving
hopping Hamiltonian:
Ht = t
∑
i∈{2,3},σ
(
c†iσcQSσ + H.c.
)
. (7.13)
c
(†)
iσ is the annihilation (creation) operator of an electron at position i with spin σ,
H.c. is the Hermitian conjugate of the preceding term, and t ∈ R is the tunnel
coupling.
Adding one electron to a QD requires energy P , and the second electron requires
Q. One electron at the QS requires energy U , and a second electron requires ∆
[cf. Fig. 7.1(b)]. We disregard global magnetic fields as we consider a global sz
subspace in the study of the main text. We assume that the energy shifts from
local magnetic fields are small compared to the orbital energy scales, especially the
magnetic field gradients across the DQDs should fulfill ∆B  (P ,Q, U,∆). ∆B can
reach 2.5 µeV (100 mT) [53, 55], which corresponds to the manipulation frequency
∆B/h ≈ 600 MHz for GaAs nanostructures. Note that the global magnetic field B
is large compared to ∆B [B = 10 µeV (400 mT) is a common choice]. The orbital
energy scales are usually on the order of a few meV [52]. Similar considerations
are valid for Si QDs. Note that QD1 and QD4 are omitted in the following discus-
sion because they are decoupled during the entangling operations. QD1 and QD4
are always singly occupied and add the energies 2P to all electron configurations
considered in the main text.
7.B.1 Empty QS
The electron configurations can be tuned to (1, 0, 1) with an empty QS. The Fermi
energy fulfills EF & 2P and EF < (P + U,U + ∆,P +Q). One can reach the
electron configurations (1, 1, 0) and (0, 1, 1) after one electron transfer. Configura-
tions (2, 0, 0), (0, 2, 0), and (0, 0, 2) are reached after two hopping events. Ht from
Eq. (7.13) couples states of the same number of spin-up and spin-down electrons on
QD2, QD3, and the QS. The problem can be separated into different sz subspaces
Nsz = N
↑
QD2,QS,QD3
−N↓QD2,QS,QD3 when deriving effective Hamiltonians.
The discussions of the Nsz = ±2 subspaces are equivalent. We show only the
Nsz = 2 subspace. The state notation is fixed to |QD2 ↑,QD2 ↓,QS ↑,QS ↓,QD3 ↑,QD3 ↓〉 .
We obtain in the basis |1, 0, 0, 0, 1, 0〉 , |1, 0, 1, 0, 0, 0〉 , and |0, 0, 1, 0, 1, 0〉 the Hamil-
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tonian:
HNsz=2 =

2P −t −t
−t P + U 0
−t 0 P + U
︸︷︷︸
P
22P ︸ ︷︷ ︸
Q
P + U P + U
 . (7.14)
HNsz=2 provides a perfect example where Schrieffer-Wolff (SW) perturbation theory
can be used [36, 176]. It describes two energetically separated subspaces, which are
weakly coupled. The ground-state subspace P consists of the state |1, 0, 0, 0, 1, 0〉 .
All other states are part of the excited subspace Q. The effective Hamiltonian on
P in fourth-order SW perturbation theory [36] describes an energy shift: shift =
− 2t2
U−P +
1
U−P
(
2t2
U−P
)2
.
We use the basis |1, 0, 0, 0, 0, 1〉 , |0, 1, 0, 0, 1, 0〉 , |1, 0, 0, 1, 0, 0〉 , |0, 1, 1, 0, 0, 0〉 ,
|0, 0, 0, 1, 1, 0〉 , |0, 0, 1, 0, 0, 1〉 , |0, 0, 1, 1, 0, 0〉 , |1, 1, 0, 0, 0, 0〉 , and |0, 0, 0, 0, 1, 1〉 for
Nsz = 0. The total Hamiltonian,
HNsz=0 =

2P 0 t 0 0 t 0 0 0
0 2P 0 t t 0 0 0 0
t 0 P + U 0 0 0 t t 0
0 t 0 P + U 0 0 −t −t 0
0 t 0 0 P + U 0 −t 0 −t
t 0 0 0 0 P + U t 0 t
0 0 t −t −t t U + ∆ 0 0
0 0 t −t 0 0 0 P +Q 0
0 0 0 0 −t t 0 0 P +Q
︸ ︷︷ ︸
P
2P 2P ︸ ︷︷ ︸
Q
P + U P + U P + UP + U P + U U + ∆ P +Q P +Q

,
(7.15)
splits into two weakly coupled subspaces P (at zero energy) and Q (at higher
energy). We derive again an effective Hamiltonian on P in fourth-order SW pertur-
bation theory:
H˜P ≈ shift 1 +
J0eff
2
( −1 1
1 −1
)
, (7.16)
which includes the same energy shift as for Nsz = ±2. We introduced J0eff = 4t
4
(U−P)2(
2
U+∆−2P +
1
Q−P
)
.
The total low-energy Hamiltonian on the subspace spanned by the states |1, 0, 0, 0, 1, 0〉 ,
|1, 0, 0, 0, 0, 1〉 , |0, 1, 0, 0, 1, 0〉 , and |0, 1, 0, 0, 0, 1〉 is
H˜t ≈
J0eff
4
(σ2 · σ3 − 1) . (7.17)
The effective exchange interaction J0eff lowers only the singlet energy, while it
keeps all triplet states untouched. Note that a constant energy shift is neglected
in Eq. (7.17).
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7.B.2 Singly Occupied QS
The low-energy subspace of a singly occupied QS consists of the states with the
electron configurations (1, 1, 1). We reach it for EF & 2P + U and EF < (2P +
Q,P+U +∆). The interaction between QD2 and the QS can be separated from the
interaction between QD3 and the QS because couplings to excited states are weak.
Ht from Eq. (7.13) introduces exchange interactions on the low-energy subspace.
No couplings are possible for
(
nQD2 , nQS
)
= (1, 1) in the |↑, ↑〉/|↓, ↓〉 configurations.
Singlet pairing lowers the energy of the singlet configuration on QD2 and QS. Ht
couples to the singlets in (1, 1), (2, 0) and (0, 2). It is straightforward to derive an
effective Hamiltonian in second-order SW perturbation theory:
H˜t ≈
J1eff
4
(σ2 · σQS − 1) , (7.18)
with J1eff = 2t2
(
1
Q−U +
1
∆−P
)
. The same result holds for the coupling of the QS to
QD3.
7.B.3 Doubly Occupied QS
The last possible case is one doubly occupied QS. The electron configuration (1, 2, 1)
is the ground state for EF & 2P + U + ∆ and EF <
(
2P + U +Q, 2 (P +Q) ,P +
Q+U +∆). From the (1, 2, 1) configuration, one can reach, with the transfer of one
electron, the (2, 1, 1) and (1, 1, 2) configurations. After a second electron transfer,
one can reach the configurations (2, 2, 0), (0, 2, 2), and (2, 0, 2). Deriving an effective
Hamiltonian is equivalent to the case of an empty QS. In fourth order SW, we obtain
an effective exchange Hamiltonian between QD2 and QD3:
H˜t ≈
J2eff
4
(σ2 · σ3 − 1) , (7.19)
with J2eff =
4t4
(Q−∆)2
(
2
2Q−(U+∆) +
1
Q−P
)
. This effect explains the antiferromagnetism
of many materials; it is called superexchange in the field of magnetism [183, 184].
7.C Spin-Orbit Interactions
SOIs cause spin rotations when an electron moves between localized states. We
assume a linear QD arrangement [cf. Fig. 7.1(a)] and describe the influence of SOIs
by [178]
Hso = iS ·
∑
σσ′
(
c†2σσσσ′cQSσ′ + c
†
QSσσσσ′c3σ′ + H.c.
)
. (7.20)
σ = (σx, σy, σz)
T is a vector of Pauli matrices. iS describes the transition matrix
element between localized states generated by the SOI. It was shown that S can be
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represented by a real vector [185]. S defines the direction of the SO field. There
is a common approximation for localized states which are a distance d apart: S =
|S| ≈ tξ, with ξ = d
lso
and lso being the spin-precession length [185–187]. ξ  1 for
normal GaAs and Si QD pairs.
The low-energy Hamiltonian becomes anisotropic when we include, in addition to
Ht in Eq. (7.13), the SOIs through Hso from Eq. (7.20). We obtain in fourth-order
SW perturbation theory additional terms: (1) empty QS,
H˜0so ≈
1
(U − P)2
(
2
U + ∆− 2P +
1
Q−P
)
×
{
− S2 [(6t2 − S2)σ2 · σ3 + (2t2 + S2)1]
+ 4t
(
t2 − S2)S · (σ2 × σ3) + 8t2 (S · σ2) (S · σ3)}, (7.21)
(2) singly occupied QS,
H˜1so ≈
(
1
Q− U +
1
∆− P
)
×
{
− S
2
2
[
(σ2 · σQS + 1) + (σQS · σ3 + 1)
]
+ tS · [ (σ2 × σQS) + (σQS × σ3) ]
+ (S · σ2) (S · σQS) + (S · σQS) (S · σ3)
}
, (7.22)
and (3) doubly occupied QS,
H˜2so ≈
1
(Q−∆)2
(
2
2Q− (U + ∆) +
1
Q−P
)
×
{
− S2 [(6t2 − S2)σ2 · σ3 + (2t2 + S2)1]
+ 4t
(
t2 − S2)S · (σ2 × σ3) + 8t2 (S · σ2) (S · σ3)}. (7.23)
For all charge configurations of the QS, SOIs influence the low-energy subspace
similarly. The first term renormalizes the exchange constant. The last two terms
describe an anisotropic (super-) exchange interaction. The second term is the dom-
inant contribution, as it scales linearly with S for S  t. This term is called the
Dzyaloshinskii-Moriya interaction in the literature [188–190]. We simplify the ex-
pressions in Eqs. (7.21)-(7.23) for S  t, while we ignore the small renormalization
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of the exchange constant:
H˜0so ≈ J0eff
[
ξeS · (σ2 × σ3) + 2ξ2 (eS · σ2) (eS · σ3)
]
, (7.24)
H˜1so ≈ J1eff
{
ξ
2
eS ·
[
(σ2 × σQS) + (σQS × σ3)
]
+
ξ2
2
[
(eS · σ2) (eS · σQS) + (eS · σQS) (eS · σ3)
]}
, (7.25)
H˜2so ≈ J2eff
[
ξeS · (σ2 × σ3) + 2ξ2 (eS · σ2) (eS · σ3)
]
. (7.26)
eS is the unit vector that points along the SO field.
7.D Numerical Gate Search
We use a numerical gate search algorithm (cf. Ref. [65]), which works similar to the
algorithm described by Fong and Wandzura [69]. We define an objective function f ,
that describes the deviation of a gate sequence from an ideal gate. The ideal gate is
reached at f = 0. An example is the construction of a CNOT on the computational
subspace P . The unitary operation on the leakage subspace Q is arbitrary, but the
matrix elements between P and Q must vanish. We can search for a CNOT up to
local unitary gates. These gate sequences have the Makhlin invariants G1 = 0 and
G2 = 1. We construct the objective function f = ‖G1 (UPP )‖ + ‖G2 (UPP )− 1‖ +
‖UPQ‖ ≥ 0, where ‖. . . ‖ describes a matrix norm, and Uij is the projected gate
sequence PiUPj. f = 0 for ideal gates.
A gate operation is defined by a sequence of single-qubit operations and two-qubit
gates. X and Z rotations, which construct a universal set of single-qubit gates, are
characterized by one parameter (cf. description in the main text). The two-qubit
gates considered require two parameters. The numerical gate search is constructed
in a three step program:
(1) Initialization — A large number of possible gates is constructed with arbitrary
parameters for the single and the two-qubit gates.
(2) Gate optimization — All gate sequences are optimized. We minimize the
objective function f . We minimize randomly one, two, or all gates. Most of the
time the minimization procedure does not converge.
(3) Gate selection — We analyze the sequences created in step (2). If the ideal
gate is not reached to some accuracy by one gate sequence, we go back to step (2).
We keep a collection of gate sequences which are closest to f = 0 and drop sequences
which are far away from the ideal gate.
The obtained gate can usually be simplified. One may especially remove some
single-qubit operations from the sequence.
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7.E Gate Sequences
7.E.1 Full Gate Sequences for CNOT Operations
We describe the gate sequences to construct a CNOT operation on the computational
subspace in the basis |↑, ↓, ↑, ↓〉 , |↑, ↓, ↓, ↑〉 , |↓, ↑, ↑, ↓〉 , and |↓, ↑, ↓, ↑〉 using one
(for an empty/doubly occupied QS) and two (for a singly occupied QS) entangling
operations with the QS.
(1) Empty/doubly occupied QS, ∆BL = ∆BR:
CPHASE = ZL
(3−√3)/8Z
R
(3−√3)/8U+1/2,√3/4, (7.27)
CNOT = 1⊗H × CPHASE× 1⊗H, (7.28)
1⊗H = XR1/4ZR1/8XR1/4. (7.29)
(2) Singly occupied QS, ∆BL = ∆BR:
CNOT = UEU+
6/
√
31,
√
10/31
XLφU+6/√31,√10/31UI , (7.30)
UE = XL2φ1ZLφ2XR2φ3ZR1/8XR1/4, (7.31)
UI = XL2φ4ZLφ5XL2φ6XR1/4ZR1/8. (7.32)
7.E.2 Numerical Values
The numerical values for the gate sequence of Fig. 7.2(d) and Eqs. (7.31)-(7.32) are:
φ1 = 0.29863890926183401, (7.33)
φ2 = 0.39562438490324259, (7.34)
φ3 = 0.44782756169938542, (7.35)
φ4 = 0.97098194934834639, (7.36)
φ5 = 0.30231205192017918, (7.37)
φ6 = 0.34055840199539983, (7.38)
ψ1 = 0.25112650148258442, (7.39)
ψ2 = 0.63771948242765397, (7.40)
ψ3 = 0.93365278621170444, (7.41)
ψ4 = 0.22651273139644371. (7.42)
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CHAPTER 8
Noise Analysis of Qubits
Implemented in Triple Quantum Dot
Systems in a Davies Master
Equation Approach
We analyze the influence of noise for qubits implemented
using a triple quantum dot spin system. We give a de-
tailed description of the physical realization and develop
error models for the dominant external noise sources. We
use a Davies master equation approach to describe their
influence on the qubit. The triple dot system contains two
meaningful realizations of a qubit: we consider a subspace
and a subsystem of the full Hilbert space to implement
the qubit. The main goal of this chapter is to test if one
of these implementations is favorable when the qubit in-
teracts with realistic environments. When performing the
noise analysis, we extract the initial time evolution of the
qubit using a Nakajima-Zwanzig approach. We find that
the initial time evolution, which is essential for qubit ap-
plications, decouples from the long time dynamics of the
system. We extract probabilities for the qubit errors of de-
phasing, relaxation and leakage. Using the Davies model
to describe the environment simplifies the noise analysis.
It allows us to construct simple toy models, which closely
describe the error probabilities.
The results of this chapter were published in:
Sebastian Mehl and David P. DiVincenzo:
Noise analysis of qubits implemented in triple quantum dot systems in a Davies
master equation approach,
Phys. Rev. B 87, 195309 (2013).
Copyright 2013 by the American Physical Society.
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8.1 Introduction
The spin eigenstates of the electron provide one of the most natural representations
of a qubit - the building block of a logical unit in a quantum computer. In re-
cent years great progress in the fabrication and the control of quantum dots (QDs)
containing only one electron has been reported [31]. This progress is essential if a
spin-based quantum computer is to be realized. The first proposal of a spin-based
quantum computer used the spin of a single electron in a QD as a qubit [18]. In
this proposal, single-qubit rotations are performed by pulsed magnetic fields, and a
two-qubit gate is achieved by the Heisenberg coupling of two neighboring electrostat-
ically tuned QDs. Since electrostatic control of a qubit is achievable on much faster
time scales than the control of pulsed external magnetic fields, single-qubit rotations
based on the exchange interaction were proposed [50, 51]. Here an encoded qubit in
the Hilbert space of two singly occupied spin QDs is used. The singlet and spinless
triplet levels on the two dots define the qubit. Manipulations of singlet-triplet qubits
(STQ) have been achieved experimentally [37, 40]. For universal quantum computa-
tion the STQ requires, in addition to the intradot exchange interaction, a magnetic
field gradient between the two QDs. It was natural to ask if a different coding of the
qubit would enable universal computation with the exchange interaction alone; this
is realized if the qubit is embodied by the states of three singly occupied QDs [65].
The exchange coupling of at least two of the three dot pairs should be controllable.
Laird et al. [191] and Gaudreau et al. [192] showed this universal exchange control
of the three-electron states in a trio of QDs experimentally.
The objective of this chapter is to explore in detail the robustness of this triple
quantum dot (TQD) qubit in contact with a realistic set of environments. We
have two major alternatives to assess, since the spin Hilbert space of the TQD can
accommodate a qubit in two fundamentally different ways [69, 193, 194]. Recall that
three spin-1
2
degrees of freedom combine to form four “doublets” (total spin-1
2
) and
four “quadruplets” (total spin-3
2
). The first approach is to use two of the four doublet
energy eigenstates of this system as the qubit levels. To manipulate the qubit, we
need to control only the subspace spanned by these two states. Consequently this
qubit is called the subspace qubit. However, there is a second alternative: working in
the four-dimensional space of states with the total spin quantum number 1/2, one
considers the space as a tensor product of two two-dimensional subsystems. One of
these two-dimensional subsystems is taken as the coded qubit. This qubit is referred
to as the subsystem qubit [193]. Note that, although more abstract, this notion of
a subsystem is mathematically identical to that of an ordinary subsystem, e.g., the
states of one QD in a collection of many QDs.
A TQD offers both a subspace and a subsystem that are immune against various
types of global noise [58, 59]. Defined in a subsystem a qubit is immune against
strong collective decoherence, and in a subspace it is protected from weak collective
decoherence [65, 191]. Strong collective decoherence is any noise acting globally on
the TQD. Weak collective decoherence involves just global phase noise. Interaction
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with the real environment is not simply described by either of these limits, so our
coded qubits will be susceptible to decoherence. However, the goal is to identify
the encoded qubit that is as robust as possible against external influences with the
longest possible relaxation and dephasing time scales.
This chapter presents calculations of the robustness of the subspace and subsys-
tem qubit coupled to realistic environments for semiconducting spin qubits in TQD
systems. We give a detailed description of the qubit implementation and analyze the
time evolution of the noisy qubit. We employ a specific Markov approximation that
describes the weak coupling limit of the QD to its surroundings. This model was
introduced by Davies [195], and it is called the Davies model (DM) in the following.
We analyze the influence of noise and extract error probabilities for relaxation and
dephasing phenomena, as well as for the leakage to other parts of the Hilbert space.
Our numerical simulations show that the initial time evolution behaves differently
from the long time evolution of the qubit. Since we are mainly interested in the
errors of qubit manipulations that are achieved on short time scales, we focus on the
description of the initial time evolution. We develop an effective master equation
for the description of the qubit, while removing the influence of the environment
using a Nakajima-Zwanzig approach [196, 197]. The Nakajima-Zwanzig approach
especially helps to develop a description for the initial time evolution. We analyze
the initial dynamics in detail and describe how error probabilities can be extracted.
The description in the DM allows us to controllably sort the generated dynamics
of the QD into groups of transition terms. This special structure strongly restricts
the time evolution of the qubit. Additionally, it helps to analyze the generated
dynamics. We describe the error probabilities using a few simple toy models.
While rather lengthy, we believe that this chapter will be useful as a handbook
describing the many possible decoherence and relaxation scenarios that can arise
for the TQD qubit. As more experiments are done to explore the various possible
encodings of qubits in these systems, the results here should serve as a guide to help
in arriving at the optimal design for making further progress towards functioning
multiqubit structures.
The organization of this chapter is as follows. In Sec. 8.2 we introduce the model
analyzed in this chapter. We construct the TQD Hamiltonian, describe the qubit
implementation, and introduce the noise model. In Sec. 8.3 we describe the modeling
of real spin qubits. Besides the description of the TQD system, we also introduce the
noise parameters. In Sec. 8.4 we analyze the full time evolution of the qubit, while
in Sec. 8.5 error rates for the initial time evolution are extracted. We conclude with
a summary and an outlook in Sec. 8.6. The appendix contains a detailed description
of the techniques used in the main text of the chapter.
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Figure 8.1: Layout of the TQD setup. Each QD is occupied with one electron.
Neighboring dot pairs are tunnel coupled with the coupling strength t.
An external electric bias is used to occupy either QD1 or QD3 with two
electrons.
8.2 Model
8.2.1 Triple Dot Hamiltonian
The effective Hamiltonian H describing the TQD contains the exchange interaction
between two neighboring QD pairs. Additionally, a global magnetic field is added.
Our notations follow those of Ref. [191],
H =J12
4
(
σ1 · σ2 − 1)+ J23
4
(
σ2 · σ3 − 1)− Ez
2
∑
i=1,...,3
σiz, (8.1)
where Ez is the Zeeman energy, σix,y,z are the Pauli matrices at QDi, and J12 (J23)
represents the Heisenberg exchange interaction between two neighboring dots. J12
and J23 can be modified by applying an electric field on the outer dots.
The coupling parameters J12 and J23 can be derived from a three-site Hubbard
Hamiltonian describing the QDs in Fig. 8.1:
HHubbard =
∑
α,s
αnα,s +
∑
α
Uαnα,↑nα,↓ + t
∑
〈α,β〉,s
(
a†α,saβ,s + H.c.
)
. (8.2)
α is the single particle energy, Uα is the Coulomb repulsion, H.c. is the Hermitian
conjugate of the preceding term, and t is the tunnel coupling between neighboring
QDs. For simplicity, we take only tunneling into account for the left (right) QD
with QD2 (〈1, 2〉 and 〈2, 3〉). Additionally, we assume that these tunnel couplings
are equal. When going from HHubbard to H, we take into account single occupation
of all three qubits [(1, 1, 1) configuration] and use electric bias to go to a doubly
occupied left and right QD [(2, 0, 1) and (1, 0, 2) configurations]. For the doubly
occupied states, we consider only the orbital ground state.
In analogy to the case of double quantum dots (DQDs) [52, 122], we describe all
three charge regimes in a common basis. We eliminate the states of higher energy by
adiabatic elimination [51] and work only with the low-energy subspace of all possible
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charge distributions. This approach is adopted from adiabatic manipulation proto-
cols, where the manipulation velocities are slower than transition rates to excited
states. Therefore, the evolution is restricted to the low-energy subspace. t causes
transitions between the singlet states of all charge distributions. We eliminate the
excited states separately for the charge transitions to (2, 0, 1) and (1, 0, 2). One
arrives at the exchange parameters:
J12 =
− − 
2
+
√(
− − 
2
)2
+ 2t2, J23 =
− +
2
+
√(
− +
2
)2
+ 2t2. (8.3)
The bias parameter  lowers the energy of the left QD for  < 0, while the right
QD is favored for  > 0. − is the bias at which (1, 1, 1) and (2, 0, 1) have the same
energy in the absence of the tunnel coupling (and similarly for +).1 The eigenstates
of the Hamiltonian H are
Q 3
2
= |↑↑↑〉 , (8.4)
Q 1
2
=
1√
3
(|↑↑↓〉 + |↑↓↑〉 + |↓↑↑〉) , (8.5)
∆ 1
2
=
(J12 − J23 + Ω) |↑↑↓〉+ (J23 − Ω) |↑↓↑〉 − J12 |↓↑↑〉√
4Ω2 + 2Ω (J12 − 2J23)
, (8.6)
∆′1
2
=
(−J12 + J23 + Ω) |↑↑↓〉 − (J23 + Ω) |↑↓↑〉+ J12 |↓↑↑〉√
4Ω2 + 2Ω (2J23 − J12)
, (8.7)
where Ω =
√
J212 + J
2
23 − J12J23. We introduce the notation W 1
2
to label the sz = 12
subspace (W ∈ {Q,∆,∆′}). The remaining eigenstates are obtained when flipping
all three spins. Q 3
2
and W 1
2
correspond to Q− 3
2
and W− 1
2
. The eigenenergies of H
are
EQk = −k · Ez, k ∈
{
±3
2
,±1
2
}
, (8.8)
E∆± 12
= −1
2
(J12 + J23 − Ω)∓ Ez
2
, (8.9)
E∆′± 12
= −1
2
(J12 + J23 + Ω)∓ Ez
2
. (8.10)
Fig. 8.2 shows the energy diagram. We introduce three quantum numbers (l, S, sz),
which fully characterize the eigenstates. S describes the total spin of the eigenstates.
S = 3/2 for all Qk, and S = 1/2 for the remaining ones. The sz-quantum number
labels the spin projection in the z-direction. It has the values ±3/2 and ±1/2.
Furthermore, we introduce a third, formal quantum number l. It distinguishes ∆k
(l = 1) and ∆′k (l = 0).
1These parameters are related to the ones from the Hubbard Hamiltonian in Eq. (8.2) by − ≡
− (1 − 2 + U1) and + ≡ 3 − 2 + U3
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Figure 8.2: Diagram of the eigenenergies of the exchange Hamiltonian of Eq. (8.1)
as a function of the bias parameter  with Ez > 0. The dashed gray lines
are the higher energy states that are not included by H in Eq. (8.1).
They are removed from HHubbard by adiabatic elimination. (a) The case
of large external magnetic fields Ez = 100 µeV (≈ 7 T in GaAs). In (b)
the external magnetic fields are small (Ez = 2.5 µeV, corresponding to
200 mT in GaAs). The dashed orange lines mark the regimes analyzed
in Sec. 8.4.
8.2.2 Subspace and Subsystem Qubits
We define a subsystem and a subspace qubit inside the eight-dimensional Hilbert
space spanned by the eigenstates of the Hamiltonian from Eq. (8.1) [69, 194]. The
subspace qubit is defined on the computational subspace span
{
∆ 1
2
,∆′1
2
}
. We iden-
tify ∆ 1
2
as the logical “1” and ∆′1
2
as the logical “0”. The subsystem qubit is defined
on the larger subspace span
{
∆ 1
2
,∆′1
2
,∆− 1
2
,∆′− 1
2
}
. We identify both states ∆ 1
2
and
∆− 1
2
as the logical “1” (represented by the quantum number l = 1). The l = 0 states
are identified as the logical “0”. The sz population is irrelevant for the subsystem
qubit. In the Nakajima-Zwanzig approach (cf. Appx. 8.B.2), we fix this population
to a constant value. The thermal distribution over the Zeeman-split eigenstates is
a reasonable choice:
ρsz0 = e
−−
Ez
2 σz
TK /tr
(
e
−−
Ez
2 σz
TK
)
. (8.11)
These two possible ways of defining a qubit are motivated by the experimental
possibilities for initializing the qubit. For the subspace qubit, initialization of the
∆′1
2
state is accessible when all experiments are done at high external magnetic fields
[cf. Fig. 8.2(a)]; the sz = −12 states are avoided because they are far up in energy
compared to the sz = 12 states [cf. Eqs. (8.8)-(8.10)]. Initialization into ∆
′
1
2
can be
achieved by coupling two of the three dots strongly, effectively creating a strongly
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coupled DQD and an uncoupled single QD. ∆′1
2
is described by a singlet eigenstate
on the DQD, while the ∆ 1
2
state involves triplet eigenstates. Now the initialization
is identical to the initialization of the STQ in DQDs [52]. The uncoupled single QD
needs to be in its ground state |↑〉 .
For the subsystem qubit the initialization works in the same way. Here, however,
it does not matter if we initialize ∆′1
2
or ∆′− 1
2
; both states are labeled by l = 0.
These states differ only by the populations of the weakly coupled single QD. For
the subsystem qubit it is satisfactory to produce a thermal distribution between
the spin-up and spin-down states on the weakly coupled QD, which is described
by Eq. (8.11). The strongly coupled QD should again be initialized into the singlet
state. The initialization of the subsystem qubit can be accomplished at any magnetic
field strengths.
8.2.3 Noise Description
We introduce a Lindblad master equation on the eight-dimensional Hilbert space to
study the influence of noise for TQDs:
ρ˙ (t) = (L0 + LD) ρ (t) = −i [H, ρ (t)] + LD (ρ (t)) . (8.12)
We set ~ = 1 and kB = 1. Additionally to the coherent evolution, given by
−i [H, ρ (t)], there is a dissipative Lindblad term LD (ρ (t)) =
∑
AΥAD [A] (ρ (t)),
where D [A] (B) ≡ ABA†− 1
2
(
A†AB +BA†A
)
. The coupling of an external bath is
described by the operators A. ΥA ∈ R determines the coupling strength. We ana-
lyze the effects of dephasing and relaxation from external baths. Dephasing of spin
qubits is generated by fluctuating magnetic fields parallel to the external magnetic
field. Relaxation is generated by fluctuating perpendicular magnetic fields. A can
act globally on the TQD or it can be separable to each QD:
Lglob (ρ) = ΥzD [Z] (ρ) + ΥxD [X] (ρ) , (8.13)
Lloc (ρ) =
∑
i=1,2,3
{
ΥziD
[
σiz
]
(ρ) + ΥxiD
[
σix
]
(ρ)
}
, (8.14)
with Z =
∑
i=1,2,3 σ
i
z and X =
∑
i=1,2,3 σ
i
x.
This model represents a specific Markov approximation to describe the time evo-
lution of an open quantum system [195]. The procedure of making a Markov approx-
imations is not strict mathematically [198]. We modify Eq. (8.13) and Eq. (8.14) in
our analysis and introduce a different Markov approximation. Our goal is to make
sure that the system equilibrates in the long time limit. We adopt the description
from Ref. [199]. This specific Markov approximation was introduced by Davies for
the weak coupling limit of a system and a bath [195]. The modified Lindbladian in
the DM is:
L˜D (ρ) =
∑
A,ω
h (A, ω)D [Aω] (ρ) . (8.15)
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All coupling operators A are decomposed into transition terms between equidistant
energy eigenstates of H:
A =
∑
ω
Aω. (8.16)
A is grouped into terms Aω that are defined by
〈A |Aω|B〉 =
{ 〈A |Aω|B〉 if EA − EB = ω,
0 otherwise. (8.17)
The rate of quantum jumps h (A, ω) ∈ R is set by the transition frequencies ω be-
tween energy eigenstates of the system induced from the bath. Note that h (A, ω)
fulfills the detailed balance condition between positive and negative energy differ-
ences:
h (A,−ω) = e− ωTK h (A, ω) . (8.18)
As shown by Spohn [200], the Gibbs state is a fixed point of the dynamics in the
DM:
L˜D
(
e
− H
TK
)
= 0. (8.19)
We neglect the tilde on the redefined Lindbladian from Eq. (8.15) in the remainder
of this chapter. When inspecting the energy diagrams in Fig. 8.2, one sometimes
finds that sets of energy levels become equidistant at specific exchange interactions,
which are not equidistant for each . We do not add these “accidental” degeneracies
to the DM in Eq. (8.15).
8.3 Approach to Model Real Systems
8.3.1 System Parameters
All system parameters to define the Hamiltonian of Eq. (8.1) are matching the
TQD experiments of Ref. [192] (cf. especially the Supplemental Material). These
parameters are summarized in Tab. 8.1. We use a typical time scale δt of 10 ns to
describe qubit experiments.2 The temperature TK is set to 125 mK (∼ 10 µeV). A
high magnetic field accounts for the case Ez  TK , while the low magnetic field case
describes the opposite limit (Ez . TK). When deriving predictions for the initial
time evolution, we never go far into the regime of doubly occupied QDs. We restrict
 to the interval [−, +]. The tunnel coupling parameter t is also extracted from
Ref. [192].3
2We refer especially to typical qubit manipulation times. In Ref. [192] pulse times well below 10
ns are used.
3In Ref. [192] the tunnel couplings T are defined differently than the parameters t in Eq. (8.2).
However, the two constants are connected by T = t/
√
2.
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Value Size
δt 10 ns
TK 10 µeV (≈ 125 mK)
Magnetic field strength High: 7 T (Ez ≈ 100 µeV)Low: 200 mT (Ez ≈ 2.5 µeV)
Exchange interaction parameter + = |−| = 500 µeV
t = 14 µeV
Analyzed interval of  [−500 µeV, 500 µeV]
Table 8.1: Characteristic values for the analysis of GaAs TQDs according to
Ref. [192].
8.3.2 Transition Rates for the Noise Description
Our model does not contain a microscopic description of the environment. The
influence of the surroundings in the DM is modeled only by the generated transition
rates between quantum states (cf. Sec. 8.2.3). Especially we focus in our analysis
on experiments for GaAs QDs because this material has been used in all previous
experiments for TQDs [191, 192].
Hyperfine interactions — As in the experiments on single QDs and DQDs, the
nuclear magnetic fields are also one major source of noise for TQDs. The magnetic
moments of the nuclei in GaAs couple through the hyperfine interactions to the
spin of the electron. Extensive studies of the generated dynamics were carried out
for single QDs [201–204] and for DQDs [122]. Also very recently a study of TQDs
appeared [205]. We do not follow the arguments of these publications in detail, but
we extract transition rates for our analysis.
The nuclear magnetic moments add up to a macroscopic magnetic field in a semi-
classical picture [31, 84]. Fluctuations of the nuclear spins are slow compared to
the precession time of the electron spin in this magnetic field. For the initial time
evolution of the electron, the nuclear magnetic field can therefore be described as
static. Due to the large number of spins interacting with the electron, one ap-
proximates the magnitude of the nuclear magnetic fields by a Gaussian distribu-
tion with zero mean and the rms δEnuc [representing the probability distribution
f (B) = 1√
2piδEnuc
e
− B2
2δE2nuc ]. A typical value for GaAs QDs is δEnuc ≈ 0.3 µeV.
Nuclear spins generate spin dephasing and relaxation locally at the QDs. We
introduce two transition rates [cf. Eq. (8.15)] that exponentially decrease with the
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transition energies ω:
h
(
σiz/σ
i
x, ω
)
=
 Υ
z,x
i e
− ω2
2δE2nuc for ω ≥ 0,
Υz,xi e
−
(
ω2
2δE2nuc
+ ω
TK
)
for ω < 0.
(8.20)
h (σiz, ω) arises from local magnetic field fluctuations at QDi (i = 1, 2, 3) in the
direction of the external magnetic field. These operations lead to dephasing of in-
dividual spins. h (σix, ω) describes local spin relaxation through in-plane magnetic
field fluctuations (coupling through raising and lowering operators σix = σi+ + σi−4).
Quantum jumps between energy levels are permitted at energy differences smaller
than or in the range of δEnuc. We argue that both the transitions generated from
fluctuating out-of-plane magnetic fields and from in-plane magnetic fields were ob-
served in previous experiments. We especially refer to experiments of single QDs
and DQDs:
A fluctuating magnetic field parallel to the static external field leads to dephas-
ing for single QDs, and a fluctuating perpendicular magnetic field causes spin flips.
In experiments, the time evolution of a single spin [SBnuc (t) = tr (σρBnuc (t)) =
tr(σeiHBnuc tρ (0) e−iHBnuc t)] is measured, and the result is averaged over many runs
of the experiment. For a single measurement, the Hamiltonian HBnuc that corre-
sponds to a specific nuclear spin distribution Bnuc determines the time evolution
(cf. Fig. 8.3). The final result reflects the ensemble average over the nuclear spin
distribution 〈S (t)〉 ≡ ∫ dB SB (t) f (B).
Without external magnetic fields, the time evolution is completely determined by
the fluctuating magnetic field HB = B2 σz (cf. Ref. [84]). When we calculate the
time evolution and average it over f (B), we see that the component perpendicular
to the magnetic field decreases exponentially:
〈Sx (t)〉 = e−
δE2nuct
2
2 Sx (0) . (8.21)
Since there is no fixed quantization axis of the qubit, one expects that all components
of the spin decrease. Therefore, the semiclassical analysis predicts a Gaussian decay
with a time constant (δEnuc)
−1. The DM describes this behavior by a transition
rate Υz,xi = δEnuc. This is the value of Eq. (8.20) at ω = 0. The energy difference ω
is determined by the external magnetic field. In the absence of magnetic fields, Υzi
and Υxi must be indistinguishable.
At fixed external magnetic Ez (cf. Fig. 8.3), a fluctuating parallel magnetic field
HB = Ez+B2 σz generates dephasing of the transverse spin components. Now the spin
precesses, however, with the angular frequency Ez around the z-axis:
〈Sx (t)〉 = e−
δE2nuct
2
2 [Sx (0) cos (Ezt)− Sy (0) sin (Ezt)] . (8.22)
4In single-spin experiments fluctuating in-plane magnetic fields, both in the x-direction and the
y-direction, cause spin flips. The generated dynamics is very similar. We just consider the
coupling operators σix, since they are directly related to single-spin flips σ±
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Figure 8.3: Semiclassical picture used for the time evolution of a single electron spin
in a distribution of nuclear spin configurations. The nuclear spin intro-
duces a static magnetic field for every measurement, but the magnetic
field is varying between every run of the experiment. A constant external
magnetic field Ez is applied in the z-direction.
This is also reflected in the DM. The transition rates for single-spin dephasing are
independent of the energy difference. σiz causes only transitions between identical
spin states, which is reflected by the transition rate h (σiz, 0).
At finite external magnetic fields, the relaxations decrease with
(
ω
δEnuc
)2
. We can
see this when calculating the time evolution for a fluctuating perpendicular magnetic
field for an initially spin-up polarized particle (Z0 = 1 and HB = ω2σz + B2 σx):
ZB (t) =
E2z +B
2 cos (Ezt)
E2z +B
2
. (8.23)
When expanding in (B/Ez) and averaging over the field distribution f (B), we get
〈Z (t)〉 ≈ Z0 − 1− cos (ωt)(
ω2
E2nuc
)2 . (8.24)
Since in the DM relaxation always contains the parameter h (σix, ω), we use a Gaus-
sian dependence on the energy difference. It describes a quadratic dependence on(
ω
δEnuc
)
for finite ω, when
(
ω
δEnuc
)2
 1.
To extract parameters for h (σiz, ω) at finite energy differences, we can consider
DQD experiments. A fluctuating local magnetic field parallel to the static external
field causes transitions of the STQ between the singlet state |S0〉 and the sz = 0
triplet state |T0〉 . On the relevant subspace the local, parallel magnetic field acts
like a perpendicular magnetic field:
Bσiz = B (σx){|S0〉 ,|T0〉 } . (8.25)
109
8 Noise Analysis of Qubits Implemented in Triple Quantum Dot Systems
In the DM, the fluctuating parallel magnetic field involves quantum jumps between
|S0〉 and |T0〉 at the energy difference of these two states: h (σiz, ω). Using the same
description as for single QDs before, the transition rates decrease exponentially with
the energy difference of the levels.
Transitions between the sz = 0 states with the sz 6= 0 states are possible through
local raising and lowering operators. They are generated through perpendicular
magnetic field fluctuations h (σix, ω) at the energy difference ω of the sz = 0 and
sz 6= 0 states. The transition rates are highly sensitive to ω. This result was also
observed in experiments with DQD qubits. The transition rates of (20 ns)−1 at zero
magnetic fields and (150 ns)−1 at 100 mT approximately match these results [40] (cf.
Fig. 8.4). For weakly coupled STQs, the energy difference ω is directly determined
by the external magnetic field.
Interestingly, we automatically describe in the DM the large transition rates at
the crossings of levels with different spin quantum numbers. The |S0〉 -|T+〉 cross-
ing is extensively studied in DQD experiments [37]. TQDs have doublet-quadruplet
crossings that were analyzed in the experiment by Gaudreau et al. [192]. The ex-
periments showed a large enhancement of transition rates near these level crossings,
with nanosecond transition times. The transition rates decrease quickly away from
the level crossing.
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Figure 8.4: Hyperfine interactions cause dephasing and relaxation through local
magnetic field fluctuations on each QD. Dephasing and relaxation are
generated by the transition rates h (σiz/σix, ω) according to Eq. (8.20).
The marked points refer to the results from DQD experiments that are
described in the text.
Interactions with phonons — Additionally, relaxations are generated by inter-
actions of the QD with electric fields, e.g. from polar phonons. However, direct
transitions are forbidden between different spin states of the same orbital level by
the dipole selection rule. They must be mediated by another process like spin-orbit
interactions (SOIs). In single QD experiments, relaxation times of about 1 s at mag-
netic fields of 1 T and 0.5 ms for a magnetic field of 5 T were identified [98]. The
scaling law of ω3E2z governs the transitions by piezoelectric phonons between Zeeman
split QD eigenstates for single-qubit experiments. The phonon energy must match
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the energy difference of the states, resulting in the ω3 scaling law. The Zeeman
split eigenstates are mixed by SOIs, which causes the E2z dependence. Therefore,
experiments and theory suggest relaxation rates modeled as
h
(
σix, ω
)
= Ξxi
∣∣∣∣ ω3E2z
1− e− ωTK
∣∣∣∣ . (8.26)
Eq. (8.26) should also apply for TQDs. The coupling operators are again local spin
flip operators σix = σ
+
i + σ
−
i at QDi. A picture of the generated transition rates,
including the results from single-qubit experiments, is shown in Fig. 8.5.
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Figure 8.5: Relaxation rates h (σix, ω) generated from piezoelectric phonons accord-
ing to Eq. (8.26). The experimentally observed time scales from Ref. [98]
are shown in red.
For DQD experiments in the weak coupling regime, transition rates were identified
that are consistent with this picture [38]. At high bias (readout regime) other effects
cause transitions between different charge states [52]. We do not include these effects
in our model since we do not analyze the readout regime ( > + or  < −). Electron-
phonon interactions can also lead to pure spin dephasing [144, 145], but so far this
effects has never been observed experimentally. It should be weaker than dephasing
due to nuclear spins, as described in the previous section.
Mechanism Constant Value
Local dephasing and relaxation through nuclear spins Υz,xi
1
20 ns
Local spin relaxation through phonons Ξxi 2 · 10−6 1s µeV5
Table 8.2: Transition mechanisms describing noise for TQDs and parameter esti-
mates.
Summary and description of the noise regimes — We have identified two influ-
ences of the qubit environment, which should be most important for TQD exper-
iments. Nuclear spins cause large error rates through the random distribution of
their magnetic moments. Direct spin flips are generated by phonons, which couple
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to spins indirectly via SOIs. Note that charge fluctuations cause an additional noise
term for TQDs. Electric fields are applied to manipulate the qubit through the ex-
change interaction. Charge noise introduces electric field fluctuations. This problem
has been pointed out for DQDs already [94]. Especially for strong electrostatic bias,
charge dipoles are created and charge fluctuations will gain influence. Here we study
only the weak bias regime and do not take charge fluctuations into account.
Our analysis will show that the noise mechanism can be distinguished at different
parameter regimes. A summary is given in Tab. 8.3. For phase noise, we describe
nuclear spin noise through the transition rates h (σiz, ω) from Eq. (8.20). This inter-
action causes major errors for energy differences smaller and in the range of the rms
of δEnuc (cf. Fig. 8.4). This parameter regime is called “Regime 1” in the following.
Local spin relaxation can cause large transition rates in two completely different
regimes (cf. Fig. 8.6). The interactions with phonons will be dominant for large en-
ergy differences and at high external magnetic fields, while the hyperfine interaction
will determine the relaxation process at small energy differences. Since these two
effects are important in different parameter regimes, we can easily separate their
influences. We call the two parameter ranges “Regime 2” and “Regime 3”.
Regime 1 Local phase noise h (σ
i
z, ω) generated from fluctuating nuclear spins.
Strong influence at small energy differences.
Regime 2 Local spin relaxation h (σ
i
x, ω) from the interaction with phonons. Strong
influence at large energy differences and large external magnetic fields.
Regime 3
Local spin relaxation h (σix, ω) from the interaction with nuclear spins.
Dominant relaxation mechanism at small energy differences, independent
of the external magnetic field.
Table 8.3: Noise in TQD experiments.
8.4 Analysis of the Time Evolution
We discuss the time evolution of the subspace qubit and the subsystem qubit in the
noisy environment of Sec. 8.3.2. We numerically calculate the time evolution on the
full eight-dimensional Hilbert space. Because we are only interested in the noisy
part of the evolution, we solve the full master equation in the rotating frame with
respect to the ideal Hamiltonian from Eq. (8.1):
ρ˙ (t) = Lrotρ (t) . (8.27)
Lrot is identical to LD from the DM of Eq. (8.15), as described in Appx. 8.A.1.
From the time evolution of the full density matrix ρ (t), we calculate the time
evolution of the qubit’s population O (t) = tr [Pρ (t)]. P is a linear map, which
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Figure 8.6: Transition rates h (σix, ω) for local spin relaxation as a function of the
energy difference ω and the external magnetic field Ez. The influences
of hyperfine interactions (Regime 2) and phonon interactions (Regime
3) can be distinguished.
constructs from ρ (t) only the relevant part describing the qubit (cf. Appx. 8.B). Ad-
ditionally, we extract the trajectory on the Bloch sphere P (t) = [X (t) , Y (t) , Z (t)]
with Pi (t) = tr [σiPρ (t)]. For the subspace qubit, we use the map PP from
Eq. (8.36). It projects from the full eight-dimensional Hilbert space on the two-
dimensional Hilbert space that defines the subspace qubit. To describe the subsys-
tem qubit, we use the combination P = PSPP . PP is a projective map, similar to the
construction of the subspace qubit. PP projects, however, on the four-dimensional
subspace span
{
∆ 1
2
,∆′1
2
,∆− 1
2
,∆′− 1
2
}
for the subsystem qubit (cf. Appx. 8.B.2). PS
is defined in Eq. (8.41).
Our aim is to show that we can describe the initial time evolution [0, δt] =
[0, 10] ns by an effective description derived in Appx. 8.B. We use a Nakajima-
Zwanzig approach and compare the numerical solution of the full master equation
with the solution of this effective description. We use Eq. (8.37) for the subspace
qubit and Eq. (8.44) for the subsystem qubit, where we keep noise terms in first
(second)-order for the first (second)-order Born approximation. Even though we
model the time evolution quite generally, it will turn out that the environment in-
fluences the qubit evolution dominantly through transition rates from three different
noise regimes.
8.4.1 Subspace Qubit
The subspace qubit is defined on the subspace span
{
∆ 1
2
,∆′1
2
}
(cf. Sec. 8.2.1). We
discuss it using the parameters from Sec. 8.3.1. span
{
∆ 1
2
,∆′1
2
}
is a decoherence-free
subspace with respect to global phase noise D [Z] (weak collective decoherence, cf.
Sec. 8.1). Other global noise (e.g. through the Lindblad operators D [X] and D [Y ],
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with X, Y ≡ ∑i=1,2,3 σix,y) will, however, lead to leakage from the computational
subspace. Leakage will separately bring the l = 1 and l = 0 states to thermal
equilibrium. However, since the subspace qubit can be operated only in the limit
of large external magnetic fields, the resulting leakage probability will be negligible.
For Ez = 100 µeV and TK = 10 µeV only a fraction e
− Ez
TK /
(
1 + e
− Ez
TK
)
≈ 4.5 · 10−5
of the probability will leak out of the computational subspace. In any case, we
argued in Sec. 8.3.2 that the external environment dominantly couples through local
interactions.
Regime 1 — Local phase noise turns out to be critical for the subspace qubit.
We discuss in the following an unbiased TQD ( = 0). Additionally, we include
phase noise generated from fluctuating nuclear spins [cf. h (σiz, ω) from Eq. (8.20)].
We include phase noise on all three QDs. The parameters Υz1 = (20 ns−1), Υz2 =
(30 ns−1), and Υz3 = (40 ns−1) describe the common noise strengths for fluctuating
nuclear spins (cf. Tab. 8.2). Local phase noise generates large transition rates only
between states with small energy differences (Regime 1, cf. Tab. 8.3).
A qubit initialized in the sz = 12 subspace will only undergo transitions within this
subspace. Since the energy differences of all three energy levels are comparable to
the thermal energy [cf. Eqs. (8.8)-(8.10)], a considerable part of the qubit population
leaks to Q 1
2
. The finite energy difference of the two-qubit levels leads in the long time
limit to a finite polarization on the z-axis Z∞. Fig. 8.7 shows the time evolution
for the unbiased subspace qubit ( = 0). It is initially in a pure excited state
[P (0) = (0, 0, 1), cf. Fig. 8.7(a)] or in a superposition of ∆ 1
2
and ∆′1
2
[cf. Fig. 8.7(b)].
For the initial time evolution (orange interval) the Born approximation in Eq. (8.37)
gives a highly accurate description. One can see that the thermalization happens
within microseconds. Simple arguments can be used to predict the long time limit
of the time evolution. Appx. 8.C predicts O∞ ≈ 0.66 and P∞ ≈ (0, 0,−0.03). The
small value of the polarization in the long time limit (Z∞ ≈ −0.03) reflects that
the thermal energy TK is large compared to the energy splitting of the qubit levels
[TK = 10 µeV; cf. energy diagram in Fig. 8.2(a)].
Regime 2 — Local spin relaxation of the subspace qubit at high magnetic fields
will predominantly depopulate the qubit by the transitions from the qubit eigen-
states ∆ 1
2
and ∆′1
2
to states with different sz-quantum numbers. Fig. 8.8 shows the
time evolution of the subspace qubit at  = 0 and Ez = 100 µeV. Large transition
rates are generated from the interaction with piezoelectric phonons. These rates are
highly enhanced at high energy differences and for large external magnetic fields
(Regime 2, cf. Tab. 8.3). We use the following parameters: Ξx = 2 · 10−6 1
s µeV5 ,
Ξx = 1.5 · 10−6 1
s µeV5 , and Ξ
x
3 = 1 · 10−6 1s µeV5 (cf. Tab. 8.2). At low electric bias,
we only see phonon-generated transitions to Q 3
2
. Fig. 8.8 shows that the transitions
empty the qubit’s population completely, but the time evolution is very slow. Over-
all, phonons generate considerable changes only on microsecond time scales. The
first-order Born approximation is already sufficient for the description of the qubit
dynamics.
Regime 3 — Local spin relaxation from fluctuating nuclear spins can be ne-
114
8.4 Analysis of the Time Evolution
0 10 20 30 40 50
0.6
0.8
1
O
( t )
 
 
Lindblad equation
first order Born
second order Born
t → ∞
0 1 2
0.6
0.8
1
t[µs]
0 10 20 30 40 50
0.6
0.8
1
t [ns]
Z (
t )
0 1 2
0
0.5
1
t[µs]
(a) P (0) = (0, 0, 1)
0 10 20 30 40 50
0.8
0.9
1
O
( t )
0 1 2
0.8
1
t[µs]
0
0.5
1
X (
t )
 
 
Lindblad equation
first order Born
second order Born
t → ∞
0 10 20 30 40 50
−0.2
−0.1
0
t [ns]
Z (
t )
0 1 2
−0.2
−0.1
0
t[µs]
(b) P (0) = (0, 1, 0)
Figure 8.7: Evolution of the subspace qubit at  = 0 µeV and Ez = 100 µeV.
The qubit is subjected to local phase noise from nuclear spins [Υz1 =
(20 ns−1), Υz2 = (30 ns−1), Υz3 = (40 ns−1)]. The orange region marks
a typical time interval for qubit experiments; blue lines represent the
results from the first-order Born approximation, and red lines are cal-
culated in the second-order Born approximation. The insets show the
evolution on longer time scales, where the green lines represent the long
time limit.
glected. This mechanism is only dominant at small energy differences (Regime 3; cf.
Tab. 8.3). For large external magnetic fields, the unbiased subspace qubit does not
have a state with a different sz-quantum number that is close to the qubit states
(cf. Fig. 8.2).
8.4.2 Subsystem Qubit
A subsystem qubit is coded in the formally introduced l-quantum number. We iden-
tify ∆±1/2 and ∆′±1/2 as the qubit levels (cf. Sec. 8.2.1). A subsystem qubit is defined
in a decoherence-free subsystem of all interactions acting globally on the three QDs
(strong collective decoherence; cf. Sec. 8.1). Hence, all global noise mechanisms will
be irrelevant. In any case, we argued in Sec. 8.2.3 that local interactions dominate
the noise properties in TQD experiments.
Regime 1 — Local phase noise will have the same effect on the subsystem qubit
and the subspace qubit. As described in the symmetry discussion in Appx. 8.A.2,
phase noise will act separately on the sz = ±12 subspaces. It will, however, never mix
them. Additionally, the action is identical on both subspaces. Since the transition
rates from the interactions with nuclear spins are assumed to be independent of the
magnetic field strength [cf. Eq. (8.20)], the time evolution is also identical. Large
transition rates are generated for energy levels that are close in energy (Regime 1;
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Figure 8.8: Time evolution from local spin relaxation for the subspace qubit gen-
erated by the interaction with piezoelectric phonons for  = 0 and
Ez = 100 µeV. We choose Ξx = 2 · 10−6 1s µeV5 , Ξx = 1.5 · 10−6 1s µeV5 ,
and Ξx3 = 1 · 10−6 1s µeV5 . The numerical solution of the full master equa-
tion (black lines), the first-order (blue lines), and the second-order (red
lines) Born approximations are identical. The qubit depopulates in the
long time limit.
cf. Tab. 8.3).
Regime 2 — For local spin relaxations the description of the subsystem qubit
is comparable to the subspace qubit for large external magnetic fields. We can
especially see that the sz distribution is close to a pure sz = +12 state [cf. Eq. (8.11)].
Regime 3 — Local spin relaxation will gain in importance for small magnetic fields.
In the low-bias regime (i.e., small ||), relaxation rates generated from the interaction
with phonons are small. We can prove this by inspecting the transition rates h (σix, ω)
for small magnetic fields Ez [cf. Eq. (8.26)]. On the other hand, fluctuating nuclear
spins can strongly mix different sz states. This effect will be critical especially at
the points of level crossings. The relaxation effects through nuclear magnetic fields
are highly enhanced at small energy differences [cf. h (σx, ω) in Eq. (8.20)]. This
dominant noise mechanism is summarized in Regime 3 of Tab. 8.3.
We simulate the qubit evolution at  = 354.6 µeV and Ez = 2.5 µeV. Here, two
different doublet levels and also doublet and quadruplet levels are close in energy
[cf. Fig. 8.2(b)]. All results are shown in Fig. 8.9. We use the following transition
parameters to model the hyperfine interaction: Υx1 = (20 ns−1), Υx2 = (30 ns−1),
Υx3 = (40 ns−1) (cf. Tab. 8.2).
Local spin relaxation, generated from fluctuating nuclear spins, especially mixes
two subspaces. First of all, the subspace span
{
Q1/2,∆1/2,∆
′
−1/2
}
is strongly mixed.
Second, also transitions between the levels ∆′1/2 and Q3/2 are strong. We observe the
thermalization of both subspaces in the long time dynamics. One can calculate the
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Figure 8.9: Time evolution of the subsystem qubit through local spin relaxations
from hyperfine interactions at Ez = 2.5 µeV and  = 354.6 µeV
[cf. Fig. 8.2(b)]. We use Υx1 = (20 ns−1), Υx2 = (30 ns−1), and
Υx3 = (40 ns−1). The orange region marks a typical time scale of qubit
experiments. Here, the second-order Born approximation and the re-
sults from the full master equation match closely. The insets show the
long time evolution of the qubit. We see that the thermalization occurs
within microseconds.
resulting occupation of the computational subspace from the initial density matrix
(cf. Appx. 8.C). For the time evolution of the excited state, we calculate O∞ ≈ 0.82
and P∞ ≈ (0, 0, 0.44) [cf. Fig. 8.9(a)]. A superposition of ∆ 1
2
and ∆′1
2
evolves to
O∞ ≈ 0.70 and P∞ ≈ (0, 0, 0.08) [cf. Fig. 8.9(b)]. The long time evolution can be
separated from the initial time evolution (orange region). The initial time evolution
on the interval [0, 10] ns can be described by the second-order Born approximation.
8.5 Effective Errors
The main goal of the following analysis is to extract and quantify the coherence
properties of the subspace encoding and the subsystem encoding for TQD qubits.
One is usually interested in the time evolution of the qubit on short time scales,
not on the equilibration of the system. We saw in the previous section that we can
develop an effective description of the initial time evolution (cf. Appx. 8.B). We
use this description to extract errors for the initial time evolution (cf. Appx. 8.D).
We will show that all errors can be described by only four toy models, which are
introduced in Appx. 8.E.
We numerically simulate the time evolution of the qubit for different initial density
matrices ρ (0). We map ρ (t) to the corresponding point P (t) = tr [σρ (t)] on the
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Bloch sphere, with σ = (σx, σy, σz). The analysis is done in the rotating frame
with respect to H from Eq. (8.1) (cf. Appx. 8.A.1). We extract the errors from
the simulations of the full master equation and compare them with the results of
the corresponding Nakajima-Zwanzig equation in second-order Born approximation
(Eq. (8.37) for the subspace qubit and Eq. (8.44) for the subsystem qubit). Sec. 8.4
showed that these descriptions match very closely for the initial time evolution.
Seven parameters are sufficient to describe the time evolution of the TQD qubits
(cf. Appx. 8.D). We extract the rates ΓPi0,1,2 at three different points P1 = (0, 0, 1),
P2 = (1, 0, 0), and P3 = (0, 0,−1) of the Bloch sphere. ΓPi0 is the leakage rate,
ΓPi1 is the relaxation rate, and Γ
Pi
2 is the dephasing rate (cf. Appx. 8.D.1). We use
the terminology “upper pole”, “equator”, and “lower pole” for P1, P2, and P3. The
trajectories starting at the upper and the lower poles are restricted to the z-axis,
which sets ΓP1,P32 = 0.
To quantify noise, we compare the error rates ΓPji to the time of the experiment
δt.
(
Γ
Pj
i δt
)
describes an error that measures the leakage probability
(
Γ
Pj
0 δt
)
, the
relaxation probability
(
Γ
Pj
1 δt
)
, and the dephasing probability
(
Γ
Pj
2 δt
)
. The entan-
glement fidelity F , defined in Eq. (8.69), describes the accumulated error at different
initial states. We use the deviation of the entanglement fidelity from its ideal value,
1− F , to quantify the overall error.
8.5.1 Subspace Qubit
Regime 1 — First, we analyze the subspace qubit in (1, 1, 1) with local phase noise
from the interaction with nuclear magnetic fields. As discussed in Sec. 8.3.2, phase
noise generates large errors only for small energy differences (Regime 1, cf. Tab. 8.3).
Simulations for local phase noise are shown in Fig. 8.11. We analyze phase noise on
QD1 and QD2 separately, and we use Υz1,2 = (20 ns)
−1 (cf. Tab. 8.2).
All error can be explained by the transition rates in the DM. Quantum jump
operations are only possible for the same sz eigenstates. The total spin quantum
number S is not preserved, because the interactions are local. Initially, only ∆ 1
2
and ∆′1
2
are occupied. Phase noise mixes the sz = 12 subspace (cf. Fig. 8.10). Note
that the energy differences in the sz = 12 subspace are small or comparable to the
thermal energy, and the transition rates for positive and negative energy differences
are similar. We group the transition rates into three sets; each set corresponds to
the error processes of a toy models in Appx. 8.E. The transition rates of these toy
models match to a high degree the results of the numerical solution of the full master
equation and the calculations using the second-order Born approximation.
• Local phase noise on QD1 [cf. Fig. 8.11(a)]:
Model 1 from Appx. 8.E.1 determines ΓP11 and Γ
P3
1 . The interactions with
nuclear spins generate direct transitions between the qubit levels. These rates
are large if the states are close in energy [cf. h (σiz, ω) in Eq. (8.20)]. Hence,
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Figure 8.10: Energy diagram of the subspace qubit with the major transition rates
generated from local phase noise. The energy diagram shows only
the relevant energy levels [cf. Fig. 8.2(a)]. The transition rates are
grouped into three sets that are described by the toy models analyzed
in Appx. 8.E. Model 1 describes pure relaxation of the qubit states
(black arrows, cf. Appx. 8.E.1), model 2 describes pure dephasing of
the qubit states (gray arrows, cf. Appx. 8.E.2), and model 3 character-
izes leakage of the qubit states to one state in the surroundings (orange
arrows, cf. Appx. 8.E.3).
the error rates ΓP11 and Γ
P3
1 vanish quickly with increasing . Only a large
difference of the transition rate from ∆ 1
2
to ∆′1
2
compared to the reversed
effect causes large ΓP21 and Γ
P2
2 in model 1. In our case, both rates are either
very similar (for small ) or both small (for finite ). Therefore, model 1 does
not describe ΓP21 and Γ
P2
2 .
The transitions between ∆ 1
2
, ∆′1
2
, and Q 1
2
determine ΓP10 , Γ
P2
0 , Γ
P3
0 , and
ΓP21 . Model 3 in Appx. 8.E.3 describes these error rates. We point out two
important characteristics: first, the transition rate from ∆ 1
2
to Q 1
2
is larger
than the transition rate from ∆′1
2
to Q 1
2
because smaller energy differences
enhance the transition rates [cf. h (σ1z , ω) in Eq. (8.20)]. Second, Γ
P1
0 , Γ
P2
0 ,
and ΓP21 are larger for  > 0 than for  < 0 because the transition amplitude∣∣∣〈Q 1
2
|σ1z |∆ 1
2
〉∣∣∣ is larger at positive bias than at negative bias.
Model 2 describes ΓP22 (cf. Appx. 8.E.2). Γ
P2
2 vanishes when the energy level
fluctuations at both levels are equal [cf. Eq. (8.81)]. We can determine this
point analytically
(〈
∆ 1
2
|σ1z |∆ 1
2
〉
=
〈
∆′1
2
|σ1z |∆′1
2
〉)
and find J12 = 2J23. We
approximate  ≈ − +
3
for the parameters in our calculation. Additionally, ΓP22
dominates (1− F ).
ΓP30 is not correctly described by the three error models for phase noise
on QD1. The transition rates strongly depend on the energy differences [cf.
h (σ1z , ω) in Eq. (8.20)]. Instead of a direct transition
(
∆′1
2
→ Q 1
2
)
, we observe
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Figure 8.11: Errors from local phase noise for the subspace qubit at Ez = 100 µeV.
We take into account the influence of nuclear spins through the tran-
sition rates from Eq. (8.20). The error rates are extracted from the
numerical simulations of the full master equation (blue lines) and the
second-order Born approximation (green lines). The red lines describe
effective errors from simple toy models. The red numbers describe the
toy model system from Appx. 8.E.
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a two-step process
(
∆′1
2
→ ∆ 1
2
→ Q 1
2
)
.
• Local phase noise on QD2 [cf. Fig. 8.11(b)]:
Local phase noise on QD2 does not cause transitions from ∆ 1
2
at  = 0. ∆ 1
2
involves a singlet state on QD1 and QD3, while the remaining states contain
triplets (cf. Fig. 8.16). ∆ 1
2
is protected from local noise on QD2. Therefore,
ΓP10 ( = 0) = 0, Γ
P1
1 ( = 0) = 0, and Γ
P3
1 ( = 0) = 0.
The remaining features of the transition rates can be understood from their
strong energy dependence [cf. h (σ2z , ω) in Eq. (8.20)]. Transitions from ∆ 1
2
and ∆′1
2
to Q 1
2
describe leakage errors ΓP1,P2,P30 through model 3. Leakage from
∆′1
2
(
ΓP30
)
strongly decreases at finite bias because the energy difference to Q 1
2
increases. The leakage error from ∆ 1
2
(
ΓP10
)
has the opposite characteristic.
ΓP20 and Γ
P2
1 are mainly determined by the average value of Γ
P1
0 and Γ
P3
0 .
ΓP20 = Γ
P2
1 ≈ Γ
P1
1
2
because ΓP10  ΓP30 .
Model 1 describes the relaxations of ∆ 1
2
and ∆ 1
2
′
(
ΓP1,P31
)
. The energy
difference between ∆ 1
2
and ∆′1
2
is minimal at  = 0 (cf. Fig. 8.10). The
relaxation rate h (σ2z , ω) is large for small .
Model 2 in Appx. 8.E.2 describes ΓP22 . We can calculate the difference in
the energy fluctuation of ∆ 1
2
and ∆′1
2
,
〈
∆ 1
2
∣∣σ2z ∣∣∆ 1
2
〉
−
〈
∆′1
2
∣∣σ2z ∣∣∆′1
2
〉
=
2
3
J12 + J23√
J212 − J12J23 + J223
, (8.28)
which has the limits 2
3
for J12J23 and 43 for J12 = J23. Model 2 dominates
also (1− F ).
In summary, local phase noise induces large errors to the time evolution of the sub-
space qubit. Especially pure dephasing, as described by model 2 (cf. Appx. 8.E.2),
limits the coherence of the TQD. Large errors are generated via phase noise on QD1
for strong external bias, while phase noise on QD2 is critical for the unbiased dot.
Phase noise is always most critical when it acts on the eigenstates of a single QD.
Regime 2 — Next we analyze errors of the subspace qubit though local spin
relaxation for small  ( ∈ [−, +]). Local spin flips can generate transitions with
∆sz = ±1; also S is not preserved. Transition rates through hyperfine interactions
are highly suppressed due to the large energy difference of states with different sz.
A large value of ω is required for nanosecond phonon-mediated transitions (Regime
2, cf. Tab. 8.3). Fig. 8.12(a) sketches the two dominant transition rates at Ez =
100 µeV. Fig. 8.13 shows the error probabilities for these parameters.
We explain Fig. 8.13 in detail. First, we analyze the transition amplitudes from
∆ 1
2
and ∆′1
2
to Q 3
2
. These amplitudes are drawn as a function of the external bias
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Figure 8.12: Description of the local spin relaxation for the subspace qubit at large
external magnetic fields (Ez = 100 µeV). Only the local spin relaxations
from the interaction with phonons are significant. (a) Sketch of the
energy diagram of the subspace qubit to describe the time evolution
under local spin relaxations. T1 and T0 are the dominant transition rates
from the qubit levels to the sz = 32 quadruplet state. (b) Transition
amplitudes for the qubit state Wi through σ+ acting on QDj:
(
σj+
)
i
=∣∣∣〈Q 3
2
∣∣σj+∣∣Wi〉∣∣∣ for W1 = ∆ 1
2
, W0 = ∆′1
2
.
 in Fig. 8.12(b). For relaxations on QD1, the transition amplitude
∣∣∣〈Q 3
2
∣∣σ1+∣∣∆ 1
2
〉∣∣∣
steadily increases from negative to positive bias. This effect is reversed for
∣∣∣〈Q 3
2
∣∣σ1+∣∣∆′1
2
〉∣∣∣.∣∣∣〈Q 3
2
∣∣σ1+∣∣∆ 1
2
〉∣∣∣ = ∣∣∣〈Q 3
2
∣∣σ1+∣∣∆′1
2
〉∣∣∣ at J12 = 2J23. The transition amplitude from
∆′1
2
is always greater than the transition amplitude from ∆ 1
2
for spin relaxation on
QD2. Additionally,
∣∣∣〈Q 3
2
∣∣σ2+∣∣∆′1
2
〉∣∣∣ has a maximum at  = 0, but ∣∣∣〈Q 3
2
∣∣σ2+∣∣∆ 1
2
〉∣∣∣
vanishes at  = 0. Second, the transition rates depend on the energy differences
between the Q 3
2
and the doublet states. The eigenenergy of ∆ 1
2
weakly depends on
, but the eigenenergy of ∆′1
2
is strongly influenced by .
The error rates in Fig. 8.13 can be explained using model 3 from Appx. 8.E.3. The
special case of transitions from the qubit to the surroundings, without its opposite
effect, applies [cf. Eqs. (8.88)-(8.89)]. ΓP10 is determined by the transition from
∆ 1
2
to Q 3
2
[cf. Eq. (8.88)]. ΓP10 increases with  for noise at QD1, but Γ
P1
0 has a
local minimum at  = 0 for noise on QD2. Γ
P3
0 shows the opposite characteristic of
ΓP10 . Γ
P2
0 is represented in leading order by the average value of Γ
P1
0 and Γ
P3
0 [cf.
Eq. (8.88)].
ΓP11 and Γ
P3
1 vanish in leading order in model 3. Note that the detected errors
are small. ΓP21 is determined by the difference in the transition rate from ∆ 1
2
to Q 3
2
,
compared to the rate from ∆′1
2
to Q 3
2
[cf. Eq. (8.89)]. The relaxations vanish at
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Figure 8.13: Errors from local spin relaxation generated from interactions with
phonons for the subspace qubit in (1, 1, 1) at Ez = 100 µeV. The
blue lines are calculated from the numerical simulation of the full mas-
ter equation. The green lines are obtained from the second-order Born
approximation. The red lines represent the results from the analysis of
model 3, which involve only two transition rates (cf. description in the
main text).
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J12 = 2J23 for noise acting on QD1. Γ
P2
2 shows a similar characteristic.
In total, F is close to 1, and it does not show a characteristic dependency on 
for local noise on QD1 or QD2.
8.5.2 Subsystem Qubit
For large external magnetic fields, the subsystem qubit is equivalent to the sub-
space qubit. Additionally, phase noise is identical for the subsystem qubit and the
subspace qubit at small external magnetic fields (cf. Appx. 8.A.2). The subsystem
qubit differs from the subspace qubit only at small external fields and for local spin
relaxations. We analyze the subsystem qubit only for magnetic field strengths com-
parable to the thermal energy. Here, both the sz = 12 subspace and the sz = −12
subspace are initially occupied [cf. Eq. (8.11)].
Regime 3 — Levels of different sz-quantum numbers already cross for small .
Hyperfine interactions can generate transitions between these levels through local
spin flips. S is not preserved by local interactions. Fig. 8.14 shows the error rates
from the local spin relaxations on QD1 and QD2. Relaxations from phonons are
not detectable for the subsystem qubit within nanoseconds, because larger energy
differences are needed.
Phase noise from hyperfine interactions generates large transition rates only if
energy levels of different sz-quantum numbers are close in energy (Regime 3, cf.
Tab. 8.3). This is the case at the positions of level crossings in the energy diagrams
(cf. Fig. 8.15). Two sets of transitions are important. First, doublet states couple
to quadruplet states (model 3 in Appx. 8.E.3). Only the transitions from the l = 1
states to the quadruplet states are possible because local spin flips change the sz-
quantum number. Leakage from the l = 0 states are highly suppressed. Their
energies significantly differ from the energies of the quadruplet states of different
sz-quantum number. Second, there are transitions between the subsystem states
∆ 1
2
and ∆′− 1
2
, as described with model 4 in Appx. 8.E.4.
All effects can be summarized easily. Model 4 determines ΓP11 , Γ
P3
1 , and Γ
P2
2 .
Model 3 describes ΓP20 and Γ
P3
0 . Γ
P2
1 is determined by model 3 because model 4
requires different transition rates for the transitions from ∆ 1
2
to ∆′− 1
2
compared to
the opposite evolution. ΓP10 is not correctly described by model 3 and model 4. Γ
P1
0
is determined by a second-order process (∆ 1
2
→ ∆′− 1
2
→ Q′1
2
).
The errors are symmetric for  > 0 and  < 0 for noise on QD2, but they are
suppressed for noise on QD1 and  > 0. ∆′1
2
have a singlet state on QD2 and QD3
for  > 0 (cf. Fig. 8.16). Noise on QD1 leaves this singlet untouched, and ∆′1
2
does
not couple to any other states (they contain triplets at QD2 and QD3).
Overall, we find that fluctuating nuclear spins can generate major errors of the
subsystem qubit at the points of level crossings. The asymmetry of the error rates
for spin relaxation on QD1 between positive and negative bias is a very interesting
result. Fluctuating nuclear spins generate nearly no errors at positive bias because
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Figure 8.14: Errors of the subsystem qubit generated by local spin relaxations for
small external magnetic fields (Ez = 2.5 µeV). Large error rates are
detected at the points of level crossings. Errors at positive detuning
are highly suppressed for noise acting on QD1. The blue lines represent
the calculations of the full master equation, the green lines represent
the second-order Born approximation, and the red lines show the re-
sults from the analysis of model 3 (cf. Appx. 8.E.3) and model 4 (cf.
Appx. 8.E.4).
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Figure 8.15: Transition diagram for the subsystem qubit when hyperfine interac-
tions generate local spin flips. Large error rates are observed only at
the region of level crossings. They can be described by the leakage
transitions to a quadruplet state (model 3 from Appx. 8.E.3) or by the
internal transitions between two states of the subsystem qubit (model
4 from Appx. 8.E.4).
there the TQD is approaching a high-symmetry regime (cf. Appx. 8.A.3).
8.6 Summary and Outlook
The exchange-only qubit has been analyzed with two different qubit codings in the
Hilbert space of three singly occupied QDs: the subspace qubit and the subsystem
qubit. The leakage, relaxation, and decoherence dynamics of both qubit encodings
have been calculated with the noise channels of nuclear spins and phonons taken
into account. These interactions are described in the DM, a particular Markov
approximation with a transparent quantum-jump interpretation and consistent long-
time behavior. The systematics of the early time dynamics, which is of highest
interest for qubit experiments, is distinct from the long time evolution. We have
focused on the initial time evolution and have extracted errors for the subspace qubit
and the subsystem qubit. We can describe all the results by relating them to just
four toy models, whose time evolution can be calculated analytically.
For local phase noise, arising from the interaction with fluctuating nuclear spins,
the influence on the subsystem qubit and the subspace qubit is identical. Local
phase noise is critical for GaAs systems; it is the strongest mechanism for the loss
of phase coherence. Sizable errors for both the subspace qubit and the subsystem
qubit arise after just 10 ns.
The influence of local spin relaxation is distinct for the subspace qubit and the
subsystem qubit. Since the subspace qubit is always operated at large external
magnetic fields, spin relaxations from the interactions with phonons need to be
considered. This effect generates large transition rates only between energy levels
with large energy differences. Our analysis shows that in GaAs systems, operated
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at large external magnetic fields, only small errors are generated. Operations at
small magnetic fields are permitted for the subsystem qubit. Here, only local spin
relaxations from the interactions with nuclear magnetic fields are important. These
interactions generate large errors at the crossings of energy levels of different sz-
quantum numbers. This process has a very interesting property for phase noise
acting locally on one of the outer QDs. Errors can be highly suppressed depending
on the sign of the bias parameter .
To state our results briefly, our analysis shows that in GaAs samples (large nu-
clear spin bath) the subsystem and the subspace qubits have about equally good
coherence properties. Both qubit implementation schemes suffer from local phase
noise, generated from fluctuating nuclear spins. Spin relaxation from nuclear spins
will be important only at the points of level crossings. If these points can be avoided
when manipulating the qubit, spin relaxations induced by fluctuating nuclear spins
are negligible. If one attempts to use the crossing points in the energy level diagram
for qubit manipulations (cf. the attempt to manipulate a STQ at crossing points
in the energy diagram [150]), one has to pay attention to fluctuating nuclear spins.
Interactions with phonons will usually be less important. This mechanism will only
be significant if there are strong external magnetic fields and large energy differ-
ences. The interaction with phonons can completely depopulate the qubit, but in
GaAs systems this evolution only occurs on the microsecond time scale.
Nuclear spin noise for GaAs TQD qubits can be corrected with similar methods
as for DQD qubits. Since nuclear spin induced dephasing is caused by low-frequency
noise, one can apply refocusing protocols, which have already enhanced the coher-
ence properties for DQDs [61]. Another possibility is to consider materials containing
fewer nuclear spins. Working with silicon heterostructures is a reasonable approach,
as experiments are catching up to the state of the art in GaAs [39]. One advantage
of both the subspace qubit and the subsystem qubit is the full controllability of the
qubit through the exchange interaction [65]. One does not rely on polarized nuclear
magnetic fields [53, 121] or micromagnets [55] as for GaAs STQs.
Overall, it is a very interesting task to test the local nature of the error models.
Especially for the influence of nuclear spins, which behave on short time scales like
classical fluctuating magnetic fields, the local influence of the qubit dynamics is
worth testing. Such an experiment would require the control of the randomness of
the nuclear spins at the positions of the different QDs. If it is possible to reduce
the randomness at two of the three QDs, with the result that the nuclear spin noise
acts dominantly on one of the three QDs, one can test the different scaling behavior
of the error rates with the bias parameter . Furthermore, our analysis method in
the DM should be helpful for the descriptions of other coded qubits implemented
in more complex Hilbert spaces. We show in detail for the TQD qubit how the
interactions with complicated baths can be reduced to just an effective evolution for
the coded qubit itself. Such an analysis could be extended to other coding strategies
when the need arises.
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8.A Simplification of the Analysis
8.A.1 Rotating Frame
When analyzing the master equation, we are interested in the deviation of the qubit
evolution from the free evolution L0 due to the dissipative Lindblad term LD (cf.
Sec. 8.2.3). Therefore, it is meaningful to go for the analysis to a rotating frame
with respect to the Hamiltonian H from Eq. (8.1):
ρ (t)→ ρrot (t) = Urot (t) ρ (t)U †rot (t) , (8.29)
with Urot (t) = eiHt. This approach automatically leads to a redefinition of the
Lindbladian L0 +LD → Lrot. Due to the general conditions of the DM in Eq. (8.15),
the Lindbladian in the rotating frame equals the original dissipative Lindbladian:
Lrot = LD. LD consists of a sum of terms; the coupling operators Aω appear twich
in each term, once as a Hermitian conjugate. When the coupling operators A(†)ω are
written in the eigenenergy representation of the Hamiltonian H from Eq. (8.1), to
each entry a complex argument eiωt is added. The phase ω represents the energy
difference of the states that are coupled by Aω. Since all Lindblad operators are
grouped to couple only equidistant energy levels, these complex factors cancel out.
8.A.2 Symmetry of Phase Noise
We want to point out a key symmetry for phase noise that simplifies our consid-
erations. The action of phase noise through the coupling operators σiz (i = 1, 2, 3)
has equal effects on the sz = 12 subspace and the sz = −12 subspace (involving
also the quadruplet levels). It mixes within these subspaces, but never couples sub-
spaces of different sz-quantum numbers. Furthermore, the corresponding matrix
elements in the sz = 12 subspace and the sz = −12 subspace are, up to a sign,
identical. This result can be understood by the symmetry operation which flips
the spins on all dots Uflip. It transforms a state from the sz = +12 subspace to
the corresponding sz = −12 subspace and vice versa. Also UflipσizU †flip = −σiz and〈
W1/2 |σiz|V1/2
〉
= − 〈W−1/2 |σiz|V−1/2〉, for W,V ∈ {∆,∆′, Q}. Since in every dis-
sipative term these matrix elements appear twice, the factor “−1” drops out. This
symmetry was also identified in Ref. [205].
8.A.3 High Symmetry Regimes
We point out high symmetry regimes of the TQD that help us to understand limits
of the error rates in Sec. 8.5.
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First, without bias we effectively have a spin-0 or a spin-1 particle from the elec-
trons of QD1 and QD3 coupled to a spin-1/2 particle on QD2: The exchange inter-
action Hamiltonian simplifies because J12 = J23 = J and J12σ1 · σ2 + J23σ2 · σ3 =
J σ2 · (σ1 + σ3). We can construct eigenstates of the TQD Hamiltonian H from
Eq. (8.1) using spin-1/2 eigenstates on QD2 and singlet-triplet levels on QD1 and
QD3.
Second, in the case of large positive (negative) detuning J23 (J12) is dominant. We
can ignore the coupling of one QD. Hence, the model describes a strongly coupled
DQD and an uncoupled spin-1/2 level. The eigenstates for the Hamiltonian in
Eq. (8.1) can again be constructed from the singlet-triplet eigenstates of the DQD
and the single electron eigenstates of the uncoupled QD. Fig. 8.16 summarize all
eigenstates. The corresponding sz = −12 states can be obtained by flipping all spins.
Additional symmetries simplify the understanding of local noise. First of all,
noise on QD1 is equivalent to noise on QD3 when changing the sign of . This
property is true only because the tunnel coupling between QD1 and QD2 is identical
to the tunnel coupling between QD2 and QD3 in our analysis. Additionally, we
use |+| = |−|. Therefore, we never analyze noise on QD3. Local noise on QD2
is equivalent for positive and negative bias for the same reason. Second, for large
negative detuning it does not matter if the noise is acting on QD1 or QD2. This
result is just a consequence of the situation described earlier. For large negative
detuning, we couple QD1 and QD2 strongly, while QD3 is effectively decoupled.
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Figure 8.16: High-symmetry regimes of the TQD Hamiltonian from Eq. (8.1) in
the limits of high bias ( = ±∞) and no bias. The sz = 12 eigenstates
always describe composite systems of two-electron DQD coupled to one
spin-1/2 QD.
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8.B Descriptions of the Initial Time Evolution
In qubit experiments, one is usually interested in the time evolution of the qubit on
short time scales. The Nakajima-Zwanzig approach constructs an effective master
equation for the initial time evolution [196, 197]. The “common” master equation
describes the time evolution of the full system (with its multiqubit Hilbert space)
in a first-order differential equation. Using the Nakajima-Zwanzig approach, one
can reduce this equation to the relevant part of the Hilbert space describing just
the qubit. In general, the problem of solving this lower dimensional equation is
not easier than solving for the dynamics of the full system. We simplify this lower
dimensional equation using a few additional assumptions.
One identifies a relevant part of the Hilbert space Hrel ⊂ H, which is used to
define the qubit. A linear map P constructs from the full density matrix only the
relevant part:
ρrel (t) = Pρ (t) . (8.30)
We need only two properties for the map P to be physically meaningful. First, the
map should act on the relevant part of the density matrix like the identity operation.
One disposes the condition:
P2 = P . (8.31)
Second, an observable F on the relevant part of the Hilbert space should be described
in the same way by Pρ (t) and ρ (t). We require:
tr (FP•) = tr (F•) . (8.32)
• represents an arbitrary element of the Liouville space. Finally, for our later pur-
pose we also add a third characteristic. Initially, the qubit is decoupled from the
surroundings, which gives Pρ (0) = ρ (0). This requirement is equivalent to the
criterion to initialize the qubit into a controlled state.
With these three assumptions, we simplify:
ρ˙ (t) = Lρ (t) . (8.33)
For the upcoming analysis, L can consist of a coherent time evolution L0 (•) =
−i [H, •], and it may also include a dissipative Lindblad term LD (•) =
∑
AΥAD [A] (•).
One can exactly rewrite Eq. (8.33) for the relevant part ρrel (t) with a time-retarded
equation [196, 197]:
ρ˙rel (t) =PLPρrel (t) +
∫ t
0
dt′ PLQeQLQ(t−t′)QLPρrel (t′) . (8.34)
Eq. (8.34) is called the Nakajima-Zwanzig equation. We introduced the projector
Q = 1− P .
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To describe the initial time evolution, we divide the full Hilbert space into a
relevant part A and an irrelevant part B. L0 = LA+LB describes the time evolutions
of A and B separately. LAB connects A and B. The time evolution should be
dominated by L0, while LAB describes only a “small” term. The second-order Born
approximation keeps all the terms containing LAB up to the second order. The
Nakajima-Zwanzig equation in second-order Born approximation reads
ρ˙P (t) = (PLAP + PLABP) ρP (t) +
∫ t
0
dt′ PLABQeQ(LA+LB)Q(t−t′)QLABPρP (t′) .
(8.35)
8.B.1 Subspace Qubit
The subspace qubit needs only parts of the full Hilbertspace, i.e. one uses a map
PP made up of projectors. The relevant and irrelevant parts, called A and B in
Eq. (8.35), are subspaces of the full Hilbert space. We call them P and Q, respec-
tively. PP constructs from ρ (t) ∈ H ' Cd the relevant density matrix on subspace
P . ρP (t) is only nonzero in HP ' C2 (2 < d). PP keeps from the full density matrix
only the relevant components:
PP : ρ =
(
ρP ρ+
ρ− ρQ
)
→
(
ρP 0
0 0
)
. (8.36)
QP is implicitly defined as 1 − PP . A bra-ket notation of superoperators turns
out to be very useful to rewrite Eq. (8.35) (cf. Ref. [111] for an introduction).
We use round brackets for superstates in Liouville space. The superprojectors |i) (i|
project onto the corresponding part of the density matrix. They divide the Liouville
space into four subspaces, which we label by i, i ∈ {P,Q,+,−}. We can rewrite all
superoperators in this notation and identify projected superoperators. They describe
transitions between two of these Liouville subspaces. The superoperator LP =
|P ) LPP (P | has only components connecting superstates from P and P . LQ =
|Q) LQQ (Q| never acts on the relevant subspace. The remaining superoperator
LPQ =
∑
A,B∈{P,Q,+,−}
AB/∈{PP,QQ}
|A) LAB (B| couples the subspaces P and Q; additionally, it
has contributions to the off-diagonal terms of the density matrix.
Using this notation, one can rewrite Eq. (8.35) for the linear map PP from
Eq. (8.36). We arrive at a master equation on the relevant subspace P :
ρ˙P (t) =LPPρ
P (t) +
∫ t
0
dt′ LPQeLQQ(t−t
′)LQPρ
P (t′)
+ (LP+L+P + LP−L−P )
∫ t
0
dt′ ρP (t′) . (8.37)
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8.B.2 Subsystem Qubit
In general, one is interested not only in dividing the Hilbert space into two subsys-
tems, but also in defining a subsystem inside a subspace of the full Hilbert space:
H =
HS ⊗HB︸ ︷︷ ︸
HP
⊕HQ. (8.38)
We need this approach for the definition of the subsystem qubit (cf. Sec. 8.2.2). Here,
we first project on a four-dimensional subspace P = span
{
∆ 1
2
,∆′1
2
,∆− 1
2
,∆′− 1
2
}
.
Inside the subspace P , we identify a two-dimensional subsystem S. S is specified by
the formal quantum number l, and B is characterized by the sz-quantum number
(cf. Sec. 8.2.2).
The projection of the master equation on the subspace P works in the same
way as described in Appx. 8.B.1. We only need to use a projector P = PP on a
four-dimensional subspace. We now study the modification of the effective master
equation due to the introduction of the subsystem S in the subspace P . We start
with the master equation ρ˙ (t) = L (t) ρ (t) with a time-dependent superoperator
defined in Eq. (8.37):
L (t) = LPP + T (t) , (8.39)
with T (t) ρP (t) =
∫ t
0
dt′
LPQeLQQ(t−t′)LQP + LP+L+P + LP−L−P︸ ︷︷ ︸
Σ(t−t′)
 ρP (t′) .
(8.40)
T (t) integrates the density matrix over all past times. To describe the evolution on
the subsystem, one uses a linear map P = PS consisting of a partial trace:
PS : ρP (t)→ ρB0 trB
[
ρP (t)
]︸ ︷︷ ︸
ρS(t)
. (8.41)
The linear map PS especially fulfills the properties of Eq. (8.31) and Eq. (8.32).
It extracts the density matrix of the subsystem ρS (t) from the density matrix of
the subspace ρP (t). It should be emphasized that we exclude the entanglement
between S and B through Eq. (8.41). We fix the subsystem B to a static value
ρB0 . The effective master equation on the subsystem S can be rewritten for the
time-dependent superoperator from Eq. (8.39) [196, 197]:
d
dt
ρS (t) =PSL (t)PSρS (t) +
∫ t
0
dt′ PSL (t)QSV (t, t′)QSL (t′)PSρS (t′) , (8.42)
with
d
dt
V (t, t′) = QSL (t)V (t, t′) . (8.43)
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We extract the errors for the initial time evolution in the analysis of TQDs. For
this purpose, we can rewrite Eq. (8.42) and Eq. (8.43) for the description of short
times. We divide the Lindblad operator LPP from Eq. (8.39) into a part which acts
just on the qubit subsystem S (LS) or the irrelevant subsystem B (LB) individually.
The remaining dissipative term is then identified by the operator LSB. LSB should
be small compared to LS and LB. We get the effective master equation in second-
order Born approximation:
d
dt
ρS (t) =PS [LS + LSB + T (t)]PSρS (t)
+
∫ t
0
dt′ PSLSBe(LS+LB)(t−t′)QSLSBPSρS (t′) . (8.44)
8.C Long Time Limit of the Time Evolution
We can calculate the long time behavior of the models of Sec. 8.4 analytically because
the system equilibrates to thermal equilibrium in the DM. One needs to pay attention
that only subspaces that are connected by internal transitions equilibrate.
For the subspace qubit under the influence of phase noise (cf. Sec. 8.4.1), we can
restrict ourselves to the subspace
{
Q 1
2
,∆ 1
2
,∆′1
2
}
. In the long time limit, the density
matrix will show partial equilibration:
ρ
{
Q 1
2
,∆ 1
2
,∆′1
2
}
∞ =

e
−
EQ1/2
TK 0 0
0 e
−
E∆1/2
TK 0
0 0 e
−
E
∆′
1/2
TK
 /
∑
i∈
{
Q 1
2
,∆ 1
2
,∆′1
2
}
(
e
− Ei
TK
)
. (8.45)
The long time limit for the population of the subspace qubit can be obtained from
the leakage to Q 1
2
:
O∞ = 1− e
−
EQ1/2
TK
e
−
EQ1/2
TK + e
−
E∆1/2
TK + e
−
E
∆′
1/2
TK
. (8.46)
Since the off-diagonal elements of the density matrix vanish, it is clear that X∞ = 0.
The long time limit of the qubit’s polarization can be calculated from the difference
in the populations of ∆ 1
2
and ∆′1
2
:
Z∞ =
e
−
E∆1/2
TK − e−
E
∆′
1/2
TK
e
−
EQ1/2
TK + e
−
E∆1/2
TK + e
−
E
∆′
1/2
TK
. (8.47)
Eq. (8.46) and Eq. (8.47) are used to calculate the long time limit for the qubit
evolution in Sec. 8.4.1 (cf. Fig. 8.7).
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The subsystem qubit with local spin relaxations has a description that is slightly
more complicated. Sec. 8.4.2 analyzes the specific situation of phase noise near the
crossing points of energy levels [cf. the orange line in Fig. 8.2(b)]. We take into
account only the transitions that occur within microseconds. The time evolution is
limited to two subspaces:
ssp1 =
{
Q 1
2
,∆ 1
2
,∆′− 1
2
}
, ssp2 =
{
Q 3
2
,∆′1
2
}
. (8.48)
In both subspaces thermal equilibrium is reached. The transition rates between
these two subspaces and to the remaining states are very small. Only the l = 0 and
l = 1 states are occupied at t = 0 for a subsystem qubit (cf. Sec. 8.2.2). The initial
density matrix [cf. Eq. (8.11)],
ρ (0) =
(
P11 P10
P01 P00
)
⊗ ρsz0 , (8.49)
determines the part that is initially part of ssp1 (Ossp1), of ssp2 (Ossp2), or remains
unchanged (Ou = 1−Ossp1 −Ossp2). The initial population of ssp1 depends on the
occupations of the states ∆ 1
2
and ∆′− 1
2
. It can be described by the entries P11 and
P00 of ρ (0) from Eq. (8.49), which are itself related to the initial polarization Pz (0):
Ossp1 =
1 + Pz (0)
2
1
1 + e
− Ez
TK
+
1− Pz (0)
2
e
− Ez
TK
1 + e
− Ez
TK
. (8.50)
For ssp2 only the initial occupation of ∆′1
2
plays a role, which leads to
Ossp2 =
1− Pz (0)
2
1
1 + e
− Ez
TK
. (8.51)
The final population of the subsystem qubit is determined by all the transition rates
to the quadruplet states:
O∞ =1−OQ 1
2
−OQ 3
2
(8.52)
=1−Ossp1 e
−
EQ1/2
TK
e
−
EQ1/2
TK + e
−
E∆1/2
TK + e
−
E
∆′−1/2
TK
−Ossp2 e
−
EQ3/2
TK
e
−
EQ3/2
TK + e
−
E
∆′
1/2
TK
.
All superpositions vanish in the long time limit (X∞ = 0), and the final polarization
can be calculated from the differences in the populations of the l = 0 states and the
l = 1 states:
Z∞ =Ol=0 −Ol=1 (8.53)
=Ou +O
ssp1 e
−
E∆1/2
TK − e−
E
∆′−1/2
TK
e
−
EQ1/2
TK + e
−
E∆1/2
TK + e
−
E
∆′−1/2
TK
−Ossp2 e
−
E
∆′
1/2
TK
e
−
EQ3/2
TK + e
−
E
∆′
1/2
TK
.
Eq. (8.52) and Eq. (8.53), together with Eqs. (8.50)-(8.51), can be used to describe
the long time limit for the subsystem qubit in Sec. 8.4.2 (cf. Fig. 8.9).
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8.D Error Analysis of the Single-Qubit Time Evolution
We analyze noisy single-qubit time evolutions. The spin-based quantum compu-
tation community describes qubit evolutions by trajectories on the Bloch sphere
(cf., e.g., the recent review in Ref. [206]), but maps on density matrices are used in
quantum information theory [6].
8.D.1 Solid State Approach
In a solid-state approach, usually one uses two specific time scales to describe the
evolution on the Bloch sphere, which originally came up in the literature of NMR
[76]. First, the longitudinal relaxation time T1 describes the evolution from the
excited qubit state |1〉 to the ground state |0〉 . We call this time scale “relaxation
time” in the following. Second, the transverse relaxation time T2 (which we call
“dephasing time”) describes the relaxation of a quantum mechanical superposition
(|1〉 + |0〉) /√2 to a mixed state.
G1
P2
G2
P2
G1
P1
G1
P3
X
`
Z
`
P1 = H0,0,1L
P2 = H1,0,0L
P3 = H0,0,-1L
Figure 8.17: Transition rates that are extracted from the initial time evolution of the
qubit on the Bloch sphere at three points. The Bloch sphere parameters
are renormalized to account for leakage: P̂x,z (t) ≡ Px,z (t) /tr
(
ρrel
)
.
We describe a complex time evolution in our analysis, which includes leakage from
the computational subspace to the embedding Hilbert space. We introduce a third
time scale, which we call “leakage time” T0. Even though all parameters originally
describe the inverse rates of exponential time evolutions, we are fitting our results of
more complex dynamics to these parameters. We analyze the initial time evolution
from the points P (0) = tr [σρ (0)] on the Bloch sphere, with σ = (σx, σy, σz), and
extract the leakage rate ΓP (0)0 , the relaxation rate Γ
P (0)
1 , and the dephasing rate
Γ
P (0)
2 of the initial time evolution. We correct all the rates by a factor linear in the
time argument to account for the nonexponential behavior:
Γ
P (0)
i ≡ γP (0)i + ϕP (0)i δt, (8.54)
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with
(
γ
P (0)
i , ϕ
P (0)
i
)
∈ R. The leakage time TP (0)0 is described by the corresponding
leakage rate ΓP (0)0 =
(
T
P (0)
0
)−1
of the evolution of the relevant part of the density
matrix (cf. Appx. 8.B):
OP (0) (δt) ≈
[
1− ΓP (0)0 δt+
(
Γ
P (0)
0
)2 δt2
2
]
. (8.55)
We renormalize all Bloch sphere parameters by the trace of the relevant part of the
density matrix [P̂i (t) = Pi (t) /tr
(
ρrel (t)
)
] because leakage depopulates the qubit.
We assign the relaxation time TP (0)1 =
(
Γ
P (0)
1
)−1
to the evolution from P̂z (0) and
use the final polarization Ẑ∞:
P̂z (δt) ≈P̂z (0)
[
1− ΓP (0)1 δt+
(
Γ
P (0)
1
)2 δt2
2
]
+ Ẑ∞
[
Γ
P (0)
1 δt−
(
Γ
P (0)
1
)2 δt2
2
]
.
(8.56)
Dephasing describes the loss of phase coherence of a qubit. We especially refer to
the relaxation of quantum mechanical superpositions to a mixed state. Dephasing
on the Bloch sphere describes an evolution from a point on the surface of the Bloch
sphere to the z-axis. We extract the dephasing time TP (0)2 =
(
2Γ
P (0)
2
)−1
from the
initial time evolution:
P̂x (δt) ≈
[
1− ΓP (0)2 δt+
(
Γ
P (0)
2
)2 δt2
2
]
P̂x (0) . (8.57)
Following the discussions of Appx. 8.D.3, we can restrict the analysis to just one
plane (e.g. the x-z-plane). It is sufficient to extract the parameters ΓP (0)0 , Γ
P (0)
1 ,
and ΓP (0)2 only for three values of P (0), i.e. only at three points on the surface of
the Bloch sphere, to describe the full time evolution of the qubit (cf. Appx. 8.D.3).
From the upper and lower poles P (0) = P1(3) = (0, 0, (−) 1), we extract the leakage
and the relaxation rates to the opposite poles. These trajectories follow the z-
axis because of the properties of the DM (cf. Appx. 8.D.3). From one point of
the equator, e.g. P (0) = P2 = (1, 0, 0), we extract the leakage, relaxation, and
dephasing rates. The relaxation rate is extracted from the time evolution to the
north pole or to the south pole. Initially just one of the rates, defined in Eq. (8.56),
is positive. This positive number defines the relaxation rate ΓP21 . Fig. 8.17 sketches
all transition rates on the Bloch sphere.
8.D.2 Information Theoretical Approach
Usually, one describes the time evolution through the completely positive linear map
εδt in quantum information theory. εδt constructs from the initial density matrix
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ρ (0), the density matrix at some later time ρ (δt):
ρ (δt) = εδt [ρ (0)] . (8.58)
εδt is trace decreasing in our analysis, since we also take into account leakage to the
surrounding. Due to the special trajectory generated in our model (cf. Appx. 8.D.3),
we only need seven free parameters to completely describe the initial time evolution
of our system. Since the map εδt is linear, it is fixed by its action on the four pure
states |0〉 , |1〉 , and
∣∣∣ +(i)〉 ≡ (|1〉 + 1(i) |0〉) /√2:
 ( |1〉 〈1|) =a1 |1〉 〈1| + a2 |0〉 〈0| , (8.59)
 ( |0〉 〈0|) =a3 |1〉 〈1| + a4 |0〉 〈0| , (8.60)

(∣∣∣∣ +(i)
〉〈
+
(i)
∣∣∣∣) =a5 |1〉 〈1| + a6 |0〉 〈0| + a7 ∣∣∣∣ +(i)
〉〈
+
(i)
∣∣∣∣ . (8.61)
It is straightforward to relate the parameters a1 − a7 to the rates ΓPji that were
defined earlier [cf. Eqs. (8.55)-(8.57)]:
a1 =1−
(
ΓP10 + Γ
P1
1
)
δt+
(
ΓP10 + Γ
P1
1
)2 δt2
2
+O (δt3) , (8.62)
a2 =Γ
P1
1 δt− ΓP11
(
ΓP10 +
ΓP11
2
)
δt2 +O (δt3) , (8.63)
a3 =Γ
P3
1 δt− ΓP31
(
ΓP30 +
ΓP31
2
)
δt2 +O (δt3) , (8.64)
a4 =1−
(
ΓP30 + Γ
P3
1
)
δt+
(
ΓP30 + Γ
P3
1
)2 δt2
2
+O (δt3) , (8.65)
a5 =
ΓP21 + Γ
P1
2
2
δt−
(
ΓP20
(
ΓP21 + Γ
P2
2
)
+
(
ΓP21
)2
+
(
ΓP12
)2
2
)
δt2
2
+O (δt3) , (8.66)
a6 =
−ΓP21 + ΓP12
2
δt+
(
ΓP21 − ΓP22
)(
ΓP20 +
ΓP21 + Γ
P1
2
2
)
δt2
2
+O (δt3) , (8.67)
a7 =1−
(
ΓP20 + Γ
P2
2
)
δt+
(
ΓP20 + Γ
P2
2
)2 δt2
2
+O (δt3) . (8.68)
Various properties of interest can be calculated from the map εδt. One example
is the entanglement fidelity F = tr
[
ρRG (1⊗ εδt)
(
ρRQ
)]
. ρRQ is the maximally
entangled state of the noisy quantum system Q and the reference system R: ρRQ =∑
ij |ii〉 〈jj| /2. It describes how well the entanglement between two systems is
preserved through a noisy quantum channel εδt [81]:
F =1− [(ΓP10 + ΓP11 )+ (ΓP30 + ΓP31 )+ 2 (ΓP20 + ΓP22 )] δt4
+
[(
ΓP10 + Γ
P1
1
)2
+
(
ΓP30 + Γ
P3
1
)2
+ 2
(
ΓP20 + Γ
P2
2
)2] δt2
8
+O (δt3) . (8.69)
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8.D.3 Error Rates in Our Model
We will show that it is sufficient to use a set of seven parameters to describe the
initial time evolution. The initial evolution is a trajectory on the Bloch sphere
with full rotation symmetry around the z-axis and reflection symmetry to any plane
containing the z-axis. Consequently, we can restrict all analysis to one plane (e.g.
the x-z-plane). Additionally, the trajectory starting on the north pole or the south
pole of the Bloch sphere is strictly restricted to the z-axis.
These symmetries are justified by the analysis of the problem in the DM using
quantum jump terms [cf. Eqs. (8.13)-(8.15)]. The dissipative terms of the DM are
grouped to generate transitions between equidistant energy levels through D [Aω].
The Lindblad operator is the generator of the time evolution for the density matrix.
It maps the initial density matrix to the density matrix at some later time:
ρ (δt) = eLδtρ (0) =
(
1 + Lδt+ L2 δt
2
2
+ . . .
)
ρ (0) . (8.70)
All combinations D [Aω]D [Bµ]D [Cν ] . . . will act on the initial density matrix to
generate the density matrix at some later time. We start with a density matrix
ρ (0) =
(
O0+Z0
2
X0−iY0
2
X0+iY0
2
O0−Z0
2
)
S= 1
2
,sz=
1
2
⊕ (02)S= 1
2
,sz=− 12 ⊕ (04)S= 32 (8.71)
for the subspace qubit. Initially there is no population in
{
∆− 1
2
,∆′− 1
2
}
and in the
quadruplet subspace. We will prove (cf. below) that the action of any combination
of quantum jumps on the density matrix leads to a density matrix of this form:
Ln (ρ (0)) =
(
α1O0 + α2Z0 α3 (X0 − iY0)
α3 (X0 + iY0) α4O0 + α5Z0
)
S= 1
2
,sz=
1
2
(8.72)
⊕
(
β1O0 + β2Z0 β3 (X0 − iY0)
β3 (X0 + iY0) β4O0 + β5Z0
)
S= 1
2
,sz=− 12
⊕

γ1O0 + γ2Z0 0 0 0
0 γ3O0 + γ4Z0 0 0
0 0 γ5O0 + γ6Z0 0
0 0 0 γ7O0 + γ8Z0

S= 3
2
.
The coefficients (αi, βi, γi) are real numbers representing the action of quantum
jumps between energy levels. Eq. (8.72) shows that the projected part on the qubit
subspace will have the same ratio of the x-polarization and y-polarization as for the
initial density matrix. The trace evolution and the z-evolution depend, however,
on the initial z-polarization of the qubit. Since this finding is true for all terms of
Eq. (8.70), it is also true for ρ (δt). Given these restrictions on the generated density
matrix, the trajectory on the Bloch sphere will have the specific form described
earlier.
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We prove Eq. (8.72). All quantum jump transitions can be grouped into two sets.
First, there are transitions involving only the computational subspace. They can
represent pure relaxation (model 1 in Appx. 8.E.1) or pure dephasing (model 2 in
Appx. 8.E.2). These models generate transitions in the computational subspace via
the coupling operators A ∈
{(
β1 0
0 β2
)
,
(
0 β3
0 0
)
,
(
0 0
β4 0
)}
, with βi ∈ R.
ρ0 =
(
α1O0 + α2Z0 α3 (X0 − iY0)
α3 (X0 + iY0) α4O0 + α5Z0
)
will remain unchanged after the action of
one dissipative term D [A] (ρ0), only the constants αi are modified.
Transitions involving the remaining Hilbert space will again have two distinct
features. First, there are quantum jump terms involving just transitions between
two energy levels. One can calculate the action in a three-dimensional Hilbert space
spanned by the qubit levels and the coupled external level. An easy calculation
shows that the structure of an initial density matrix,
ρ0 =
 α1O0 + α2Z0 α3 (X0 − iY0) 0α3 (X0 + iY0) α4O0 + α5Z0 0
0 0 α6O0 + α7Z0
 , (8.73)
remains unchanged. Only the constants αi will be modified to different real numbers.
Second, there are quantum jumps involving more than three energy levels. They
can be made up of all the transitions introduced so far while acting on the sub-
spaces separately. Consequently, they also preserve the structure above. Otherwise,
they couple the computational subspace to
(
S = 1
2
, sz = −12
)
involving correlated
quantum jumps between the same l eigenstates. These transitions also preserve the
off-diagonal elements of the density matrix on the computational subspace. They
never mix diagonal and off-diagonal elements.
The same result is obtained for the subsystem qubit. All arguments remain valid
because the initial density matrix of the subsystem qubit is equivalent to Eq. (8.72):
ρ (0) =
(
O0+Z0
2
X0−iY0
2
X0+iY0
2
O0−Z0
2
)
l
⊗

1
1+e
− Ez
TK
0
0 e
− Ez
TK
1+e
− Ez
TK

sz
⊕ (04)S= 3
2
=
1
1 + e
− Ez
TK
(
O0+Z0
2
X0−iY0
2
X0+iY0
2
O0−Z0
2
)
S= 1
2
,sz=
1
2
⊕ e
− Ez
TK
1 + e
− Ez
TK
(
O0+Z0
2
X0−iY0
2
X0+iY0
2
O0−Z0
2
)
S= 1
2
,sz=− 12
⊕ (04)S= 3
2
. (8.74)
8.E Model Systems
Fig. 8.18 shows four model systems that describe the effective error rates of the
TQD qubits. Energy eigenstates are coupled through quantum jumps in the DM.
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Transitions are possible between the qubit levels |1〉 and |0〉 , and also to other
states of the embedding Hilbert space |Out〉 . The strength of the quantum jumps is
specified by the coefficients Υi ∈ R, which are determined by two constants. First of
all, there are the transition rates h (A, ω) that are extracted from experiments [for
the interaction with nuclear spins, cf. h (σiz/σix, ω) in Eq. (8.20); for the interaction
with phonons, cf. h (σix, ω) in Eq. (8.26)]. Second, we also need the matrix elements
of the transition operator between the energy eigenstates [cf. Eq. (8.17)]. In total, Υi
can be negative, and only the positive numbers Υ2i describe a rate. In the following,
we describe all the four toy models individually.
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Figure 8.18: Toy models that describe the time evolution of TQD qubits.
8.E.1 Model 1: Pure Relaxation
The model of pure relaxation describes the transitions in a two-level system through
raising and lowering operators: Υ±σ± [cf. Fig. 8.18(a)]. The master equation,
ρ˙ (t) = D [Υ+σ+] (ρ (t)) +D [Υ−σ−] (ρ (t)) (8.75)
= Υ2+D [σ+] (ρ (t)) + Υ2−D [σ−] (ρ (t)) , (8.76)
can be solved easily. Assuming Υ2− > Υ2+, we get:
ΓP1,P2,P30 = 0, Γ
P1
1 = Υ
2
− −
1
2
Υ2+Υ
2
−δt, (8.77)
ΓP21 =
(
Υ2− −Υ2+
)− 1
2
Υ2+
(
Υ2− −Υ2+
)
δt, (8.78)
ΓP13 = Υ
2
+ −
1
2
Υ2+Υ
2
−δt, Γ
P2
2 =
1
2
(
Υ2+ + Υ
2
−
)
. (8.79)
There is no leakage in this model. The relaxations from P1 and P3 are determined
by the transitions to the opposite pole. The combination of the two transition rates
gives a reduction of the overall error. At P2, we initially see relaxation to the lower
pole with a rate determined by the difference of the two transition rates.
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8.E.2 Model 2: Pure Dephasing
Pure dephasing [cf. Fig. 8.18(b)] is described in the DM by the coupling operator:
A =
(
Υ1 0
0 Υ0
)
. (8.80)
When solving the master equation ρ˙ (t) = D [A] (ρ (t)), we extract the following
transition rates:
ΓP1,P2,P30 = 0, Γ
P1,P2,P3
1 = 0, Γ
P2
2 =
1
2
(Υ1 −Υ0)2 . (8.81)
The coupling operator from Eq. (8.80) generates neither relaxation nor leakage. A
describes fluctuating energy levels, which leads to pure phase noise.
8.E.3 Model 3: Two State Leakage
In our calculations, we need to describe leakage of the qubit states to one state of
the embedding Hilbert space [cf. Fig. 8.18(c)]. When solving the master equation,
ρ˙ (t) =D [Υ1+σ1→Out+ ] (ρ (t)) +D [Υ1−σ1→Out− ] (ρ (t)) (8.82)
+D [Υ0+σ0→Out+ ] (ρ (t)) +D [Υ0−σ0→Out− ] (ρ (t)) ,
we extract the error rates (assuming Υ21+ > Υ20+):
ΓP10 =Υ
2
1+ −Υ21+
(
Υ21− + Υ
2
0−
) δt
2
, (8.83)
ΓP20 =
Υ21+ + Υ
2
0+
2
−
(
Υ21+ −Υ20+
)2
+ 2
(
Υ21+ + Υ
2
0+
) (
Υ21− + Υ
2
0−
)
8
δt, (8.84)
ΓP30 =Υ
2
0+ −Υ20+
(
Υ21− + Υ
2
0−
) δt
2
, ΓP11 = Υ
2
1+Υ
2
0−
δt
2
, (8.85)
ΓP21 =
Υ21+ −Υ20+
2
+
(
Υ21+ −Υ20+
)2 − 2 (Υ21+ + Υ20+) (Υ21− −Υ20−)
8
δt, (8.86)
ΓP31 =Υ
2
0+Υ
2
1−
δt
2
, ΓP22 =
(
Υ21+ −Υ20+
)2
+ 2
(
Υ21+ + Υ
2
0+
) (
Υ21− + Υ
2
0−
)
8
δt. (8.87)
We consider two special cases of this model. First, only the transition rates from
the qubit levels to the surroundings are significant for the subspace qubit. We set
Υ1+ = Υ1, Υ0+ = Υ2, and Υ1− = Υ0− = 0 to obtain:
ΓP10 =Υ
2
1, Γ
P2
0 =
Υ21 + Υ
2
2
2
− (Υ
2
1 −Υ22)2
8
δt, ΓP30 = Υ
2
2, (8.88)
ΓP11 =0, Γ
P2
1 =
Υ21 −Υ22
2
+
(Υ21 + Υ
2
2)
2
8
δt, ΓP31 = 0, Γ
P2
2 =
(Υ21 −Υ22)2
8
. (8.89)
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Here, for the north pole and the south pole (P1 and P3) no relaxations are generated
and only leakage occurs.
Second, we describe for the subsystem qubit the transition of one qubit level to
the surrounding. For Υ0+ = Υ+ and Υ0− = Υ−, with Υ1+ = Υ1− = 0, we get
ΓP10 =0, Γ
P2
0 =
Υ2+
2
− Υ
2
+
8
(
Υ2+ + 2Υ
2
−
)
δt, ΓP30 = Υ
2
+ −
1
2
Υ2+Υ
2
−δt, (8.90)
ΓP11 =0, Γ
P2
1 =
Υ2+
2
+
Υ2+
8
(
Υ2+ − 2Υ2−
)
δt, ΓP31 = 0, Γ
P2
2 =
Υ2+
8
(
Υ2+ + 2Υ
2
−
)
δt.
(8.91)
Leakage and relaxation are absent at P1. On the south pole P3, we observe pure
leakage.
8.E.4 Model 4: Internal Transitions of the Subsystem Qubit
We extract error rates at the crossing of two energy levels for the subsystem qubit.
We can solve the Davies master equation ρ˙ (t) = D [A] (ρ (t)) for the toy model of
Fig. 8.18(d). For Υ210 > e
− Ez
TK Υ201, we get the errors:
ΓP1,P2,P30 =0, (8.92)
ΓP11 =
Υ210
1 + e
− Ez
TK
− Υ
2
10
1 + e
− Ez
TK
(
e
− Ez
TK
1 + e
− Ez
TK
Υ210 + Υ
2
01
)
δt
2
, (8.93)
ΓP21 =
Υ210 − e−
Ez
TK Υ201
1 + e
− Ez
TK
+
(
Υ210 − e−
Ez
TK Υ201
1 + e
− Ez
TK
)(
e
− Ez
TK (Υ210 + Υ
2
01)
1 + e
− Ez
TK
+ Υ201
)
δt
2
,
(8.94)
ΓP31 =
e
− Ez
TK
1 + e
− Ez
TK
Υ201 −
e
− Ez
TK
1 + e
− Ez
TK
Υ201
(
Υ210 +
e
− Ez
TK
1 + e
− Ez
TK
Υ201
)
δt
2
, (8.95)
ΓP22 =
Υ210 + e
− Ez
TK Υ201
2
(
1 + e
− Ez
TK
) − e− EzTK(
1 + e
− Ez
TK
)2 (Υ210 −Υ201)2 δt8 . (8.96)
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CHAPTER 9
Two-Qubit Pulse Gate for the
Three-Electron Double Quantum Dot
Qubit
The three-electron configuration of gate-defined double
quantum dots encodes a promising qubit for quantum in-
formation processing. We propose a two-qubit entangling
gate using a pulse-gated manipulation procedure. The
requirements for high-fidelity entangling operations are
equivalent to the requirements for the pulse-gated single-
qubit manipulations that were successfully implemented
for Si QDs. Our two-qubit gate completes the universal set
of all-pulse-gated operations for the three-electron double-
dot qubit and paves the way for a scalable setup to achieve
quantum computation.
After the preliminary version of the thesis was handed in, the results of this
chapter were submitted for publication to Physical Review B.
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9.1 Introduction
The name hybrid qubit (HQ) was coined for the encoded qubit in a three-electron
configuration on a gate-defined double quantum dot (DQD) [72, 73].1 The HQ is a
spin qubit in its idle configuration, but it is a charge qubit during the manipulation
procedure. Recently, impressive progress was made for the single-qubit control of a
HQ in Si [74, 75]. It was argued that single-qubit gates were implemented, whose
fidelities exceed 85 % for X-rotations and 94 % for Z-rotations [75]. These manip-
ulations rely on the transfer of one electron between quantum dots (QDs) [73–75].
Subnanosecond gate pulses were successfully applied to transfer the third electron
between singly occupied QDs. A two-qubit entangling gate for HQs was suggested
theoretically that uses electrostatic couplings [73]. If the charge configuration of
one HQ is changed, then Coulomb interactions modify the electric field at the posi-
tion of the other HQ. Note the equivalent construction for a controlled phase gate
(CPHASE) for singlet-triplet qubits in two-electron DQDs [31].
Using Coulomb interactions for entangling operations can be critical. Even though
electrostatic couplings are long-ranged, they are generally weak and they are strongly
disturbed by charge noise [64]. We propose an alternative two-qubit gate. Two HQs
brought into close proximity enable the transfer of electrons. We construct a two-
qubit gate that works similar to the pulse-gated single-qubit manipulations. Our
approach requires fast control of the charge configurations on the four QDs through
subnanosecond pulse times at gates close to the QDs. A two-qubit manipulation
scheme of the same principle as for the single-qubit gates is highly promising because
single-qubit pulse gates have been implemented with great success [74, 75].
The central requirement of the entangling operation is the tuning of one two-qubit
state (here |0L0R〉) to a degeneracy point with one leakage state |E〉 . |0L0R〉 picks
up a nontrivial phase, while all other two-qubit states evolve trivially. Note that a
similar construction for an entangling operation [207] has been implemented with
impressive fidelities [208–210] for superconducting qubits. The couplings to other
leakage states must be avoided during the operation. We propose a two-step proce-
dure. First, we tune |1L1R〉 and |0L1R〉 away from the initial charge configuration
to protect these states from leakage. |1L0R〉 and |0L0R〉 remain unchanged at the
same time. We have then reached the readout regime of the second HQ. The second
part of the tuning procedure corrects the passage of |1L0R〉 through the anticrossing
with |E〉 , at a point where |1L0R〉 is degenerate with the leakage state |L〉 . We call
this anticrossing degenerate Landau-Zener crossing (DLZC) because it is described
by a generalization of the Landau-Zener model [211, 212].
We focus on pulse-gated entangling operations for HQs in gate-defined Si QDs.
Even though our entangling operation is not specifically related to the material and
the qubit design, gate-defined Si QDs are the first candidate where our two-qubit
pulse gate might be implemented because Si QDs were used for single-qubit pulse
gates [74, 75]. We discuss therefore specifically the noise sources that are dominant
1This qubit is called the Madison qubit in the remaining part of the thesis.
144
9.2 Setup
for experiments involving gate-defined Si QDs. The proposed two-qubit pulse gates
can be directly implemented with the existing methods of the single-qubit pulse
gates. It will turn out that high-fidelity two-qubit entangling operations require low
charge noise.
The organization of this chapter is as follows. Sec. 9.2 introduces the model to
describe a pair of three-electron DQDs. Sec. 9.3 constructs the two-qubit gate.
Sec. 9.4 discusses the noise properties of the entangling operation, and Sec. 9.5
summarizes all the results.
9.2 Setup
We consider an array of four QDs, which are labeled by QD1-QD4 [cf. Fig. 9.1].
One qubit is encoded using a three-electron configuration on two QDs. QD1 and
QD2 encode HQL, and QD3 and QD4 encode HQR. We describe the system by
a Hubbard model, which includes two orbital states at each QD. The transfer of
electrons between neighboring QDs is possible but weak, unless the system is biased
using electric gates. A large global magnetic field is applied, which separates states
of different sz energetically. The S = 12 , sz =
1
2
spin subspace of three electrons
encodes a qubit [65].
The single-qubit states for HQL are |1L〉 =
√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉 and |0L〉 =
|↑ S〉 . The first entry in the state notation labels electrons at QD1, and the second
entry labels electrons at QD2. QD1 is singly occupied, but two electrons are paired
at QD2. |S〉 = c†i↑c†i↓ |0〉 is the two-electron singlet state at QDi, |T+〉 = c†i↑c†i↑ |0〉 ,
|T0〉 = 1√2
(
c†i↑c
†
i↓ + c
†
i↓c
†
i↑
)
|0〉 , and |T−〉 = c†i↓c†i↓ |0〉 are triplet states at QDi. c
(†)
iσ is
the (creation) annihilation operator of one electron in state |i〉 of QDi with spin σ,
|i〉 and ∣∣i〉 are the ground state and the first excited state at QDi,2 and |0〉 is the
vacuum state. Similar considerations hold for HQR, where QD3 is singly occupied
and QD4 is filled with two electrons. We assume that a two-electron triplet at QD1
or at QD3 is strongly unfavored compared to a two-electron triplet at QD2 or at
QD4. These conditions were fulfilled for the HQs in Ref. [74] and Ref. [75].
We assign the energy E0 = 0 to |0L0R〉 in (1, 2, 1, 2). |1L0R〉 , |0L1R〉 , and |1L1R〉
are higher in energy by ΩL, ΩR, and ΩL + ΩR. The excited states |1L〉 and |1R〉
involve a triplet on a doubly occupied QD that is higher in energy than the singlet
configurations of |0L〉 and |0R〉 . Single-qubit gates are not the focus of this work,
but we briefly review: all single-qubit gates are applicable through evolutions under
2 Note that
∣∣ i〉 can be an orbital excited state or a valley excited state in Si. |2〉 and ∣∣2〉
determine the energy difference between |0L〉 and |1L〉 . Our two-qubit gate relies on a larger
singlet-triplet energy difference for the two-electron configuration at QD1 compared to QD2.
Equivalent discussions hold for HQR. In contrast, GaAs QDs lack valley excited states; one
can realize the same entangling gate using one large QD and one small QD. Then, the energy
difference between the two-electron singlet and the two-electron triplet depends on the confining
strength of the wave functions.
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σLx , σLz , σRx , and σRz . σx = |1〉 〈0| + |0〉 〈1| and σz = |1〉 〈1| − |0〉 〈0| are the Pauli
operators on the corresponding qubit subspace. They are applied by transferring
one electron from QD2 to QD1 for HQL (and QD4 to QD3 for HQR). Depending on
the pulse profile, pure phase evolutions (described by the operators σLz and σRz ) or
spin flips (described by the operators σLx and σRx ) are created [73–75].
Figure 9.1: Array of QDs that is used to define and couple HQs. The four red QDs
encode two HQs; we call them HQL and HQR. Black dots represent
electrons. We label the charge configurations by the electron numbers(
nQD1 , nQD2 , nQD3 , nQD4
)
. (1, 2, 1, 2) is the idle configuration. Applying
voltages to gates close to the QDs provides universal single-qubit control
and realizes a CPHASE gate by the transfer of single electrons between
the QDs. We describe the manipulation protocols in the text. The
encoding scheme can be scaled up trivially, as shown by the blue QDs.
9.3 Two-Qubit Pulse Gate
Two-qubit operations are constructed using the transfer of electrons between neigh-
boring QDs. We describe the charge transfer between (1, 2, 1, 2) and (1, 2, 2, 1) by
H34 = τ1
∑
σ∈{↑,↓}
(
c†3σc4σ + H.c.
)
+ τ2
∑
σ∈{↑,↓}
(
c†3σc4σ + H.c.
)
, where τ1, τ2 are
tunnel couplings between states from neighboring QDs, and H.c. labels the Her-
mitian conjugate of the preceding term. 43 = eV4 − eV3 describes the transfer
of electrons through applied voltages at gates close to QD3 and QD4. Lowering
the potential at QD3 compared to QD4 favors (1, 2, 2, 1) (43 > 0), but (1, 2, 1, 2)
is favored for the opposite case (43 < 0). (1, 2, 1, 2) and (1, 2, 2, 1) have identi-
cal energies at 43 = ∆43 > ΩL,ΩR. Similar considerations hold for the manip-
ulation between (1, 2, 1, 2) and (1, 1, 2, 2), which is described by 23 = eV2 − eV3
and H23 = τ3
∑
σ∈{↑,↓}
(
c†2σc3σ + H.c.
)
+ τ4
∑
σ∈{↑,↓}
(
c†
2σ
c3σ + H.c.
)
. (1, 2, 1, 2) and
(1, 1, 2, 2) have identical energies at 23 = ∆23 > ΩL,ΩR.
We construct an entangling operation in a two-step manipulation procedure, which
is shown in Fig. 9.2. In the first step, we tune 43 and pulse from (1, 2, 1, 2) towards
(1, 2, 2, 1). Only |1R〉 is transferred to |B〉 = |(S ↑)R〉 because |1R〉 is unfavored
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Figure 9.2: Energy diagram of two coupled HQs with sz = 1 in (1, 2, 1, 2), (1, 2, 2, 1),
and (1, 1, 2, 2). The red and the orange lines describe the computational
basis, and the black lines are leakage states. (1, 2, 1, 2) is favored with-
out external bias. (a) shows the pulsing towards (1, 2, 2, 1), which is
modeled through 43 = eV4 − eV3 describing the potentials at QD3 and
QD4. The states |1L1R〉 and |1LB〉 as well as |0L1R〉 and |0LB〉 are
swapped at 43 = ∆43 − ΩR. Two of the four state combinations from
the computational basis remain in (1, 2, 1, 2) at 43 = ∗43. (b) shows
the second step of the manipulation. 23 = eV2 − eV3 models the po-
tentials at QD2 and QD3. As a consequence, only |1L0R〉 and |0L0R〉
can be tuned to (1, 2, 2, 1), but |1LB〉 and |0LB〉 are blocked. The non-
trivial part of the entangling gate is a pi-phase evolution of |0L0R〉 at
23 = ∆23. |1L0R〉 is degenerate with |L〉 and passes through a DLZC at
23 = ∆23 − ΩL. Leakage from the computational subspace is prevented
by the pulse cycle that involves waiting times at 23 = ∆23 − ΩL and at
23 = 
∗
23 (cf. description in the text). The setup is brought back to the
initial configuration in the end, by first changing 23 and then changing
43. Perfect state crossings are marked where transitions are forbidden
from spin-selection rules (blue) or from charge-selection rules (purple).
The waiting times t1, t2, tw, and tpi are given in the main text.
energetically compared to |0R〉 , which remains in (1, 2). The tuning uses a rapid
pulse to 43 = ∆43 − ΩR. H34 couples |1R〉 and |B〉 by
√
3
2
τ2. The occupations
of |1R〉 and |B〉 swap after the waiting time t1 = h2√6τ2 . Afterwards, we pulse to
43 = 
∗
43, which is far away from all anticrossings. |B〉 and |0R〉 have the energy
difference Ω∗R at 43 = ∗43. Note that 43 = ∗43 is in the readout regime of HQR:
|1R〉 is in (2, 1), but |0R〉 is in (1, 2).
In the second step, gate pulses modify 23 at fixed 43 = ∗43. The charge configu-
ration is pulsed towards (1, 1, 2, 2). States in (1, 2, 2, 1) remain unchanged because
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they need the transfer of two electrons to reach (1, 1, 2, 2). We introduce the states:
|L〉 =
[√1
6
|↑ T0 ↑〉 −
√
3
2
|↑ T+ ↓〉 + 1
2
√
3
|↓ T+ ↑〉
]
⊗ |S〉 , (9.1)
|β〉 =1
2
[√
2 |↑ T0 ↑〉 + |↑ T+ ↓〉 + |↓ T+ ↑〉
]
⊗ |S〉 . (9.2)
|E〉 = |↑↑ SS〉 is the ground state in (1, 1, 2, 2) with sz = 1. H23 couples |0L0R〉 ,
|1L0R〉 , |L〉 , and |E〉 , while |β〉 is decoupled. When approaching (1, 1, 2, 2), first
the anticrossing of |1L0R〉 , |L〉 , and |E〉 is reached at 23 = ∆23 − ΩL:
H23 (23) ≈
 ΩL 0
τ4√
6
0 ΩL −2τ4√3
τ4√
6
−2τ4√
3
∆23 − 23
 . (9.3)
|0L0R〉 hybridizes with |E〉 only at 23 = ∆23. |E〉 has lower energy than |1L0R〉
at 23 = ∗23, but |0L0R〉 is still the ground state.
The passage through the anticrossing at 23 = ∆23−ΩL is critical for the construc-
tion of the entangling operation. H23 describes within the subspace {|1L0R〉 , |L〉 , |E〉}
a DLZC [cf. Eq. (9.3)]. A basis transformation partially diagonalizes Eq. (9.3):
|T1〉 = 13 |1L0R〉−2
√
2
3
|L〉 and |E〉 have the overlap√2/3τ4, but |T2〉 = 2√23 |1L0R〉+
1
3
|L〉 is decoupled. |T1〉 and |E〉 swap at 23 = ∆23 − ΩL after t2 = h2√6τ4 . We in-
troduce the waiting time tw at 23 = ∗23, where |E〉 has the energy ΩL/2. tw must
compensate after the full cycle the relative phase evolution between |T1〉 and |T2〉 ;
as a consequence, |1L0R〉 does not leak to |L〉 . Simple mathematics shows that this
is the case for tw = h
(
2n
ΩL
− 1
τ3
)
> 0 with n ∈ N.
The time evolution at 23 = ∆23 constructs the central part of the entangling
gate. H23 couples |0L0R〉 and |E〉 by τ3. The states on the subspace {|0L0R〉 , |E〉}
pick up a pi-phase factor after the waiting time tpi = h2τ3 : e
−ipiσx = −1. All other
states of the computational basis evolve trivially with the energies ΩL, Ω∗R, and
ΩL + Ω
∗
R. Finally the setup is tuned back to the initial configuration with swaps at
23 = ∆23−ΩL and 43 = ∆43−ΩR generated after the waiting times t2 = h2√6τ4 and
t1 =
h
2
√
6τ2
.
In total, the described pulse cycle realizes a CPHASE gate in the basis |1L1R〉 ,
|1L0R〉 , |0L1R〉 , and |0L0R〉 when permitting additional single-qubit phase gates:
U43=∆43−ΩR (t1)U23=∆23−ΩL (t2)U23=∆23 (tpi) (9.4)
× U23=∗23 (tw)U23=∆23−ΩL (t2)U43=∆43−ΩR (t1)
= e
ipi(p1+p2)
2
+1Z
− p1
4
L Z
− p2
4
R CPHASE,
with Zφi = e−i2piσ
i
zφ, p1 = Ω∗R
(
1
τ3
− 2
√
2/3
τ4
− 4n
ΩL
)
, and p2 = ΩL
(
1
τ3
− 2
√
2/3
τ4
)
. U (t)
describes the time evolution at  for the waiting time t. We have constructed a
phase shift on HQR conditioned on the state of HQL.
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9.4 Gate Performance and Noise Properties
In general, two-qubit pulse gates are fast. The only time consuming parts of the
entangling gate are the waiting times at 43 = ∆43 − ΩR, 23 = ∆23 − ΩL, 23 = ∗23,
and 23 = ∆23. The overall gate time is on the order of O
(
h
τ2
, h
τ3
, h
τ4
)
. It was
shown that tunnel couplings between QDs of a DQD in Si reach 3 µeV [39, 56].
Two DQDs might be some distance apart from each other; nevertheless, µeV tunnel
couplings seem possible. An entangling gate will take only few nanoseconds but
requires subnanosecond pulses.
The setup provides a rich variety of leakage states. Appx. 9.B introduces an
extended state basis in sz = 1. We consider the charge configurations (1, 2, 1, 2),
(1, 2, 2, 1), and (1, 1, 2, 2), but we neglect doubly occupied triplets at QD1 and QD3.
We assumed in the gate construction that the tunnel couplings are only relevant
around state degeneracies, which is justified for vanishing τi, i = 1, . . . , 4, compared
to ΩL and ΩR. In reality, τi are small compared to ΩL and ΩR, but they are
not negligible. As a consequence, modifications from the anticrossings partially lift
the neighboring state crossings (cf. the blue and purple circles in Fig. 9.2) and
modify the energy levels and anticrossings. Fig. 9.3 shows that high-fidelity gates
having only small leakage are possible, when the waiting times and the waiting
positions introduced earlier are adjusted numerically. Small leakage errors and minor
deviations from a CPHASE gate are reached for τi/ΩL,R < 5%, i = 1, . . . , 4. We
use Ω/h = ΩL/h = ΩR/h = 15 GHz and τ/h = τi/h = 0.5 GHz, i = 1, . . . , 4 in the
following noise analysis (cf. Ref. [28] for a similar noise discussion).
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Figure 9.3: Numerically optimized gate sequences according to Eq. (9.4) for Ω =
ΩL = ΩR and τ = τi, i = 1, . . . , 4. We minimize numerically the devia-
tions of the Makhlin invariants [118] from G1 = 0 and G2 = 1 and the
leakage errors PLeak by adjusting the waiting times and waiting positions.
PLeak = |UPQ|2 is the transition probability from the computational sub-
space P to the leakage subspace Q. The points describe single numerical
results; the solid lines are a polynomial fit. Note that small τ/Ω permit
better gates.
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9.4.1 Charge Noise
Charge traps of the heterostructure introduce low-frequency electric field fluctua-
tions [34, 93]. Their influence is weak for spin qubits, but it increases for charge
qubits [27, 94]. Consequently, HQs are protected from charge noise only in the idle
configuration. We model charge noise by an energy fluctuation between different
charge configurations. We introduce no fluctuations during one gate simulation,
but use modifications between successive runs. The fluctuations follow a Gaussian
probability distribution of rms δ. Note that we simulate the numerically optimized
gate sequence of Eq. (9.4).
Fig. 9.4 shows the gate fidelity F , which is defined in Appx. 9.A, while δ is
varied. F decreases rapidly with δ. A Gaussian decay is seen for small δ. The
decay constant shows that τ is the relevant energy scale of the entangling gate.
The coherence is lost if δ increases beyond τ because a typical gate misses the
anticrossings of Fig. 9.2. Noisy gate sequences keep only the diagonal entries of the
density matrix, but they remove all off-diagonal entries leading to F = 0.25.
Charge noise was measured in GaAs QDs to cause energy fluctuations of the
magnitude 1 µeV [34] (1 µeV/h ≈ 0.2 GHz). For high-fidelity pulse-gated entangling
operations, δ must be smaller than τ that reaches typically a few µeV in Si HQs.
9.4.2 Hyperfine Interactions
Nuclear spins couple to HQs, and they cause low-frequency magnetic field fluctua-
tions [31, 52]. The applied magnetic fields [Ez/h > 3 GHz (> 100 mT)] are larger
than the uncertainty in the magnetic field from the nuclear spins in typical QD ex-
periments in Si [δEz/h < 3 MHz (< 100 µT)], and we restrict the error analysis to
the total sz = 1 subspace. We simulate the numerically optimized pulse sequence of
Eq. (9.4) under magnetic field fluctuations. The variations of the magnetic fields at
every QD are determined by a Gaussian probability distribution with the rms δEz
(in energy units).
Fig. 9.4 shows that F decreases rapidly with δEz. Again, a Gaussian decay is
observed with a decay constant determined by τ for small δEz. The influence of
hyperfine interactions differs from charge noise. Local magnetic fields lift the state
crossings that are protected by the spin-selection rules (cf. blue markings in Fig. 9.2).
Not only is the coherence lost for large δEz, but leakage further suppresses F . We
can approximate the limit of large δEz with F = 9/64. All off-diagonal entries of
the density matrix are removed. Additionally, some states are mixed with leakage
states. |1L1R〉 goes to a mixed state with three other states; |1L0R〉 and |0L1R〉
mix with one other state each.
Si is a popular QD material because the number of finite-spin nuclei is small
[168]. Nevertheless, noise from nuclear spins was identified to be dominant in the
first spin qubit manipulations of gate-defined Si QDs [39]. δEz/h = 7.5 · 10−4 GHz
in natural Si (cf. Ref. [87]) is sufficient for nearly perfect two-qubit pulse gates. The
fluctuations of the nuclear spins decrease further for isotopically purified Si instead
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of natural Si.
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Figure 9.4: Fidelity analysis for numerically optimized CPHASE gates under charge
noise (black) and nuclear spin noise (red) at ΩL/h = ΩR/h = 15 GHz
and τ/h = τi/h = 0.5 GHz, i = 1, . . . , 4. Energy fluctuations δ between
different charge configurations model charge noise. Nuclear spins cause
local, low-frequency magnetic field fluctuations of the energy δEz. We
describe both noise sources by a classical probability distribution with
the rms δ (for charge noise) and δEz (for nuclear spin noise). The
fidelity F is extracted from 1000 gate simulations according to Eq. (9.4).
Increasing uncertainties suppress F strongly till F saturate at 0.25 (for
charge noise) and 9/64 (for nuclear spin noise) (cf. the vertical lines).
The initial decay of F is described by a Gaussian decay law (cf. the
dotted lines).
9.5 Conclusion
We have constructed a two-qubit pulse gate for the HQ - an encoded qubit in a
three-electron configuration on a gate-defined DQD. Applying fast voltage pulses at
gates close to the QDs enables the transfer of single electrons between QDs. We
tune the setup to the anticrossing of |0L0R〉 with the leakage state |E〉 . |0L0R〉
picks up a nontrivial phase without leaking to |E〉 , while all other two-qubit states
accumulate trivial phases. The main challenge of the entangling gate is to avoid
leakage to other states. We use a two-step procedure. (1) we pulse the right HQ
to the readout configuration. Here, |1R〉 goes to (2, 1), but |0R〉 stays in (1, 2). (2)
|0L1R〉 passes through a DLZC during the pulse cycle. The pulse profile is adjusted
to avoid leakage after the full pulse cycle. Note that an adiabatic manipulation
protocol can substitute the pulse-gated manipulation3.
3 All energy levels follow the lowest energy states for adiabatic manipulation protocols. The
nontrivial part of the entangling gate is also obtained at the degeneracy of |0L0R〉 with |E〉 .
The pulse shape must compensate for the pulsing through the DLZC of {|1L0R〉 , |L〉 , |E〉}.
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Cross-couplings between anticrossings, charge noise, and nuclear spin noise intro-
duce errors for our pulse-gated two-qubit operation. Cross-couplings of anticrossings
are problematic as they open state crossings. Also these mechanism slightly influ-
ence the energy levels and the sizes of the anticrossings. Reasonably small values of
τ/Ω . 5% still permit excellent gates through pulse shaping. Charge noise is prob-
lematic because the gate tunes the HQs between different charge configurations.
Current QD experiments suggest that charge noise is critical for our pulse-gated
entangling operation. Nuclear spins are unimportant for the pulse-gated entangling
operation of HQs in natural Si and, even more, for isotopically purified Si. We are
hopeful that material improvements and advances in fabrication techniques for Si
QDs still allow an experimental realization of this gate in the near future.
Pulse gates provide universal control of HQs through single-qubit operations,
which have been implemented experimentally [74, 75], and our two-qubit entan-
gling gate. Because this setup can be scaled up trivially (cf. Fig. 9.1), further
experimental progress should be stimulated to realize all-pulse-gated manipulations
of HQs.
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9.A Fidelity Description of Noisy Gates
We describe a noisy operation U ξn with a parameter ξ that modifies the gate between
different runs of the experiment and obeys a classical probability distribution f (ξ).
The entanglement fidelity is a measure for the gate performance [6, 81]:
F (ξ) = tr
{
ρRS1R ⊗
[
U−1i U
ξ
n
]
S
ρRS1R ⊗
[
(U ξn)
−1Ui
]
S
}
. (9.5)
Ui describes the ideal time evolution. The state space is doubled to two identical
Hilbert spaces R and S. ρRS = |ψ〉 〈ψ| is a maximally entangled state on the
larger Hilbert space, e.g. |ψ〉 = (|0000〉 + |0110〉 + |1001〉 + |1111〉) /2. The gate
fidelity F is calculated by averaging Eq. (9.5) over many instances of U ξn, giving
F =
∫
dξ f (ξ)F (ξ). F = 1 for perfect gates. This definition captures also leakage
errors.
9.B Extended Basis
Tab. 9.1 provides an extended state basis in sz = 1 for the description of two HQs
in (1, 2, 1, 2), (1, 2, 2, 1), and (1, 1, 2, 2). We neglect states with a doubly occupied
triplet at QD1 or QD3. |1L1R〉 , |1L0R〉 , |0L1R〉 , and |0L0R〉 are the computational
basis of two HQs. The states |L〉 , |1LB〉 , and |0LB〉 are partially filled during
the manipulation procedure. All other states are leakage states that are ideally
unfilled during the manipulation. The states describe the spin configurations at
QDi, i = 1, . . . , 4 of the array of four QDs, and they are grouped into subspaces of
equal energy.
It is straight forward to prove that the 23 states in Tab. 9.1 are a complete set
to describe the six-electron spin problem of two HQs. Note that the discussion is
restricted to total sz = 1. One needs two additional spin-↑ electrons compared to the
spin-↓ electrons in the (1, 2, 1, 2) configuration, giving in total
(
6
4
)
= 15 choices.
In the (1, 2, 2, 1) and (1, 1, 2, 2) configurations, the electrons at QD2 and at QD4 are
always paired to a singlet (because it is strongly unfavored to reach a triplet at these
QDs), giving
(
4
3
)
= 4 choices to reach sz = 1.
153
9 Two-Qubit Pulse Gate for the Three-Electron Double Quantum Dot Qubit
state energy
—
—
—
—
—
—
—
—
—
—
—
–
(1
,2
,1
,2
)
—
—
—
—
—
—
—
—
—
—
—
– |1L1R〉 =
[√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
] [√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
] 
ΩL + ΩR
|α1〉 =
[√
1
3
|↓ T+〉 +
√
2
3
|↑ T0〉
] [√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
]
|α2〉 =
[√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
] [√
1
3
|↓ T+〉 +
√
2
3
|↑ T0〉
]
|α3〉 =
[√
1
3
|↓ T+〉 +
√
2
3
|↑ T0〉
] [√
1
3
|↓ T+〉 +
√
2
3
|↑ T0〉
]
|α4〉 = |↑ T− ↑ T+〉
|α5〉 = |↑ T+ ↑ T−〉
|α6〉 = |↑ T+ ↓ T0〉
|α7〉 = |↓ T0 ↑ T+〉
|1L0R〉 =
[√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
]
|↑ S〉 ΩL|L〉 =
[√
1
6
|↑ T0 ↑〉 −
√
3
2
|↑ T+ ↓〉 + 12√3 |↓ T+ ↑〉
]
|S〉
|β〉 =
[
1
2
|↑ T+ ↓〉 + 12 |↓ T+ ↑〉 +
√
1
2
|↑ T0 ↑〉
]
|S〉
|0L1R〉 = |↑ S〉
[√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
] ΩR|γ1〉 = |↑ S〉 [√13 |↓ T+〉 +√23 |↑ T0〉]
|γ2〉 = |↓ S ↑ T+〉
|0L0R〉 = |↑ S ↑ S〉 0
—
(1
,2
,2
,1
)
— |1LB〉 =
[√
2
3
|↓ T+〉 −
√
1
3
|↑ T0〉
]
|S ↑〉 ∆43 + ΩL|δ1〉 = [√13 |↓ T+〉 +√23 |↑ T0〉] |S ↑〉
|δ2〉 = |↑ T+S ↓〉
|0LB〉 = |↑ SS ↑〉 ∆43
–
(1
,1
,2
,2
)
– |µ1〉 = |↑↑ ST0〉
∆23 + ΩR|µ2〉 = |↑↓ ST+〉|µ3〉 = |↓↑ ST+〉
|E〉 = |↑↑ SS〉 ∆23
Table 9.1: Extended state basis with the total spin quantum number sz = 1 for
the setup of six electrons distributed over four QDs. Each entry of the
states describes a spin configuration at one of the QDs with the nota-
tion |QD1,QD2,QD3,QD4〉 . We include all relevant states for the elec-
tron configurations
(
nQD1 , nQD2 , nQD3 , nQD4
)
= (1, 2, 1, 2), (1, 2, 2, 1), and
(1, 1, 2, 2). Further details are given in the text.
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CHAPTER 10
Summary and Outlook
“The journey to this destination [quantum computation] will lead
to many new scientific and technological developments with myriad
potential societal and economic benefits. (...) The journey ahead
will be challenging but it is one that will lead to unprecedented ad-
vances in both fundamental scientific understanding and practical
new technologies.” (R. Hughes, 2004 [213])
10.1 Summary
Quantum dot (QD) spin qubits are promising candidates to realize a quantum com-
puter because they can fulfill all the five requirements for quantum computation
of Sec. 1.2. Typical realizations are QDs in GaAs and Silicon heterostructures.
Ref. [18] should be highlighted in which the spin qubit quantum computer has been
proposed for the first time. An electron is a spin-1
2
particle, which is described by a
two-level quantum system. Therefore, electron spin is a natural candidate to encode
a qubit. The spin is well protected from electric noise in semiconductors with weak
spin-orbit interactions, but magnetic interactions dephase QD spin qubits. Today,
finite-spin nuclei cause the dominant noise channel for spin qubits. These nuclei
have small magnetic moments, but they collectively create macroscopic magnetic
field fluctuations at a QD. The central proposal of Ref. [18] is a two-qubit gate for
QD spin qubits that uses the exchange interaction between neighboring QD elec-
trons. The electron transfer between two singly occupied QDs is allowed in a setup
of two QDs in close proximity, but only the singlet configuration of the electrons
permits this transfer for small detunings between the QDs.
Especially two-qubit exchange gates between single-spin qubits have been ex-
tremely successful [37]. In contrast, the manipulations of single electron spins still
remain very challenging. Therefore, it is appealing to encode spin qubits in more
than one QD to realize qubits that have single-qubit exchange gates. The simplest
example is the singlet-triplet qubit (STQ) that is encoded using a two-electron dou-
ble quantum dot (DQD) [50]. The control over the exchange interaction is sufficient
to realize full single-qubit control for experiments at large global magnetic fields
with a small magnetic field gradient across the DQD. Excellent single-qubit gates
for STQs have been realized for GaAs DQDs [53, 54] and for Si DQDs [39, 56].
Chapter 5 and Chapter 6 describe STQs that are encoded in unconventional
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DQD setups. Chapter 5 introduces a STQ coded using multielectron QDs. This
qubit encoding protects the exchange gate from charge noise. Charge traps in the
heterostructure are uncontrollably filled with electrons, which causes electric field
fluctuations at the position of the QD. A six-electron DQD has a charge configu-
ration that protects this qubit much better from electric field fluctuations than the
charge configuration of the two-electron DQD. Chapter 6 analyzes a DQD that con-
tains one large QD and one small QD. The strongly confined QD has a two-electron
singlet ground state, but the sz = 0 triplet state is lower in energy for the weakly
confined QD. Spin-orbit interactions couple the logical qubit states of the STQ,
and full single-qubit control is provided using electric manipulations of the charge
configuration.
Experiments have not realized high-fidelity two-qubit gates so far. Chapter 4
describes how Coulomb interactions between DQDs enable two-qubit gates, and
Chapter 7 analyzes mediated entangling operations via one QS. The second ap-
proach provides short, high-fidelity entangling operations for STQs that are well
controlled experimentally. These operations can readily be implemented because all
the necessary manipulation techniques have been realized in experiments.
The three-electron spin qubit can be controlled by the orbital interactions alone
[65]. Chapter 8 analyzes the exchange-only qubit that is encoded using three singly
occupied QDs, and the coherence properties of this qubit are extracted. The three-
electron configuration at a DQD encodes a qubit (the “Madison qubit”) in a similar
way as for the exchange-only qubit. The Madison qubit is only protected from charge
noise in its idle configuration, but pulse gates, which are very sensitive to charge
noise, manipulate the Madison qubit. These operations are, however, extremely
fast, and the Madison qubit can remain in its idle state for most of the time. Single-
qubit gates for the Madison qubit were realized with impressive fidelities [74, 75].
Chapter 9 describes a two-qubit gate for the Madison qubit of the same principle as
for the existing single-qubit gates.
In summary, many different spin qubit encodings have been suggested and imple-
mented. Nevertheless, universal single-qubit control and a high-fidelity two-qubit
gate have not been realized for the same setup. STQs are an outstanding candi-
date to realize this universal qubit control. There are excellent single-qubit gates
for STQs already, and the proposal of the mediated exchange gate in Chapter 7
completes the set of high-fidelity gates that are required for the universal control of
this qubit.
10.2 The Way Ahead
It remains interesting to see how the research field of spin qubit quantum computa-
tion develops, especially when considering the many possibilities for how technology
can advance. The following pages propose two specific experiments for triple quan-
tum dots (TQDs) that have the potential to advance the field of spin qubit quantum
computation.
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Noise cancellation by global magnetic fields — Finite spin nuclei cause local,
low-frequency magnetic field fluctuations at every QD that have been identified
to be the dominant dephasing mechanism in TQD spin qubit experiments [66, 67]
Global magnetic fields can refocus this noise channel for the exchange-only qubit.1
Fig. 10.1(a) shows the setup of three singly occupied QDs. The current through a
microwave transmission line induces a weak magnetic field that is perpendicular to
the global, external magnetic field. A single-spin qubit at gate-defined QDs [44] and
a donor-bound spin qubit [21–23] have been manipulated with magnetic field pulses
created from a microwave transmission line. The specific nature of the exchange-
only qubit allows the refocusing of the nuclear spin noise with global magnetic fields
across all three QDs.
HbL
BzBx
J,DJ
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, sz=-
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Figure 10.1: Correction of low-frequency noise for the exchange-only qubit. (a)
Setup of three singly occupied QDs and a microwave transmission line.
The exchange-only qubit can be controlled by the exchange interactions
J12 and J23. Electric currents through the microwave transmission line
generate a magnetic fields Bx that has the same magnitude at every
QD. Bx is perpendicular to the global magnetic field Bz at the QDs.
(b) Energy diagram of the TQD qubit. Two equivalent S = 1
2
subspaces
(labeled by the sz quantum number) are present for the TQD qubit,
and they are energetically separated by the applied external magnetic
field. A formal quantum number l is assigned to the states in each sz
subspace. The state notation
∣∣n 1
2
− sz
〉
describes the computational
basis, with n, 1
2
− sz ∈ {1, 0}. The sum of the exchange interactions
J = J12+J23
2
and their difference ∆J = J12−J23
2
control an exchange-only
qubit coded in each of these subspaces. Local magnetic field fluctu-
ations change the energy diagram with antisymmetric fluctuations of
the subspaces sz = 12 and sz = −12 (shown in red). Bx drives transi-
tions between these subspaces. This mechanism can be used for noise
corrections.
The TQD qubit encoding should be reviewed briefly (cf. Sec. 2.4, Chapter 4,
1I thank Charles Marcus and Mark Rudner for pointing out to me the antisymmetric “breathing”
characteristic of nuclear spin noise for TQDs.
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and Chapter 8). This qubit is encoded using three singly occupied QDs. The spin
addition rules determine a pair of two-dimensional subspaces. These subspaces are
described by the spin quantum numbers S = 1
2
, sz = 12 and S =
1
2
, sz = −12 . Total
S = 1
2
can be constructed by either adding S = 1
2
to S = 0 or by adding S = 1
2
to
S = 1. A formal quantum number l is assigned to these two paths. The four basis
states of S = 1
2
, which are labeled by
∣∣ l 1
2
− sz
〉
, are:
|11〉 = − |↓〉2 ⊗ |S〉1,3
|01〉 =
√
1
3
|↓〉2 ⊗ |T0〉1,3 −
√
2
3
|↑〉2 ⊗ |T−〉1,3
}
S =
1
2
, sz = −1
2
, (10.1)
|10〉 = |↑〉2 ⊗ |S〉1,3
|00〉 =
√
1
3
|↑〉2 ⊗ |T0〉1,3 −
√
2
3
|↓〉2 ⊗ |T+〉1,3
}
S =
1
2
, sz =
1
2
. (10.2)
|S〉 ij =
(
|↑↓〉 ij − |↓↑〉 ij
)
/
√
2 is the singlet state of the electrons at QDi and QDj;
|T+〉 ij = |↑↑〉 ij, |T0〉 ij =
(
|↑↓〉 ij + |↓↑〉 ij
)
/
√
2, and |T−〉 ij = |↓↓〉 ij are the triplet
states of the electrons at QDi and QDj. The proposed refocusing protocol is ideal
for the exchange-only qubit in the subsystem encoding, which encodes the qubits in
the l quantum number [29]. The sz quantum number will only be used for the noise
corrections. A linear QD setup [cf. Fig. 10.1(a)] contains the exchange interaction
between QD1 and QD2 (
J12
4
σ1 · σ2) and the exchange interaction between QD2 and
QD3 (
J23
4
σ2 · σ3). The effective Hamiltonian for the S = 12 subspace is:
H = J
2
σlz ⊗ 1sz +
Ez
2
1l ⊗ σszz +  (t)σlx ⊗ 1sz + Ex (t) 1l ⊗ σszx +
δt
2
σlz ⊗ σszz , (10.3)
where σx = |1〉 〈0| + |0〉 〈1| and σz = |1〉 〈1| − |0〉 〈0| are Pauli operators. The first
term describes the sum of the exchange interactions J = J12+J23
2
, and the second
term describes the global magnetic field Ez = −gµBBz for Bz = B1z = B2z = B3z .
These two terms are kept constant. The difference between the exchange interactions
 (t) =
√
3
4
(J12 − J23) can be tuned slightly at constant J .  (t) provides universal
single qubit control (cf. Chapter 4). Ex (t) = −gµB2 Bx, with Bx = B1x = B2x =
B3x, is the global magnetic field created by electric currents through the microwave
transmission line; Bix is perpendicular to Bz at the QDs. Ex (t) will be used to
refocus quasi-static noise.
The last term in Eq. (10.3) describes the dominant noise channel for exchange-
only qubits that is caused by local magnetic field fluctuations (cf. Chapter 4). The
transverse noise components can be neglected at large J . Note that the energy
fluctuations are antisymmetric between the sz subspaces. In other words, the fluc-
tuation for the sz = −12 subspace is δt2 σlz, but it is − δt2 σlz for the sz = 12 subspace.
Fast pulses that change the sz quantum number at constant l refocus slow fluctua-
tions in δt. Turning Ex (t) = A cos
(
Ezt
~
)
on for the time h
2A at  (t) = 0 flips the sz
spin configuration. This operation is called
(
1l ⊗Xsz). A noisy time evolution for
the time τ , which is called (1)τ , can be corrected using the sequence(
1l ⊗Xsz) (1)τ/2 (1l ⊗Xsz) (1)τ/2 . (10.4)
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Eq. (10.4) partitions the time evolution (1)τ into two identical evolutions (1)τ/2.(
1l ⊗Xsz) keeps the l quantum number unchanged, but it interchanges the occupa-
tion in sz = 12 with the occupation in sz = −12 . Note that the quantum information
encoded in the l-subsystem is unaffected by
(
1l ⊗Xsz). The phase evolution from
the noise term that is obtained during the first (1)τ/2 operation is refocused by
the second (1)τ/2 operation in Eq. (10.4) for quasi-static noise. A partitioning of
the time evolution into more time intervals improves the refocusing protocols for
low-frequency noise (cf. Ref. [105]).
The following analysis characterizes the fidelity of the
(
1l ⊗Xsz) operation. For
l = 1, the time evolution in the rotating frame with J
2
σlz is described by the Hamil-
tonian Hl=1 = δt2 σz + A2 σx (and equivalently Hl=0 = − δt2 σz + A2 σx for l = 0). The
fidelity F of the transition between the states |11〉 and |10〉 from Eqs. (10.1)-(10.2)
can be extracted as:
F =
sin2
(
pi
2
√
1 + δ
2
)
1 + δ
2 , (10.5)
using the definition of Eq. (3.6) and δ = δtA . Averaging Eq. (10.5) over a Gaussian
distribution f (δt) = e
− δ
2
t
2σ2√
2piσ
gives:
〈F 〉 =
∫ ∞
−∞
dx e−x
2
g σA (x) , gκ (x) =
sin2
(
pi
2
√
1 + 2 (κx)2
)
√
pi
(
1 + 2 (κx)2
) , (10.6)
where σ describes the uncertainty of δt.
Fig. 10.2 shows 〈F 〉 from Eq. (10.6) as a function σA . Even though there is no
analytic solution to the integral of Eq. (10.6), one can still simplify the formula in
certain limits. For σ  A, the expansion of g σA to second order in σA gives the
quadratic decay law
〈F 〉 = 1−
( σ
A
)2
. (10.7)
A  σ results in
〈F 〉 = A√
2σ
[√
pi
2
e
(
A√
2σ
)2
Erfc
( A√
2σ
)
+
1
2
√
pi
]
, (10.8)
when only the stationary phase of the integral is extracted. Erfc is the complemen-
tary error function. The identical noise description holds for l = 0.
In summary, the driven evolution with global magnetic fields can refocus quasi-
static noise for the TQD qubit. It is important that the driving amplitude A is
much larger than the uncertainty σ of the noise term δt. A determines the gate
time, while the magnitude of A is only limited by the global magnetic field Ez.
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Figure 10.2: Fidelity of the time evolution for the time h
2A with the HamiltonianHl=1,0 = ± δt2 σz + A2 σx and the noisy variable δt. 〈F 〉 decays with σA ,
where σ is the uncertainty of δt. The blue dashed line describes a
quadratic decay law, according to Eq. (10.7), which is valid for σ  A.
The red line describes the result of Eq. (10.8), which is valid for σ  A.
Note that these refocusing gates can be much faster than the refocusing gates that
use electric modifications of  (t). For them, the driving amplitude of  (t) is limited
by J when the equivalent driven refocusing protocol should be applied.
Cavity QED and the exchange-only qubit — TQD qubits have the potential to
couple to a cavity strongly, while the TQDs are still operated at their optimal
operating point. In contrast, large coupling strengths between a cavity and a STQ
are only obtained when the DQD is operated far from its optimal operating point,
which is the symmetric (1, 1) configuration [214, 215]. These STQs now have short
coherence times because charge noise couples very efficiently to STQs that are tuned
away from the (1, 1) configuration. Note also the proposal for cavity couplings to the
tunneling barrier of a DQD [216]. However, the manipulation of tunnel couplings
through electric fields has already failed to realize coherent qubit control.
The so-called resonant exchange qubit is coded using a symmetric TQD in the
(nQD1 , nQD2 , nQD3) = (1, 1, 1) configuration (cf. Fig. 10.3) [68]. The definitions of
Sec. 2.4 are used, while the couplings between QD1 and QD2 and between QD2 and
QD3 have the same magnitudes. The tunnel coupling between QD1 and QD2 equals
the tunnel coupling between QD2 and QD3 (and it is called τ). The electron filling
of QD2 is made unfavorable, which increases the occupations in (2, 0, 1) and (1, 0, 2).
The addition energy U1 (U3) to add a second electron to QD1 (QD3) is much smaller
than the addition energy to add a second electron to QD2. As a consequence, the
exchange interactions J12 ≈ 2τ2U1 and J23 ≈ 2τ
2
U3
increase. The optimal operation
point of an exchange-only qubit is realized for J12 = J23. The coherence times of
resonant exchange qubits in GaAs TQDs are astonishingly long (Ref. [67] extracted
dephasing times of 10 µs).
The exchange-only qubit has the excited qubit state |1〉 = |↑〉2 ⊗ |S〉1,3 and
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the ground state |0〉 =
√
1
3
|↑〉2 ⊗ |T0〉1,3 −
√
2
3
|↓〉2 ⊗ |T+〉1,3. |S〉 ij =
( |↑↓〉 ij −
|↓↑〉 ij
)
/
√
2 is the singlet state of the electrons at QDi and QDj; |T+〉 ij = |↑↑〉 ij,
|T0〉 ij =
( |↑↓〉 ij + |↓↑〉 ij )/√2, and |T−〉 ij = |↓↓〉 ij are the triplet states of the
electrons at QDi and QDj. The exchange-only qubit is described by ~ω2 σz at the
optimal operation point, with ~ω = J12+J23
2
, J12 = J23. σx = |1〉 〈0| + |0〉 〈1| and
σz = |1〉 〈1| − |0〉 〈0| are Pauli operators. A modification of the relative potentials
of QD1 and QD3 causes an asymmetry between the exchange interactions ~ (t) =√
3
4
(J12 − J23), while the sum of them is kept constant at ~ω = J12+J232 . The resulting
qubit description is ~ω
2
σz + ~ (t)σx. Note that also longitudinal drivings ~ω2 σz +
~˜ (t)σz are possible when the potential at QD2 is modified. Changing the potential
at QD2 modifies the addition energies to add an electron to QD1 or to QD3 by the
same magnitudes. J12 and J23 are modified, while J12 equals J23.
Figure 10.3: Coupling between a cavity and a TQD. One gate is connected to the
maximal electric potential of the cavity, the other gate is grounded. An
excitation of the cavity causes a potential difference between the gates
(±δV ), which modifies the potential landscape of the TQD. σx and σz
are Pauli operators of the exchange-only qubit; a(†) is the annihilation
(creation) operator of a cavity photon. (a) The cavity creates an electric
field across the DQD with a transverse coupling to the exchange-only
qubit. (b) The cavity couples to the potential of QD2. The cavity mode
couples to the longitudinal degree of freedom of the qubit. (c) The
cavity modifies the potential of QD3, and it couples to the longitudinal
and the transverse degrees of freedom of the qubit.
161
10 Summary and Outlook
The electromagnetic modes of a cavity can couple capacitively to the charge con-
figuration of a TQD. A setup is envisioned where one electric gate is connected to a
microwave transmission line at the maximal amplitude of the electric field. The sec-
ond gate is connected to the ground electrode of the cavity. If the cavity is excited,
then there is a potential difference between these contacts. A similar setup was used
to couple a cavity to gate-defined DQDs in GaAs [217, 218]. Fig. 10.3 proposes three
different setups that connect a cavity and a TQD. In the setup of Fig. 10.3(a), the
cavity creates a global electric field across the TQD. A potential difference between
QD1 and QD3 couples the states |1〉 and |0〉 , which has an interaction ∝ σx on the
computational subspace. If the cavity changes the potential at QD2, as described in
Fig. 10.3(b), then it modifies the energy difference between |1〉 and |0〉 , which has
an interaction ∝ σz on the computational subspace. Finally, if the cavity modifies
the potential at QD3, as described in Fig. 10.3(c), then only J23 is modified. The
cavity mode acts on the computational subspace ∝
(
−
√
3
2
σx +
1
2
σz
)
.
Potential changes of a few µeV can be realized through single excitations of cavity
photons [217, 218]. Ideally, spin qubits are immune to small changes of the electro-
static potentials. Also STQs have to be tuned far away from their ideal operation
point in the (1, 1) configuration to be sensitive to µeV potential modifications. In a
trade-off, the influence of charge noise increases, but the coherence times of STQs
decrease. The resonant exchange-only qubit is operated in a regime with large hy-
bridizations between the (1, 1, 1), (2, 0, 1), and (1, 0, 2) charge configurations, while
it still keeps high coherence times. The mixing between the different charge con-
figurations depends on the qubit state, and a state-dependent dipole moment is
created. An excited cavity mode creates a local electric field that couples to this
state dependent dipole moment. Therefore, the exchange-only qubit is sensitive to
µeV potential changes generated from cavity photons at its optimal operating point.
The system of two exchange-only qubits [labeled by (1) and (2)] that are coupled
to the same cavity is described by
H =
∑
j=1,2
~ωj
2
σ(j)z + ~ωR
(
a†a+
1
2
)
+
∑
j=1,2
~gj
(−sjσ(j)x + cjσ(j)z ) (a† + a) . (10.9)
The first term in Eq. (10.9) describes two exchange-only qubits at their optimal
operation points. The second term describes a single mode of a cavity, which has
the resonance frequency ωR. a(†) is the annihilation (creation) operator of a photon
at frequency ωR. The third term describes the capacitive coupling between the
cavity and the qubits. cj = cos (θj) and sj = sin (θj) describe the rotation angle
θj. The case cj = 1 is called the longitudinal coupling, and sj = 1 is called the
transverse coupling. Note that the rotation angles are −pi
2
, 0, and pi
3
in the setups of
Fig. 10.3(a)-(c).
For weak interactions between the cavity and the qubits gj  ωj, ωR, effective in-
teractions between the two qubits are caused by virtual excitations of the cavity if the
cavity is detuned from the qubits (|ωR − ωj|  0). The couplings between the cav-
ity and the qubits can be removed perturbatively [219–221]. H0 =
∑
j=1,2
~ωj
2
σ
(j)
z +
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~ωR
(
a†a+ 1
2
)
is the dominant part of the Hamiltonian, and H1 =
∑
j=1,2 ~g(j)(
−sjσ(j)x + cjσ(j)z
) (
a† + a
)
is a small perturbation. The operators S(j) = S(j)t +S(j)l
are constructed, with
[S(1) + S(2),H0] = −H1. S(j)t = −gjsj[ 1ωj−ωR (σ(j)+ a− σ(j)− a†)+
1
ωj+ωR
(
σ
(j)
+ a
† − σ(j)− a
) ]
removes the transverse qubit coupling, and S(j)l = gjcj 1ωRσ
(j)
z(
a† − a) removes the longitudinal term. σ(j)± = σ(j)x ±iσ(j)y2 are the ladder operators.
The transformed Hamiltonian H′ = eS(1)+S(2)H e−(S(1)+S(2)) is simplified in second-
order Schrieffer-Wolff perturbation theory to
H′ ≈H0 + 1
2
[S(1) + S(2),H1]
=
∑
j
~ω˜(j)
2
σ(j)z + ~ωR
(
a†a+
1
2
)
− 2~g1g2c1c2
ωR
σ(1)z σ
(2)
z
+
~g1g2s1s2
2
∑
j=1,2
(
1
ωj − ωR −
1
ωj + ωR
)
σ(1)x σ
(2)
x . (10.10)
The descriptions of the cavity and the qubits remain formally unchanged. The
qubit’s eigenfrequency is modified to ω˜i = ωj + (gjsj)
2
(
1
ω1−ωR +
1
ω1+ωR
)
(1 + 2a†a+
a†a† + aa) from the ac Stark shift and the ac Lamb shift [219, 220]. The third and
the fourth terms of Eq. (10.10) are effective interactions between the qubits that can
be used for entangling operations. The σ(1)z σ(2)z interaction can create a CPHASE
gate, and the σ(1)x σ(2)x interaction can create a
√
iSWAP gate (cf. Chapter 4). Note
that either a pure transverse coupling (s1 = s2 = 1) or a pure longitudinal coupling
(c1 = c2 = 1) to the qubit subspace is favorable for these entangling operations
because either the third or the fourth term of Eq. (10.10) is maximized.
Cavity-qubit setups that contain both the longitudinal and the transverse cou-
pling terms (ci 6= 0 and si 6= 0), as in the setup in Fig. 10.3(c), are ideal for a
tuning protocol with sideband transitions. Sideband transitions provide universal
control of qubits that are coupled to a cavity, when the cavity can be driven with mi-
crowave signals of different frequencies [222]. Manipulation protocols with sideband
transitions are used for qubit encodings using trapped ions [223] or trapped neutral
atoms [224]. A drive of the cavity HD = ~D
(
a†e−iωDt + aeiωDt
)
renormalizes the
energy splittings of the qubits ˜˜ωj = ω˜j + 2ωj−ωD ( gjsjDωR−ωD)2, and it introduces simul-
taneous transitions of the cavity and the qubits. Additionally to the Hamiltonian
in Eq. (10.10), a coupling term of the cavity and the qubits appears [220]2:
−2~D
∑
j=1,2
g2j cjsj
(ωj − ωD) (ωR − ωD)
(
σ
(j)
+ e
−iωDt + σ(j)− e
iωDt
) (
a† + a
)
(10.11)
2Minor errors of Ref. [220] are corrected.
163
10 Summary and Outlook
Eq. (10.11) is finite only for a mixed longitudinal and transverse couplings (ci 6= 0
and si 6= 0), and the drive gains influence only when the cavity is driven at specific
frequencies. The blue sideband transition at ωD = ˜˜ωj + ωR excites both the qubit
and the cavity. The red sideband transition at ωD = ˜˜ωj−ωR drives an excited state
of the qubit to the ground state, while it destroys one photon.
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