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a b s t r a c t
Some dynamical properties of a particle suffering the action of a generic drag force
are obtained for a dissipative Fermi Acceleration model. The dissipation is introduced
via a viscous drag force, like a gas, and is assumed to be proportional to a power of
the velocity: F ∝ −vγ . The dynamics is described by a two-dimensional nonlinear area-
contracting mapping obtained via the solution of Newton’s second law of motion. We
prove analytically that the decay of high energy is given by a continued fraction which
recovers the following expressions: (i) linear for γ = 1; (ii) exponential for γ = 2; and
(iii) second-degree polynomial type for γ = 1.5. Our results are discussed for both the
complete version and the simplified version. The procedure used in the present paper can
be extended to many different kinds of system, including a class of billiards problems.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The studies of the one-dimensional Fermi accelerator model began in 1949 [1], when Enrico Fermi tried to describe a
mechanism for accelerating cosmic rays in the interstellar medium. This model simulates the interactions of the rays with
oscillating magnetic fields. A dynamical system corresponding to the original Fermi model was proposed by Ulam [2]. The
model consists of a classical particle, denoting the cosmic rays, confined to bounce elastically between two rigid walls. One
wall is assumed to be fixed, working as a returning mechanism for the particle to the next collision, while the other one,
making allusions to the moving magnetic fields, moves periodically in time. This model is known as the Fermi–Ulammodel
[3–5], and it has been studied inmany different versions including quantumeffects [6–10] and considering different external
perturbations [11,12] as well as experimentally [13,14]. The primordial goal of studying this model was to model Fermi’s
idea and to try to describe the unlimited energy growth of the bouncing particle, a phenomenon called Fermi Acceleration
(FA) [1]. If the dynamics of the particle is started at low velocity (typically the velocity of the particle is the same order as the
maximum velocity of the moving wall), one observes that the average velocity starts growing according to a power law and,
deceptively, it bends towards a regime of saturation marked by a constant plateau [15]. The velocity growth is generated by
a large number of oscillations of the moving wall producing uncorrelated phases of the wall at the impacts of the particle.
The loss of correlations is also responsible for producing the chaotic sea in the phase space which leads the dynamics of
the particle to exhibit normal diffusion at low energy. As soon as the velocity of the particle increases, the phases of the
moving wall at the impacts become correlated, leading to a set of invariant spanning curves in the phase space [16]. They
are responsible for limiting the average velocity of the particle and therefore for interrupting the unlimited energy growth
of the particle. Along the chaotic sea one can also observe a set of periodic islands defining the so-called resonances or fixed
points [16].
Recent studies of this model considering a sawtooth perturbation on the moving wall, a kind of perturbation which
breaks the invariant tori on the phase space and leads to FA, and kinetic friction as a dissipative force, led to a competition
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between production and suppression of Fermi Acceleration [17]. Dissipative cases considering inelastic collisions were also
studied, leading to the observation of a boundary crisis [18]. If the dynamics of the particle is affected by an external random
perturbation of the moving wall, unlimited energy growth is observed. However, it was shown that the introduction of
inelastic collisions of the particle with the walls is a sufficient condition to break down the FA. This result led to a claim that
FA does not seem to be a structurally stable phenomenon [19].
In the study of this class of system, there are many different ways of introducing damping forces in the dynamics. One
of them is to consider inelastic collisions of the particle with one wall or with both, leading the particle to suffer a fractional
loss of energy upon collision. As a result, the system does not preserve the phase space measure, and the mixed structure
observed in the conservative dynamics is destroyed. In particular, it is possible to observe different asymptotic behavior as
the damping coefficient is varied. Among them we cite the effects of transients [20], attracting fixed points [21], chaotic
attractors [22], and the occurrence of a boundary crisis [18]. Another way of introducing dissipation in the system is to
consider that the particle is in the presence of a viscous drag force, like a gas. In a previous study [23] it was shown that,
for drag force proportional to the particle’s velocity and depending on the initial conditions, the system produces Jacobian
matrices with determinants that sometimes contract the measure of the phase space and sometimes preserve the measure
of the phase space. Area preservation in the phase space was observed only in the simplified version of the model [24] due
to specific properties presented by this model.
In this paper we revisit the one-dimensional Fermi–Ulam model, seeking to understand and describe the dynamics of
the model under a generic frictional force of the type F ∝ −vγ , where γ is a positive parameter. We describe the dynamics
of the system via a two-dimensional nonlinear mapping obtained via solution of Newton’s second law of motion. We prove
that, for large initial energy, the velocity of the particle exhibits a decay which is particularly described by an exponential
type law for γ = 2, linear type for γ = 1, and a polynomial type for intermediate values of γ , and that the speed of the decay
depends on the control parameter γ . The proof of the decay is constructed analytically by the use of a simplified version
when the simulations, given support to the analytical approach, are made in both the complete and simplified versions.
The paper is organized as follows. In Section 2, we show all the procedures used to construct the mapping describing the
dynamics of themodel. Results for the decay of the velocity are obtained and discussed for the complete version. A simplified
version of the model is proposed as an attempt to keep the nonlinearity of the model but at the same time to simplify the
equations to a level at which an analytical treatment can be made and results can be obtained. In Section 3, we concentrate
on presenting our results for the decay of the velocity of the particle using the analytical results and confirming them with
numerical simulations. Plots of the attracting fixed points in the phase plane together with the periodicity of the orbits are
obtained for different values of the control parameters. Our conclusions and final remarks are given in Section 4.
2. The model and the mapping
2.1. The complete model
The model we consider consists of a classical particle of mass m which is confined to bounce between two rigid walls.
One of thewalls is fixed and the other one is assumed tomove periodically in time. The collisions of the particle are assumed
to be elastic with either wall. Additionally we assumed that the moving wall is heavy enough in the sense that its motion
is not affected by the collisions of the particle. The fixed wall is located at x = l and the moving wall has the equation of
its position given by xw = ε cos(ωt), where ε is the amplitude of oscillation, ω is the angular frequency, and t is time. The
region within the interval x ∈ [−ε, ε] is called the collision zone. Here, l denotes the distance from the fixed wall to the
equilibrium position of the moving wall (x = 0). The velocity of the moving wall vw is given by the derivative of its position
with respect to time, i.e. vw = (dxw/dt), which provides vw = −εω sin(ωt), and this will be used to calculate the amount
of energy which is transferred to the particle upon collision.
The dynamics of the model is described by a two-dimensional nonlinear mapping in the variables (v, t), where v and
t are respectively the particle’s velocity after the collision with the moving wall and the time of the collision. During the
motion, the particle is suffering the action of a viscous drag force whose intensity of the force breaking the motion is given
by F = −η′vγ , where η′ is the drag coefficient and γ is a free parameter which can assume any value within the set of
positive real numbers.
The map T is given by T (vn, tn) = (vn+1, tn+1). This application allows us to determine the behavior of the system at the
time of the (n + 1)th collision when the variables are known at the instant of the nth collision. To construct the mapping,
we assume that, at time t = tn, the position of the particle is xp(tn) = ε cos(ωtn), with velocity v = vn > 0. Newton’s
second law of motion,

F⃗ = ma⃗, completely describes the solution of the problem, specifying the velocity and position of
the particle at a given instant. For the motion taking place along a line, we have
−η′vγ = mdv
dt
. (1)
After a direct integration, the velocity of the particle is given by
vp(t) = [vn(1−γ ) + η(γ − 1)(t − tn)]
1
(1−γ ) , (2)
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for t ≥ tn, and after a second integration we obtain that the position of the particle is given by
xp(t) = ε cos(ωtn)− [v
(2−γ )
n − vp(t)(2−γ )]
η(γ − 2) , (3)
where η = η′/m. Considering elastic collisions with both walls, and defining a set of dimensionless and therefore more
convenient variables Vn+1 = (vn+1/ωl), φn+1 = (ωtn+1), ϵ = (ε/l) and δ = δ1(2−γ )δ2(γ−1), with δ1 = η/ω and δ2 = ηl, we
find that the mapping is given by
T :

Vn+1 = −Vn∗ − 2ϵ sin(φn+1)
φn+1 = φn +1Tn mod(2π), (4)
where the expressions for Vn⋆ and1Tn are given according to the type of collision that occurs, namely (i) multiple collisions
and (ii) indirect collisions.
For case (i), multiple collisions, we have that the particle collides more than once with the moving wall before leaving
the collision zone. In this case, Vn∗ = [Vn(1−γ ) + (γ − 1)δφc]
1
(1−γ ) and1Tn = φc . The term φc is obtained from the solution
of the transcendental equation G(φc) = 0, where G(φc) is given by
G(φc) = ϵ[cos(φn+1)− cos(φn)] + [V
(2−γ )
n − V ∗n (2−γ )]
δ(γ − 2) , (5)
with φc ∈ (0, 2π ].
For case (ii), indirect collisions, we have that the particle collides only once with the moving wall and then leaves the
collision zone. In this case, Vn∗ = [VA(1−γ ) + (γ − 1)δφc]
1
(1−γ ) , where
VA = −{Vn(2−γ ) + δ(γ − 2)[2− ϵ − ϵ cos(φn)]}
1
(2−γ ) ,
and1Tn = φT + φc . Here, the term φT is given by
φT = 1
δ(γ − 1) [(−VA)
(1−γ ) − Vn(1−γ )], (6)
and φc is obtained from the solution of the transcendental equation F(φc) = 0, where F(φc) is given by
F(φc) = ϵ cos(φn+1)− ϵ + [VA
(2−γ ) − V ∗n (2−γ )]
δ(γ − 2) , (7)
with φc ∈ [0, 2π ]. From the condition of the mapping, we note that it is well defined ∀γ ∈ ℜ⋆+ with γ ≠ 1 and γ ≠ 2.
For the conservative case, the phase space preserves themeasure dµ = (V+ϵ sin(φ))dVdφ. However, after some algebra,
the determinant of the Jacobian matrices for both cases (i) and (ii) for the dissipative case is given as follows.
(i) For multiple collisions:
det(JMC ) = −V−γn V ∗n γ
 −Vn − ϵ sin(φn)
Vn+1 + ϵ sin(φn+1)

. (8)
(ii) For indirect collisions:
det(JIC ) = −VA−γ V ∗n γ Vn−γ

Vn + ϵ sin(φn)
Vn+1 + ϵ sin(φn+1)

. (9)
Here, (MC) and (IC) stand for multiple collisions and indirect collision, respectively.
To investigate the behavior of the particle’s velocity, we set the parameters δ1 = 10−4, δ2 = 10−3, ϵ = 10−2, and vary
γ . We start the simulation with a very large initial velocity as compared to the maximum moving wall velocity, namely
V0 = 10 = 103ϵ. The two transcendental equations (5) and (7) were solved via the bisection method with an accuracy of
10−12. We show in Fig. 1(a) the decay of the energy for the parameter γ = 1.01. It has been proved for the case where
F ∝ −ηV that a linear fit perfectly describes the decay [23].
Considering that γ = 1.01 ∼= 1, one may expect that qualitatively the decay of both cases is comparable, and indeed it
is. On the other hand, for the case γ = 2.01 the decay is faster than the one observed in Fig. 1(a). It was proved previously
for the case F ∝ −V 2 that the decay is of exponential type [25]. Our results for the case γ = 2.01 remarkably recover
such exponential decay, as is shown in Fig. 1(c). We see that the decay is faster for small n, the velocity fluctuates around an
average value as it decreases, and eventually, after it experiences a large fluctuation, it bends towards a regime of saturation
characterized by a constant plateau. The large fluctuation happens on the entrance of the particle into the corresponding
zone of the primary elliptic fixed point in the conservative case. Due to the dissipation, the fixed point is now an attractor
(sink) which is attracting the particle to it. The zoom-in in Fig. 1(c) shows amagnification of the velocity of the particle when
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Fig. 1. (Color online) Plot of V versus n for the parameters δ1 = 10−4 , δ2 = 10−3 , ϵ = 10−2 , and (a) γ = 1.01, (b) γ = 1.5, and (c) γ = 2.01. The decay
in (a) is fitted by a linear fit. The zoom-in shows a microscopic region of the curve, illustrating the oscillation caused by the sine function. The decay in
(b) is fitted by a second-degree polynomial, while in (c) the linear-log graph shows that the decay is fitted by an exponential function. The zoom-in in (c)
shows the region of large fluctuation in V marking the entrance of the dynamics into the basin of attraction of a sink. The constant plateau observed in (b)
and (c) corresponds to a stationary regime of the particle entering in a period-1 dynamics. (d) shows a plot of the phase space for the conservative case
for the control parameter ϵ = 10−2 . The red bullets describe the regime of large fluctuation observed in (c) and convergence to the attracting fixed point
described in the figure as a star (*). In the figures, the fitting curve is represented by the circles.
it enters the sink domain. The constant value given as Vf = 0.321 corresponds to the numerical value observed for the sink,
which is plotted by a star in Fig. 1(d). However, if we consider 1 < γ < 2, the decay is expected to be faster than that
observed in the linear case (γ = 1) and slower than that in the quadratic case (γ = 2). Fig. 1(b) shows the decay for the case
γ = 1.5, and it is well fitted by a second-degree polynomial. The constant plateau observed in Fig. 1(b) is also described by
the same mechanism as discussed above.
When there is no dissipation, the dynamics of the system is conservative, and the phase space shows, for a large energy
domain, mainly invariant spanning curves. In the low energy regime, the phase space has coexistence of a large chaotic sea,
which is dependent on the position of the lowest energy invariant spanning curve [15], andperiodic islands. The combination
of these three dynamical regimes produces amixed phase space structure. However, the presence of the dissipation destroys
thismixed form of the phase space, and the particle canwander along the phase space. The invariant spanning curves are not
observed anymore and, due to the drag force, the energy of the particle reduces as it evolves. The periodic islands observed
around elliptic fixed points in the conservative case are destroyed and the elliptic fixed points turn into sinks, therefore
attracting the particle if it visits the basin of attraction of the sink. Fig. 1(d) shows a typical phase space for the conservative
case for the control parameter ϵ = 10−2. The open bullets illustrate the dynamics of the particle passing near and being
attracted to the sink. The starmarks the numerical value of the velocity of the particle in the sink, as observed in the plateaus
of Fig. 1(b), (c).
2.2. A simplified version
A simplification which is commonly used in the literature, the so-called simplified version, consists in supposing that
the particle is confined to move between two fixed walls, one of them at x = 0 and the other at x = l. However, the
collisions of the particle with one of them, say the one at x = 0, are assumed to transfer energy andmomentum as if thewall
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were moving. Considering the approach of the fixed walls, no transcendental equations are required to be solved anymore,
and nonlinearity of the problem is present when transferring momentum upon collision. Additionally, the simplification of
avoiding solving transcendental and complicated equations lets us deal with some of the dynamical properties analytically,
as we discuss below. The results obtained for this simplified version are directly applicable at high energy in the complete
model too.
Using the same procedure as before, and considering the same set of dimensionless variables, themapping that describes
the dynamics of this simplified version is given by
T :

Vn+1 = | − VA − 2ϵ sin(φn+1)|
φn+1 = φn + φT mod(2π), (10)
with
VA = −[Vn(2−γ ) + 2δ(γ − 2)]
1
(2−γ )
and
φT = [(−VA)
(1−γ ) − Vn(1−γ )]
δ(γ − 1) . (11)
Themodulus function appearing in the first equation ofmapping (10) is introduced to avoid a non-physical situation. Indeed,
in the completemodel and for specific combinations of velocity andphase, the particlemay experience a successive collisions
before exiting the collision zone and also may possibly have a negative velocity after a collision. In this simplified version,
negative velocities are forbidden and are equivalent to the particle traveling beyond the wall. To avoid such problems, if
after the collision the particle has a negative velocity we consider re-injecting it back with the same modulus of velocity.
We stress that the velocity of the particle is changed by themodulus function if the particle remains traveling in the negative
direction after the collision. Positive velocities are not affected by the modulus function.
After a straightforward calculation, one finds that the determinant of the Jacobian matrix is given by
det(J) = sign[−VA − 2ϵ sin(φn+1)]V (1−γ )n (−VA)(γ−1). (12)
For the conservative Fermi–Ulam model, the determinant of the Jacobian matrix for the simplified version is equal to ±1,
which guarantees the preservation of area of the phase space. However, according to the determinant shown in Eq. (12) for
the simplified version of the dissipative model, and considering that γ ≠ 1 and γ ≠ 2 for all other values of γ ∈ ℜ⋆+, the
above determinant confirms that the property of area contraction in the phase space is observed in this model. However, in
the limit δ → 0, the results for the conservative model are all recovered.
3. Numerical results
In this section, we discuss the results obtained for the dissipative case.We start by describing the behavior of the velocity
decay of the particle. Then we consider the effects of dissipation in the phase space.
3.1. Decay in the velocity
Let us describe the behavior of the velocity of the particle when an initial condition is given at the regime of high energy
(V0 ∼= 103ϵ). For the conservative case, and as discussed in Ref. [15], the lowest invariant spanning curve is located around
V ∼= 2√ϵ/0.9716 . . .; therefore the initial velocities of the order of V0 ∼= 103ϵ are generally very far away from the chaotic
sea and KAM islands. If we consider that the nonlinear parameter ϵ is small, say on the order of ϵ < 10−2, then the first
equation of map (10) can be written as
V1 = [V (2−γ )0 + 2δ(γ − 2)]
1
(2−γ ) . (13)
On the other hand, if we consider that the damping coefficient δ is sufficiently small, we can expand Eq. (13) in Taylor series
and keep the first-order terms as
V1 = V0 − 2δ
V (1−γ )0
. (14)
When Eq. (14) is iterated recursively, we obtain that
V2 = V0 − 2δ
V (1−γ )0
− 2δ
V0 − 2δV0(1−γ )
(1−γ ) , (15)
V3 = V0 − 2δ
V (1−γ )0
− 2δ
V0 − 2δV0(1−γ )
(1−γ ) − 2δV0 − 2δ
V (1−γ )0
− 2δ
V0− 2δV0(1−γ )
(1−γ )
(1−γ )
. (16)
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One can easily note that the continuation of the procedure to high-order terms produces a kind of continued fraction. The
explicit law describing the velocity decay can be very complicated as a function of γ . However, if we specifically set the
control parameter γ , we can rewrite Eq. (14) in a more convenient way. To start, let us consider the case γ = 1, which was
proved to show a linear decay for the velocity [23]. If we expand Eq. (14) in Taylor series we obtain
V1 = V0 − 2δ,
V2 = V0 − 2δ − 2δ,
V3 = V0 − 2δ − 2δ − 2δ,
and we can write the general expression
Vn = V0 − 2nδ, (17)
which is a linear decay, as shown in Fig. 1(a) for the complete model.
Let us now consider the case γ = 2. As proved in Ref. [25], the velocity decay of the particle for the case when γ = 2 is
exponential. If Eq. (14) is expanded in Taylor series around γ = 2 and we keep first-order terms, we obtain
V1 = V0 − 2δV0. (18)
When Eq. (18) is composed, we obtain
V2 = V0(1− 4δ + 4δ2),
V3 = V0(1− 6δ + 12δ2 − 8δ3),
V4 = V0(1− 8δ + 24δ2 − 32δ3 + 16δ4),
and in general we have
Vn = V0

1
0! −
2nδ
1! +
4n2δ2
2! −
8n3δ3
3! +
16n4δ4
4! · · ·

. (19)
One may recognize that Eq. (19) is basically the definition of an exponential of the type
Vn = V0e(−2nδ). (20)
Fig. 1(c) is fitted well with an exponential function as given in Eq. (20) and proved in Ref. [25].
As a last example, let us consider the case γ = 1.5, as shown in Fig. 1(b). The fitting of the decay shown in that figure
was a second-degree polynomial. Of course, for the case γ = 1, the decay is linear, for γ = 2 it is exponential, so for an
intermediate γ = 1.5 there is expected to be a decay faster than linear but slower than exponential. If we expand Eq. (14)
in Taylor series considering δ ∼= 0 and for fixed γ = 1.5, we obtain
V1 = V0 − 2δ

V0. (21)
If Eq. (21) is composed, we obtain that
V2 = V0 − 2δ

V0 − 2δ

V0

1− 2δ√
V0
1/2
. (22)
Expanding the last term of Eq. (22) in Taylor series and keeping again the first-order terms, we obtain that
V2 = V0 − 4δ

V0 + 2δ2. (23)
When Eq. (23) is composed to obtain the next term, we obtain
V3 = V0 − 4δ

V0 + 2δ2 − 2δ

V0

1− 4δ√
V0
+ 2δ
2
V0
1/2
. (24)
If the term depending on δ2/V0 is disregarded in Eq. (24) and a new Taylor expansion is made, we can construct the next
expressions as
V3 = V0 − 6δ

V0 + 4δ2,
V4 = V0 − 8δ

V0 + 10δ2,
and in general we obtain that for n ≫ 2 the decay in the velocity is given by
Vn = V0 − 2nδ

V0 + (n− 2)(n+ 1)δ2, (25)
where the dominant power in the last term of Eq. (25) is quadratic in n. The quadratic decay observed in Fig. 1(b) is well
described by the analytical argument derived from Eq. (25).
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Fig. 2. Plot of V versus n for the parameters ϵ = 10−2 , δ1 = 10−5 and δ2 = 10−4 , while γ is labeled in the figure. The insets show magnifications of the
turbulent region when the particle passes close to a large basin of attraction of a period-1 attracting fixed point.
Given that the decay in the velocity of the particle is verywell described using the expansions of the continued fraction of
the velocity but considering that the procedure is exhausting, let us nowdiscuss the decay in terms of an empirical approach.
Fig. 2 shows some curves of the velocityV against the number of collisionswith thewall n obtained for the simplified version,
considering different values of the parameter γ , as labeled in the figure.
The initial conditions used in the figure were V0 = 1 and φ0 = 0, and the control parameters were ϵ = 10−2, δ1 = 10−5,
and δ2 = 10−4. Each curve was obtained for a different value of γ . It is clear from the figure that the velocity of the particle
decays as n increases, and that the speed of the decay is faster as the value of γ increases. The insets show the change in the
decaying velocity to a regime of constant plateau. As discussed for the completemodel, indeed the particle is being captured
by a sink located at velocity around V ∼= 0.32.
3.2. Shape of the dissipative phase space
As we have discussed before, if an initial condition is given at high velocity, the particle experiences a decay whose
form depends on the value of the control parameter γ . The decay may be fast or slow, and after a long time, and for the
range of control parameters considered, the dynamics of the particle will be captured by attractors which can be classified
in two types: (i) periodic or (ii) null velocity, leading the particle to reach a state of rest. In case (i), when the velocity of
the particle is decaying, the coordinates of the particle may belong to a basin of attraction of a periodic fixed point, and
therefore the particle is captured by it for infinity time, leading to a regular dynamics. Fig. 3 shows the scenario of periodic
orbits corresponding to the attracting fixed points for different values of γ , as labeled in the figures. Fig. 3 was constructed
as follows. We chose a set of 400 different initial conditions in windows of 20 × 20 along the intervals φ0 ∈ [0, 2π ] and
V0 ∈ [0.01, 0.37], respectively, and iterated themapping (10). Each initial conditionwas evolved in time up to 106 collisions
with the wall and then the period was accounted. This large number of collisions was considered to make sure that effects
of transients were totally disregarded. The control parameters used were ϵ = 10−2, δ1 = 10−5, and δ2 = 10−4.
The corresponding periodicity of the orbits is better seen in Fig. 4 for the parameters (a) γ = 4.1, (b) γ = 3.0, and (c)
γ = 1.5. For the parameter γ = 4.1 (Fig. 4(a)), the period-1 fixed points are shown by black bullets. The largest periodic
behavior observed for the parameter γ = 3.0 was 30. One can see a large increase in the number of attracting fixed points
for γ = 1.5 when compared to those found for γ = 4.1 and γ = 3.0. Then we observe that the smaller γ , the greater the
number of attractive fixed points.
In case (ii), depending on the initial condition, the dynamics of the particle does not converge to a periodic attractor.
Indeed the particle may pass sufficiently close to the basin of attraction of a periodic set but go into the region of low
velocity. In the conservative case, below the last period-1 fixed point, one can observe conservative chaotic dynamics. The
area contraction created by the dissipation destroys the chaotic sea, and theparticlewandering at lowvelocity can eventually
acquire a very low velocity such that it does not have enough energy to reach the next collision and it stops, therefore
reaching a state of rest. If such a condition was observed in our simulations, a new initial condition was then started.
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Fig. 3. Plot of the asymptotic behavior for a grid of 400 different initial conditions equally distributed in the interval φ0 ∈ [0, 2π ] and V0 ∈ [0.01, 0.37].
The parameter values used were (a) γ = 1.5, (b) γ = 2.1, (c) γ = 2.5, (d) γ = 3.0, (e) γ = 3.5, and (f) γ = 4.1.
Fig. 4. Classification of periodicity of the orbits for different control parameters, namely (a) γ = 4.1, (b) γ = 3.0, and (c) γ = 1.5.
4. Conclusions
We described the dynamics of a dissipative Fermi–Ulam model by considering a dissipative force introduced via the
viscous drag so that the particle loses energy (velocity) as it passed through a fluid such as a gas. We carefully constructed a
generic two-dimensional nonlinear area-contractingmapwhich describes the dynamics of the particlewhen the dissipation
force can be proportional to any value of velocity (F ∝ −vγ ) and the exponent γ can assume any value inℜ⋆+ other than 1
and 2.
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We showed analytically and confirmed numerically that the decay of the velocity of the particle is of linear type for
γ = 1, exponential type for γ = 2, and of polynomial-like shape for an intermediate value of γ . The analytical procedure
was made by the use of the so-called simplified version of the model, which takes into account the nonlinearity of the
model but assumes that the two walls are fixed. In this case, solutions of the transcendental equations are avoided. During
the decay, eventually the particle reaches a regime of constant plateau. Such behavior is characterized by a convergence of
the particle into a periodic attractor, indeed a sink.
The attracting fixed points and their characterizations were made in the simplified version by three different control
parameters, namely γ = 1.5, γ = 3.0, and γ = 4.1. We also showed that, in all phase spaces, a large number of attracting
fixed points were observed, and that the lower the value of γ used, the greater the number of attractors found in the system.
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