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We propose the creation of artificial nematic-orbit coupling in spin-1 Bose-Einstein condensates,
in analogy to spin-orbit coupling. Using a suitably designed microwave chip the quadratic Zeeman
shift, normally uniform in space, can be made to be spatially varying, leading to a coupling between
spatial and nematic degrees of freedom. A phase diagram is explored where three quantum phases
of the nematic order emerge: easy-axis, easy-plane with single-well and easy-plane with double well
structure in momentum space. By including spin-dependent and spin-independent interactions, we
also obtain completely the low energy excitation spectra in these three phases. Lastly, we show that
the nematic-orbit coupling leads to commensurate and incommensurate nematic density waves in
relation to the period λT of the cosinusoidal quadratic Zeeman term. Our results point to the rich
possibilities for manipulation of tensorial degrees of freedom in ultracold gases without requiring
Raman lasers, and therefore, obviating light-scattering induced heating.
Ultracold atoms are a unique platform for explor-
ing multi-faceted quantum magnetic behavior associated
with spin. Some of the success stories in this arena in-
clude spinor BECs [1], where magnetic interactions play
an important role, as well as systems with artificial spin-
orbit coupling [2–13], where independent-particle effects
are primarily involved. Yet a comprehensive experimen-
tal framework linking these two disparate regimes of spin
physics in ultracold gases has been lacking. In part,
this is due to the fact that some of the richest behav-
ior in spinor gases involves the dynamics of spin-nematic
phases [14–26]. These phases are special because they
have a vanishing total magnetization vector 〈Fˆ〉 = 0
and their order parameter is tensorial. For a spin-1 sys-
tem it is the expectation value of the spin-quadrupole
tensor operator Qˆij =
1
2
(
FˆiFˆj + FˆjFˆi
)
with i, j be-
ing the {x, y, z} components of the spin-operator Fˆ [27].
Through interactions between atoms, such tensor objects
naturally generate spin entanglement and strong corre-
lations. An important example of this is the reaction
between two |F = 1,m = 0〉 alkali atoms through s-wave
scattering, that is |1, 0〉+ |1, 0〉 ↔ |1, 1〉+ |1,−1〉, which
conserves m1 + m2 = 0 of atoms 1 and 2 [28–33]. By
contrast, the spin-orbit coupling achieved using Raman
laser schemes does not readily lend itself to the study of
such spin-nematic objects, although a variety of other in-
teracting many-body phases have been predicted [34–39].
In this work, we uncover a mechanism called nematic-
orbit coupling, in contrast to spin-orbit coupling. Here
the linear momentum of spin-1 bosonic atoms is cou-
pled to the spin-nematic degrees of freedom, thus open-
ing up a new direction of spin physics with ultracold
gases. To understand the nature of nematic-orbit cou-
pling, we examine first the quadrupole operator Qˆij de-
fined above. When axial symmetry is present, this ten-
sor has a preferred axis in space that defines a direc-
tor, but there is no preferred direction along the axis,
analogous to nematic liquid crystals [40]. For spinor
states |ζP 〉 = 1√2
(
1 0 eiθ
)T
and |ζA〉 =
(
0 1 0
)T
,
the expectation value of the spin vector is 〈Fˆ〉 = 0,
but the expectation value of the quadrupole tensor is
〈Qˆij〉 = δij − didj , where d is the director. For |ζP 〉 the
director is dP = ±(− sin(θ/2), cos(θ/2), 0) defining an
easy-plane along the xy-plane , while for |ζA〉 the direc-
tor is dA = ±(0, 0, 1) defining an easy-axis along z-axis.
In this work, we propose experimental knobs that can
create the simplest synthetic nematic-orbit coupling be-
tween the center of mass of spin-1 bosons and the zz
component of the quadrupolar operator Qˆzz = Fˆ
2
z , as
shown in Fig. 1. We derive the phase diagram for this
system and obtain unconventional, anisotropic excitation
spectra, when magnetic interactions between atoms are
present. Finally, we identify commensurate and incom-
mensurate nematic-density-wave phases.
We start from the independent particle Hamiltonian
HˆIP =
∫
dr
∑
a
ψ†a(r)
[
p2
2m
1ˆ+ q(x)Fˆ2z
]
ψa(r), (1)
where q(x) = q + Ωcos(kTx) is the spatial modulation
with period λT = 2π/kT created and 1ˆ is the identity
matrix. Furthermore, ψa(r) and ψ
†
a(r) are, respectively,
the annihilation and creation operators of bosons in real
space with spin components a = {+1, 0,−1}. The inde-
pendently tunable parameters q and Ω are, respectively,
the uniform and spatially varying components of the
quadratic Zeeman shift shown in Fig. 1c. For the param-
eters used in Fig. 1, the period λT = 2µm and parameters
q and Ω are tunable within the range of −1 < q˜ < +1
and 0 < Ω˜ < 2, where q˜ = q/ET and Ω˜ = Ω/ET , with
the chosen energy scale being ET = h¯
2k2T /(2m).
Next, we write ψa(r) =
1√
V
∑
k φkae
ik·r to obtain the
momentum space Hamiltonian
HˆIP =
∑
ka
[
φ†kaHDφka+
Ω
2
φ†k+aFˆ
2
zφk−a+
Ω
2
φ†k−aFˆ
2
zφk+a
]
.
(2)
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FIG. 1: (Color Online). Experimental setup for the cre-
ation of nematic-orbit coupling. (a) Optically trapped Bose-
Einstein condensate at a height h above the centroid of a
coplanar waveguide array (CPW). The array is part of a
monolithic microwave integrated (MMIC) circuit that modu-
lates the quadratic Zeeman shift q(x, z) through the AC Zee-
man effect. (b) Contour plot of q(x, z) for wire spacing of
2µm, a static field of B0 = 1.4 Gauss and a microwave field
amplitude of B1 = 0.1 Gauss resulting from a current density
amplitude per wire of 1.8 × 104 Amps/cm2. The microwave
frequency is detuned by ∆ = +2 MHz from the clock tran-
sition |F = 1, mF = 0〉 → |F = 2, mF = 0〉 at 1.77 GHz for
sodium. Shown are contours of constant q spaced by 100 kHz.
The dashed line indicates a target height of h = 2.5µm. (c)
Plot of q(x, z = h) at the target height shows the nearly cosi-
nusoidal variation q(x) ≈ q0 +Ωcos kTx, with q0 = −600 Hz,
Ω = 1840 Hz, and kT = 2π/(2µm), within parameter ranges
discussed in the text. As explained in the supplementary ma-
terial [41], additional static and optical fields are required to
realize the nematic-orbit coupled Hamiltonian Eq. (1).
Here, HD = εk1ˆ + qFˆ
2
z, where εk = h¯
2k2/(2m) is the
kinetic energy with k = |k|, and k± = k ± (kT /2)xˆ are
shifted momenta. The diagonalization of HˆIP leads to a
trivial eigenvalue E0 = h¯
2k2/(2m) corresponding to spin
component a = 0, since it is not affected by the quadratic
Zeeman field, and to non-trivial eigenvalues
Eα,β(k) = q+
h¯2
2m
[
k2+
1
4
k2T
]
±
√[
h¯2
2m
kxkT
]2
+Ω2. (3)
FIG. 2: (Color Online). Phase diagram of spin-1 Bose-
Einstein condensates with nematic-orbit coupling. Shown are
the ground state energies of Eq. (3) in the q˜ versus Ω˜ plane.
The diagram is separated into three regions as discussed in
the text. The modified band structures are shown at four
special coordinates (q˜ = 0.75, Ω˜ = 0.25), (q˜ = 0.75, Ω˜ = 0.75)
(q˜ = −0.30, Ω˜ = 0.25), and (q˜ = −0.30, Ω˜ = 0.75).
The lower (higher) energy branch is labeled by α (β),
with corresponding eigenvectors(
χaα(k)
χaβ(k)
)
=
(
u+α(k) u−α(k)
u+β(k) u−β(k)
)(
φa+(k)
φa−(k)
)
(4)
written as linear combinations of φa+(k) = φk+a and
φa−(k) = φk−a. Expressions for the coefficients u±α(k)
and u±β(k) are found in [41].
Notice that the absolute minimum of all eigenvalues,
where Bose-Einstein condensation occurs, depends on pa-
rameters q and Ω, and is generally found in the lower
band α. We locate the minima of these energy bands by
extremizing with respect to kx. To facilitate our discus-
sion, we work with dimensionless variables and set kT as
the unit of momentum and ET = h¯
2k2T /(2m) as the unit
of energy. The relevant scaled parameters are q˜ = q/ET ,
Ω˜ = Ω/ET and k˜ = k/kT .
In Fig. 2, we show the phase diagram of q˜ versus Ω˜
illustrating three separate regions arising from Eq. (3).
The dashed-green line corresponds to the phase bound-
ary q˜c(Ω˜) = Ω˜
2 for Ω˜ < 1/2, that separates an easy-axis
nematic BEC at k˜ = 0 for spin component a = 0, when
q˜ > q˜c(Ω˜), from a double-well easy-plane nematic BEC
for spin components a = ±1, when q˜ < q˜c(Ω˜). The
dotted-red line describes the phase boundary q˜c(Ω˜) =
Ω˜− 1/4 for Ω˜ > 1/2, that separates an easy-axis BEC at
k˜ = 0 for spin component a = 0, when q˜ > q˜c(Ω˜), from a
single-well easy-plane nematic BECs for spin components
a = ±1, when q˜ < q˜c(Ω˜). The solid-blue line Ω˜ = 1/2
separates the easy-plane nematic BECs in the α band
into two sectors: a) a double-well phase where condensa-
tion occurs at finite momenta (k˜x, k˜y, k˜z) = (±k˜0, 0, 0),
3with k˜0 =
√
1/4− Ω˜2, and b) a single-well phase where
condensation occurs at zero momentum k˜ = 0. The
solid-black dot at coordinates (q˜, Ω˜) = (1/4, 1/2) rep-
resents a triple point.
Next, we discuss the effects of interactions described
by the Hamiltonian
Hˆint =
∫
dr
[∑
aa′
c0
2
ψ†a(r)ψ
†
a′ (r)ψa′(r)ψa(r)
+
∑
aa′bb′
c2
2
ψ†a(r)ψ
†
a′ (r)Fˆab · Fˆa′b′ψb′(r)ψb(r)
]
,
(5)
where c0 and c2 are the spin-independent and the spin-
dependent interaction strengths, respectively. Here, Fˆ is
a vector operator representing the spin-1 matrices. Using
the momentum representation of the field operators, we
write the interaction Hamiltonian as Hˆint = Hˆ0 + Hˆ2.
The first term is the spin-independent interaction
Hˆ0 =
c0
2V
∑
aa′
∑
k,k′,p
Λ†aa′(kp−,k
′
p+)Λa′a(k
′
p−,kp+), (6)
where the operators Λ†aa′(kp−,k
′
p+) = φ
†
a(kp−)φ
†
a′(k
′
p+)
and Λa′a(k
′
p−,kp+),= φa′(k
′
p−)φa(kp+), are labeled by
momenta kp± = k ± p/2 and k′p± = k′ ± p/2. The
second term is the spin-dependent interaction
Hˆ2 =
c2
2V
∑
aa′bb′
∑
k,k′,p
Jˆab(kp−,kp+) · Jˆa′b′(k′p+,k′p−) (7)
where the vectors Jˆab(kp−,kp+) = φ†a(kp−)Fˆabφb(kp+)
and Jˆa′b′(k
′
p+,k
′
p−) = φ
†
a′ (k
′
p+)Fˆa′b′φb′(k
′
p−) contain the
spin-1 matrices Fˆ.
The Hamiltonians in Eqs. (1) and (5) preserve themag-
netization mz = n+1 − n−1, where n±1 is the density of
bosons with spin component a = ±1, that is, mz is a
conserved quantity of the total Hamiltoninan HˆIP+Hˆint.
From now on, we consider only mz = 0, in which case a
phase transition occurs at qc = 0 between the easy-plane
nematic state |ζP 〉 (q˜ < q˜c) with spin-densities n0 = 0,
n+1 = n−1 6= 0, and the easy-axis nematic state |ζA〉
(q˜ > q˜c) with spin-densities n0 6= 0, n+1 = n−1 = 0, as
shown in Fig. 2, when Ω˜ = 0 [1, 14, 19, 21, 23].
The effects of nematic-orbit coupling are also present in
the collective excitation spectrum, which we discuss now.
First, we investigate the easy-axis nematic phase, where
condensation occurs at k˜ = 0 for spin projection a = 0
only. The Bogoliubov excitation spectrum is then iden-
tical to a scalar condensate, εb(k) = [εk (εk + 2c0n)]
1/2 ,
where n is the total particle density and εk = h¯
2k2/(2m)
is the kinetic energy.
Next, we consider the easy-plane nematic phase in the
single-well regime when q˜ ≪ Ω˜ − 1/4 and Ω˜ > 0.5. In
this case, we rewrite the field operators φa in terms of
χaα, χaβ as shown in [41]. Energetically only the α-band
is relevant, with condensation occuring at k˜ = 0, thus
we drop from our notation the α index. The resulting
Bogoliubov Hamiltonian is
Hˆ = Gsw +
1
2
∑
k 6=0
X
†
k
(
E1 D
D† E1¯
)
Xk. (8)
The block matrices for spin preserving processes are
Ea =
(
Eg(k) + c ce
i2Φa
ce−i2Φa Eg(k) + c
)
, (9)
where a = {+1,−1} is represented by {1, 1¯}, Eg(k) =
[Eα(k) − Eα(0))] /2 is a measure of the excitation energy
of independent particles with respect to the minimum
of the α-band, Φa is the spin-dependent phase of the
condensate in the α-band at k = 0 and c is an energy
variable proportional to the spin-preserving interaction
energy (c0 + c2)n. While the block matrices for spin-flip
processes are
D =
(
dei(Φ1−Φ1¯) dei(Φ1¯+Φ1)
de−i(Φ1+Φ1¯) de−i(Φ1−Φ1¯)
)
, (10)
and D†, where d is an energy variable proportional to
the spin-flip interaction energy (c0 − c2)n. Lastly, in
Eq. (8), Gsw is the ground state energy and X
†(k) =(
χ†1(k) χ1(−k) χ†1¯(k) χ1¯(−k)
)
is a vector operator,
where χ†a and χa represent creation and annihilation op-
erators in the α-band.
The positive eigenvalues in units of ET are
ǫ˜b,1(k) =
√
E˜g(k)
[
E˜g(k) + 2(c˜+ d˜)
]
,
ǫ˜b,2(k) =
√
E˜g(k)
[
E˜g(k) + 2(c˜− d˜)
]
,
(11)
where E˜g(k) = Eg(k)/ET is a dimensionless indepen-
dent particle energy, c˜ = (c0+ c2)ngα(k)/(16ET ) charac-
terizes the dimensionless spin-preserving interaction en-
ergy and d˜ = (c0 − c2)ngα(k)/(16ET ) describes the di-
mensionless spin-flip interaction energy. Here, gα(k) =
[1− u+α(k)u−α(k)] is an auxiliary function that de-
scribes the anisotropic nature of the interactions induced
by the nematic-orbit coupling that produces the α-band.
When d˜ = 0, that is, c0 = c2, the matrix D of spin-
flip processes vanishes and the spin-sectors {1, 1¯} are un-
coupled leading to two degenerate modes that disperse
linearly at low momenta.
Assuming that c0 > c2 > 0, that is, stronger repul-
sive density-density interactions c0, and weaker antifer-
romagnetic spin-spin interactions c2, we can understand
a few simple limits from Eq. (11). In the first mode,
the sum c˜ + d˜ = c0ngα(k)/(8ET ) is proportional to the
spin-independent interaction parameter c0, while in the
second mode, the difference c˜ − d˜ = c2ngα(k)/(8ET ) is
4proportional to the spin-dependent interaction parame-
ter c2. Thus, the first mode is associated with density-
density interactions c0, while the second is associated
with spin-spin interactions c2. Due to the nematic-orbit
coupling both modes are anisotropic in momentum space
via the function gα(k) = 1 + |Ω˜|/
[
2
√
k˜2x + Ω˜
2
]
. We
plot the excitation spectra ǫ˜b,1(k) (green-dashed line) and
ǫ˜b,2(k) (cyan-solid line) versus kx in Fig. 3a and versus
ky in Fig. 3b for period λT = 2µm, amplitude Ω = ET
(Ω˜ = 1), particle density n = 2.5 × 1013cm−3, and di-
mensionless interaction strengths c0n/ET = 0.168 and
c2n/ET = 6.74× 10−3, corresponding to the values of c0
and c2 for
23Na [42].
Lastly, we consider the easy-plane nematic phase in the
double-well region, when q˜ ≪ Ω˜2 and Ω˜ < 0.5. Conden-
sation occurs in two degenerate minima at ±k0xˆ of the
α-band. There are now four excitation modes involving
left (L) and right (R) wells and spin sectors a = {1, 1¯}.
The Bogoliubov Hamiltonian becomes
Hˆ = Gdw +
1
2
∑
k 6=0
Y
†
k
(
MLL MLR
MRL MRR
)
Yk, (12)
where Y†k =
(
X
†
L(k) X
†
R(k)
)
is an eight-dimensional
vector with four dimensional components X†j(k) =(
χ†j1(k) χj1(−k) χ†j1¯(k) χj1¯(−k)
)
in the j = {L,R}
sectors, and Gdw is the ground state energy. The explicit
form of the Mij matrices are given in [41]. In this case,
we obtain the excitation numerically, but a qualitative
understanding is possible. In each well (L or R) there are
equal number of atoms with spin components a = {1, 1¯},
that is, n1L = n1R and n1¯L = n1¯R. If there was no cou-
pling between the L and R wells, the motion of excited
atoms would involve two linearly dispersing modes for
each well similarly to what was found for the single-well
case. If there was no coupling between spin components
1 and 1¯, the excited atoms in each component would
produce a center-of-mass mode with quadratic dispersion
when oscillations in the L and R wells are in phase, and
a linearly dispersing mode when oscillations in the L and
R wells are out of phase.
When all interactions are present and all atoms oscil-
late in phase, this excitation corresponds to a center-of-
mass motion with quadratic dispersion at low momenta,
which is also anisotropic since the effective mass is heav-
ier along kx than along ky. When atoms with the same
spin-projection a oscillate in phase in both L and R wells
but out of phase with respect to their spin-projections
then a second quadratic mode arises with heavier (same)
effective mass along kx (ky) in comparison to the center-
of-mass mode. When the spin-spin interactions are ne-
glected and atoms with spin-projection a oscillate out
of phase in L and R wells they produce two degenerate
linearly dispersing modes. However, when spin-spin in-
FIG. 3: (Color Online). Anisotropic collective excitation
modes of a nematic-orbit coupled BEC. Excitation energies
ǫ˜b,i(k) for easy-plane nematic phases versus k˜x and k˜y , with
k˜z = 0 are shown in (a) and (b) for the single-well case
(q˜ = −0.3, Ω˜ = 1) and in (c) and (d) for the double well case
(q˜ = −0.3, Ω˜ = 1/4). The other parameters are wavelength
λT = 2µm, particle density n = 2.5 × 10
13cm−3 and interac-
tion constants c0n/ET = 0.168 and c2n/ET = 6.74× 10
−3.
teractions are included the degeneracy of these modes is
lifted producing a linearly dispersing mode with lower
(higher) energy when the relative motion of 1 and 1¯ is
in (out of) phase. All four modes of the excitation spec-
trum are shown in Fig. 3c and 3d for 23Na parameters.
The two linear modes are ǫ˜b,1(k) (green-dashed line) and
ǫ˜b,2(k) (cyan-solid line), while the two quadratic modes
are ǫ˜b,3(k) (blue-crosses) ǫ˜b,4(k) (red-circles).
Next, we analyze manifestations of the nematic-orbit
coupling in real space and focus on the easy-plane ne-
matic phases with n0 = 0 and n+1 = n−1 6= 0. Far below
the phase boundary q˜c(Ω˜), the effective Hamiltonian is
HˆEP =
∫
dr
∑
a={1,1¯}
ψ∗a(r)Hˆ0(r)ψa(r) + HˆI (13)
with Hˆ0 = pˆ
2/(2m)+ q+Ωcos(kTx), where ψa(r) repre-
sents the condensate wavefunction in spin projection a.
The interaction Hamiltonian is HˆI =
∫
drHˆI , where
HˆI = c0
2
[|ψ1(r)|2 + |ψ1¯(r)|2]2+c22 [|ψ1(r)|2 − |ψ1¯(r)|2]2 ,
(14)
with c0 > c2 > 0 as in
23Na. In order to minimize the
interaction energy, the local condensate densities are the
same, that is, |ψ1(r)|2 = |ψ1¯(r)|2.
In the single-well phase, condensation occurs in the
α-band at k˜ = 0. However, the wavefunction ψa(r) in
real space is a linear combination of momentum shifted
(±(kT /2)xˆ) condensates with relative phase ϕ [41], re-
5sulting in a spatial variation of the form
ψa(r) = Aswe−i
ϕ
2 sin
(
kT
2
x+
ϕ
2
)
, (15)
with period λh = 2π/(kT /2) = 2λT commensurate to the
period λT of the periodic potential V (x) = Ω cos(kTx).
Since V (x) is even, the wave function ψa(r) must have
a well defined parity along x, which means ϕ is ei-
ther 0 or π. Furthermore, whenever V (x) is a min-
imum, the density should be maximal and vice-versa,
which fixes ϕ = 0. Finally the normalization constant
Asw is obtained by requiring that the condensate den-
sity nC(r) =
∑
a={1,1¯} |ψa(r)|2 is normalized to the total
number of particles NC in the condensate. Therefore,
nC(r) =
2NC
V
sin2
kT
2
x. (16)
Using the identity 2 sin2(θ) = 1− cos(θ), we write
nC(r) = nC [1− cos(kTx)] , (17)
where nC = NC/V . The dimensionless local condensate
density
n˜C(r) = σ [1− cos(x˜)] , (18)
where n˜C(r) = nC(r)/n, describes an easy-plane com-
mensurate nematic density wave (CNDW). Here, x˜ =
kTx is the dimensionless coordinate and σ = NC/N is
condensate fraction. Since we are far from the phase
boundary q˜c(Ω˜), we set σ = 0.7 for Ω˜ = 1, at typical
value of 23Na BECs, and plot n˜C(r) in Fig. 4a.
In the double-well phase, condensation occurs in the
α-band at k˜ = ±k˜0xˆ. Thus, the wavefunction ψa(r) in
real space is a linear combination of two single-well con-
densates with momenta (k0±kT /2)xˆ and phases ϕ± [41],
resulting in a spatial variation of the form
ψa(r) = Adwe−i
ϕ+
2
∑
j=±
[
ujα(k˜0) sin
(
(k0+j
kT
2
)x+
ϕj
2
)]
(19)
with two periods λ± = 2π/|k0± kT /2|, which are generi-
cally incommensurate with λT . When k˜0 → 0, the single-
well solution is recovered forcing ϕ± = 0. This leads to
the condensate density
nC(r) =
2NC
V I
[∑
j=±
ujα(k˜0) sin
(
k0 + j
kT
2
)
x
]2
, (20)
where I is a normalization constant [41]. Thus, the di-
mensionless condensate density becomes
n˜C(r) =
2σ
I
[∑
j=±
ujα(k˜0) sin
(
k˜0 +
j
2
)
x˜
]2
, (21)
where n˜C(r) = nC(r)/n, and describes an incommensu-
rate nematic density wave (INDW) shown in Fig. 4b.
FIG. 4: (Color Online). Striped phases in nematic density
waves. Shown are easy-plane density modulations in real
space for (a) single-well, with σ = 0.7 and Ω˜ = 1 (blue solid
line) and (b) double-well, with σ = 0.7 and Ω˜ = 1/4 (green
solid line). The red dashed line shows the uniform density
profile of the easy-axis nematic phase. The periodic modula-
tion in (a) is commensurate with λT , while in (b) there are two
periods, which are incommensurate with λT . In (a) the period
is λT = 2µm, while in (b) the short period is λ+ = 2.14µm,
while the long period is λ− = 29.86µm.
Lastly, we note that the local spin quadrupole
tensor for easy-plane phases is Qij,P (r) =
[nC(r)/2] [δij − di,P dj,P ] , with nC(r) from Eq. (16)
for the single-well or from Eq. (20) for the double-well
cases.
In conclusion, we have proposed a mechanism for the
creation of nematic-orbit coupling in spin-1 condensates
and uncovered their phase diagram and excitation spec-
tra. Our work connects orbital motion of atoms to the
rich physics of spin-nematics, and opens up a new direc-
tion to explore strongly correlated spin-nematic states.
Future work may include higher spin systems, coupling
to other tensor components Qˆij , as well as the study of
the role played by non-zero magnetization.
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Supplementary Material
Nematic-orbit coupling and nematic density waves in spin-1 condensates
Di Lao∗, Chandra Raman and C. A. R. Sa´ de Melo
School of Physics, Georgia Institute of Technology, Atlanta, Georgia 30332, USA
In this supplementary material we provide additional information for each call made in the main text as refer-
ence [41]. Thus, first, we discuss how to generate the nematic-orbit coupling using a chip design to produce a spatially
dependent quadratic Zeeman shift. Second, we investigate the eigenvectors of the independent particle Hamiltonian.
Third, we analyze the Bogoliubov spectrum of the easy-plane nematic phase in the single-well regime. Fourth, we
perform a similar discussion for the easy-plane nematic phase in the double-well regime. Fifth, we investigate the
Bogoliubov spectrum for the easy-plane nematic phase in the double-well case. And, lastly, we provide a real space
description of the easy-plane nematic phases in the single-well and double-well regimes.
Spatially varying quadratic Zeeman shift
Artificial nematic-orbit effects require the coupling of spatial coordinates to the spin quadrupole tensor. The
simplest type of nematic-orbit coupling can be achieved via the production of a spatially varying quadratic Zeeman
shift. Thus, we describe a possible experimental implementation of a spatially varying quadratic shift via a setup
that is similar to the experiment described in Ref. [43], whose theoretical description and notation we follow here.
We consider an alkali atom at a fixed location x, z and y = 0 that interacts with the local magnetic field. The latter
is the sum of a uniform static bias field Bbzˆ and a microwave field B1(x, z, t). The resulting atomic Hamiltonian
HˆA depends on the total electronic (Jˆ = Lˆ + Sˆ) and nuclear (Iˆ) angular momenta. These combine to form the total
angular momentum Fˆ = Jˆ+ Iˆ. In the electronic ground state L = 0 and hence
HˆA = AIˆ · Sˆ+ gµB
h¯
Sˆ · [Bbzˆ+B1(x, z, t)] ,
where A is the hyperfine coupling constant, g ≈ 2 is the electron g-factor, and µB = eh¯/(2me) is the Bohr magneton.
For atoms such as 23Na or 87Rb the nuclear spin I = 3/2, which leads to lower and upper hyperfine levels F = 1 and
F = 2, respectively. Their energy splitting is Whf = 2A. In the analysis above, we assume that the hyperfine energy
splitting is much larger than the Zeeman interaction with the external bias field (Whf ≫ µBBb) so that we may use
the good quantum numbers F and mF . Moreover, we also assume that Bb ≫ B1 so that the linear Zeeman energy
far exceeds the quadratic Zeeman energy shifts, as well as, those due to the microwave field. For example, in the case
of 23Na, Whf = h¯ω0 = h× 1.77GHz while at a bias field of Bb = 1.4G, the linear Zeeman shift is µBBb/(2h) = 1MHz
and quadratic shifts induced by the microwaves are in the range of a few kHz. We have also neglected the interaction
Iˆ ·B between the nuclear spin Iˆ and the magnetic field B, as it is a thousand times smaller than the terms mentioned
above.
For a near resonant microwave fieldB1(x, z, t) = B1(x, z) cosωct, we make the rotating wave approximation whereby
|∆0| ≪ ωc + ω0, where ∆0 = ωc − ω0 is the detuning from the clock transition between states |F,mF 〉 = |1, 0〉 and
|2, 0〉. Using the basis |F,mF 〉 with quantization axis taken to be along the direction zˆ of the bias field, we express
the atomic Hamiltonian as
HA =
∑
m1
(h¯ωLm1+
1
2
h¯∆0)|1,m1〉〈1,m1|+
∑
m2
(h¯ωLm2− 1
2
h¯∆0)|2,m2〉〈2,m2|+
∑
m1,m2
[
1
2
h¯Ω2,m21,m1 |2,m2〉〈1,m1|+ h.c.
]
(22)
8where the Larmor frequency ωL = µBBb/(2h¯) is associated with the linear Zeeman term. The microwave field couples
together states |F = 1,m1〉 to |F = 2,m2〉 with Rabi frequency
Ω2,m21,m1 =
2µB
h¯
〈2,m2|B1 · Sˆ|1,m1〉
and detuning
∆2,m21,m1 = ∆0 + (m1 −m2)ωL.
We picture the microwave field from a periodic array of alternating current wires arranged along the z-direction with
spacing d. Although a full electromagnetic calculation is needed to determine the field in general, the quasistatic
approximation may be used when the wire spacing and lengths d, L ≪ 1cm are much smaller than the microwave
wavelength corresponding to the hyperfine splitting: λ ≃ 17cm at ωc = 2π× 1.77GHz. In this case, the field oscillates
sinusoidally along the x-direction, varying in orientation, with two components that are parallel to and perpendicular
to the applied field Bbzˆ that defines the quantization axis, that is,
B1(x, z, t) =
(
Bz(z) cos
2πx
d
zˆ+Bx(z) sin
2πx
d
xˆ
)
cosωct
where x (z) is the coordinate parallel (perpendicular) to the wire array. Depending on the parameters in the phase
diagram of Fig. 2 of the main text, one will also need an auxiliary uniform microwave field B′1 cosω
′
ct that creates a
uniform quadratic shift qM0 to adjust the offset q that appears on the vertical axis. This field could be applied from
the top of the structure.
We diagonalize the Hamiltonian assuming that the microwave fields are small perturbations. In this limit the energy
eigenvalues are labeled by the quantum numbers F,m with m = {1, 0, 1¯}, but are dressed by the local magnetic field,
resulting in adiabatic eigenstates. For these eigenstates the energy of state F = 1,m is given by [44]
Em(x, z) =
∑
m2
h¯|Ω2,m21,m (x, z)|2
4∆2,m21,m
,
which written in matrix form becomesE1(x, z) 0 00 E0(x, z) 0
0 0 E1¯(x, z)
 = α(x, z)1ˆ+ β(x, z)Fˆz + qM (x, z)Fˆ2z, (23)
where α(x, z) = E0(x, z) is a spatially varying state independent shift, β(x, z) = [E1(x, z)− E1¯(x, z)] is a spatially
varying linear shift, and
qM (x, z) =
1
2
[E1(x, z) + E1¯(x, z)− 2E0(x, z)]
is the spatially varying quadratic shift due to the microwaves. We isolate this term using the following procedure. The
state independent term α can be removed by superimposing a ≃ 1 kHz depth far-detuned optical lattice to the optical
trapping potential whose depth is typically 20 kHz for sodium atoms. The linear shift is around 500 Hz, of the same
order, and can easily be removed by adding a tiny, spatially varying 0.3 mG offset to the static field Bb = 1.4 Gauss.
DC currents co-propagating with the microwave currents in the CPW can achieve this. With this cancellation, this
leaves the desired nematic-orbit coupling qM (x, z)F
2
z intact. To this, we add the quadratic shift due to the uniform
bias field,
qDC =
(gµB)
2
∆W (1 + 2I)2
×B2b ≈ 277Hz/G2 ×B2b
and the spatially independent microwave field qM0 to obtain the total shift plotted in Fig. 1 of the main text,
q(x, z = h) = qDC + qM0 + qM (x, z = h), where h is the height with respect to the chip. Lastly, given that q(x, z) is
essentially constant over the length of the atomic cloud along the z-direction, we write
q(x) = q +Ωcos(kTx), (24)
where q = qDC + qM0 is the uniform quadratic shift and Ω is the amplitude of the cosinusoidal spatial variation of
qM (x, z = h) with period λT = 2π/kT . This is the final expression for the nematic-orbit coupling used throughout
the main text.
9Eigenvectors of independent particle Hamiltonian
The eigenvectors of the independent particle Hamiltonian HˆIP, shown in Eq. (2) of the main text, are(
χaα(k)
χaβ(k)
)
=
(
u+α(k) u−α(k)
u+β(k) u−β(k)
)(
φa+(k)
φa−(k)
)
(25)
written as linear combinations of φa+(k) = φk+a and φa−(k) = φk−a, where k± = k± (kT /2)xˆ are shifted momenta
due to the nematic-orbit coupling. The expressions for the coefficients u±α(k) u±β(k), that relate the two basis, are
u+α(k) = +
1√
2
[
1− f(k˜x)
]1/2
, u−α(k) = − 1√
2
[
1 + f(k˜x)
]1/2
u+β(k) = +
1√
2
[
1 + f(k˜x)
]1/2
, u−β(k) = +
1√
2
[
1− f(k˜x)
]1/2
,
(26)
where the function f(k˜x) = k˜x/
√
k˜2x + Ω˜
2 is expressed in terms of the dimensionless momentum k˜x = kx/kT and
nematic-orbit amplitude Ω˜ = Ω/ET defined in the main text. Notice that the matrix containing the coefficients
u±α(k) and u±β(k) is unitary and that these coefficients are dimensionless, and depend only on k˜x and Ω˜.
Bogoliubov spectrum of easy-plane nematic phase in the single-well regime
To obtain the Bogoliubov spectrum of the easy-plane nematic phase in the single-well regime, we start from the
interaction Hamiltonians Hˆ0 and Hˆ2, written in momentum space in Eqs. (6) and (7) of the main text, and group
them together as
Hˆint =
c0
2V
∑
aa′
∑
k,k′,p
φ†a(k− p/2)φ†a′(k′ + p/2)φa′(k′ − p/2)φa(k+ p/2)
+
c2
2V
∑
aa′bb′
∑
k,k′,p
φ†a(k− p/2)Fµabφb(k+ p/2)φ†a′(k′ + p/2)Fµa′b′φb′(k′ − p/2),
(27)
where Fµab is the matrix element of the spin-1 operator with spin components ab in the µ direction, V is the volume
of real space, a, a′, b, b′ represent spin-1 components {+1, 0,−1}. Here, c0 and c2 are the spin-independent and
spin-dependent interaction strengths, respectively.
For the easy-plane nematic phase, Bose-Einstein condensation can occur only in the eigenstates χaα or χaβ . There-
fore, we rewrite the field operators φa(k) appearing in Eq. (27) by inverting the relation displayed in Eq. (25), leading
to (
φa+(k)
φa−(k)
)
=
(
u+α(k) u+β(k)
u−α(k) u−β(k)
)(
χaα(k)
χaβ(k)
)
. (28)
Solving for the field operator φa(k) in terms of the eigenstates χaα(k) and χaβ(k) leads to the symmetrized relation
φa(k) =
1
2
[
u+α(k− kT
2
xˆ)χaα(k− kT
2
xˆ) + u−α(k+
kT
2
xˆ)χaα(k+
kT
2
xˆ)
]
+
1
2
[
u+β(k− kT
2
xˆ)χaβ(k− kT
2
xˆ) + u−β(k+
kT
2
xˆ)χaβ(k+
kT
2
xˆ)
]
.
(29)
In the easy-plane nematic phase, the α band has the lowest energy. Bose-Einstein condensation occurs only at the
minimum of the α band, when the energies of the minima in the a = 0 and β bands are much higher. Therefore,
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condensation involving φ0(k) and χaβ(k) does not occur and the interaction Hamiltonian can be approximated by
Hint ≈ 1
32V
∑
aa′
∑
k,k′,p
(c0 + aa
′c2)
[
u∗+α(k−
p
2
− kT
2
xˆ)χ†aα(k−
p
2
− kT
2
xˆ) + u∗−α(k−
p
2
+
kT
2
xˆ)χ†aα(k−
p
2
+
kT
2
xˆ)
]
×
[
u∗+α(k
′ +
p
2
− kT
2
xˆ)χ†a′α(k
′ +
p
2
− kT
2
xˆ) + u∗−α(k
′ +
p
2
+
kT
2
xˆ)χ†a′α(k
′ +
p
2
+
kT
2
xˆ)
]
×
[
u+α(k
′ − p
2
− kT
2
xˆ)χa′α(k
′ − p
2
− kT
2
xˆ) + u−α(k′ − p
2
+
kT
2
xˆ)χa′α(k
′ − p
2
+
kT
2
xˆ)
]
×
[
u+α(k+
p
2
− kT
2
xˆ)χaα(k+
p
2
− kT
2
xˆ) + u−α(k+
p
2
+
kT
2
xˆ)χaα(k+
p
2
+
kT
2
xˆ)
]
,
(30)
provided that one is sufficiently far below the phase boundary line q˜c(Ω˜), indicated in Fig. 2 of the main text.
Combining the interaction Hamiltonian above with the kinetic energy of the α-band, assuming that condensation
occurs only in χaα(k) at k = 0, and considering that the interaction energy is sufficiently small to avoid populating
the a = 0 and β bands, we obtain the quadratic Hamiltonian
Hˆ = Gsw +
1
2
∑
k
X
†
k
(
E1 D
D† E1¯
)
Xk, (31)
describing excitations (fluctuations) above the condensate. The ground state energy is Gsw and X
†
k =(
χ†1(k) χ1(−k) χ†1¯(k) χ1¯(−k)
)
is a four-dimensional Bogoliubov spinor. Here, we drop the index α from the nota-
tion, because only the α band is considered. The block matrices for spin-preserving processes are
Ea =
(
Eg(k) + c ce
i2Φa
ce−i2Φa Eg(k) + c
)
, (32)
where a = {+1,−1} is represented by {1, 1¯}, Φa is the spin-dependent phase of the condensate in the α-band
at k = 0 and c is an energy variable proportional to the spin-preserving interaction energy (c0 + c2)n, that is,
c = (c0 + c2)ngα(k)/16. The energy Eg(k) = [Eα(k)− Eα(0))] /2, where Eα(k) is the eigenenergy defined in Eq. (3)
of the main text, is a measure of the excitation energy with respect to the minimum of the α-band. The block matrices
for spin-flip processes are
D =
(
dei(Φ1−Φ1¯) dei(Φ1¯+Φ1)
de−i(Φ1+Φ1¯) de−i(Φ1−Φ1¯)
)
, (33)
and D†, where d is an energy variable proportional to the spin-flip interaction energy (c0 − c2)n, that is, d =
(c0 − c2)ngα(k)/16. The function gα(k) = [1− u+α(k)u−α(k)] describes the effects of the nematic-orbit coupling on
the interaction parameters c and d. Using the expressions for u+α(k) and u−α(k) in Eq. (26), we obtain
gα(k) = 1 +
1
2
|Ω˜|√
k˜2x + Ω˜
2
, (34)
where Ω˜ = Ω/ET and k˜x = kx/kT , as defined in the main text.
The derivation of the Bogoliubov Hamiltonian in Eq. (31) takes into account all fluctuation process to quadratic
order that satisfy momentum, spin and energy conservation, but includes only processes with small momentum
transfer, that is, |∆k| < kT . To perform the Bogoliubov transformation and diagonalize the Hamiltonian in Eq. (31),
while preserving the bosonic commutation relations, it is necessary to multiply the 4× 4 matrix containing the block
matrices E1, E1¯, D, and D
† by the bosonic metric
Gsw =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 . (35)
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The diagonalization of the resulting matrix can be obtained analytically and gives four eigenvalues, two positive
and two negative. The negative eigenvalues can be turned into positive ones via normal ordering of the resulting
Bogoliubov operators. The positive eigenvalues are
ǫb,1(k) =
√
Eg(k) [Eg(k) + 2(c+ d)],
ǫb,2(k) =
√
Eg(k) [Eg(k) + 2(c− d)],
(36)
and describe two linearly dispersing modes at low momentum. The interaction parameters are (c+ d) = c0ngα(k)/8
and (c− d) = c2ngα(k)/8, where n is the total density and gα(k) is given in Eq. (34). The energy
Eg(k) =
1
2
 h¯2k2
2m
+ |Ω| −
√(
h¯2kxkT
2m
)2
+Ω2
 (37)
can be simplified in the small momentum regime k˜2x ≪ Ω˜2 to the simple quadratic form
Eg(k) ≈ 1
2
[
h¯2k2x
2mx
+
h¯2k2y
2my
+
h¯2k2z
2mz
]
, (38)
where the effective masses aremx = m/
[
1− 1/(2Ω˜)
]
and my = mz = m. This shows explicitly that the nematic-orbit
coupling produces a heavier mass along the x-direction in the easy-plane nematic single-well phase, giving mx > m
since Ω˜ > 1/2 in this phase. As a result the linear dispersions of the modes at small momenta is anisotropic.
In the regime of small momenta, Eg(k)≪ 2(c+ d) and Eg(k)≪ 2(c− d), leading to excitation spectra
ǫb,1(k) ≈
√
2Eg(k)(c + d),
ǫb,2(k) ≈
√
2Eg(k)(c − d).
(39)
For mode 1, the excitation energy along the x-direction is ǫb,1(kx, 0, 0) = h¯|kx|c1x with velocity
c1x =
1
4
√
3c0n
2mx
,
while the excitation energy along the y-direction is ǫb,1(0, ky, 0) = h¯|ky|c1y with velocity
c1y =
1
4
√
3c0n
2m
.
Since mx > m, it is clear that c1x < c1y, as illustrated in Figs. 3a and 3b of the main text. For mode 2, the excitation
energy along the x-direction is ǫb,2(kx, 0, 0) = h¯|kx|c2x with velocity
c2x =
1
4
√
3c2n
2mx
,
while the excitation energy along the y-direction is ǫb,2(0, ky, 0) = h¯|ky|c2y with velocity
c2y =
1
4
√
3c2n
2m
.
Since mx > m, it is clear that c2x < c2y, as illustrated in Figs. 3a and 3b of the main text. In deriving the expressions
for the linear mode velocities we made use of the relation limk→0 gα(k) = 3/2. Furthermore, given that c0 > c2 > 0
for 23Na, the corresponding velocities for mode 1 are larger than those for mode 2, that is, c1x > c2x and c1y > c2y,
as can be seen also in Figs. 3a and 3b of the main text.
Bogoliubov spectrum of easy-plane nematic phase in the double-well regime
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To obtain the Bogoliubov spectrum of the easy-plane nematic phase in the double-well regime, we follow the same
steps that lead to the approximate interaction Hamiltonian described in Eq. (30) above, that is, we consider only the
lower energy α-band, that is, we are sufficiently far below the phase boundary line q˜c(Ω˜), shown in Fig. 2 of the main
text. We calculate the Bogoliubov spectrum in the double-well phase, exclusively in the regime where the interaction
energy is sufficiently small that quasiparticles are excited in the vicinity of the minimum of each well, that is, only
excitations near momenta k = ±k0 are considered, where k0 = (k0, 0, 0). In this case, we define operators in the
left-well (L) and in the right-well (R) as
χaα(k) = χLa(k) (kx < 0) and χaα(k) = χRa(k) (kx > 0), (40)
where we drop the α-band index on the right hand side of the relation. We can write the operator χaα(k) in compact
notation as
χaα(k) = ΘL(kx)χLa(k) + ΘR(kx)χRa(k), (41)
where ΘL(kx) = Θ(−kx) and ΘR(kx) = Θ(kx) with Θ(kx) being the Heaviside step function. The step function has
the property: Θ(kx) = 0 when kx < 0, Θ(0) =
1
2 when kx = 0 and Θ(kx) = 1 when kx > 0.
We replace the original operators χaα(k) in terms of χLa(k) and χRa(k) in the interaction Hamiltonian of Eq. (30),
add the kinetic energy contribution, assume that Bose-Einstein condensation occurs simultaneously in both wells and
consider only low-momentum-transfer excitation processes that conserve momentum, energy and spin. Under these
considerations, the Bogoliubov Hamiltonian becomes
Hˆ = Gdw +
1
2
∑
k 6=0
Y
†
k
(
MLL MLR
MRL MRR
)
Yk, (42)
where Y†k =
(
X
†
L(k) X
†
R(k)
)
is an eight-dimensional vector with four dimensional components X†j(k) =(
χ†j1(k) χj1(−k) χ†j1¯(k) χj1¯(−k)
)
in the j = {L,R} sectors, and Gdw is the ground state energy. The Mij matri-
ces describe the intra-well (i = j) and the inter-well (i 6= j) spin processes and are momentum dependent, that is
Mij = Mij(k). We do not write explicitly this momentum dependence to avoid clutter in the notation, but we use
k¯ = −k and a = {1, 1¯} with 1¯ = −1 to identify momentum and spin dependencies of block matrices within Mij .
The block matrices describing intra-well processes are
MLL =
(
EL1(k) DL(k)
D
†
L(k) EL1¯(k)
)
and MRR =
(
ER1(k¯) DR(k¯)
D
†
R(k¯) ER1¯(k¯)
)
, (43)
where the block matrices for spin-preserving processes are
Eja(k) =
(
E′k + γ0k + γ2k (ξ0k + ξ2k)e
i2Φja
(ξ0k + ξ2k)e
−i2Φja E ′¯
k
+ γ0k¯ + γ2k¯
)
, (44)
while the block matrices for spin-flip processes are
Dj(k) =
(
(γ0k − γ2k)ei(Φj1−Φj1¯) (ξ0k − ξ2k)ei(Φj1+Φj1¯)
(ξ0k − ξ2k)e−i(Φj1+Φj1¯) (γ0k¯ − γ2k¯)e−i(Φj1−Φj1¯)
)
(45)
and D†j(k). In order to characterize these matrices fully, we identify each entry for every matrix element. The factors
Φja appearing in matrices Eja(k) and Dj(k) are the phases of the condensates in well j = {L,R} and spin state
a = {1, 1¯}. The diagonal entries for matrices Eja(k) are uniquely determined by the function
E′k = E(k)Θ
2(−kx + k0), (46)
where Ek = [Eα(k− k0)− Eα(−k0)] /2 is expressed in the terms of the α-band energies
Eα(k) = q +
h¯2
2m
[
k2 +
k2T
4
]
−
√[
h¯2
2m
kxkT
]2
+Ω2, (47)
which contain explicitly the nematic-orbit coupling parameters Ω and kT , and by the functions
γℓk =
cℓn
32
B(k)Θ2(−kx + k0), (48)
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where ℓ = {0, 2} labels the interaction contribution from c0 and c2, n is the particle density, and
B(k) = 1 + 2u+α(k0)u−α(k0)u−α(k− k0)u+α(k − k0) (49)
is a coherence factor containing the amplitudes defined in Eq. (25). The off-diagonal entries for matrices Eja are
uniquely determined by the function
ξℓk =
cℓn
32
A(k)Θ(kx + k0)Θ(−kx + k0), (50)
where cℓ is either c0 or c2, n is the particle density and
A(k) = u+α(−k0)u+α(−k0)u+α(−k− k0)u+α(k− k0) + 2u+α(−k0)u−α(−k0)u+α(−k− k0)u−α(k− k0)
+ 2u+α(−k0)u−α(−k0)u−α(−k− k0)u+α(k− k0) + u−α(−k0)u−α(−k0)u−α(−k− k0)u−α(k− k0).
(51)
is a coherence factor containing the amplitudes defined in Eq. (25). All the entries for block matrix Dj(k) are defined
in terms of the phase factors Φja of the condensates and the functions γℓk and ξℓk defined in Eqs. (48) and (50),
respectively.
The block matrices describing inter-well processes are
MLR =
(
F1(k) C11¯(k)
C1¯1(k) F1¯(k)
)
and MRL =M
†
LR, (52)
where the block matrices for spin-preserving processes are
Fa(k) =
(
(ξ0k + ξ2k)e
i(ΦLa−ΦRa) (γ0k + γ2k)ei(ΦLa+ΦRa)
(γ0k¯ + γ2k¯)e
−i(ΦLa+ΦRa) (ξ0k + ξ2k)ei(ΦRa−ΦLa)
)
, (53)
while the block matrices for spin-flip processes are
Caa¯(k) =
(
(ξ0k − ξ2k)ei(ΦLa−ΦRa¯) (γ0k − γ2k)ei(ΦLa+ΦRa¯)
(γ0k¯ − γ2k¯)e−i(ΦLa+ΦRa¯) (ξ0k − ξ2k)ei(ΦRa¯−ΦLa)
)
. (54)
All the matrix elements of Fa(k) and Caa¯(k) are specified in terms of the phase factors Φja of the condensates and
the functions γℓk and ξℓk defined in Eqs. (48) and (50), respectively.
The eigenvalues of the 8 × 8 Bogoliubov matrix containing the block matrices Mij in Eq. (42), are obtained by
performing a Bogoliubov transformation that diagonalizes the Hamiltonian while preserving the bosonic commutation
relations. For this purpose, we use the metric matrix
Gdw =

1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 −1

, (55)
and obtain the eight eigenvalues numerically. As expected four eigenvalues are positive and four are negative, but
the negative eigenvalues can be made positive by a particle-hole transformation. Thus, in Fig. 3 of the main text, we
plot the dispersion of the four collective modes found and indicate that two of them are linear and two are quadratic
at low momenta. All the modes are affected by the nematic-orbit coupling as discussed in the main text, where
we also provide a qualitative analysis of the nature of the modes based on in-phase and out-phase relations of the
corresponding eigenvectors of the Bogoliubov matrix. The building block of the analysis of the modes is that, if
there were no spin-spin interactions, the double-well for spins 1 and 1¯ would be independent from each other. This
means that each independent system would exhibit a linear and a quadratic mode, which would be the same for
spin components 1 and 1¯. However, when spin-spin interactions are included, the degeneracy of the modes is lifted,
resulting into two split linear modes and two split quadratic modes.
Real space description of easy-plane nematic phases: effective Hamiltonian
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For easy-plane nematic phases with zero magnetization, the density of particles in the a = 0 spin state is n0 = 0,
while for spin states a = {1, 1¯} is n1 = n1¯ 6= 0. Sufficiently far below the phase boundary q˜c(Ω˜) shown in Fig. 2 of
the main text, the only available spin states are a = {1, 1¯}. In this regime, the total Hamiltonian simplifies to
Hˆ =
∫
dr
(
ψ†1(r) ψ
†
1¯
(r)
)( p2
2m + q +Ωcos(kTx) 0
0 p
2
2m + q +Ωcos(kTx)
)(
ψ1(r)
ψ1¯(r)
)
+ Hˆint, (56)
where the real space representation of the interaction part is
Hˆint =
∫
dr
[∑
aa′
c0
2
ψ†a(r)ψ
†
a′(r)ψa′ (r)ψa(r) +
∑
aa′bb′
c2
2
ψ†a(r)ψ
†
a′(r)Fˆab · Fˆa′b′ψb′(r)ψb(r)
]
, (57)
with the summation over spin indices including only states {1, 1¯}. The interaction term can then be simplified to
Hˆint =
∫
dr
[∑
aa′
c0
2
ψ†a(r)ψ
†
a′ (r)ψa′(r)ψa(r) +
∑
aa′
c2
2
aa′ψ†a(r)ψ
†
a′ (r)ψa†(r)ψa(r)
]
. (58)
In the mean-field approximation, we replace the operators ψ†a(r) and ψa(r) by the condensate wave functions ψ
∗
a(r)
and ψa(r) and write the effective Hamiltonian for the easy-plane nematic phase as
HˆEP =
∑
a={1,1¯}
∫
drψ∗a(r)Hˆ0(r)ψa(r) + HˆI (59)
with Hˆ0 = pˆ
2/(2m) + q +Ωcos(kTx). The interaction Hamiltonian is now
HˆI =
∫
dr
[
c0
2
(
|ψ1(r)|2 + |ψ1¯(r)|2
)2
+
c2
2
(
|ψ1(r)|2 − |ψ1¯(r)|2
)2]
, (60)
with c0 > c2 > 0 as in
23Na. Since the spin-spin interactions are antiferromagnetic (c2 > 0), the interaction energy is
minimized when the local condensate densities are the same, that is, |ψ1(r)|2 = |ψ1¯(r)|2.
Real space description of easy-plane nematic phases: single-well regime
In the single-well regime, Bose-condensation occurs at k = 0 in the α-band, that is, the χaα(k) operators become
delta functions Caδ(k) in mean field. Neglecting the β-band in Eq. (29) and using the mean-field relations
χaα(k − kT
2
xˆ)→ Caδ(kx − kT
2
)δ(ky)δ(kz) and χaα(k+
kT
2
xˆ)→ Cae−iϕδ(kx + kT
2
)δ(ky)δ(kz), (61)
where ϕ is the phase difference between the dressed state condensates, leads to the momentum space condensate
wavefunction
φa(k) =
1
2
[
u+α(0)Caδ(kx − kT
2
)δ(ky)δ(kz) + u−α(0)Cae−iϕδ(kx +
kT
2
)δ(ky)δ(kz)
]
. (62)
Performing the Fourier transformation ψa(r) =
1√
V
∑
k φkae
ik·r in the continuum limit, where
∑
k →
[
V/(2π)3
] ∫
dk,
and using the relations u+α(0) = 1/
√
2 and u−α(0) = −1/
√
2, leads to the real space wavefunction
ψa(r) =
√
V
(2π)3
Ca
2
√
2
[
ei
kT
2
x − e−i( kT2 x+ϕ)
]
= Aswe−i
ϕ
2 sin
(
kT
2
x+
ϕ
2
)
. (63)
The wavefunction above is the relation displayed in Eq. (15) of the main text, where the constant
Asw =
√
V
(2π)3
iCa√
2
(64)
is independent of the spin index a, because the condensates for a = 1 and a = 1¯ have the same strength Ca in the
easy-plane nematic phase with zero magnetization, that is, C1 = C1¯ = Csw. Notice that Ca = Csw has dimensions of
V −1, while Asw has dimensions of V −1/2 and represents the amplitude of the condensate wavefunction.
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The total condensate density for the easy-plane nematic phase in the single-well regime is
nC(r) = |ψ1(x)|2 + |ψ1¯(x)|2 = 2|Asw|2 sin2
(
kT
2
x+
ϕ
2
)
, (65)
when expressed in terms of momentum kT of the nematic-orbit coupling, phase ϕ and amplitude Asw. The determi-
nation of ϕ and Asw is made as follows. Since the potential V (x) = Ω cos(kTx) is even under inversion along the x
direction, the wavefunctions ψa(r) have to be even or odd with respect to the coordinate x. This implies that ϕ can
be either 0 or π. Furthermore, whenever the potential V (x) has a minimum, the density should have a maximum and
vice-versa, which means that the phase must be ϕ = 0. The amplitude Asw is found by normalizing the condensate
density nC(r) to the total number of particles in the condensate
NC =
∑
a
∫
dr|ψa(r)|2, (66)
and thus the wavefunction amplitude is |Asw| =
√
NC
V . The use of this result for Asw in combination with the
trigonometric identity 2 sin2(θ) = 1− cos(2θ) leads to the condensate density
nC(r) =
Nc
V
[1− cos(kTx)] . (67)
Finally, defining the scaled local condensate density as n˜C(r) = nC(r)/n, where n is the total density, results in
n˜C(r) = σ [1− cos(kTx)] , (68)
where σ = NC/N is the condensate fraction, with NC being the number of particles in the condensate and N being the
total number of particles. This density profile describes an easy-plane commensurate nematic density wave (CNDW)
with the same period λT of the spatial modulation of the nematic-orbit coupling. For fixed values of the interaction
parameters c0 and c2, σ is a function of q˜ and Ω˜. The condensate fraction σ for the easy-plane nematic single-well
phase tends to zero when the phase boundary q˜c(Ω˜) is approached (see Fig. 2 of the main text), since for q˜ > q˜c(Ω˜)
the easy-axis nematic phase takes over. However, we use the value of σ = 0.7 for Ω˜ = 1 in the single-well case, because
we discussed here only an approximate real space Hamiltonian for easy-plane nematic phases far below the phase
boundary q˜c(Ω˜), where the condensate fraction is closer to one.
Real space description of easy-plane nematic phases: double-well regime
In the double-well regime, Bose-condensation occurs simultaneously at the right (R) and left (L) wells, that is, at
momenta k = ±k0 of the α-band, with k0 = k0xˆ. This implies that the expectation value of the χaα(k) operator
become a sum of weighted delta functions CaRδ(k−k0) +CaLe−iϕLRδ(k+k0) in mean field. Here, CaR and CaL are
the amplitudes of the condensates in the right and left wells, and ϕLR is the phase difference between the condensates
in the right and left wells. Neglecting the β-band in Eq. (29) and using the mean-field relations
χaα(k− kT
2
xˆ)→
[
CaRδ(kx − k0 − kT
2
)δ(ky)δ(kz) + CaLe
−iϕLRδ(kx + k0 − kT
2
)δ(ky)δ(kz)
]
χaα(k+
kT
2
xˆ)→
[
CaRδ(kx − k0 + kT
2
)δ(ky)δ(kz) + CaLe
−iϕLRδ(kx + k0 +
kT
2
)δ(ky)δ(kz)
]
e−iϕ,
(69)
where ϕ is the phase difference between the dressed state condensates, leads to the momentum space condensate
wavefunction
φa(k) =
1
2
[
u+α(k0)CaRδ(kx − k0 − kT
2
)δ(ky)δ(kz) + u+α(−k0)CaLe−iϕLRδ(kx + k0 − kT
2
)δ(ky)δ(kz)
]
+
1
2
[
u−α(k0)CaRδ(kx − k0 + kT
2
)δ(ky)δ(kz) + u−α(−k0)CaLe−iϕLRδ(kx + k0 + kT
2
)δ(ky)δ(kz)
]
e−iϕ.
(70)
Since the left and right wells are perfectly symmetric, the amplitudes CaL and CaR are identical, that is, CaL =
CaR = Ca.
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Performing the Fourier transformation ψa(r) =
1√
V
∑
k φkae
ik·r in the continuum limit, where the summation over
momentum states k becomes the integral
[
V/(2π)3
] ∫
dk, leads to
ψa(r) =
√
V
(2π)3
Ca
2
[
u+α(k0)e
i(k0+kT /2)x + u+α(−k0)e−iϕLRe−i(k0−kT /2)x
]
+
√
V
(2π)3
Ca
2
[
u−α(k0)ei(k0−kT /2)x + u−α(−k0)e−iϕLRe−i(k0+kT /2)x
]
e−iϕ.
(71)
Notice that coefficient in front of the brackets of the previous expression is independent of the spin state a for
easy-plane nematic phase since C1 = C1¯ = Cdw, and thus can be written as
Bdw =
√
V
(2π)3
Ca
2
. (72)
Combining this observation with the properties u−α(−k0) = −u+α(k0) and u+α(−k0) = −u−α(k0) exhibited in
Eq. (26), it is easy to eliminate the coefficients u+α(−k0) and u−α(−k0) and write
ψa(r) =Bdw
[
u+α(k0)
(
ei(k0+kT /2)x − e−iϕe−iϕLRe−i(k0+kT /2)x
)]
+Bdw
[
u−α(k0)
(
e−iϕei(k0−kT /2)x − e−iϕLRe−i(k0−kT /2)x
)] (73)
This expression can be further simplified by putting in evidence the sum of phases (ϕLR + ϕ)/2 leading to
ψa(r) =Bdwe−i(ϕLR+ϕ)/2
[
u+α(k0)
(
ei[(k0+kT /2)x+(ϕLR+ϕ)/2] − e−i[(k0+kT /2)x+(ϕLR+ϕ)/2]
)]
+Bdwe−i(ϕLR+ϕ)/2
[
u−α(k0)
(
ei[(k0−kT /2)x+(ϕLR−ϕ)/2] − e−i[(k0−kT /2)x+(ϕLR−ϕ)/2]
)] (74)
Defining the phase sum ϕ+ = ϕLR+ϕ and the phase difference ϕ− = ϕLR−ϕ in conjunction with the trigonometric
identity eiθ − e−iθ = 2i sin(θ), allows the writing of the real space wavefunction as
ψa(r) = 2iBdwe−i
ϕ+
2
{
u+α(k0) sin
[
(k0 +
kT
2
)x +
ϕ+
2
]
+ u−α(k0) sin
[
(k0 − kT
2
)x+
ϕ−
2
]}
. (75)
This is exactly the form presented in Eq. (19) of the main text, using the compact notation
ψa(r) = Adwe−i
ϕ+
2
∑
j=±
{
ujα(k0) sin
[
(k0 + j
kT
2
)x+
ϕj
2
]}
(76)
with two periods λ± = 2π/|k0 ± kT /2|, which are generically incommensurate with λT , and amplitude Adw = 2iBdw.
To determine the phase factors ϕ+ and ϕ−, we resort to symmetries of the Hamiltonian in Eq. (56) describing the
easy-plane nematic phase. Since the potential V (x) = Ω coskTx is even with respect to x, the symmetry operation
x → −x leaves the Hamiltonian unchanged, and the corresponding wavefunction is either even or odd in x. Under
the transformation x→ −x, or more generally under inversion symmetry r→ −r, the wavefunction becomes
ψa(−r) = 2iBdwe−i
ϕ+
2
{
u+α(k0) sin
[
−(k0 + kT
2
)x+
ϕ+
2
]
+ u−α(k0) sin
[
−(k0 − kT
2
)x+
ϕ−
2
]}
. (77)
By comparing Eqs. (75) and (77), it is straightfoward to see that the odd solution requires ϕ+ = ϕ− = 0, and that the
even solution requires ϕ+ = ϕ− = π. To decide between the two possibilities, one can take the limit of k0 → 0 and
require that the double-well solution in Eq. (75) reduces to the single-well solution in Eq. (63) by continuity. In this
limit, u+α(k0 → 0) = 1/
√
2 and u−α(k0 → 0) = −1/
√
2, and indeed the double-well solution reduces to the correct
single-well limit as physically expected, fixing the phases to ϕ+ = ϕ− = 0. Thus, the final form of the double-well
wavefunction is
ψa(r) = Adw
{
u+α(k0) sin
[
(k0 +
kT
2
)x
]
+ u−α(k0) sin
[
(k0 − kT
2
)x
]}
. (78)
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The constantAdw can be determined by requiring that the condensate density nC(r) = |Ψ1(r)|2+|Ψ1¯(r)|2 is normalized
to NC , which is the total number of condensed particles in easy-plane nematic double-well phase. Given that the
condensate density is
nC(r) = 2|Adw|2
{
u+α(k0) sin
[
(k0 +
kT
2
)x
]
+ u−α(k0) sin
[
(k0 − kT
2
)x
]}2
, (79)
the normalization requirement NC =
∫
drnC(r) leads to the normalization constant
Adw =
√
NC
V I
, (80)
where the integral I depends explicitly on the length of the system along the x direction, specifically,
I =
2
L
[
L
2
−u2+α(k0)
sin
[
(k0 +
kT
2 )L
]
2k0 + kT
−u2−α(k0)
sin
[
(k0 − kT2 )L
]
2k0 − kT +2u+α(k0)u−α(k0)
(
sin
[
1
2kTL
]
kT
− sin [k0L]
2k0
)]
. (81)
In the limit that L → ∞, the integral I tends to one (I → 1), since the functions sin(βL) are bounded, that is,
| sin(βL)| ≤ 1. In compact form, the condensate density becomes
nC(r) =
2NC
V I
[∑
j=±
ujα(k0) sin
(
k0 + j
kT
2
)
x
]2
, (82)
as it appears in Eq. (20) of the main text, with the simple modification that uj(k0) = uj(k˜0), since these coefficients
are dimensionless, as shown in Eq. (26), and depend only on the x component of momentum.
A final expression for the dimensionless condensate density n˜C(r) = nC(r)/n in terms of the condensate fraction
σ = NC/N as
n˜(r) =
2σ
I
{
u+α(k0) sin
[
(k0 +
kT
2
)x
]
+ u−α(k0) sin
[
(k0 − kT
2
)x
]}2
. (83)
This density profile describes an easy-plane incommensurate nematic density wave (INDW) with short period λ+ =
2π/|k0+kT /2| and long period λ− = 2π/|k0−kT /2|, which are generally incommensurate with the spatial modulation
λT of the nematic-orbit coupling. Again, for fixed values of the interaction parameters c0 and c2, σ is a function
of q˜ and Ω˜. The condensate fraction σ for the easy-plane nematic double-well phase tends to zero when the phase
boundary q˜c(Ω˜) is approached (see Fig. 2 of the main text), since for q˜ > q˜c(Ω˜) the easy-axis nematic phase takes
over. However, we use the value of σ = 0.7 for Ω˜ = 1/4 in the double-well case, because we discussed here only an
approximate real space Hamiltonian for easy-plane nematic phases far below the phase boundary q˜c(Ω˜), where the
condensate fraction is closer to one. We choose the same condensate fraction (σ = 0.7) to plot the local condensate
densities of the single-well and double-well phases in Fig. 4 of the main text, since this facilitates a comparison of
the changes that occur in the amplitude and periods between the commensurate (single-well) and incommensurate
(double-well) nematic density waves.
