Abstract-An important aspect of collision avoidance and driver assistance systems, as well as autonomous vehicles, is the tracking of vehicle taillights and the detection of alert signals (turns and brakes). In this paper, we present the design and implementation of a robust and computationally lightweight algorithm for a real-time vision system, capable of detecting and tracking vehicle taillights, recognizing common alert signals using a vehicle-mounted embedded smart camera, and counting the cars passing on both sides of the vehicle. The system is low-power and processes scenes entirely on the microprocessor of an embedded smart camera. In contrast to most existing work that addresses either daytime or nighttime detection, the presented system provides the ability to track vehicle taillights and detect alert signals regardless of lighting conditions. The mobile vision system has been tested in actual traffic scenes and the results obtained demonstrate the performance and the lightweight nature of the algorithm.
Robust and Computationally Lightweight Autonomous Tracking of Vehicle Taillights and Signal Detection by Embedded Smart Cameras I. INTRODUCTION
A S reported by the National Safety Council in 2009, about a third of all automobile accidents that occur in the U.S. constitute rear-end collisions, with 30% of them resulting in severe injuries [1] . Due to this fact, various detection systems have become popular for use with advanced driver-assistance systems (ADAS) and potential autonomous vehicle applications (i.e., lead vehicle following, collision avoidance).
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signal detection) make them preferable over current systems being researched and marketed [2] (radar-based [3] and laserbased [4] ). Vision-based mobile tracking systems with decision capabilities have become a viable application with the development of embedded smart cameras capable of performing onboard processing and wireless communication.
Currently, there exist strict UN [5] and US DOT [6] regulations governing vehicle signal light colors, proportions, and configurations. Despite a seemingly wide range of variations among different car manufacturers, these regulations allow us to make reasonable assumptions regarding vehicle light colors and symmetry when developing the algorithm.
Most of the research on vision-based algorithms can be classified into the following two categories (features from each category may be shared to increase reliability [7] ): 1) Local feature-based: individual frame information is used, extracted via morphology [8] and color/intensity thresholds [9] , [10] . Different color spaces may be employed (RGB [11] , HSV [7] , YCbCr [12] , or Lab [13] ). 2) Temporal information-based: tracking one [14] or many [15] vehicles across many frames, with interference from other objects (typically encountered during daytime [16] -a more challenging scenario). Computationally more intensive methods, such as mean-shift tracking and particle filters [17] , are required for more complex applications.
Currently, there are daytime vehicle detection algorithms (employing object or feature detection methods) [18] and nighttime algorithms that detect lights using color thresholds ( [19] , [20] ), but these algorithms cannot operate during both daytime and nighttime. Due to the nature of these algorithms, a method designed for detecting vehicles during the daytime does not work during nighttime and vice versa [21] (visual data available from a monocular camera at night are not sufficient for stateof-the-art object detection or template matching algorithms). Similarly, static-exposure nighttime detection approaches fail in the daytime.
In this paper, we propose an efficient and robust algorithm for tracking vehicle taillights in all lighting conditions, detecting and classifying vehicle alert signals, and counting the number of passing vehicles in neighboring lanes. The algorithm is implemented entirely on a vehicle-mounted embedded smart camera and employs sophisticated correction mechanisms to increase the level of robustness. The main advantage of this algorithm over existing work ( [7] , [10] , [22] - [24] ) is the ability to track taillights and detect vehicle signals at night and during the day-a challenging and computationally expensive task (as shown in [25] , [26] ).
Significant Differences Between Existing Work and the Algorithm Presented in This Paper
Include: i) computationally lightweight tracking during the day and at night; ii) detection and reliable classification of vehicle alert signals (brake lights and turn signals); iii) detection and counting of vehicles in neighboring lanes; iv) sophisticated correction and recovery mechanisms, in conjunction with a Kalman filter and codebook for robust tracking; v) the algorithm is general enough for tracking vehicles with varying light configurations (singlered lights found in US cars and red-yellow segmented lights characteristic of European vehicles); and vi) the algorithm runs on the microprocessor of an embedded smart camera. This paper is organized as follows: Section II provides technical details of the implementation; Section III explores additional applications; experimental results are provided in Section IV; Section V provides a quantitative comparison of the proposed method with existing state-of-the-art algorithms; and Section VI concludes this paper.
II. SYSTEM DESIGN
The proposed system flowchart (relevant sections of the paper in bold) is given in Fig. 1 . Computations are performed in fixed-point to optimize the algorithm for embedded platforms. All functions are written from scratch, using lookup tables.
A. Embedded Smart Camera Platform
This system is implemented on a CITRIC embedded smart camera platform [27] -a low-power device with a smaller footprint than comparable devices. All of the processing occurs on the camera board and the proposed system can be readily packaged as a discrete in-vehicle monitoring device. The CITRIC camera board features a 624 MHz fixed-point ARM microprocessor (PX A270), 64 MB SDRAM, 16 MB NOR FLASH, and a color CMOS image sensor (OV 9655).
B. Colorspace
The system uses the Y'UV colorspace, as most embedded smart cameras are natively capable of Y'UV 4 : 2 : 2 (for every 2 UV pixels, there are 4 Y pixels), avoiding a computationally expensive colorspace conversion. Y'UV separates the luminance (Y ) and color data (UV ), increasing the reliability of color thresholds. With color and brightness information separate, it is possible to pick a narrow range of colors using the UV components, while still describing a wide range of color variations through the use of the Y component. The algorithm is not sensitive to the choice of thresholds. As will be discussed below, the proposed method eliminates false-positive regions later on, allowing us to employ soft color thresholds and avoid missing taillight regions.
C. Intensity-Based Threshold Selection
When the algorithm is first initialized, light candidates are automatically detected and filtered (without user intervention). Detection relies on soft color and brightness thresholds (U , V , and Y , respectively) in order to outline areas of potential light candidates. It is necessary to differentiate between lighting conditions (daytime or nighttime). This is the only modification between daytime and nighttime scenarios-the algorithm remains identical for all lighting conditions). Fig. 2 provides the selected thresholds.
At the start of the algorithm, the entire frame is scanned and the average luminance level is determined. Based on this level, either "nighttime" or "daytime" thresholds are used for the duration of tracking. Since the brightness levels of nighttime, dusk, and dawn lighting conditions are very similar, they are grouped into one category of thresholds; daytime conditions are a separate category. As the lighting conditions change throughout the execution of the algorithm (either gradually or drastically), any major change in the average luminance will trigger a change of the selected thresholds. Average luminance level is evaluated every 300 frames to reduce the computational complexity of the algorithm.
Thresholds were empirically obtained from analyzing over 400 vehicle images, taken at various times throughout the day to account for changing lighting conditions. In order to speed up taillight pixel selection, a graphical user interface was designed, where taillights can be quickly selected from sequentially loaded images. Once the center and outer radius of the taillight are defined, the pixels are logged. The resulting analysis provided daytime and nighttime soft thresholds. 
D. Candidate Light Pair Identification
After the average luminance for the first frame is calculated and appropriate soft thresholds are selected, the algorithm detects potential taillight pairs to be tracked. This step is automatic, requiring no user input. At this stage, soft color thresholds are used to avoid eliminating too much information from the image-the resulting false-positive regions do not constitute a problem, since they are eliminated at later stages of the algorithm. The image obtained in this step is run through a number of tests before final light candidates are selected. Fig. 3 provides an illustration of this step.
Although some newer LED lights may be modulated [through the use of pulsewidth modulation to reduce the duty cycle of the LEDs] and produce a faint flickering effect ("beating"), this does not affect the detection of light candidates (as only the UV color plane is considered).
1) Candidate Region Detection:
Potential light candidates are detected using a set of soft color thresholds for red and white/yellow colors, most commonly found in vehicle taillights, as shown in Fig. 3 In order to eliminate areas that may not be the taillights of a vehicle, areas that are white/yellow and are not adjacent to any red regions are eliminated, whereas other areas are preserved and converted into a binary image [see Fig. 3(c) ]. Morphological operations are applied to the remaining areas to generate "blobs". A bounding box is drawn around each "blob" and the centroid coordinates are computed.
For computational efficiency purposes, the area of each potential light candidate is verified in order to eliminate any regions that fall outside of the acceptable light dimensions (specified as a percentage of the captured frame area). This step also eliminates large areas that may pass through the soft color thresholds but are not actual lights (i.e., red cars, sunsetlit skies, etc). When the areas that fall outside of normal light sizes are discarded, the resulting image processing becomes faster. This is due to the fact that the symmetry test does not have to be run between invalid potential taillight pairs. Since the number of tests run between the pairs can be expressed as a K n -complete graph, the computational gain of removing just one of n potential candidates is equal to n − 1 less symmetry tests. It should be noted that this step is without loss of generality and for efficiency purposes only, since such areas can be eliminated by the system using two additional tests, discussed below, namely symmetry and 3-D histogram tests-the final stage of frame cleanup prior to the detected "blobs" getting stored into the codebook and initialized as new Kalman filter trackers.
2) Symmetry Verification: The distance between "master" and "slave" blob centroids is calculated along the Y -axis (see Fig. 5 ); a pair is considered to satisfy the symmetry test if the Y -direction distance is less than the height of the "master" blob, in addition to the area of the slave blob being ±25% of the master blob. Symmetrical pairs are kept in memory, whereas others are discarded.
The symmetry test is performed between all pairs of the light candidate "blobs". Since both leading and following vehicles are usually on similar terrain, it is safe to assume that potential vehicle taillights are symmetrical in the Y -direction. This aids with the elimination of red car bodies (the chassis of a red vehicle is asymmetrical to other objects in the frame), as shown in Fig. 6 .
The total number of pairs that are tested can be expressed as n(n − 1)/2, in effect a complete graph K n , where n is the number of blobs present at the start of the symmetry test. Symmetry tests are run until all n(n − 1)/2 blob combinations are exhausted. Symmetrical pairs are individually stored as "left" and "right" lights; the labels are determined by the location of lights relative to each other on the X axis.
3) Three-Dimensional Histogram Test: In special circumstances (particularly in high-traffic areas), clusters of brake lights or other artifacts in adjacent lanes may pass symmetry tests and be considered "symmetrical pairs."
To mitigate these possible errors, color information is used to construct a 3-D histogram for both left and right lights. Each monochrome color channel is binned into 8 bins, with 512 bins (8 × 8 × 8) representing each light. Resulting histograms from "left" and "right" lights are compared using the Bhattacharyya coefficient [see (1)]. If the coefficient value is higher than an empirically determined threshold, a match is declared. The empirical threshold was carefully determined by analyzing several dozen video sequences, and the same value is used for all lighting conditionŝ 
E. Tracking and Codebook Update 1) Codebook:
To make a provision for effective correction mechanisms (discussed in later sections) and to accurately detect vehicle alert signals, a codebook is maintained throughout the execution of the algorithm for each tracker (data is kept separate for left and right lights), consisting of: i) centroid coordinates; ii) bounding box coordinates; iii) light area; iv) 3-D histogram (from previous frame); and v) average intensity level.
2) Tracking: Any application using system models is inaccurate to some degree, as models can seldom account for measurement noise and dynamically adjust to varying measurements or other outside changes [28] . The use of a linear Kalman filter (LKF) has the advantage of generating next state predictions by carefully weighting the current system state with the prediction, instead of relying on a static model (in addition to not requiring the entire system state history-only current state and current prediction are needed to predict next state system behavior). The weights placed on the current state and the prediction can be adjusted by adjusting the filter "gain" (K = 0 uses only the predictions, K = 0.5 equates to simple averaging, and K = 1 uses only the current state to make the predictions), as outlined in (2) [29] - [31] 
where x k is the estimated next state, x k−1 is the current system state, A is a 4 × 4 movement matrix that expresses how the system state changes from k − 1 to k [see (3)], and w k−1 is the process noise that is assumed to be Gaussian for the purposes of 
LKF can reliably track and predict the future position of an object at time t + 1 (x k ), preventing the loss of objects due to inconsistent detection between frames (i.e., momentary occlusion of the field-of-view). The LKF tracks the centroid [x, y] of an object, hence its states are the x and y positions, (pos x , pos y ) and the velocity (v x , v y ) .
In the measurement calculation outlined in (4), the measurement noise v k is also assumed to be Gaussian
The operation of the Kalman filter is given in Fig. 8 . After the filter is initialized with arbitrary valuesx k−1 [see (5) ] and P k−1 , the LKF alternates between time update (prediction) and the measurement update (correction). Over time, the calculated Kalman filter gain K and the estimation error covariance P k will become constant, therefore arbitrary values are sufficient for initializing the Kalman filter
Arbitrary values ofx k−1 and P k−1 are used as initial inputs to the system, after which the LKF alternates between prediction and correction states. The predictions for the system statex − k and estimation error covariance P − k are generated at time k − 1 (before actual measurements are known, denoted by a superscripted minus sign). At time k, the LKF gain K is calculated and the system statex k and the estimation error covariance P k are updated with measured values. The weighting of the prediction to the measurement is chosen based on the calculated value of gain K, which is dynamically adjusted for optimal performance. Due to the nature of the tracking method, the Kalman filter performs well when tracked objects are partially or entirely occluded (which is the case with traffic surveillance and headlight/taillight tracking algorithms).
F. Vehicle Object Structure
Trackers for light pairs that were matched using both symmetry and 3-D histogram tests are stored within a Vehicle Object (VO) structure, containing the following: i) tracker ID for left and right lights (for retrieval of bounding box coordinates and intensity values); ii) number of consecutive tracking failures; and iii) removal flag.
The VO structure simplifies the maintenance of trackers in memory: once the number of consecutive tracking failures for the VO exceeds the frame-rate equivalent of 2 s, the VO is destroyed and "orphaned" trackers are deallocated from memory. Day and night scenarios are shown in Fig. 9 .
All possible VOs are tracked (even if trackers are shared), which yields a higher overall reliability. Erroneously detected VOs are destroyed, leaving only VOs corresponding to actual vehicles in Fig. 7 . V1 is a VO created for vehicle on right, consisting of trackers T 1 and T 4, whereas V2 is a VO for vehicle on left, consisting of T 2 and T 3. V3, consisting of T 1 and T 2, is created [see Fig. 7(b) ] and subsequently destroyed [see Fig. 7(c) ].
1) Passing Vehicle Counter:
The approximate number of vehicles passing on the left and right can be determined by counting the valid VO destruction events and referencing the last-good-known location of the VO. A valid VO should have been tracked for a frame-rate equivalent of at least 2 s. If both lights within the VO were on the left side of the frame when the VO was destroyed, the "Pass Left" counter is incremented (see Fig. 8 ). If both lights within the VO were on the right, a "Pass Right" is registered. If the lights within the VO happen to be located on different sides of the frame when the VO was destroyed, no pass is counted, as it is assumed that the vehicle accelerated and was "Lost" (these events are counted, however the output is not displayed).
These counters provide valuable information, since vehicles can act as mobile probes and provide traffic information from locations that are out of reach of static sensors (see Fig. 9 ).
G. Correction Mechanisms
Three correction mechanisms are used, which take effect in extraordinary situations in order to prevent the corruption of the codebook or the divergence of the Kalman filter. 
1) Distance Tracking:
This mechanism prevents corruption of the codebook and the divergence of the Kalman filter by eliminating erroneous data (see Fig. 10 ).
When multiple potential light candidates are detected (and identified as "pairs"), the predicted distance between trackers dp is compared with the distance between detected lights d to determine which of the light candidates are actual lights.
For example, at time t, there are three light candidates. By comparing the predicted distance from the codebook, dp t−1 , with the distance between light candidates d t,1 and d t,2 , it is possible to eliminate the misdetected candidate and prevent codebook and Kalman filter tracker corruption. This particular correction is performed in order to make sure that the Kalman filter is provided with a new measurement at each frame. When a Kalman filter is applied to images from a static camera, it can compensate for the lack of measurements (prediction over measurement). In the case of a mobile camera, however, a drastically incorrect prediction at t + 1 would greatly increase the probability of the Kalman filter diverging.
2) Kalman Filter Error
3) Test Failure Correction: This mechanism is engaged when either the symmetry or the 3-D histogram test is failed by one of the candidate lights at time t. Two 3-D histogram tests are run: one between detected candidate light L t and codebook information stored for L t−1 , and the other between candidate light R t and codebook information for R t−1 . If both tests are passed, then the codebook is updated with new light data and the position information is integrated into the Kalman filter tracker. If these "lookback" tests are failed by at least one light, this data is discarded.
H. Alert Signal Detection
There are two ways of detecting vehicle alert signals: intensity tracking (applicable to all vehicle makes and models) and area tracking (mostly foreign cars with segmented lights).
1) Intensity Tracking:
The average intensity of each light is monitored over time. Bounding box coordinates for lights that passed all required tests (or were corrected) are used to extract intensity data for each light.
A running standard deviation is computed for each light and its value is updated every frame [32] 
where p is the power sum average, μ is the running average (mean), and N is the total number of elements. If the intensity level exceeds ±3 s around μ, the mean and standard deviation values are locked against updating and the light is declared to be "on." If overall lighting conditions change, the lock is subsequently released.
The detection algorithm features a "safe zone" (marked in light-red in Fig. 12 , which illustrates the detection approaches). This zone is equal to 1.5 s, during which no decision regarding braking is made. If the braking action (both lights "on") is still detected after that time, then the system records the brake signal. Similarly, if one of the lights goes through two complete cycles within the "safe zone," a turn is recorded (either a right or left, based on the light that cycled). Fig. 11(a)-(c) shows the intensity levels for both lights over a number of frames, their patterns corresponding to a left turn, right turn, and braking, respectively. The distinctive pattern for each action can be clearly shown in all of the figures.
2) Area Tracking: Another algorithm runs alongside intensity tracking to prevent misdetection of alert signals. Vehicle light shapes and sizes vary from manufacturer to manufacturer and while most domestic cars have one set of lights for signaling turns and braking, most foreign automobiles have segmented lights, where the turns' lights are located under the main set of lights, potentially preventing the turn light from being detected using the intensity tracking method (see Fig. 12 ). The light area changes in unison with the turn signal being on or off, one compete cycle of which is shown in Fig. 13 . This fact is used for tracking the area of the light over time to determine its state. The same set of rules from intensity tracking (described in Fig. 12 ) is applied to area tracking, resulting in successful detection of turn signals regardless of the light configuration. Intensity and area tracking methods are combined via a logical OR statement for robust turn signal detection. Area tracking also plays an important role during nighttime detection, since the size of the lights increases when brakes are applied or turn signals are engaged.
III. ADDITIONAL APPLICATIONS: HEADLIGHT DETECTION
To illustrate the versatility of this method, we have also used this approach for mobile headlight detection by using only the Y channel of the captured frames, without modifying the nature of the algorithm. The headlight detection algorithm was able to achieve a 91.9% detection rate on a total of 160 vehicles tracked (during 2800 s, or 46 min 40 s). Results are given in Fig. 14 . To avoid potential undetected headlights, the cameras used in this implementation are operated in automatic exposure mode, where the camera dynamically adjusts to changes in lighting. It was noted that the camera cannot quickly compensate for sudden changes in illumination or extremely bright regions during nighttime conditions (resulting in "blooming" effects). In order to eliminate the overexposure resulting from direct observation of vehicle headlights, a Hoya ND400 9-stop Neutral Density filter is used to attenuate the light entering the camera lens.
A. Survey of State-of-the-Art Research
Current headlight detection and tracking research is divided into two categories: static and mobile detection.
1) Static Detection: Using a traffic-facing static camera (i.e., mounted at an intersection) [33] - [36] .
2) Mobile Detection: Performed when a rear-facing camera is mounted on the back or the front of a moving vehicle [37] - [40] . Detection from a mobile platform is inherently more challenging, since-unlike with static camera imagesstreetlights and other potential sources of false-positive information cannot be readily filtered out, and the detection area cannot be manually defined [33] .
Most mobile headlight detection approaches are based on either local features (time-independent information obtained from every frame via morphological operations and fixed-value intensity thresholds [39] , [41] ) or temporal information (timedependent information used for tracking [37] , [38] , [40] ).
IV. EXPERIMENTAL RESULTS
The algorithm was fully implemented on an embedded smart camera described in Section II-A, designed to track vehicle taillights and detect turn signals (L and R) and brakes (B). As the algorithm operates in real-time in actual traffic, a select few uninterrupted algorithm runs are given in Table I , which demonstrates the execution times and rates of detection for this implementation. In actuality, many hours of driving in varying light conditions were performed.
The scenarios were tested live, observed by the embedded smart camera (which generated time-stamped "flags" of the detected events) and a "control" camera, which recorded timestamped video that could later be matched to the text flags produced by the embedded smart camera. A high detection rate was achieved in varying lighting conditions, with an average processing time per frame of approximately 183.16 ms (or 5.46 fps).
Although it is possible to significantly reduce the falsepositive (FP) detection rate for brake lights in night and dawn lighting conditions (to around 1-6% from 18.8% and 11.6%, respectively), this change would drop the true-positive (TP) rate quite significantly (by about 7%-15% in each case). In our discussions, we chose to favor a high TP rate in favor of a low FP rate, as this system is designed to be supplemented by other monocular camera systems ("agents"), working in unison within a larger ADAS. This implementation is similar to the way search engines arrive at their ranking decisions: a large number of simple agents with a low level of reliability work together, share data, and come to a decision through the use of an arbiter. When coupled with other monocular ADAS components, as well as low-cost ultrasonic and laser sensors, this system can be made fairly reliable (and this would also dramatically reduce the FP rate). An FP detection, in the case of a driver assistance system, is a lot better than missing a potential hazard (i.e., the brakes being applied and our system being unable to detect this).
V. COMPARISON WITH OTHER ALGORITHMS
The taillight tracking algorithm implemented in this paper was compared with O'Malley et al. [7] , implemented on the same platform as the proposed system and a Haar-based object detection algorithm implemented in OpenCV, which was modified for vehicle detection. O'Malley et al. [7] implements nighttime detection only and is a heavily cited approach to vehicle tracking. The Haar-based vehicle detection approach, on the other hand, can only work during the daytime. The proposed method can perform both daytime and nighttime tracking without any modifications to the algorithm. To the best of our knowledge, the existing algorithms focus on either daytime or nighttime detection and tracking, but not both simultaneously. In addition, no current algorithms are able to detect and classify vehicle alert signals in all lighting conditions. For these reasons, the three algorithms are evaluated only on the reliability of detection and tracking. A summary of the comparisons is given in Fig. 15 .
O'Malley et al. [7] implements set-exposure nighttime vehicle lamp detection and tracking. No daytime detection is possible. The authors use a set exposure to avoid interference from other light sources, which may degrade the detection performance. Fig. 16 demonstrates the performance of the O'Malley algorithm when autoexposure settings are used (critical for daytime/nighttime detection). No other features, such as codebook, sophisticated Kalman filter correction mechanisms, or signal detection are implemented in this algorithm. Since the O'Malley algorithm was originally implemented in MATLAB and its performance was proven on a desktop machine, we implemented the same algorithm-as described in [7] -on an embedded platform. Since no other optimization was performed, this may not be a like-for-like comparison.
The daytime detection performance is compared with a Haarbased detection algorithm (that cannot provide nighttime detection), implemented in OpenCV. The false positives generated through the use of this detection algorithm are not listed in Fig. 15 , although they can be upward of 20%. The Haar classifier was trained with a database of 300 positive and 300 negative training images.
VI. CONCLUSION
In this paper, we have presented an algorithm capable of detecting and tracking vehicle taillights, detecting alert signals (turns and brakes), and counting passing vehicles in neighboring lanes. The latter functionality, in particular, has potential use for traffic engineers to monitor traffic volume using connected vehicles. We presented "live test" experimental results with a vehicle-mounted embedded smart camera in actual traffic.
The described algorithm is fully implemented on an embedded smart camera with low-power requirements, capable of operating as a standalone device, with a processing time of approximately 183.16 ms per frame (5.46 fps). Soft color thresholds are used to preprocess a frame of video, image cleanup is performed through a series of tests, and Kalman filter and codebook are used for tracking the lights. The use of a codebook allows for greater robustness. The presented method can track the vehicle taillights and detect alert signals during daytime and nighttime.
