ABSTRACT
I. INTRODUCTION
In automatic control systems a growing demand for quality, cost efficiency, availability, reliability, and safety can be observed. Because at the same time the complexity and riskiness of modern control systems are increasing, the call for fault tolerance in automatic control systems is gaining more and more importance. Fault tolerance can be achieved either by passive or by active strategies. The passive approach makes use of robust control techniques to ensure that the closed-loop system becomes insensitive with respect to faults. In contrast, the active approach provides fault accommodation, i.e., the reconfiguration of the control system when a fault has occurred. Whilst robust control can tolerate small faults to a certain degree, the reconfiguration concept is absolutely inevitable when serious faults occur that would lead to a failure of the whole system.
In order to accomplish fault accommodation, a number of tasks have to be performed. One of the most important and difficult ones is the early diagnosis of the faults, which can incorporate artificial intelligence. Fault diagnosis has thus become an important issue in modern automatic control theory, and during the last two and a half decades an immense deal of research has been done in this field, resulting in a great variety of different methods with increasing acceptance in practice. The core of the fault diagnosis methodology is the so-called model-based approach, where either analytical, knowledge-based, data-based models or combinations of them are used, applying analytical or heuristic reasoning. For literature on analytical model-based techniques the reader is referred to comprehensive survey papers as, for example, those by Willsky [1] , Gertler [2] , Frank [3, 4] , Patton [5] , and Isermann [6] or the book by Patton, Frank, and Clark [7] .
In the case of fault diagnosis in complex systems one is faced with the problem that no or no sufficiently accurate mathematical models are available. The use of knowledge-model-based techniques, either in the framework of diagnosis expert systems or in combination with a human expert, is then the only feasible way.
This paper reviews the state of the art in artificial-intelligence-based fault diagnosis methods, such as the application of fuzzy or qualitative approaches and neural networks.
PROBLEM STATEMENT
The problem of model-based fault diagnosis can be stated as follows: Given a plant of an automatic control system with the known input vector u and the output vector y as depicted in Figure 1 . Suppose there may occur faults in the functional devices of the plant that lead to undesired or intolerable performance of the system. From the fault-detection point of view it is useful to divide the faults into three categories: actuator faults, component faults (i.e., faults in the framework of the process), and sensor faults, as shown in Figure 1 . The faults can commonly be described as additional inputs.
Typical examples of such faults are:
• structural defects, such as cracks, ruptures, fractures, leaks, and loose parts; • faults in the drives, such as damage in the bearings, deficiencies in force or momentum, defects in the gears, and aging effects; • faults in sensors, such as scaling errors, hysteresis, drift, dead zones, shortcuts, and contact failures; • abnormal parameter variations;
• external obstacles, such as collisions and clogging of outflows. The goal of fault diagnosis is to detect the faults of interest and their causes early enough so that failure of the overall system can be avoided. In addition there is always modeling uncertainty due to unmodeled disturbances, noise, and model mismatch. This may not be critical for the process behavior but may obscure fault detection by raising false alarms. The modeling uncertainty is taken into consideration by additional vectors of unknown inputs.
The basic tasks of fault diagnosis are to detect and isolate occurring faults and to provide information about their size and source. This has to be done on line in the face of the existing unknown inputs and with as few false alarms as possible. As a result, the overall concept of fault diagnosis consists of the three subtasks: fault detection, fault isolation, and fault analysis.
For the practical implementation of fault diagnosis the following three steps have to be taken:
1. Residual (symptom) generation, i.e. the generation of signals which reflect the faults. In order to isolate different faults, properly structured residuals of directed residual vectors are needed. 2. Residual evaluation (fault classification), i.e. logical decision making on the time of occurrence and the location of a fault. 3. Fault analysis, i.e., determination of the type of fault and its size and cause.
The structural diagram of the residual generation and evaluation, which constitute the first two steps of fault diagnosis, is given in Figure 2 . The first two steps have previously been carried out with methods of system theory, but artificial-intelligence-based methods are now becoming more important and are proposed in this contribution.
Step 3 requires in general either a human expert or a knowledge-based system ("diagnosis expert system"). Figure 2 . The two-step concept of model-based fault detection and isolation.
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KNOWLEDGE-BASED METHODS OF RESIDUAL GENERATION
The analytical approach to fault diagnosis suffers from the fact that under real conditions no accurate mathematical models of the system of interest can be obtained. The robust analytical design techniques described e.g. in Patton et al. [7] can overcome this deficiency only to a certain degree and with great effort. In this situation, a more suitable strategy is that of using knowledge-based or data-based techniques, where instead of analytical models qualitative or data-based models are employed. Instead of output signals, any symptom can be used, and robustness can be attained by attending only to those symptoms that are not, or not strongly, dependent upon the system uncertainty. In this case, knowledge has to be processed which is commonly incomplete and cannot be represented by analytical models.
Residual evaluation is a complex logical process which demands intelligent decision making techniques, such as fault tracing in fault trees or Petri nets, or pattern recognition, including fuzzy or neural techniques. Therefore, knowledge-based methods are of great importance in fault diagnosis, and expert systems have so far been applied more successfully here than in the field of control.
The knowledge-based method can be applied in all three phases of fault diagnosis, namely residual generation, residual evaluation, and fault analysis, although the phases, in this case, are not always as clearly separable as with the analytical approach. The basic strategies for diagnosis using soft modeling were described by Milne [8] , followed by a greater number of papers from the artificial intelligence community. Early contributions providing a bridge between diagnosis using hard and soft models were made, for example, by Scarl [9] , Dvorak and Kuipers [10] , Isermann [11] , Himmelblau [12] , Gertler [13] , Kiupel and Frank [14] , and Ulieru and Isermann [15] .
Knowledge-based diagnosis techniques fall into two categories:
The former group makes use of heuristic symptoms, knowledge about process history, or statistical knowledge, the evaluation of which is organized in the framework of diagnosis expert systems. If the symptoms are considered in connection with inputs of the system, we speak of a symptom-model-based approach. The major difficulty is the knowledge acquisition, which is known as an extremely difficult task. With the latter group, the knowledge is derived in terms of facts and rules from the description of system structure and behavior (first principles), though this information may be compared to an analytical model, incomplete and uncertain.
In connection with qualitative model-based fault diagnosis the artificialintelligence community has developed the theory of diagnosis from first principles (system structure and behavior descriptions). Basically inspired by the fault diagnosis task in electrical circuits, the early works dealt mainly with static systems in equilibrium states [16] [17] [18] [19] . With the development of the theory of qualitative reasoning about physical systems [20] [21] [22] [23] , which was motivated initially by diagnosis problems, it becomes possible, with the help of qualitative simulation, to supervise dynamic processes and to diagnose their faults [24, 25] . In many qualitative model-based diagnosis systems of dynamical processes, qualitative simulation is the key part [10, 26, 27] ; in others, for example MIDAS [28] , a signed directed graph (SDG) plays an important role as a qualitative model.
Qualitative Observer
It seems obvious that a fault diagnosis concept using a qualitative knowledge-based model can be organized in a configuration similar to that of the analytical observer. This leads directly to a configuration as shown Figure 3 . Basic configuration of the knowledge observer for fault diagnosis.
in Figure 3 , which may accordingly be termed a knowledge observer. The key part of this concept is the qualitative model. Characteristic of all kinds of qualitative modeling is that the dynamic behavior of the process is characterized by a (small) number of symbols or qualitative values such as on, off, or limit values. One may also use inaccurate intermediate values specified by fuzzy sets such as high, small, or little. In the last few years much work has been done in the field of identification of fuzzy relational systems and qualitative simulation with fuzzy sets [29] . This has become a useful tool for the qualitative modeling part of the knowledge observer.
Qualitative Simulation
Various methods of qualitative reasoning about physical systems describe the structure of a mechanism and simulate it in order to determine its behavior from given initial conditions. The behavioral description (called "envisionment" by de Kleer and Brown [21] ) is a graph consisting of the possible future states of the system. The possible behaviors of the mechanism are the paths through the graph starting at the initial state S O as shown in Figure 4 . The constraint model consists of a set of symbols (qualitative variables, each of which can take one of a finite number of qualitative values and is a function of time) representing the physical parameters of the system and a set of equations relating those parameters to each other.
The qualitative simulation proceeds by determining all possible changes in qualitative values permitted to each parameter, then checking progressively larger combinations of qualitative transitions and filtering out the inconsistent ones with an efficient algorithm (Waltz algorithm). Complete state descriptions are generated from the filtered tuples, and these new states are made children states of the current state. If more than one qualitative change is possible, the current state has multiple successors, and the simulation produces a branching tree of states ( Figure 4) .
The purely qualitative simulation (e.g. QSIM) was extended by Berleant and Kuipers [30] and Shen and Leitch [31] to semiquantitative algorithms that integrate both quantitative and qualitative information on a framework and alleviate the limitations of qualitative ambiguity and lack of temporal information of the purely qualitative approaches.
The fuzzy quantity-space approach adopted by Shen and Leitch [31] considers an arbitrary but finite number of qualitative values, for instance in terms of fuzzy sets. This allows a more detailed description of physical variables and functional relationships. Both strength and sign information can be represented by fuzzy relations holding for two or more variables. As a result, a considerable reduction of the inherent ambiguity of qualitative calculi is obtained. On this basis, Leitch and coworkers have developed a powerful computer program for qualitative modeling using simulation with fuzzy sets: FuSim [32, 26] .
In FuSim ordering information on the rates of change of variables is modeled, producing a measure of how long the system remains within a particular state and/or when a state transition occurs. Thus, an ordering of the evolution of states and the associated temporal durations are obtained. On one hand, this benefits the reduction of qualitative ambiguity by temporal filtering; on the other hand, it makes the simulation results more suitable for applications.
Diagnosis Strategies
The different strategies for diagnosing the faults in continuous systems with qualitative models can roughly be divided into two groups:
1. fault-model-based, 2. normal-model-based. The former group uses different fault models to identify fault modes of faulty components that explain the observations made. These techniques depend on the assumption that all fault modes are known a priori.
The latter group identifies faulty components without necessarily knowing how they fail. It is based only on the correct behavior model of the system to be diagnosed, with an inference algorithm used to derive all possible predictions of the behavior of the system from the obtained observations. Dvorak and Kuipers [10] and Kuipers [25] proposed an approach to explicitly incorporate a set of fault models, simulating them with OSIM, and then compare the faulty behavior observed with those predicted by the fault models. The fault model whose predicted behavior matches the faulty behavior then determines the set of faults that are present in the system. The hypothesize-and-match cycle has four main steps: hypothesis generation, model building, qualitative simulation and the match between predictions and observations. Another diagnosis system [27] using OSIM, but without the employment of fault models, adopts Reiter's idea [19] and extends it to deal with the dynamic continuous devices. As in the component-connection model [21] , the device is decomposed into its components, each of which corresponds to only one constraint. The constraint propagation model of QSIM is used as a consistency checker in Reiter's algorithm. The use of qualitative state representation and qualitative relations has transformed a continuous problem into a discrete problem. The observed faulty behavior versus time is described by a set of qualitative states.
Similarly to Dvorak and Kuipers [10] , the approach proposed by Leitch et al. [26] aims at finding the fault model of the current faulty system. By using FuSim for the prediction of system behavior, it acquires explicitly the temporal intervals associated with qualitative states to implement synchronous tracking of the real behavior observed. An iterative search technique makes the feedback from discrepancies to model variations explicit and uses this feedback to search for suitable fault models that minimize the discrepancies; see Figure 3 . This procedure of model modification directed by discrepancies is implemented in four suggested modeling dimensions [33] .
Thus, in contrast with Dvorak and Kuipers [10] , the acquisition of the fault model is accomplished progressively without the necessity of prior knowledge about faults, though the search convergence has yet to be studied. Furthermore, in this case necessarily a definition of a continuous discrepancy norm (instead of only two states: consistent or inconsistent) is proposed; it is considerably simplified by using membership functions.
The Knowledge Observer
The use of qualitative modeling as outlined above leads to a diagnosis concept that contains an iterative search algorithm of the type of the qualitative diagnostic observer shown in Figure 3 . This version of an observer completes the existing concepts of full-order state observer and Kalman filter by a new type of observer for the case of knowledge-based system description. The observer consists of the following four functional units [26] :
1. A qualitative model for the determination of the expected behavior. It is important to note that by the use of fuzzy simulation, also subjective knowledge can be considered in the model in a formalized way. 2. A discrepancy detector for the determination of the discrepancy between the measured and calculated symptoms. This is done using the four-tuple of the membership functions of the measured and calculated states. 3. A candidate generator (or candidate proposer) to propose the fault candidate on the basis of the discrepancies. 4. A diagnostic strategist for the coordination of the entire iterative search process (not shown in Figure 3 ). The strategist ensures that the model matches the time evolution of the symptoms of the actual process. It is seen that in this case the residual evaluation represented by the discrepancy detector and the candidate generator is already an integral part of the diagnostic observer. Although the residual evaluation using fuzzy methods is the topic of the next section, we will shortly address the basic idea of the decision-making strategy in this concept, because it is typical for the application of the fuzzy methodology.
The task of the discrepancy detector is to distinguish between the four-tuple of the calculated states, B = Ibl, be, b3, ba[, and the observations which are numbers that can be expressed by four-tuples of the form G = Ig, g, 0, 01. The distinction is made in terms of a distance norm that is determined from a set of rules. Define, for example, a as the shortest distance between two real numbers whose membership is equal to or larger than a and each of which belongs to a different fuzzy number. Then one can apply the following rules as illustrated by Figure 5 is an inconsistency between G and B, which is regarded as a type I discrepancy and is characterized by the a-distance g-b 2 -b4(1 -a). Figure 5 , case (2)], then there is an inconsistency between G and B, which is regarded as a type II discrepancy and is characterized by the distance g -b 2 -b4(1 -a). Note that oz represents the desired degree of matching, which may be given by default or may be independently assigned on line by the diagnostic strategist. For G < b I the rules are symmetric to the ones given and illustrated above.
If G does not intersect with B [
The candidate proposer explores the discrepancies through an iterative search process as described in Leitch et al. [26] . It is performed with undefined model subspaces characterized by particular model variation directions or modeling dimensions. To this end, the discrepancies are mapped into particular fault hypotheses that may be assigned off line or modified on line.
Clearly, this procedure of qualitative fuzzy model-based fault detection is superior to the knowledge-based approaches used in traditional expert systems, because the knowledge acquisition can be drastically simplified. However, there are still unsolved problems, and a solid theoretical foundation of this concept, mature enough for practical application, does not yet exist.
RESIDUAL EVALUATION USING FUZZY LOGIC
The residual evaluation is a logic decision making process that transforms quantitative knowledge into qualitative statements. It can also be seen as a classification problem. The task is to match each pattern of the symptom vector with one of the preassigned classes of faults and the fault-free case. As mentioned earlier, a variety of well-established decision making algorithms exist, and currently much research work is being done on the application of fuzzy logic and neural network theory, with encouraging results.
The principle of residual evaluation using fuzzy logic consists of a three-step process, as illustrated in Figure 6 . Firstly, the residuals have to be fuzzified, then they have to be evaluated by an inference mechanism using fuzzy IF-THEN rules, and finally they have to be defuzzified. 
Fuzzification
The fuzzification of the residuals is a mapping of the representation with crisp values into a representation by fuzzy sets. In the context of fault diagnosis, this can also be understood as a fuzzification of the threshold [14] . For ease of understanding, the basic principle is explained in terms of the detection of a single fault.
Suppose a residual vector r(u, y) has been generated, e.g. with the aid of a diagnostic observer. It may be a fixed directional one or any other. For fault detection and isolation the residual must meet the ideal conditions of being zero in the fault-free case and different from zero in the case of a fault. In practice, due to the modeling uncertainty and the measurement noise, it is necessary to assign thresholds larger than zero in order to avoid false alarms. The latter implies a reduction of fault detection sensitivity, and with the choice of the threshold a compromise between fault decision sensitivity and false-alarm rate can be achieved.
In order to avoid this shortcoming, one can either fuzzify the residual or evaluate it by a fuzzy threshold. To this end, one has first to find out the size of the residual during fault-free operation of the process when only the effects of unknown inputs are effective. The fuzzy set {zero} or {no fault} is now characterized by a membership function /Zrl defined as ~lJ, rl can also be interpreted as the fuzzy set called {small} or more rigorously {zero}.
In a similar way one can assign the fuzzy set {one}, i.e. {fault occurred}.
Figure 8(a) shows the conventional method of the residual evaluation with a crisp threshold. The maximum of the residual labeled 1 may represent a disturbance; the maximum labeled 2 may be due to a fault. As can be seen, maximum 1 does not surpass the threshold T; however, this would happen at a small increase of the disturbance, and as a result a false alarm would appear. Similarly, infinitesimal changes of the second maximum around the threshold T would alternatively indicate a fault or no fault. Now suppose that the threshold is "softened" by splitting it up into an interval of a finite width according to Figure 8(b) , and define the set {one} by a membership function ~r2 according to Figure 8(c) . This means that a small change of the value of maximum 1 or of maximum 2 around T causes a small change of the false-alarm tendency and consequently a small gradual change of the fault decision. The possibility that a small cause results in a larger effect (structural instability of fault diagnosis) is avoided by such a softening of the threshold. In general, the specifications by fuzzy sets can be extended to using more fuzzy sets, for example, using the three fuzzy sets {small}, {middle}, {large}, according to the membership diagram shown in Figure 9 . 
where the operator o means the fuzzy composition operator. The evolutions of the membership functions can be assigned on the basis of heuristic process knowledge or statistical distribution functions or subjective knowledge or by learning with the aid of neural nets. The idea of the neuro-fuzzy approach is to transform the membership functions into a neural net, then to teach it, and finally transform it back into the fuzzy domain.
Inference
In general, the task of fault decision is to infer f~ ~ F of the set F of possible faults from a set R of residuals, r i c R. In our case, the residuals r i are defined by their fuzzy sets r~k, and the relationships between the residuals and the faults are given by IV-THEN rules. 
With the aid of a fuzzy relation S, defined by the theory of fuzzy logic, relationships between faults F and residuals R can be expressed by
from which follows F = S-1 o R. The relation S-1 transforms the set of the fuzzified residuals R onto the set F of fuzzified statements of faults.
In order to solve this problem, one has to make fuzzy conditional statements from a composition of all combinations of fuzzy sets, rik, of all residuals, r i --* ril o ri2 ..... rir, Vi. The rules to be evaluated are now of the type
IF(effect = ril) AND IF(effect = ri2)... THEN(Cause
where fj represents the jth fault in the system. These rules form the knowledge base of the resulting diagnosis expert system. Evaluating these rules, it becomes possible under certain conditions to find for each combination of residuals [r] a fault [f] that is responsible for this combination of residuals [14, 34] . In other words, the fuzzy conditional statement is a mapping of the residuals onto the faults with the aid of the rules in the knowledge base. This can be illustrated by directed graphs or fault trees [35] as shown in Figure 10 . Since these rules are of the form
the path through the fault tree is directed against the direction of the causality, namely from bottom to top. In addition, contrary to the traditional methodology, where the connections between the faults (causes) and the residuals (effects) constitute a crisp mapping, these connections are now fuzzy.
Defuzzification
Finally, the fuzzy information of the faults has to be converted into crisp sets (e.g. yes-no statements for the different faults). This can be done by the computer or by the operator. Many defuzzification algorithms are known from the literature. From the pattern-recognition point of view, major contributions were made by Dubuisson [36] , Fr61icot [37] , and Montmain and Gentil [38] . As a result, these exists already a well-established methodology of computerized defuzzification.
Q ...--"© Figure 10 . Representation of fault decisions using a fault tree: fj, faults; r i, residuals.
However, it is important to note that one can refrain from computerized defuzzification, which means that one characterizes the faulty situation by a gradual representation rather than by a yes-no statement. The final yes-no decision on the occurrence of faults is then left to the human operator, who may combine the available fuzzy information on the fault situation with additional process knowledge and make the decision using the capabilities of human intelligence and common sense.
Threshold Adaptation Using Fuzzy Logic
With great success fuzzy logic can be applied to threshold adaptation in the case of uncertain systems with changing operational conditions. Instead of using an analytical relationship, the threshold change is described by fuzzy rules and fuzzy variables. Independently, Sauter et al. [39] and Schneider [40] have proposed similar methods for fuzzy rule-based threshold adaptation. The underlying idea is illustrated in Figure 11 . The threshold is adapted depending on the changes of the values of u and y in terms of rules among fuzzy sets that are specified by proper membership functions. The resulting relation for the fuzzy threshold adaption is given by J(u,y) =J0 + AJ(u,y). The structural diagram of the process of residual evaluation using fuzzy threshold adaptation is shown in Figure 12 . Note that it is also possible to interpret the adaptation of thresholds (in a similar way to the fuzzification of thresholds: Section 4.1) as an adaptation of membership functions of the residuals. In these terms, the membership functions of the residuals and the rules can be regarded as to be adapted to the changing operational conditions.
As an example of application of fuzzy threshold adaptation, consider the fault diagnosis that was carried out on a robot Manutec R3 [40] . By checking the moments, one can detect not only internal faults but also external disturbances such as a soft collision of the robot. However, it is known by experience that the residual of the moment is strongly distorted by the friction in the bearings, which, in turn, depends on the magnitude of the acceleration. This experience can be formulated by rules. For instance, for one axis the following rules apply:
• The linguistic variables "small," "medium," "very high," "extremely high," "large," "very large" are defined by proper membership functions [39, 40] .
FAULT DIAGNOSIS VIA NEURAL NETWORKS
Since the late eighties artificial neural networks have been widely discussed for model-based fault detection and isolation in slowly varying complex systems where analytical models are seldom available [12, [41] [42] [43] . Basically, the artificial neural network consists of neurons, simple processing elements, which are activated as soon as their inputs exceed certain thresholds. The neurons are arranged in layers which are connected so that the signals at the input are propagated through the network to the output. The choice of the transfer function of each neuron (e.g. sigmoidal function) contributes to the nonlinear overall behavior of the network. During a training phase, a set of parameters of the network is learned which leads to the "best" approximation of the desired behavior. If a neural net is used for fault detection, the training is performed with measurements from the fault-free and, if possible, the faulty situations.
First applications of neural networks to fault diagnosis [44] [45] [46] 42] have demonstrated the great potential and practical relevance of this approach, even though many problems, especially that of coping with dynamics, are not yet satisfactorily solved and need further investigations.
Residual Generation by Neural Networks
For residual generation the neural network replaces the analytical model that describes the process under normal operation [45] . First, the network has to be trained for this task, as illustrated in Figure 13 . For this purpose, an input signal data base and a corresponding output signal data base have to be applied. These data can either be collected directly at the process, if possible, or with the help of a simple simulation model that is as realistic as possible. The latter possibility is of special interest for collecting data on the different faulty situations in order to test the residual generator, since generally those data are not available for the real process. The training is then performed in the way outlined above. After finishing the training, the neural network is ready for on-line residual generation ( Figure 13 ). In the case that the system to be modeled by the neural network is dynamic, the structure of the neural network depends upon the format of the mathematical representation of the system (state-space or input-output representation). It has turned out that the most suitable structure of the neural net in order to model a nonlinear process is the input-output form. It can be derived from the difference equation g(y(k -1) ,...,y(k -q),u(k) ..... u(k -p)) (7) which describes a general nonlinear system of qth order. The corresponding structure of the network is shown in Figure 14 .
The input-output structure possesses some advantage over the statespace form in that only one neural network is employed, approximating the nonlinear function g(.) in Equation (7) . Therefore its convergence and approximation properties are better, and this structure can readily be employed for nonlinear system modeling even for systems with fast dynamics like motors [45] .
Residual Evaluation Using Neural Networks
In order to apply neural networks for residual evaluation, the network has to be fed with residuals which can either be generated by another neural network as outlined above or by one of the analytical methods like output observation or parameter estimation. Before the neural network can be applied for evaluation of the residuals, it has to be trained for this task. For this purpose, a residual data base and a corresponding fault signature data base are needed as illustrated in Figure 15 finishing the training, the neural network can be used for on-line residual evaluation to decide whether a fault has occurred, and indicate its possible cause. One of the major difficulties of the application of neural networks to fault detection schemes is the lack of analytical information of the performance, stability, and robustness of the network. Currently, attempts are being made to overcome these difficulties by using on-line approximators and stable learning algorithms [48] .
CONCLUSIONS
In the field of fault diagnosis for dynamic systems there is a rapid development from the well-established but in their efficiency limited traditional methods of signal-based fault diagnosis towards the model-based approaches using analytical and/or knowledge-based models for residual generation and modern strategies of residual evaluation, including the powerful methods of decision making using artificial intelligence. Also, great efforts are being made to develop a general fault diagnosis theory that unifies the many different concepts proposed during the last two and a half decades. In this contribution the state of the art in the artificial-intelligence-based approaches to fault diagnosis is reviewed, which now, in combination with analytical techniques, form a basis for fault-tolerant control systems.
