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ABSTRACT
In all applications in digital communications, it is crucial for
an estimator to be unbiased. Although so-called soft feed-
back is widely employed in many different fields of engineer-
ing, typically the biased estimate is used. In this paper, we
contrast the fundamental unbiasing principles, which can be
directly applied whenever soft feedback is required. To this
end, the problem is treated from a signal-based perspective, as
well as from the approach of estimating the signal based on an
estimate of the noise. Numerical results show that when em-
ployed in iterative reconstruction algorithms for Compressed
Sensing, a gain of 1.2 dB due to proper unbiasing is possible.
Index Terms— MMSE estimation, Unbiasing, Soft Feed-
back, Compressed Sensing
1. INTRODUCTION
In communications engineering, estimation is very often
based on the minimum mean-squared error (MMSE) crite-
rion, which is also justified by the relation between MMSE
and mutual information [1]. Independent of the problem to be
solved and of the application at hand, the used estimators need
to be unbiased, i.e., no systematic offset has to be present.
While the unbiasing is state of the art for some estimators
such as linear MMSE estimation [2, 3], for the so-called soft
feedback [4], which is used in many different fields such as
successive interference cancellation (SIC), a.k.a. decision-
feedback equalization (DFE) in multiuser detection [5, 6, 7],
unbiasing is generally ignored. In the following, we derive a
general rule for the unbiasing of soft feedback, i.e., nonlin-
ear MMSE estimates, and apply it to iterative algorithms in
Compressed Sensing.
2. UNBIASING OF NONLINEAR MMSE
ESTIMATORS
In many problems, an observation1
z = x+ n (1)
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1Random variables are denoted by capital letters, actual realizations by
lower-case letters.
is available, which can be assumed to be a noisy variant of
the true value x, with the measurement noise n (variance σ2n)
which is independent of x. For brevity, all variables are as-
sumed to be zero-mean; a generalization is straightforward.
The goal is to estimate x given the knowledge of the distri-
butions of x and n, such that the mean-squared error is min-
imized. To this end, the conditional mean estimator is the
optimum solution [8, 9]. In digital communications, the cor-
responding estimate is often denoted as soft value xB; it is
calculated by2 [8, 4] (η(·): real-valued estimator function)
xB
def
= min
η˜
E{‖η˜(z)−X‖22} = EX{X |z} def= ηX(z) . (2)
The estimate can be written as the sum of the true value x and
the estimation error eB, i.e.,
xB = x+ eB , (3)
with variance ς2eB(z) = var{X |z} = EX{E2B} , (4)
and mean-squared error σ2eB
def
= EZ{ς2eB(Z)} . (5)
Note that ς2eB is the squared error averaged over the dis-
tribution of X and the noise N , thereby keeping the sum of
them, i.e., the observation z, fixed. σ2eB , on the other hand,
averages ς2eB over all possible values of Z .
This estimate, as any MMSE solution, is biased (index
.B), i.e., a part of the useful signal is accounted to the error, as
for any MMSE solution the error is orthogonal to the estimate
EZ{Z EB} = 0.
2.1. Signal-Based Unbiasing
In case of (scalar) linear MMSE estimation, the biased esti-
mate is a scaled version of the observation, i.e., xB = k · z,
with the scaling factor k. In order for an estimate to be unbi-
ased (index .U), this scaling has to be compensated for, i.e.,
xU = h · xB , (6)
where the unbiasing factor h has to be adjusted such that the
error EU = XU − X present in the unbiased estimate is
orthogonal to X . In the linear case, it follows immediately
h = 1/k.
2With an abuse of the term “bit”, the soft values are sometimes also de-
noted as soft bits.
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Fig. 1. Block diagram of signal-based unbiasing.
While the scaling factor k is obvious for linear estimators,
in the case of non-linear estimators an average scaling has to
be calculated. To this end, the nonlinear estimate ηX(Z) is
represented as the sum of a linear estimate kX X and noise
WX , which is uncorrelated to the linear estimate [10, 11]
XB = ηX(Z) = kXX +WX , (7)
as visualized in the block diagram given in Fig. 1, and in
Fig. 4. Adjusting kX according to the MMSE criterion, i.e.,
such that
EXN
{
(XB − kX ·X)2
}
= EXN{W 2X} → min ,
(8)
leads to [11]
kX =
EXN{ηX(X +N)X}
EX{X2} =
EXN{XBX}
EX{X2} . (9)
With EXN{XBN} = σ2eB [14] and EXN{XB Z} = σ2x, it
calculates to
kX =
EXN{XBZ} − EXN{XBN}
EX{X2} =
σ2x − σ2eB
σ2x
=
σ2xB
σ2x
.
(10)
Hence, plugging h = 1/kX into (6) gives
xU =
σ2x
σ2x − σ2eB
· xB = (1− CX) · xB , (11)
where we defined CX
def
= σ2eB/
(
σ2eB − σ2x
)
.
The estimate can be written as noisy variant of the true
value, i.e., xU = x + eU. As for any unbiased estimate, the
(zero-mean) error eU is the one with minimum mean-squared
error EXN{E2U}, which is orthogonal to the signal to be esti-
mated
EXEU{X ·EU} = 0 . (12)
With straightforward reformulations, the variance of EU
reads
ς2eU = EX{E2U} = EX{(xU −X)2}
=
(
1− C2X
) · ς2eB + C2X · σ2x . (13)
Thus, instead of the variance ς2eB if no unbiasing is applied, a
tradeoff between ς2eB and σ
2
x is active.
2.2. Noise-Based Unbiasing
In the previous section, X has been estimated and unbiased
directly. However, since Z = X + N , we can also estimate
N , from which, in turn, X can be calculated. This approach
is visualized in Fig. 2 [12].
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Fig. 2. Block diagram of error-based unbiasing.
Note that the nonlinear estimator of the noise is connected
to the estimator of the signal by
ηN (z)
def
= EN{N |z} = EN{(Z −X)|z} = z − ηX(z) .
(14)
Hence, the output of the estimator can be written as NˆB =
Z − XB. Similar to the signal-based case, we linearize the
estimator ηN (z) by
NˆB = kNN +WN , (15)
where, again using EXN{XBN} = σ2eB , the scaling factor is
calculated by [12, 14]
kN =
EXN{NˆBN}
EN{N2} =
EXN{(Z −XB)N}
EN{N2} =
σ2n − σ2eB
σ2n
.
(16)
Plugging nˆU = 1/kN · nˆB into (14) gives the unbiased esti-
mate3 for x
xU = z − 1
kN
· nˆB = (1− CN ) · xB + CN · z , (17)
with CN
def
= σ2eB/(σ
2
eB − σ2n). Due to construction, in this
case the estimation errorEU is not orthogonal toX , but toN .
Noteworthy, in contrast to the signal-based estimation where
the unbiased estimate was a scaled version of xB, it depends
on xB as well as on z if noise-based unbiasing is applied.
The unbiased error variance (w.r.t. X , eU = xU − x) can
be calculated by
ς2eU = EX{E2U} =
(
1− C2N
) · ς2eB + C2N · σ2n . (18)
2.3. Discussion
Examples of the characteristic curves (top) of the biased and
unbiased soft values, as well as the corresponding error vari-
ances (bottom), are given in Fig. 3 [12]. While the character-
3In [15], the (scaled) unbiased estimator is denoted as divergence-free.
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Fig. 3. Characteristic curves of biased (blue) and unbiased
(green: signal-based, red: noise-based) soft values for σ2n =
0.1 (left) and σ2n = 0.01 (right). Soft values (top), error vari-
ance (bottom).
istic curves of the biased (blue) and the signal-based unbiased
(green) estimates are strictly monotonically increasing, the
noise-based unbiased curves (red) do not fulfill this property.
As for all MMSE solutions, the unbiased estimates converge
to the biased values if σ2n tends to zero, since the deviation of
the (biased) estimates from the correct value is negligible in
this case.
The variables present in the estimation process are visu-
alized in Fig. 4, where the squared length of a vector corre-
sponds to the variance of the corresponding variable [8]. The
given variablesX andN are orthogonal, and Z = X+N . In
case of a linear estimator, XB and XU are scaled versions of
Z , and EB ⊥ Z , cf. Fig. 4, left part. In case of signal-based
unbiasing (red), EU has to be orthogonal to Z , and hence
XU = Z . For noise-based unbiasing (blue), EU has to be
orthogonal to N , and henceXU = 0.
The nonlinearity of soft feedback calculation introduces
an additional degree of freedom, i.e., a three-dimensional sig-
nal space is needed to represent the variables. In particu-
lar, XB will point out of the X-N -plane; this additional di-
mension, orthogonal to X and N , is denoted as vertical di-
mension V in the following. The visualization in the right
part of Fig. 4 is a two-dimensional projection of the three-
dimensional graph. Due to the orthogonality conditions, XU
is an elongation ofXB on theN -V -plane for signal-based un-
biasing; for noise-based unbiasing, XU is determined by the
intersection of an elongation of NˆB with theX-V -plane.
Hence, while the unbiased error EU remains in the N -V -
plane in case of signal-based unbiasing, if noise-based unbias-
ing is applied it lays in the X-V -plane, i.e., EU is orthogonal
to the noise. If applied in an algorithmwhere linear estimation
and soft-feedback calculation are iterated, in case of signal-
based unbiasing the error is constantly in theN -V -plane. For
noise-based unbiasing the error alternates between the N -V -
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Fig. 4. Visualization of the variables present in the estimation
process [12]. Linear estimation (left), nonlinear estimation
(right). Red: Signal-based unbiasing. Blue: Noise-based un-
biasing.
and X-V -plane every other iteration, which is beneficial for
convergence and accuracy.
2.4. Connection to Average Variances
Often, the soft values of a vector z have to be calculated. In
this case, the unbiasing equations ((11) and (13) in the signal-
based case, (17) and (18) for noise-based unbiasing) are ap-
plied for each element individually, leading to individual es-
timates and individual error variances.
However, in some situations, instead of individual vari-
ances, an average variance (averaged over the entire vector)
should characterize the reliability. To this end, all elements of
z are assumed to have the same average noise variance σ2n.
Then, ς2eB of the individual elements (Eq. (4)) has to be re-
placed by σ2eB (in practice, the expectation according to (5)
is replaced by σ¯2eB that is averaging ς
2
eB over the vector ele-
ments), leading to the unbiasing equations (for the lth element
of the vector)
xU,l = σ
2
eU ·
xB,l
σ¯2eB
, σ2eU =
(
1
σ¯2eB
− 1
σ2x
)−1
,
for signal-based unbiasing, and
xU,l = σ
2
eU ·
(
xB,l
σ¯2eB
− zl
σ¯2n
)
, σ2eU =
(
1
σ¯2eB
− 1
σ¯2n
)−1
,
in the noise-based case. Note that the latter equations equal
the ones used in [13, 14, 15] without any justification, in par-
ticular not the above given interpretation.
3. APPLICATION TO COMPRESSED SENSING
In Compressed Sensing, a sparse vector x has to be estimated
from an underdetermined system of linear equations, which is
given by [16]
y = Ax+w , (19)
where the received vector y ∈ RK depends on the measure-
ment (channel) matrixA ∈ RK×L, L > K , and on the sparse
vector x ∈ CL (with sparsity s), where C ⊆ R. Furthermore,
the measurements are corrupted by i.i.d. zero-mean Gaussian
noise w with variance σ2w per component, which is indepen-
dent of x. In discrete Compressed Sensing, the elements of
x are furthermore assumed to be drawn from a finite set, i.e.,
C = {0, c1, . . . , c|C|−1}.
Due to the sparsity constraint and the discrete alphabet,
the problem of estimating x based on (19) is non-convex.
Different algorithms for the approximate solution of the prob-
lem are available in the literature; for a detailed discussion
thereon, cf., e.g., [13, 14].
3.1. Algorithm
In [13], an iterative algorithm denoted as IMS has been pro-
posed which splits the estimation problem into two parts,
alternatingly estimating x w.r.t. the Gaussian noise (Linear
MMSE estimation, index .L), and w.r.t. s and C (Nonlinear
MMSE estimation (soft feedback), index .N)). The pseu-
docode of this algorithm is given in Alg. 1.
While the MMSE estimate in the first step is unbiased,
the soft values in the second step are not unbiased in the
original algorithm (i.e., biased, Line 5B). Thus, we apply the
equations for individual signal- or noise-based unbiasing de-
rived in this paper and denote the new algorithm, including
the unbiasing, as xuIMS and nuIMS, respectively (cf. Alg. 1,
Line 5U).
Note that the TMS algorithm [14] (strongly related to
OAMP or VAMP [15, 17]) is similar to nuIMS, however us-
ing average variances instead of individual ones; thus, it does
not benefit from the information about the reliability of the
particular elements as does uIMS.
Alg. 1 xˆ = recover
(
y,A, σ2w , s, C
)
Variants: B: IMS, U: (·)uIMS
1 : xL,U = 0, σ2eN,U,l = s/L ∀ l
2 : while stopping criterion not met {
3 : (xL,U, σ2eL,U ) = unbiased linear MMSE estimate (A,y,xN,U,σ
2
eN,U
)
4 : (xN,B,l, ς2eN,B,l ) = biased soft feedback (xL,U,l, σ
2
eL,U,l
, s, C)
5B: (xN,U,l, σ2eN,U,l ) = (xN,B,l, ς
2
eN,B,l
)
5U: (xN,U,l, σ2eN,U,l ) = unbias(xN,B,l, ς
2
eN,B,l
)
6 : }
7 : xˆ = QC(xN,B)
3.2. Simulation Results
The performance of IMS with unbiasing is shown in Fig. 5 for
L = 258,K = 129, s = 15, C = {−1, 0,+1}. The measure-
ment matrix is a random Gaussian matrix, with the columns
normalized to unit norm. In the upper part, the symbol er-
ror rate (SER) over the noise variance is shown. In order to
ensure convergence, all algorithms perform 50 iterations. Be-
sides IMS and (·)uIMS, also the results for noise-based unbi-
asing with average variances (TMS [14]) and for the BAMP
algorithm [18] are shown.
While IMS without unbiasing (green) performs even
worse than TMS (blue) which tracks only average instead
of individual variances, the performance can be improved
if individual signal-based unbiasing (xuIMS, red dashed) is
applied. Individual noise-based unbiasing (nuIMS, red solid),
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Fig. 5. SER of the proposed algorithm with unbiasing over
the noise level 1/σ2n in dB (top), and over the iterations for
10 log10(1/σ
2
n) = 18 dB (bottom). L = 258, K = 129,
s = 15, C = {−1,+1}. Gaussian matrix, ‖A(:, l)‖2 = 1 ∀ l.
however, clearly outperforms the other algorithms by 0.7 dB
and 0.5 dB, respectively. Hence, the disadvantage that the
unbiased error is not orthogonal to the signal, is overcom-
pensated by the orthogonality of the noise/input error and
the estimation error (cf. Sec. 2.3). Furthermore, the BAMP
algorithm (black), which is state of the art in Compressed
Sensing, is also clearly outperformed.
In the lower part if Fig. 5, the SER over the number of
iterations is shown for 10 log10(1/σ
2
n) = 18 dB. Noteworthy,
IMS and both variants of uIMS converge significantly faster
than TMS, i.e., the tracking of individual instead of average
variances does not only improve the performance, but accel-
erates also the convergence. Furthermore, BAMP performs
again worst.
4. CONCLUSION
In this paper, we have discussed the unbiasing for soft feed-
back, treating the estimation problem from the signal as well
as from the noise perspective. Both approaches have been
compared, and the connection to solutions with average vari-
ances, as they are widely used in the literature, has been
pointed out. Furthermore, both derived unbiasing variants
have been employed in an iterative algorithm, and the gains
due to the unbiasing have been investigated by numerical
results.
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