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tnih območij na ploskvi. . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Shematični prikaz tranzistorskega pomnilnika NOR izvedbe. . . . 16
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V delu so uporabljene veličine in simboli, ki so navedeni v spodnji tabeli
(tabela 1).
Tabela 1: Veličine in simboli
Veličina / oznaka Enota
Ime Simbol Ime Simbol
čas t sekunda s
zakasnitev τ milisekunda ms
vrtljaj f obrati na minuto min−1
Velikost datoteke V megabajt MB
hitrost zapisovanja v megabajt na sekundo MBs
operacije na sekundo (IOPS) λ - s−1
vzporedne operacije N - -
xiii
xiv Seznam uporabljenih simbolov
Povzetek
V delu sem na kratko opisal lasnosti in delovanje posameznih vrst diskov.
Povzet je postopek postavitve in namestitve strežnika, ki je preko stikal povezan
na diskovni sistem (storage). Na koncu sem izvedel teste diskovnih sistemov z
različnimi vrstami diskov.
Zanimalo me je, kako uporaba različnih vrst diskov vpliva na hitrost delo-
vanja informacijskega sistema. Odziv diskovnega sistema je odvisen predvsem
od hitrosti diskov pri naključnem dostopu in pri branju podatkov (tabela 5.2).
Ko imamo veliko trdih diskov, lahko sistem pospešimo z dodatnim pomnilnikom
v obliki hitreǰsega medija za zapis, kot so pomnilnǐski diski (SSD - solid state
drive). V primeru zamenjave trdih diskov s pomnilnǐskimi, hitrostne omejitve
ne predstavljajo več diski (graf 5.4), ampak drugi sestavni deli informacijskega
sistema. Iz grafov je razvidno, da pridemo do omejitve krmilnika (graf 5.5) pri
pomnilnǐskih diskih.
Zanimalo me je tudi, kje se nahaja naslednja omejitev pri hitrosti delovanja
informacijskega sistema. Do nje sem prǐsel pri testiranju pomnilnǐskih diskov.
Tako lahko ǐsčemo vse nadaljne omejitve.
Omejitve sem iskal pri različnih vrstah diskov. Pri testih, ki vsebujejo različne
tipe diskov in so primerljivi med seboj, sem naredil skupine (RAID - Redundant
Arrey of Independent Disks), ki vsebujejo enako število diskov. Na posamezni
skupini sem naredil teste z orodjem Iometer, ki generira promet in nato meri odziv
tega prometa (poglavje 4.2.2.1). Poleg orodja, ki generira promet, sem uporabil še
orodje Nabox, ki bolj natančno spremlja promet na diskovnem sistemu (poglavje
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4.2.2.2). Rezultate iz testov sem nato primerjal z rezultati simulatorja (poglavje
5.1). Odstopanja rezultatov simulatorja od testa znašajo od 3 do 500 odstotkov
(tabela 5.6).
Ključne besede: strežnik, stikalo, diski, testiranje, hitrost, pasovna širina, dis-
kovni sistem
Abstract
In my work I briefly wrote about the history of disks and the operation diffe-
rent type of disks. I summarize the process of installing a server that is connected
via the fibre switches to the storage. In the end, I did tests of different types of
disks on the storage.
I ask myself if different types of drives affect the speed of the information
technology system. The response of the storage depends on the speed of the
drives in random access and when reading data (table 5.2). When we have a lot
of hard disk, we can speed up the system with additional flash drive. In the case
of replacing hard drives with SSD, restrictions are no longer themself (graph 5.4),
but others parts of the information technology system. It is clear from the graphs
that we come to the limit of the controller (graph 5.5).
I was also interested in finding the next limitation on the speed of the infor-
mation system. For other limitations, I am testing the SSD. So we can search all
further restrictions.
For tests that are so different for different types of disks, I create compare
groups (RAID - Redundant Array of Independent Disks) that contain the same
number of disks. Program Iometer generates traffic and measure response to this
traffic (section 4.2.2.1). Nabox is tool which can use for measure storage in details
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1 Uvod
Diskovni sistem v informacijskem sistemu je namenjen za shranjevanje podatkov
in se nahajajo ločeno od računskega sklopa. Računskemu sklopu tako ni potrebno
skrbeti za lokacijo podatkov, saj je to naloga diskovnega sistema. S količino
diskov v redundančnem sestavu neodvisnih diskov (RAID - Redundant Array of
Independent Disks) povečujemo hitrost odziva diskovnega sistema (poglavje 3.1).
Diplomske naloge sem se lotil z namenom, da ugotovim, ali je diskovni sis-
tem naǰsibkeǰsi člen pri hitrosti informacijskega sistema. Diskovni sistem hrani
podatke in ko dostopamo do podatkov, je diskovni sistem ključni člen v verigi
zakasnitev. V delu pokažem, da kljub počasnim odzivom samih diskov lahko
dosežemo hitre odzivne čase s strani diskovnega sistema.
Delo sem razdelil na:
• kratek vpogled v zgodovino diskov,
• opis in delovanje dveh trenutno najbolj razširjenih vrst diskov,
• opis najbolj razširjenih RAID skupin,
• opis parametrov, ki nastopajo v meritvah,
• opis informacijskega sistema, ki sem ga postavil za namen testiranja in
• meritve hitrosti delovanja diskovnega sistema s pripadajočimi rezultati.
Podobna tema je obravnavana v magisterskem delu [1]. Sklep tega dela je,
da z večjim številom trdih diskov lahko dosežemo hitrosti, ki jih dosežejo po-
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mnilnǐski diski (SSD - Solid State Drive). Zakasnitev informacijskega sistema
ne moremo zmaǰsati pod 1 ms, saj je v verigi veliko členov, vsak pa prispeva k
celotni zakasnitvi sistema.
Pokazal sem, da pomnilnǐski diski presegajo zmogljivost krmilnikov. Pri trdih
diskih sem pokazal, da pri primerni uporabi dosegajo podobne rezultate kot po-
mnilnǐski diski, saj z dovolj velikim številom diskov na krmilnik dosežemo največje
možne obremenitve krmilnika. Testiranje preobremenitve krmilnikov s trdimi di-
ski mi ni uspelo, saj jih nisem imel dovolj.
2 Lastnosti in delovanje diskov
2.1 Zgodovina
Zgodovina elektromagnetnega zapisovanja se začne leta 1898 z izumom zapisa na
bakren vodnik (žica). Danski inovator Valdimir Paulsena je ugotovil, da lahko
zvok v elektromagnetni obliki zapǐse na bakren vodnik [2].
V letu 1928 je Fritz Pfleumer razvil magnetni zapis na kaseto. Zelo tanek
papir je premazal z lakom, ki ga je mešal z železovim oksidom. Namagneten
premaz povzroča podobno nihanje pri branju kot namagneten vodnik [3].
Prvi shranjevalnik podatkov, ki je bil podoben trdim diskom, je bil boben-
ski pomnilnik. Leta 1932 ga je iznašel Gustav Tauschek. Zmožen je bil shraniti
500000 bitov. Sestavljen je bil iz valja, ki se je vrtel in bralno pisalnih glav, razpo-
rejenih po vǐsini valja. Za branje posameznega podatka je izbral ustrezno bralno
pisalno glavo (na pravi vǐsini) in zavrtel cel boben, da je prǐsel do ustreznega
podatka [4].
Prva oblika trdega diska, v velikosti dveh hladilnikov, je prǐsla na trg leta
1957. Velikost pomnilnika je bila 3,75 MB, zakasnitev pri pomiku bralno-pisalne
glave na pravo mesto na plošči je znašala polovico sekunde [5].
Leta 1978 so izdelali prvo tehnologijo, ki je bila podobno pomnilnǐskim diskom.
Uporabljala se je kot pomnilnik z naključnim dostopom (RAM - Random Access
Memory). Prvi pomnilnǐski disk, ki je nadomeščal trdi disk, se je pojavil leta
1991 in je vseboval 20 MB prostora za shranjevanje [6].
7
8 Lastnosti in delovanje diskov
2.2 Elektromagnetni diski
Elektromagnetni diski ali trdi diski so naprave, namenjene shranjevanju podat-
kov v elektronski obliki. Ta tip shranjevanja podatkov se je razvijal skupaj z
razvojem računalnikov. Razvoj je pripomogel k manǰsi velikosti in zmožnosti
shranjevanja večje količine podatkov. Trdi diski vsebujejo mehanske dele, kar
povzroča zakasnitve (podrobno o zakasnitvi v poglavju 2.2.3).
2.2.1 Opis
Trdi diski so namenjeni trajnemu zapisu podatkov. Podatke zapisujemo preko
bralno-pisalne glave na plošče, ki imajo zgornjo in spodnjo ploskev. Vsaka ploskev
je razdeljena na sledi (track), posamezne sledi pa so sestavljene iz sektorjev (slika
2.1). Sektor je skupina 512 bitov na stareǰsih in do 4096 bitov na noveǰsih trdih
diskih. Velikost sektorja določa operacijski sistem (OS). Vsak bit je sestavljen iz
magnetnega območja, ki ima eno od dveh polaritet, ki predstavljata logično enico
in logično ničlo. Pri branju prepoznavamo polariteto magnetnega območja, pri
pisanju pa jo spreminjamo.
Trdi diski navadno vsebujejo več plošč. Za vsako ploščo potrebujemo dve
bralno-pisalni glavi, za vsako ploskev po eno. Kljub temu, da imamo več bralno-
pisalnih glav, ne moremo hkrati brati podatkov z različnih plošč, saj bi za to
potrebovali za vsako glavo svoj krmilnik in pomnilnik na disku. Prikaz posame-
znih delov trdega diska vidimo na sliki 2.2 (vir slike: wikimedia [7]).
2.2.2 Delovanje
Za branje datoteke pogledamo v medij, kjer je datoteka shranjena. Vsak medij
ima podatke organizirane po določenih pravilih. Ta pravila imenujemo datotečni
sistem (file system). Za prikaz enostavnega datotečnega sistema sem uporabil
datotečni sistem FAT (File Allocation Table). Datotečni sistem FAT (tabela
2.1) je sestavljen iz zagonskega sektorja, ki se nahaja na začetku diskovnega
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Slika 2.1: Prikaz sledi in sektorja na površini plošče diska.
pomnilnika. Sledi tabela datotečnega zapisa (FAT tabela) in njena varnostna
kopija. Sledijo datoteke, organizirane v mape.
Tabela 2.1: Prikaz datotečnega sistema FAT
Zagonski sektor FAT tabela kopija FAT tabele Mape in podatki
Pri branju datoteke operacijski sistem pogleda v tabelo z zapisi posameznih
map in podatkov (tabela 2.2) in poǐsče ime želene datoteke. Poleg imena so v ta-
beli zapisani začetni sektor datoteke in glavni podatki (meta podatki) o datoteki,
kot so vrsta datoteke, datum zadnjega dostopa in podobno.
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Slika 2.2: Posamezni deli trdega diska.
Za prikaz sem izbral tri mape (tmp, mnt, home) in eno datoteko (Datoteka),
ki se nahajajo v glavni mapi. Zapis lokacije treh map in datoteke sem zapisal v
obliki, ki jo uporablja Linux. Mape so kot vozlǐsča drevesa in datoteke kot listi
(mǐsljeno matematično drevo). Na vrhu drevesa imamo glavno mapo, v kateri se
nahajajo vse mape in datoteke, do katerih ima operacijski sistem dostop. Mape
imajo na koncu imena dodan znak ’/’, ki ponazarja vozlǐsče, v katerem se lahko
drevo nadaljuje. Datoteke se končajo s končnico, po kateri prepoznamo vrsto
datoteke (.txt, .png, .pdf, ...), ali brez končnice.
Posamezne datoteke in mape se nahajajo na shranjevalnem mediju, ki je raz-
deljen na sektorje. Vsi sektorji so oštevilčeni in se nahajajo v FAT Tabeli (tabela
2.3). Za lokacijo, na katerem sektorju se podatek nahaja, izvemo v tabeli z zapisi
2.2 Elektromagnetni diski 11
Tabela 2.2: Prikaz tabele z zapisom map in datotek





map in datotek. Za podatek večji od enega sektorja zapǐsemo pri sektorju, kjer
se podatek nahaja v FAT tabeli, še lokacijo naslednjega sektorja, kjer se podatek
nadaljuje. Sektor, kjer se podatek zaključi, ima vrednost naslednjega sektorja
postavljeno na -1.
Tabela 2.3: Prikaz FAT tabele, ki se nahaja v FAT datotečnem sistemu








Primer: imamo trdi disk z 1 TB podatki, ki vsebuje 4 plošče (8 ploskev). Pri
512 B na sektor je celotna površina razdeljena na približno 2 000 000 sektorjev, kar
pomeni 250 000 sektorjev na ploskev. Sledi, ki so bližje sredǐsču plošče, vsebujejo
manj sektorjev. Z natančnimi podatki o sektorju sedaj določimo točno pozicijo
podatka na disku.
Za pisanje prav tako pogledamo v FAT tabelo za prvim prostim mestom. Tudi
če je prosto mesto premajhno za podatek, označimo na koncu tega prostora, kje se
nahaja nadaljevanje podatka (tabela 2.3). Za primer sem vzel podatek z imenom
Datoteka, ki se začne na zaporednem sektorju številka 3 (tabela 2.2). Datoteka
obsega sektorje 3, 1, 4 in 6 (razvidno iz tabele 2.3). Ponazoritev razporeditve
datotek in map na ploskvi se nahaja na sliki 2.3.
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Slika 2.3: Prikaz razporeditve Datoteke po ploskvi diska.
Magnetna območja bitov so lahko v sestavi razporejena vzdolžno ali pokončno
(Prikaz na sliki 2.4). S pokončno razporeditvijo sektorjev dosežemo več prostora
za shranjevanje podatkov, saj se eden od polov magnetnega območja skriva pod
površino. Trenutno se izdeluje trde diske s pokončno razporeditvijo sektorjev.
Za branje in zapisovanje podatkov se morajo plošče vrteti. Vrtenje plošč
je enakomerno, zato obdelava podatkov na zunanjem robu plošč dosega vǐsje
hitrosti, saj se tam na eni sledi nahaja več sektorjev. Največ je diskov s 7200,
10000 in 15000 obrati na minuto.
2.2.3 Zakasnitve trdih diskov
Pri branju in zapisovanju podatkov, ki se na sledi nahajajo v zaporednih sektorjih,
pride do manǰse zakasnitve, kot pri naključno izbranih sektorjih. Prazen prostor
2.2 Elektromagnetni diski 13
Slika 2.4: Prikaz a) vzdolžne razporeditve in b) prečne razporeditve magnetnih
območij na ploskvi.
izbrisanih podatkov napolnimo šele, ko zapǐsemo zadnji sektor praznega prostora,
saj tako hitreje zapisujemo podatke. Prostori, ki nastanejo z izbrisanimi podatki,
se nahajajo na naključnih mestih in zapisovanje na te prostore traja počasneje
od zapisovanja na zaporedne sektorje.
Zakasnitev vrtenja je čas dostopa do podatka, ki se nahaja na sledi, na kateri
se trenutno nahaja bralno-pisalna glava. Največji zakasnitveni čas vrtenja je čas,
v katerem plošče zavrtimo za vrtljaj (enačba 2.1).
Do podatka pridemo z zakasnitvijo, ki je odvisna od hitrosti vrtenja plošč.
To zakasnitev imenujemo zakasnitev vrtenja in jo lahko izračunamo. Največjo
zakasnitev dobimo, če zavrtimo diske za cel krog, torej je to čas, ki ga podrebuje
plošča za en obrat (enačba 2.1). V povprečju dosegamo čas, ki je enak času
dostopa podatka, ki se nahaja na polovici obrata.
Enačba 2.1 prikazuje izračun zakasnitve (τ [ms]) enega obrata iz podanega





Zakasnitev iskanja je čas, ki ga porabi disk, da bralno-pisalno glavo premakne
na sled, kjer se nahaja podatek. Če je iskani podatek na isti sledi, je iskalni čas
enak nič. Ponavadi nas zanimata najmanǰsi čas, ki ni nič, in največji iskalni čas.
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Najmanši čas je med sosednjima sledema, največji pa med prvo in zadnjo sledjo.
Velikost iskalnega časa je pod 4 ms za strežnǐske diske in do 15 ms za navadne
diske.
Nekaj časa porabimo tudi za komunikacijo med komponentami samega diska
(4 µs) in za umiritev bralno-pisalne glave po premiku na želeno sled, ki traja
približno 200 µs. Čas za komunikacijo med komponentami ponavadi zanemarimo,
čas za umiritev pa se prǐsteje k času zakasnitve iskanja.
Uporabil sem diske s 7200 in 15000 vrtljaji na minuto. Trdi diski imajo
od 8 do 256 MB predpomnilnika. Velikost sektorja je pri stareǰsih 512 B in pri
noveǰsih diskih 4096 B. Velikost sektorja se določi pri izdelavi diska, velikost bloka
(block size) pa določi operacijki sistem. Velike datoteke se pri velikih sektorjih
razdelijo na manj kosov kot pri majhnih sektorjih. Pri manǰsem številu kosov
naredimo manj skokov iz enega sektorja na drugega in posledično manj skokov
med posameznimi sledmi. Podatki se nahajajo bolj strnjeno in imamo manǰse
število iskalnega časa in disk deluje ”hitreje”. Majhne datoteke pustijo nezaseden




Prednost pomnilnǐskih diskov pred trdimi diski je, da nimajo mehanskih delov kot
so: bralno-pisalne glave, plošče in motorčki. Naprava je manj občutljiva na udarce
kot trdi disk. Pomnilnǐski disk ni disk, saj nima vrtečih plošč. Disk se imenuje
zato, ker je podoben trdim diskom, ker vsebuje enake vmesnike za priklop in ker
je prav tako namenjen trajnemu shranjevanju podatkov. Pomnilnǐski diski so
sestavljeni iz polprevodnǐskih vrat, ki ohranijo stanje tudi po izklopu napajanja.
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2.3.2 Delovanje
Poznamo dve vrsti bliskovnega pomnilnika (flash), NOR (Negative OR) in NAND
(negative AND). Predstavljata način shranjevanja z logičnimi vrati, realiziranimi
z MOSFET (Metal-Oxide-Semiconductor Field-Effect Transistor) tehnologijo.
NOR predstavlja negirano izbiro. Čas dostopa do NOR celice je enak, ne glede
na izbiro celice v mreži (random access). NOR pomnilnik porabi veliko časa za
zapis in brisanje podatkov, saj zapisuje in brǐse po en bit naenkrat. Primerni so
za BIOS (Basic Input-Output System) pomnilnik.
Shemo NOR izvedbe prikazuje slika 2.5. Za branje celice vanjo po word (be-
seda) liniji pripeljemo signal nizke napetosti. Celica, ki nima naboja, signal
prepusti. Celica z nabojem dvigne prag prepustne napetosti in zato signala ne
prepusti.
Celica z nabojem predstavlja logično ničlo, celica brez naboja pa logično enico.
NAND predstavlja negirano soodvisnost. NAND pomnilnik porabi manj časa
za pisanje in brisanje kot NOR pomnilnik. Sama izdelava je ceneǰsa od NOR
pomnilnika in za enako velikost pomnilnika porabi 60 % manj fizičnega prostora.
Pri NAND tipu so navpične celice med med seboj povezane (slika 2.6) v bit
linijo. V celotnem bloku beremo hkrati samo eno vrsto. Liniji besede, ki pripada
vrsti celic, ki jih beremo, dvignemo napetost toliko, da pri celici z nabojem ne
prevaja. Linijam besede celic, ki jih ne beremo, dvignemo napetost do vrednosti,
ki prepušča naboj predhodne celice.
Običajno ima NAND mreža 128, 256 ali 512 vrstic in 2048, 4096, 8192 ali
16384 stolpcev. Vrste imenujemo tudi strani (pages), mrežo pa blok. Bloke
združujemo v ravnine. Posamezne celice ne moremo brati ali pisati, ne da bi
vključili cele strani. Pri prepisovanju in brisanju podatkov je potrebno pobrisati
celoten blok. Kajti za brisanje podatka je potrebno razelektriti celico, za kar
potrebujemo visoko napetost, ta pa nam lahko spremeni sosednje celice.
Pri prepisovanju shrani pomnilnǐski disk trenutno stanje bloka v začasni po-
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Slika 2.5: Shematični prikaz tranzistorskega pomnilnika NOR izvedbe.
mnilnik. V začasnem pomnilniku pomnilnǐskega diska spremenimo vrstni red
strani in dodamo podatke, nato zapǐsemo spremenjene podatke iz pomnilnika na-
zaj na blok. Dokler imamo prazne strani, zapisujemo podatke v te strani, čeprav
smo vmes pobrisali nekatere podatke. S časom začne pomnilnǐski disk delovati
počasneje, saj mora spreminjati celotne bloke.
Po spreminjaju celotnega bloka, novo stanje zapǐsemo na nezapisan blok. Stari
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Slika 2.6: Shematični prikaz tranzistorskega pomnilnika NAND izvedbe.
blok postane neuporaben, dokler ga ne pobrǐsemo. Takih blokov se sčasoma
nabere in nam zmanǰsujejo možnost za hiter zapis podatka saj je, ko nam praznega
prostora zmanjka, potrebno pred zapisom podatka na neuporaben blok tega pred
tem pobrisati.
Način zapisovanja in prepisovanja podatkov na trde diske je drugačen od po-
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mnilnǐskih diskov. Trdi disk zapisuje, brǐse in bere podatke bit po bit. Po-
mnilnǐski diski berejo in pǐsejo celotno stran hkrati in brǐsejo celoten blok hkrati.
Da je zamenjava trdih diskov s pomnilnǐskimi enostavneǰsa, poskrbi krmilnik na
pomnilnǐskem disku. Obdelavo podatkov prilagodi trdim diskom. Zato lahko
pomnilnǐske diske vgradimo v stareǰso opremo.
3 Redundančni sestav neodvisnih
diskov
Redundant array of independent disks ali na kratko RAID so združeni diski, ki
so nastavljeni tako, da v primeru odpovedi enega ali več diskov iz te skupine ne
izgubimo podatkov.
3.1 RAID-0
Diski v RAID-0 skupini si vsako datoteko, namenjeno za zapis, razdelijo med
seboj (slika 3.1). Tako imamo podatke vseh datotek porazdeljene po vseh diskih.
V primeru odpovedi enega diska izgubimo vse podatke, zato RAID-0 ni pravi
RAID. Prednost RAID-0 skupine je hitreǰse branje in pisanje. Za pisanje si
datoteko razporedimo med vse diske in s tem porabimo manj časa za zapis. Pri
branju datoteko beremo iz vseh diskov hkrati in tako je čas kraǰsi.
Na primer, če želimo zapisati 1 GB veliko datoteko na 1 disk, pri hitrosti
zapisovanja 10 MB/s potrebujemo približno 100 sekund. Za pisanje datoteke z
enako velikostjo na 10 diskov, ki so v skupini RAID-0, potrebujemo 10 sekund,
saj vsak disk zapǐse samo približno desetino celotne velikosti. Podobno je pri
branju.
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20 Redundančni sestav neodvisnih diskov
Slika 3.1: Prikaz RAID-0 razporeditve diskov in podatkov.
3.2 RAID-1
Pri RAID-1 skupini vsebujejo različni diski enake podatke (slika 3.2). To pomeni,
da se vsi podatki nahajajo na vseh diskih. Zapis podatkov ne poteka nič hitreje,
kot če bi zapisovali na en disk. Pri zapisu posameznega podatka obremenimo
vse diske hkrati. Prednost imamo pri branju, saj lahko beremo isto datoteko iz
različnih diskov. Lahko beremo celo več datotek hkrati.
Slika 3.2: Prikaz RAID-1 razporeditve diskov in podatkov.
Za primer vzamemo podatke iz preǰsnega razdelka. Imamo datoteko velikosti
1 GB, branje ali pisanje iz enega diska poteka s hitrostjo 10 MB/s, v skupini
imamo 10 diskov. Podatke zapisujemo na vse diske hkrati. Čas, ki ga pri tem
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porabimo, je enak času zapisa datoteke na samostojen disk. Beremo vse diske
hkrati, vendar na vsakem svoj kos datoteke. Tako prihranimo čas.
3.3 RAID-5
RAID-5 skupina uporablja pariteto (slika 3.3). Pariteta se uporablja za prever-
janje podatkov na diskih s podatki. V primeru odpovedi diska lahko s pomočjo
paritete in podatkov na delujočih diskih izračunamo manjkajoče podatke. Pari-
teta za posamezne podatke se lahko nahaja na različnih diskih. Najmanǰse število
diskov, na katerih lahko uporabljamo RAID-5, je 3.
Slika 3.3: Prikaz RAID-5 razporeditve diskov in podatkov.
3.4 RAID-6
RAID-6 deluje podobno kot RAID-5, samo da namesto ene paritete uporablja
dve pariteti (slika 3.4). Za postavitev RAID-6 potrebujemo vsaj 4 diske. Za
posamezni podatek se pariteti zapǐseta vsaka na svoj disk, podatki pa na preostale
diske. Tudi pri tej skupini sta diska za pariteto lahko poljubna. S tem načinom
razporejanja podatkov in paritet lahko obnovimo podatke pri izpadu dveh diskov.
Pri izpadu diska se je potrebno zavedati, da za obnovitev podatkov potre-
bujemo čas. Danes diski shranijo veliko podatkov. To količino je ob obnovitvi
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Slika 3.4: Prikaz RAID-6 razporeditve diskov in podatkov.
potrebno zapisati na nov disk.
Za primer bomo izračunali čas, ki je potreben za zapis podatkov iz izgublje-
nega diska na novi disk. Vzemimo diske velikosti 2 TB s približno zasedenostjo
1 TB na disk. Hitrost zapisovanja je 10 MB/s. Čas obnove je približno 30h.
Ugotovimo, da postopek lahko pospešimo s primerno nastavljenimi parame-
tri. Če hitrost zapisovanja povečamo iz 10 MB/s na 50 MB/s, kar je 5-kratno
izbolǰsanje, si čas skraǰsamo za 5-krat. To pomeni, da smo čas obnove iz približno
30 h zmanǰsali na 6 h.
Za obnovitev podatkov izpadlega trdega diska potrebujemo podatke iz vseh
delujočih diskov v skupini. Med časom obnavljanja podatkov obremenjujemo celo
skupino diskov, zato bo odzivnost diskov v tej skupini slabša in čas obnove se bo
podalǰsal.
3.5 RAID-DP
RADI-DP ima v skupini diskov dva diska rezervirana za pariteto. Okraǰsava
DP ima dva pomena. Prvi je dvojna pariteta in drugi je diagonalna pariteta.
Za izračun dodatne paritete uporabimo diagonalno ležeče podatke (slika 3.5).
RAID-DP je zelo podobna skupini 6 s to razliko, da ima RAID-DP določena
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diska, kjer se nahajata pariteta in dvojna pariteta. S tem je skupina enostavno,
saj preprosto dodajamo diske. Pri RAID-6 in RAID-5 je ob dodajanju novega
diska potrebno vse podatke prerazporediti po skupini.
Slika 3.5: Prikaz RAID-DP razporeditve diskov in podatkov.
3.6 Ostale RAID skupine
V zgornjih poglavjih sem opisal delovanje pogosteǰsih RAID skupin. Izpustil sem
RAID s številko 2, 3, 4. RAID-2 in 3 nista v uporabi, ker moramo za branje
podatka iz enega diska zavrteti vse diske. Torej lahko v določenem trentku iz
cele skupine beremo en sam podatek.RAID-4 je predhodnik skupine RAID-DP.
Za razliko od RAID-DP skupine ima RAID-4 samo en paritetni disk.
Obstaja kombinacija RAID skupin. RAID-10 je kombinacija RAID 1 (prva
cifra) in RAID 0 (druga cifra). RAID-10 ima minimalno 4 diske, 2 skupini po
dva diska. Diska v posamezni skupini se obnašata tako kot pri RAID 1, skupini
pa delujeti kot RAID 0 (slika 3.6).
24 Redundančni sestav neodvisnih diskov
Slika 3.6: Prikaz RAID-10 razporeditve diskov in podatkov.
3.7 Primerjava RAID skupin
Za bolǰse razumevanje posameznih RAID skupin je v spodnji tabeli (tabela 3.1)
primerjava le teh med seboj. V testih, ki sem jih izvajal, sem namesto RAID-6
uporabljal skupino RAID-DP (poglavje 3.5), ki je po lastnostih enaka skupini
RAID-6 (poglavje 3.4). V tabelo sem zaradi bolǰse prepoznavnosti na spletu
vključil RAID-6 in ne RAID-DP.
Za čas pisanja sem pri RAID-5 in RAID-6 vpisal vrednosti, ki jih dosegamo
pri majhnih in naključnih pisanjh. Pri takem pisanju moramo podatek prebrati
in ponovno izra”unano pariteto zapisati. V samem postopku sem zanemaril čas
izračuna novih paritet. V tabeli 3.1 je n število vseh diskov v RAID skupini. Pri
RAID-10 razporeditvi je p število diskov v RAID-1 in m število skupin RAID-0.
Pri RAID-10 skupini velja n = m · p.
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Tabela 3.1: Primerjava posameznih RAID skupin med seboj
RAID skupina RAID-0 RAID-1 RAID-5 RAID-6 RAID-10
Najmanǰse število diskov 2 2 3 4 4
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4 Meritve in testno okolje
Večino meriev sem opravil s programom iometer, ki z branjem ali pisanjem meri
odziv diska (poglavje 4.2.2.1) in rezultate posameznega testa zabeleži v datoteko.
Te meritve sem primerjal z izračuni simulatorja (poglavje 4.2.2.3). Za podro-
ben zajem meritev sem uporabil nadzorno orodje Grafana (poglavje 4.2.2.2), ki
namesto merjenega odziva zajema podatke neposredno iz diskovnega sistema in
sicer preko mrežnih poizvedb. Meril sem hitrost prenosa (poglavje 4.1.4), za-
kasnitev povratka paketa (poglavje 4.1.3) in število vhodno-izhodnih operacij na
sekundo (poglavje 4.1.2). Za bolǰse razumevanje zmogljivosti sem meril obremeni-
tve strežnika, diskov in diskovnega sistema. Strežnik sem uspel obremeniti največ
do 5% in ga zato nisem vključil v rezultate meritev. Obremenitev diskov in dis-
kovnega sistema sem prikazal na grafih (grafa 5.4 in 5.5). Pred navdbo rezultatov
je v naslednjem razdelku na kratko obrazloženih nekaj meritvenih izrazov.
4.1 Parametri meritev
Za opredelitev hitrosti diskovnega sistema ni dovolj, da navajamo zgolj hitrost
prenosa podatkov. S tem smo namreč opredelili le prenos velikih datotek. Za pre-
nos majhnih datotek je potrebno sestavljati manǰse bloke, s katerimi se ponavadi
zmanǰsa hitrost prenosa podatkov.
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4.1.1 Velikost bloka
Količino podatkov, ki jih prejmemo pri eni vhodno-izhodni operaciji, imenujemo
velikost bloka. Z velikimi bloki dosežemo veliko hitrost (poglavje 4.1.4), vendar
majhno število operacij na sekundo (poglavje 4.1.2). Velike bloke uporabljamo pri
prenosu velikih datotek. Pri majhnih blokih dosežemo veliko število operacij na
sekundo. Majhni bloki se uporabljajo pri podatkovnih bazah, saj so spremembe
v podatkovni bazi navadno v majhnih količinah.
4.1.2 Vhodno izhodne operacije na sekundo
Vhodno-izhodne operacije na sekundo ali IOPS (Input/output Operations Per
Second) predstavljajo število operacij branja/pisanja po disku na sekundo. Za
diskovna polja se sposobnost meri v operacijah na sekundo, ki pa brez ostalih
parametrov ne pomeni kaj dosti. V primeru kopiranja datoteke, ki jo lahko
prenesemo po kosih ali v celoti, dobimo različno število operacij za enak čas
prenosa. Na primer, če prenašamo 4 MB veliko datoteko 1 sekundo, potem pri
velikosti bloka 4 MB dobimo 1 operacijo na sekundo (enačba 4.1), pri blokih 16
kB pa 256 operacij na sekundo.
Enačba 4.1 prikazuje izračun števila vhodno-izhodnih operacij (n) pri prenosu





Test podatkovne baze uporablja 8 kB velike bloke. Tako test varnostnega kopi-
ranja kot test povrnitve varnostne kopije uporabljata bloke velikosti 64 kB. Večje
število operacij na sekundo pri majhnih blokih opazimo samo pri pomnilnǐskih
diskih, saj so ti manj občutljivi na nakjučen dostop do podatkov kot trdi diski.
4.1 Parametri meritev 29
4.1.3 Zakasnitev
Zakasnitev se uporablja v različnih primerih. Uporabljal bom zakasnitev diskov,
kar pomeni zakasnitev diskovnega sistema pri uporabi določene vrste diskov. Za-
kasnitev diska merimo od trenutka, ko disk dobi zahtevo za dostop do podatka, do
trenutka, ko začne pošiljati podatek. Zakasnitev diskovnega sistema merimo od
trenutka, ko mu pošljemo zahtevo za podatek, do trenutka, ko začnemo prejemati
podatek od diskovnega sistema. Čas zakasnitve se meri v ms, čeprav je ta mera
za pomnilnǐske diske relativno velika.
4.1.4 Hitrost prenosa
Na hitrost prenosa vpliva celotna veriga prenosa podatkov med strežnikom in
diskovnim sistemom. Na začetku verige je pomembna velikost predpomnilnika
(RAM), ki ponavadi ni problematična. Sledi hitrost komunikacijske kartice. Na
koncu verige je odzivnost sistema, ki shranjuje podatke, to je lahko disk ali dis-
kovni sistem (storage).
Predpomnilnik ne povzroča omejitev, saj je ponavadi zadosti velik, da shrani
podatke za nadaljno obdelavo. Hitrost komunikacijske kartice danes dosega naj-
manj 1 Gbit/s. Disk ali diskovni sistem je s tranzistorsko tehnologijo postal
med hitreǰsimi v verigi členov. Pomnilnǐski diski so 3-krat do 5-krat hitreǰsi, pri
naključnih dostopih pa do 20-krat hitreǰsi od trdih diskov.
Hitrost prenosa je odvisna tudi od velikosti bloka (poglavje 4.1.1). Velikost
bloka je določena glede na vrsto prometa. Promet, kot so transakcije v podat-
kovnih bazah ali logi, se prenašajo z majhnimi bloki. Promet, kot je varnostna
kopija (backup), uporablja velike bloke. Z velikimi bloki dosežemo večjo hitrost
kot z majhnimi bloki.
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4.1.5 Zaporedni in naključni dostop
Zaporedni dostop je za trde diske enostavneǰsi od naključnega dostopa. Trdi
diski s svojimi mehanskimi deli potrebujejo več časa pri naključnem dostopu kot
pri zaporednem dostopu. Naključni dostop pomeni, da zaporedne poizvedbe po
podatkih zahtevamo na naključnih mestih datotečnega zapisa. Zaporedni dostop
je dostop podatkov, ki ležijo na sosednjih zaporednih sektorjih. Pri naključnem
dostopu mora trdi disk za branje ali pisanje naslednjega podatka prestaviti bralno-
pisalno glavo na drugo sled. Ta čas imenujemo zakasnitev iskanja (poglavje 2.2.3).
4.1.6 Razmerje branje/pisanje
Posamezne komponente za hitreǰse delovanje uporabljajo integrirani pomnilnik
(cash) in s tem pospešijo delovanje branja podatkov. Na primer procesor vsebuje
integriran pomnilnik, v katerem ima shranjene lokacije največkrat uporabljenih
programov, posamezen disk pa ima pomnilnik z začasno shranjenimi podatki, ki se
največkrat uporabljajo. V diskovnih sistemih se prav tako nahaja tak pomnilnik.
Diskovni sistem, ki vsebuje elektromagnetne diske in ima prepočasno delovanje,
se nadgradi s pomnilnǐskimi diski, ki se imenujejo pomnilnik bliskovnih diskov
(flash pool). Za branje podatkov, ki se ponavljajo, se uporabljajo pomnilniki na
različnih nivojih. Branje je hitreǰse od pisanja, zato nam razmerje branja/pisanja
pove delež posamezne hitrosti.
4.1.7 Vzporedno izvajanje operacij
Vzporedno izvajanje operacij pri prenosu pomeni, da vzporedno deluje več zahtev
za obdelavo podatkov. Primer: Imamo pet datotek, ki jih prenesemo na zunanji
medij datoteko po datoteko ali vzporedno vseh pet datotek hkrati.
Prenos podatkov poteka v eno smer po enem optičnem vlaknu in v drugo smer
po drugem optičnem vlaknu. V primeru, da beremo in pǐsemo podatke hkrati,
nam prenosna pot to omogoča.
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Pri prenosu dosežemo omejitev števila operacij na sekundo. Omejitev lahko
izračunamo po Littlovem zakonu (enačba 4.2).
Povezavo med operacijami na sekundo in zakasnitvijo nam poda Littlov zakon
(enačba 4.2), kjer je τ zakasnitev, λ število operacij na sekundo in N število
vzporednih operacij, ki se izvajajo.
N = λ · τ (4.2)
Primer: Zanima nas največje možno število operacij na sekundo, če traja
zakasnitev med zahtevo in odgovorom 1 ms (vse ostale zakasnitve zanemarimo)
in imamo 1 vzporedno operacijo. Po Littlovem zakonu (enačba 4.2) dobimo, da
je v tem primeru število operacij na sekundo omejeno s 1000.
4.2 Opis testnega okolja
Za testno okolje je bil uporabljen strežnik IBM (International Business Machines
corporation) z operacijskim sistemom Windows server 2016. Diskovni sistem sem
testiral na strežniku tako, da sem ga nanj priključil preko optičnih stikal (slika
4.1). Posamezne vrste diskov sem ločil v posamezne okvire (shelf):
• diskovno polje DS4246 vsebuje 11 SATA diskov velikosti 2 TB s 7200
obrat/min,
• diskovno polje DS4243 vsebuje 11 SAS diskov velikosti 300 GB z 10 000
obrat/min,
• diskovno polje DS2246 vsebuje 11 SSD diskov velikosti 400 GB.
Pri diskovnem polju s 24 SATA diski sem uporabil 6 diskov za operacijski
sistem krmilnikov diskovnega sistema (v nadaljevanju omenjen kot krmilnik).
Naredil sem skupine po 11 diskov vsakega tipa. Preostalih 7 SATA diskov nisem
uporabljal, saj bi s tem povečal hitrost obdelave podatkov za to skupino diskov.
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Vsak dodaten disk namreč pomeni razdelitev zahtev na večje število manǰsih
kosov in tako večjo hitrost celotne skupine. Osredotočil sem se na enako velike
skupine diskov. Vsa diskovna polja sem nato povezal na krmilnik, ki upravlja z
strežnǐskimi zahtevami branja in pisanja podatkov.
Slika 4.1: Shema informacijskega sistema
4.2.1 Postavitev sistema
Sistem je razdeljen v tri glavne sklope (slika 4.1):
• strežnik,
• mreža, sestavljena iz optičnih stikal in
• diskovni sistem, sestavljen iz krmilnika in diskovnega polja.
V strežnik sem vgradil dve optiči kartici. Strežnik sem dodal v domeno in s
tem omogočil dostop administratorjem domene. Omogočil sem oddaljen dostop
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in s tem upravljanje strežnika na daljavo. Drugi način je prijava na IP naslov
vgrajenega sistema za nadzor (IMM - Integrated Management Module). IMM za
delovanje potrebuje samo napajanje in omrežni kabel. Ta je priključen na vhod,
ki je namenjen nadzoru (slika 4.2). Do IMM lahko dostopamo pri ugasnjenem
strežniku, če je ta fizično priključen na napajanje (dodatek A.1).
Slika 4.2: Spletni vmesnik IMM.
Iz strežnika sem se s serijskim kablom povezal na optično stikalo (IBM
SAN24B-5) in mu dodelil naslov IP. Nanj sem se nato lahko prijavil preko mreže
z lastnim računalnikom. Za dostop sem uporabljal program Putty, ki je pripraven
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za povezavo na ukazno lupino z različnimi protokoli. Pri stikalih sem nadgradil
operacijski sistem na v8.2.0a (iz v7.0.1 glaj dodatek A.3). Nato sem se povezal
na krmilnika (NetApp FAS8020) in ju posodobil na verzijo 9.1P15 (iz 9.1 glej
dodatek A.2).
V enem ohǐsju se nahajata dva krmilnika. Iz krmilnikov naredimo redun-
dančno skupino (cluster), ki skrbi za primerno razporeditev zahtev po podatkih
tudi v primeru odpovedi enega izmed krmilnikov. Krmilnika nimata lastnih dis-
kov za operacijski sistem, zato pred namestitvijo operacijskega sistema krmilnikov
nanju priklopimo diskovno polje z diski.
Na diskovnem sistemu naredimo RAID-DP skupine. Skupine so sestavljene
iz diskov enakega tipa. RAID-DP skupine damo v navidezno skupino (SVM -
Storage Virtual Machine). Ta skupina obstaja interno na diskovnem sistemu in
ni vidna strežniku. Na RAID-DP skupinah rezerviramo prostor (volume). Na
posamezen rezerviran prostor postavimo po eno ali več logičnih enot (LUN -
Logical Unit). Vsako logično enoto lahko pripnemo enemu strežniku, razen če na
logični enoti omogočimo protokol, ki omogoča skupno rabo podatkov. Strežnik
vidi logično enoto kot ”fizični” disk. Vsak strežnik je predstavljen kot skupina
identifikacijskih zapisov (WWPN - World Wide Port Name), ki so neponovljivi.
WWPN je unikaten zapis za posamezen optičen vhod (dodatek A.4).
Da lahko začnemo shranjevati podatke na logično enoto, je potrebno ure-
diti območja (zoning) za komunikacijo med strežnikom in diskovnim sistemom.
Območja urejamo na optičnih stikalih, ki jih zaradi preglednosti poljubno poime-
nujemo. Prav tako poimenujemo posamezen WWPN. WWPN je zapis, sestavljen
iz 8 skupin po 8-bitov na skupino v šestnajstǐskem zapisu (primer WWPN: 21-
00-00-1B-32-1B-DE-75). Imena združimo v pare (zone) in pare damo v skupino
nastavitev (configuration group). Na posameznem stikalu je lahko aktivna samo
ena skupina nastavitev (dodatek A.4). Zgoraj opisana struktura je prikazana na
sliki 4.3.
Za dodatno varnost pri odpovedi povezave strežnik povežemo z diskovnim
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Slika 4.3: Prikaz krmilnika z rezerviranim prostorom (volume) in logično enoto
pripeto preko stikal na strežnik.
sistemom po 8 poteh. Strežnik zato vidi logično enoto po 8 poteh in sam ne
prepozna, da gre za eno logično enoto; zaradi tega vidi vsako logično enoto 8-
krat. V ta namen namestimo program, ki skrbi za večkratne poti (multipath)
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med diskovnim sistemom in strežnikom. Program se nahaja v Microsoftovem
naboru funkcionalnosti. Program prepozna poti, s katerimi dostopa do diskovnega
sistema. Po tem ukrepu vidimo posamezen disk samo enkrat (dodatek A.4).
4.2.2 Orodja
Orodje, s katerim sem preizkušal diske, se imenuje IOmeter [8]. Razvili so ga inte-
lovi inžinerji. Za spremljanje diskovnega sistema sem uporabil program Grafana
[9], ki iz zbranih podatkov narǐse grafe. Proizvajalec diskovnih sistemov NetApp
je zajem podatkov in prikaz združil v virtualno okolje, ki ga poimenuje Nabox
[10]. Simulator, s katerim sem izračunal teoretične vrednosti, je spletno orodje
za testiranje NetApp opreme[11].
4.2.2.1 Iometer
Iometer je program za testiranje diskov. Naštete so glavne vrednosti, ki jih lahko
nastavimo:
• testni parametri,
– velikost bloka ene vhodno-izhodne operacije,
– delež branja pri posameznem testu,
– delež naključno brano/pisanega podatka z diska,
• stopnja naključnosti testne datoteke,
• čas trajanja posameznega testa,
• stopenjska obremenitev vzporednih vhodno-izhodnih operacij in
• velikost testnih podatkov.
Program zaženemmo na strežniku in s tem pridobimo vrednosti s strani strežnika.
Program uporabi celoten prostor na testiranem disku, če mu ne podamo števila
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testiranih sektorjev. Testiranje diska, na katerem so že podatki, je dolgotrajno,
saj program pred testom naredi datoteko z naključinimi podatki. To datoteko
uporabi kot testni disk. Disk, na katerem ni podatkov, lahko Iometer uporabi
brez testne datoteke.
4.2.2.2 Nabox
Nabox je linux sistem, na katerem se nahaja nadzorno orodje Grafana, ki prikazuje
podatke iz baze. Podatke hranimo v Grafitu, ki služi kot podatkovna baza. Z
Naboxom zajemamo podatke iz diskovnega sistema z zahtevami, ki se izvajajo na
vsako minuto.
Pri sami namestitvi Naboxa sem imel težave, ker je bila na njem komponenta
NVRAM (Non-Volatile Random-Access Memory). Težavo sem rešil z odstrani-
tvijo NVRAM-a. Za zajem podatkov je potrebno v Nabox namestiti dva NetA-
ppova paketa in na diskovnem sistemu novo narejenemu uporabniku dati dostop
za branje statistike. Na Nabox nato dodamo diskovni sistem in uporabnika, s
katerim Nabox prejema statistiko iz diskovnega sistema.
4.2.2.3 Simulator
Simulator nam izračuna zmogljivost podanega sistema. Iz želenih zmogljivosti
diskovnega sistema lahko izračunamo potrebno opremo, ki jo bomo potrebovali
za doseganje take zmogljivosti. Izračun velja tudi v obratni smeri; pri podanem
sistemu lahko izračunamo zmogljivost. Simulator je omejen na izdelke proizva-
jalca NetApp (vir [11]). Orodje se imenuje modeliranje sistema zmogljivosti ali
SPM (System Performance Moduler)(slika 4.4).
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Slika 4.4: Grafični vmesnik NetAppovega portala za simuliranje zmogljivosti.
4.3 Izvedba testov
Glede na vrsto diskov sem teste združil v tri skupine. Testiral sem po dva di-
ska enake vrste (disk je mǐsljen kot logična enota v poglavju 4.2.1). Za lažjo
ločitev diskov med seboj sem med posameznimi vrstami naredil po 2 GB razlike
v velikosti. Teste sem izvedel po več scenarijih.
4.3.1 Scenariji
Teste sem izvedel po treh scenarijih in sicer obremenitev s podatki podatkovne
zbirke, izdelave varnostne kopije in povrnitve varnostne kopije (tabela 4.1). Izve-
deni so bili s programom Iometer (poglavje 4.2.2.1). Varnostna kopija je primer,
kjer zapisujemo podatke na disk zaporedno in z velikimi bloki. Celotna varno-
stna kopija se shrani v obliki ene ali več velikih datotek. Manj pogosta je obnova
podatkov iz varnostne kopije. Pri obnovi varnostne kopije zaporedno beremo po-
datke. Tako pri varnostni kopiji kot pri obnovi podatkov iz varnostne kopije se
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uporablja branje in pisanje podatkov. Pri varnostni kopiji tako beremo podatke iz
diska, ki ga uporabljamo za sprotno uporabo in pǐsemo na disk, ki ga uporabimo
za hrambo varnostne kopije. Osredotočil sem se na disk, ki bo hranil varnostno
kopijo. Pri hranjenju in obnovi varnostne kopije se obdeluje velike količine podat-
kov. Za prenos take količine podatkov (več sto GB) je potreben čas. Čas prenosa
se zmanǰsa pri izmenjavi velikih blokov. Za enako preneseno količino podatkov
potrebujemo za potek komunikacije pri prenosu velikih blokov manj informacij
kot pri prenosu majhnih blokov.
Pri podatkovni bazi se uporablja tako zapisovanje kot branje podatkov. V
podatkovne baze se večinoma shranjuje podatke manǰsega obsega. Zato sem pri
tem dogodku uporabil bloke velikosti 8 kB. Dostop do posameznih podatkov je
naključen, saj zahteve, ki si časovno sledijo, ne dostopajo do podatkov, ki so
zapisani zaporedno. Scenariji so predstavljeni v tabeli 4.1.
Tabela 4.1: Testni scenariji, izvedeni na posamezni skupini diskov
Scenarij Velikost bloka [kB] Branje/Pisanje [%] Naključni dostop
Podatkovna baza 8 70/30 Da
Varnostna kopija 64 0/100 Ne
Obnovitev var. kopije 64 100/0 Ne
4.3.2 Obremenitve
Posamezne scenarije sem izvedel pod različnimi obremenitvami. Obremenitev
sem stopnjeval s številom vzporednih operacij (poglavje 4.1.7). Vsaka vzporedna
operacija pošilja zahteve za podatke neodvisno od ostalih vzporednih operacij.
Primer: Imamo majhno podjetje z 10 zaposlenimi. Izvajanje varnostne ko-
pije 10 računalnikov je smiselno izvajati med malico. Vsaka varnostna kopija se
začne in konča kot samostojni proces. V času malice zaženemo varnostne kopije
iz vseh 10 računalnikov in tako obremenimo diskovni sistem z 10 vzporednimi
operacijami.
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S programom Iometer lahko za posamezne scenarije nastavimo stopnjevanje
števila vzporednih operacij. Sam sem obremenitev spreminjal tako, da sem število
vzporednih operacij podvajal. Najvǐsjo obremenitev sem nastavil na 32 vzpore-
dnih operacij. Pri izvajanju testov na posamezni vrsti diska sem izvajal test na
dveh logičnih enotah hkrati. Vsako logično enoto obremenimo z do 32 vzpore-
dnimi operacijami, kar pomeni, da diskovni sistem obremenimo z do 64 vzpore-
dnimi operacijami hkrati. Vsako obremenitev sem izvajal po 10 minut. Skupaj
eno uro na scenarij pri posamezni vrsti diskov. Testi so se vse skupaj izvajali 9
ur.
5 Rezultati
Testi, izračunani s pomočjo simulacije, so podani v tabeli 5.1 in podajajo vre-
dnosti, ki jih lahko dosežemo pri praznem sistemu. Zakasnitve, izračunane s
simulatorjem, so podane samo pri naključnem branju podatkov.
Tabela 5.1: Vrednosti, izračunane s simulatorjem.
Tip diska Scenarij Zakasnitev [ms] IOPS Hitrost [MBs ]
Podatkovna baza 10 3458 27
SATA Varnostna kopija - 9534 596
Obnovitev var. kopije - 10010 626
Podatkovna baza 5 8963 70
SAS Varnostna kopija - 10000 625
Obnovitev var. kopije - 10010 626
Podatkovna baza 1,4 30063 235
SSD Varnostna kopija - 10000 625
Obnovitev var. kopije - 26042 1628
Vrednosti, ki sem jih dosegel z Iometrom na strežniku, so zbrane v tabeli
5.2. Podane so samo vrednosti, ki so primerljive z vrednostmi iz simulacije. Za
primerjavo sem vzel vrednosti pri najbolj obremenjenem sistemu. Pri primerjavi
med simulacijo in testirano vrednostjo lahko opazimo, da so rezultati ponekod
ujemajoči, drugje razhajajoči.
Pri scenariju varnostne kopije so rezultati simulacije približno enaki ne glede
na tip diska. Torej pri pisanju na diske nismo odvisni od vrste diska, dokler je na
diskovnem sistemu dovolj pomnilnika.
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Tabela 5.2: Tabela meritev na strežniku
Tip diska Scenarij Zakasnitev [ms] IOPS Hitrost [MBs ]
Podatkovna baza 57 1114 8
SATA Varnostna kopija 7 8941 558
Obnovitev var. kopije 10 6259 390
Podatkovna baza 37 1732 12
SAS Varnostna kopija 6 10665 666
Obnovitev var. kopije 9 7127 444
Podatkovna baza 2 32316 252
SSD Varnostna kopija 6 10276 642
Obnovitev var. kopije 3 19837 1239
Meritve nam pokažejo, da so pri scenariju varnostne kopije vrednosti prenosa
vǐsje pri SAS diskih kot pri pomnilnǐskih diskih. Presenetljivo nizke vrednosti, v
primerjavi s simulatorjem, dobimo pri scenariju podatkovne baze za trde diske.
Spodnje grafe sem razdelil po posameznih parametrih. Na grafu 5.1 je prika-
zano število operacij na sekundo, ki je omejeno. Za dosego te omejitve moramo
povečati število vzporednih operacij. Pri eni vzporedni operaciji dosežemo ome-
jeno število operacij na sekundo zaradi zakasnitve. Med zaporednimi poslanimi
paketi, ki se med seboj čakajo, imamo neničelno zakasnitev. Ta zakasnitev nam
omeji število operacij na sekundo. Pri povečanju števila vzporednih operacij lahko
dosežemo večje skupno število operacij sistema (poglavje 4.1.2).
Največje število operacij na sekundo dobimo pri bliskovnih diskih z naključno
poizvedbo po podatku. Ti diski imajo vgrajen predprocesor in omogočajo vzpo-
redni dostop do sektorjev. Z naključnim dostopom do podatka poskrbimo, da
pride ta lastnost do izraza, kar se odraža v velikem številu operacij na sekundo.
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Slika 5.1: Prikaz števila operacij na sekundo pri podatkovni bazi (pb), varnostni
kopiji (vk) in povratku varnostne kopije (pk).
Graf zakasnitev 5.2 prikažuje posamezne obremenitve. Zakasnitev diskovnega
sistema je čas, merjen od prejema zahteve do vrnjenega podatka (poglavje 4.1.3).
Najvǐsje vrednosti dobimo pri trdih diskih po scenariju podatkovne baze. Pri
scenariju podatkovne baze so zahteve po podatkih naključne. Pri dodatni obre-
menitvi trdih diskov zahteve čakajo, kar je razvidno iz grafa zakasnitev.
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Slika 5.2: Prikaz zakasnitev diskovnega sistema pri podatkovni bazi (pb), varno-
stni kopiji (vk) in povratku varnostne kopije (pk).
Hitrost prenosa podatkov (graf 5.3) je odvisen od števila operacij na sekundo
(graf 5.1) in velikosti bloka. Hitrost dobimo, če število operacij na sekundo v
danem trenutku pomnožimo z velikostjo prenašanega bloka.
Na grafu 5.3 opazimo, da se sredi testa posamezne obremenitve hitrost pre-
nosa zmanǰsa. Razlog se nahaja v pomnilniku diskovnega sistema. Na začetku
posameznega testa se pomnilnik polni in ko je pomnilnik poln se hitrost prenosa
upočasni na hitrost, katera je odvisna od hitrosti diskov.
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Slika 5.3: Prikaz hitrosti prenosa pri podatkovni bazi (pb), varnostni kopiji (vk)
in povratku varnostne kopije (pk).
Pri povečanju števila vzporednih operacij se nam povečuje obremenjenost di-
skov (graf 5.4). Obremenjenost diskov nam pove, kolikšen delež časa v nekem
časovnem okviru čakamo odgovor diskov na zahtevo po podatku. Pri polni obre-
menjenosti diska in z dodatno obremenitvijo se zahteve po podatkih nabirajo.
Zahteve, ki čakajo, imajo večjo zakasnitev kot zahteve, ki ne čakajo.
Pri testiranju SATA diskov sem hitro prǐsel do polne obremenjenosti diskov.
Prav tako sem dosegel polno obremenitev SAS diskov, vendar je pri teh diskih
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pb SATA pb SAS pb SSD vk SATA vk SAS
vk SSD pk SATA pk SAS pk SSD
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Slika 5.4: Prikaz obremenitve diskov na diskovnem sistemu pri podatkovni bazi
(pb), varnostni kopiji (vk) in povratku varnostne kopije (pk).
tudi obremenjenost procesorja vǐsja kot pri SATA diskih. Pri obdelavi podat-
kovne baze je obremenitev diskov velika, saj je poizvedba po podatkih v velikih
podatkovnih bazah naključna. Za naključno poizvedbo pa vemo, da čakamo, da
se disk zavrti v povprečju za pol obrata.
Graf 5.5 prikazuje obremenjenost procesorja na diskovnem sistemu. Podat-
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kovna baza pri pomnilnǐskih diskih je edina vrednost, ki narašča skozi različne
obremenitve. Ostale vrednosti po 30 minutah ne naraščajo ali pa naraščajo mi-
nimalno.
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Slika 5.5: Prikaz obremenitve procesorja na diskovnem sistemu pri podatkovni
bazi (pb), varnostni kopiji (vk) in povratku varnostne kopije (pk).
Pri bliskovnih diskih smo na procesorju diskovnega sistema dosegli zgornjo
mejo. Po priporočilih se vsak bliskovni disk razdeli na dva kosa (partition).
Naredimo dve RAID skupini, od katerih vsako dodelimo svojemu krmilniku. S
tem obremenimo bliskovne diske s strani obeh krmilnikov. Tudi v tem primeru
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preobremenimo procesor na obeh krmilnikih. Sam sem bliskovne diske nadziral
samo z enim krmilnikom.
Spodnje tabele prikazujejo vrednosti pri testiranju posameznih vrst diskov. V
tabeli 5.3 so rezulatati zabeleženi s programom Iometer za SATA diske. Vrednosti
so razporejene po posameznih scenarijih in po posameznih obremenitvah (v tabeli
je to prikazano v tretjem stolpcu vzporednost). V tabeli 5.4 so zbrane vrednosti
pri testiranju SAS diskov s programom Iometer, v tabeli 5.5 pa so zbrane vrednosti
pomnilnǐskih diskov.
Tabela 5.3: Tabela meritev na strežniku za diske SATA
Tip diska Scenarij Vzporednost Zakasnitev IOPS Hitrost [MBs ]
SATA
Podatkovna baza
2 16,13 122 0
4 17,7 226 0
8 20,99 381 2
16 26,78 595 4
32 37,21 858 6
64 57,24 1114 8
Varnostna kopija
2 0,98 2040 127
4 0,97 4108 256
8 1,29 6228 388
16 2,14 7530 469
32 3,86 8335 520
64 7,18 8941 558
Obnovitev var. kopije
2 0,47 4246 264
4 0,81 4890 305
8 1,57 5089 317
16 3,01 5278 329
32 5,32 6011 374
64 10,37 6259 390
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Tabela 5.4: Tabela meritev na strežniku za diske tipa SAS
Tip diska Scenarij Vzporednost Zakasnitev IOPS Hitrost [MBs ]
SAS
Podatkovna baza
2 10,31 193 0
4 11,12 358 2
8 13,08 609 4
16 16,6 964 6
32 23,28 1378 10
64 36,92 1732 12
Varnostna kopija
2 0,79 2518 156
4 0,75 5321 332
8 0,95 8368 522
16 1,64 9762 609
32 3,14 10199 636
64 6 10665 666
Obnovitev var. kopije
2 0,47 4266 266
4 0,8 5033 313
8 1,4 5695 355
16 2,69 5954 371
32 5,18 6169 384
64 8,98 7127 444
Tabela 5.5: Tabela meritev na strežniku za pomnilnǐski diski
Tip diska Scenarij Vzporednost Zakasnitev IOPS Hitrost [MBs ]
SSD
Podatkovna baza
2 0,81 2459 18
4 0,62 6404 50
8 0,55 14606 114
16 0,67 23828 186
32 1,09 29418 228
64 1,98 32316 252
Varnostna kopija
2 0,78 2568 160
4 0,69 5751 358
8 0,87 9220 575
16 1,58 10131 632
32 3,1 10317 644
64 6,23 10276 642
Obnovitev var. kopije
2 0,45 4447 277
4 0,42 9559 596
8 0,44 18273 1141
16 0,83 19239 1202
32 1,64 19521 1220
64 3,2 19837 1239
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5.1 Primerjava
Primerjajmo vrednosti, ki so izračunane s simulatorjem (tabela 5.1) in vrednosti,
ki sem jih dobil s testi (tabela 5.2). Vrednosti iz simulatorja so približne omejitve
zmogljivosti diskovnega sistema. V simulator sem vključil krmilnik in diskovna
polja z diski. Simulacijo sem uporabil za vsako vrsto diska posebej. Za operacijski
sistem dveh krmilnikov vzame simulator pri posamezni simulaciji 6 diskov.
Pri simulaciji dobimo samo rezultat za največ operacij na sekundo in največjo
hitrost, ki jo zmore podan sistem. V ta namen sem tudi teste izvedel pri različnih
obremenitvah in s tem pridobil največje možne rezultate za največ operacij na
sekundo in največjo hitrost.
Tabela 5.6 kaže odstopanje simulacije od testov. Negativen odstotek je pri-
kazan tam, kjer je pri simulaciji dobljena vǐsja vrednosti od testirane. Le pri
zakasnitvi nižja vrednosti pomeni hitreǰsi odziv. Odstopanja sem izračunal po
enačbi 5.1.
Enačba 5.1 prikazuje odstotek (d [%]) odstopanja med vrednostjo testa (vizm)





Tabela 5.6: Tabela odklonov med meritvijo in simulatorjem
Tip diska Scenarij zakasnitev [%] IOPS [%] hitrosti [%]
Podatkovna baza 82,5 -210,4 -237,5
SATA Varnostna kopija -6,6 -6,8
Obnovitev var. kopije -59,9 -60,5
Podatkovna baza 86,5 -417,5 -483,3
SAS Varnostna kopija 6,2 6,2
Obnovitev var. kopije -40,5 -41,0
Podatkovna baza 30,0 6,0 6,7
SSD Varnostna kopija 2,7 2,6
Obnovitev var. kopije -31,3 -31,4
Rezultati enačbe 5.2 so podani v tabeli 5.7.
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Tabela 5.7: Tabela prikazuje za kolikokrat so vrednosti simulatorja večje od vre-
dnosti testa.
Tip diska Scenarij zakasnitev [%] IOPS [%] hitrosti [%]
Podatkovna baza 0,18 3,10 3,38
SATA Varnostna kopija 1,07 1,07
Obnovitev var. kopije 1,60 1,61
Podatkovna baza 0,14 5,17 5,83
SAS Varnostna kopija 0,94 0,94
Obnovitev var. kopije 1,40 1,41
Podatkovna baza 0,70 0,93 0,93
SSD Varnostna kopija 0,97 0,97
Obnovitev var. kopije 1,31 1,31
Največja odstopanja dobimo pri trdih diskih in sicer pri scenariju podatkovne
baze. Opazimo tudi, da so odstopanja števila operacij na sekundo zelo primerljiva
z odtopanjem hitrosti.
5.2 Diskusija
Ugotovil sem, da pri posameznem dogodku dobim različno odstopanje od vre-
dnosti, pridobljenih s simulatorjem. Največje odstopanje dosežemo pri scenariju
pisanja v podatkovne baze.
Najbolj primerljive vrednosti smo dobili pri scenariju varnostne kopije. Tukaj
razlika med vrstami diskov ni tako opazna. Pri pisanju krmilniki diskovnega sis-
tema shranijo podatke v pomnilnik in strežniku sporočijo, da je podatek shranjen.
To lahko počnejo do zapolnitve pomnilnika.
Pri povrnitvi varnostne kopije sem pričakoval največje prenosne hitrosti, ven-
dar to velja samo za pomnilnǐske diske. Moja pričakovanja so bila, da bosta za
branje tako diskovni sistem kot strežnik uporabila pomnilnik za pohitritev branja.
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Zakasnitev na testih je približno enaka zakasnitvi diskov, zato je celotno branje
potekalo z diskov. To pomeni, da smo pri tem testu dosegli omejitev trdih diskov.
Omejitev trdih diskov smo dosegli pri vseh scenarijih. Trdi diski dosežejo
najbolǰse rezultate tam, kjer jim je največ pomagal pomnilnik. Testi so trajali
kraǰsi čas (10 min) in s tem je prǐslo do delne popačitve rezultatov. Varnostno
kopiranje namreč traja celo noč in se šele v takem časovnem obdobju pokaže, ali
so omejitev sistema diski ali kakšen drug element.
6 Zaključek
Pri testiranju sem se osredotočil na najbolj pogoste uporabe diskovnih sistemov.
Pri pomnilnǐskih diskih smo opazili, da so zelo hitri pri naključnem dostopu do
podatkov in pri branju zaporednih podatkov. Pri zaporednem pisanju na disk
opazimo, da so vrednosti rezultatov skoraj neodvisne od tipa diska. Ugotovimo
lahko, da je pri ogromni količini podatkov, ki jih beremo in pǐsemo zaporedno,
najbolǰsa uporaba SATA diskov, saj imajo veliko prostora. Ti diski so najbolj pri-
merni za shranjevanje in obnovitev varnostnih kopij. Za obdelavo velike količine
podatkov ali iskanje po podatkovnih bazah so najbolj primerni diskovni sistemi,
ki vsebujejo pomnilnǐske diske. Za vmesno pot izberemo SAS diskovno polje z
dodanimi pomnilnǐskimi diski za pohitritev delovanja.
Pri primerjavi izmerjenih in simuliranih vrednosti ugotovimo, da pride do
odstopanja v obe strani. Vrednosti simulacije, ki bi presegale vse vrednosti testov,
pomenijo neresničen prikaz simulatorja. Vrednosti, podane s strani proizvajalca,
so točne, saj ne odstopajo veliko od testov, kar velja za polno obremenjen diskovni
sistem.
Diskovni sistem sem obremenjeval z enim testnim programom in z enim opera-
cijskim sistemom. Zanimivo bi bilo izvedeti koliko zakasnitve prispeva operacijski
sistem v navideznem okolju. Iskanje optimalne obremenitve diskovnega sistema
bi potekal z obremenitvijo s še več različno velikimi bloki. Poskusil sem samo z
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[2] Wikipedia, “Wire Recording [Online].” Dosegljivo: https://en.
wikipedia.org/wiki/Wire_recording. [Dostopano: 18. 9. 2018].
[3] Wikipedia, “Fritz Pfleumer [Online].” Dosegljivo: https://en.wikipedia.
org/wiki/Fritz_Pfleumer. [Dostopano: 18. 9. 2018].
[4] Wikipedia, “Drum Memory [Online].” Dosegljivo: https://en.wikipedia.
org/wiki/Drum_memory. [Dostopano: 19. 9. 2018].
[5] Wikipedia, “Hard Disk Drive[Online].” Dosegljivo: https://en.
wikipedia.org/wiki/Hard_disk_drive. [Dostopano: 31. 8. 2018].
[6] Wikipedia, “Solid State Drive[Online].” Dosegljivo: https://en.
wikipedia.org/wiki/Solid-state_drive. [Dostopano: 31. 8. 2018].
[7] J. Erdei, “Hard Disk (hard drive) Operation [Online].” Dosegljivo: https://
www.pctechguide.com/hard-disks/hard-disk-hard-drive-operation.
[Dostopano: 24. 9. 2018].
[8] Intel, “Iometer [Online].” Dosegljivo: http://www.iometer.org/. [Dosto-
pano: 12. 12. 2018].
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A Postopki namestitve in nastavitve
sistema
Postopke sem razdelil na:
• namestitev operacijskega sistema na strežnik (dodatek A.1),
• namestitev in nadgradnja diskovnega sistema (dodatek A.2),
• nadgradnja operacijskega sistema optičnih stikal (dodatek A.3),
• nastavitev diskovnega sistema in strežnika (dodatek A.4).
A.1 Namestitev operacijskega sistema na strežnik
1. Dostop do IMM preko prednastavljenega ip naslova: 192.168.70.125. Za do-
stop potrebujemo IP naslov računalnika, ki je v istem podomrežju (subnet);
Slika A.1: Vpisno okno grafičnega vmesnika IMM.
2. vpis z osnovnim imenom in geslom (USERID/PASSW0RD glej sliko A.1);
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3. sprememba IP naslova IMM vmesnika (slika A.2);
Slika A.2: Nastavitev IP naslova IMM vmesnika.
4. dostop do strežnika preko oddaljenega dostopa IMM (slika A.3) in dodajanje
dovoljenja IP naslova kot izjemo pri varnosti Jave;
5. pripenjanje virtualnega medija za namestitev operacijskega sistema (slika
A.4);
6. ponovni zagon strežnika in ustavitev nalaganja v BOOT meniju;
7. izberemo navidezni medij (virtual image). Če ga ni, je potrebno nastaviti
BIOS nastavitve;
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Slika A.3: Oddaljen dostop preko IMM vmesnika.
Slika A.4: Priklop medija za namestitev.
8. sledimo čarovniku za namestitev operacijskega sistema;
9. po namestitvi spremenimo ime naprave, dodamo v domeno in nastavimo
oddaljen dostop (slika A.5);
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Slika A.5: Nastavitvene mreže in oddaljenega dostopa na strežniku.
10. posodobimo operacijski sistem.
A.2 Namestitev in nadgradnja diskovnega sistema
1. Priklopimo konzolni kabel in se povežemo na krmilnika;
2. ustavimo ponavljanje ponovnega zagona s kombinacijo tipk CTRL in C in
nastavimo servisni dostop (SP) modul (slika A.6);
3. sedaj lahko dostopamo brez konzole. V terminalu vpǐsemo
ssh admin@<ip naprave>
in vpǐsemo geslo. V
SP:>
vpǐsemo
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Slika A.6: Ustavitev boot procesa in prikaz SP statusa.
system console




da pridemo v način za upravljanje;
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(b) iz seznama pripnemo tri diske z ukazom
disk assign <ime diska oblike 1d.01.22>




da vstopimo v meni;
8. nadgradimo operacijski sistem krmilnika;
(a) izberemo številko 7
install new software first
(b) po vpisu
e0M
zavrnemo zahtevo za ponovni zagon;
(c) ponovno v meniju izberemo
7) install new software first
(d) dokončamo inštalacijo (slika A.7);
(e) v primeru spodletelega poskusa v loaderju vpǐsemo
netboot <url jedra (kernel)>
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Slika A.7: Postopek nadgradnje operacijskega sistema krmilnikov.
in ponovimo celoten postopek;
9. nato v meniju izberemo
4) Clean configuration and initialize all disks;
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A.3 Nadgradnja operacijskega sistema optičnih stikal
1. Preko konzole povežemo na optično stikalo;
2. nastavimo ip naslove z ukazom
ipaddrset
in sledimo čarovniku;
3. dostopamo lahko iz terminala z ukazom
ssh root@<ip naslov stikala>
4. vpǐsemo
firmwaredownload -s
in sledimo čarovniku. Nadgradnja vsebuje vmesne korake, saj izdaja 8.2.0a
ni združljiva z 7.2.0;
A.4 Nastavitev diskovnega sistema, strežnika in optičnih
stikal
Postavitev skupine (cluster) na krmilnikih:
1. po namestitvi operacijskega sistema na oba krmilnika ju damo v skupino;
2. na enemu izmed njiju naredimo skupino
create
in nato sledimo čarovniku;
3. ko zaključimo na enem, se na drugem krmilniku priključimo
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join
Izgradnja diska, ki bo prikazan na strežniku:
1. v spletnem brskalniku se povežemo na ip naslov za nadzor skupine, ki smo
ga vpisali v čarovniku pri postavitvi skupine na krmilnik;
2. dodamo diske posameznemu krmilniku (glaj sliko A.8);
Slika A.8: Dodajanje diskov posameznemu krmilniku.
3. iz diskov naredimo RAID skupine (slika A.9);
4. naredimo SVM (slika A.10);
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Slika A.9: Združevanje diskov v RAID skupino.
5. naredimo logični vhod (LIF) na posameznih vhodih, povezanih do optičnih
stikal (slika A.11);
6. naredimo navidezne diske;
7. naredimo skupine parov (zoning) na optičnih stikalih:
(a) prijava preko terminala
ssh admin@<ip naslov stikala>
(b) pogledamo priključene vhode z ukazom
switchshow
priključki iz diskovnega sistema z ukazom
portshow <izbran port>
(c) dodaj imena posameznemu WWPN primer:
alicreate <ime WWPN>,<izbran WWPN>
(d) naredimo skupine
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Slika A.10: Dodajanje navideznega diskovnega sistema.
zonecreate <ime zone>,"<ime WWPN 1>;<ime WWPN 2>"
(e) skupine damo v eno nastavitveno skupino (cfg skup.)
cfgcreate <ime cfg skup.>,"<ime skup. 1>;<ime skup. 2>"
cfgadd <ime cfg skup.>,<ime skup. 1>
(f) nastavitveno skupino omogočimo in shranimo nastavitve
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Slika A.11: Dodajanje navideznega vhoda.
cfgenable <ime cfg skup.>
cfgsave
8. na diskovnem sistemu dodamo WWPN naslove od strežnika na posamezne
navidezne diske.
Sedaj vidimo na strežniku vsak disk po 8-krat. Namestitev programa za
vzporedne poti na strežniku naredimo na naslednji način:
1. preko oddaljenega dostopa dostopamo do strežnika;
2. v programu, kjer lahko nastavljamo strežnik, dodamo funkcijo vzporednost
poti (slika A.12);
3. v nastavitvi vzporednih poti (mpio) dodamo najden diskovni sistem.
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Slika A.12: Dodajanje funkcije vzporednih poti.
