We introduce techniques to derive estimates for the degrees of the generators of the integral closure of several classes of Rees algebras of modules, and to bound the length of normalization processes. In the case of regular base rings, the bounds are expressed in terms of Buchsbaum-Rim multiplicities and a module version of Briançon-Skoda numbers.
Normalization of modules is the study of the integral closure of the Rees algebra of a module. The questions that arise are natural extensions of those that occur in the normalization of ordinary blowups and also of the so-called multi Rees algebras of ideals. In this paper, we focus on numerical aspects of the process of normalization of a module. Let R be a Noetherian ring and E a finitely generated torsionfree R-module having a rank. To enable the extension, we consider two technical devices to attach an ideal I of a ring S to the R-module E so that the comparison can be made between the Rees algebra of E and the Rees algebra of I. One of the ideals that can be used is the ideal generated by the module in the polynomial ring which contains the Rees algebra of the module. The other is known as the generic Bourbaki ideal of E. More details on these ideals will be given later. 
Turning modules into ideals
In this section we show how the issues of normalization of ideals and modules resemble one another. We begin by providing a source of integrally closed modules. 
. , t e ]. If I is integrally closed as an S-ideal, then each I n is integrally closed as an R-module.
Proof. Write S = n≥0 S n . Then I n is a submodule of the free R-module S n and we have
where Φ is the natural map induced by the identity on S n . Let u ∈ I n ⊂ S n . Then there is an equation in R(S n ) of the form Applying Φ to this equation, it converts into an equation of integrality of u ∈ S over the ideal I. Since I = I, we obtain u ∈ I n .
In the next proposition we explain how to turn an R-module E into an ideal. By doing so, we relate the normalization of a module E to that of the ideal generated by E. Proposition 1.2 Let R be a normal domain and E a finitely generated torsionfree R-
. . , t e ] be a polynomial ring which contains the Rees algebra R(E)
as a homogeneous R-subalgebra and denote by I the S-ideal generated by E ⊂ S. For any positive integer n,
where [ ] n denotes the n-th component.
Proof. It is clear that
is integrally closed by Proposition 1.1, we have E n ⊆ I n n = I n n . Now it suffices to verify the equality of the two integrally closed modules E n and I n n at the discrete valuation rings containing R. For V any discrete valuation ring containing R we write V S = V ⊗ R S = V [t 1 , . . . , t e ], and consider the V S-ideal (V E) generated by V E. It suffices to show
and hence I n n ⊆ E n . We now prove that (V E) n = (V E) n for every V . We may assume that the V S-ideal (V E) is generated by the forms a 1 t 1 , . . . , a e t e with a i ∈ V . We may suppose that a 1 divides all a i , say Let R be a Noetherian ring and E a finitely generated torsionfree R-module having a rank. Let S be a polynomial ring which contains the Rees algebra R(E) as a homogeneous R-subalgebra, and let I denote the S-ideal generated by E. Then the symmetric algebra of E is a direct summand of the symmetric algebra of I. Let (R, m) be a Noetherian local ring and let E be a finitely generated R-module having a rank e. The analytic spread of E is defined to be the dimension of the special fiber ring R(E)/mR(E) and is denoted by (E). We recall that (E) ≤ d+e−1 if d = dim R > 0 ( [19, 2.3] ). For a reduction U of E, the reduction number r U (E) of E with respect to U is the least integer r ≥ 0 such that E r+1 = U E r . Let R be a Noetherian local ring with infinite residue field. A reduction is said to be minimal if it is minimal with respect to containment. For any minimal reduction U of E, one has ν(U ) = (E) where ν(·) denotes minimal number of generators. We define the reduction number r(E) of E to be the minimum of r U (E), where U ranges over all minimal reductions of E. Remark 1.5 Let (R, m) be a normal local ring with infinite residue field and let E be a finitely generated torsionfree R-module. Let S = R[t 1 , . . . , t e ] be a polynomial ring containing the Rees algebra R(E) as a homogeneous R-subalgebra, and let I denote the S-ideal generated by E ⊂ S. An R-module U ⊆ E is a reduction of E if and only if the S-ideal J generated by U is a reduction of I. Moreover (E) = (IS n ) and r(E) = r(IS n ), where n is the maximal homogeneous ideal of S.
Proof. Notice that E n = U E n−1 if and only of I n = JI n−1 . The ideal IS n has a general minimal reduction generated by linear forms in S. Such a reduction is given by JS n for some U . Hence (E) = (IS n ) and r(E) = r(IS n ). Remark 1.6 Let R be an equidimensional universally catenary Noetherian local ring of dimension d and let E be a finitely generated torsionfree R-module having a rank e. Let S = R[t 1 , . . . , t e ] be a polynomial ring which contains the Rees algebra R(E) as a homogeneous R-subalgebra, and let I be the S-ideal generated by E ⊂ S. Suppose that the colength λ(R e /E) is finite. Then
In particular if e ≤ d, then ht(I) = e.
Proof. The quotient ring S/I can be identified with the symmetric algebra Sym(R e /E).
Since λ(R e /E) < ∞, using [9, 2.6], we obtain
2 Briançon-Skoda number for modules
Our objective in this section is to find bounds for a chain of algebras which occur in the process of normalization of a module. Let us first review the definition of BuchsbaumRim polynomials. Let R be a Noetherian local ring of dimension d and let E R e be a submodule such that the colength λ(R e /E) is finite. Let E n denote the image of the 
4]). This polynomial is called the Buchsbaum-Rim polynomial of E.
It is of the form
The positive integer br(E) is called the Buchsbaum-Rim multiplicity of E. For any reduction U of E, it is known that br(E) = br(U ) ( [12, 5.3] ). Let R be an analytically unramified normal local ring. Since the integral closure R(E) is finite over R(E), it follows that λ(E n /E n ) is a polynomial of degree at most d + e − 2 for n 0. Hence one obtains the following polynomial expression for n 0,
It also follows that br(E) = br(E). More generally, if A = n≥0
A n is a graded R-subalgebra
Let R be a Noetherian local ring and let E = 0 be a finitely generated torsionfree Rmodule. The module E is called an ideal module if E * * is free, where * denotes dualizing into the ring R. For example, if R is Cohen-Macaulay ring of dimension at least 2, then a submodule E R e having finite colength is an ideal module ( [19, 5.1] ). An ideal module E has a rank ( [19, 5.1] ), say e, and affords a natural embedding E → E * * = R e . Composing an epimorphism R n E with this embedding, we obtain an R-linear map ϕ : R n → R e with image(ϕ) = E. Notice that the i-th Fitting ideal Fitt i (R e /E) of R e /E is the R-ideal generated by the (e − i) × (e − i)-minors of ϕ, and that these ideals only depend on E. Hence we may write det 0 (E) for Fitt 0 (R e /E). We define the codimension of E as the height of det 0 (E), the deviation of E as d(E) = ν(E) − e + 1 − grade(det 0 (E)), and the analytic deviation as ad(E) = (E) − e + 1 − ht(det 0 (E)). An ideal module E is said to be a complete intersection or equimultiple if d(E) ≤ 0 or ad(E) ≤ 0, respectively. At this point we need the notion of m-full modules. A submodule E ⊂ R e over a local ring (R, m) is called m-full if there is an element x ∈ m such that mE : R e x = E. We are now ready to give bounds for the Buchsbaum-Rim multiplicity. 
where e(m) and e(det 0 (E)) are the Hilbert-Samuel multiplicities of the ideals m and det 0 (E) respectively.
Proof. We may assume that the residue field of R is infinite. Let S = n≥0 S n = Sym(R e ) = R[t 1 , . . . , t e ] and let R n ϕ −→ R e −→ R e /E −→ 0 be a presentation of R e /E. Since Fitt e−1 (R e /E) = I 1 (ϕ) ⊆ m s and E = image(ϕ), we have E n ⊆ m ns S n for all n ≥ 0.
As integrally closed modules are m-full by [3, 2.6], [3, 2.7] shows that
Now for sufficiently large n, we have a polynomial expression
Let U be a minimal reduction of E. Then U is a complete intersection, and using [2, 4.4 and 3.1] we obtain
It follows that
Since br(U ) = br(E) and e 0 = e(m), we have
The other inequality follows from the fact that det 0 (E)R e ⊂ E and hence
We recall the notion of Briançon-Skoda number of an ideal I of an analytically unramified Noetherian local ring R with infinite residue field. It is the smallest integer c(I) = s such that I n+s ⊂ J n for all n and for any minimal reduction J of I ([8, 4.13]). In a similar way, we can define the Briançon-Skoda number of an R-module E. Definition 2.2 Let R be an analytically unramified normal local ring with infinite residue field and let E be an ideal module over R. The embedding E → E * * = R e identifies the Rees algebra R(E) as a R-subalgebra of S = n≥0
Briançon-Skoda number c = c(E) of E is the smallest integer c such that
and for any minimal reduction of U of E.
It is clear from the definition that the Briançon-Skoda number of the R-module E is at most the Briançon-Skoda number of the S n -ideal generated by E ⊂ S, where n is the maximal homogeneous ideal of S. However these two numbers are not equal in general as can be seen from Example 1.4. Now we show how the Briançon-Skoda number leads to a bound for br 1 (E). For ideals this result was proved in [14, 2.2].
Theorem 2.3 Let R be an analytically unramified Cohen-Macaulay normal local ring of dimension d ≥ 2 with infinite residue field and let E R e be a submodule with λ(R e /E) < ∞. If the Briançon-Skoda number of E is c, then
Proof. We use the notation of Definition 2.2. Let U be a minimal reduction of E. Then U is a complete intersection and br
and br(E) = br(E) = br(U ), we have 0 ≤ br 1 (E) ≤ br 1 (E). It remains to prove the last inequality in the theorem. By the definition of c = c(E) we obtain
Write C = n≥0 U n S c /U n+c . This is a finitely generated graded module over R(U )/m t R(U ) for some t > 0, where m denotes the maximal ideal of R. Hence it has a Hilbert polynomial P (n) of the form
Since the polynomial P (n) has degree at most d + e − 2 and br 1 (U ) = 0, inequality (1) implies that br 1 (E) ≤ e 0 (C). In order to estimate e 0 (C), we consider the filtration
We define the R(U )-modules
which give the factors of a filtration of C.
Therefore we obtain
which establishes the last inequality in the theorem.
An important instance is given by the Briançon-Skoda theorem in [13, Theorem 1]. Lipman and Sathaye showed that if R is a regular local ring, then I n+ −1 ⊂ I n for all n, where is the analytic spread of I = 0. This shows that the Briançon-Skoda number of I = 0 is at most (I) − 1. Using this theorem, we are able to give a bound for the length n of a chain R(E) ⊆ A 0 · · · A n = R(E) of graded algebras satisfying (S 2 ) between the Rees algebra R(E) of a module E and its integral closure R(E).
Theorem 2.4 Let R be a regular local ring of dimension d ≥ 2 and let E R e be a submodule with λ(R e /E) < ∞. For any distinct graded R-subalgebras A and B such that

R(E) ⊆ A B ⊆ R(E),
where A satisfies Serre's condition (S 2 ), we have
In particular, any chain of graded (S 2 ) R-subalgebras containing R(E) and contained in R(E) has length at most br(E)
Proof. We may assume that the residue field of R is infinite. Let A and B be any graded R-subalgebras such that
R(E) ⊆ A ⊆ B ⊆ R(E)
, 
where c is the Briançon-Skoda number of E. Let S = R[t 1 , . . . , t e ] be a polynomial ring containing the Rees algebra R(E) as a homogeneous R-subalgebra, n the maximal homogeneous ideal of S, and I the S-ideal generated by E ⊂ S. Then by Remark 1.5 and [13, Theorem 1],
Hence we obtain
A simple way to find an integral extension of a ring with the property (S 2 ), which does not necessarily involve canonical modules, arises in the following manner. Let R be a Noetherian domain satisfying (S 2 ) and let A be a domain containing R that is a finite R-module. Then B = Hom A (Hom R (A, R), Hom R (A, R)) is a finite and birational ring extension of A that satisfies (S 2 ). This observation can be applied to Rees algebras of modules. Let R be an analytically unramified Cohen-Macaulay normal local ring with infinite residue field and let E be an equimultiple module. Let U be a minimal reduction of E. Then R(U ) = R(E), the module U is a complete intersection, and the Rees algebra T = R(U ) is Cohen-Macaulay ( [19, 5.6 
]). Then for any graded R-subalgebra A with
is a graded R-subalgebra of T containing A that satisfies (S 2 ).
Extended degree for equimultiple modules
In this section we extend the results of the previous section to equimultiple modules. Let R be an analytically unramified Cohen-Macaulay normal local ring, E an equimultiple R-module of rank e and codimension g ≥ 2, and Min(R e /E) = {p 1 , . . . , p s } the set of all minimal prime ideals in Supp(R e /E). Notice that dim
. . , t e ] be a polynomial ring which contains the Rees algebra
A n with
R(E) ⊂ A ⊂ R(E) ⊂ S. We define a function deg(S
where deg(·) is the Hilbert-Samuel multiplicity. For n 0, the length λ (S n /A n ) p i is given by a polynomial P i (n) of the form
Hence for n 0, we have
We define b j (E) = b j (R(E)) and b j (E) = b j (R(E)). 
Proof. To prove (a) notice that
Part (b) follows from Proposition 2.1, and (c) is a consequence of the fact that the BuchsbaumRim multiplicity does not change when passing to the integral closure of a module ( [12, 5.3] ).
Proposition 3.2 Let R be a regular local ring and let E be an equimultiple module of rank e and codimension g ≥ 2. Then
Proof. Let Min(R e /E) = {p 1 , . . . , p s }. By Theorems 2.3 and 2.4, we have
We are now going to use Proposition 3.2 to bound the length of any chain of graded algebras satisfying (S 2 ) which appear in the process of normalization of an equimultiple module. For ideals this was done in [14, 4.2] . 
R(E) ⊆ A B ⊆ R(E)
and A satisfies (S 2 ), we have
In particular, any chain of graded (S 2 ) R-subalgebras containing R(E) and contained in
Proof. By Proposition 3.2, it suffices to show that b 1 (A) < b 1 (B). Consider the exact sequence of R(E)-modules 
B n be a graded R-subalgebra with R(E) ⊂ B ⊂ R(E). If B is
Cohen-Macaulay, then B n+1 = EB n for all n ≥ d − 1.
In particular B is generated as an R(E)-module by forms of degrees at most d − 1.
When the module E has a rank 1, which is the case of ideals, the theorem is proved in [15] . That result was based on the characterization of the Cohen-Macaulayness of the Rees algebra of an ideal I in terms of its associated graded ring and its reduction number ( [1] , [10] , [18] ). It turns out that Theorem 4.1 is a direct consequence of the case of ideals and the technique of Bourbaki sequences.
Proof. We assume that rank(E) = e ≥ 2. Let a 1 , . . . , a n be a set of R-generators of E and let Z be a n × (e − 1) matrix of distinct indeterminates over R. Let R be R[Z] m [Z] . Set
Notice that E /F has rank 1 as an R -module and that the natural map R(E )/F R(E ) −→ B /F B becomes an isomorphism after tensoring with the quotient field of R. Furthermore as ht(ER(E)) = e, we have ht(EB) = e. As B is a Cohen-Macaulay domain, [7, Theorem and Proposition 3] shows that B /F B is again a Cohen-Macaulay domain. Thus writing I for the image of E /F in B , we see that I is an R -ideal and R(I ) ⊂ B /F B is a finite and birational extension. Hence B /F B is a Cohen-Macaulay ring contained in R(I ). Now the assertion follows from the result in the case of ideals ( [15] ) and an application of Nakayama's Lemma.
