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Abstract. This the first in a series of papers whose ultimate goal is to establish the full
nonlinear stability of the Kerr family for |a|  m. The paper builds on the strategy laid
out in [6] in the context of the nonlinear stability of Schwarzschild for axially symmetric
polarized perturbations. In fact the central idea of [6] was the introduction and construc-
tion of generally covariant modulated (GCM) hypersurfaces on which specific geometric
quantities take Schwarzschildian values. This was made possible by taking into account
the full general covariance of the Einstein vacuum equations. The goal of this paper is to
get rid of the symmetry restriction in the construction of GCM spheres and thus remove
an essential obstruction in extending the result of [6] to a full stability proof of the Kerr
family.
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1 Introduction
1.1 Stability of Kerr conjecture
This the first in a series of papers whose ultimate goal is to establish the full nonlinear
stability of the Kerr family for |a|  m.
Conjecture (Stability of Kerr conjecture). Vacuum initial data sets, sufficiently close to
Kerr initial data, have a maximal development with complete future null infinity1 and with
domain of outer communication which approaches (globally) a nearby Kerr solution.
For an in depth introduction to the conjecture, see our introduction in [6] as well as the
survey article [2] and the lecture notes [3].
1This means, roughly, that observers which are far away from the black hole may live forever.
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1.2 Stability of Schwarzschild in the polarized case
1.2.1 GCM admissible spacetimes in [6]
In [6] we were able to prove the nonlinear stability of the Schwarzschild space under axially
symmetric polarized perturbations. These are spacetimes possessing2 a spacelike, axial,
hypersurface orthogonal Killing vectorfield Z.
The final spacetime in [6] was constructed as the limit of a continuous family of finite
GCM admissible spacetimes as represented in Figure 1 below, whose future boundaries
consist of the union A∪C∗∪C∗∪Σ∗ where A and Σ∗ are spacelike, C∗ is incoming null, and
C∗ outgoing null. The boundary A is chosen so that, in the limit when M converges to
the final state, it is included in the perturbed black hole. The spacetimeM also contains
a timelike hypersurface T which dividesM into an exterior region we call (ext)M and an
interior one (int)M. Both (ext)M and (int)M are foliated by 2 surfaces as follows.
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Figure 1: The GCM admissible space-time M
2Condition which, if imposed on the initial data, is preserved by evolution.
6
(i) The far region (ext)M is foliated by a geodesic foliation S(u, s) induced by an out-
going optical function u initialized on Σ∗ with s the affine parameter along the null
geodesic generators of (ext)M. We denote by r = r(u, s) the area radius of S(u, s).
On the boundary Σ∗ of (ext)M we also assume that r is sufficiently large.
(ii) The near region (int)M is foliated by a geodesic foliation induced by an incoming
optical function u initialized at T such that its level sets on T coincide with those
of u.
To prove convergence to the final state we had to establish precise decay estimates for all
Ricci and curvature coefficients decomposed relative to the null geodesic frames associated
to the foliations in (ext)M and (int)M. We note that the estimates for (int)M are relatively
simple once the estimates in (ext)M have been derived; most difficulties had to do with
this latter region. In fact the decay properties of both Ricci and curvature coefficients
in (ext)M depend heavily on the choice of the boundary Σ∗ as well as on the choice
of the cuts of the optical function u on it. As such, the central idea of [6] was the
introduction and construction of generally covariant modulated (GCM) hypersurfaces on
which specific geometric quantities take Schwarzschildian values. This was made possible
by taking into account the full general covariance of the Einstein vacuum equations. More
precisely, the GCM spacelike boundary Σ∗ are foliated by spheres S on which three key
geometric quantities are set to have the same values as in the case of canonical spheres in
Schwarzschild. To make sense of this, we recall that the Schwarzschild metric in outgoing
Eddington-Finkelstein coordinates has the form3
gm = −2duds−Υdu2 + r2dσ, Υ = 1− 2m
r
, (1.1)
where r = r(u, s) denotes the area radius of the spheres S(u, s) of constant u and s, and dσ
denotes the standard metric on S2. For a given canonical sphere S(u, s), the expansions4
κ = trχ and κ = trχ, and the mass aspect function µ are given by
κ =
2
r
, κ = −2Υ
r
, µ =
2m
r3
. (1.2)
Thus a sphere S on the above mentioned foliation of Σ∗ is said to be a GCM sphere if,
relative to the canonical frame of (ext)M, the conditions5 (1.2) are verified. Note that
the three exact conditions in (1.2) are matched by the number of degree of freedoms of
3Here u = t − r∗, dr∗dr = Υ−1 and r = s. Recall also that in standard spherical coordinates, we have
gm = −Υdt2 + Υ−1dr2 + r2dσ2.
4See section 2.1.1 and (2.12) for the precise definition of these quantities.
5In reality (1.2) had to be slightly modified on the ` = 0, 1 modes of κ and µ, see more explanations
below.
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gauge transformations which preserve the polarization condition. Another way to express
this is by noticing that a sphere S in a given spacetime can be specified by two scalar
functions while a future null pair6 (e3, e4) adapted to S is uniquely determined by one
scalar function7.
1.2.2 The role played by GCM admissible spacetimes
As mentioned above the final spacetime was constructed as the limit of a continuous
family of finite GCM admissible spacetimes. At every stage one assumes that all Ricci
and curvature coefficients of a fixed GCM admissible spacetimeM verify precise bootstrap
assumptions. One makes use of the GCM admissibility properties of Σ∗ and the smallness
of the initial conditions to show that all the bounds of the Ricci and curvature coefficients
of M depend only on the size of the initial data and thus, in particular, improve the
bootstrap assumptions. This allows us to extend the spacetime to a larger one M′ in
which the bootstrap assumptions are still valid. Note that the exact conditions (1.2)
cannot be maintained in the extended spacetime M′ but we can control the size of the
quantities
κ− 2
r
, κ+
2Υ
r
, µ− 2m
r3
, (1.3)
defined relative to the geodesic foliation of M′, extended from that of M. To make sure
that the extended spacetime is admissible, one has to construct a new GCM hypersurface
Σ˜∗ in M′ \ M and use it to define a new extended GCM admissible spacetime M˜. It
is at this stage that we have to prove the existence of GCM spheres in M′ \M. More
precisely, using the bounds on the Ricci and curvature coefficients on M′, we have to
construct GCM spheres S inM′ \M as building blocks for Σ˜∗. This was done in [6] by a
deformation argument in which the polarization assumption seemed to play an important
role, as it will be explained below.
1.3 Construction of GCM spheres in perturbations of Kerr
The goal of this paper is to get rid of the polarization restriction in the construction of
GCM spheres and thus remove an essential obstruction in extending the result of [6] to
a full stability proof of the Kerr family. The construction of GCM spheres and GCM
6A null pair adapted to S is a pair of null vectors such that e3 and e4 are orthogonal to the tangent
space of S and g(e3, e4) = −2, see section 2.1.1.
7A null pair adapted to S is uniquely determined up to the transformation (e4, e3)→ (λe4, λ−1e3) for
any scalar function λ > 0.
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hypersurfaces in perturbations of Kerr are meant to play a role similar to that discussed
above, i.e. their construction is needed in spacetime regions8 R where r is sufficiently
large and where we already have complete control of the Ricci and curvature components,
denoted Γ and R, relative to a prescribed outgoing geodesic foliation S(u, s) and adapted
null frames (e1, e2, e3, e4) with e1, e2 tangent to the spheres S. The size of the quantities
in (1.3) is assumed to be controlled by a small constant9
◦
δ > 0 while the size of all other
linearized Ricci and curvature coefficients is controlled by a second small constant10
◦
 > 0
with
◦
δ ≤ ◦. We also control the coefficients of the spacetime metric in adapted coordinate
charts11 (u, s, y1, y2).
Given a sphere
◦
S = S(
◦
u,
◦
s) of this background foliation of R, we look for a O(
◦
δ) defor-
mation of it, i.e a map Ψ :
◦
S −→ S of the form
Ψ(
◦
u,
◦
s, y1, y2) =
(◦
u+ U(y1, y2),
◦
s+ S(y1, y2), y1, y2
)
(1.4)
with (U, S) smooth functions on
◦
S, vanishing at a fixed point of
◦
S, of size proportional
to the small constant
◦
δ. The goal is then to show that there exist spheres S, described
by the functions (U, S), and adapted null pairs (eS3 , e
S
4 ) such that
12,13
κS =
2
rS
, κS = −2Υ
S
rS
, µS =
2mS
(rS)3
, (1.5)
where rS is the area radius of S, mS is the Hawing mass of S and ΥS = 1− 2mS
rS
. Note that,
given such a deformation, at any point on S we have two different null frames: the null
frame (e3, e4, e1, e2) of the background foliation of R and the null frame (eS3 , eS4 , eS1 , eS2 ).
In general, two null frames (e3, e4, e1, e2) and (e
′
3, e
′
4, e
′
1, e
′
2) are related by a frame trans-
formation of the form, see Lemma 3.1,
e′4 = λ
(
e4 + f
beb +
1
4
|f |2e3
)
,
e′a =
(
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3,
e′3 = λ
−1
((
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4
)
,
(1.6)
8Corresponding to M′ \M.
9This depends on the size of the extension mentioned above.
10Depending on the size of the initial data.
11See Lemma 2.6 for details.
12It needs recalling that in reality we only impose these conditions for the ` ≥ 2 modes of κ and µ.
13While (1.5) corresponds to prescribing the Schwarzschild values, note that such spheres also exists in
Kerr for a sufficiently large r, see Corollary 6.8.
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where the scalar λ and the 1-forms f and f are called the transition coefficients of the
transformation14. One can then relate all Ricci and curvature coefficients of the primed
frame in terms of the Ricci and curvature coefficients of the un-primed one, see Proposition
3.3. In particular, the GCM conditions (1.5) can be expressed in terms of differential
conditions for the transition coefficients (f, f , λ). The condition that the horizontal part
of the frame (e′1, e
′
2) is tangent to S also leads to a relation between the gradients of U, S,
defined in (1.4), and (f, f). Roughly we thus expect to derive a coupled system of the
form
∂yaS =
((S(f, f ,Γ))#
a
)
, a = 1, 2,
∂yaU =
((U(f, f ,Γ))#
a
)
, a = 1, 2,
DS(f, f ,
◦
λ ) = G(Γ) +H(f, f ,
◦
λ ,Γ),
(1.7)
where the terms S,U ,H,G,DS have the following meaning.
1. The expressions S(f, f ,Γ), U(f, f ,Γ) are 1-forms depending on f, f and Γ, with Γ
denoting the Ricci coefficients of the background foliation of R and with # denoting
the pull back by the map Ψ defined in (1.4).
2. The expression H refers to a system of scalar functions on S depending on (f, f ,
◦
λ )
and Γ, where
◦
λ = λ− 1.
3. The expressions (U ,S) and H satisfy, schematically, the following.∣∣S,U∣∣ . ∣∣(f, f)∣∣+ ∣∣(f, f)∣∣2, ∣∣H∣∣ . (r−1 + ◦)∣∣(f, f , ◦λ )∣∣+ ∣∣(f, f , ◦λ )∣∣2.
4. The expression DS denotes a linear differential operator on S.
5. The term G(Γ) denotes a system of scalars involving the GCM quantities for the
R-foliation appearing in (1.3).
The construction of a GCM sphere can thus be reduced to the problem of finding solutions
(U, S, f, f ,
◦
λ ) to the system (1.7) of size
◦
δ. There are however various difficulties in solving
(1.7) which we emphasize below.
14The dot product and magnitude | · | are taken with respect to the standard euclidian norm of R2.
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1.3.1 Integrability
Note that the transition coefficients have in fact five degrees of freedom while (1.5) provides
us with only three scalar constraints. The additional degrees of freedom of the triplet
(f, f , λ) have to be constrained by integrability conditions, that is integrability in the
sense of Frobenius. Indeed, since the vectorfields (e′1, e
′
2) have to be tangent to the sphere
S, the distribution generated by them has to be integrable15, see a more detailed discussion
in section 2.1.1. Given an arbitrary frame (e′1, e
′
2, e
′
3, e
′
4), related to the background frame
(e1, e2, e3, e4) by the formula (1.6), the lack of of integrability of the distribution generated
by (e′1, e
′
2) translates into lack of symmetry for the null second fundamental forms,
χ′ab = g(∇e′ae′4, e′b), χ′ab = g(∇e′ae′3, e′b),
which can be measured by the scalar functions16,
(a)trχ′ =∈ab χ′ab, (a)trχ′ =∈ab χ′ab.
We note that in the axial polarized situation of [6], we can always choose the primed
frame (e′3, e
′
4, e
′
1, e
′
2) such that e
′
2 is collinear to the axially symmetric Killing vectorfield
Z and all other elements of the frame commute with Z. This automatically ensures the
integrability of the frame without any additional conditions.
To deal with the issue of integrability, in the general case, we are led to add two more
conditions to (1.5)
(a)trχS = (a)trχS = 0, (1.8)
translating into two additional differential relations for f, f which can be incorporated in
the definition of DS above. This provides us with the correct number of equations in the
last row of (1.7), but, as we discuss below, it does not ensure that the kernel of DS is
trivial which would be a necessary condition for solvability.
1.3.2 Non-triviality of kerDS
Upon inspection, the linear operator DS, though elliptic, has a non-trivial kernel. To
circumvent this difficulty we need to modify the conditions (1.5) by requiring instead that
15Recall that a distribution generated by linearly independent vectorfields X,Y is integrable if the
commutator [X,Y ] belongs to the distribution.
16See precise definitions in section 2.1.1.
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only the ` ≥ 2 modes17 of trχS + 2ΥS
rS
and µS − 2mS
(rS)3
are set to vanish. As a consequence,
we have the freedom to fix the ` = 1 modes of f, f . These modifications allow us to
assume that DS is both elliptic and coercive.
1.3.3 Solvability
Note that the first two equations in (1.7) require a compatibility condition i.e.
∂yb
(
S(f, f ,Γ)
)#
a
= ∂ya
(
S(f, f ,Γ)
)#
b
.
In the axial polarized case, this can be avoided by a simple symmetry reduction argument,
but in the general case, this becomes an issue. We deal with it by modifying the first two
equations in (1.7), i.e. we consider instead the system18
∆
◦
SS = div
◦
S
((S(f, f ,Γ))#),
∆
◦
SU = div
◦
S
((U(f, f ,Γ))#),
DS(f, f ,
◦
λ ) = G(Γ) +H(f, f ,
◦
λ ,Γ).
(1.9)
We also fix the values of U, S to be zero at a given point of
◦
S to ensure uniqueness.
1.3.4 Nonlinear implicit nature of (1.9)
To disentangle the highly nonlinear and implicit nature of (1.9), we proceed by an iterative
procedure which starts with the trivial quintet
Q(0) := (U (0), S(0),
◦
λ (0), f (0), f (0)) =
(
0, 0, 0, 0, 0
)
,
corresponding to the un-deformed sphere
◦
S, and, making us of the n-th iterate Q(n),
produces
Q(n+1) =
(
U (n+1), S(n+1),
◦
λ (n+1), f (n+1), f (n+1)
)
as follows.
17We refer here to a generalization of the spherical harmonics of the standard sphere S2. This is itself
an additional difficulty one has to overcome, i.e. to define a suitable generalization of modes for deformed
spheres.
18Note that the equations for (U, S) in (1.9) do not imply the ones in (1.7). It is thus a priori not clear
that solving (1.9) will lead to a GCM sphere. The fact that it does is discussed in section 1.3.5.
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• The pair (U (n), S(n)) defines the deformation sphere S(n) and the corresponding pull
back map #n given by the map Ψ
(n) :
◦
S −→ S(n),
(
◦
u,
◦
s, y1, y2) −→ (◦u+ U (n)(y1, y2), ◦s+ S(n)(y1, y2), y1, y2).
• We define the triplet (f (n+1), f (n+1),
◦
λ (n+1)) as the solution of the following linear
system
DS(n)(f (n+1), f (n+1),
◦
λ (n+1)) = G(Γ) +H(f (n), f (n),
◦
λ (n),Γ).
Note that DS(n) is defined with respect to the geometric structure of S(n).
• We use the new pair (f (n+1), f (n+1)) to solve the equations on
◦
S,
∆
◦
SU (n+1) = div
◦
S
((U(f (n+1), f (n+1),Γ))#n),
∆
◦
SS(n+1) = div
◦
S
((S(f (n+1), f (n+1),Γ))#n), (1.10)
with U (n+1), S(n+1) vanishing at the same given point of
◦
S and where the pull back #n
is defined with respect to the map Ψ(n) :
◦
S −→ S(n). The new pair (U (n+1), S(n+1))
defines the new sphere S(n + 1) and we can proceed with the next step of the
iteration.
1.3.5 Have we produced a GCM sphere?
If
◦
 is sufficiently small one can show that the iterative procedure mentioned above leads
to a solution
(
U (∞), S(∞),
◦
λ (∞), f (∞), f (∞)
)
verifying the system
◦
∆U (∞) =
◦
div
((U(f (∞), f (∞),Γ))#∞),
◦
∆S(∞) =
◦
div
((S(f (∞), f (∞),Γ))#∞),
D∞(f (∞), f (∞),
◦
λ (∞)) = G(Γ) +H(f (∞), f (∞),
◦
λ (∞),Γ),
(1.11)
where the elliptic operator D∞ is defined on the sphere S(∞), i.e. the deformation of
◦
S induced by (U (∞), S(∞)). Is S(∞) the desired solution to the problem, i.e. is it a
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GCM sphere in the sense discussed above? This is a priori not clear as the equations for
(U (∞), S(∞)) in (1.11) do not imply those in (1.7). As a result, we have potentially two
different frames associated to S = S(∞).
• The frame (e(∞)1 , e(∞)2 , e(∞)3 , e(∞)4 ) induced by the transition functions ( ◦λ (∞), f (∞), f (∞)),
with the quintet
(
U (∞), S(∞),
◦
λ (∞), f (∞), f (∞)
)
verifying the limiting system (1.11).
• The geometric frame19 (eS1 , eS2 , eS3 , eS4 ), adapted to S.
The main remaining hurdle is to show that these two null frames coincide, see section 6.5,
so that S is indeed the desired GCM deformation.
1.4 First version of the main theorem
We give below a bare bones version of our main theorem, see Theorem 6.1 for the precise
version.
Theorem 1.1 (Existence of GCM spheres, version 1). Let R be fixed spacetime region,
endowed with an outgoing geodesic foliation S(u, s), verifying specific asymptotic assump-
tions expressed in terms of two parameters 0 <
◦
δ ≤ ◦. In particular we assume that the
GCM quantities20
κ− 2
r
,
(
κ+
2Υ
r
)
`≥2
,
(
µ− 2m
r3
)
`≥2
, (1.12)
are small with respect to the parameter
◦
δ. Let
◦
S = S(
◦
u,
◦
s) be a fixed sphere of the foliation
with
◦
r and
◦
m denoting respectively its area radius and Hawking mass, with
◦
r sufficiently
large. Then, for any fixed triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ, (1.13)
there exists a unique GCM sphere S = S(Λ,Λ), which is a deformation of
◦
S, such that
κS − 2
rS
= 0,
(
κS +
2ΥS
rS
)
`≥2
= 0,
(
µS − 2m
S
(rS)3
)
`≥2
= 0, (1.14)
19With a proper normalization for the null pair eS3 , e
S
4 , in fact the one corresponding to λ = λ
(∞).
20This requires a careful definition of modes, i.e. analogues of the spherical harmonics.
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and
(div Sf)`=1 = Λ, (div
Sf)`=1 = Λ, (1.15)
where (f, f , λ) denote the transition coefficients of the transformation (1.6) from the back-
ground frame of R to the frame adapted to S.
Remark 1.2. We emphasize again that, unlike the GCM construction in [6], Theorem
1.1 does not rely on any symmetry assumption and can thus be used in a general setting.
Remark 1.3. Note that there is an obvious ambiguity in the statements (1.14) (1.15) of
Theorem 1.1 due to the arbitrariness in the choice of the ` = 1 modes on S. We will
remove this ambiguity in [7] where we show that the results of Theorem 1.1 hold true
for a canonical basis of ` = 1 modes on S based on an effective version of the classical
uniformization theorem.
Remark 1.4. The assumptions on the spacetime region R in Theorem 1.1 are in particu-
lar satisfied in Kerr for r sufficiency large, see Lemma 2.10. We can thus apply Theorem
1.1 in that context, and obtain the existence of GCM spheres S
(Λ,Λ)
Kerr in Kerr for r suffi-
ciency large, see Corollary 6.8. The GCM spheres S(Λ,Λ) of Theorem 1.1 thus correspond
to the analog of S
(Λ,Λ)
Kerr in perturbations of Kerr for r sufficiency large.
Remark 1.5. We note that a related notion of preferred spheres21 in an asymptotically
euclidean Riemannian 3-manifold has been introduced in [5]. In contrast with our work
here the spheres in [5] have codimension 1, while ours have codimension 2 in a 4 dimen-
sional Lorentzian manifold.
1.5 Structure of the paper
The structure of the paper is as follows
• In section 2, we introduce the geometric set-up and provide our main assumptions
for the background foliation of the spacetime region R.
• In section 3, we introduce general frame transformations, including the frame trans-
formations for the main GCM quantities.
• In section 4, we provide the definition of GCM spheres. In particular, we derive
the elliptic system for the transition coefficients (f, f , λ), and we analyze the corre-
sponding linearized system.
21The spheres in [5] have constant mean curvature
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• In section 5, we study deformations of the background spheres of R, and derive in
particular the equations for the scalar functions (U, S) defining the deformation.
• In section 6, we prove Theorem 1.1 on the existence of GCM spheres by relying
on an iterative scheme. We also obtain the existence of GCM spheres in Kerr as a
by-product.
2 Geometric set up
2.1 General formalism
We review the part relevant for this paper of the general formalism we have introduced
in [4].
2.1.1 Null pairs and horizontal structures
Let (M,g) a Lorentzian space-time. Consider a fixed null pair e3, e4, i.e.
g(e3, e3) = g(e4, e4) = 0, g(e3, e4) = −2,
and denote by O(M) the vector space of horizontal vectorfields X onM, i.e. g(e3, X) =
g(e4, X) = 0. Given a fixed orientation on M, with corresponding volume form ∈, we
define the induced volume form on O(M) by,
∈ (X, Y ) := 1
2
∈ (X, Y, e3, e4).
A null frame on M consists of a choice of horizontal vectorfields e1, e2, such that
g(ea, eb) = δab a, b = 1, 2.
The commutator [X, Y ] of two horizontal vectorfields may fail however to be horizontal.
We say that the pair (e3, e4) is integrable if O(M) forms an integrable distribution, i.e.
X, Y ∈ O(M) implies that [X, Y ] ∈ O(M). As it is well-known, the principal null pair
in Kerr fails to be integrable, see also Remark 2.2. Given an arbitrary vectorfield X we
denote by (h)X its horizontal projection,
(h)X = X +
1
2
g(X, e3)e4 +
1
2
g(X, 4)e3.
A k-covariant tensor-field U is said to be horizontal, U ∈ Ok(M), if for any X1, . . . Xk we
have U(X1, . . . Xk) = U(
(h)X1, . . .
(h) Xk).
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Definition 2.1. We denote by S0 = S0(M) the set of scalar functions onM, S1 = S1(M)
the set of horizontal 1-forms on M, and by S2 = S2(M) the set of symmetric traceless
horizontal 2-forms on M.
For any X, Y ∈ O(M) we define the induced metric g(X, Y ) = g(X, Y ) and the null
second fundamental forms
χ(X, Y ) = g(DXe4, Y ), χ(X, Y ) = g(DXL, Y ). (2.1)
Observe that χ and χ are symmetric if and only if the horizontal structure is integrable.
Indeed this follows easily from the formulas,
χ(X, Y )− χ(Y,X) = g(DXe4, Y )− g(DY e4, X) = −g(e4, [X, Y ]),
χ(X, Y )− χ(Y,X) = g(DXe3, Y )− g(DY e3, X) = −g(e3, [X, Y ]).
Note that we can view χ and χ as horizontal 2-covariant tensor-fields by extending their
definition to arbitrary vectorfields X, Y by setting χ(X, Y ) = χ((h)X,(h) Y ), χ(X, Y ) =
χ((h)X,(h) Y ). We define their trace trχ, trχ, and anti-trace (a)trχ, (a)trχ as follows
trχ := δabχab, trχ := δ
abχ
ab
, (a)trχ :=∈ab χab, (a)trχ :=∈ab χab.
Accordingly we decompose χ, χ as follows,
χab = χ̂ab +
1
2
δabtrχ+
1
2
∈ab (a)trχ,
χ
ab
= χ̂
ab
+
1
2
δabtrχ+
1
2
∈ab (a)trχ.
Remark 2.2. The non integrability of (e3, e4) corresponds to non trivial
(a)trχ and (a)trχ.
A celebrated example of a non integrable null frame is the principal null frame of Kerr for
which (a)trχ and (a)trχ are indeed non trivial.
We define the horizontal covariant operator ∇ as follows:
∇XY := (h)(DXY ) = DXY − 1
2
χ(X, Y )e4 − 1
2
χ(X, Y )e3, X, Y ∈ O(M). (2.2)
Note that,
∇XY −∇YX = [X, Y ]− 1
2
( (a)trχL+ (a)trχL) ∈ (X, Y ).
In particular,
[X, Y ]⊥ =
1
2
( (a)trχL+ (a)trχL) ∈ (X, Y ). (2.3)
Also, for all X, Y, Z ∈ O(M),
Zg(X, Y ) = g(∇ZX, Y ) + g(X,∇ZY ).
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Remark 2.3. In the integrable case, ∇ coincides with the Levi-Civita connection of the
metric induced on the integral surfaces of O(M). Given X horizontal, D4X and D3X
are in general not horizontal. We define ∇4X and ∇3X to be the horizontal projections
of the former. More precisely,
∇4X := (h)(D4X) = D4X − 1
2
g(X,D4e3)e4 − 1
2
g(X,D4e4)e3,
∇3X := (h)(D3X) = D3X − 1
2
g(X,D3e3)e3 − 1
2
g(X,D3e4)e3.
The definition can be easily extended to arbitrary Ok(M) tensor-fields U
∇4U(X1, . . . , Xk) = e4U(X1, . . . , Xk))−
∑
i
U(X1, . . . ,∇4Xi, . . . Xk),
∇3U(X1, . . . , Xk) = e3(U(X1, . . . , Xk))−
∑
i
U(X1, . . . ,∇3Xi, . . . Xk).
2.1.2 Ricci and curvature coefficients
Given a null frame e1, e2, e3, e4 we define the connection coefficients as follows
χ
ab
= g(Dae3, eb), χab = g(Dae4, eb),
ξ
a
=
1
2
g(D3e3, ea), ξa =
1
2
g(D4e4, ea),
ω =
1
4
g(D3e3, e4), ω =
1
4
g(D4e4, e3),
η
a
=
1
2
(D4e3, ea), ηa =
1
2
g(D3e4, ea),
ζa =
1
2
g(Deae4, e3).
(2.4)
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We have,
Daeb = ∇aeb + 1
2
χabe3 +
1
2
χ
ab
e4,
Dae4 = χabeb − ζae4,
Dae3 = χabeb + ζae3,
D3ea = ∇3ea + ηae3 + ξae4,
D3e3 = −2ωe3 + 2ξbeb, (2.5)
D3e4 = 2ωe4 + 2ηbeb,
D4ea = ∇4ea + ηae4 + ξae3,
D4e4 = −2ωe4 + 2ξbeb,
D4e3 = 2ωe3 + 2ηbeb.
For a given horizontal 1 -form ξ, we define the frame independent operators22,
div ξ = δab∇bξa, curl ξ =∈ab ∇aξb, (∇⊗̂ξ)ba = ∇bξa +∇aξb − δab(div ξ).
We also define the usual curvature components, see [1],
αab = Ra4b4, βa =
1
2
Ra434, βa =
1
2
Ra334, αab = Ra3b3,
ρ =
1
4
R3434,
?ρ =
1
4
R3434.
2.2 Outgoing geodesic foliations
2.2.1 Definition of an outgoing geodesic foliation
Assume given an outgoing optical function u, i.e. a solution of the equation,
gαβ∂αu∂βu = 0
and let L = −gab∂bu∂a its null geodesic generator. We choose e4 such that,
e4 = ςL, L(ς) = 0. (2.6)
We then choose s such that
e4(s) = 1. (2.7)
22Note that the definition of ∇⊗̂ differs from the given in [4] by a factor 1/2.
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The scalar functions (u, s) generate what is called an outgoing geodesic foliation. Let
S(u, s) be the 2-surfaces of intersection between the level surfaces of u and s. We choose
e3 the unique null vectorfield orthogonal to S(u, s) and such that g(e3, e4) = −2. We then
let (e1, e2) an orthogonal basis of the tangent space of S(u, s). We also introduce
Ω := e3(s). (2.8)
Lemma 2.4. We have
(a)trχ = (a)trχ = 0, ω = ξ = 0, η = −ζ, ς = 2
e3(u)
.
Proof. Since (e1, e2) is a basis of the tangent space of S(u, s), it is integrable, and hence
(a)trχ = (a)trχ = 0.
Next, recall that L is geodesic, e4 = ςL and L(ς) = 0. This immediately implies that e4
is geodesic, and hence we have
ω = ξ = 0.
Also, applying the vectorfield
[e4, ea] = (ηa + ζa)e4 + ξae3 − χabeb
to s, and since e4(s) = 1 and ea(s) = 0, we derive,
η + ζ = 0.
Finally, note that
e3(u) = g(e3,−L) = −ς−1g(e3, e4) = 2
ς
and hence
ς =
2
e3(u)
as desired.
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We define the area radius r(u, s) of S(u, s) by the formula
|S| = 4pir2 (2.9)
where |S| is the volume of the surface S. Also, the Hawking mass m = m(u, s) of S(u, s)
is defined by the formula,
2m
r
= 1 +
1
16pi
∫
S
trχtrχ. (2.10)
The Gauss curvature of S is denoted by K and satisfies from the Gauss equation,
K = −ρ− 1
4
trχtrχ+
1
2
χ̂ · χ̂. (2.11)
Finally, we define the mass aspect function µ as follows
µ : = −div ζ − ρ+ 1
2
χ̂ · χ̂. (2.12)
2.2.2 Coordinates adapted to an outgoing geodesic foliation
Definition 2.5. A coordinate system (u, s, y1, y2) is said to be adapted to an outgoing
geodesic foliation on M as above if
e4(y
1) = e4(y
2) = 0. (2.13)
Lemma 2.6. Given a coordinates system (u, s, y1, y2) adapted to a geodesic foliation as
above the following hold true.
1. The spacetime metric takes the form
g = −2ςduds+ ς2Ωdu2 + gab
(
dya − ςBadu)(dyb − ςBbdu), (2.14)
where
Ω = e3(s), B
a =
1
2
e3(y
a), gab = g(∂ya , ∂yb). (2.15)
2. The null pair (e3, e4) take the form
e4 = ∂s, ∂u = ς
(
1
2
e3 − 1
2
Ωe4 −Ba∂ya
)
. (2.16)
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Moreover
∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2, (2.17)
with coefficients Y b(a) verifying
gab =
∑
c=1,2
Y c(a)Y
c
(b). (2.18)
We also write,
∂s = e4,
∂u = ς
(
1
2
e3 − 1
2
Ωe4 −
∑
c=1,2
Zcec
)
,
∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2,
(2.19)
where
Zc := BaY c(a). (2.20)
3. We have
e4(B
a) = −(η + ζ) · ∇(ya), ∂sgab = 2χ
(
∂ya , ∂yb
)
. (2.21)
Proof. Since u is an optical function, we deduce
0 = guu∂uu∂uu+ g
ui∂uu∂yiu+ g
ij∂yiu∂yju = g
uu.
Thus
L = −gus∂s − gua∂ya , e4 = −ςgus∂s − ςgua∂ya .
Since e4(y
1) = e4(y
2) = 0 we deduce
gu1 = gu2 = 0.
Thus e4 = −ςgus∂s and since e4(s) = 1 we deduce,
gus = −1
ς
, e4 = ∂s.
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Since,
0 = guugus + g
usgss + g
u1g1s + g
u2g2s = g
usgss,
0 = guugua + g
usgsa + g
u1g1a + g
u2g2a = g
usgsa,
1 = guuguu + g
usgsu + g
u1g1u + g
u2g2u = g
usgsu,
we deduce
gss = 0, gs1 = gs2 = 0, gus = −ς.
Thus the metric g can be expressed in the form,
g = −2ςduds+ guudu2 + 2guadudya + gabdyadyb.
We introduce Ba by the condition
gua = −gabςBb.
Therefore
g = −2ςduds+ guudu2 − 2gabςBbdudya + gabdyadyb
= −2ςduds+ guudu2 + gab
(
dya −Baςdu)(dyb −Bbςdu)− gabBaBbς2du2.
Thus the metric takes the form
g = −2ςduds+ (guu − gabBaBbς2)du2 + gab(dya −Baςdu)(dyb −Bbςdu)
where gab = gab = g(∂ya , ∂yb).
Also, note that we have, since e4(u) = 0, e4(s) = 1, e3(u) = 2/ς, and e3(s) = Ω,
∂u =
ς
2
(
e3 − Ωe4 − e3(y1)∂y1 − e3(y2)∂y2
)
.
Since ∂y1 , ∂y2 span the tangent space to S(u, s) and are thus perpendicular to e3, e4, we
deduce
gau = g(∂u, ∂ya) = − ς
2
e3(y
b)gab
and hence
Ba =
1
2
e3(y
a).
In the same vein
guu = g(∂u, ∂u) = ς
2Ω + gabB
aBbς2,
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and hence
guu − gabBaBbς2 = ς2Ω.
We deduce, as stated,
g = −2ςduds+ ς2Ωdu2 + gab
(
dya −Baςdu)(dyb −Bbςdu).
Also, as we have seen e4 = ∂s and
∂u =
ς
2
(
e3 − Ωe4 − e3(y1)∂y1 − e3(y2)∂y2
)
= ς
(
1
2
e3 − 1
2
Ωe4 −Ba∂ya
)
.
On the other hand, since ∂y1 , ∂y2 span the same space as e1, e2, we can write
∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2.
Since g(ea, eb) = δab we deduce,
gab = g(∂ya , ∂yb) = g
(∑
c=1,2
Y c(a)ec,
∑
c=1,2
Y d(b)ed
)
=
∑
c=1,2
Y c(a)Y
c
(b)
as stated.
Finally, since we have Ba = e3(y
a)/2 and e4(y
a) = 0, we infer
e4(B
a) =
1
2
[e4, e3]y
a =
1
2
(
− 2ωe4 + 2(−ηb + ηb)eb
)
(ya) = −(η + ζ) · ∇(ya).
Moreover, since e4 = ∂s, we have
∂sg(∂ya , ∂yb) = g(D∂s∂ya , ∂yb) + g(∂ya ,D∂s∂yb) = g(D∂ya∂s, ∂yb) + g(∂ya ,D∂yb∂s)
= 2χ(∂a, ∂b).
This concludes the proof of the lemma.
2.2.3 Linearized connection coefficients for geodesic foliations
We recall that for an outgoing geodesic foliation we have,
(a)trχ = (a)trχ = 0, ξ = ω = 0, η = −ζ.
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We define the following renormalized quantities
|trχ := trχ− 2
r
, |trχ := trχ+ 2Υ
r
, qω := ω − m
r2
,
qK := K − 1
r2
, qρ := ρ+ 2m
r3
, qµ := µ− 2m
r3
,qΩ := Ω + Υ, qς := ς − 1,
where
Υ := 1− 2m
r
.
We define the sets
Γg :=
{|trχ, χ̂, ζ, |trχ, rqµ, rqρ, r ?ρ, rβ, rα, r qK, r−1(e4(r)− 1), r−1e4(m)},
Γb :=
{
η, χ̂, ωˇ, ξ, rβ, α, r−1qΩ, r−1qς, r−1(e3(r) + Υ), r−1e3(m)}. (2.22)
2.2.4 Norms on 2-spheres and Hodge operators
Given a 2-sphere S(u, s) and f ∈ Sp(S), p = 0, 1, 2, we consider the following norms,
‖f‖∞ : = ‖f‖L∞(S), ‖f‖2 := ‖f‖L2(S),
‖f‖∞,k =
k∑
i=0
‖dif‖∞, ‖f‖2,k =
k∑
i=0
‖dif‖2,
(2.23)
where di stands for any combination of length i of operators of the form e3, re4, r∇.
We consider the following Hodge operators acting on 2 surface S:
1. The operator d/ 1 takes any 1-form f into the pairs of functions (div f , curl f).
2. The operator d/ 2 takes any 2-covariant S tangent symmetric, traceless tensor v into
the S tangent 1-form div v.
3. The operator d?/ 1 takes the pair of scalar functions (λ,
?λ) into the S-tangent 1-form
−∇λ+ ?∇ ?λ.
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4. The operator d?/ 2 takes 1-forms f on S into the 2-covariant, symmetric, traceless
tensors −1
2
∇⊗̂f .
Observe that d?/ 1, resp. d
?/ 2 are the L
2 adjoints of d/ 1, respectively d/ 2.
The standard Hodge operators d/ 1, d/ 2 and their a formal adjoints d
?/ 1, d
?/ 2 verify the
following identities (see [1] page 38).
d?/ 1 · d/ 1 = −∆1 +K, d/ 1 · d?/ 1 = −∆,
d?/ 2 · d/ 2 = −1
2
∆2 +K, d/ 2 · d?/ 2 = −1
2
(∆1 +K).
(2.24)
2.3 The far spacetime region R
In this paper we consider a spacetime region R foliated by two functions (u, s) such that
1. On R, (u, s) is a geodesic foliation of lapse ς as in section 2.2.
2. We denote by (e4, e3, e1, e2) the null frame adapted to the outgoing geodesic foliation
(u, s) on R.
3. Let (
◦
u,
◦
s) to real numbers. Let
◦
S := S(
◦
u,
◦
s), (2.25)
◦
r the area radius of
◦
S, and
◦
m the Hawking mass of
◦
S, where S(u, s) denote the
2-spheres of the outgoing geodesic foliation (u, s) on R.
4. R is covered by two coordinates charts R = RN ∪RS such that
(a) The North coordinate chart RN is given by the coordinates (u, s, y1N , y2N) with
(y1N)
2 + (y2N)
2 < 2.
(b) The South coordinate chart RS is given by the coordinates (u, s, y1S, y2S) with
(y1S)
2 + (y2S)
2 < 2.
(c) The two coordinate charts intersect in the open equatorial region REq := RN ∩
RS in which both coordinate systems are defined.
(d) In REq the transition functions between the two coordinate systems are given
by the smooth functions ϕSN and ϕNS = ϕ
−1
SN .
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5. The metric coefficients for the two coordinate systems are given by (see Lemma 2.6)
g = −2ςduds+ ς2Ωdu2 + gNab
(
dyaN − ςBaNdu
)(
dybN − ςBbNdu
)
,
g = −2ςduds+ ς2Ωdu2 + gSab
(
dyaS − ςBaSdu
)(
dybS − ςBbSdu
)
,
where
Ω = e3(s), B
a
N =
1
2
e3(y
a
N), B
a
S =
1
2
e3(y
a
S).
Definition 2.7. Let m0 > 0 a constant. Let
◦
 > 0 a sufficiently small constant, and let
(
◦
u,
◦
s,
◦
r) three real numbers with
◦
r sufficiently large so that
◦
 m0, ◦r  m0. (2.26)
We define R to be the region
R :=
{
|u− ◦u| ≤ ◦, |s− ◦s| ≤ ◦
}
, (2.27)
such that assumptions A1-A3 below with constant
◦
 on the background foliation of R, are
verified.
2.3.1 Assumptions for the far region R
Given an integer smax ≥ 3, we assume the following.
A1. For k ≤ smax
‖Γg‖k,∞ ≤ ◦r−2,
‖Γb‖k,∞ ≤ ◦r−1.
(2.28)
A2. The Hawking mass m = m(u, s) of S(u, s) verifies
sup
R
∣∣∣∣ mm0 − 1
∣∣∣∣ ≤ ◦. (2.29)
A3. In the region of their respective validity23 we have
BaN , B
a
S ∈ r−1Γb, ZaN , ZaS ∈ Γb, (2.30)
23That is the quantities on the left verify the same estimates as those for Γb, respectively Γg.
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and,
r−2qgNab, r−2qgSab ∈ rΓg, (2.31)
where
qgNab = gNab − 4r21 + (y1N)2 + (y2N)2)δab,qgSab = gSab − 4r2(1 + (y1S)2 + (y2S)2)δab.
Remark 2.8. In view of (2.28), we will often replace Γg by r
−1Γb.
2.3.2 Basis of ` = 1 modes for the R-foliation
A4. We assume the existence of a smooth family of scalar functions J (p) : R −→ R,
for p = 0,+,−, verifying the following properties, for all surfaces S of the background
foliation. (
r2∆ + 2
)
J (p) = O(
◦
), p = 0,+,−,
1
|S|
∫
S
J (p)J (q) =
1
3
δpq +O(
◦
), p, q = 0,+,−,
1
|S|
∫
S
J (p) = O(
◦
), p = 0,+,−,
(2.32)
where S is any sphere of the background foliation of R.
Remark 2.9. The property of the scalar functions J (p) above is motivated by the fact that
the ` = 1 spherical harmonics on the standard sphere S2, which are given by
J (0) = cos θ, J (+) = sin θ cosϕ, J (−) = sin θ sinϕ,
satisfy24 (2.32) with
◦
 = 0.
24Note in particular that the following holds true on the standard unit sphere S2∫
S2
(cos θ)2 =
∫
S2
(sin θ cosϕ)2 =
∫
S2
(sin θ sinϕ)2 =
4pi
3
, |S2| = 4pi.
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2.3.3 Coordinate vectorfields in R
Recall that we have,
∂s = e4,
∂u = ς
(
1
2
e3 − 1
2
Ωe4 −Ba∂ya
)
,
∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2,
with coefficients Y c(a) verifying
gab =
∑
c=1,2
Y c(a)Y
c
(b).
To simplify we can choose e1 in the direction of ∂y1 so that Y
2
(1) = 0. In that case
Y 1(1) =
√
g11, Y
1
(2) =
g12√
g11
, Y 2(2) =
√
g22 − g
2
12
g11
.
We deduce,
Y 1(1) =
2r
(1 + |y|2) 12 + r
2Γg,
Y 1(2) = r
2Γg,
Y 2(2) =
2r
(1 + |y|2) 12 + r
2Γg.
(2.33)
2.3.4 Far spacetime region in Kerr
We denote by (t0, r0, θ0, ϕ0) the standard Boyer-Lindquist coordinates of a Kerr metric
ga0,m0 with |a0| ≤ m0. It is easy to check from the explicit form of the Kerr metric that
for large r, the following asymptotic expansion holds
ga0,m0 = gm0 +O
(
a0m0
(r0)2
)(
(dt0)
2 + (dr0)
2 + r20
(
(dθ0)
2 + sin2 θ0(dϕ0)
2
))
, (2.34)
where gm0 denotes the Schwarzschild metric of mass m0.
The following lemma shows that the assumptions on R are true in Kerr for sufficiently
large r0.
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Lemma 2.10. Let ga0,m0, with |a0| ≤ m0, denote a member of the Kerr family of metrics.
Let u a canonical optical function for ga0,m0 normalized on the standard foliation of I+
by round spheres. Let S(u, s) be the spheres of the induced geodesic foliation, with s
the affine parameter, and r the area radius, normalized such that s
r
= 1 on I+. Define
also the corresponding angular coordinates θ, ϕ, properly normalized at infinity, and the
corresponding J (p) defined by them. Then, for r ≥ r0 with r0 = r0(m0) sufficiently large,
the region R = {r ≥ r0} satisfies the assumptions A1-A4 with the smallness constants
◦
 =
a0m0
r0
,
◦
δ =
a0m0
r0
.
Proof. Let u = ua0,m0 be the desired optical function for the metric ga0,m0 . Also, let
um0 := t0 − r0 − 2m0 log(r0 − 2m0) the corresponding canonical Schwarzschild optical
function. Then, in view of the asymptotic expansion (2.34) of ga0,m0 , we deduce,
u = um0 +O
(
a0m0
r0
)
.
The corresponding null geodesic gradient of u is given by
e4 = −gαβa0,m0∂αu∂β =
1
1− 2m0
r0
∂t0 + ∂r0 +O
(
a0m0
(r0)2
)(
∂t0 , ∂r0 ,
1
r0
∂θ0 ,
1
r0
∂ϕ0
)
from which we easily calculate the affine parameter s, e4(s) = 1, the area radius r of the
spheres S(u, s) and the coordinates θ, ϕ for which e4(θ) = e4(ϕ) = 0,
s = r0 +O
(
a0m0
r0
)
, r = r0 +O
(
a0m0
r0
)
,
θ = θ0 +O
(
a0m0
(r0)2
)
, ϕ = ϕ0 +O
(
a0m0
(r0)2
)
.
The frame adapted to the spheres S(u, s) is given by
e4 =
1
1− 2m0
r0
∂t0 + ∂r0 +O
(
a0m0
(r0)2
)(
∂t0 , ∂r0 ,
1
r0
∂θ0 ,
1
r0
∂ϕ0
)
,
e3 = ∂t0 −
(
1− 2m0
r0
)
∂r0 +O
(
a0m0
(r0)2
)(
∂t0 , ∂r0 ,
1
r0
∂θ0 ,
1
r0
∂ϕ0
)
,
e1 =
1
r0
∂θ0 +O
(
a0m0
(r0)2
)(
∂t0 , ∂r0 ,
1
r0
∂θ0 ,
1
r0
∂ϕ0
)
,
e2 =
1
r0 sin(θ0)
∂ϕ0 +O
(
a0m0
(r0)2
)(
∂t0 , ∂r0 ,
1
r0
∂θ0 ,
1
r0
∂ϕ0
)
.
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This immediately yields for the Ricci coefficients associated to the frame (e4, e3, e1, e2)
Γ = Γm0 +O
(
a0m0
(r0)3
)
,
where Γm0 denotes the corresponding value of the Ricci coefficients for the Schwarzschild
metric gm0 . We have a similar statement for the curvature components, so that the
assumptions A1 and A2 are indeed verified in the regionR = {r ≥ r0} with the smallness
constants
◦
 =
a0m0
r0
,
◦
δ =
a0m0
r0
.
The statement for A4 follows from the definition of J (p), and the above asymptotics for
θ and ϕ. Finally, one can easily define two coordinate systems (y1N , y
2
N) and (y
1
S, y
2
S),
initialized by stereographic coordinates on I+ and transported in the interior by e4, so
that A3 holds as well.
2.4 O(
◦
)-spheres
Definition 2.11. Given a compact 2-surface S ⊂ R, not necessarily a leaf S(u, s) of the
background geodesic foliation of R, we denote
• by χS, χS, ζS,..., the corresponding Ricci coefficients,
• by αS, βS, ρS, ..., the corresponding curvature coefficients,
• by rS, mS, KS and µS respectively the corresponding area radius, Hawking mass,
Gauss curvature and mass aspect function,
• by d/ S1 , d/ S2 , d/ S,?1 , d/ S,?2 the corresponding Hodge operators and by ∇S the correspond-
ing covariant derivative.
Remark 2.12. Note that the quantities rS, χS, χS, ζS, αS, βS, ρS, ?ρS, βS, αS, µS,mS are
well defined on S and, in addition, mS, KS, ρS and µS are invariant with respect to
change of scale transformations λ → (λeS4 , λ−1eS3 ), where (eS4 , eS3 , eS1 , eS2 ) is a null frame
adapted to S. See also Remark 4.1.
Definition 2.13. Given a scalar h on S, we denote by h
S
and qhS the average and average
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free part25 of h, i.e.
h
S
=
1
|S|
∫
S
h, qhS = h− hS.
Definition 2.14. We will work with the following weighted Sobolev norms on S
‖f‖hs(S) :=
s∑
i=0
‖( d/S)if‖L2(S), d/S = rS∇S. (2.35)
The goal of this paper is to construct new spheres S ⊂ R which verify special properties
we call GCM conditions. In particular these spheres are close to being a round sphere in
the sense of the definition below.
Definition 2.15. A compact surface S ⊂ R of area radius rS is called a O(◦)-sphere
provided that the Gauss curvature KS of S verifies
KS =
1 +O(
◦
)
(rS)2
(2.36)
as well as ∥∥∥∥KS − 1(rS)2
∥∥∥∥
hsmax−1(S)
. (rS)−1◦, (2.37)
and the area radius rS verifies
sup
S
|rS − r| . ◦. (2.38)
Remark 2.16. Note that the spheres S(u, s) of the background foliation of R are O(◦)-
spheres.
2.4.1 Definition of ` = 1 modes on O(
◦
)-spheres
We give below a general definition of ` = 1 modes on any O(
◦
)-sphere S ⊂ R.
25Note that the operation q has a different meaning here than the one we used earlier in the definition
of Γg,Γb. To avoid confusion we will always useqS to refer to the average free part of a scalar function
on S.
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Definition 2.17. Let S ⊂ R be a O(◦) sphere as defined above. We say that a triplet
J (S,p), p ∈ {−, 0,+}, of smooth functions on S is a basis of ` = 1 modes on S if the
following are verified(
(rS)2∆S + 2
)
J (S,p) = O(
◦
), p = 0,+,−,
1
|S|
∫
S
J (S,p)J (S,q) =
1
3
δpq +O(
◦
), p, q = 0,+,−,
1
|S|
∫
S
J (S,p) = O(
◦
), p = 0,+,−.
(2.39)
Definition 2.18. We define the ` = 1 modes of scalars and 1-forms on an O(
◦
)-sphere
S as follows.
1. If λ is a scalar function on S, we define the triplet
λ`=1 =
{∫
S
J (S,p)λ, p ∈ {−, 0,+}} (2.40)
and set
|(λ)`=1| =
∑
p=0,+,−
∣∣∣∣∫
S
J (S,p)λ
∣∣∣∣ .
2. If f is a 1-form on S, we define the sextet26
(f)`=1 : =
{∫
S
J (S,p) d/ S1f, p ∈
{−, 0,+}}
and set
|(f)`=1| =
∑
p=0,+,−
∣∣∣∣∫
S
J (S,p) d/ S1f
∣∣∣∣ .
Lemma 2.19. Assume S ⊂ R is a sphere endowed with a basis of ` = 1 modes as in
Definition 2.17 above. Then, provided that
◦
 > 0 is chosen small enough, the following
Poincare´ inequality holds for any 1-form f on S∫
S
| d/ S1f |2 .
∫
S
| d/ S,?2 f |2 + r−2|(f)`=1|2. (2.41)
Note also the obvious inequality
|(f)`=1| . r‖ d/ S1f‖L2(S). (2.42)
26Recall that d/ 1f = (div f, curl f).
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Proof. There exists a pair of scalar functions (h, ?h) on S such that
f = d?/ S1 (h,
?h),
∫
S
h =
∫
S
?h = 0, (f)`=1 = ((∆
Sh)`=1, (∆
S ?h)`=1).
In particular, we have
d/ S1f = (−∆Sh,∆S ?h).
We infer∫
S
| d?/ S2f |2 =
∫
S
f d/ S2 d
?/ S2f =
∫
S
f( d?/ S1 d/
S
1 − 2K)f =
∫
S
| d/ S1f |2 −
2 +O(
◦
)
(rS)2
∫
S
|f |2
=
∫
S
|∆Sh|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇Sh|2 +
∫
S
|∆S ?h|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇S ?h|2.
Now, comparing (rS)2∆S with the Laplace-Beltrami27 ∆S2 on the standard sphere S2, we
infer by a we have by a standard perturbation argument that∫
S
|∆Sh|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇Sh|2 ≥
∫
S
|∆Sh|2 − r−2 ((∆Sh)`=1)2 ,∫
S
|∆S ?h|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇S ?h|2 ≥
∫
S
|∆S ?h|2 − r−2 ((∆S ?h)`=1)2 .
We infer∫
S
| d?/ S2f |2 =
∫
S
|∆Sh|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇Sh|2 +
∫
S
|∆S ?h|2 − 2 +O(
◦
)
(rS)2
∫
S
|∇S ?h|2
≥
∫
S
(|∆Sh|2 + |∆S ?h|2)− r−2 ((∆Sh)`=1)2 − r−2 ((∆S ?h)`=1)2
and hence ∫
S
| d?/ S2f |2 ≥
∫
S
| d/ S1 f |2 − r−2((f)`=1)2
as desired.
27Recall that the two first non zero eigenvalues of −∆S2 are given respectively by 2 and 6.
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2.4.2 Elliptic lemma for Hodge systems
Lemma 2.20. Let S ⊂ R be a O(◦)-sphere endowed with a basis of ` = 1 modes as in
Definition 2.17. Then, for all k ≤ smax,
1. If f ∈ S1(S)
‖f‖hk+1(S) . r‖ d/ S1 f‖hk(S). (2.43)
2. If v ∈ S2(S)
‖v‖hk+1(S) . r‖ d/ S2 v‖hk(S). (2.44)
3. If λ, µ ∈ S0(S)
‖(qλ, qµ)‖hk+1(S) . r‖ d/ S,?1 (λ, µ)‖hk(S). (2.45)
4. If f ∈ S1(S)
‖f‖hk+1(S) . r‖ d/ S,?2 f‖hk(S) +
∣∣(f)`=1∣∣. (2.46)
Remark 2.21. Note that, in view of our A1,A3 assumptions the results of Lemma 2.20
hold true for the spheres S of the background foliation.
Proof. The case k = 0 for the first three estimates can be found in [1], and concerning the
last estimate, it follows from Lemma 2.19. The, case 1 ≤ k ≤ smax follows by standard
elliptic regularity and the control of KS for an O(
◦
)-sphere S.
2.4.3 A lemma concerning the solvability of ∆S + 2/(rS)2
Lemma 2.22. Let S ⊂ R be a O(◦)-sphere endowed with a triplet J (S,p) of ` = 1 modes
as in Definition 2.17. The following hold true.
1. The operator ∆S + 2/(rS)2 admits three eigenvalues νp with corresponding eigen-
function on S j(p), p = 0,+,−, verifying
νp = O
( ◦

r2
)
, j(p) = J (S,p) +O
(◦

)
, p = 0,+,−.
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2. Any other eigenvalue ν of ∆S + 2/(rS)2 satisfies |ν| ≥ r−2.
3. Consider the equation (
∆S +
2
(rS)2
)
λ = h+
∑
p
cpJ
(p,S),
where λ and h are scalar functions and cp are constants. Then, given three constants
λp, p = 0,+,−, there exists unique constants cp, and a unique scalar function (λ)⊥
such that the solution λ is given by
λ = (λ)⊥ +
∑
p
λpj
(p),
∫
S
(λ)⊥j(p) = 0,
with cp and (λ)
⊥ verifying∑
p
|cp|+ r−3‖~(λ)⊥S‖h2(S) . r−1‖qhS‖L2(S) + ◦r2 ∑
p
|λp|,
|(λ)⊥S| . r2|hS|+ ◦
∑
p
|λp|,
and for 0 ≤ s ≤ smax − 1,
r−3‖~(λ)⊥S‖hs+2(S) . r−1‖qhS‖hs(S) + ◦r2 ∑
p
|λp|,
where ~(λ)⊥S = (λ)⊥ − (λ)⊥S, qhS = h− hS.
Remark 2.23. Since we have (∆S + 2/(rS)2 − νp)j(p) = 0, we infer, after integrating on
S, and since 2/(rS)2 − νp 6= 0,∫
S
j(p) = 0, p = 0,+,−. (2.47)
Proof. The first two statements follow from comparing (rS)2∆S + 2 with the operator
∆S2 + 2 and using a standard perturbation argument.
Next, we focus on the third statement. We plug the decomposition
λ = (λ)⊥ +
∑
p
λpj
(p),
∫
S
(λ)⊥j(p) = 0
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in the equation for λ and find(
∆S +
2
(rS)2
)
(λ)⊥ = h−
∑
p
λp
(
∆S +
2
(rS)2
)
j(p) +
∑
p
cpJ
(p,S)
= h−
∑
p
λpνpj
(p) +
∑
p
cpJ
(p,S).
We then choose cp such that∫
S
(
h−
∑
p
λpνpj
(p) +
∑
p
cpJ
(p,S)
)
j(q) = 0, q = 0,+,−,
i.e.
∑
p
cp
(∫
S
J (p,S)j(q)
)
= −
∫
S
(qhS −∑
p
λpνpj
(p)
)
j(q), q = 0,+,−,
where we used in particular (2.47). In view of the properties of j(q), and the assumptions
for J (p,S), we have
1
|S|
∫
S
J (p,S)j(q) =
1
3
δpq +O(
◦
), p, q = 0,+,−,
so that the above formula uniquely defines the constants cp, p = 0,+,−, and yields∑
p
|cp| . r−1‖qhS‖L2(S) +∑
p
|λp||νp|
. r−1‖qhS‖L2(S) + ◦
r2
∑
p
|λp|.
The above choice of the constants cp yields the existence of a unique (λ)
⊥. To estimate
(λ)⊥, we take the average and the average free part of its equation and find, using in
particular (2.47),
2
(rS)2
(λ)⊥
S
= h
S
+
∑
p
cpJ (p,S)
S
,(
∆S +
2
(rS)2
)~(λ)⊥S = qhS −∑
p
λpνpj
(p) +
∑
p
cp
(
J (p,S) − J (p,S)S
)
.
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In view of the above choice of the constants cp, and using the fact that the eigenvalues ν
of ∆S + 2/(rS)2 with ν 6= νp satisfy |ν| ≥ 1, we infer
|(λ)⊥S| . r2|hS|+ r2
∑
p
|cp|
. r2|hS|+ ◦
∑
p
|λp|
and
‖~(λ)⊥S‖h2(S) . r2‖qhS‖L2(S) + r3∑
p
|λp||νp|+ r3
∑
p
|cp|
. r2‖qhS‖L2(S) + ◦r∑
p
|λp|.
Finally, higher order estimates for~(λ)⊥S follow from standard elliptic regularity.
Remark 2.24. In the generic case where (ν0, ν+, ν−) 6= (0, 0, 0), (λ)⊥ actually depends
on λp through the term
−
∑
p
λpνpj
(p)
appearing on the right-hand side of the equation for (λ)⊥ in the proof above.
3 Frame transformations
3.1 General null frame transformations
Lemma 3.1. Given a null frame (e3, e4, e1, e2), a general null transformation from the
null frame (e3, e4, e1, e2) to another null frame (e
′
3, e
′
4, e
′
1, e
′
2) can be written in the form,
e′4 = λ
(
e4 + f
beb +
1
4
|f |2e3
)
,
e′a =
(
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3, a = 1, 2,
e′3 = λ
−1
((
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4
)
,
(3.1)
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where λ is a scalar, f and f are horizontal 1-forms. The dot product and magnitude
| · | are taken with respect to the standard euclidian norm of R2. We call (f, f , λ) the
transition coefficients of the change of frame.
Remark 3.2. Note that we have in particular the following identities
e′a = ea +
1
2
f
a
λ−1e′4 +
1
2
fae3,
e′3 = λ
−1
(
e3 + f
ae′a −
1
4
|f |2λ−1e′4
)
.
Proof. Clearly e′4 is null. Also, we have
λ−1g(e′4, e
′
a) = g
(
e4 + f
beb +
1
4
|f |2e3,
(
δca +
1
2
f
a
f c
)
ec +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3
)
= f b
(
δca +
1
2
f
a
f c
)
δbc − 2
(
1
2
fa +
1
8
|f |2f
a
)
− 1
4
|f |2f
a
= fa +
1
2
|f |2f
a
− fa − 1
4
|f |2f
a
− 1
4
|f |2f
a
= 0.
Similarly,
g(e′a, e
′
b) =
(
δca +
1
2
f
a
f c
)(
δdb +
1
2
f
b
fd
)
δcd − fa
(
1
2
fb +
1
8
|f |2f
b
)
−
(
1
2
fa +
1
8
|f |2f
a
)
f
b
= δab
and
g(e′3, e
′
4) =
(
f b +
1
4
|f |2f b
)
fb − 2
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
− 1
8
|f |2|f |2 = −2.
Also, we have
λg(e′3, e
′
a) =
(
f b +
1
4
|f |2f b
)(
δca +
1
2
f
a
f c
)
δbc −
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
f
a
−1
2
|f |2
(
1
2
fa +
1
8
|f |2f
a
)
= f
a
+
1
4
|f |2fa +
(
f · f + 1
4
|f |2|f |2
)
1
2
f
a
−
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
f
a
− 1
2
|f |2
(
1
2
fa +
1
8
|f |2f
a
)
= 0.
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Finally
λ2g(e′3, e
′
3) =
∣∣∣∣f + 14 |f |2f
∣∣∣∣2 − |f |2(1 + 12f · f + 116 |f |2|f |2
)
= |f |2 + 1
2
|f |2f · f + 1
16
|f |4|f |2 − |f |2
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
= 0.
This concludes the proof of the lemma.
3.2 Transformation formulas for Ricci and Curvature coefficients
While we only need the transformation formulas for χ, χ, ζ and ρ for this paper, we
nevertheless derive below the transformation formulas for all connection coefficients and
curvature components for completeness.
Proposition 3.3. Under a general transformation of type (3.1), the Ricci coefficients
transform as follows:
• The transformation formula for ξ is given by
λ−2ξ′ = ξ +
1
2
∇λ−1e′4f +
1
4
(trχf − (a)trχ ?f) + ωf + Err(ξ, ξ′),
Err(ξ, ξ′) =
1
2
f · χ̂+ 1
4
|f |2η + 1
2
(f · ζ) f − 1
4
|f |2η
+ λ−2
(
1
2
(f · ξ′) f + 1
2
(f · f) ξ′
)
+ l.o.t.
(3.2)
• The transformation formula for ξ is given by
λ2ξ′ = ξ +
1
2
λ∇′3f ′ + ω f +
1
4
trχ f − 1
4
(a)trχ ?f + Err(ξ, ξ′),
Err(ξ, ξ′) =
1
2
f · χ̂− 1
2
(f · ζ)f + 1
4
|f |2η − 1
4
|f |2η′ + l.o.t.
(3.3)
• The transformation formulas for χ are given by
λ−1trχ′ = trχ+ div ′f + f · η + f · ζ + Err(trχ, trχ′)
Err(trχ, trχ′) = f · ξ + 1
4
f · (f trχ− ?f (a)trχ)+ ω(f · f)− ω|f |2
− 1
4
|f |2trχ− 1
4
(f · f)λ−1trχ′ + 1
4
(f ∧ f)λ−1 (a)trχ′ + l.o.t.,
(3.4)
40
λ−1 (a)trχ′ = (a)trχ+ curl ′f + f ∧ η + f ∧ ζ + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) = f ∧ ξ + 1
4
(
f ∧ f trχ+ (f · f) (a)trχ)+ ωf ∧ f
− 1
4
|f |2 (a)trχ− 1
4
(f · f)λ−1 (a)trχ′ + 1
4
λ−1(f ∧ f)trχ′ + l.o.t.,
(3.5)
λ−1χ̂′ = χ̂+∇′⊗̂f + f⊗̂η + f⊗̂ζ + Err(χ̂, χ̂′),
Err(χ̂, χ̂′) = f⊗̂ξ + 1
4
f⊗̂ (f trχ− ?f (a)trχ)+ ωf⊗̂f − ωf⊗̂f − 1
4
|f |2 (a)trχ
+
1
4
(f⊗̂f)λ−1trχ′ + 1
4
( ?f⊗̂f)λ−1 (a)trχ′ + 1
2
f⊗̂(f · λ−1χ̂′) + l.o.t.
(3.6)
• The transformation formulas for χ are given by
λtrχ′ = trχ+ div ′f + f · η − f · ζ + Err(trχ, trχ′),
Err(trχ, trχ′) =
1
2
(f · f)trχ+ f · ξ − |f |2ω + (f · f)ω − 1
4
|f |2λ−1trχ′ + l.o.t., (3.7)
λ (a)trχ′ = (a)trχ+ curl ′f + f ∧ η − ζ ∧ f + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) =
1
2
(f · f) (a)trχ+ f ∧ ξ + (f ∧ f)ω − 1
4
|f |2λ−1 (a)trχ′ + l.o.t.,
(3.8)
λχ̂′ = χ̂+∇′⊗̂f + f⊗̂η − f⊗̂ζ + Err(χ̂, χ̂′),
Err(χ̂, χ̂′) =
1
2
(f⊗̂f)trχ+ f⊗̂ξ − (f⊗̂f)ω + (f⊗̂f)ω − 1
4
|f |2λ−1χ̂′ + l.o.t.
(3.9)
• The transformation formula for ζ is given by
ζ ′ = ζ −∇′(log λ)− 1
4
trχf +
1
4
(a)trχ ?f + ωf − ωf + 1
4
f trχ
+
1
4
?f (a)trχ+ Err(ζ, ζ ′),
Err(ζ, ζ ′) = −1
2
χ̂ · f + 1
2
(f · ζ)f − 1
2
(f · η)f + 1
4
f(f · η) + 1
4
f(f · ζ)
+
1
4
?f(f ∧ η) + 1
4
?f(f ∧ ζ) + 1
4
fdiv ′f +
1
4
?fcurl ′f +
1
2
λ−1f · χ̂′
− 1
16
(f · f)fλ−1trχ′ + 1
16
(f ∧ f)fλ−1 (a)trχ′ − 1
16
?f(f · f)λ−1 (a)trχ′
+
1
16
?fλ−1(f ∧ f)trχ′ + l.o.t.
(3.10)
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• The transformation formula for η is given by
η′ = η +
1
2
λ∇′3f +
1
4
f trχ− 1
4
?f (a)trχ− ω f + Err(η, η′),
Err(η, η′) =
1
2
(f · f)η + 1
2
f · χ̂+ 1
2
f(f · ζ)− (f · f)η′ + 1
2
f(f · η′) + l.o.t.
(3.11)
• The transformation formula for η is given by
η′ = η +
1
2
∇λ−1e′4f +
1
4
trχf − 1
4
(a)trχ ?f − ωf + Err(η, η′),
Err(η, η′) =
1
2
f · χ̂+ 1
2
(f · η)f − 1
4
(f · ζ)f − 1
4
|f |2λ−2ξ′ + l.o.t.
(3.12)
• The transformation formula for ω is given by
λ−1ω′ = ω − 1
2
λ−1e′4(log λ) +
1
2
f · (ζ − η) + Err(ω, ω′),
Err(ω, ω′) = −1
4
|f |2ω − 1
8
trχ|f |2 + 1
2
λ−2f · ξ′ + l.o.t.
(3.13)
• The transformation formula for ω is given by
λω′ = ω +
1
2
λe′3(log λ)−
1
2
f · ζ − 1
2
f · η + Err(ω, ω′),
Err(ω, ω′) = f · f ω − 1
4
|f |2ω + 1
2
f · ξ + 1
8
(f · f)trχ+ 1
8
(f ∧ f) (a)trχ
− 1
8
|f |2trχ− 1
4
λf · ∇′3f +
1
2
(f · f)(f · η′)− 1
4
|f |2(f · η′) + l.o.t.
(3.14)
where, for the transformation formulas of the Ricci coefficients above, l.o.t. denote expres-
sions of the type
l.o.t. = O((f, f)3)Γ +O((f, f)2)Γˇ
containing no derivatives of f , f , Γ and Γˇ.
Also, the curvature components transform as follows
• The transformation formula for α, α are given by
λ−2α′ = α + Err(α, α′),
Err(α, α′) =
(
f⊗̂β − ?f⊗̂ ?β) +
(
f⊗̂f − 1
2
?f⊗̂ ?f
)
ρ+
3
2
(
f⊗̂ ?f) ?ρ+ l.o.t.,(3.15)
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λ2α′ = α + Err(α, α′),
Err(α, α′) = −(f⊗̂β − ?f⊗̂ ?β) + (f⊗̂f − 1
2
?f⊗̂ ?f)ρ+ 3
2
(
f⊗̂ ?f) ?ρ+ l.o.t.(3.16)
• The transformation formula for β, β are given by
λ−1β′ = β +
3
2
(
fρ+ ?f ?ρ
)
+ Err(β, β′),
Err(β, β′) =
1
2
α · f + l.o.t.,
(3.17)
λβ′ = β − 3
2
(
fρ+ ?f ?ρ
)
+ Err(β, β′),
Err(β, β′) = −1
2
α · f + l.o.t.
(3.18)
• The transformation formula for ρ and ?ρ are given by
ρ′ = ρ+ Err(ρ, ρ′),
Err(ρ, ρ′) = f · β − f · β + 3
2
ρ(f · f)− 3
2
?ρ(f ∧ f) + l.o.t. (3.19)
?ρ′ = ?ρ+ Err( ?ρ, ?ρ′),
Err( ?ρ, ?ρ′) = −f · ?β − f · ?β + 3
2
?ρ(f · f) + 3
2
ρ(f ∧ f) + l.o.t. (3.20)
where, for the transformation formulas of the curvature components above, l.o.t. denote
expressions of the type
l.o.t. = O((f, f)3)(ρ, ?ρ) +O((f, f)2)(α, β, α, β)
containing no derivatives of f , f , α, β, (ρ, ?ρ), β, and α.
Proof. See Appendix A.
3.3 Null frame transformations on R
3.3.1 Transformation formulas in a particular case
In what follows we revisit some of the transformation formulas of Proposition 3.3 in the
particular case where the frame (e3, e4, e1, e2) is attached to the geodesic foliation of R,
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while (e′3, e
′
4, e
′
1, e
′
2) is an arbitrary frame. Recall that since the unprimed frame is attached
to the geodesic foliation we have
(a)trχ = (a)trχ = 0, ξ = ω = 0, η + ζ = 0.
Notation. In the proposition below we write the error terms Err schematically according
to the following convention.
• We introduce the notation
F := {f, f ,
◦
λ },
◦
λ := λ− 1. (3.21)
F k denotes an arbitrary homogeneous polynomial of degree k in the variables F .
• F k · Γ denotes an arbitrary linear combination of elements of Γ with coefficients in
F k.
• Since the components of F are supposed to be small in all our applications here we
ignore F k+1 · Γ if F k · Γ appear among the error terms.
Proposition 3.4. Under a transformation of type (3.1), in the particular case where
the frame (e3, e4, e1, e2) is the one attached to the geodesic foliation of R, and under the
assumption
|F |  1, (3.22)
the Ricci coefficients χ, χ and ζ, and the curvature component ρ, transform as follows:
• The transformation formulas for χ are given by
trχ′ = λtrχ+ div ′f + Err(trχ, trχ′),
Err(trχ, trχ′) = F · Γb + r−1F 2 + F · ∇′F,
(3.23)
(a)trχ′ = λcurl ′f + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) = F · Γb + r−1F 2 + F · ∇′F,
(3.24)
χ̂′ = χ̂+∇′⊗̂f + Err(χ̂, χ̂′),
Err(χ̂, χ̂′) = F · Γb + r−1F 2 + F · ∇′F.
(3.25)
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• The transformation formulas for χ are given by
trχ′ = λ−1trχ+ div ′f + Err(trχ, trχ′),
Err(trχ, trχ′) = F · Γb + r−1F 2 + F · ∇′F,
(3.26)
(a)trχ′ = λ−1curl ′f + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) = F · Γb + r−1F 2 + F · ∇′F,
(3.27)
χ̂′ = χ̂+∇′⊗̂f + Err(χ̂, χ̂′),
Err(χ̂, χ̂′) = F · Γb + r−1F 2 + F · ∇′F.
(3.28)
• The transformation formula for ζ is given by
ζ ′ = ζ −∇′λ− 1
4
trχf − ωf + 1
4
f trχ+ Err(ζ, ζ ′),
Err(ζ, ζ ′) = F · Γb + r−1F 2 + F · ∇′F.
(3.29)
• The transformation formula for ρ is given by
ρ′ = ρ+ Err(ρ, ρ′),
Err(ρ, ρ′) = r−1F · Γb + r−3F 2.
(3.30)
Proof. Since (e3, e4, e1, e2) denotes the frame attached to the geodesic foliation of R, we
have
(a)trχ = (a)trχ = ξ = ω = 0, η + ζ = 0.
The proposition then immediately follows from plugging these relations in Proposition 3.3
and getting rid of the Γ′ on the RHS thanks to the assumption |F |  1.
Remark 3.5. For convenience in what follow we will use the following notation
(a)κ = (a)trχ, (a)κ = (a)trχ, κ = trχ, κ = trχ. (3.31)
3.3.2 Schematic presentation for higher order error terms
We introduce the following schematic presentation of the error terms which appear in
various calculations below.
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Definition 3.6. We denote by Errk, k = 1, 2, error terms
28 which can be written schemat-
ically in the form,
rErr1 = F · (rΓb) + F 2 + F · (r∇′)F = F · (rΓb) + F · (r∇′)≤1F,
r2Err2 = (r∇′)≤1(rErr1) + (F + Γb) · rdΓb.
(3.32)
3.3.3 Transformation formula for the mass aspect function
We start with the following
Lemma 3.7. The mass aspect function µ = −div ζ−ρ+ 1
2
χ̂ · χ̂ verifies the transformation
formula.
µ′ = µ− div ′
(
−∇′λ−
(
ω +
1
4
κ
)
f +
(
ω +
1
4
κ
)
f
)
+ Err2(µ, µ
′), (3.33)
with Err2(µ, µ
′) an Err2 type term as in Definition 3.6.
Proof. Using the above transformation formulas for ζ, ρ, χ̂, χ̂ we easily derive
div ′ζ ′ = div ′
(
ζ −∇′λ− 1
4
trχf +
1
4
trχf + ωf − ωf + Err(ζ, ζ ′)
)
= div ζ + div ′
(
−∇′λ− 1
4
trχf +
1
4
trχf + ωf − ωf
)
+
(
div ′ − div )ζ + div ′Err(ζ, ζ ′),
ρ′ = ρ+ Err(ρ, ρ′),
χ̂′ · χ̂′ = χ̂ · χ̂+∇′F · ∇′F + (∇′F + r−1F + F 2) · Γb.
Note also that, using the equations for ∇3ζ,∇4ζ,(
div ′ − div )ζ = f · ∇3ζ + f∇4ζ + l.o.t. = r−1F · dΓb.
We deduce,
µ′ = µ− div ′
(
−∇′λ− 1
4
trχf +
1
4
trχf + ωf − ωf
)
+ Err(µ, µ′)
28Note however that the precise error terms differ in each particular case and that we only emphasize
here their general structure.
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with
Err(µ, µ′) = −div ′ Err(ζ, ζ ′)− Err(ρ, ρ′) + Γg · Γb +∇′F · ∇′F
+ (∇′F + r−1F + F 2) · Γb + r−1F · dΓb.
Thus, taking into account the structure of the terms in Err(ζ, ζ ′) and Err(ρ, ρ′) we can
write schematically,
Err(µ, µ′) = ∇′ Err1 + r−1Err1 + r−2Γb · (rΓb) + r−2(r∇′F ) · (r∇′F )
+ r−2(F + Γb) · (rdΓb).
Hence29,
r2Err(µ, µ′) = r2∇′ Err1 + rErr1 + (F + Γb) · rdΓb + (r∇′F ) · (r∇′F )
= r∇′ (rErr1) +∇′(r)(rErr1) + rErr1 + (F + Γb) · rdΓb + (r∇′F ) · (r∇′F )
= r∇′ (rErr1) + rErr1 + (F + Γb) · rdΓb + (r∇′F ) · (r∇′F ).
We simplify the expression by including the terms (r∇′F ) · (r∇′F ) in the expression
(r∇′)≤1(rErr1). Hence,
r2Err(µ, µ′) = (r∇′)≤1(rErr1) + (F + Γb) · rdΓb
as stated.
3.3.4 Transformation formulas for the main GCM quantities
We consider below the equations on f, f , λ induced by the transformation formulas for
κ, κ, (a)κ, (a)κ, µ. Those will play a fundamental role in the definition of GCM spheres.
Lemma 3.8. The following relations hold true for any frame (e′1, e
′
2, e
′
3, e
′
4) connected to
the reference frame (e1, e2, e3, e4) by the transition coefficients (f, f , λ).
curl ′f = (a)κ′ − Err1( (a)κ, (a)κ′),
curl ′f = (a)κ′ − Err1( (a)κ, (a)κ′),
div ′f + κ
◦
λ = κ′ − κ− Err1(κ, κ′),
div ′f − κ
◦
λ = κ′ − κ− Err1(κ, κ′),
(3.34)
29Note that ∇′(r) = 12fe3(r) + 12fe4(r) and hence the term ∇′(r)(rErr1) is a lower order term.
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and
−div ′
(
−∇′
◦
λ −
(
ω +
1
4
κ
)
f +
(
ω +
1
4
κ)f
)
= µ′ − µ− Err2(µ, µ′), (3.35)
with error Err1,Err2 error terms as in Definition 3.6, and where we recall
◦
λ = λ− 1.
Proof. The proof follows immediately from Proposition 3.4, Lemma 3.7 and Definition
3.6.
4 GCM spheres
4.1 Particular case of adapted spheres
We apply the results of Lemma 3.8 to the case when the prime frame is adapted to
an O(
◦
)-sphere S ⊂ R as defined in section 2.4, i.e. the primed frame coincides with
(eS1 , e
S
2 , e
S
3 , e
S
4 ) where e
S
1 , e
S
2 are tangent to S. Moreover we assume that S is endowed with
a basis J (S,p) of ` = 1 modes. We denote by rS the area radius of S and by and by
∇S, div S, curl S,∆S the standard differential operators on S. We also denote by ΓS, RS
the corresponding Ricci coefficients and curvature components, by µS the corresponding
mass aspect function, and by mS the corresponding Hawking mass.
Remark 4.1. Note that while the Ricci coefficients κS, κS, χ̂S, χ̂S, ζS as well as all cur-
vature components αS, βS, ρS, ?ρS, βS, αS and mass aspect function µS are well defined on
S, this in not the case of ηS, ηS, ξS, ξS, ωS, ωS which require the derivatives of the frame
in the eS3 and e
S
4 directions. Taking this observation into account, the GCM construction
will only involve the quantities well defined on S.
We rewrite the equations (3.34) (3.35) in the following form,
curl Sf = (a)κS − Err1( (a)κ, (a)κS),
curl Sf = (a)κS − Err1( (a)κ, (a)κS),
div Sf + κ
◦
λ = κS − κ− Err1(κ, κS),
div Sf − κ
◦
λ = κS − κ− Err1(κ, κS),
(4.1)
and
−div S
(
−∇S
◦
λ −
(
ω +
1
4
κ
)
f +
(
ω +
1
4
κ
)
f
)
= µS − µ− Err2(µ, µS), (4.2)
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with error Err1,Err2 error terms as in Definition 3.6 and which we repeat below.
Definition 4.2. We denote by Errk, k = 1, 2, error terms
30 which can be written schemat-
ically in the form,
rErr1 = F · (rΓb) + F · (r∇S)≤1F + r−1F,
r2Err2 = (r∇S)≤1(rErr1) + (F + Γb) · rdΓb.
(4.3)
Using these conventions we rewrite equation (4.1) (4.2) in the following form.
Lemma 4.3. The following relations hold true for any adapted frame (eS1 , e
S
2 , e
S
3 , e
S
4 ) to a
given sphere S connected to the reference frame (e1, e2, e3, e4) by the transition coefficients
(f, f , λ), with
◦
λ = λ− 1,
curl Sf = (a)κS − Err1[curl Sf ],
curl Sf = (a)κS − Err1[curl Sf ],
div Sf + κ
◦
λ = κS − κ− Err1[div Sf ],
div Sf − κ
◦
λ = κS − κ− Err1[div Sf ],
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ],
(4.4)
where the error terms Err1[curl
Sf ],Err1[div
Sf ], Err1[curl
S
1f ],Err1[div
Sf ] and Err2[∆
S
◦
λ ]
are consistent with Definition 4.2 but their exact expressions differ, of course, for each
equation, and where V is given by
V := −
(
1
2
κκ+ κω + κω
)
. (4.5)
Proof. We rewrite equation (4.2) in the form
∆S
◦
λ = −
(
ω +
1
4
κ
)
div Sf +
(
ω +
1
4
κ
)
div Sf + µS − µ+ Err2
− ∇S
(
ω +
1
4
κ
)
· f +∇S
(
ω +
1
4
κ
)
· f
In view of the transformation formulas (3.1), for every scalar Ricci coefficient Γ,
eSa (Γ) =
(
δab +
1
2
f
a
fb
)
eb(Γ) +
1
2
f
a
∇4Γ +
(
1
2
fa +
1
8
|f |2f
a
)
∇3Γ.
30Note however that the precise error terms differ in each particular case and that here we only em-
phasize their general structure.
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Thus, we can easily check that −∇S(ω+ 1
4
κ) · f +∇S(ω+ 1
4
κ) · f is an Err2 term. Making
use of the div S equations in (4.1) we deduce,
∆S
◦
λ = −
(
ω +
1
4
κ
)(− κ ◦λ + κS − κ+ Err1)+ (ω + 1
4
κ)
(
κ
◦
λ + κS − κ+ Err1
)
+ µS − µ+ Err2
= −V
◦
λ + µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2
where,
V = −
(
1
2
κκ+ κω + κω
)
i.e.,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2
as stated.
In (4.4), the terms κS−κ and κS−κ on the right-hand side of the equations for div Sf and
div Sf contain in fact implicitly a linear term, proportional to the scalar r−rS, which will
be denoted by the auxiliary function
◦
b below. This term should be put on the left-hand
side which is the purpose of the following reformulation of (4.4).
Lemma 4.4. Under the assumptions of Lemma 4.3, the following relations hold true
curl Sf = (a)κS − Err1[curl Sf ],
curl Sf = (a)κS − Err1[curl Sf ],
div Sf + κ
◦
λ − 2
(rS)2
◦
b = κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
div Sf − κ
◦
λ +
2
(rS)2
◦
b = κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)
+
(
ω +
1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ],
∆S
◦
b = div S
(
e4(r)
2
f +
e3(r)
2
(
f +
1
4
|f |2f
))
,
◦
b
S
= rS − rS.
(4.6)
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Remark 4.5. Though
◦
b = r − rS, in the treatment of the system (4.6) we will consider
it simply as a solution its corresponding elliptic equation.
Proof. Recall (4.4)
curl Sf = −Err1[curl Sf ],
curl Sf = −Err1[curl Sf ],
div Sf + κ
◦
λ = κS − κ− Err1[div Sf ],
div Sf − κ
◦
λ = κS − κ− Err1[div Sf ],
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ].
We rewrite this system as
curl Sf = −Err1[curl Sf ],
curl Sf = −Err1[curl Sf ],
div Sf + κ
◦
λ −
(
2
rS
− 2
r
)
= κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ],
div Sf − κ
◦
λ +
(
2
rS
− 2
r
)
= κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ],
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ].
Now, we have
2
rS
− 2
r
=
2(r − rS)
rrS
=
2(r − rS)
(rS)2
− 2(r − r
S)2
r(rS)2
=
2
◦
b
(rS)2
− 2(r − r
S)2
r(rS)2
where
◦
b = r − rS,
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which allows us to rewrite the system in the desired form (4.6)
curl Sf = −Err1[curl Sf ],
curl Sf = −Err1[curl Sf ],
div Sf + κ
◦
λ − 2
(rS)2
◦
b = κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
div Sf − κ
◦
λ +
2
(rS)2
◦
b = κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ].
Next, we derive an equation for
◦
b . Recall that
◦
b = r − rS.
In particular, the scalar
◦
b is uniquely defined by
∆S
◦
b = ∆S
(
r − rS) , ◦b S = rS − rS.
Note also that we have, using the null frame transformation from the background frame
to the frame of S,
∇Sa (r) =
((
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3
)
r
=
(
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3
)
r
and hence
∇S (r − rS) = ∇S(r)
=
e4(r)
2
f +
e3(r)
2
(
f +
1
4
|f |2f
)
.
Thus, the scalar
◦
b is uniquely defined by
∆S
◦
b = div S∇S (r − rS) = div S(e4(r)
2
f +
e3(r)
2
(
f +
1
4
|f |2f
))
,
◦
b
S
= rS − rS,
as desired.
52
Finally, we rewrite (4.6) as follows.
Corollary 4.6. Under the assumptions of Lemma 4.3, the following relations hold true
curl Sf = (a)κS − Err1[curl Sf ],
curl Sf = (a)κS − Err1[curl Sf ],
div Sf + κ
◦
λ − 2
(rS)2
◦
b = κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
div Sf − κ
◦
λ +
2
(rS)2
◦
b = κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)
+
(
ω +
1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ],
∆S
◦
b =
1
2
div S
(
f −Υf + Err1[∆S
◦
b ]
)
,
◦
b
S
= rS − rS,
(4.7)
where the error term Err1[∆
S
◦
b ] is consistent with Definition 4.2.
Proof. In view of (4.6), we only need to focus on the equation for
◦
b . We have
e4(r)
2
f +
e3(r)
2
(
f +
1
4
|f |2f
)
=
1
2
(
f −Υf + (e4(r)− 1)f + (e3(r) + Υ)f + e3(r)
4
|f |2f
)
=
1
2
(
f −Υf + Err1[∆S
◦
b ]
)
where
Err1[∆
S
◦
b ] := (e4(r)− 1)f + (e3(r) + Υ)f + e3(r)
4
|f |2f
= rΓbF + F · F
so that Err1[∆
S
◦
b ] is indeed consistent with Definition 4.2.
53
4.2 Definition of GCM spheres
Definition 4.7. We say that S ⊂ R, endowed with an adapted frame31 (eS1 , eS2 , eS3 , eS4 ), is
a general covariant modulated (GCM) sphere if the following hold true:
κS =
2
rS
,
κS = − 2
rS
ΥS + CS0 +
∑
p
C(S,p)J (S,p),
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J (S,p),
(4.8)
for some constants CS0 , C
(S,p), MS0 , M
(S,p), p ∈ {−, 0,+}. In addition, since the S- frame
is automatically integrable, we also have
(a)κS = (a)κS = 0. (4.9)
We will construct our GCM spheres in Theorem 6.1 under the following assumptions,
κ =
2
r
+ κ˙,
κ = −2Υ
r
+ C0 +
∑
p
C(p)J (p) + κ˙,
µ =
2mS
r3
+M0 +
∑
p
M (p)J (p) + µ˙,
(4.10)
where
|C0, C(p)| . r−2
◦
, |M0,M (p)| . r−3◦,∥∥κ˙, κ˙‖hsmax (S) . r−1◦δ, ∥∥µ˙‖hsmax (S) . r−2◦δ. (4.11)
31i.e.(eS1 , e
S
2 ) are tangent to S.
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In view of the GCM conditions we deduce,
κS − κ = 2
rS
− 2
r
− κ˙,
κS − κ = − 2
rS
ΥS +
2
r
Υ +
(
CS0 − C0
)
+
∑
p
(
C(S,p) − C(p))J (S,p)
+ C(p)
(
J (S,p) − J (p))− κ˙,
µS − µ = 2m
S
(rS)3
− 2m
r3
+
(
MS0 −M0) +
∑
p
(
M (S,p) −M (p))J (S,p)
+ M (p)
(
J (S,p) − J (p))− µ˙,
or, introducing the notation,
C˙0 : = C
S
0 − C0, M˙0 := MS0 −M0,
C˙
(p)
: = C(S,p) − C(p), M˙ (p) := M (S,p) −M (p),
(4.12)
we write,
κS − κ = 2
rS
− 2
r
− κ˙,
κS − κ = C˙0 +
∑
p
C˙
(p)
J (S,p) − 2
rS
ΥS +
2
r
Υ + C(p)
(
J (S,p) − J (p))− κ˙,
µS − µ = M˙0 +
∑
p
M˙ (p)J (S,p) +
2mS
(rS)3
− 2m
r3
+M (p)
(
J (S,p) − J (p))− µ˙.
(4.13)
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4.3 Linearized GCM equations
Definition 4.8. Let S ⊂ R a smooth O(◦)-sphere. We say that F = (f, f ,
◦
λ ) verifies the
linearized GCM system on S if the following holds true,
curl Sf = h1 − h1S,
curl Sf = h1 − h1
S
,
div Sf +
2
rS
◦
λ − 2
(rS)2
◦
b = h2,
div Sf +
2
rS
◦
λ +
2
(rS)2
◦
b = C˙0 +
∑
p
C˙
(p)
J (S,p) + h2,(
∆S +
2
(rS)2
) ◦
λ = M˙0 +
∑
p
M˙ (p)J (S,p) +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ h3,
∆S
◦
b − 1
2
div S
(
f − f
)
= h4 − h4S,
◦
b
S
= b0,
(4.14)
for some choice of constants C˙0, M˙0, C˙
(p)
, M˙ (p), b0, and scalar functions h1, h2, h3, h4,
h1, h2.
Remark 4.9. The system (4.14) is naturally connected to the system (4.7) and the nota-
tion introduced in (4.10) and (4.12) with the following choices of terms h1, h1, h2, h2, h3, h4.
h1 = −Err1[curl Sf ], h1 = −Err1[curl Sf ],
h2 = −
(
κ− 2
rS
) ◦
λ + κS − 2
rS
− κ˙− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
h2 =
(
κ+
2
rS
) ◦
λ +
(
κS +
2ΥS
rS
− CS0 −
∑
p
C(S,p)J (S,p)
)
− κ˙+ 4m
S
(rS)2
− 4m
r2
−Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
h3 = −
(
V − 2
(rS)2
) ◦
λ +
(
µS − 2m
S
(rS)3
−MS0 −
∑
p
M (S,p)J (S,p)
)
−µ˙+ 2m
S
(rS)3
− 2m
r3
−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)
− 1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ Err2[∆
S
◦
λ ],
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h4 =
1
2
div S
(
2m
r
f + Err1[∆
S
◦
b ]
)
, b0 = r
S − rS.
In fact, with these choices, the system (4.14) corresponds precisely to (4.7) provided that
we also have
Err1[curl Sf ]
S
= Err1[curl Sf ]
S
= 0. (4.15)
Remark 4.10. The following remarks motivate the introduction of the system (4.14).
1. The cancellation (4.15) holds true if the frame generated by (f, f , λ) is adapted to S.
In particular, if the frame generated by (f, f , λ) is adapted to S, and if (f, f , λ,
◦
b )
solves (4.14) with the above particular choice for h1, h2, h3, h4, h1, h2, b0, then
S ⊂ R is a GCM sphere.
2. The above particular choice for h1, h2, h3, h4, h1, h2, corresponds to the terms in
(4.7) which
• either depend on κ− 2/r, κ+ 2Υ/r, and µ− 2m/r3,
• or contain an additional power of r−1 compared to the other terms,
• or are nonlinear.
3. The reason for subtracting the averages h1
S
and h1
S
in the two first equations of
(4.14) is to ensure solvability of the system.
The following proposition provides existence, uniqueness and control of solutions to the
linearized GCM system (4.14).
Proposition 4.11. Assume S is a given O(
◦
)-sphere in R. Then, for every triplets
Λ,Λ ∈ R3 and contant b0, there exist unique constants C˙0, M˙0, C˙
(p)
, M˙ (p) such that the
system (4.14) has a unique solution (
◦
λ , f, f) with prescribed ` = 1 modes for div Sf, div Sf ,
(div Sf)`=1 = Λ, (div
Sf)`=1 = Λ. (4.16)
Moreover,
‖(f, f ,
q◦
λ
S
)‖hsmax+1(S) +
∑
p
(
r2|C˙(p)|+ r3|M˙ (p)|
)
(4.17)
. r‖( qh1S, qh1S, qh2S, qh2S)‖hsmax (S) + r2‖ qh3S‖hsmax−1(S) + r‖ qh4S‖hsmax−2(S) + |Λ|+ |Λ|,
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and
r2|C˙0|+ r3|M˙0|+ r
∣∣∣ ◦λ S∣∣∣ . r‖( qh1S, qh1S, h2, h2)‖L2(S) + r2‖h3‖L2(S) + r‖ qh4S‖L2(S)
+|Λ|+ |Λ|+ |b0|, (4.18)
where we have used the notation qhS = h− hS for a scalar function h on S.
The proof of Proposition 4.11 is postponed to section 4.4.
The following proposition provides a priori estimates for the linearized GCM system
(4.14).
Proposition 4.12. Assume given a solution (f, f ,
◦
λ , C˙0, M˙0, C˙
(p)
, M˙ (p),
◦
b ) of the system
(4.14), (4.16) on S. Then, the following a priori estimates are verified
‖(f, f ,
q◦
λ
S
)‖h3(S) +
∑
p
(
r2|C˙(p)|+ r3|M˙ (p)|
)
. r‖( qh1S, qh1S, qh2S, qh2S)‖h2(S) + r2‖ qh3S‖h1(S) + r‖ qh4S‖L2(S) + |Λ|+ |Λ|, (4.19)
and
r2|C˙0|+ r3|M˙0|+ r
∣∣∣ ◦λ S∣∣∣ . r‖( qh1S, qh1S, h2, h2)‖L2(S) + r2‖h3‖L2(S) + r‖ qh4S‖L2(S)
+|Λ|+ |Λ|+ |b0|. (4.20)
The proof of Proposition 4.12 is postponed to section 4.5.
Remark 4.13. Note that the constants C˙0, M˙0, C˙
(p)
, M˙ (p) are given in Proposition
4.12, while there are chosen in Proposition 4.11. Both propositions will be applied in
the context of an iterative scheme. Proposition 4.11 will be used for the existence of the
iterates and their boundedness, see Proposition 6.3, while Proposition 4.12 will be used to
prove contraction of the iterative scheme, see Proposition 6.5.
4.4 Proof of Proposition 4.11
Step 1. We start with the solvability for
◦
λ . Recall that we have(
∆S +
2
(rS)2
) ◦
λ = M˙0 +
∑
p
M˙ (p)J (S,p) +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ h3.
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Let λp, p = 0,+,−, three constants which will be chosen later. We apply Lemma 2.22
with
λ =
◦
λ , cp = M˙
(p), h = M˙0 +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ h3,
which yields the existence and uniqueness of the constants M˙ (p) and of a scalar function
(
◦
λ )⊥ such that the solution
◦
λ is given by
◦
λ = (
◦
λ )⊥ +
∑
p
λpj
(p),
∫
S
(
◦
λ )⊥j(q) = 0, q = 0,+,−, (4.21)
with M˙ (p) and (
◦
λ )⊥ verifying∑
p
|M˙ (p)| . r−1‖ qh3S‖L2(S) + 1
r
∑
p
|C˙(p)|+
◦

r2
∑
p
|λp|, (4.22)
∣∣∣( ◦λ )⊥S∣∣∣ . r2|M˙0|+ r(|C˙0|+ ◦∑
p
|C˙(p)|
)
+ r2|h3S|+ ◦
∑
p
|λp|, (4.23)
and
r−3
∥∥∥~( ◦λ )⊥S∥∥∥
hsmax+1(S)
. r−1‖ qh3S‖hsmax−1(S) + 1r∑
p
|C˙(p)|+
◦

r2
∑
p
|λp|. (4.24)
Step 2. Taking the average of the equation for
◦
λ , we have
2
(rS)2
◦
λ
S
= M˙0 +
∑
p
M˙ (p)J (S,p)
S
+
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
S
)
+ h3
S
.
In view of the average of
◦
b , we infer
1
|S|
∫
S
(
− 2
rS
◦
λ +
2
(rS)2
◦
b + h2
)
= − 2
rS
◦
λ
S
+
2
(rS)2
b0 + h2
S
= −rSM˙0 − rS
∑
p
M˙ (p)
1
|S|
∫
S
J (S,p) − 1
2
(
C˙0 +
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p)
)
− rSh3S
+
2
(rS)2
b0 + h2
S
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and
1
|S|
∫
S
(
− 2
rS
◦
λ − 2
(rS)2
◦
b + C˙0 +
∑
p
C˙
(p)
J (S,p) + h2
)
= − 2
rS
◦
λ
S
− 2
(rS)2
b0 + C˙0 +
(∑
p
C˙
(p)
)
1
|S|
∫
S
J (S,p) + h2
S
= −rSM˙0 − rS
∑
p
M˙ (p)
1
|S|
∫
S
J (S,p) − rSh3S
− 2
(rS)2
b0 +
1
2
(
C˙0 +
(∑
p
C˙
(p)
)
1
|S|
∫
S
J (S,p)
)
+ h2
S
.
From now on, we choose M˙0 and C˙0 as follows
rSM˙0 +
1
2
C˙0 = −rS
∑
p
M˙ (p)
1
|S|
∫
S
J (S,p) − 1
2
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p) − rSh3S
+
2
(rS)2
b0 + h2
S
,
rSM˙0 − 1
2
C˙0 = −rS
∑
p
M˙ (p)
1
|S|
∫
S
J (S,p) − rSh3S
− 2
(rS)2
b0 +
1
2
(∑
p
C˙
(p)
)
1
|S|
∫
S
J (S,p) + h2
S
.
With this choice, we have ∫
S
(
− 2
rS
◦
λ +
2
(rS)2
◦
b + h2
)
= 0,∫
S
(
2
rS
◦
λ − 2
(rS)2
◦
b + C˙0 +
∑
p
C˙
(p)
J (S,p) + h2
)
= 0.
(4.25)
Furthermore, M˙0 and C˙0 satisfy
r2|C˙0|+ r3|M˙0| . r2
◦

(∑
p
|C˙(p)|
)
+ r3
◦

(∑
p
|M˙ (p)|
)
+ |b0|
+r2|h2S|+ r2|h2
S|+ r3|h3S|. (4.26)
Step 3. f + f satisfies
d/ S1 (f + f) =
(
− 4
rS
◦
λ + h2 + h2 + C˙0 +
∑
p
C˙
(p)
J (S,p), h1 − h1S + h1 − h1
S
)
.
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The choice of M˙0 and C˙0 in Step 4 is such that the right-hand side of the equation is
average free. Thus, we may solve for f + f , and we have
d/ S1 (f + f) =
(
− 4
rS
q◦
λ
S
+ qh2S + qh2S +∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p), qh1S + qh1S
)
.
We infer the estimates
‖f + f‖hsmax+1(S) . r‖( qh1S, qh1S, qh2S, qh2S)‖hsmax (S) + ‖q◦λ ‖hsmax (S) + r2∑
p
|C˙(p)|. (4.27)
Step 4. f − f satisfies
curl S(f − f) = qh1S − qh1S,
div S(f − f)− 4
(rS)2
◦
b = h2 − C˙0 −
∑
p
C˙
(p)
J (S,p) − h2.
The choice of M˙0 and C˙0 in Step 4 is such that the right-hand side of the second equation
is average free. Hence, we may rewrite it as
div S(f − f)− 4
(rS)2
◦ˇ
b
S
= qh2S −∑
p
C˙
(p)
J (S,p) +
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p) − qh2S.
Since all terms have average 0, this is equivalent to solving
∆Sdiv S(f − f)− 4
(rS)2
∆S
◦ˇ
b
S
= ∆S
( qh2S −∑
p
C˙
(p)
J (S,p) − qh2S
)
.
In view of the definition of
◦
b , this is equivalent to(
∆S +
2
(rS)2
)
div S(f − f) = ∆S
( qh2S −∑
p
C˙
(p)
J (S,p) − qh2S
)
+
4
(rS)2
qh4S. (4.28)
Step 5. In view of Step 4, we consider the solution $ to(
∆S +
2
(rS)2
)
$ = ∆S
( qh2S −∑
p
C˙
(p)
J (S,p) − qh2S
)
+
4
(rS)2
qh4S.
61
Let $p, p = 0,+,−, three constants which will be chosen later. We apply Lemma 2.22
with
λ = $, cp =
2
(rS)2
C˙
(p)
,
h = ∆S
( qh2S − qh2S)+ 4(rS)2 qh4S −∑
p
C˙
(p)
(
∆S +
2
(rS)2
)
J (S,p),
which yields the existence and uniqueness of the constants C˙
(p)
and of a scalar function
$⊥ such that the solution $ is given by
$ = $⊥ +
∑
p
$pj
(p),
∫
S
$⊥j(q) = 0, q = 0,+,−, (4.29)
with C˙
(p)
and $⊥ verifying∑
p
|C˙(p)| . r−1‖ qh2S‖L2(S) + r−1‖ qh2S‖L2(S) + r−1‖ qh4S‖L2(S) + ◦∑
p
|$p|, (4.30)
and
r−1‖|$⊥S‖hsmax (S) . r−1‖ qh2S‖hsmax (S) + r−1‖ qh2S‖hsmax (S)
+r−1‖ qh4S‖hsmax−2(S) + ◦∑
p
|$p|. (4.31)
Also, taking the average of the equation for $, and in view of (2.47), we infer
$S = 0, $⊥
S
= 0. (4.32)
Step 6. In view of Step 4 and the definition of $ in Step 5, we have
div (f − f) = $.
Since $S = 0 in view of Step 5, this is equivalent to
div (f − f) = q$S
and hence
d/ S1 (f − f) =
(q$S, qh1S − qh1S).
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Since the right-hand side has average 0, this system is solvable, and we obtain a unique
f − f satisfying
‖f − f‖hsmax+1(S) . r‖ qh1S‖hsmax (S) + r‖ qh1S‖hsmax (S)
+r‖|$⊥S‖hsmax (S) + r2∑
p
|$p|. (4.33)
Step 7. It remains to ensure the conditions (div Sf)`=1 = Λ and (div
Sf)`=1 = Λ. Recall
that we have
div S(f + f) = − 4
rS
q◦
λ
S
+ qh2S + qh2S +∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p)
which we rewrite
div S(f + f) = − 4
rS
|◦
λ ⊥
S
− 4
rS
∑
p
λpj
(p) + qh2S + qh2S +∑
p
C˙
(p)
J (S,p)
−
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p).
It is at this stage that we choose the constants λp such that
4
rS
∑
p
λp
∫
S
j(p)J (S,q) = −Λ(q) − Λ(q) +
∫
S
J (S,q)
[
− 4
rS
|◦
λ ⊥
S
+ qh2S + qh2S
+
∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p)
]
, q = 0,+,−.
This immediately yields
(div S(f + f))`=1 = Λ + Λ
as well as the estimate
∑
p
|λp| . 1
r
(|Λ|+ |Λ|) + r−1‖
|◦
λ ⊥
S
‖L2(S)
+‖ qh2S‖L2(S) + ‖ qh2S‖L2(S) + r∑
p
|C˙p|, (4.34)
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where we used the fact that by the properties of
◦
λ ⊥ and of j(q), we have∫
S
J (S,q)
|◦
λ ⊥
S
=
∫
S
(J (S,q) − j(q))
|◦
λ ⊥
S
= O(
◦
)r‖
|◦
λ ⊥
S
‖L2(S).
Also, recall that we have
div S(f − f) = q$S
which we rewrite
div S(f − f) = |$⊥S +∑
p
$pj
(p).
It is at this stage that we choose the constants $p such that∑
p
$p
∫
S
j(p)J (S,q) = Λ(q) − Λ(q) −
∫
S
|$⊥SJ (S,q), q = 0,+,−.
This immediately yields
(div S(f − f))`=1 = Λ− Λ
as well as the estimate∑
p
|$p| . 1
r2
(|Λ|+ |Λ|) + r−1‖|$⊥S‖L2(S), (4.35)
where we used the fact that by the properties of $⊥ and of j(q), we have∫
S
J (S,q)|$⊥S = ∫
S
(J (S,q) − j(q))|$⊥S = O(◦)r‖|$⊥S‖L2(S).
Step 8. We now gather the estimates (4.21)-(4.35), closing the estimates in the following
order
1. estimate C˙
(p)
, $p and |$⊥S using (4.30), (4.31) and (4.35),
2. estimate f − f using (4.33),
3. estimate M˙ (p), λp and
|◦
λ ⊥
S
using (4.22), (4.24) and (4.34),
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4. estimate f + f using (4.27),
5. estimate C˙0 and M˙0 using (4.26),
6. estimate
◦
λ ⊥
S
using (4.23),
which finally yields
‖(f, f ,
q◦
λ
S
)‖hsmax+1(S) +
∑
p
(
r2|C˙(p)|+ r3|M˙ (p)|
)
. r‖( qh1S, qh1S, qh2S, qh2S)‖hsmax (S) + r2‖ qh3S‖hsmax−1(S) + r‖ qh4S‖hsmax−2(S) + |Λ|+ |Λ|,
and
r2|C˙0|+ r3|M˙0|+ r|
◦
λ
S
| . r‖( qh1S, qh1S, h2, h2)‖L2(S)
+r2‖h3‖L2(S) + r‖ qh4S‖L2(S) + |Λ|+ |Λ|+ |b0|
as desired. This concludes the proof of Proposition 4.11.
4.5 Proof of Proposition 4.12
The proof is similar to the one of Proposition 4.11, and simpler since one does not need
to prove existence and uniqueness of the system, but only a priori estimates.
Step 1. Recall that div S(f − f) satisfies equation (4.28)(
∆S +
2
(rS)2
)
div S(f − f) = ∆S
( qh2S −∑
p
C˙
(p)
J (S,p) − qh2S
)
+
4
(rS)2
qh4S
which we rewrite as(
∆S +
2
(rS)2
)
div S(f − f) = 2
(rS)2
∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p)
(
∆S +
2
(rS)2
)
J (S,p)
+∆S
( qh2S − qh2S)+ 4(rS)2 qh4S.
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Multiplying by J (S,q) and integrating on S, and using (2.39) and integration by parts, we
infer,
2
(rS)2
∑
p
C˙
(p)
∫
S
J (S,p)J (S,q)
=
∫
S
div S(f − f)
(
∆S +
2
(rS)2
)
J (S,q) +O(
◦
)
∑
p
|C˙(p)|
+O
(
r−1‖( qh2S, qh2S)‖L2(S) + r−1‖ qh4S‖L2(S))
= O(r−2
◦
)‖(f, f)‖h1(S) +O(
◦
)
∑
p
|C˙(p)|+O
(
r−1‖( qh2S, qh2S)‖L2(S) + r−1‖ qh4S‖L2(S)).
Using again (2.39), we deduce for
◦
 > 0 small enough
r2
∑
p
|C˙(p)| . ◦‖(f, f)‖h1(S) + r‖( qh2S, qh2S)‖L2(S) + r‖ qh4S‖L2(S).
Step 2. Recall the equation for
◦
λ(
∆S +
2
(rS)2
) ◦
λ = M˙0 +
∑
p
M˙ (p)J (S,p) +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ h3.
Subtracting the average, we infer(
∆S +
2
(rS)2
) q◦
λ
S
=
∑
p
(
M˙ (p) +
1
2rS
C˙
(p)
)(
J (S,p) − J (S,p)S
)
+ qh3S. (4.36)
Multiplying by J (S,q) and integrating on S, and using (2.39) and integration by parts, we
infer, ∑
p
(
M˙ (p) +
1
2rS
C˙
(p)
)∫
S
J (S,p)J (S,q)
=
∫
S
q◦
λ
S(
∆S +
2
(rS)2
)
J (S,q) +O(r2
◦
)
(
M˙ (p) +
1
2rS
C˙
(p)
)
+ r‖ qh3S‖L2(S)
= O(r−1
◦
)‖
q◦
λ
S
‖L2(S) +O(r2◦)
(
M˙ (p) +
1
2rS
C˙
(p)
)
+ r‖ qh3S‖L2(S).
Using again (2.39), we deduce for
◦
 > 0 small enough
r3
∑
p
|M˙ (p)| . r2
∑
p
|C˙(p)|+ ◦‖
q◦
λ
S
‖L2(S) + r2‖ qh3S‖L2(S).
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Step 3. div S(f + f) satisfies
div S(f + f) = − 4
rS
q◦
λ
S
+ qh2S + qh2S +∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p).
Multiplying by J (S,q), integrating on S, and using (2.39), we infer,
4
rS
∫
S
q◦
λ
S
J (S,q) = −
∫
S
div S(f + f)J (S,q) +O(r2)
∑
p
|C˙(p)|+O
(
r‖( qh2S, qh2S)‖L2(S)).
Using (4.16), we deduce
1
r
∑
p
∣∣∣∣∣
∫
S
q◦
λ
S
J (S,p)
∣∣∣∣∣ . |Λ|+ |Λ|+ r2∑
p
|C˙(p)|+ r‖( qh2S, qh2S)‖L2(S).
In view of the properties of j(p) introduced in Lemma 2.22, we obtain
1
r
∑
p
∣∣∣∣∣
∫
S
q◦
λ
S
j(p)
∣∣∣∣∣ . |Λ|+ |Λ|+ r2∑
p
|C˙(p)|+ r‖( qh2S, qh2S)‖L2(S) + ◦‖q◦λ S‖L2(S).
Step 4. Recall (4.36)(
∆S +
2
(rS)2
) q◦
λ
S
=
∑
p
(
M˙ (p) +
1
2rS
C˙
(p)
)(
J (S,p) − J (S,p)S
)
+ qh3S.
In view of the definition and properties of j(p) introduced in Lemma 2.22, we deduce
‖
q◦
λ
S
‖h2(S) . r2
∑
p
(
r|M˙ (p)|+ |C˙(p)|
)
+ r2‖ qh3S‖L2(S) + 1
r
∑
p
∣∣∣∣∣
∫
S
q◦
λ
S
j(p)
∣∣∣∣∣ .
Coming back to (4.36), we infer from standard elliptic regularity
‖
q◦
λ
S
‖h3(S) . r2
∑
p
(
r|M˙ (p)|+ |C˙(p)|
)
+ r2‖ qh3S‖h1(S) + 1r∑
p
∣∣∣∣∣
∫
S
q◦
λ
S
j(p)
∣∣∣∣∣ .
Step 5. f + f satisfies
d/ S1 (f + f) =
(
− 4
rS
◦
λ + h2 + h2 + C˙0 +
∑
p
C˙
(p)
J (S,p), h1 − h1S + h1 − h1
S
)
.
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Subtracting the average, we infer
d/ S1 (f + f) =
(
− 4
rS
q◦
λ
S
+ qh2S + qh2S +∑
p
C˙
(p)
J (S,p) −
∑
p
C˙
(p) 1
|S|
∫
S
J (S,p), qh1S + qh1S
)
.
We deduce
‖f + f‖h3(S) . ‖
q◦
λ
S
‖h2(S) + r‖( qh1S, qh1S, qh2S, qh2S)‖h2(S) + r2∑
p
|C˙(p)|.
Step 6. Recall (4.28)(
∆S +
2
(rS)2
)
div S(f − f) = ∆S
( qh2S −∑
p
C˙
(p)
J (S,p) − qh2S
)
+
4
(rS)2
qh4S.
In view of the definition and properties of j(p) introduced in Lemma 2.22, we infer
‖div S(f − f)‖h2(S) . ‖( qh2S, qh2S)‖h2(S) + ‖ qh4S‖L2(S) + r∑
p
|C˙(p)|
+
1
r
∑
p
∣∣∣∣∫
S
div S(f − f)j(p)
∣∣∣∣ .
Using again the properties of j(p), together with (4.16), we have
1
r
∑
p
∣∣∣∣∫
S
div S(f − f)j(p)
∣∣∣∣ . 1r∑
p
∣∣∣∣∫
S
div S(f − f)J (S,p)
∣∣∣∣+ ◦‖div S(f − f)‖L2(S)
. 1
r
(|Λ|+ |Λ|) + ◦‖div S(f − f)‖L2(S).
Using the smallness of
◦
, we infer
‖div S(f − f)‖h2(S) . ‖( qh2S, qh2S)‖h2(S) + ‖ qh4S‖L2(S) + r∑
p
|C˙(p)|+ 1
r
(|Λ|+ |Λ|).
Step 7. Since
d/ S1 (f − f) =
(
div S(f − f), qh1S − qh1S),
we infer
‖f − f‖h3(S) . r‖div S(f − f)‖h2(S) + r‖( qh1S, qh1S)‖h2(S).
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Together with Step 1 to Step 6, we deduce
‖(f, f ,
q◦
λ
S
)‖h3(S) + r2
∑
p
|C˙(p)|+ r3
∑
p
|M˙ (p)|
. r‖( qh1S, qh1S, qh2S, qh2S)‖h2(S) + r2‖ qh3S‖h1(S) + r‖ qh4S‖L2(S) + |Λ|+ |Λ|.
Step 8. It remains to control C˙0, M˙0 and
◦
λ
S
. Taking the average of
div S(f − f)− 4
(rS)2
◦
b = h2 − C˙0 −
∑
p
C˙
(p)
J (S,p) − h2,
we infer, using also
◦
b
S
= b0,
r2|C˙0| . |b0|+ r‖(h2, h2)‖L2(S) + r2
∑
p
|C˙(p)|.
Also, taking the average of
div S(f + f) = − 4
rS
◦
λ + h2 + h2 + C˙0 +
∑
p
C˙
(p)
J (S,p).
we infer
r|
◦
λ
S
| . r2|C˙0|+ r‖(h2, h2)‖L2(S) + r2
∑
p
|C˙(p)|.
Finally, taking the average of(
∆S +
2
(rS)2
) ◦
λ = M˙0 +
∑
p
M˙ (p)J (S,p) +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (S,p)
)
+ h3,
we infer
r3|M0| . r2|C˙0|+ r|
◦
λ
S
|+ r2‖h3‖L2(S) + r2
∑
p
|C˙(p)|+ r3
∑
p
|M˙ (p)|.
Gathering the three above estimates, we obtain
r2|C˙0|+ r3|M0|+ r|
◦
λ
S
| . r‖(h2, h2)‖L2(S) + r2‖h3‖L2(S)
+r2
∑
p
|C˙(p)|+ r3
∑
p
|M˙ (p)|+ |b0|.
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Together with Step 7, we deduce
r2|C˙0|+ r3|M0|+ r|
◦
λ
S
| . r‖( qh1S, qh1S, h2, h2)‖L2(S) + r2‖h3‖L2(S) + r‖ qh4S‖L2(S)
+|b0|+ |Λ|+ |Λ|.
This concludes the proof of Proposition 4.12.
5 Deformations of surfaces
5.1 Deformations
We recall that the region R = RN ∪ RS is covered by the coordinate systems denoted
(u, s, y1N , y
2
N) and (u, s, y
1
S, y
2
S). The passage from the South coordinate system S to the
North one in the equatorial region REq = RN ∩ RS is given by the transition functions
ϕSN and ϕNS. Recall also that
◦
S = S(
◦
u,
◦
s) is a fixed sphere of the (u, s) foliation of R.
Definition 5.1. We say that S is an O(
◦
) deformation of
◦
S if there exist smooth scalar
functions U, S defined on
◦
S and a map a map Ψ :
◦
S −→ S verifying, on either coordinate
chart (y1, y2) of
◦
S,
Ψ(
◦
u,
◦
s, y1, y2) =
(◦
u+ U(y1, y2),
◦
s+ S(y1, y2), y1, y2
)
. (5.1)
5.2 Pull-back map
Consider a fixed deformation. We recall that given a scalar function f on S one defines
its pull-back on
◦
S to be the function,
f# := Ψ#f = f ◦Ψ.
On the other hand, given a vectorfield X on
◦
S one defines its push-forward Ψ#X to be
the vectorfield on S defined by,
Ψ#X(f) = X(Ψ
#f) = X(f ◦Ψ).
Given a covariant tensor U on S, one defines its pull back to
◦
S to be the tensor
Ψ#U(X1, . . . , Xk) = U(Ψ#X1, . . . ,Ψ#Xk).
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In what follows we restrict ourselves to a fixed chart (y1, y2), either North or South, on
◦
S
relative to which the spacetime metric takes the form (2.14)
g = −2ςduds+ ς2Ωdu2 + gab
(
dya − ςBadu)(dyb − ςBbdu),
where
Ω = e3(s), B
a =
1
2
e3(y
a), gab = g(∂ya , ∂yb).
Lemma 5.2. Let
◦
S = S(
◦
u,
◦
s) be a fixed sphere of the background foliation of R and
consider a deformation Ψ :
◦
S −→ S of the form
Ψ(
◦
u,
◦
s, y1, y2) =
(◦
u+ U(y1, y2),
◦
s+ S(y1, y2), y1, y2
)
with (y1, y2) representing any one of the two charts of R.
1. The push-forward vectorfields Y(a) = Ψ#(∂ya) on S have the form
Y(a) = Y4(a)e4 + Y3(a)e3 + Yc(a)ec (5.2)
with coefficients
Y4(a) = ∂yaS −
1
2
(ςΩ)# ∂yaU,
Y3(a) =
1
2
ς#∂yaU,
Yc(a) = (Y c(a))# − (ςZc)# ∂yaU.
(5.3)
2. The pull back metric gS,# := Ψ#(gS) on
◦
S is given, in the coordinates y1, y2, by
gS,#ab
∣∣
p
=
(
− 2Y4(a)Y3(b) − 2Y4(b)Y3(a) +
∑
c=1,2
Yc(a)Yc(b)
)∣∣∣
Ψ(p)
. (5.4)
3. The L2 norm of f# = ψ#f with respect to the metric gS,# is the same as as the L2
norm of f with respect to the metric gS, i.e.,∫
◦
S
|f#|2dagS,# =
∫
S
|f |2dagS .
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Proof. Let Y(a), a = 1, 2, denote the push forwards to S of the coordinate vectorfields ∂ya
on
◦
S. More precisely at every point Ψ(p), p ∈
◦
S,
Y(a) = Ψ#(∂ya)|Ψ(p) = (∂yaU)∂u|Ψ(p) + (∂yaS)∂s|Ψ(p) + ∂ya|Ψ(p). (5.5)
In view of Lemma 2.6 we have at every point in R
∂s = e4
∂u = ς
(
1
2
e3 − 1
2
Ωe4 −
∑
c=1,2
Zcec
)
∂ya =
∑
c=1,2
Y c(a)ec, a = 1, 2,
Zc = BaY c(a).
Denoting, at every point p ∈
◦
S,
ς#(p) = ς(Ψ(p)), Ω#(p) = Ω(Ψ(p)), (Zc)#(p) = Zc(Ψ(p)), (Y c(a))
#(p) = Y c(a)(Ψ(p)),
we deduce,
Y(a) = ς#(∂yaU)
(
1
2
e3 − 1
2
Ω#e4 −
∑
c=1,2
(Zc)#ec
)
+ (∂yaS)e4 +
∑
c=1,2
(Y c(a))
#ec
=
(
∂yaS − 1
2
(ςΩ)# ∂yaU
)
e4 +
1
2
ς#∂yaU e3 +
∑
c=1,2
(
(Y c(a))
# − (ςZc)# ∂yaU
)
ec.
We write in the form
Y(a) = Y4(a)e4 + Y3(a)e3 + Yc(a)ec
with,
Y4(a) = ∂yaS −
1
2
ς#Ω# ∂yaU,
Y3(a) =
1
2
ς#∂yaU,
Yc(a) = (Y c(a))# − (ςZc)# ∂yaU.
We denote by gS,# = Ψ#(gS) the pull back to
◦
S of the metric gS on S, i.e. at any point
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p ∈
◦
S,
gS,#(∂ya , ∂yb) = g
S(Y(a),Y(b)) = g(Y(a),Y(b))
= g
(
Y4(a)e4 + Y3(a)e3 +
∑
c=1,2
Yc(a)ec,Y4(b)e4 + Y3(b)e3 +
∑
d=1,2
Yd(b)ed
)
= −2Y4(a)Y3(b) − 2Y4(b)Y3(a) +
∑
c=1,2
Yc(a)Yc(b).
Hence
gS,#ab = −2Y4(a)Y3(b) − 2Y4(b)Y3(a) +
∑
c=1,2
Yc(a)Yc(b)
as desired.
Definition 5.3. Given a deformation Ψ :
◦
S −→ S as above we denote:
• At points Ψ(p) in S,
gSab(Ψ(p)) := g
S
∣∣∣
Ψ(p)
(Y(a),Y(b)) = gS,#ab (p). (5.6)
With this definition,
gS,#ab =
(
gSab
)#
. (5.7)
• We denote by ∇S the covariant derivative operator on S induced by the metric gS
and by ∇S,# the covariant derivative operator on
◦
S induced by the pull back metric
metric gS,#.
Remark 5.4. Any geometric calculation with respect to the gS metric can be reduced to
a geometric calculation on
◦
S with respect to the metric gS,#. More precisely, if U is a k
covariant tensor on S and X0, X1, . . . , Xk vectorfields on
◦
S,
(
∇S,#U#
)
(X0, X1, . . . , Xk) =
(
∇SU
(
Ψ#X0,Ψ#X1, . . . ,Ψ#Xk
))#
.
In particular, with respect to the coordinate vectorfields ∂y1 , ∂y2 on
◦
S,
∇S,#a0 U#a1...ak =
(
∇SU(Y(a0),Y(a1), . . . ,Y(an)))#.
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As a consequence of the remark we immediately deduce the following,
Lemma 5.5. Let Ψ :
◦
S −→ S be a deformation as above. If U ∈ Sk(S), for k = 0, 1, 2
we have, for the corresponding Hodge operators
d/ S,#k U
# =
(
d/ Sk U
)#
,
(
d/ S,#
)?
k
U# =
(
d/ S,?kU
)#
. (5.8)
Also, if h is a scalar on S we have,(
∆Sh
)#
= ∆S,#
(
h#
)
.
Corollary 5.6. If f ∈ hk(S) and f# is its pull-back by Ψ then,
‖f#‖
hk(
◦
S, gS,#)
= ‖f‖hk(S).
5.3 Comparison results
We start with the following lemma.
Lemma 5.7. Let Ψ :
◦
S −→ S be a deformation in R as in Definition 5.1, F a scalar
function on R and F# its pull back to
◦
S by Ψ. We have∥∥F# − F∥∥
L∞(
◦
S)
.
∥∥(U, S)∥∥
L∞(
◦
S)
sup
R
(∣∣e3F ∣∣+ r−1∣∣dF ∣∣) . (5.9)
Proof. We have, for y = (y1, y2),
F
(◦
u+ U(y),
◦
s+ S(y), y
)− F(◦u, ◦s, y) = ∫ 1
0
d
dλ
F
(◦
u+ λU(y),
◦
s+ λS(y), y
)
∣∣∣F(◦u+ U(y), ◦s+ S(y), y)− F(◦u, ◦s, y)∣∣∣ . ∫ 1
0
∣∣∣ d
dλ
F
(◦
u+ λU(y),
◦
s+ λS(y), y
)∣∣∣
.
∣∣U(y)∣∣ ∫ 1
0
∣∣∣∂uF(◦u+ λU(y), ◦s+ λS(y), y)∣∣∣
+
∣∣S(y)∣∣ ∫ 1
0
∣∣∣∂sF(◦u+ λU(y), ◦s+ λS(y), y)∣∣∣.
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Recalling
∂s = e4, ∂u = ς
(
1
2
e3 − 1
2
Ωe4 −
∑
c=1,2
Zcec
)
,
using our assumptions on Ω, ς, Z and the definition of d we easily derive∣∣∣F(◦u+ U(y), ◦s+ S(y), y)− F(◦u, ◦s, y)∣∣∣ . ∥∥(U, S)∥∥
L∞(
◦
S)
sup
R
(∣∣e3F ∣∣+ r−1∣∣dF ∣∣)
as desired.
Lemma 5.8. Let
◦
S ⊂ R. Let Ψ :
◦
S −→ S be a deformation generated by the functions
(U, S) as in Definition 5.1. Assume the bound
‖(U, S)‖
L∞(
◦
S)
+ r‖
◦
∇(U, S)‖
L∞(
◦
S)
.
◦
δ. (5.10)
Then
1. We have
2∑
a,b=1
∣∣gS,#ab − ◦gab∣∣ . r◦δ. (5.11)
2. For every f ∈ Sk(S) we have,
‖f#‖
L2(
◦
S,gS,#)
= ‖f#‖
L2(
◦
S,
◦
g)
(
1 +O(r−1
◦
δ)
)
. (5.12)
3. As a corollary of (5.12) (choosing f = 1) we deduce,
rS
◦
r
= 1 +O(r−1
◦
δ) (5.13)
where rS is the area radius of S and
◦
r that of
◦
S.
4. If in addition to (5.10) we have∥∥(U, S)∥∥
hsmax+1(
◦
S)
. r
◦
δ, (5.14)
then ∑
a,b,c=1,2
∥∥∥(ΓS,#)cab − ( ◦Γ)cab∥∥∥
hsmax (
◦
S)
. r
◦
δ (5.15)
where ΓS,#,
◦
Γ denote the Christoffel symbols of the metrics gS,#,
◦
g relative to the
coordinates y1, y2 on
◦
S.
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Proof. Recall, see Lemma 5.2, that the coefficients of the pull-back metric gS,#ab in the
coordinates y1, y2 is given by
gS,#ab
∣∣
p
= gS,#(∂ya , ∂yb) =
(
− 2Y4(a)Y3(b) − 2Y4(b)Y3(a) +
∑
c=1,2
Yc(a)Yc(b)
)∣∣∣
Ψ(p)
where,
Y4(a) = ∂yaS −
1
2
(ςΩ)# ∂yaU,
Y3(a) =
1
2
ς#∂yaU,
Yc(a) = (Y c(a))# − (ςZc)# ∂yaU.
On the other hand, the metric
◦
g, induced by the spacetime metric on
◦
S, is given by
◦
gab =
◦
γ
(
∂ya , ∂yb
)
=
◦
g
(∑
c
Y c(a)ec,
∑
d
Y d(a)ed
)
=
∑
c=1,2
Yc(a)Yc(b).
Hence, at every point p,
gS,#ab −
◦
gab =
(
− 2Y4(a)Y3(b) − 2Y4(b)Y3(a)
)
(Ψ(p)) +
∑
c=1,2
(
Yc(a)Yc(b)(Ψ(p))− Yc(a)Yc(b)(p)
)
.
Note that
sup
◦
S
∣∣∣(Y4(a)Y3(b) − 2Y4(b)Y3(a))(Ψ(p))∣∣∣ . r2‖ ◦∇(U, S))‖2
L∞(
◦
S)
. (
◦
δ)2.
For the remaining term Yc(a)Yc(b)(Ψ(p))− Yc(a)Yc(b)(p) we make use of Lemma 5.7 and esti-
mate (2.33) to derive ∣∣∣Yc(a)Yc(b)(Ψ(p))− Yc(a)Yc(b)(p)∣∣∣ . r◦δ. (5.16)
Indeed
Yc(a)Yc(b)(Ψ(p))− Yc(a)Yc(b)(p) =
(
Yc(a)(Ψ(p))− Yc(a)(p)
)
Yc(b)(Ψ(p))
+ Yc(a)(p)
(
Yc(b)(Ψ(p))− Yc(b)(p)
)
.
We deduce, ∣∣∣Yc(a)Yc(b)(Ψ(p))− Yc(a)Yc(b)(p)∣∣∣ . r ∑
a,c=1,2
∣∣Yc(a)(Ψ(p))− Yc(a)(p)∣∣ .
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On the other hand, since we have from Lemma 5.7∣∣Y c(a)(Ψ(p))− Y c(a)(p)∣∣ . ‖(U, S)‖L∞ supR
(∣∣e3(Y )|+ r−1∣∣dY ∣∣) . ◦δ,
we infer ∣∣Yc(a)(Ψ(p))− Yc(a)(p)∣∣ . ∣∣Y c(a)(Ψ(p))− Y c(a)(p)∣∣+ ◦δ . ◦δ.
We deduce that estimate (5.16) holds true and therefore
2∑
a,b=1
∣∣gS,#ab − ◦gab∣∣ . r◦δ
as stated.
To prove the second part of the Lemma we write,∫
◦
S
|f#|2dagS,# =
∫
◦
S
|f#|2
√
det gS,#√
det
◦
g
da◦
g
=
∫
◦
S
|f#|2da◦
g
+
∫
◦
S
|f#|2
√det gS,#√
det
◦
g
− 1
 da◦
g
which yields, in view of the first part,∫
◦
S
|f#|2dagS,# =
∫
◦
S
|f#|2da◦
g
(
1 +O(
◦
r
−1◦
δ)
)
.
The proof of the last statement follows easily from the form of the Christoffel symbols of
the two metrics in the coordinates y1, y2 by following the calculations made for the first
statement.
Proposition 5.9. We assume
‖(U, S)‖
hsmax+1(
◦
S)
. r
◦
δ. (5.17)
Then
1. If V ∈ hs(S) and V # is its pull-back by Ψ, we have for all 0 ≤ s ≤ smax + 1,
‖V ‖hs(S) = ‖V #‖hs(◦S, gS,#) = ‖V
#‖
hs(
◦
S,
◦
g)
(
1 +O(r−1
◦
δ)
)
. (5.18)
where, recall, gS,# denotes the pull-back by Ψ of the metric gS on S.
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2. For any scalar h on R
‖h‖hs(S) . r supR
∣∣d≤sh∣∣, 0 ≤ s ≤ smax. (5.19)
Proof. The second statement is a consequence of the first. Indeed according to (5.18) it
suffices to estimate the norm ‖h#‖
hs(
◦
S)
. Clearly, by chain rule and assumption (5.17),
‖h#‖
hs(
◦
S)
. r
∥∥ d/≤sh#∥∥
L∞(
◦
S)
. r sup
R
∣∣d≤sh∣∣.
To prove (5.18), we assume for simplicity that V is a one form on
◦
S. Also, for a covariant
k-tensor H on
◦
S, we denote
|H|◦
g
:=
(
(
◦
g)a1b1 · · · (◦g)akbkHa1···akHb1···bk
) 1
2
. (5.20)
In particular, the properties of
◦
g in A3 imply for any covariant k-tensor H on
◦
S
rk|H|◦
g
.
∑
a1,··· ,ak=1,2
|Ha1···ak | . rk|H|◦g. (5.21)
Step 1. We compare the first covariant derivatives of V # with respect to the two con-
nections
∇#a V #b = ∂aV #b − (Γ#)cabV #c ,
◦
∇aV #b = ∂aV #b − (
◦
Γ)cabV
#
c .
Hence,
∇#a V #b −
◦
∇aV #b = −
(
(Γ#)cab − (
◦
Γ)cab
)
V #c
and thus, using (5.21) and Lemma 5.8,∣∣∣∣∇#V # − ◦∇V #∣∣∣∣◦
g
. r−2
∑
a,b=1,2
∣∣∣∣∇#a V #b − ◦∇aV #b ∣∣∣∣
= r−2
∑
a,b=1,2
∣∣∣∣((Γ#)cab − ( ◦Γ)cab)V #c ∣∣∣∣
. r−1
( ∑
a,b,c=1,2
∣∣∣∣(Γ#)cab − ( ◦Γ)cab∣∣∣∣
)
|V #|◦
g
. r−1
◦
δ|V #|◦
g
.
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Hence, ∥∥∇#V #‖
L2(
◦
S,gS,#)
=
∥∥∇#V #‖
L2(
◦
S,
◦
g)
(
1 +O(r−1
◦
δ)
)
.
(∥∥ ◦∇V #‖
L2(
◦
S,
◦
g)
+ r−1
◦
δ‖V #‖
L2(
◦
S,
◦
g)
)(
1 +O(r−1
◦
δ)
)
.
Thus, recalling the definition of the spaces hs(
◦
S),∥∥∇SV ∥∥
L2(S)
. r−1
∥∥V #∥∥
h1(
◦
S)
(
1 +O(r−1
◦
δ)
)
. (5.22)
Step 2. We assume by iteration for 1 ≤ k ≤ smax∥∥(∇S)kV ∥∥
L2(S)
. r−k
∥∥V #∥∥
hk(
◦
S)
(
1 +O(r−1
◦
δ)
)
.
Note that the iteration assumption holds for k = 1 by Step 1, and our goal is to prove the
analog estimate for k + 1 derivatives. Writing (∇S)k+1V = (∇S)k(∇SV ), we have, using
the iteration assumption∥∥(∇S)k+1V ∥∥
L2(S)
. r−k
∥∥∇#V #∥∥
hk(
◦
S)
(
1 +O(r−1
◦
δ)
)
.
Then, decomposing ∇#V # analogously to Step 1, using (5.21) and Lemma 5.8, and since
hk(
◦
S) is an algebra for k ≥ 2 by the Sobolev embedding, we have∥∥∇#V #∥∥
hk(
◦
S)
.
∥∥ ◦∇V #∥∥
hk(
◦
S)
+ r−2
∑
a,b,c=1,2
∥∥((Γ#)cab − ( ◦Γ)cab)V #c ∥∥hk(◦S)
.
∥∥ ◦∇V #∥∥
hk(
◦
S)
+ r−1
∑
a,b,c=1,2
(∥∥(Γ#)cab − ( ◦Γ)cab∥∥hk(◦S)
+
∥∥(Γ#)cab − ( ◦Γ)cab∥∥h∞1 (◦S)
)
‖V #‖
hk(
◦
S)
.
∥∥ ◦∇V #∥∥
hk(
◦
S)
+ r−1
◦
δ
∥∥V #∥∥
hk(
◦
S)
and hence∥∥(∇S)k+1V ∥∥
L2(S)
. r−k
(∥∥ ◦∇V #∥∥
hk(
◦
S)
+ r−1
◦
δ
∥∥V #∥∥
hk(
◦
S)
)(
1 +O(r−1
◦
δ)
)
. r−k−1
∥∥V #∥∥
hk+1(
◦
S)
(
1 +O(r−1
◦
δ)
)
which is the iteration assumption for k + 1. Hence, we deduce that we have for all
1 ≤ k ≤ smax + 1 ∥∥(∇S)kV ∥∥
L2(S)
. r−k
∥∥V #∥∥
hk(
◦
S)
(
1 +O(r−1
◦
δ)
)
.
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Therefore,∥∥V ∥∥
hk(S)
. (rS)kr−k
∥∥V #∥∥
hk(
◦
S)
(
1 +O(r−1
◦
δ)
)
.
∥∥V #∥∥
hk(
◦
S)
(
1 +O(r−1
◦
δ)
)
as stated.
We have the following corollary of Lemma 5.8 and Proposition 5.9.
Corollary 5.10. Let
◦
S ⊂ R. Let Ψ :
◦
S −→ S be a deformation generated by the functions
(U, S) as in Definition 5.1. Assume the bound
‖(U, S)‖
L∞(
◦
S)
+ r‖
◦
∇(U, S)‖
L∞(
◦
S)
.
◦
δ.
Then, we have
sup
S
|r − rS| .
◦
δ, sup
S
|m−mS| . ◦
◦
δ.
If we assume in addition that ∥∥(U, S)∥∥
hsmax+1(
◦
S)
. r
◦
δ
then
KS =
1 +O(
◦
)
(rS)2
,
∥∥∥∥KS − 1(rS)2
∥∥∥∥
hsmax−1(S)
. (rS)−1◦.
In particular, since
◦
δ ≤ ◦ by assumption, we infer that S is an O(◦)-sphere.
Proof. We start with the estimate for r − rS on S. Consider a point (y, ◦u, ◦s) on
◦
S, and
the corresponding point (y,
◦
u+ U(y),
◦
s+ S(y)) on S. Then, we have
r(y,
◦
u+ U(y),
◦
s+ S(y))− ◦r = r(y, ◦u+ U(y), ◦s+ S(y))− r(y, ◦u, ◦s)
= U(y)
∫ 1
0
∂ur(y,
◦
u+ λU(y),
◦
s+ λS(y))dλ
+S(y)
∫ 1
0
∂sr(y,
◦
u+ λU(y),
◦
s+ λS(y))dλ
and hence, we have
sup
S
|r − ◦r| . sup
R
(|∂ur|+ |∂sr|)‖U, S‖
L∞(
◦
S)
.
◦
δ
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where we used |∂ur|+ |∂sr| . 1 from the expression for ∂u and ∂s and from the control of
the background foliation on R given by assumptions A1-A3. Together with Lemma 5.8,
we infer
sup
S
|r − rS| .
◦
δ
as desired.
Similarly, we have
sup
S
|m− ◦m| . sup
R
(|∂um|+ |∂sm|)‖U, S‖
L∞(
◦
S)
. ◦
◦
δ
where we used |∂um|+ |∂sm| . ◦ from the expression for ∂u and ∂s and from the control
of the background foliation on R given by assumptions A1-A3. Hence, we infer
sup
S
|m−mS| . ◦
◦
δ
as desired.
Also, using again Lemma 5.8, we have∑
a,b,c=1,2
∥∥∥(ΓS,#)cab − ( ◦Γ)cab∥∥∥
hsmax (
◦
S)
. r
◦
δ.
We deduce ∥∥∥KS,# − ◦K∥∥∥
hsmax−1(
◦
S)
. r−1
◦
δ
and hence, using assumptions A1 on the sphere
◦
S = S(
◦
u,
◦
s),∥∥∥∥∥KS,# − 1(◦r)2
∥∥∥∥∥
hsmax−1(
◦
S)
. r−1◦.
Together with Proposition 5.9, and the fact that |rS − ◦r| .
◦
δ, we infer∥∥∥∥KS − 1(rS)2
∥∥∥∥
hsmax−1(S)
. (rS)−1◦
as desired. The L∞ estimate then follows using the Sobolev embedding and the fact that
smax ≥ 3.
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5.4 Adapted ` = 1 modes
Consider a deformation Ψ :
◦
S −→ S and recall the existence of the family of scalar
functions J (p), p ∈ {0,+,−}, on R introduced in assumption A4, see (2.32), which form
a basis of the ` = 1 modes on the spheres S(u, s) of R, and hence in particular on
◦
S.
Definition 5.11. We define the basis of adapted ` = 1 modes J (S,p) on S by
J (S,p) = J (p) ◦Ψ−1, p ∈ {−, 0,+}.
Proposition 5.12. Assume the deformation verifies the bounds (5.17). If J (p) is an
admissible triplet of ` = 1 modes on R (and hence on
◦
S), i.e. satisfying (2.32), then
J (S,p) is an admissible triplet of ` = 1 modes on S, i.e.(
(rS)2∆S + 2
)
J (S,p) = O(
◦
),
1
|S|
∫
S
J (S,p)J (S,q) =
1
3
δpq +O(
◦
),
1
|S|
∫
S
J (S,p) = O(
◦
).
(5.23)
Moreover at all point of S we have∣∣∣J (S,p) − J (p)∣∣∣ . ◦. (5.24)
Proof. According to Lemma 5.5 and the definition of J (S,p)(
∆SJ (S,p)
)#
= ∆S,#J (p) =
◦
∆J (p) +
(
∆S,# −
◦
∆
)
J (p)
= − 2
(
◦
r )2
J (p) +O(
◦

◦
r
−2
) +
(
∆S,# −
◦
∆
)
J (p).
Now, (
∆S,# −
◦
∆
)
J (p) =
(
(gS,#)ab − (◦g)ab
)(
∂ya∂ybJ
(p) + (ΓS,#)cab∂ycJ
(p)
)
+(
◦
g)ab
(
(ΓS,#)cab − (
◦
Γ)cab
)
∂ycJ
(p).
In view of the estimates of Lemma 5.8, we deduce∣∣∣(∆S,# − ◦∆)J (p)∣∣∣ . r−2◦δ(∑
a=1,2
∣∣∣∂yaJ (p)∣∣∣+ ∑
a,b=1,2
∣∣∣∂ya∂ybJ (p)∣∣∣
)
. r−2
◦
δ.
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Therefore (
∆SJ (S,p)
)#
= − 2
(
◦
r )2
(J (S,p))# +O(
◦

◦
r
−2
)
from which we deduce,
∆SJ (S,p) = − 2
(rS)2
J (S,p) +O(
◦

◦
r
−2
)
as stated.
Also, ∫
S
J (S,p)J (S,q)dagS =
∫
◦
S
J (p)J (q)dagS,# =
∫
◦
S
J (p)J (q)
√
det gS,#
=
∫
◦
S
J (p)J (q)
√
det gS,#√
det
◦
g
da◦
g
=
∫
◦
S
J (p)J (q)da◦
g
+
∫
◦
S
J (p)J (q)
√det gS,#√
det
◦
g
− 1
 da◦
g
= |
◦
S|
(
1
3
δpq +
◦

)
+O(r−1
◦
δ)|
◦
S|.
We infer that
1
|S|
∫
S
J (S,p)J (S,q) =
1
3
δpq +O(
◦
)
as stated. The last statement in (5.23) is proved in the same manner. Finally, property
(5.24) follows from an application of Lemma 5.7 using the fact that J (S,p) = J (p) ◦ Ψ−1
together with the bounds (5.17) for the deformation.
5.5 A corollary to Proposition 4.12
The following corollary to Proposition 4.12 will be used to prove contraction in an iterative
scheme, see Proposition 6.5.
Corollary 5.13. Let
◦
S ⊂ R. Let Ψ :
◦
S −→ S be a deformation generated by the functions
(U, S) as in Definition 5.1. Assume the bound∥∥(U, S)∥∥
hsmax+1(
◦
S)
. r
◦
δ.
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Let Λ, Λ in R3 and let b0 a constant. Also, let h1, h2, h3, h4, h1 and h2 scalar functions
on
◦
S. Assume given a solution (f, f ,
◦
λ , C˙0, M˙0, C˙
(p)
, M˙ (p),
◦
b ) of the following system on
◦
S
curl S,#f = h1 − h1S,#,
curl S,#f = h1 − h1
S,#
,
div S,#f +
2
rS
◦
λ − 2
(rS)2
◦
b = h2,
div S,#f +
2
rS
◦
λ +
2
(rS)2
◦
b = C˙0 +
∑
p
C˙
(p)
J (p) + h2,(
∆S,# +
2
(rS)2
) ◦
λ = M˙0 +
∑
p
M˙ (p)J (p) +
1
2rS
(
C˙0 +
∑
p
C˙
(p)
J (p)
)
+ h3,
∆S,#
◦
b − 1
2
div S,#
(
f − f
)
= h4 − h4S,#,
◦
b
S,#
= b0,
(5.25)
and
(div S,#f)`=1 = Λ, (div
S,#f)`=1 = Λ, (5.26)
where gS,# denotes the pull-back by Ψ of the metric gS on S, where div S,#, curl S,# and
∆S,# are operator on
◦
S induced by the pull back metric, and where the ` = 1 modes on
◦
S
in (5.26) are defined with respect to J (p).
Then, the following a priori estimates are verified
‖(f, f ,
q◦
λ
S,#
)‖
h3(
◦
S)
+
∑
p
(
r2|C˙(p)|+ r3|M˙ (p)|
)
(5.27)
. r‖( qh1S,#, qh1S,#, qh2S,#, qh2S,#)‖h2(◦S) + r2‖ qh3S,#‖h1(◦S) + r‖ qh4S,#‖L2(◦S) + |Λ|+ |Λ|,
and
r2|C˙0|+ r3|M˙0|+ r
∣∣∣ ◦λ S,#∣∣∣ . r‖( qh1S,#, qh1S,#, h2, h2)‖L2(◦S) + r2‖h3‖L2(◦S)
+r‖ qh4S,#‖
L2(
◦
S)
+ |Λ|+ |Λ|+ |b0|. (5.28)
Proof. The proof follows by pulling back on
◦
S by the map Ψ the statement of Proposition
4.12 holding on S, and by using Proposition 5.9 to compare the norms hs(
◦
S, gS,#) and
hs(
◦
S,
◦
g) = hs(
◦
S) for s = 0, 1, 2, 3.
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5.6 Adapted frame transformations
Definition 5.14. Given a deformation Ψ :
◦
S −→ S we say that a new frame (e′3, e′4, e′1, e′2)
on S, obtained from the standard frame (e3, e4, e1, e2) via the transformation (3.1), is S-
adapted if the horizontal vectorfields e′1, e
′
2 are tangent to S.
Proposition 5.15. Consider a fixed deformation Ψ :
◦
S −→ S in R generated by the
functions U, S :
◦
S −→ R. A new frame e′4, e′3, e′1, e′2 on S generated by (f, f , λ) from the
reference frame e4, e3, e1, e2 according to the transformation formulas (3.1) is S-adapted
if and only if the following relations are satisfied
∂yaS =
(
S(f, f ,Γ)bY b(a)
)#
,
∂yaU =
(
U(f, f ,Γ)bY b(a)
)#
,
(5.29)
where we have introduced the 1-forms S(f, f ,Γ) and U(f, f ,Γ) on S given by
S(f, f ,Γ) := a22
a11a22 − a12a21f −
a12
a11a22 − a12a21
(
f +
1
4
|f |2f
)
,
U(f, f ,Γ) := − a21
a11a22 − a12a21f +
a11
a11a22 − a12a21
(
f +
1
4
|f |2f
)
,
(5.30)
with the scalars a11, a12, a21, a22 on S defined by
a11 := ς + ςZ · f − 1
4
|f |2ςΩ,
a12 :=
1
2
|f |2,
a21 := −
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
ςΩ + ςZ ·
(
f +
1
4
|f |2f
)
+
1
4
|f |2ς,
a22 := 2 + f · f + 1
8
|f |2|f |2.
(5.31)
Remark 5.16. Note that (5.30) and (5.31) imply in particular in view of A1, A3 and
(2.33)
S(f, f ,Γ) = f +O
(◦
|f |+ |f |2 + |f |2
)
,
U(f, f ,Γ) = 1
2
(
−Υf + f
)
+O
(◦
|f |+ |f |2 + |f |2
)
.
(5.32)
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Proof. The frame (e′4, e
′
3, e
′
1, e
′
2) is adapted to S if the horizontal vectorfields e
′
1, e
′
2 are
tangent to S, i.e. if and only if
g(Y(a), λ−1e′4) = 0, g(Y(a), λe′3) = 0.
Since
λ−1e′4 = e4 + f
beb +
1
4
|f |2e3,
λe′3 =
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4,
this is equivalent to
Y3(a) −
1
2
fbYb(a) +
1
4
|f |2Y4(a) = 0,(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
Y4(a) −
1
2
(
f b +
1
4
|f |2f b
)
Yb(a) +
1
4
|f |2Y3(a) = 0.
Now, recall (5.3),
Y4(a) = ∂yaS −
1
2
(ςΩ)# ∂yaU,
Y3(a) =
1
2
ς#∂yaU,
Yc(a) = (Y c(a))# − (ςZc)# ∂yaU.
We infer
1
2
ς#∂yaU − 1
2
(fb)
#
(
(Y b(a))
# − (ςZb)# ∂yaU
)
+
1
4
(|f |2)#
(
∂yaS − 1
2
(ςΩ)# ∂yaU
)
= 0,(
1 +
1
2
f · f + 1
16
|f |2|f |2
)#(
∂yaS − 1
2
(ςΩ)# ∂yaU
)
−1
2
(
f
b
+
1
4
|f |2fb
)# (
(Y b(a))
# − (ςZb)# ∂yaU
)
+
1
4
(|f |2)# 1
2
ς#∂yaU = 0.
We rewrite this system as(
ς + ςf · Z − 1
4
|f |2ςΩ
)#
∂yaU +
1
2
(|f |2)#∂yaS = (f · Y(a))#,
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and (
−
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
ςΩ + ςZ ·
(
f +
1
4
|f |2f
)
+
1
4
|f |2ς
)#
∂yaU
+
(
2 + f · f + 1
8
|f |2|f |2
)#
∂yaS
=
((
f +
1
4
|f |2f
)
· Y(a)
)#
.
We infer
∂yaS =
(
S(f, f ,Γ)bY b(a)
)#
,
∂yaU =
(
U(f, f ,Γ)bY b(a)
)#
,
where we have introduced the notation
S(f, f ,Γ) = a22
a11a22 − a12a21f −
a12
a11a22 − a12a21
(
f +
1
4
|f |2f
)
,
U(f, f ,Γ) = − a21
a11a22 − a12a21f +
a11
a11a22 − a12a21
(
f +
1
4
|f |2f
)
,
with the scalars a11, a12, a21, a22 on S defined by
a11 = ς + ςZ · f − 1
4
|f |2ςΩ,
a12 =
1
2
|f |2,
a21 = −
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
ςΩ + ςZ ·
(
f +
1
4
|f |2f
)
+
1
4
|f |2ς,
a22 = 2 + f · f + 1
8
|f |2|f |2.
This concludes the proof of the proposition.
Corollary 5.17. Let
◦
S ⊂ R Let Ψ :
◦
S −→ S be a deformation generated by the functions
(U, S) as in Definition 5.1. Assume the bound
‖(U, S)‖
L∞(
◦
S)
+ r‖
◦
∇(U, S)‖
L∞(
◦
S)
+ r2‖
◦
∇
2
(U, S)‖
L∞(
◦
S)
.
◦
δ.
Then, we have
sup
S
|m−mS| .
◦
δ.
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Proof. In view of the proof of Corollary 5.10, we have
sup
S
|m− ◦m| . ◦
◦
δ.
Thus, from now on, we focus on proving
|mS − ◦m| .
◦
δ.
We have
mS − ◦m = r
S
2
+
rS
32pi
∫
S
κSκS −
◦
r
2
−
◦
r
32pi
∫
◦
S
κκ
=
rS
32pi
∫
S
(
κSκS +
4
(rS)2
)
−
◦
r
32pi
∫
◦
S
(
κκ+
4
(
◦
r)2
)
.
In view of Lemma 5.8, we infer
|mS − ◦m| .
◦
δ + r
∣∣∣∣∣
∫
S
(
κSκS +
4
(rS)2
)
−
∫
◦
S
(
κκ+
4
(
◦
r)2
)∣∣∣∣∣
.
◦
δ + r
∣∣∣∣∣
∫
S
(
κSκS +
4
(rS)2
−
(
κκ+
4
(
◦
r)2
)
◦Ψ−1
)∣∣∣∣∣
.
◦
δ + r
∣∣∣∣∣
∫
S
(
κSκS +
4
(rS)2
−
(
κκ+
4
(
◦
r)2
))∣∣∣∣∣
and hence
|mS − ◦m| .
◦
δ + r
∣∣∣∣∫
S
(
κSκS − κκ
)∣∣∣∣ .
We denote by (f, f , λ) the frame coefficients between the background frame of R and the
frame (eS1 , e
S
2 , e
S
4 , e
S
3 ) adapted to S. Using the following frame transformation formulas of
Proposition 3.4
λ−1trχS = trχ+ div Sf + Err(trχ, trχS),
λtrχS = trχ+ div Sf + Err(trχ, trχS),
we infer
κSκS = κκ+ κdiv Sf + κdiv Sf + (κ+ div Sf + Err(trχ, trχS))Err(κ, κS)
+(κ+ div Sf)Err(κ, κS)
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and hence
|κSκS − κκ| . r−2
(
|f |+ | d/Sf |+ |f |+ | d/Sf |
)
.
This implies
|mS − ◦m| .
◦
δ + ‖f‖h1(S) + ‖f‖h1(S).
Now, since (f, f , λ) are the frame coefficients between the background frame of R and the
frame (eS1 , e
S
2 , e
S
4 , e
S
3 ) adapted to S, we have in view of (5.32),
‖f‖h1(S) + ‖f‖h1(S) . r‖U(f, f ,Γ)‖L∞(S) + r‖S(f, f ,Γ)‖L∞(S)
+r2‖∇SU(f, f ,Γ)‖L∞(S) + r2‖∇SS(f, f ,Γ)‖L∞(S)
which together with (5.29) and the control for Y(a) provided by (2.33) yields
‖f‖h1(S) + ‖f‖h1(S) . r‖
◦
∇(U, S)‖
L∞(
◦
S)
+ r2‖
◦
∇
2
(U, S)‖
L∞(
◦
S)
.
◦
δ
and hence
|mS − ◦m| .
◦
δ.
This concludes the proof of the corollary.
6 Existence of GCM spheres
6.1 Statement of the main theorem
In what follows we consider deformations Ψ :
◦
S −→ S endowed with adapted frames
(eS1 , e
S
2 , e
S
3 , e
S
4 ) on S. As in section 4 we denote by ∇S the induced covariant derivative
on S and by ΓS, RS the corresponding Ricci and curvature coefficients associated to the
frame.
The following theorem is the main result of this paper.
Theorem 6.1 (Existence of GCM spheres). Let m0 > 0 a constant. Let 0 <
◦
δ ≤ ◦ two
sufficiently small constants, and let (
◦
u,
◦
s,
◦
r) three real numbers with
◦
r sufficiently large so
that
◦
 m0, ◦r  m0.
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Let a fixed spacetime region R, as in Definition 2.7, together with a (u, s) outgoing geodesic
foliation verifying the assumptions A1−A4, see section 2.3. Let
◦
S = S(
◦
u,
◦
s) be a fixed
sphere from this foliation, and let
◦
r and
◦
m denoting respectively its area radius and its
Hawking mass. Assume that the GCM quantities κ, κ, µ of the background foliation verify
the following:
κ =
2
r
+ κ˙,
κ = −2Υ
r
+ C0 +
∑
p
C(p)J (p) + κ˙,
µ =
2m
r3
+M0 +
∑
p
M (p)J (p) + µ˙,
(6.1)
where
|C0, C(p)| . r−2
◦
, |M0,M (p)| . r−3◦, (6.2)
and ∥∥κ˙, κ˙‖hsmax (S) . r−1◦δ, ∥∥µ˙‖hsmax (S) . r−2◦δ. (6.3)
Then for any fixed pair of triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ, (6.4)
there exists a unique GCM sphere S = S(Λ,Λ), which is a deformation of
◦
S, such that the
GCM conditions of Definition 4.7 are verified, i.e. there exist constants CS0 , C
(S,p), MS0 ,
M (S,p), p ∈ {−, 0,+} for which
κS =
2
rS
,
κS = − 2
rS
ΥS + CS0 +
∑
p
C(S,p)J (S,p),
µS =
2mS
(rS)3
+MS0 +
∑
p
M (S,p)J (S,p),
(6.5)
where we recall that J (S,p) = J (p) ◦Ψ−1, see Definition 5.11. Moreover,
(div Sf)`=1 = Λ, (div
Sf)`=1 = Λ, (6.6)
where we recall that the ` = 1 modes for scalars on S are defined by (2.40).
The resulting deformation has the following additional properties:
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1. The triplet (f, f ,
◦
λ ) verifies
‖(f, f ,
◦
λ )‖hsmax+1(S) .
◦
δ. (6.7)
2. The GCM constants CS0 , C
(S,p), MS0 , M
(S,p), p ∈ {−, 0,+} verify∣∣CS0 − C0∣∣+ ∣∣C(S,p) − C(p)∣∣ . r−2◦δ,∣∣MS0 −M0∣∣+ ∣∣M (S,p) −M (p)∣∣ . r−3◦δ. (6.8)
3. The volume radius rS verifies ∣∣∣∣rS◦
r
− 1
∣∣∣∣ . r−1◦δ. (6.9)
4. The parameter functions U, S of the deformation verify
‖(U, S)‖
hsmax+1(
◦
S)
. r
◦
δ. (6.10)
5. The Hawking mass mS of S verifies the estimate∣∣mS − ◦m ∣∣ . ◦δ. (6.11)
6. The well defined32 Ricci and curvature coefficients of S verify,
‖ΓSg ‖hsmax (S) .
◦
r−1,
‖ΓSb ‖hsmax (S) .
◦
.
(6.12)
6.2 Structure of the proof of Theorem 6.1
In view of Corollary 4.6 and Proposition 5.15, S is a GCM sphere which is a deformation
of
◦
S if and only if the corresponding (U, S, f, f ,
◦
λ ) solve the following coupled system
curl Sf = −Err1[curl Sf ],
curl Sf = −Err1[curl Sf ],
(6.13)
32See Remark 4.1.
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div Sf + κ
◦
λ − 2
(rS)2
◦
b = κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
div Sf − κ
◦
λ +
2
(rS)2
◦
b = κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)
+
(
ω +
1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ],
∆S
◦
b =
1
2
div S
(
f −Υf + Err1[∆S
◦
b ]
)
,
◦
b
S
= rS − rS,
(6.14)
∂yaS =
(
S(f, f ,Γ)bY b(a)
)#
,
∂yaU =
(
U(f, f ,Γ)bY b(a)
)#
,
(6.15)
together with the GCM conditions (6.5) and the prescribed ` = 1 conditions (6.6).
Note however that (6.13) and (6.15) are a priori not solvable. This forces us to solve
instead the modified system
curl Sf = −Err1[curl Sf ] + Err1[curl Sf ]S,
curl Sf = −Err1[curl Sf ] + Err1[curl Sf ]S,
(6.16)
div Sf + κ
◦
λ − 2
(rS)2
◦
b = κS − 2
rS
−
(
κ− 2
r
)
− Err1[div Sf ]− 2(r − r
S)2
r(rS)2
,
div Sf − κ
◦
λ +
2
(rS)2
◦
b = κS +
2
rS
−
(
κ+
2
r
)
− Err1[div Sf ] + 2(r − r
S)2
r(rS)2
,
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)
+
(
ω +
1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ],
∆S
◦
b =
1
2
div S
(
f −Υf + Err1[∆S
◦
b ]
)
,
◦
b
S
= rS − rS,
(6.17)
◦
∆U =
◦
div
((U(f, f ,Γ))#) ,
◦
∆S =
◦
div
((S(f, f ,Γ))#) , (6.18)
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together with the GCM conditions (6.5) and the prescribed ` = 1 conditions (6.6), and
with the values of U, S fixed at the South Pole of
◦
S by
U(South) = S(South) = 0. (6.19)
The proof of Theorem 6.1 then proceeds as follows.
1. We introduce an iterative scheme for the resolution of the nonlinear system (6.16)-
(6.18), and we prove its convergence in section 6.3.
2. We analyse the limit (U (∞), S(∞), f (∞), f (∞),
◦
λ (∞)) of the iterative scheme, solution
to the nonlinear system (6.16)-(6.18), in section 6.4. In particular, we exhibit two
frames on the limiting sphere S(∞), one associated to the frame transformation
coefficients (f (∞), f (∞),
◦
λ (∞)), and one adapted to S(∞).
3. We then show in section 6.5 that the two frame on S(∞) in fact coincide. This implies
that (U (∞), S(∞), f (∞), f (∞),
◦
λ (∞)) not only solves (6.16)-(6.18), but also solves the
original system of equations (6.13)-(6.15) hence concluding the proof of Theorem
6.1.
6.3 Definition and convergence of the iterative scheme
Starting with the trivial quintet
Q(0) := (U (0), S(0),
◦
λ (0), f (0), f (0)) = (0, 0, 0, 0, 0),
corresponding to the undeformed sphere
◦
S, we define iteratively the quintet
Q(n+1) =
(
U (n+1), S(n+1),
◦
λ (n+1), f (n+1), f (n+1)
)
=
(
U (n+1), S(n+1), F (n+1)
)
from
Q(n) =
(
U (n), S(n),
◦
λ (n), f (n), f (n)
)
=
(
U (n), S(n), F (n)
)
as follows.
Step 1. The pair (U (n), S(n)) defines the deformation sphere S(n) and the corresponding
pull back map #n given by the map Ψ
(n) :
◦
S −→ S(n),
(
◦
u,
◦
s, y1, y2) −→ (◦u+ U (n)(y1, y2), ◦s+ S(n)(y1, y2), y1, y2). (6.20)
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By induction we may assume that the following estimates hold true for U (n), S(n), f (n),
f (n),
◦
λ (n), and the constants C˙
(n)
0 , C˙
(n),p
,
‖ (U (n), S(n)) ‖
hsmax+1(
◦
S)
.
◦
δr, (6.21)
‖(f (n), f (n),
}◦
λ (n)
S(n−1)
)‖hsmax+1(S(n−1)) + r2
∑
p
|C˙(n),p| .
◦
δ, (6.22)
and
r2|C˙(n)0 |+ r
∣∣∣ ◦λ (n+1)S(n)∣∣∣ . ◦. (6.23)
Remark 6.2. In view of Corollary 5.10, (6.21) implies in particular that S(n) is an
O(
◦
)-sphere.
The surface S(n) also comes equipped with the triplet JS(n),p, p ∈ {−, 0,+}, of adapted
` = 1 modes, see Definition 5.11,(
JS(n),p
)#n
= J (p), p ∈ {−, 0,+}.
The area radius of S(n) is denoted by r(n) := rS(n). The Hawking mass of S(n) is denoted
by m(n) := mS(n).
Step 2. We define the triplet (f (n+1), f (n+1),
◦
λ (n+1)) as the solution of the following linear
system of equations
curl S(n)f (n+1) = h
(n)
1 − h(n)1
S(n)
,
curl S(n)f (n+1) = h
(n)
1 − h(n)1
S(n)
,
(6.24)
div S(n)f (n+1) +
2
rS(n)
◦
λ (n+1) − 2
(rS(n))2
◦
b (n+1) = h
(n)
2 ,
div S(n)f (n+1) +
2
rS(n)
◦
λ (n+1) +
2
(rS(n))2
◦
b (n+1) = C˙
(n+1)
0 +
∑
p
C˙
(n+1),p
JS(n),p + h
(n)
2 ,
(6.25)
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(
∆S(n) +
2
(rS(n))2
) ◦
λ (n+1) = M˙
(n+1)
0 +
∑
p
M˙ (n+1),pJS(n),p + h
(n)
3
+
1
2rS(n)
(
C˙
(n+1)
0 +
∑
p
C˙
(n+1),p
JS(n),p
)
,
∆S(n)
◦
b (n+1) − 1
2
div S(n)
(
f (n+1) − f (n+1)
)
= h
(n)
4 − h(n)4
S(n)
,
◦
b (n+1)
S(n)
= rS(n) − rS(n),
(6.26)
where
h
(n)
1 := −Err1[curl S(n−1)f (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1),
h
(n)
1 := −Err1[curl S(n−1)f (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1),
h
(n)
2 := −
(
κ− 2
rS(n)
) ◦
λ (n) ◦ (Ψ(n−1) ◦ (Ψ(n))−1)− κ˙
− Err1[div S(n−1)f (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1)− 2(r − r
S(n))2
r(rS(n))2
,
h
(n)
2 :=
(
κ+
2
rS(n)
) ◦
λ (n) ◦ (Ψ(n−1) ◦ (Ψ(n))−1)− κ˙+ 4m
S(n)
(rS(n))2
− 4m
r2
− Err1[div S(n−1)f (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1) + 2(r − r
S(n))2
r(rS(n))2
,
h
(n)
3 := −
(
V − 2
(rS(n))2
) ◦
λ (n) ◦ (Ψ(n−1) ◦ (Ψ(n))−1)− µ˙+ 2m
S(n)
(rS(n))3
− 2m
r3
+
(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
S(n)
rS(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
rS(n)
− 2
r
− κ˙
)
− 1
2rS(n)
(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
+ Err2[∆
S(n−1) ◦λ (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1),
h
(n)
4 := div
S(n−1)
(
2m
r
f (n) + Err1[∆
S(n−1)◦b (n)]
)
◦ (Ψ(n−1) ◦ (Ψ(n))−1),
(6.27)
with the notations
C˙
(n+1)
0 = C
(n+1)
0 − C0, C˙
(n+1),p
= C(n+1),p − C(p),
M˙ (n+1) = M
(n+1)
0 −M0, M˙ (n+1),p = M (n+1),p −M (p),
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and where the error terms Err1[curl
S(n−1)f (n)], Err1[curl S(n−1)f
(n)], Err1[div
S(n−1)f (n)],
Err1[div
S(n−1)f (n)], Err2[∆S(n−1)
◦
λ (n)] and Err1[∆
S(n−1)◦b (n)] depend only on the previous
iterates (f (n), f (n),
◦
λ (n)) defined on S(n− 1).
The existence, uniqueness and control of (f (n+1), f (n+1),
◦
λ (n+1)) is ensured by the following
proposition.
Proposition 6.3. Under the induction assumptions (6.21) (6.22) (6.23), there exists
unique constants C
(n+1)
0 , C
(n+1),p, M
(n+1)
0 , M
(n+1),p such that the system (6.24)–(6.26)
has a unique solution (f (n+1), f (n+1),
◦
λ (n+1)) with prescribed ` = 1 modes
(div Sf (n+1))`=1 = Λ, (div
Sf (n+1))`=1 = Λ, (6.28)
relative to the given triplet JS(n),p of S(n). Moreover, we have
‖(f (n+1), f (n+1))‖hsmax+1(S(n)) + ‖
­◦
λ (n+1)
S(n)
‖hsmax+2(S(n))
+
∑
p
(
r2|C˙(n+1),p|+ r3|M˙ (n+1),p|
)
.
(
1
◦
r
+
◦

) ◦
δ + r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n)) + |Λ|+ |Λ| (6.29)
and
r2|C˙(n+1)0 |+ r3|M˙ (n+1)0 |+ r
∣∣∣ ◦λ (n+1)S(n)∣∣∣ . ◦δ + r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n))
+|Λ|+ |Λ| (6.30)
uniformly for all n ∈ N.
Proof. Since S(n) is an O(
◦
)-sphere, see Remark 6.2, we may apply Proposition 4.11. We
deduce the existence of unique constants C
(n+1)
0 , C
(n+1),p, M
(n+1)
0 , M
(n+1),p such that the
system (6.24) -(6.26) has a unique solution (f (n+1), f (n+1),
◦
λ (n+1)) with prescribed ` = 1
modes
(div Sf (n+1))`=1 = Λ, (div
Sf (n+1))`=1 = Λ,
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relative to the given triplet JS(n),p of S(n). Moreover, we have
‖(f (n+1), f (n+1),
­◦
λ (n+1)
S(n)
)‖hsmax+1(S(n)) +
∑
p
(
r2|C˙(n+1),p|+ r3|M˙ (n+1),p|
)
. r‖(}h(n)1 S(n),}h(n)1 S(n),}h(n)2 S(n),}h(n)2 S(n))‖hsmax (S(n))
+r2‖}h(n)3 S(n)‖hsmax−1(S(n)) + r‖}h(n)4 S(n)‖hsmax−2(S(n)) + |Λ|+ |Λ|,
and
r2|C˙(n+1)0 |+ r3|M˙ (n+1)0 |+ r
∣∣∣ ◦λ (n+1)S(n)∣∣∣
. r‖(}h(n)1 S(n),}h(n)1 S(n), h(n)2 , h(n)2 )‖L2(S(n)) + r2‖h(n)3 ‖L2(S(n)) + ‖}h(n)4 S(n)‖L2(S(n))
+|Λ|+ |Λ|+ sup
S(n)
|r − rS(n)|.
Next, we estimate h
(n)
1 , · · · , h(n)4 . We have(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
S(n)
rS(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
rS(n)
− 2
r
− κ˙
)
− 1
2rS(n)
(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
=
(
1
2r
− 1
2rS(n)
)(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
+
2mS(n)
r(rS(n))2
− 2m
r2rS(n)
+
(
ω +
1
4
(
κ− 2
r
))(
2Υ
r
− 2Υ
S(n)
rS(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
−
(
ω +
1
4
(
κ+
2Υ
r
))(
2
rS(n)
− 2
r
)
−
(
ω +
1
4
κ
)
κ˙+
(
ω +
1
4
κ
)
κ˙ (6.31)
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and hence, in view of (6.27), we may rewrite h
(n)
3 as
h
(n)
3 = −
(
V − 2
(rS(n))2
) ◦
λ (n) ◦ (Ψ(n−1) ◦ (Ψ(n))−1)− µ˙+ m
S(n)
(rS(n))3
− m
r3
+
(
1
2r
− 1
2rS(n)
)(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
+
2mS(n)
r(rS(n))2
− 2m
r2rS(n)
+
(
ω +
1
4
(
κ− 2
r
))(
2Υ
r
− 2Υ
S(n)
rS(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
−
(
ω +
1
4
(
κ+
2Υ
r
))(
2
rS(n)
− 2
r
)
−
(
ω +
1
4
κ
)
κ˙+
(
ω +
1
4
κ
)
κ˙
+Err2[∆
S(n−1) ◦λ (n)] ◦ (Ψ(n−1) ◦ (Ψ(n))−1). (6.32)
We also use, for a scalar ν defined on S(n−1), the following consequence of (5.18), which
applies in view of (6.21),
‖ν ◦ (Ψ(n−1) ◦ (Ψ(n))−1)‖L2(S(n)) . ‖ν‖L2(S(n−1)). (6.33)
In view of the definition (6.27) of h
(n)
1 , · · · , h(n)2 and h(n)4 , using (6.32) for h(n)3 , and using
(6.33) for the terms composed with Ψ(n−1) ◦ (Ψ(n))−1, we have
r‖(}h(n)1 S(n),}h(n)1 S(n),}h(n)2 S(n),}h(n)2 S(n))‖hsmax (S(n))
+r2‖}h(n)3 S(n)‖hsmax−1(S(n)) + r‖}h(n)4 S(n)‖hsmax−2(S(n))
.
(
1
◦
r
+
◦

)(◦
δ + sup
S(n)
|r − rS(n)|
)
+ sup
S(n)
|m−mS(n)|+ r‖κ˙, κ˙‖hsmax (S(n))
+r2‖µ˙‖hsmax (S(n))
and
r‖(}h(n)1 S(n),}h(n)1 S(n), h(n)2 , h(n)2 )‖L2(S(n)) + r2‖h(n)3 ‖L2(S(n)) + ‖}h(n)4 S(n)‖L2(S(n))
.
(
1
◦
r
+
◦

)(◦
δ + sup
S(n)
|r − rS(n)|
)
+ sup
S(n)
|m−mS(n)|+ r‖κ˙, κ˙‖hsmax (S(n))
+r2‖µ˙‖hsmax (S(n))
where we have used (6.21), (6.22) and (6.23).
98
We infer from the above
‖(f (n+1), f (n+1),
­◦
λ (n+1)
S(n)
)‖hsmax+1(S(n)) +
∑
p
(
r2|C˙(n+1),p|+ r3|M˙ (n+1),p|
)
.
(
1
◦
r
+
◦

)(◦
δ + sup
S(n)
|r − rS(n)|
)
+ sup
S(n)
|m−mS(n)|
+r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n)) + |Λ|+ |Λ|,
and
r2|C˙(n+1)0 |+ r3|M˙ (n+1)0 |+ r
∣∣∣ ◦λ (n+1)S(n)∣∣∣
.
(
1
◦
r
+
◦

) ◦
δ + sup
S(n)
|r − rS(n)|+ sup
S(n)
|m−mS(n)|+ r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n))
+|Λ|+ |Λ|.
Now, in view of (6.21) and Remark 6.2, we may apply (5.10) and (5.17) which yield
sup
S(n)
|r − rS(n)| .
◦
δ, sup
S(n)
|m−mS(n)| . ◦
◦
δ, sup
S(n)
|m−mS(n)| .
◦
δ.
We deduce
‖(f (n+1), f (n+1),
­◦
λ (n+1)
S(n)
)‖hsmax+1(S(n)) +
∑
p
(
r2|C˙(n+1),p|+ r3|M˙ (n+1),p|
)
.
(
1
◦
r
+
◦

) ◦
δ + r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n)) + |Λ|+ |Λ|,
and
r2|C˙(n+1)0 |+ r3|M˙ (n+1)0 |+ r
∣∣∣ ◦λ (n+1)S(n)∣∣∣ . ◦δ + r‖κ˙, κ˙‖hsmax (S(n)) + r2‖µ˙‖hsmax (S(n))
+|Λ|+ |Λ|
as desired.
Step 3. We use the new pair (f (n+1), f (n+1)) to solve the equations on
◦
S,
◦
∆U (n+1) =
◦
div
((U(f (n+1), f (n+1),Γ))#n) ,
◦
∆S(n+1) =
◦
div
((S(f (n+1), f (n+1),Γ))#n) ,
U (n+1)(South) = S(n+1)(South) = 0,
(6.34)
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where the pull back #n is defined with respect to the map Ψ
(n) :
◦
S −→ S(n). The new
pair (U (n+1), S(n+1)) defines the new sphere S(n + 1) and we can proceed with the next
step of the iteration. The boundedness of (U (n+1), S(n+1)) is assured by the following
proposition.
Proposition 6.4. The equation (6.34) admits a unique solution (U (1+n), S(1+n)), verifying
the estimates
r−1
∥∥∥(U (n+1), S(n+1))∥∥∥
hsmax+1(
◦
S)
.
(
1
◦
r
+
◦

) ◦
δ + r‖κ˙, κ˙‖hsmax (S(n))
+r2‖µ˙‖hsmax (S(n)) + |Λ|+ |Λ| (6.35)
uniformly for all n ∈ N.
Proof. The proof, based on the previously established bounds for fn+1, fn+1 in Proposition
6.3, standard elliptic estimates for
◦
∆ and the comparison of norms estimates of Proposition
5.9, is straightforward and thus left to the reader.
Step 4. In view of Proposition 6.3 and Proposition 6.4, and in view of the assumptions
(6.3) on κ˙, κ˙, µ˙, and (6.4) on Λ, Λ, we obtain the boundedness of all quintets Q(n). More
precisely we have, uniformly for all n ∈ N,
‖Q(n)‖smax+1 .
◦
δ, (6.36)
where
‖Q(n)‖k : = r−1
∥∥∥(U (n), S(n))∥∥∥
hk(
◦
S)
+
∥∥∥(f (n), f (n), ◦λ (n))∥∥∥
hk(S)
. (6.37)
To account for the constants C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p we introduce the ninetets
N (n) :=
(
U (n), S(n),
◦
λ (n), f (n), f (n); C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p
)
with norms,
∥∥N (n)∥∥
k
= ‖Q(n)‖k + r2
(∣∣C˙(n)0 ∣∣+∑
p
∣∣C˙(n),p∣∣+ r∣∣M˙ (n)0 ∣∣+ r∑
p
∣∣M˙ (n),p∣∣)
where, recall,
C˙
(n)
0 = C
(n)
0 − C0, C˙
(n),p
= C(n),p − C(p), M˙ (n)0 = M (n)0 −M0, M˙ (n),p = M (n),p −M (p).
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According to Proposition 6.3, we also have, uniformly in n,∥∥N (n)∥∥
smax+1
.
◦
δ. (6.38)
Step 5. To insure convergence we also need to establish a contraction estimate. We
cannot compare directly the ninetets N (n) so we compare instead the modified ninetets,
well defined on
◦
S,
N n,# :=
(
U (n), S(n),
◦
λ n,#, fn,#, fn,#; C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p
)
(6.39)
where
◦
λ n,#, fn,#, fn,# are the pull-backs by #n−1 of the triplet
◦
λ (n), f (n), f (n) defined on
the sphere S(n− 1). We also introduce the modified norms∥∥N n,#∥∥
k,
◦
S
: = r−1
∥∥∥(U (n), S(n))∥∥∥
hk(
◦
S)
+
∥∥∥(fn,#, fn,#, ◦λ n,#)∥∥∥
hk(
◦
S)
+ r2
(∣∣C˙(n)0 ∣∣+∑
p
∣∣C˙(n),p∣∣+ r∣∣M˙ (n)0 ∣∣+ r∑
p
∣∣M˙ (n),p∣∣) . (6.40)
In view of the Sobolev norm comparison of Proposition 5.9, we deduce from (6.38)∥∥N n,#∥∥
smax+1,
◦
S
.
◦
δ. (6.41)
Contraction in this modified norms is established in the following.
Proposition 6.5. The following estimate holds true.
‖N n+1,# −N n,#‖
3,
◦
S
. (r−1 + ◦)
[
‖N n,# −N n−1,#‖
3,
◦
S
+ ‖N n−1,# −N n−2,#‖
3,
◦
S
+‖N n−2,# −N n−3,#‖
3,
◦
S
]
. (6.42)
Proof. See Appendix B.
6.4 Limit of the iterative scheme
6.4.1 Limiting ninetet
We infer the existence of a ninetet N∞,# on
◦
S such that
‖N∞,#‖smax+1 .
◦
δ (6.43)
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and, using interpolation between 3 and smax + 1,
lim
n→+∞
‖N n,# −N∞,#‖smax = 0, (6.44)
where
N (∞,#) =
(
U (∞), S(∞),
◦
λ∞,#, f∞,#, f∞,#, C(∞)0 ,M
(∞)
0 , C
(∞), p,M (∞), p
)
.
The functions (U (∞), S(∞)) defines a sphere S(∞) parametrized by the map
Ψ(∞)(
◦
u,
◦
s, y1, y2) =
(◦
u+ U (∞)(y1, y2),
◦
s+ S(∞)(y1, y2), y1, y2
)
.
We then define
◦
λ (∞) =
◦
λ∞,# ◦ (Ψ(∞))−1, f (∞) = f∞,# ◦ (Ψ(∞))−1, f (∞) = f∞,# ◦ (Ψ(∞))−1
so that
◦
λ (∞), f (∞), f (∞) are defined on S(∞) and
◦
λ∞,# = (
◦
λ (∞))#∞ , f∞,# = (f (∞))#∞ , f∞,# = (f (∞))#∞ .
We also define
N (∞) =
(
U (∞), S(∞),
◦
λ (∞), f (∞), f (∞), C(∞)0 ,M
(∞)
0 , C
(∞), p,M (∞), p
)
.
From these definitions, in view of (6.43) and the norm comparison estimates of Proposition
5.9, we deduce
1. Uniform bounds
‖N (∞)‖smax+1 .
◦
δ,
i.e.
r−1‖(U (∞), S(∞))‖
hsmax+1(
◦
S)
+ ‖(f (∞), f (∞),
◦
λ (∞))‖hsmax+1(S(∞)) (6.45)
+r2
∣∣C˙(∞)0 ∣∣+ r2∑
p
∣∣C˙∞,p∣∣+ r3∣∣M˙ (∞)0 ∣∣+ r3∑
p
∣∣M˙∞,p∣∣ . ◦δ.
2. The following sequences converge
• The sequences of pairs (U (n), S(n)) converges to (U (∞), S(∞)) in the norm hsmax(
◦
S).
• The sequence (f (n), f (n),
◦
λ (n)) converges to (f (∞), f (∞),
◦
λ (∞)) in hsmax(S
(∞)).
• The sequence of GCM constants (C(n)0 ,M (n)0 , C(n),p,M (n),p) converges to the
constants (C
(∞)
0 ,M
(∞)
0 , C
(∞),p,M (∞),p).
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6.4.2 Limiting equations
Taking n→∞ in the equations (6.34), (6.24)-(6.26), (6.27) and (6.28), we derive
Proposition 6.6. The triplet N (∞) verifies the following equations
◦
∆U (∞) =
◦
div
((U(f (∞), f (∞),Γ))#∞) ,
◦
∆S(∞) =
◦
div
((S(f (∞), f (∞),Γ))#∞) ,
U (∞)(South) = S(∞)(South) = 0,
(6.46)
curl S
(∞)
f (∞) = −Err1[curl f (∞)] + Err1[curl f (∞)]
S(∞)
,
curl S
(∞)
f (∞) = −Err1[curl f (∞)] + Err1[curl f (∞)]
S(∞)
,
(6.47)
div S
(∞)
f (∞) + κ
◦
λ (∞) − 2
(rS(∞))2
(◦
b (∞) − (r − rS(∞))) = κ(∞) − κ− Err1[div S(∞)f (∞)],
div S
(∞)
f (∞) − κ
◦
λ (∞) +
2
(rS(∞))2
(◦
b (∞) − (r − rS(∞))) = κ(∞) − κ− Err1[div S(∞)f (∞)],(6.48)
∆S(∞)
◦
λ (∞) + V
◦
λ (∞) = µ(∞) − µ−
(
ω +
1
4
κ
)(
κ(∞) − κ)
+
(
ω +
1
4
κ
)(
κ(∞) − κ)+ Err2[∆S(∞) ◦λ (∞)], (6.49)
with
∆S(∞)
◦
b (∞) =
1
2
div S(∞)
(
f (∞) −Υ(∞)f (∞) + Err1[∆S(∞)
◦
b (∞)]
)
,
◦
b (∞)
S(∞)
= rS(∞) − rS(∞),
(6.50)
κ(∞) =
2
rS(∞)
,
κ(∞) = − 2
rS(∞)
Υ(∞) + C(∞)0 +
∑
p
C(∞),pJ (∞),p,
µ(∞) =
2mS(∞)
(rS(∞))3
+M
(∞)
0 +
∑
p
M (∞),pJ (∞),p,
(6.51)
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and ` = 1 conditions,
(div S
(∞)
f (∞))`=1 = Λ, (div S
(∞)
f (∞))`=1 = Λ, (6.52)
with respect to the ` = 1 modes33 JS
(∞),p on S(∞).
6.4.3 The limiting frame
Using (
◦
λ (∞), f (∞), f (∞)) and transformation formula (3.1) we define the corresponding
null frame e
(∞)
1 , e
(∞)
2 , e
(∞)
3 , e
(∞)
4 and the associated Ricci coefficients Γ
(∞), R(∞). Note that
the frame is a priori not adapted to S(∞). In fact (a)κ∞, (a)κ∞ do not necessarily vanish
and thus the distribution generated by e
(∞)
1 , e
(∞)
2 may not even be integrable.
6.4.4 The adapted frame on S(∞)
We associate to the sphere S = S(∞) a second null frame, which is adapted to S, as
follows. We use the limiting functions U = U (∞), S = S(∞) of the deformation map
Ψ = Ψ(∞) :
◦
S −→ S to define (see Lemma 5.2) the tangent vectorfields Y(a) = Ψ#(∂ya).
Then, let (f, f) denote the 1-forms such that, for a = 1, 2, we have
g
(
Y(a), e4 + f beb + 1
4
|f |2e3
)
= 0,
g
(
Y(a),
(
1 +
1
2
f · f + 1
16
|f |2|f |2
)
e3 +
(
f b +
1
4
|f |2f b
)
eb +
1
4
|f |2e4
)
= 0.
With this choice of (f, f), we then define the null frame (eS1 , e
S
2 , e
S
3 , e
S
4 ) as the one ob-
tained from the background frame (e1, e2, e3, e4) using the frame transformation coeffi-
cients (f, f , λ) with λ = 1 +
◦
λ chosen such that
◦
λ =
◦
λ (∞). (6.53)
In view of the choice of (f, f), eS4 and e
S
3 are orthogonal to S, and hence (e
S
1 , e
S
2 , e
S
3 , e
S
4 ) is
adapted to S as desired. Furthermore, using (5.29), (2.33), (5.32) and the control of U
and S to control (f, f), it is straightforward to check that∥∥(f, f)∥∥
h1(S)
+
∥∥(f, f)∥∥
L∞(S) .
◦
δ.
33According to Definition 5.11.
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6.5 End of the proof of Theorem 6.1
So far we have produced a sphere S = S(∞), defined by the functions U = U (∞), S = S(∞)
and two frames
• The frame e(∞)1 , e(∞)2 , e(∞)3 , e(∞)4 induced by the transition functions (
◦
λ (∞), f (∞), f (∞)).
The functions U, S and transition functions (
◦
λ (∞), f (∞), f (∞)) verify the coupled sys-
tem (6.46)-(6.52).
• The geometric frame eS1 , eS2 , eS3 , eS4 , induced by the deformation map defined by U =
U (∞), S = S(∞), with corresponding transition functions (
◦
λ =
◦
λ (∞), f, f).
The main remaining hurdle in the proof of Theorem 6.1 is to show that the two frames
coincide.
Step 1. Since the frame (eS1 , e
S
2 , e
S
3 , e
S
4 ) is adapted to the sphere S, we have on
◦
S
∂yaU =
(
U(f, f ,Γ)bY b(a)
)#
,
∂yaS =
(
S(f, f ,Γ)bY b(a)
)#
,
U(South) = S(South) = 0,
(6.54)
where # denotes the pull-back with respect to the deformation map Ψ. We deduce
◦
∆U =
◦
div
((U(f, f ,Γ))#) ,
◦
∆S =
◦
div
((S(f, f ,Γ))#) .
On the other hand we have, see (6.46),
◦
∆U =
◦
div
((U(f (∞), f (∞),Γ))#) ,
◦
∆S =
◦
div
((S(f (∞), f (∞),Γ))#) .
Subtracting the two equations we deduce
◦
div
((U(f, f ,Γ)− U(f (∞), f (∞),Γ))#) = 0,
◦
div
((S(f, f ,Γ)− S(f (∞), f (∞),Γ))#) = 0,
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or, introducing,
δU = U(f, f ,Γ)− U(f (∞), f (∞),Γ), δS = S(f, f ,Γ)− S(f (∞), f (∞),Γ),
◦
div
((
δU)#) = 0, ◦div ((δS)#) = 0. (6.55)
Let gS,# be the pull back of the metric of S to
◦
S by the map Ψ :
◦
S −→ S. Denoting
by div # the divergence with respect gS,# along
◦
S we have, according to the connection
comparison estimates of Lemma 5.8,∥∥∥∥ ◦div ((δU)#)− div S,# ((δU)#)∥∥∥∥
L2(
◦
S)
.
◦
δr−1
∥∥δU∥∥
h1(S)
,∥∥∥∥ ◦div ((δS)#)− div S,# ((δS)#)∥∥∥∥
L2(
◦
S)
.
◦
δr−1
∥∥δS∥∥
h1(S)
.
Thus, in view of (6.55),∥∥∥div S,# ((δU)#)∥∥∥
L2(
◦
S)
.
◦
δr−1
∥∥δU∥∥
h1(S)
,∥∥∥div S,# ((δS)#)∥∥∥
L2(
◦
S)
.
◦
δr−1
∥∥δS∥∥
h1(S)
.
In view of the norm comparison Proposition 5.9, we deduce∥∥div S(δU)∥∥
L2(S)
.
◦
δr−1
∥∥δU∥∥
h1(S)
,∥∥div S(δS)∥∥
L2(S)
.
◦
δr−1
∥∥δS∥∥
h1(S)
.
(6.56)
Step 2. Recall from (5.32) that we have
S(f, f ,Γ) = f +O
(◦
|f |+ |f |2 + |f |2
)
,
U(f, f ,Γ) = 1
2
(
−Υf + f
)
+O
(◦
|f |+ |f |2 + |f |2
)
.
Hence
δS(f, f ,Γ) = f − f (∞) +O
(
(r−1 +
◦
)(|f − f (∞)|+ |f − f (∞)|)
)
,
δU(f, f ,Γ) = 1
2
(
− (f − f (∞)) + f − f (∞)
)
+O
(
(r−1 +
◦
)(|f − f (∞)|+ |f − f (∞)|)
)
.
106
This yields ∥∥δS(f, f ,Γ)− (f − f (∞))∥∥
h1(S)
. (r−1 + ◦)(‖f − f (∞)‖h1(S) + ‖f − f (∞)‖h1(S)),∥∥∥∥δU(f, f ,Γ) + 12(f − f (∞))− 12(f − f (∞))
∥∥∥∥
h1(S)
. (r−1 + ◦)(‖f − f (∞)‖h1(S) + ‖f − f (∞)‖h1(S)).
Therefore, in view of Step 1, we infer∥∥div S(f − f (∞))∥∥
L2(S)
. (r−1 + ◦)r−1
(∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
)
,∥∥div S(f − f (∞))∥∥
L2(S)
. (r−1 + ◦)r−1
(∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
)
.
(6.57)
Step 3. According to (6.47) we have,
curl Sf (∞) = Err1[curl Sf (∞)]− Err1[curl Sf (∞)]
S
,
curl Sf (∞) = Err1[curl Sf
(∞)]− Err1[curl Sf (∞)]
S
.
On the other hand, since the frame (eS1 , e
S
2 , e
S
3 , e
S
4 ) is adapted to the sphere S, we have
(a)trχS = 0 and (a)trχS = 0, i.e. the transition functions f, f must verify
curl S(f) = −Err1[curl Sf ],
curl S(f) = −Err1[curl Sf ],
with the same algebraic expressions for the errors Err1[curl
Sf ],Err1[curl
Sf ] as those for
Err1[curl
Sf (∞)],Err1[curl Sf
(∞)]. Moreover
Err1[curl Sf ]
S
= Err1[curl Sf ]
S
= 0.
Subtracting the two equations we derive∥∥curl S(f − f (∞))∥∥
L2(S)
.
◦
δr−1
(∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
)
,∥∥curl S(f − f (∞))∥∥
L2(S)
.
◦
δr−1
(∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
)
.
(6.58)
Combining (6.57) with (6.58) we deduce,∥∥ d/ S1 (f − f (∞))∥∥L2(S) . (r−1 + ◦)r−1(∥∥f − f (∞)∥∥h1(S) + ∥∥f − f (∞)∥∥h1(S)),∥∥ d/ S1 (f − f (∞))∥∥L2(S) . (r−1 + ◦)r−1(∥∥f − f (∞)∥∥h1(S) + ∥∥f − f (∞)∥∥h1(S)). (6.59)
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Therefore, by elliptic estimates,∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
. (r−1 + ◦)
(∥∥f − f (∞)∥∥
h1(S)
+
∥∥f − f (∞)∥∥
h1(S)
)
and thus, for
◦
 small enough and r large enough,
f = f∞, f = f∞. (6.60)
Step 4. We have thus established that the limiting frame e
(∞)
1 , e
(∞)
2 , e
(∞)
3 , e
(∞)
4 is in fact
adapted to S = S(∞). We now show that S endowed with this frame, and the induced
` = 1 modes J (S,p), is actually a GCM sphere. From now on, we denote eS1 = e
(∞)
1 ,
eS2 = e
(∞)
2 , e
S
3 = e
(∞)
3 , e
S
4 = e
(∞)
4 ,
◦
λ =
◦
λ (∞), f = f (∞), f = f (∞),
◦
b =
◦
b (∞). First, we prove
that
◦
b = r − rS. Indeed, we have, using the equality of the two frames,
e4(r)
2
f
a
+
e3(r)
2
(
fa +
1
4
|f |2f
a
)
=
((
δab +
1
2
f
a
fb
)
eb +
1
2
f
a
e4 +
(
1
2
fa +
1
8
|f |2f
a
)
e3
)
r
= eSa (r)
= eSa
(
r − rS) .
Now, recall that
◦
b , taking into account the definition of Err1[∆
S
◦
b ], is uniquely defined by
∆S
◦
b = div S
(
e4(r)
2
f +
e3(r)
2
(
f +
1
4
|f |2f
))
,
◦
b
S
= rS − rS.
We infer
∆S
◦
b = div S∇S (r − rS) = ∆S (r − rS) , ◦b S = r − rSS.
The unique solution of the above system of equation is provided by
◦
b = r − rS (6.61)
as claimed.
Since (f, f ,
◦
λ ) verifies equations (6.47)-(6.52), and since
◦
b = r − rS, we infer
div Sf + κ
◦
λ = κ(∞) − κ− Err1[div Sf ],
div Sf − κ
◦
λ = κ(∞) − κ− Err1[div Sf ],
∆S
◦
λ + V
◦
λ = µ(∞) − µ−
(
ω +
1
4
κ
)(
κ(∞) − κ)+ (ω + 1
4
κ
)(
κ(∞) − κ)
+ Err2[∆
S
◦
λ ],
(6.62)
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with
κ(∞) =
2
rS
,
κ(∞) = −2Υ
S
rS
+ C
(∞)
0 +
∑
p
C(∞),pJ (S,p),
µ(∞) =
2mS
(rS)3
+M
(∞)
0 +
∑
p
M (∞),pJ (S,p),
(6.63)
and
(div Sf)`=1 = Λ, (div
Sf)`=1 = Λ. (6.64)
On the other hand, according to Lemma 4.3,
◦
λ , f, f verify the equations
div Sf + κ
◦
λ = κS − κ− Err1[div Sf ],
div Sf − κ
◦
λ = κS − κ− Err1[div Sf ],
∆S
◦
λ + V
◦
λ = µS − µ−
(
ω +
1
4
κ
)(
κS − κ)+ (ω + 1
4
κ
)(
κS − κ)+ Err2[∆S ◦λ ].
(6.65)
Subtracting we deduce
κS = κ(∞) =
2
rS
,
κS = κ(∞) = −2Υ
S
rS
+ C
(∞)
0 +
∑
p
C(∞),pJ (∞),p,
µS = µ(∞) =
2mS
(rS)3
+M
(∞)
0 +
∑
p
M (∞),pJ (∞),p.
Thus the GCM conditions (6.5) are verified with the constants
CS0 := C
(∞)
0 , C
(S,p) := C(∞),p, MS0 := M
(∞)
0 , M
(S,p) = M (∞),p.
Finally equation (6.6) is verified in view of (6.64).
Step 5. The remaining results of Theorem 6.1 are now easy to derive. (6.7), (6.8)
and (6.10) follow from (6.45). (6.9) follows from Lemma 5.8, and (6.11) follows from
Corollary 5.17. Finally, the estimates (6.12) follow from the transformation formulas of
Proposition 3.4, (6.7) and A1. We note that the transformation formulas for the well
defined quantities κS, κS, χ̂S, χ̂S, ζS, αS, βS, ρS, ?ρS, βS, αS, µS (see Remark 4.1) involve
only S-tangential derivatives of f, f ,
◦
λ and can thus indeed be estimated using (6.7).
This concludes the proof of Theorem 6.1.
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6.6 Differentiability with respect to the parameters (Λ,Λ)
The following proposition investigates the differentiability with respect to (Λ,Λ) of the
various quantities appearing in Theorem 6.1.
Proposition 6.7. Under the assumptions of Theorem 6.1, let S(Λ,Λ) the deformed spheres
constructed in Theorem 6.1 for parameter Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ. (6.66)
Then
1. The transition parameters (f, f ,
◦
λ ) are continuous and differentiable with respect to
Λ,Λ and verify
∂f
∂Λ
= O
(
r−1
)
,
∂f
∂Λ
= O
(◦
δr−1
)
,
∂f
∂Λ
= O
(◦
δr−1
)
,
∂f
∂Λ
= O
(
r−1
)
,
∂
◦
λ
∂Λ
= O
(◦
δr−1
)
,
∂
◦
λ
∂Λ
= O
(◦
δr−1
)
.
(6.67)
2. The parameter functions U, S of the deformation are continuous and differentiable
with respect to Λ,Λ and verify
∂U
∂Λ
= O(1),
∂U
∂Λ
= O(1),
∂S
∂Λ
= O(1),
∂S
∂Λ
= O(
◦
δ). (6.68)
3. Relative to the coordinate system induced by Ψ, the metric gS of S = SΛ,Λ is con-
tinuous with respect to the parameters Λ,Λ and verifies∥∥∂ΛgS, ∂ΛgS‖L∞(S) . O(r2).
Proof. The proof follows by differentiating the equations satisfied by (f, f , λ) and (U, S)
with respect to (Λ,Λ) and relying on the estimates derived for (f, f , λ) and (U, S) in
Theorem 6.1. The details are cumbersome but straightforward, and left to the reader.
6.7 Existence of GCM spheres in Kerr
The following corollary of Theorem 6.1 shows the existence of GCM spheres in Kerr.
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Corollary 6.8 (Existence of GCM spheres in Kerr). Let ga0,m0, with |a0| ≤ m0, denote
a member of the Kerr family of metrics. Let 0 < δ0 = 0 two sufficiently small constants,
and let (
◦
u,
◦
s,
◦
r) three real numbers with
◦
r sufficiently large so that
◦
 =
a0m0
◦
r
,
◦
δ =
a0m0
◦
r
,
◦
r  m0.
Let a fixed spacetime region R of Kerr together with a (u, s) outgoing geodesic foliation,
as discussed in Lemma 2.10. Let
◦
S = S(
◦
u,
◦
s) be a fixed sphere from this foliation, and let
◦
r and
◦
m denoting respectively its area radius and its Hawking mass. Then for any fixed
pair of triplets Λ,Λ ∈ R3 verifying
|Λ|, |Λ| .
◦
δ,
there exists a unique GCM sphere S = S
(Λ,Λ)
Kerr , which is a deformation of
◦
S, such that the
GCM conditions (6.5) are verified, and
(div Sf)`=1 = Λ, (div
Sf)`=1 = Λ.
Furthermore, the deformation satisfies the properties (6.7)-(6.12).
Proof. Recall from Lemma 2.10 that the assumptions A1-A4 are satisfied by the space-
time region R = {r ≥ r0} of Kerr provided that r0 = r0(m0) is sufficiently large, with
smallness constants
◦
 and
◦
δ given by
◦
 =
a0m0
◦
r
,
◦
δ =
a0m0
◦
r
.
Thus, Theorem 6.1 applies, which concludes the proof of the corollary.
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A Proof of Proposition 3.3
A.1 Transformation formula for ξ
We have
2ξ′a = g(De′4e
′
4, e
′
a) = λ
2g(Dλ−1e′4(λ
−1e′4), e
′
a)
= λ2g
(
Dλ−1e′4(λ
−1e′4), ea +
1
2
fae3
)
= λ2g
(
Dλ−1e′4
(
e4 + f
beb +
1
4
|f |2e3
)
, ea +
1
2
fae3
)
= λ2g
(
Dλ−1e′4e4, ea +
1
2
fae3
)
+ λ2Dλ−1e′4fa + λ
2f bg
(
Dλ−1e′4eb, ea +
1
2
fae3
)
+
1
4
|f |2λ2g (Dλ−1e′4e3, ea) .
We compute the terms on the right-hand side
g
(
Dλ−1e′4e4, ea +
1
2
fae3
)
= g
(
De4+fbeb+ 14 |f |2e3e4, ea +
1
2
fae3
)
= 2ξ + f bχba +
1
2
|f |2ηa + 2ωfa + f · ζ fa + l.o.t.
= 2ξ +
1
2
(trχfa − (a)trχ ?fa) + 2ωfa + f bχ̂ba + 1
2
|f |2ηa + f · ζ fa + l.o.t.,
f bg
(
Dλ−1e′4eb, ea +
1
2
fae3
)
= f bg
(
Dλ−1e′4
(
eb +
1
2
fbe3
)
, ea +
1
2
fae3
)
− 1
2
f bfbg
(
Dλ−1e′4e3, ea +
1
2
fae3
)
= −f bg
(
Dλ−1e′4
(
ea +
1
2
fae3
)
, eb +
1
2
fbe3
)
− 1
2
|f |2g (Dλ−1e′4e3, ea)
= −f bg
(
Dλ−1e′4
(
e′a −
1
2
f
a
λ−1e′4
)
, e′b −
1
2
f
b
λ−1e′4
)
− 1
2
|f |2g (De4e3, ea) + l.o.t.
= −f bg (Dλ−1e′4e′a, e′b)+ λ−2faf bξ′b + λ−2f bf bξ′a − f bfbηa + l.o.t.
and
|f |2g (Dλ−1e′4e3, ea) = |f |2g (De4e3, ea) + l.o.t. = 2|f |2ηa + l.o.t.
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We infer
2λ−2ξ′a = g
(
Dλ−1e′4e4, ea +
1
2
fae3
)
+ Dλ−1e′4fa + f
bg
(
Dλ−1e′4eb, ea +
1
2
fae3
)
+
1
4
|f |2g (Dλ−1e′4e3, ea)
= 2ξ +∇λ−1e′4fa +
1
2
(trχfa − (a)trχ ?fa) + 2ωfa + f bχ̂ba + 1
2
|f |2ηa + f · ζ fa
+λ−2f
a
f bξ′b + λ
−2f bf
b
ξ′a − f bfbηa +
1
2
|f |2η
a
+ l.o.t.
and hence
λ−2ξ′ = ξ +
1
2
∇λ−1e′4f +
1
4
(trχf − (a)trχ ?f) + ωf + Err(ξ, ξ′),
Err(ξ, ξ′) =
1
2
f · χ̂+ 1
4
|f |2η + 1
2
(f · ζ) f − 1
4
|f |2η + 1
2
(
λ−2(f · ξ′) f + λ−2(f · f) ξ′
)
+ l.o.t.
as desired.
A.2 Transformation formula for ξ
We have
2ξ′
a
= g(De′3e
′
3, e
′
a) = λ
−2g(Dλe′3(λe
′
3), e
′
a) = λ
−2g
(
Dλe′3
(
e3 + f
be′b −
1
4
|f |2λ−1e′4
)
, e′a
)
= λ−2g
(
Dλe′3e3, e
′
a
)
+ λ−1e′3(f
′
a
) + λ−2f bg
(
Dλe′3e
′
b, e
′
a
)− 1
2
λ−2|f |2η′a
= λ−2g
(
Dλe′3e3,
(
δba +
1
2
f
a
f b
)
eb +
1
2
f
a
e4
)
+ λ−1∇′3f ′a −
1
2
λ−2|f |2η′a
= λ−2g
(
De3+fbeb+ 14 |f |2e4e3, ea +
1
2
f
a
e4
)
+ λ−1∇′3f ′a −
1
2
λ−2|f |2η′a + l.o.t.
= 2λ−2ξ
a
+ 2f
a
λ−2ω + f bλ−2χ
ba
− f bf
a
λ−2ζb +
1
2
|f |2λ−2η
a
+ λ−1∇′3f ′a −
1
2
λ−2|f |2η′a + l.o.t.
and hence
λ2ξ′ = ξ +
1
2
λ∇′3f ′ + ω f +
1
4
trχ f − 1
4
(a)trχ ?f + Err(ξ, ξ′),
Err(ξ, ξ′) =
1
2
f · χ̂− 1
2
(f · ζ)f + 1
4
|f |2η − 1
4
|f |2η′ + l.o.t.
as desired.
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A.3 Transformation formulas for χ
Next, we have
λ−1χ′ab = g
(
De′a(λ
−1e′4), e
′
b
)
= g
(
De′a(λ
−1e′4), eb +
1
2
fbe3
)
= g
(
De′a
(
e4 + f
cec +
1
4
|f |2e3
)
, eb +
1
2
fbe3
)
= g
(
De′ae4, eb +
1
2
fbe3
)
+ e′a(fb) + f
cg
(
De′aec, eb +
1
2
fbe3
)
+
1
4
|f |2g (De′ae3, eb)
= g
(
De′ae4, eb +
1
2
fbe3
)
+ e′a(fb)− f cg
(
De′a
(
eb +
1
2
fbe3
)
, ec
)
+
1
4
|f |2g (De′ae3, eb) .
We compute the terms on the right-hand side
g
(
De′ae4, eb +
1
2
fbe3
)
= g
(
De′ae4, eb
)
+
1
2
fbg
(
De′ae4, e3
)
= g
(
D(δca+ 12faf
c)ec+ 12fae4+(
1
2
fa+
1
8
|f |2f
a)e3
e4, eb
)
+
1
2
fbg
(
D(δca+ 12faf
c)ec+ 12fae4+(
1
2
fa+
1
8
|f |2f
a)e3
e4, e3
)
=
(
δca +
1
2
f
a
f c
)
χcb + faξb + faηb + fbζa + ωfbfa − ωfbfa + l.o.t.,
f cg
(
De′a
(
eb +
1
2
fbe3
)
, ec
)
= f cg
(
De′a
(
eb +
1
2
fbe3
)
, ec +
1
2
fce3
)
− 1
2
f cfcg
(
De′a
(
eb +
1
2
fbe3
)
, e3
)
= f cg
(
De′a
(
e′b −
1
2
f
b
λ−1e′4
)
, e′c −
1
2
f
c
λ−1e′4
)
+
1
2
|f |2g
(
De′ae3, eb +
1
2
fbe3
)
= f cg
(
De′ae
′
b, e
′
c −
1
2
f
c
λ−1e′4
)
− 1
2
f cf
b
λ−1g
(
De′ae
′
4, e
′
c
)
+
1
2
|f |2g (Deae3, eb) + l.o.t.
= f cg
(
De′ae
′
b, e
′
c
)
+
1
2
f cf
c
λ−1χ′ab −
1
2
f cf
b
λ−1χ′ac +
1
2
|f |2χ
ab
+ l.o.t.,
and
|f |2g (De′ae3, eb) = |f |2χab + l.o.t.
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We infer
λ−1χ′ab = g
(
De′ae4, eb +
1
2
fbe3
)
+ e′a(fb)− f cg
(
De′a
(
eb +
1
2
fbe3
)
, ec
)
+
1
4
|f |2g (De′ae3, eb)
= χab +∇′afb + faηb + fbζa + faξb +
1
2
f
a
f cχcb + ωfbfa − ωfbfa
−1
2
f cf
c
λ−1χ′ab +
1
2
f cf
b
λ−1χ′ac −
1
2
f cfcχab +
1
4
|f |2χ
ab
+ l.o.t.
Hence
λ−1trχ′ = trχ+ div ′f + f · η + f · ζ + Err(trχ, trχ′)
Err(trχ, trχ′) = f · ξ + 1
4
f · (ftrχ− ?f (a)trχ)+ ω(f · f)− ω|f |2 − 1
4
|f |2trχ
−1
4
(f · f)λ−1trχ′ + 1
4
(f ∧ f)λ−1 (a)trχ′ + l.o.t.,
λ−1 (a)trχ′ = (a)trχ+ curl ′f + f ∧ η + f ∧ ζ + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) = f ∧ ξ + 1
4
(
f ∧ ftrχ+ (f · f) (a)trχ)+ ωf ∧ f − 1
4
|f |2 (a)trχ
−1
4
(f · f)λ−1 (a)trχ′ + 1
4
λ−1(f ∧ f)trχ′ + l.o.t.,
and
λ−1χ̂′ = χ̂+∇′⊗̂f + f⊗̂η + f⊗̂ζ + Err(χ̂, χ̂′)
Err(χ̂, χ̂′) = f⊗̂ξ + 1
4
f⊗̂ (ftrχ− ?f (a)trχ)+ ωf⊗̂f − ωf⊗̂f
−1
2
(f · f)λ−1χ̂′ + 1
4
(f⊗̂f)λ−1trχ′ + 1
4
( ?f⊗̂f)λ−1 (a)trχ′ + 1
2
f⊗̂(f · λ−1χ̂′) + l.o.t.
as desired.
A.4 Transformation formula for χ
Next, we have
λχ′
ab
= g
(
De′a(λe
′
3), e
′
b
)
= g
(
De′a
(
e3 + f
ce′c −
1
4
|f |2λ−1e′4
)
, e′b
)
= g
(
De′ae3, e
′
b
)
+ e′a(f b) + f
cg
(
De′ae
′
c, e
′
b
)− 1
4
|f |2λ−1χ′ab
= g
(
De′ae3, e
′
b
)
+∇′af b −
1
4
|f |2λ−1χ′ab.
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We compute
g
(
De′ae3, e
′
b
)
= g
(
D(δda+ 12faf
d)ed+ 12fae4+
1
2
fae3
e3,
(
δcb +
1
2
f
b
f c
)
ec +
1
2
f
b
e4
)
+ l.o.t.
= χ
ab
+
1
2
f
a
fdχ
db
+
1
2
f
b
f cχ
ac
+ f
a
η
b
+ faξb − f b faω + f bfaω − f bζa + l.o.t.
and hence
λχ′
ab
= χ
ab
+∇′af b +
1
2
f
a
fdχ
db
+
1
2
f
b
f cχ
ac
+ f
a
η
b
+ faξb − f b faω + f bfaω
−f
b
ζa − 1
4
|f |2λ−1χ′ab + l.o.t.
We deduce
λtrχ′ = trχ+ div ′f + f · η − f · ζ + Err(trχ, trχ′),
Err(trχ, trχ′) =
1
2
(f · f)trχ+ f · ξ − |f |2ω + (f · f)ω − 1
4
|f |2λ−1trχ′ + l.o.t.,
λ (a)trχ′ = (a)trχ+ curl ′f + f ∧ η − ζ ∧ f + Err( (a)trχ, (a)trχ′),
Err( (a)trχ, (a)trχ′) =
1
2
(f · f) (a)trχ+ f ∧ ξ + (f ∧ f)ω − 1
4
|f |2λ−1 (a)trχ′ + l.o.t.,
and
λχ̂′ = χ̂+∇′⊗̂f + f⊗̂η − f⊗̂ζ + Err(χ̂, χ̂′),
Err(χ̂, χ̂′) =
1
2
(f⊗̂f)trχ+ f⊗̂ξ − (f⊗̂f)ω + (f⊗̂f)ω − 1
4
|f |2λ−1χ̂′ + l.o.t.
as desired.
A.5 Transformation formula for ζ
Next, we have
2ζ ′a = g(De′ae
′
4, e
′
3) = −2e′a(log λ) + g(De′a(λ−1e′4), λe′3) = −2e′a(log λ) + g
(
De′a(λ
−1e′4), e3 + f
be′b
)
= −2e′a(log λ) + g
(
De′a(λ
−1e′4), e3
)
+ λ−1f bχ′ab.
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We compute the term on the right-hand side
g
(
De′a(λ
−1e′4), e3
)
= g
(
De′a
(
e4 + f
beb +
1
4
|f |2e3
)
, e3
)
= g
(
De′ae4, e3
)
+ f bg
(
De′aeb, e3
)
= g
(
D(δca+ 12faf
c)ec+ 12fae4+(
1
2
fa+
1
8
|f |2f
a)e3
e4, e3
)
+f bg
(
D(δca+ 12faf
c)ec+ 12fae4+(
1
2
fa+
1
8
|f |2f
a)e3
eb, e3
)
= 2ζa + 2ωfa − 2ωfa − χbaf b + faf cζc − faf bηb + l.o.t.
We infer
2ζ ′a = −2e′a(log λ) + g
(
De′a(λ
−1e′4), e3
)
+ λ−1f bχ′ab
= 2ζa − 2e′a(log λ)−
1
2
trχfa +
1
2
(a)trχ ?fa + 2ωfa − 2ωfa +
1
2
λ−1f
a
trχ′ +
1
2
λ−1 ?f
a
(a)trχ′
−χ̂
ab
f b + f
a
f cζc − faf bηb + λ−1f bχ̂′ab + l.o.t.
and hence,
ζ ′ = ζ −∇′(log λ)− 1
4
trχf +
1
4
(a)trχ ?f + ωf − ωf + 1
4
λ−1ftrχ′ +
1
4
λ−1 ?f (a)trχ′
−1
2
χ̂ · f + 1
2
(f · ζ)f − 1
2
(f · η)f + 1
2
λ−1f · χ̂′ + l.o.t.
Using also the above transformation formulas for trχ′ and (a)trχ′, we infer
ζ ′ = ζ −∇′(log λ)− 1
4
trχf +
1
4
(a)trχ ?f + ωf − ωf + 1
4
ftrχ+
1
4
?f (a)trχ+ Err(ζ, ζ ′),
Err(ζ, ζ ′) = −1
2
χ̂ · f + 1
2
(f · ζ)f − 1
2
(f · η)f + 1
4
f(f · η) + 1
4
f(f · ζ) + 1
4
?f(f ∧ η) + 1
4
?f(f ∧ ζ)
+
1
4
fdiv ′f +
1
4
?fcurl ′f +
1
2
λ−1f · χ̂′ − 1
16
(f · f)fλ−1trχ′ + 1
16
(f ∧ f)fλ−1 (a)trχ′
− 1
16
?f(f · f)λ−1 (a)trχ′ + 1
16
?fλ−1(f ∧ f)trχ′ + l.o.t.
as desired.
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A.6 Transformation formula for η
Next, we have
2η′a = g(De′3e
′
4, e
′
a) = g(Dλe′3(λ
−1e′4), e
′
a) = g
(
Dλe′3(λ
−1e′4), ea +
1
2
f
a
λ−1e′4 +
1
2
fae3
)
= g
(
Dλe′3(λ
−1e′4), ea +
1
2
fae3
)
= g
(
Dλe′3
(
e4 + f
beb +
1
4
|f |2e3
)
, ea +
1
2
fae3
)
= g
(
Dλe′3e4, ea +
1
2
fae3
)
+ λe′3(fa) + f
bg
(
Dλe′3eb, ea +
1
2
fae3
)
+
1
4
|f |2g (Dλe′3e3, ea) .
We compute the term on the right-hand side
g
(
Dλe′3e4, ea +
1
2
fae3
)
= g
(
D(1+ 12f ·f+ 116 |f |2|f |2)e3+(fb+ 14 |f |2fb)eb+ 14 |f |2e4
e4, ea +
1
2
fae3
)
=
(
1 +
1
2
f · f
)
g
(
De3e4, ea +
1
2
fae3
)
+ f bg
(
Debe4, ea +
1
2
fae3
)
+ l.o.t.
= 2
(
1 +
1
2
f · f
)
ηa − 2ωfa + f bχba + faf bζb + l.o.t.,
f bg
(
Dλe′3eb, ea +
1
2
fae3
)
= −f bg
(
Dλe′3
(
ea +
1
2
fae3
)
, eb
)
= −f bg
(
Dλe′3
(
ea +
1
2
fae3
)
, eb +
1
2
fbe3
)
+
1
2
|f |2g
(
Dλe′3
(
ea +
1
2
fae3
)
, e3
)
= −f bg
(
Dλe′3
(
e′a −
1
2
f
a
λ−1e′4
)
, e′b −
1
2
f
b
λ−1e′4
)
− 1
2
|f |2g
(
Dλe′3e3, ea +
1
2
fae3
)
= −f bg (Dλe′3e′a, e′b)− 2f bf bη′a + faf bη′b + l.o.t.,
and
1
4
|f |2g (Dλe′3e3, ea) = l.o.t.
We infer
2η′a = 2
(
1 +
1
2
f · f
)
ηa − 2ωfa + f bχba + faf bζb + λ∇′3fa − 2f bf bη′a + faf bη′b + l.o.t.
and hence
η′ = η +
1
2
λ∇′3f +
1
4
ftrχ− 1
4
?f (a)trχ− ω f + Err(η, η′),
Err(η, η′) =
1
2
(f · f)η + 1
2
f · χ̂+ 1
2
f(f · ζ)− (f · f)η′ + 1
2
f(f · η′) + l.o.t.
as desired.
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A.7 Transformation formula for η
Next, we have
2η′
a
= g(De′4e
′
3, e
′
a) = g(Dλ−1e′4(λe
′
3), e
′
a) = g
(
Dλ−1e′4
(
e3 + f
be′b −
1
4
|f |2λ−1e′4
)
, e′a
)
= g
(
Dλ−1e′4e3, e
′
a
)
+ g
(
Dλ−1e′4
(
f be′b
)
, e′a
)− 1
2
|f |2λ−2ξ′a.
We compute the terms on the right-hand side
g
(
Dλ−1e′4e3, e
′
a
)
= g
(
Dλ−1e′4e3,
(
δba +
1
2
f
a
f b
)
eb +
1
2
f
a
e4
)
=
(
δba +
1
2
f
a
f b
)
g
(
Dλ−1e′4e3, eb
)
+
1
2
f
a
g
(
Dλ−1e′4e3, e4
)
=
(
δba +
1
2
f
a
f b
)
g
(
De4+fcec+ 14 |f |2e3e3, eb
)
+
1
2
f
a
g
(
De4+fbeb+ 14 |f |2e3e3, e4
)
=
(
δba +
1
2
f
a
f b
)(
2ηb + f
cχ
cb
+
1
2
|f |2ξ
b
)
+
1
2
f
a
(− 4ω − f · ζ)+ l.o.t.
and
g
(
Dλ−1e′4
(
f be′b
)
, e′a
)
= λ−1e′4(fa) + f
bg
(
Dλ−1e′4e
′
b, e
′
a
)
= λ−1e′4(fa)− f bg
(
Dλ−1e′4e
′
a, e
′
b
)
= ∇λ−1e′4fa.
We infer
2η′
a
= g
(
Dλ−1e′4e3, e
′
a
)
+ g
(
Dλ−1e′4
(
f be′b
)
, e′a
)− 1
2
|f |2λ−2ξ′a
= 2η
a
+∇λ−1e′4fa +
1
2
trχfa − 1
2
(a)trχ ?fa − 2ωfa + f cχ̂ca + faf bηb −
1
2
f
a
(f · ζ)
−1
2
|f |2λ−2ξ′a + l.o.t.
and hence
η′ = η +
1
2
∇λ−1e′4f +
1
4
trχf − 1
4
(a)trχ ?f − ωf + Err(η, η′),
Err(η, η′) =
1
2
f · χ̂+ 1
2
(f · η)f − 1
4
(f · ζ)f − 1
4
|f |2λ−2ξ′ + l.o.t.
as desired.
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A.8 Transformation formula for ω
Next, we have
4ω′ = g(De′4e
′
4, e
′
3) = −2e′4(log λ) + λg(Dλ−1e′4(λ−1e′4), λe′3)
= −2e′4(log λ) + λg
(
Dλ−1e′4(λ
−1e′4), e3 + f
ae′a −
1
4
|f |2λ−1e′4
)
= −2e′4(log λ) + λg
(
Dλ−1e′4(λ
−1e′4), e3
)
+ 2λ−1faξ′a
= −2e′4(log λ) + λg
(
Dλ−1e′4
(
e4 + f
beb +
1
4
|f |2e3
)
, e3
)
+ 2λ−1faξ′a
= −2e′4(log λ) + λg
(
Dλ−1e′4e4, e3
)
+ λf bg
(
Dλ−1e′4eb, e3
)
+ 2λ−1faξ′a.
We compute the terms on the right-hand side
g
(
Dλ−1e′4e4, e3
)
= g
(
De4+faea+ 14 |f |2e3e4, e3
)
= 4ω + 2f · ζ − |f |2ω
and
g
(
Dλ−1e′4eb, e3
)
= −g (Dλ−1e′4e3, eb) = −2ηb − f cχcb + l.o.t.
We infer
4λ−1ω′ = −2λ−1e′4(log λ) + g
(
Dλ−1e′4e4, e3
)
+ f bg
(
Dλ−1e′4eb, e3
)
+ 2λ−2faξ′a
= −2λ−1e′4(log λ) + 4ω + 2f · (ζ − η)− |f |2ω + f b
(
−f cχ
cb
)
+ 2λ−2faξ′a + l.o.t.
and hence
λ−1ω′ = ω − 1
2
λ−1e′4(log λ) +
1
2
f · (ζ − η) + Err(ω, ω′),
Err(ω, ω′) = −1
4
|f |2ω − 1
8
trχ|f |2 + 1
2
λ−2f · ξ′ + l.o.t.
as desired.
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A.9 Transformation formula for ω
Next, we have
4ω′ = g(De′3e
′
3, e
′
4) = 2e
′
3(log λ) + λ
−1g(Dλe′3(λe
′
3), λ
−1e′4)
= 2e′3(log λ)− λ−1g(Dλe′3(λ−1e′4), λe′3)
= 2e′3(log λ)− λ−1g
(
Dλe′3(λ
−1e′4), e3 + f
ae′a −
1
4
|f |2λ−1e′4
)
= 2e′3(log λ)− λ−1g
(
Dλe′3
(
e4 + f
aea +
1
4
|f |2e3
)
, e3
)
− 2faλ−1η′a
= 2e′3(log λ)− λ−1g
(
Dλe′3e4, e3
)− faλ−1g (Dλe′3ea, e3)− 2faλ−1η′a.
We compute
g
(
Dλe′3e4, e3
)
= g
(
D(1+ 12f ·f)e3+fbeb+ 14 |f |2e4
e4, e3
)
+ l.o.t.
= −4
(
1 +
1
2
f · f
)
ω + 2f bζb + |f |2ω + l.o.t.
and
fag
(
Dλe′3ea, e3
)
= fag
(
De3+fbebea, e3
)
+ l.o.t. = −2faξ
a
− faf bχ
ba
+ l.o.t.
and hence
λω′ =
1
2
λe′3(log λ)−
1
4
g
(
Dλe′3e4, e3
)− 1
4
fag
(
Dλe′3ea, e3
)− 1
2
faη′a
=
1
2
λe′3(log λ)−
1
4
(
−4
(
1 +
1
2
f · f
)
ω + 2f bζb + |f |2ω
)
−1
4
(
− 2faξ
a
− faf bχ
ba
)
− 1
2
faη′a + l.o.t.
Together with the above transformation formula for η′, we deduce
λω′ = ω +
1
2
λe′3(log λ)−
1
2
f · ζ − 1
2
f · η + Err(ω, ω′)
Err(ω, ω′) = f · f ω − 1
4
|f |2ω + 1
2
f · ξ + 1
8
(f · f)trχ+ 1
8
(f ∧ f) (a)trχ
−1
8
|f |2trχ− 1
4
λf · ∇′3f +
1
2
(f · f)(f · η′)− 1
4
|f |2(f · η′) + l.o.t.
as desired.
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A.10 Transformation formula for α
Next, we have
λ−2α′ab = R(e
′
a, e
′
4, e
′
b, e
′
4) = R
(
e′a, e4 + f
ceb +
1
4
|f |2e3, e′b, e4 + fded +
1
4
|f |2e3
)
= R(e′a, e4, e
′
b, e4) + f
cR
(
e′a, ec, e
′
b, e4
)
+ fdR
(
e′a, e4, e
′
b, ed
)
+
1
4
|f |2R
(
e′a, e3, e
′
b, e4
)
+
1
4
|f |2R
(
e′a, e4, e
′
b, e3
)
+ l.o.t.
= R(e′a, e4, e
′
b, e4) + f
cR
(
e′a, ec, e
′
b, e4
)
+ fdR
(
e′a, e4, e
′
b, ed
)
+
1
4
|f |2
(
R
(
ea, e3, eb, e4
)
+ R
(
ea, e4, eb, e3
))
+ f cfdR
(
ea, ec, eb, ed
)
+ l.o.t.
= R(e′a, e4, e
′
b, e4) + f
cR
(
e′a, ec, e
′
b, e4
)
+ fdR
(
e′a, e4, e
′
b, ed
)
− 1
2
|f |2ρδab− ∈ac∈bd f cfdρ+ l.o.t.
We have
R(e′a, e4, e
′
b, e4) = R
(
(ea +
1
2
f
a
f cec) +
1
2
fae3, e4, (eb +
1
2
f
b
fded) +
1
2
fbe3, e4
)
+ l.o.t.
= R
(
(ea +
1
2
f
a
f cec), e4, (eb +
1
2
f
b
fded), e4
)
+
1
2
faR(e3, e4, eb, e4
)
+
1
2
fbR(ea, e4, e3, e4
)
+
1
4
fafbR(e3, e4, e3, e4) + l.o.t.
= αab +
(
faβb + fbβa) + fafbρ+ l.o.t.
Also,
f cR
(
e′a, ec, e
′
b, e4
)
= f cR
(
ea +
1
2
fae3 +
1
2
fe4, ec, eb +
1
2
fbe3 +
1
2
f
b
e4, e4
)
+ l.o.t.
= f cR
(
ea, ec, eb, e4
)
+
1
2
f cfaR
(
e3, ec, eb, e4
)
+
1
2
f cfbR
(
ea, ec, e3, e4
)
+ l.o.t.
= − ∈ac ?βbf c + 1
2
f cfa
(
ρδcb − ?ρ ∈cb
)
+
1
2
f cfb
(
2 ∈ac ?ρ
)
+ l.o.t.
= − ?βb ?fa + 1
2
fafbρ+
1
2
fa
?fb
?ρ+ ?fa fb
?ρ+ l.o.t.
and,
fdR
(
e′a, e4, e
′
b, ed
)
= f cR
(
e′b, ec, e
′
a, e4
)
= − ?βa ?fb + 1
2
fbfaρ+
1
2
fb
?fa
?ρ+ ?fbfa
?ρ+ l.o.t.
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Consequently,
λ−2α′ab = R(e
′
a, e4, e
′
b, e4) + f
cR
(
e′a, ec, e
′
b, e4
)
+ fdR
(
e′a, e4, e
′
b, ed
)
− 1
2
|f |2ρ− ?fa ?fbρ
= αab +
(
faβb + fbβa) + fafbρ− ?βb ?fa + 1
2
fafbρ+
1
2
fa
?fb
?ρ+ ?fafb
?ρ
− ?βa ?fb + 1
2
fbfaρ+
1
2
fb
?fa
?ρ+ ?fbfa
?ρ− 1
2
|f |2ρδab + l.o.t.
= αab +
(
faβb + fbβa)−
(
?fa
?βb +
?fb
?βa) +
(
2fafb − ?fa ?fb − 1
2
|f |2δab
)
ρ
+
3
2
(
fa
?fb + fb
?fa)
?ρ+ l.o.t.
Since α is traceless, we infer
λ−2α′ = α + Err(α, α′)
Err(α, α′) =
(
f⊗̂β − ?f⊗̂ ?β) + (f⊗̂f − 1
2
?f⊗̂ ?f)ρ+ 3
2
(
f⊗̂ ?f) ?ρ+ l.o.t.
as desired.
A.11 Transformation formula for β
To derive the transformation formula for β we write
2λ−1β′a = R(e
′
a, e
′
4, e
′
3, e
′
4) = R
(
e′a, e4 + f
beb +
1
4
|f |2e3, e′3, e4 + f beb +
1
4
|f |2e3
)
= R(e′a, e4, e
′
3, e4) + f
bR
(
e′a, eb, e
′
3, e4
)
+ f bR
(
e′a, e4, e
′
3, eb
)
+
1
4
|f |2R(e′a, e3, e′3, e4) +
1
4
|f |2R(e′a, e4, e′3, e3) + f bf cR(e′a, eb, e′3, ec) + l.o.t.
= R(e′a, e4, e
′
3, e4) + f
bR
(
e′a, eb, e
′
3, e4
)
+ f bR
(
e′a, e4, e
′
3, eb
)
+ l.o.t.
We have,
R(e′a, e4, e
′
3, e4) = R
(
(δab +
1
2
f
a
fb)eb +
1
2
f
a
e4 +
1
2
fae3, e4, e
′
3, e4
)
+ l.o.t.
= R(ea, e4, e
′
3, e4) +
1
2
faR(e3, e4, e
′
3, e4) + l.o.t.
= 2
(
1 +
1
2
f · f
)
βa + f
bαab + 2faρ+ l.o.t.
= 2βa + 2faρ+ f
bαab + l.o.t.
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Since R
(
ea, eb, e3, e4
)
= 2 ∈ab ?ρ and R
(
ea, e4, eb, e3
)
= −ρδab− ∈ab ?ρ
f bR
(
e′a, eb, e
′
3, e4
)
= f bR
(
ea +
1
2
f
a
e4 +
1
2
fbe3, eb, e
′
3, e4
)
+ l.o.t. = f bR
(
ea, eb, e3, e4
)
+ l.o.t.
= 2 ?fa
?ρ+ l.o.t.
f bR
(
e′a, e4, e
′
3, eb
)
= −f bR(ea, e4, eb, e3) + l.o.t. = faρ+ ?fa ?ρ+ l.o.t.
Hence,
2β′a = R(e
′
a, e4, e
′
3, e4) + f
bR
(
e′a, eb, e
′
3, e4
)
+ f bR
(
e′a, e4, e
′
3, eb
)
+ l.o.t.
= 2βa + 2faρ+ f
bαab + 2
?fa
?ρ+ faρ+
?fa
?ρ+ l.o.t.
Therefore,
β′a = βa +
3
2
(
faρ+
?fa
?ρ
)
+ Erra(β, β
′)
Erra(β, β
′) =
1
2
f bαab + l.o.t.
as stated.
A.12 Transformation formula for ρ
We start with ρ. We have
4ρ′ = R(e′4, e
′
3, e
′
4, e
′
3)
= R
(
e′4, λ
−1
(
e3 + f
ae′a −
1
4
|f |2λ−1e′4
)
, e′4, e
′
3
)
= λ−1R (e′4, e3, e
′
4, e
′
3) + λ
−1faR (e′4, e
′
a, e
′
4, e
′
3)
= λ−1R
(
e′4, e3, e
′
4, λ
−1
(
e3 + f
ae′a −
1
4
|f |2λ−1e′4
))
+ faR
(
λ−1e′4, e
′
a, λ
−1e′4, λe
′
3
)
,
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and hence
4ρ′ = R
(
λ−1e′4, e3, λ
−1e′4, e3
)
+ faR
(
λ−1e′4, e3, λ
−1e′4, ea +
1
2
f
a
λ−1e′4 +
1
2
fae3
)
+faR
(
λ−1e′4, ea +
1
2
f
a
λ−1e′4 +
1
2
fae3, λ
−1e′4, λe
′
3
)
+ l.o.t.
= R
(
λ−1e′4, e3, λ
−1e′4, e3
)
+ faR
(
λ−1e′4, e3, λ
−1e′4, ea +
1
2
fae3
)
+faR
(
λ−1e′4, ea +
1
2
fae3, λ
−1e′4, λe
′
3
)
+ l.o.t.
= R
(
λ−1e′4, e3, λ
−1e′4, e3
)
+ faR
(
λ−1e′4, e3, λ
−1e′4, ea
)
+faR
(
λ−1e′4, ea, λ
−1e′4, λe
′
3
)
+ 4(f · f)ρ+ l.o.t.
We compute
R
(
λ−1e′4, e3, λ
−1e′4, e3
)
= R
(
e4 + f
aea, e3, e4 + f
beb, e3
)
= 4ρ+ faR (ea, e3, e4, e3) + f
bR (e4, e3, eb, e3) + l.o.t.
= 4ρ− 4f · β + l.o.t.,
faR
(
λ−1e′4, e3, λ
−1e′4, ea
)
= faR
(
e4 + f
beb, e3, e4 + f
cec, ea
)
+ l.o.t.
= faR (e4, e3, e4, ea) + f
af bR (eb, e3, e4, ea)
+faf cR (e4, e3, ec, ea) + l.o.t.
= 2f · β − faf b(−ρδba + ?ρ ∈ba) + 2faf c ∈ac ?ρ+ l.o.t.
= 2f · β + ρ(f · f)− 3 ?ρ(f ∧ f) + l.o.t.
and
faR
(
λ−1e′4, ea, λ
−1e′4, λe
′
3
)
= faR
(
e4 + f
beb, ea, e4 + f
cec, e3 + f
ded
)
= faR (e4, ea, e4, e3) + f
af bR (eb, ea, e4, e3)
+faf cR (e4, ea, ec, e3) + l.o.t.
= 2f · β + ρ(f · f)− 3 ?ρ(f ∧ f) + l.o.t.
We infer
4ρ′ = R
(
λ−1e′4, e3, λ
−1e′4, e3
)
+ faR
(
λ−1e′4, e3, λ
−1e′4, ea
)
+faR
(
λ−1e′4, ea, λ
−1e′4, λe
′
3
)
+ 4(f · f)ρ+ l.o.t.
= 4ρ+ 4f · β − 4f · β + 6ρ(f · f)− 6 ?ρ(f ∧ f) + l.o.t.
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and hence
ρ′ = ρ+ Err(ρ, ρ′),
Err(ρ, ρ′) = f · β − f · β + 3
2
ρ(f · f)− 3
2
?ρ(f ∧ f) + l.o.t.
as desired. Finally, the transformation formulas for α, β and ?ρ follow respectively from
the ones for α, β and ρ by symmetry consideration. This concludes the proof of Proposi-
tion 3.3.
B Proof of Proposition 6.5
B.1 Notations for differences
To compare the ninetets
N n,# =
(
U (n), S(n),
◦
λ n,#, fn,#, fn,#; C
(n)
0 ,M
(n)
0 , C
(n),p,M (n),p
)
we start by introducing notations for differences.
Recall the notations
◦
λ n+1,# =
( ◦
λ (n+1)
)#n
, fn+1,# =
(
f (n+1)
)#n
, fn+1,# =
(
f (n+1)
)#n
. (B.1)
We also introduce the operators,
curl (n) :=
(
curl S(n)
)#n
, div (n) :=
(
div S(n)
)#n
, ∆(n) :=
(
∆S(n)
)#n
, (B.2)
defined with respect to the pull back metric
g(n) := gS(n),#n , (B.3)
i.e. the pull back by Ψ(n) of the metric gS(n). We also introduce a notation for the area
radius and the Hawking mass of S(n)
r(n) := rS(n), m(n) := mS(n), (B.4)
as well as
F n+1,# := (
◦
λ n+1,#, fn+1,#, fn+1,#),
◦
b
n+1,#
:=
(◦
b (n+1)
)#n
. (B.5)
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We define the differences
(δf)(n+1) := fn+1,# − fn,#,
(δf)(n+1) := fn+1,# − fn,#,
(δ
◦
λ )(n+1) :=
◦
λ n+1,# −
◦
λ n,#,
(δ
◦
b )(n+1) :=
◦
b
n+1,#
−
◦
b
n,#
,
(B.6)
and
δC
(n+1)
0 := C˙
(n+1)
0 − C˙
(n)
0 ,
δC(n+1),p := C˙
(n+1),p − C˙(n),p,
δM (n+1) := M˙
(n+1)
0 − M˙ (n)0 ,
δM (n+1),p := M˙ (n+1),p − M˙ (n),p.
(B.7)
B.2 Comparison results for iterates
Proposition B.1. Recall that the sequence U (n) satisfies, in view of (6.38),∥∥(U (n), S(n))∥∥
hsmax+1(
◦
S)
. r
◦
δ
uniformly in n. The following estimates hold true.
1. We have, relative to the coordinates y1, y2 on
◦
S,∣∣∣g(n)ab − g(n−1)ab ∣∣∣ . ∥∥(δU (n), δS(n))∥∥h3(◦S).
2. For every f ∈ Sk(S) we have,
‖f#‖
L2(
◦
S,g(n))
= ‖f#‖
L2(
◦
S,g(n−1))
(
1 +O(r−2
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
)
. (B.8)
3. As a corollary of (B.8) (choosing f = 1) we deduce
r(n)
r(n−1)
= 1 +O(r−2
∥∥(U (n), S(n))∥∥
h3(
◦
S)
), (B.9)
where r(n) is the area radius of S(n) and r(n−1) that of S(n− 1).
127
4. We have
|m(n) −m(n−1)| . r−1∥∥(U (n), S(n))∥∥
h3(
◦
S)
(B.10)
where m(n) is the Hawking mass of S(n) and m(n−1) is the Hawking mass of S(n−1).
5. We have ∑
a,b,c=1,2
∥∥∥(Γ(n))cab − (Γ(n−1))cab∥∥∥
h2(
◦
S)
.
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
(B.11)
where Γ(n), Γ(n−1) denote the Christoffel symbols of the metrics g(n), g(n−1) relative
to the coordinates y1, y2 on
◦
S and hk(
◦
S) the Sobolev spaces w.r.t. the metric
◦
g.
6. We have for every F ∈ Sk(
◦
S), for all k ≤ smax,∥∥∥F∥∥∥
hk(
◦
S,g(n))
=
∥∥∥F∥∥∥
hk(
◦
S,g(n−1))
(
1 +O(r−1
◦
δ)
)
. (B.12)
7. We have for every F ∈ Sk(R), for all k ≤ 2,∥∥∥F#n − F#n−1∥∥∥
hk(
◦
S)
. r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
sup
R
|d≤k+1F |. (B.13)
Proof. The proof follows by a simple adaptation of the proofs of Lemma 5.7, Lemma 5.8,
Proposition 5.9 and Corollary 5.17.
B.3 Equations for (δf)(n+1), (δf)(n+1), (δ
◦
λ )(n+1)
Lemma B.2. The quantities (δf)(n+1), (δf)(n+1), (δ
◦
λ )(n+1) verify the following system
curl (n)(δf)(n+1) = (δh1)
(n),
curl (n)(δf)(n+1) = (δh1)
(n),
(B.14)
div (n)(δf)(n+1) +
2
r(n)
(δ
◦
λ )(n+1) − 2
(r(n))2
(δ
◦
b )(n+1) = (δh2)
(n),
div (n)(δf)(n+1) +
2
r(n)
(δ
◦
λ )(n+1) +
2
(r(n))2
(δ
◦
b )(n+1) = δC
(n+1)
0 +
∑
p
δC(n+1),pJ (p)
+ (δh2)
(n),
(B.15)
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(
∆(n) +
2
(r(n))2
)
(δ
◦
λ )(n+1) = δM
(n+1)
0 +
∑
p
δM (n+1),pJ (p) + (δh3)
(n)
+
1
2r(n)
(
δC
(n+1)
0 +
∑
p
δC(n+1),pJ (p)
)
,
(B.16)
∆(n)(δ
◦
b )(n+1) − 1
2
div (n)
(
(δf)(n+1) − (δf)(n+1)
)
= (δh4)
(n),
(δ
◦
b )(n+1)
◦
S,#
= (δb0)
(n),
(B.17)
and,
(div (n)(δf)(n+1))`=1 = (δΛ)
(n), (div (n)(δf)(n+1))`=1 = (δΛ)
(n), (B.18)
where (δh1)
(n), (δh2)
(n), (δh3)
(n), (δh4)
(n), (δh1)
(n), (δh2)
(n) and (δb0)
(n) are given by
(δh1)
(n) = −δErr1[F (n),#]−
(
curl (n) − curl (n−1))fn,#,
(δh1)
(n) = −δErr1[F (n),#]−
(
curl (n) − curl (n−1))fn,#, (B.19)
(δh2)
(n) = −
(
2
r(n)
− 2
r(n−1)
) ◦
λ n,# +
(
2
(r(n))2
− 2
(r(n−1))2
) ◦
b n,#
−
(
κ#n−1 − 2
r(n)
)
(δ
◦
λ )(n) −
(
κ#n−1 − κ#n−2 − 2
r(n)
+
2
r(n−1)
) ◦
λ n−1,#
− (κ˙#n − κ˙#n−1)− (div (n) − div (n−1))fn,#
− δErr1[F (n),#]−
(
2(r#n − r(n))2
r#n(r(n))2
− 2(r
#n−1 − r(n−1))2
r#n−1(r(n−1))2
)
,
(δh2)
(n) = −
(
2
r(n)
− 2
r(n−1)
) ◦
λ n,# −
(
2
(r(n))2
− 2
(r(n−1))2
) ◦
b n,#
+
(
κ#n−1 +
2
r(n)
)
(δ
◦
λ )(n) +
(
κ#n−1 − κ#n−2 + 2
r(n)
− 2
r(n−1)
) ◦
λ n−1,#
− (κ˙#n − κ˙#n−1)+ ( 4m(n)
(r(n))2
− 4m
(n−1)
(r(n−1))2
)
−
(
4m#n
(r#n)2
− 4m
#n−1
(r#n−1)2
)
− (div (n) − div (n−1))fn,# − δErr1[F (n),#]
+
(
2(r#n − r(n))2
r#n(r(n))2
− 2(r
#n−1 − r(n−1))2
r#n−1(r(n−1))2
)
,
(B.20)
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(δh3)
(n) = −
(
2
(r(n))2
− 2
(r(n−1))2
) ◦
λ
n,#
−
(
V #n − 2
(r(n))2
)
(δ
◦
λ )(n+1)
−
(
V #n − V #n−1 − 2
(r(n))2
+− 2
(r(n−1))2
) ◦
λ
n−1,#
− (µ˙#n − µ˙#n−1)+ ( 2m(n)
(r(n))3
− 2m
(n−1)
(r(n−1))3
)
−
(
2m#n
(r#n)3
− 2m
#n−1
(r#n−1)3
)
+
[(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
(n)
r(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
r(n)
− 2
r
− κ˙
)
− 1
2r(n)
(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)]#n
−
[(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
(n−1)
r(n−1)
+ C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
r(n−1)
− 2
r
− κ˙
)
− 1
2r(n−1)
(
C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n−1),p
)]#n−1
− (∆(n) −∆(n−1)) ◦λ n,# + δErr2[F (n),#],
(B.21)
(δh4)
(n) = div (n−1)
(
2m#n
r#n
(δf)(n) +
(
2m#n
r#n
− 2m
#n−1
r#n−1
)
fn−1,# + δErr1[F (n),#]
)
+ (div (n−1) − div (n−2))
(
2m#n−1
r#n−1
fn−1,# + Err1[F (n),#]
)
− (∆(n) −∆(n−1))◦b n,# + 1
2
(
div (n) − div (n))(fn,# − fn,#),
(δb0)
(n) =
(
rS(n) − rS(n−1)
)
−
(
r(n) − r(n−1)
)
+
◦
b
n,#
(
◦
S,g(n−1))
−
◦
b
n,#
(
◦
S,g(n))
,
(B.22)
and where (δΛ)(n) and (δΛ)(n) are given by
(δΛ)(n) =
∫
◦
S
[
(div (n) − div (n−1))fn,#J (p)dag(n)
]
+
∫
◦
S
[
div (n−1)fn,#J (p)
(
dag(n) − dag(n−1)
)]
,
(δΛ)(n) =
∫
◦
S
[
(div (n) − div (n−1))fn,#J (p)dag(n)
]
+
∫
◦
S
[
div (n−1)fn,#J (p)
(
dag(n) − dag(n−1)
)]
.
(B.23)
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Proof. The proof follows by pulling back the system (6.24)-(6.26), (6.27) on
◦
S and then
taking differences on
◦
S between successive iterates.
B.4 Estimates for (δf)(n+1), (δf)(n+1), (δ
◦
λ )(n+1)
In view of Lemma B.2, ((δf)(n+1), (δf)(n+1), (δ
◦
λ )(n+1)) satisfy the assumptions of Corollary
5.13. As a consequence, the following a priori estimates are verified
‖((δf)(n+1), (δf)(n+1),
­
(δ
◦
λ )(n+1)
◦
S,g(n)
)‖
h3(
◦
S)
+
∑
p
(
r2| δC(n+1),p|+ r3| δM (n+1),p|
)
. r‖( ­(δh1)(n) ◦S,g(n) , ­(δh1)(n) ◦S,g(n) , ­(δh2)(n) ◦S,g(n) , ­(δh2)(n) ◦S,g(n))‖h2(◦S)
+r2‖­(δh3)(n) ◦S,g(n)‖
h1(
◦
S)
+ r‖­(δh4)(n) ◦S,g(n)‖
L2(
◦
S)
+ |(δΛ)(n)|+ |(δΛ)(n)|, (B.24)
and
r2| δC(n+1)0 |+ r3| δM (n+1)0 |+ r
∣∣∣(δ ◦λ )(n+1)
◦
S,g(n)∣∣∣
. r‖( ­(δh1)(n) ◦S,g(n) , ­(δh1)(n) ◦S,g(n) , (δh2)(n), (δh2)(n))‖L2(◦S) + r2‖(δh3)(n)‖L2(◦S)
+r‖­(δh4)(n) ◦S,g(n)‖
L2(
◦
S)
+ |(δΛ)(n)|+ |(δΛ)(n)|+ |(δb0)(n)|. (B.25)
Next, we estimate each term in the RHS of (B.24) and (B.25). In view of the definition
(B.19) of (δh1)
(n) and (δh1)
(n), Proposition B.1, and the uniform in n bound (6.38), we
have
r‖( ­(δh1)(n) ◦S,g(n) , ­(δh1)(n) ◦S,g(n))‖h2(◦S)
.
◦
δ
(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
. (B.26)
Next, in view of the definition (B.20) of (δh2)
(n) and (δh2)
(n), Proposition B.1, and the
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uniform in n bound (6.38), we have
r‖( ­(δh2)(n) ◦S,g(n) , ­(δh2)(n) ◦S,g(n))‖h2(◦S)
.
◦
δ|r(n) − r(n−1)|+
◦
δ|r(n−1) − r(n−2)|+ r−2‖r#n − r#n−1‖
h2(
◦
S)
+r−1‖m#n −m#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+
◦

(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
and
r‖((δh2)(n), (δh2)(n))‖L2(◦S)
. |m(n) −m(n−1)|+ (r−1 +
◦
δ)|r(n) − r(n−1)|+
◦
δ|r(n−1) − r(n−2)|+ r−2‖r#n − r#n−1‖
h2(
◦
S)
+r−1‖m#n −m#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+
◦

(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
.
Using Proposition B.1 and A1, we deduce
r‖( ­(δh2)(n) ◦S,g(n) , ­(δh2)(n) ◦S,g(n))‖h2(◦S)
. (r−1 + ◦)
(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
,(B.27)
and
r‖((δh2)(n), (δh2)(n))‖L2(◦S)
. r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
+ (r−1 +
◦
)‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
. (B.28)
Next, we estimate (δh3)
(n). First, we have in view of the definition (B.21) of (δh3)
(n),
(δh3)
(n) = −
(
2
(r(n))2
− 2
(r(n−1))2
) ◦
λ
n,#
−
(
V #n − 2
(r(n))2
)
(δ
◦
λ )(n+1)
−
(
V #n − V #n−1 − 2
(r(n))2
+− 2
(r(n−1))2
) ◦
λ
n−1,#
− (µ˙#n − µ˙#n−1)+ ( 2m(n)
(r(n))3
− 2m
(n−1)
(r(n−1))3
)
−
(
2m#n
(r#n)3
− 2m
#n−1
(r#n−1)3
)
+ (δh3)
(n)
0 −
(
∆(n) −∆(n−1)) ◦λ n,# + δErr2[F (n),#],
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where (δh3)
(n)
0 is given by
(δh3)
(n)
0 :=
[(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
(n)
r(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
r(n)
− 2
r
− κ˙
)
− 1
2r(n)
(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)]#n
−
[(
ω +
1
4
κ
)(
2Υ
r
− 2Υ
(n−1)
r(n−1)
+ C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n),p − κ˙
)
−
(
ω +
1
4
κ
)(
2
r(n−1)
− 2
r
− κ˙
)
− 1
2r(n−1)
(
C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n−1),p
)]#n−1
.
In view of (6.31), we infer
(δh3)
(n)
0 =
[(
1
2r
− 1
2r(n)
)(
C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
+
2m(n)
r(r(n))2
− 2m
r2r(n)
+
(
ω +
1
4
(
κ− 2
r
))(
2Υ
r
− 2Υ
(n)
r(n)
+ C˙
(n)
0 +
∑
p
C˙
(n),p
JS(n),p
)
−
(
ω +
1
4
(
κ+
2Υ
r
))(
2
r(n)
− 2
r
)
−
(
ω +
1
4
κ
)
κ˙+
(
ω +
1
4
κ
)
κ˙
]#n
−
[(
1
2r
− 1
2r(n−1)
)(
C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n−1),p
)
+
2m(n−1)
r(r(n−1))2
− 2m
r2r(n−1)
+
(
ω +
1
4
(
κ− 2
r
))(
2Υ
r
− 2Υ
(n−1)
r(n−1)
+ C˙
(n−1)
0 +
∑
p
C˙
(n−1),p
JS(n−1),p
)
−
(
ω +
1
4
(
κ+
2Υ
r
))(
2
r(n−1)
− 2
r
)
−
(
ω +
1
4
κ
)
κ˙+
(
ω +
1
4
κ
)
κ˙
]#n−1
.
Coming back to (δh3)
(n), using Proposition B.1 and the uniform in n bound (6.38), we
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have
r2‖­(δh3)(n) ◦S,g(n)‖
h1(
◦
S)
. (r−1 + ◦)
[
|r(n) − r(n−1)|+ |r(n−1) − r(n−2)|+ r−1‖r#n − r#n−1‖
h2(
◦
S)
]
+r−1‖m#n −m#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+r2‖µ˙#n − µ˙#n−1‖
h2(
◦
S)
+ ‖ω#n − ω#n−1‖
h2(
◦
S)
+
◦

(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
and
r2‖(δh3)(n)‖
L2(
◦
S)
. |m(n) −m(n−1)|+ (r−1 + ◦)
[
|r(n) − r(n−1)|+ |r(n−1) − r(n−2)|+ r−1‖r#n − r#n−1‖
h2(
◦
S)
]
+r−1‖m#n −m#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+ r‖κ˙#n − κ˙#n−1‖
h2(
◦
S)
+r2‖µ˙#n − µ˙#n−1‖
h2(
◦
S)
+ ‖ω#n − ω#n−1‖
h2(
◦
S)
+
◦

(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
.
Using Proposition B.1 and A1, we deduce
r2‖­(δh3)(n) ◦S,g(n)‖
h1(
◦
S)
. (r−1 + ◦)
(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
, (B.29)
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and
r2‖(δh3)(n)‖
L2(
◦
S)
. r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
+ (r−1 +
◦
)‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
. (B.30)
The estimates for (δh4)
(n) and (δb0)
(n), (δΛ)(n) and (δΛ)(n) are similar and in fact easier.
We obtain for those quantities
r‖­(δh4)(n) ◦S,g(n)‖
L2(
◦
S)
+ |(δΛ)(n)|+ |(δΛ)(n)|
. (r−1 + ◦)
(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
,(B.31)
and
|(δb0)(n)| . r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
+ (r−1 +
◦
)‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
. (B.32)
Gathering the above estimates for (δh1)
(n), (δh2)
(n), (δh3)
(n), (δh4)
(n), (δh1)
(n), (δh2)
(n),
(δb0)
(n), (δΛ)(n) and (δΛ)(n), and plugging in (B.24) (B.25), we infer
‖((δf)(n+1), (δf)(n+1),
­
(δ
◦
λ )(n+1)
◦
S,g(n)
)‖
h3(
◦
S)
+
∑
p
(
r2| δC(n+1),p|+ r3| δM (n+1),p|
)
. (r−1 + ◦)
(
‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+ r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
, (B.33)
and
r2| δC(n+1)0 |+ r3| δM (n+1)0 |+ r
∣∣∣(δ ◦λ )(n+1)
◦
S,g(n)∣∣∣
. r−1
∥∥(δU (n), δS(n))∥∥
h3(
◦
S)
+ (r−1 +
◦
)‖((δf)(n), (δf)(n), (δ
◦
λ )(n))‖
h3(
◦
S)
+r2
◦

(
|δC˙(n)0 |+
∑
p
|δC˙(n),p|
)
. (B.34)
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B.5 Equations for δU (n+1), δS(n+1)
According to (6.34) we have
◦
∆U (n+1) =
◦
div
(
(U(f (n+1), f (n+1),Γ))#n
)
,
◦
∆S(n+1) =
◦
div
(
(S(f (n+1), f (n+1),Γ))#n
)
,
U (n+1)(South) = S(n+1)(South) = 0.
Introducing
δU (n+1) = U (n+1) − U (n), δS(n+1) = S(n+1) − S(n),
we find,
◦
∆δU (n+1) =
◦
div
((
U(f (n+1), f (n+1),Γ)
)#n − (U(f (n), f (n),Γ))#n−1),
◦
∆δS(n+1) =
◦
div
((
S(f (n+1), f (n+1),Γ)
)#n − (S(f (n), f (n),Γ))#n−1),
or, setting
U (n+1) = U(f (n+1), f (n+1),Γ), U (n) = U(f (n), f (n),Γ),
S(n+1) = S(f (n+1), f (n+1),Γ), S(n) = S(f (n), f (n),Γ),
we write,
◦
∆δU (n+1) =
◦
div
((U (n+1))#n − (U (n))#n−1),
◦
∆δS(n+1) =
◦
div
((S(n+1))#n − (S(n))#n−1).
By elliptic estimates we deduce,
r−1‖(δU (n+1), δS(n+1)‖
h3(
◦
S)
.
∥∥∥(U (n+1))#n − (U (n))#n−1∥∥∥
h2(
◦
S)
+
∥∥∥(S(n+1))#n − (S(n))#n−1∥∥∥
h2(
◦
S)
.
In view of the definition of U(f, f ,Γ) and S(f, f ,Γ), see (5.30) (5.31), we infer
r−1‖(δU (n+1), δS(n+1)‖
h3(
◦
S)
. ‖((δf)(n), (δf)(n))‖
h2(
◦
S)
. (B.35)
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We are now in position to conclude the proof of Proposition 6.5. We decompose N n,# as
N n,# = N n,#1 +N n,#2 +N n,#3 , (B.36)
where
N n,#1 :=
(~◦
λ n,#
◦
S,g(n)
, fn,#, fn,#, C(n),p,M (n),p
)
,
N n,#2 :=
( ◦
λ n,#
◦
S,g(n)
, C
(n)
0 ,M
(n)
0
)
,
N n,#3 :=
(
U (n), S(n)
)
.
Then, (B.33), (B.34) and (B.35) yield
‖N n+1,#1 −N n,#1 ‖3,◦S . (r
−1 +
◦
)‖N n,# −N n−1,#‖
3,
◦
S
,
‖N n+1,#2 −N n,#2 ‖3,◦S . ‖N
n,#
3 −N n−1,#3 ‖3,◦S + (r
−1 +
◦
)‖N n,# −N n−1,#‖
3,
◦
S
,
‖N n+1,#3 −N n,#3 ‖3,◦S . ‖N
n,#
1 −N n−1,#1 ‖3,◦S.
In view of (B.36), we infer
‖N n+1,# −N n,#‖
3,
◦
S
. (r−1 + ◦)
[
‖N n,# −N n−1,#‖
3,
◦
S
+ ‖N n−1,# −N n−2,#‖
3,
◦
S
+‖N n−2,# −N n−3,#‖
3,
◦
S
]
as desired. This concludes the proof of Proposition 6.5.
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