10 1. Plant functional traits are increasingly being used to infer mechanisms about community 11 assembly and predict global change impacts. Of the several approaches that are used to analyze 12 trait-environment relationships, one of the most popular is community-weighted means (CWM), 13 in which species trait values are averaged at the site level. Other approaches that do not require 14 averaging are being developed, including multilevel models (MLM, also called generalized 15 linear mixed models). However, relative strengths and weaknesses of these methods have not 16 been extensively compared. 17 2. We investigated three statistical models for trait-environment associations: CWM, a MLM in 18 which traits were not included as fixed effects (MLM1), and a MLM with traits as fixed effects 19 (MLM2). We analyzed a real plant community dataset to investigate associations between two 20 traits and one environmental variable. We then analyzed permutations of the dataset to 21 investigate sources of type I errors, and performed a simulation study to compare the statistical 22 power of the methods. 23 3. In the analysis of real data, CWM gave highly significant associations for both traits, while 24 MLM1 and MLM2 did not. Using P-values derived by simulating the data using the fitted 25 MLM2, none of the models gave significant associations, showing that CWM had inflated type I 26 errors (false positives). In the permutation tests, MLM2 performed the best of the three 27 approaches. MLM2 still had inflated type I error rates in some situations, but this could be 28 corrected using bootstrapping. The simulation study showed that MLM2 always had as good or 29 better power than CWM. These simulations also confirmed the causes of type I errors from the 30 permutation study. 31 Miller et al. 3 4. The MLM that includes main effects of traits (MLM2) is the best method for identifying trait-32 environmental association in community assembly, with better type I error control and greater 33 power. Analyses that regress CWMs on continuous environmental variables are not reliable 34 because they are likely to produce type I errors. 35 36 Key-words 37 Community assembly, ecological community, environmental gradients, linear mixed models, 38 Whittaker Siskiyou Mountains data 39 40 developed, but there has been little comparison of different methods and their relative strengths 54 Miller et al. 4 and weaknesses. To ensure their reliability, methods should be compared for standard statistical 55 properties such as type I error control and statistical power. 56 One of the most common approaches for analyzing trait-environment relationships is to 57 use a "community-weighted mean" (CWM; Ricotta and Moretti 2011), which is the average of 58 all trait values at each site, weighted by species abundance. A recent "trait-based ecology" 59 review highlights the common usage of the CWM (Funk et al. 2017). Indeed, we found 188 60 papers in the peer-reviewed literature (Web of Knowledge, 7 March 2017, papers that contain the 61 term "community-weighted mean*" as topics). One appeal of the CWM approach is that 62 relationships between CWM values and environmental gradients can be analyzed using simple 63 regression. However, CWM reduces a large amount of data to a single trait value at each site, 64 which raises concerns about possible loss of statistical power, since statistical power is related to 65 sample size. Furthermore, because multiple sites contain the same species, CWM values for 66 different sites along the gradient are not independent, and the loss of species-level information 67 makes it impossible to account for this non-independence in statistical analyses. Typical CWM 68 analyses ignore this non-independence, which is likely to cause problems with type I error 69 control (Ives & Zhu 2011). 70 An alternative approach to CWMs is multilevel models (MLM, also known as linear 71 mixed models; Pollock et al. 2012; Jamil et al. 2013). In this approach, the occurrence (1 or 0) or 72 abundance of each of n species in each of m sites is used as the response variable. Each species × 73 site combination is assigned a species-level trait and a site-level environmental variable. The test 74 for functional traits being associated with environmental gradients involves the trait-by-75 environment interaction. Because the n × m species-site data points are not independent (because 76 species occur at multiple sites), random effects for species are included to allow species to have 77 Miller et al. 5 unique responses to the environmental gradients. Thus, unlike CWM, MLMs explicitly account 78
Introduction 41
Analyzing plant functional traits is an increasingly popular approach for understanding plant 42 community assembly (Cornwell & Ackerly 2015; Funk et al. 2017) . Functional traits are 43 relatively easy-to-measure characteristics of plants representing key life history processes that 44 are difficult to measure directly (Lavorel & Garnier 2002; Reich 2014) . Functional traits may 45 facilitate understanding mechanisms by which community composition responds to 46 environmental gradients and thus provide inference beyond species-focused investigations of 47 community assembly processes (Lavorel & Garnier 2002; Funk et al. 2017) . However, testing 48 how community-level functional traits vary in response to ecological gradients poses an 49 analytical challenge, since environmental gradients are measured at the plot or site level 50 (hereafter site) and functional traits are often measured at the species level. This means that 51 somehow, values of functional traits for many species must be integrated and compared to single 52 environmental variable values. Several statistical approaches to this challenge have been 53 126 MLM1 is the multilevel model proposed by Pollock et al. (2012) . MLMs use long-form 127 community data, with a separate row i for each potential species-site combination. We 128 formulated MLM1 for binomial data, with the abundance of each species taking a value from 0 129 to 100 in each site. The MLM is thus a logit-normal binomial generalized linear mixed model 130 Here, Y i (Y i = 0, …, 100) is the observed abundance for each of the i = n × m species-site data 139 rows. Following the convention of multilevel models (Gelman & Hill, 2007) , the functions spp[i] 140 and site[i] map row i onto the corresponding species and sites, so that trait spp[i] gives the trait 141 (C:N or Height) of the species in row i and env site[i] gives the topographic moisture index. The 142 fixed effect α gives the overall average abundance of species among sites, and the fixed effect β 1 143
gives the mean response to the environmental gradient env. Random effect a spp [i] allows different 144 species to have different overall abundance, and random effect c spp [i] allows different species to 145 have different responses to TMG (environmental gradient). Random effect e gives observation-level variance which accounts for greater-than-binomial variance in the observations. The 147 association between traits and the environmental gradient (topographic moisture gradient here) is 148 given by the fixed effect β 12 , and this is the target of statistical testing. 149
150 Multi-level model with fixed traits (MLM2) 151 MLM2 is similar to MLM1 but follows Jamil et al. (2013) by including an additional 152 fixed effect β 2 for traits on mean species abundance and an additional random effect for site: 153 (3) permuting species composition along with their traits among sites while maintaining site-179 level species richness ( Fig 1D) . 180 181 Each permutation randomizes the association between traits and environmental gradient, but they 182 differ what characteristics of the communities they preserve. For example, the first permutation 183 breaks down the association between traits and environmental gradient while preserving any 184 association between the environment and species richness, and also any non-random association 185 of species with the environment. The ideal statistical test, when applied to data generated by all 186 three of these permutations, would show correct type I errors, rejecting the null hypothesis of no 187 association at the nominal alpha significance level. If one or more of these permutations 188 generates inflated type I errors, we can compare them to identify the source of inflated type I 189 error. 190 Of the three permutations, the first permutation corresponds to the null hypothesis that is 191 generally being tested in studies using CWM: the functional traits do not explain the relative 192
Results 240
Observed data 241
In tests of association between TMG and both functional traits (C:N and Height), the 242 relationships between the environmental variable and traits in the CWM model were highly 243 significant, while the MLM1 and MLM2 tests were not (Table 1 , S1-S3). Multivariate 244 formulations of MLM1 and MLM2 were qualitatively similar to univariate formulations ( Table  245 S4). This contrast between CWM and multilevel models begs the question of which is correct, so 246 we simulated data with the fitted MLM2 (including the estimate of the trait-by-environment 247 interaction β 12 ) 1000 times and refit each model. The distribution of the resulting 1000 trait-by-248 environment coefficients (slopes for CWM and β 12 for MLM1 and MLM2) was then used to 249 calculate confidence intervals. We simulated data using MLM2 because this model fit the data 250 better than MLM1 (likelihood ratio test, χ 2 2 = 66, P << 0.0001). Note that for MLM2, this 251 simulation procedure is a parametric bootstrap for tests of the model coefficients. For MLM1 and 252 MLM2 the simulated P-values were close to the P-values calculated from the GLMMs, but for 253 CWM the simulated P-values were much higher and non-significant. This implies that CWM 254 results for the real dataset were false positives and that CWM has very poor type I error control. 255
256
Permutations 257
We performed three permutations to identify the source of poor type I error control in the 258 CWM model and also evaluate the performance of MLM1 and MLM2. Permutation (1) of traits 259 among species yielded highly inflated type I error rates for the CWM model: the null hypothesis 260 was rejected 38% and 39% of the time at the alpha significance level of 0.05 for both traits (C:N 261 Miller et al. 13 and Height). In contrast, both the MLM1 and MLM2 models rejected considerably less than 5% 262 of the permuted datasets. For permutation (2) of the environmental variable among sites, CWM 263 regression yielded good type I error control. However, the MLM1 and to a lesser extent MLM2 264 models had inflated type I error rates for C:N. For permutation (3) of species (and their traits) 265 among sites, the CWM model had good type I error control, while both the MLM1 and MLM2 266 models rejected the null hypothesis considerably less frequently than they should. Multivariate 267 tests with the MLM1 and MLM2 models that contained both traits yielded qualitatively similar 268 results to the univariate formulations (Table S5 ). In summary, the CWM model had very poor 269 type I error control under permutation (1), MLM1 and to a lesser extent MLM2 models had poor 270 type I error control under permutation (2), and all models had good type I error control under 271 permutation (3). 272
Permutation (1) of traits among species should yield random data with respect to the null 273 hypothesis of no trait-by-environment association, yet CWM rejects this null hypothesis for the 274 permutation datasets far too often. The poor type I error control of CWM is caused by the lack of 275 independence of CWM values among sites that contain the same species. Some species occur in 276 many sites (Fig. 2) , and therefore the sites where they occur are more likely to have the same 277 CWM values. This is exacerbated by a few species having very high mean abundances, and these 278 species will contribute more heavily to the CWM values ( Fig. 2) . From the permutation datasets, 279 we calculated the correlation among CWM values between sites. For permutation (1) of traits 280 among species, the correlations of CWM were predominantly positive and increased for pairs of 281 sites that shared a greater proportion of their species, indicating that the non-independence is 282 driven by sites sharing the same species. In contrast, for permutation (2) of environments among 283 sites and permutation (3) of species among sites, the correlations were on average zero and were never strongly positive or negative. This independence of CWM values under permutations (2) 285 and (3) To test the statistical power of the different modeling approaches, we designed the 289 simulation study to correspond to the permutation study. In simulation (i), trait values of a 290 species did not affect its mean abundance among sites (Eq. 3, β 2 = 0), yet species differed in 291 overall abundance (σ a > 0) and in their response to the environment in sites (σ c > 0). CWM had 292 very high type I rejection rates, while MLM1 and MLM2 had acceptable if low type I error rates 293 ( Fig. 3 ). These results are consistent with permutation (1). In this simulation, variation among 294 species in either overall abundance or their response to the environment will cause the CWM 295 values among sites to be non-independent. For example, if there is a species that has high 296 abundance at high TMG values, then its trait value will weight heavily in CWMs for sites at the 297 high end of TMG. If another species has high abundance at low TMG values, its trait value will 298 weight heavily at the other end of TMG. This non-independence will then increase the chances 299 of a large slope of CWM against TMG. Because the simple regression of CWM against the 300 environmental gradient does not account for this non-independence, the test statistic assumes less 301 variation in the slope and hence is more likely to incorrectly reject the null hypothesis of slope = 302 0. 303
In simulation (ii), there is no random variation in species mean abundance (σ a = 0) and 304 species do not differ in their responses to the environment (σ c = 0), yet species trait values affect 305 mean species abundances (β 2 > 0). In this case, CWM values among sites are close to 306 independent, because even though they might contain the same species, all species are similar to 307 Miller et al. 15 each other. However, MLM1 has poor type I error control. MLM1 does not include a term for a 308 possible effect of traits on the mean abundance of species. Therefore, if there is an effect of traits 309 on mean abundances, then the resulting variance is forced on the environment-by-trait interaction 310 (Eq. 2, β 12 ) because this is the only term in the model that contains a trait effect. In principle, this 311 variation could be absorbed into the random effect a for differences among species in mean 312 abundance that do not depend on trait values. However, in practice this did not happen for 313 simulations based on this dataset. In contrast to the MLM1 model, the MLM2 model had type I 314 error rates below the alpha significance level of 0.05. Despite this, the type I error rate increased 315 rapidly with increases in β 12 , showing that MLM2 had considerably higher statistical power than 316 the CWM model. 317
In simulation (iii), species have the same mean abundances (β 2 = 0, σ a = 0) and the same 318 response to the environment (σ c = 0). In this case, all three methods performed similarly. The 319 MLM1 and MLM2 models had low type I error rates and, as a consequence, had slightly lower 320 statistical power than the CWM model. values are not independent among sites. This lack of independence in CWM values is caused by 331 species occurring in more than one site. If, for example, a species is common (and therefore 332 weights heavily in the CWM) at several sites that occur at one end of the environmental gradient, 333 then whatever trait value this species has will have high influence on the slope of the CWM 334 regression. Because the CWM regression does not take into account the lack of independence 335 among CWM values, it will ascribe greater significance to the regression slope than appropriate. 336
The MLM that does not contain traits as fixed (or random) effects (MLM1) also exhibits 337 inflated type I error rates. This occurs when species mean abundances across all sites are not 338 independent of their trait values (permutation 2, simulation ii). Because MLM1 does not account 339 for this variation in overall mean abundances, it attributes the variation to the only term in the 340 model that contains trait values, the trait-by-environment interaction term. If species are 341 distributed among sites independently of the environmental gradient and have abundances that 342 are independent of their trait values (permutation 3, simulation iii)-a situation that would be 343 unlikely in real datasets-then all three methods show appropriate type I error rates. Because 344 MLM2 is as good as or substantially better than the other approaches in all permutation and 345 situation studies, we recommend it for general use in studies of trait-environment interactions. 346
The simulation study makes it possible to compare the power of the methods to detect 347 trait-by-environment interactions when they have acceptable type I error control (Fig. 3) . In 348 simulation (iii), all three methods had similar power. In simulation (i) in which traits did not 349 affect the overall abundance of species, MLM1 and MLM2 had similar power (while CWM had 350 unacceptable type I error control). In simulation (ii) in which species did not have species-351 specific variation in responses to the environmental gradient, MLM2 had much higher power species abundances, and it consequently had good type I error control in simulation (ii). MLM2 360 still had slightly inflated type I error rates in permutation (2) for one trait (C:N in Table 2 ). Also, 361 in permutations and simulations both MLM1 and MLM2 often had rejection rates that were 362 below the 5% expected with a alpha confidence level of 0.05; these low rejection rates will 363 decrease the power of the tests, but they will not lead to false claims of significance. We suspect 364 that the source of low rejection rates is the nonlinearity of the link function used for the GLMMs 365 and the difficulty this poses for estimating an interaction term. In linear mixed models (LMMs), 366 if the interaction term is zero, the slopes corresponding to two predictor variables do not change; 367 therefore, a non-zero interaction term is the only source of changes in slopes. In the logit-normal 368 binomial MLM1 and MLM2, slopes change at different values of an independent variable 369 (environment or trait values) even if there is no interaction term. Therefore, the statistical 370 challenge is not simply showing that a slope changes, but instead that the slope changes in the 371 way implied by the logit link function. In simulations using the MLM2 equation (3) with 372 Gaussian data and a linear link function, the rejection rates were correct (results not presented). 373
To give correct P-values for GLMMs, we suggest using a bootstrap in which the fitted 374 model is used to simulate a large number (e.g., 2000) of bootstrap datasets, and then each 375 bootstrap dataset is then refitted by the same model. The resulting large number of estimates of 376 β 12 which can be used for confidence intervals (e.g., the 95% bounds of the bootstrapped 378 estimates of β 12 ) and hypothesis tests (e.g., the proportion of estimates of β 12 less than zero). 379
These bootstrap tests of trait-by-environment interactions will give correct type I error rates and 380 power. 381 382 Suggestions for practitioners 383 CWM regression is the most commonly used method for studying community-level trait 384 responses to environmental gradients. While CWM accurately represents the direction of trait-385 environment relationships (e.g., increasing plant height in response to increasing site moisture), 386
interpreting P-values is problematic. We show how CWM can produce P-values < 0.05 nearly 387 40% of the time when trait values are randomly assigned to species. This problem is exacerbated 388 when species differ in average abundance across sites, and if species richness decreases along the 389 gradient-both common situations in community datasets. The degree to which CWM 390 regressions are flawed depends on the properties of the specific dataset, and therefore it is 391 difficult to know how badly inflated are the type I errors. Better performance might be expected 392 when beta diversity is high, and when communities are not dominated by a few common species, 393 because such situations will decrease the correlations of CWM values among sites. However, 394 this is no guarantee. Many of the studies that use CWM regression likely report P-values that are 395 too low, and we believe CWM should be avoided entirely. If CWM is used, permutation tests 396 should be performed to check type I error rates. MLM2 should be used instead, ideally with 397 bootstraps to check We have not addressed the issue of phylogenetic non-independence among species, and 399 this can be an additional source of type I errors. Li and Ives (2017) show that if there is 400 phylogenetic signal in the distribution of species among sites, such that closely related species 401 are more likely to reach high abundance in the same sites, then type I error rates can be falsely 402 inflated. Type I error control is particularly poor when the trait in the analysis also shows 403 phylogenetic signal among species. While Li and Ives (2017) show this effect of phylogenetic 404 non-independence using MLM2, we suspect that it also arises in MLM1 and CWM regressions 405 for the same reasons. 406
Multi-level models not only produce better statistical tests than CWM regressions, they 407 are more flexible. An example is MLM2 that can be modified to include phylogenies (Li & Ives 408 2017), which is not an option for CWM regressions. Multi-level models also provide 409 significantly more information than CWM regressions about the nuances of trait-by-environment 410 interactions in a community dataset. For example, a CWM analysis could show that average 411 plant height increases in response to soil fertility. However, MLM2 will show that this pattern is Ecology, 94, 2321 -2333 . 468 Reich, P.B. (2014 . The world-wide "fast-slow" plant economics spectrum: A traits manifesto. 469
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The P-values from simulations are the proportion of 1000 simulations for which the trait-by-482 environment interaction term (slope for CWM and β 12 for MLM1 and MLM2) was less than zero 483 (multiplied by 2 to give a 2-tailed test). The simulated P-values are correct, in the sense that they 484
properly account for the non-random structure of the data given by MLM2. σ c = 0, and (iii) β 2 = σ a = σ c = 0. MLM2 was first fit to the dataset under the three scenarios with 519 β 12 = 0. The fitted MLM2 was then used to simulate 1000 datasets at β 12 = 0, 0.1, 0.2, 0.3, 0.4, 520 and 0.5. CWM regression (black), MLM1 (red), and MLM2 (blue) were fit to each simulated 521 dataset, and the proportion of the 1000 datasets for which the null hypothesis of no trait-by-522 environment interaction was rejected is plotted for each scenario. 
