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1 Introduction, State of the Art
and Main Results
1.1 Global Instability
The existence of global instability in Dynamical Systems, and in Hamiltonian Sys-
tems in particular, is one of the main problems to understand the global behavior
of a dynamical system. It originated in Hamiltonian systems with the consideration
by H. Poincaré [Poi67] that the study and comprehension of the orbits of nearly
integrable Hamiltonian systems is the fundamental problem of dynamics and was
conjectured by V.I. Arnold [Arn64] in his very ﬁrst famous example of the so-called
Arnold diﬀusion. Arnold introduced a constructive method to detect global instabil-
ity, based on the existence of a chain of transverse heteroclinic orbits associated to
whiskered invariant tori. For any such transition chain, shadowing results relying on
suitable local normal forms of whiskered tori plus the transversality of the whiskers
along the heteroclinic connections between diﬀerent invariant tori provide the ex-
istence of true trajectories that shadow the transition chain, that is, go arbitrarily
close to it.
This has been one of the most powerful constructive mechanism for proving global
instability of diﬀusion in Hamiltonian systems, or in more general dynamical sys-
tems. To design a travel along trajectories between diﬀerent regions of the phase
space, one searches ﬁrst for several landmarks, which are invariant objects of sad-
dle type, and then search for transverse heteroclinic connections between diﬀerent
landmarks. Typically these landmarks are invariant tori, but larger objects, like
Normally Hyperbolic Invariant manifold (NHIM) can be even more useful. Here the
word constructive is really well used from a practical way, since such mechanism
has been used for the design of several spatial missions, like the Genesis mission
(http://genesismission.jpl.nasa.gov/) and others.
The requirement of a transverse intersection between invariant manifolds imply that
such manifolds have large dimension (say at least half of the dimension of the phase
space). In systems with not a large dimension, like Hamiltonian systems with 3 de-
grees of freedom, the construction of long enough transverse heteroclinic may be
not too diﬃcult, but clearly the hope of such construction or detection of transverse
heteroclinic orbits between diﬀerent invariant objects in systems with larger dimen-
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sions is clearly unrealistic, and even impossible with systems of inﬁnite dimensions,
like evolution PDEs.
What one can encounter in systems with large dimension are invariant objects of
saddle type of, say, modest dimension, with also a modest number of saddle compo-
nent which may give rise to non-transverse heteroclinic connections between some of
them. That is, there are only some low-dimensional landmarks (equilibria, periodic
orbits or invariant tori of low dimension) with some few saddle directions in their
local linear part which give rise to some connections between them. Think, for in-
stance, in what happens in local resonant forms of elliptic equilibria of Hamiltonian
systems with many degrees of freedom.
The main problem with such non-transverse transition chain, is that, up to our
knowledge, there are no results about non-transverse shadowing, so it does not seem
clear at all the existence of nearby shadowing trajectories. Indeed, it is possible to
create examples (see Chapter 2) where such non-transverse transition chains do not
give rise to any shadowing orbit.
The main motivation for us to study this kind of global instability comes from the
remarkable paper by Colliander et al. [CKS+10] on global instability in the cubic
defocusing Non-Linear Schrödinger (NLS) equation with periodic boundary condi-
tions. As explained in Section 1.2, for arbitrary N > 0, the authors approximate the
dynamics of the NLS by a complex Hamiltonian system with N degrees of freedom,
called the Toy Model System. On each level of the energy, this Toy Model System
possesses N invariant circles (periodic orbits) Tj, j = 1, . . . , N , with a 4-dimensional
saddle behavior, more precisely, ±√3 are (double) characteristic exponents of any
invariant circle. Counting the neutral characteristic exponent, each invariant circle
possesses 3-dimensional stable and unstable invariant manifolds which intersect be-
tween consecutive invariant circles in 2-dimensional heteroclinic manifolds. Clearly,
such intersection is non-transverse, and we have in this system a non-transverse
chain between the ﬁrst and the last invariant circle. By means of a lot of (remark-
able and Gronwall-like) quantitative estimates, Colliander et al. manage to prove
the existence of a true trajectory of the Toy Model System connecting arbitrarily
small neighborhoods of the ﬁrst and last invariant circle. Coming back to the NLS
system, they can prove the existence of global unstable solutions of the PDE for any
s > 1-Sobolev norm.
Nevertheless, in [CKS+10] there is no explanation neither of the dynamical reason
of the existence of this shadowing trajectory, nor on the possibility of the existence
of such shadowing propety for other systems.
Much more dynamics are present in the paper by Guàrdia and Kaloshin [GK15], also
devoted to the same NLS equation. In this paper, the authors show explicitly the
step to PDE resonant normal form required in the NLS equation to get afterwards
the Toy Model System, and using in the Toy Model System a resonant normal form
close to each invariant circle, they manage to ﬁnd shadowing trajectories which
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are further from the unstable and stable invariant manifolds of the invariant circles
than the ones found in [CKS+10], and thanks to this they improve (enshorten)
the time estimate. Again, there is no dynamical explanation of the existence of
such shadowing trajectories, to provide further possibility of application to other
systems.
The main goal of this work is to provide a geometrical method to ensure the shadow-
ing of trajectories close to non-transverse heteroclinic orbits, and to apply topolog-
ical methods to justify such shadowing. Some examples where such non-transverse
shadowing can or cannot be applied are presented in Chapter 2, and ﬁnally such
methods are applied in Chapter 3 to the Toy Model System. The geometrical method
is based on controlling all the saddle directions used along a transition chain. The
topological method relies on covering relations applied to singular transitionsclose
to the invariant objects or landmarkswhere adequate Shilnikov coordinates are in-
troduced, and regular transitionsclose to the heteroclinic connections between the
landmarks. We introduce this methodology along this Introduction.
1.2 Instability in NLS
In a remarkable paper [CKS+10], Colliander et al. consider the cubic defocusing
NLS { −i∂tu+ ∆u = |u|2u,
u(0, x) = u0(x), x ∈ T2 (1.1)
and prove the so-called long-time strong instability (of the ﬂow near 0) (terminology
introduced by Hani in his thesis [Han11]):
Theorem 1. Let s > 1, K  1 and 0 < δ  1 be given parameters. Then there
exists a global smooth solution u(t, x) to (1.1) and a time T > 0 with
‖u(0)‖Hs ≤ δ and ‖u(T )‖Hs ≥ K.
Let us remark that on the one-dimensional torus, equation (1.1) is completely
integrable due to the famous result of Zakharov-Shabat [ZS71]. As a corollary
‖u(t)‖Hs(T) ≤ C ‖u(0)‖Hs(T), s ≥ 1, for all t > 0. Even if Theorem 1 is stated
for (1.1) in the two torus, it can be applied to the d-dimensional torus with d > 2,
since the solution obtained is also a solution for equation (1.1) in Td setting all the
other harmonics to zero.
Using the techniques from [GK15], Guàrdia proves in [Gua14] the same result for
the cubic defocusing NLS with some external convolution potential.
Haus and Procesi [HP14] consider the quintic defocusing NLS on the two-
dimensional torus T2 = R2/(2piZ2)
− i∂tu+ ∆u = |u|4u, (1.2)
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and prove, following [CKS+10] as closely as possible, exactly Theorem 1 for (1.2).
Actually, Guàrdia, Haus and Procesi in the recent paper [GHP15] prove the same
result for the defocusing NLS with any odd power for the nonlinearity.
Let us remark that in ﬁnite dimensional systems such kind of diﬀusive orbits are
usually constructed by proving that the stable and unstable manifolds of a chain of
unstable tori intersect. Usually this is done with tori of co-dimension one so that
the manifolds should intersect for dimensional reasons. Unfortunately in the inﬁnite
dimensional case one is not able to prove the existence of codimension one tori.
In [CKS+10, GK15, HP14] this problem is avoided by taking advantage of the spe-
ciﬁc form of the equation. First one reduces to an approximate equation, i.e. the
ﬁrst order Birkhoﬀ normal form. Then for this dynamical system one proves directly
the existence of chains of one dimensional unstable tori (periodic orbits) together
with their heteroclinic connections. Next one proves the existence of a slider solu-
tion which shadows the heteroclinic chain in a ﬁnite time. Finally, one proves the
persistence of the slider solution for the full NLS.
Concerning velocity of diﬀusion, let us mention that Bourgain [Bou00a] proved a
Nekhoroshev type theorem for a perturbation of the cubic NLS. Namely, for s large
and a typical initial datum u(0) ∈ Hs(T) of small size ‖u(0)‖s ≤ ε he proved
sup
t≤T
‖u(t)‖s ≤ Cε, |t| < T, T ≤ εA
with A = A(s)→ 0 as s→∞. Similar upper bounds on the growth have been ob-
tained also for the NLS equation on R and R2 as well as on compact manifolds. This
is an indication of absence of a polynomial growth and motivated Bourgain [Bou00b]
to pose the following question:
Are there solutions in dimension 2 or higher with unbounded growth of
Hs-norm for s > 1?
Moreover, he conjectured, that in case this is true, the growth should be subpoly-
nomial in time, that is,
‖u(t)‖Hs  tε ‖u(0)‖Hs for t→∞.
Note that Theorem 1 does not contradict Bourgain conjecture about the subpoly-
nomial growth. Indeed, Theorem 1 only obtains solutions with arbitrarily large but
ﬁnite growth in the Sobolev norms whereas Bourgain conjecture refers to unbounded
growth.
Note that the initial data are small in Hs, in contrast with a previous work by
Kuksin [Kuk97] about growth of the higher Sobolev norms of solutions of (1.1),
and in contrast with the mentioned paper by Guardia and Kaloshin [GK15], whose
diﬀusing solutions have small L2-norm, but not initial small Hs-norm.
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Indeed, the paper [GK15] follows the same general strategy of [CKS+10] and con-
structs orbits whose Sobolev norm grows (by an arbitrary factor) in a time which is
polynomial in the growth factor. This is done by a careful analysis of the equation
and using in a clever way various tools from diﬀusion in ﬁnite dimensional systems.
It is worth remarking that the solutions in [GK15] diﬀer from solutions studied
in [CKS+10] in a substantial way, because the authors apply to information about
dynamics contained in [CKS+10] a ﬁnitely smooth resonant normal form [BK92]
(see also [BdlLW96, BK96]) and adequate initial conditions to achieve a lot of can-
cellations. Nevertheless, these solutions do not have initial small Hs-norm.
Hani [Han14] has achieved a remarkable progress towards the existence of unbounded
Sobolev orbits: for a class of cubic NLS equations with non-polynomial nonlinearity,
the combination of a result like Theorem 1 with some clever topological arguments
leads to the existence of solutions with diverging Sobolev norm.
In broadest outline, the proof of Theorem 1 in [CKS+10] proceeds by ﬁrst view-
ing (1.1) as an inﬁnite dimensional system of O.D.E.'s in an(t) for n ∈ Z2, where
an(t) is closely related to the Fourier mode uˆ(t, n) of the solution. The authors
identify a related system, which they call the resonant system, that they use as
an approximation to the full system, which is very much related to normal forms
(a diﬀerence is that the nonresonant terms are removed there using perturbation
theory directly, rather than by ﬁrst transforming the Hamiltonian and then using
perturbation theory to handle the resulting higher order terms). The goal then is to
build a solution rn(t) (n ∈ Z2) to the resonant system which grows in time. This is
accomplished by choosing the initial data rn(0) (n ∈ Z2) to be supported on a certain
frequency set Λ ⊂ Z2 in such a way that the resonant system of O.D.E.'s collapses
to an even simpler, ﬁnite dimensional system that they call the Toy Model System,
and whose solution is denoted by b(t) = (b1(t), b2(t), . . . , bN(t)). Each variable bi(t)
represents how a certain subset of the rn(t) (n ∈ Z2) evolves in time.
There are two independent but related ingredients which complete the proof of the
main Theorem. First, they show the existence of the frequency set Λ, which is
deﬁned in terms of the desired Sobolev norm growth and according to a wish-list of
geometric and combinatorial properties aimed at simplifying the resonant system.
Second, they show that the Toy Model System exhibits unstable orbits that travel
from an arbitrarily small neighborhood of one invariant manifold to near a distant
invariant manifold. It is this instability which is ultimately responsible for the
support of the solutions energy moving to higher frequencies.
Instabilities like this have been remarked on at least as far back as Poincaré, but
have been studied with increasing interest since the seminal paper of Arnold [Arn64].
The authors in [CKS+10] claim that their construction has similarities with previous
work on so-called Arnold Diﬀusion. At the same time, however, they say that the
instability they observe in the Toy Model System diﬀers in some respects from the
original phenomenon observed by Arnold. Their analysis of the instability seems to
be diﬀerent than arguments presently in the literature and might be of independent
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interest. More speciﬁcally, they say that it may be possible to prove the instability by
softer methods that do not require as many quantitative estimates as the arguments
in [CKS+10], although the presence of secular modes in the dynamics may complicate
such a task. While such a soft proof would be simpler, they believe that the approach
there is also of interest, as it provides a rather precise description of the orbits.
Arnold diﬀusion is quoted as related to the work of [CKS+10], saying that there
are several deﬁnitions of Arnold diﬀusion. It is also just mentioned in a loose way
in [HP14].
1.2.1 Diﬀusion in the Toy Model System
As we have said, the instability Theorem 1 form [CKS+10] is based on a reduction a
a ﬁnite dimensional system of ordinary diﬀerential equation, the Toy Model System,
where they prove a diﬀusing Theorem. We start outlining the steps for the reduction.
However, we are going to follow the reduction from [GK15] since we think it is more
understandable in terms of the Dynamical Systems.
Consider the Fourier expansion of the solution of (1.1)
u(t, x) =
∑
an(t)e
inx, an(t) := uˆ(t, n).
If we compute the diﬀerential equation that the Fourier modes satisfy we obtain an
inﬁnite system of ODE's:
−idan
dt
= |n|2an +
∑
n1−n2+n3=n
n1,n2,n3∈Z
an1an2an3 ,
that, as the the original PDE, can be seen as a Hamiltonian system. For this system
one can compute its Resonant Birkhoﬀ Normal Form near the origin by removing
nonresonant terms. Using gauge freedom, one can remove linear and some non-linear
terms.
Truncating the normal form up to order four (in terms of the Hamiltonian) we are
reduced to a complex N -dimensional system given by a Hamiltonian
HN(b1, . . . , bN) =
1
4
N∑
j=1
|bj|4 − 1
2
N−1∑
j=2
(
b2jbj−1
2
+ bj
2
b2j−1
)
where each bj is complex valued, with associated equations dbj/dt = 2i∂hN/∂bj
(j = 1, . . . , N), that is:
dbj
dt
= −i|bj|2bj + 2ibj
(
b2j−1 + b
2
j+1
)
, j = 1, . . . , N (1.3)
with the convention b0 = bN+1 = 0.
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Once we have introduced the problem, now we state the diﬀusing Theorem that will
give the instability in the NLS:
Theorem 2. Given N > 1,   1, there is initial data b(0) = (b1(0), . . . , bN(0)) ∈
CN for (3.1) and there is a time T = T (N, ) so that
|b3(0)| ≥ 1− , |bj(0)| ≤ , j 6= 3
|bN−2(T )| ≥ 1− , |bj(T )| ≤ , j 6= N − 2.
We start analyzing the properties of the Toy Model System. It is important to notice
that the total mass
MN(b1, . . . , bN) =
N∑
j=1
|bj|2
is a ﬁrst integral of the Hamiltonian system (1.3), and will be taken equal to 1, that
is, we will restrict ourselves to
SN = {b ∈ Cn : MN(b) = 1} .
It is very important to notice that for any set of indexes i ∈ I ⊂ {1, . . . , N} the
subspace LI = {b = (b1, . . . , bN) : bi = 0 for i 6∈ I} is an invariant subspace of the
Toy Model System. That gives us a very useful invariance, that we will call the
mode invariance, when one considers I = {1, . . . , i− 1, i+ 1, . . . , N}. That is, when
some mode bk is set at zero for t = 0, it will remain at zero for all time.
Consider now, for any index j ∈ {1, . . . , N}, the subspace Lj. It is a 1D-complex
subspace (2D real space) and
Tj = Lj ∩ SN = {b ∈ SN : |bj| = 1, bk = 0∀ k 6= j},
is an invariant circle. If we compute the inner dynamics of Tj, we have:
dbj
dt
= −i|bj|2bj = −ibj,
that means that Tj is a periodic orbit.
If we, now, take a look again to Theorem 1.3 we can reinterpret it: we look for a
solution that initially is close to the periodic orbit T3 and after some time T it is
close to periodic orbit TN−2.
This result relies on the fact that these periodic orbits are not isolated but connected
through heteroclinic connections. The existence of such connections can be obtained
when one considers the invariant subspace, LI , for two consecutive subindexes I =
{j, j + 1}. The restricted Hamiltonian, H2(bj, bj+1), is a Hamiltonian with two
degrees of freedom with the total mass M2 as a ﬁrst integral. Then the system is
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integrable. This system contains the periodic orbits Tj and Tj+1 and also a family
of heteroclinic connections between them (forward and backwards in time):
γ+j,j+1 : {Tj → Tj+1} γ−j+1,j : {Tj+1 → Tj}.
Indeed, we have the following explicit solutions:
γ+j,j+1 : b
+(t) =
(
b+j (t), b
+
j+1(t)
)
=
(
1√
1 + e2
√
3t
e−i(t+α),
1√
1 + e−2
√
3t
e−i(t+α)eipi/3
)
γ−j+1,j : b
−(t) =
(
b−j (t), b
(
j+1t)
)
=
(
1√
1 + e−2
√
3t
e−i(t+α),
1√
1 + e2
√
3t
e−i(t+α)e2ipi/3
)
,
with α ∈ T. The solution b+(t) connects Tj with Tj+1 forward in time while b−(t)
does it backwards. The most important fact to point out is that we do not have a
single heteroclinic but a continuous family of heteroclinic connections.
As a conclusion, we can say that to prove Theorem 2 we must shadow the heteroclinic
chain. That means that we have to connect two consecutive heteroclinics in a
neighborhood of each periodic orbit and, after that, to follow close to the known
heteroclinic connection.
Since we will need to analyze system (1.3) close to the Tj it is useful to use the
following change of coordinates:
bj−1 =
(
ω2x− + ωy−
)
eiθ, bj = re
iθ, bj+1 =
(
ω2x+ + ωy+
)
eiθ,
where ω = e2pii/3 and for k 6= j − 1, j, j + 1,
bk = cke
iθ.
Writing c = (c1, . . . , cj−2, cj+2, . . . , cN), the periodic orbit Tj has, in these coordi-
nates, the following expression:
Tj = {r = 1, x− = y− = x+ = y+ = 0, c = 0}.
Using the mass conservation law we can get rid of the coordinate r and obtain
a system of equations for (θ, x−, y−, x+, y+, c). If we only look at the equations
for (x−, y−, x+, y+, c), we realize that they do not depend on θ and so, after the
previous reduction, we can see Tj as an equilibrium point located at the origin for
the coordinates (x−, y−, x+, y+, c).
We have made this changes because if we linearize the system around the origin we
obtain that:
• The coordinates x−, x+ are linearly unstable with the same characteristic ex-
ponent
√
3.
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• The coordinates y−, y+ are linearly stable with the same characteristic expo-
nent −√3.
• The coordinates ck for k 6= j−1, j, j+1 are linearly centers with characteristic
exponent i.
Remark. The characteristic exponents do not depend on j.
This implies that to study the ﬂow close to the periodic orbit, Tj, corresponds to
study the ﬂow close to a partially hyperbolic partially elliptic equilibrium point.
The above heteroclinics correspond to the four hyperbolic axis.
1.3 Outline and main results of the thesis
To end this Introduction we are going to explain the main parts in which the thesis
is divided. We will also announce the main results obtained.
1.3.1 Non-transverse shadowing
In Chapter 2 we introduce a new scheme that will allow to ﬁnd orbit that shadow
a heteroclinic chain when the intersections of the invariant manifolds are not trans-
verse.
In Section 2.1 we show that this is precisely the situation in the heteroclinic chain
for the Toy Model System (1.3). To prove that, we write (1.3) in action-angle coor-
dinates. After the reduction of the total mass and the restriction to a Hamiltonian
of 2-degrees of freedom we can take a Poincaré section for an angle and deﬁne a
Poincaré map. For this map we will not obtain a single heteroclinic connection, but
an invariant curve such that each point on it is heteroclinic. With this we can be
sure that the intersection between the invariant manifolds is not transverse.
The deduction of the system in these new coordinates will be useful for Section 2.3
to generate easy examples where the diﬀusion takes place.
In Section 2.2 we show the possible diﬀerences that could give rise a non-transverse
heteroclinic chain with respect to a standard transverse one. We will see that the
non-transverse situation can create geometric obstructions that could impede the
continuation of the shadowing of the heteroclinic chain. More concretely, we are
going to give an schematic argument considering a two dimensional map with four
ﬁxed points:
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The question is if we are able to connect a vicinity of the ﬁrst point, p0, with a
vicinity of the last point p3 in both situations: the transverse case (left picture) and
the non-transverse case (right picture). It seems clear that for the non-transverse
situation a geometric obstruction could appear. These geometric obstructions do
not appear in the transverse situation and this is the reason one can deﬁne arbitrary
transitions in the problems where the Arnold diﬀusion is detected. Since, as we have
said, the situation for the Toy Model System is the non-transverse one, we need to
ﬁnd a justiﬁcation that relies on diﬀerent arguments from transversality to prove the
shadowing of the heteroclinic chain. The justiﬁcation will be the large dimension of
the system and the fact that each connection takes place in a new direction, this is,
a direction that has not been used before.
This is the ﬁrst evidence that makes us think that the instability in the Toy Model
System is not given by an Arnold diﬀusion mechanism.
To illustrate that this kind of non-transverse transition is feasible we are going to
generate, in Section 2.3 other examples inspired in the Toy Model System for which
we can detect such a diﬀusion.
Taking into account the expression of the Toy Model System in the action-angle
coordinates from Section (2.1) we can modify the original Hamiltonian (keeping
invariant all the important objects as the periodic orbits and the heteroclinic con-
nections) and obtain one for which there exists an invariant conﬁguration of the
angles. That means that we can reduce the original N degrees of freedom Hamil-
tonian to a system of equations of dimension N . The interesting property of the
example is that for each equilibrium point (that corresponds to a periodic orbit) we
only have two hyperbolic directions (instead of four), one stable (that corresponds
to the incoming heteroclinic from the previous equilibrium point) and one unstable
(that corresponds to the outgoing heteroclinic to the next equilibrium point).
Even though the system is simple, it is not simple enough to ensure the shadowing
of the heteroclinic chain. However, its structure will inspire us to construct a very
easy example where we can ensure the shadowing. Let n ≥ 1 and F : Rn → Rn a
vector ﬁeld. Consider the system:
x˙ = F (x)
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with {
F1(x) = λ1x1 − λ1x21
Fi(x) = (λi − µi)xi − λix2i + µixixi−1 for 1 < i ≤ n (1.4)
Notice that:
• The system has n+ 1 equilibrium points:
pj = (1, j. . ., 1, 0, n−j. . ., 0)
for j = 0 . . . n.
• The segments that connect two consecutive equilibrium points,
Cj−1,j =
{(
1, j−1. . ., 1, xj, 0, n−j. . ., 0
)
, 0 ≤ xj ≤ 1
}
for j = 1 . . . n are invariant and heteroclinic, that is, for all x ∈ Cj−1,j
lim
t→∞
Φt(x) = pj lim
t→−∞
Φt(x) = pj−1,
where Φt(x) is the ﬂow of the system.
• If λ1 > 0 and µi > λi > 0 for i = 2, . . . , n each ﬁxed point has only one
unstable direction, while all the others are linearly stable.
The main important feature of the system (1.4) is that is a triangular system. That
means that it is integrable by quadratures.
If we set, for example n = 4, λi = 1 and µi = 2 for i = 1, . . . , 4 we obtain the
following numerical solution:
Figure 1.1: Solution of system (1.4) for λ = 1 and µ = 2.
Notice that the system behaves in the desired way: we are visiting the ﬁxed points
consecutively.
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After that, we can say that, in contrast with the transverse shadowing, which is
closely related to non-integrability or existence of quasi-random motion, the global
instability for non-transverse shadowing has nothing to do with integrability or non-
integrability of the system, as is shown in the previous example.
In Section 2.4 we propose a result that guarantees the existence of an orbit that
shadows the non-transverse heteroclinic chain and is the following. Let f : Rn → Rn
a diﬀeomorphism with the following properties:
1. The points pi = (1, i. . ., 1, 0, n−i. . ., 0) are ﬁxed under f for i = 0 . . . n.
2. The segments Ci that connect the points pi−1 and pi,
Ci = {(1, i−1. . ., 1, t, 0, n−i. . ., 0), 0 ≤ t ≤ 1}
for 1 ≤ i ≤ n are invariant under f and, for all x ∈ Ci:
lim
k→∞
fk(x) = pi lim
k→−∞
fk(x) = pi−1.
3. At each point pi the i-th direction is stable and the (i+1)-th is unstable. This
means:
Df(pi)ei = µiei, |µi| < 1
Df(pi)ei+1 = λiei+1, |λi| > 1
4. The past directions, deﬁned by ~e1, . . . , ~ei−1, are contracting directions around
the ﬁxed point pi but with a lower rate than µi. The future directions, deﬁned
by ~ei+2, . . . , ~en, are expanding directions around the ﬁxed point pi but with a
lower rate than λi.
Theorem 3. Under the previous assumptions, for all  > 0 there exist a point x0
and a sequence of integers 0 = k0 < k1 < · · · < kn such that:
||fki(x0)− pi|| <  i = 0, . . . , n.
We would like to prove Theorem 3 in a rigorous way, that is, for any map f satisfying
the previous hypothesis. However we are going to present only the proof when the
map is linear close to the ﬁxed points and an aﬃne map represents the heteroclinic
connection. To do so, we are going to use the language of h-sets and covering
relations. All the deﬁnitions and results concerning these tools can be found in
Appendix A.
The key point for the proof of this theorem is, again, that each new connections takes
place in a direction that has not used before. We show how we lose one direction at
each connection.
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We have to point out that the class of system for which we can apply Theorem 3 does
not contain, for instance the Toy Model System: we are dealing with systems such
that have only two dominant hyperbolic directions (one for the incoming heteroclinic
and one for the outgoing heteroclinic).
However, what we can do is to prepare, using the language of covering relations
again, the wider class of systems for which one can prove that to shadow the hete-
roclinic chain is feasible. This is done in Subsection 2.4.2. After the construction of
the class and the deﬁnition of the h-sets we are going to use them to prove the same
result but assuming that some covering relations between the deﬁned h-sets hold.
1.3.2 Applying the new scheme to the Toy Model System
After the detection of the geometric mechanism that explains that the shadowing of
a non-transverse heteroclinic chain between invariant objects is feasible, in Chapter
3 we prove Theorem 2 using the scheme of Chapter 2. Actually, we are able to prove
a slightly diﬀerent Theorem that is the following:
Theorem 4. Let N > 1, δ  1. There exists a time, T ∗0 = T ∗0 (N, δ) such that,
for all time T ∗ ≥ T ∗0 , there exists an initial data b(0) = (b1(0), . . . , bN(0)) ∈ CN for
(1.3) such that
|b3(0)| ≥ 1− δ, |bj(0)| ≤ δ, j 6= 3
|bN−2(T ∗)| ≥ 1− δ, |bj(T ∗)| ≤ δ, j 6= N − 2.
In terms of the periodic orbits, we can connect the initial periodic orbit T3 with the
ﬁnal one TN−2 but, also, the result is valid for a larger transition time. That means
that, if we want, we can obtain a diﬀusing orbit that passes closer to the heteroclinic
connections.
To prove this result we are not going to use the h-sets and covering relations in
order to give a more understandable argument. We are going to consider disks of
decreasing dimension at each step. In the j-th step we consider a disk of dimension
equal to the number of future directions, deﬁned by the modes bj+1, . . . , bN . This
means that we are considering all the past coordinates, b1, . . . , bj−1 ﬁxed at this time.
Recall that the central mode, bj, does not play a role since it is eliminated through
the mass reduction. Around the Tj periodic orbit, since we want to escape through
the direction deﬁned by the outgoing heteroclinic, we are going restrict our disk to a
subdisk that behaves in the desired way, that is, we consider the part of the disk that
will continue close to the heteroclinic chain. It is, precisely, in this reduction where
we have lost two dimensions (or one complex) and it will be performed by a modiﬁed
version of the standard Shilnikov Theorem ([Den89], [Shi67]). To end the step in this
inductive argument we just need to prove that our subdisk approaches the vicinity
of the next periodic orbit Tj+1 just following the heteroclinic connection.
13

2 Non-transverse diﬀusion
The main problem in [CKS+10] consists on ﬁnding an orbit which visits the neigh-
borhoods of N invariant 1-dimensional objects in a N -dimensional complex system.
Each object is connected with the previous and the following one with heteroclinic
connections, so the authors look for a solution that concatenates these connections.
This kind of scheme seems similar to Arnold diﬀusion, but we plan to explain that
it is another kind of phenomenon since we do not have a transverse intersection
between the invariant manifolds. Actually, we can ﬁnd some examples similar to
The Toy Model for which this intersection is not transverse but coincident. In ad-
dition, these examples could be integrable systems in contrast to Arnold diﬀusion,
a phenomenon that only takes place in non integrable systems.
We are also going to present a general scheme for detection of this new kind of
shadowing argument that can be applied, precisely, to the Toy Model System.
2.1 Non-transverse intersection in the Toy Model
System
We want to illustrate that the transition chain used for proving Theorem 2 is non-
transverse. In fact, we will show it for the ﬁrst connection between T1 and T2. The
argument for the other transitions is analogous. To do so, we are going to write
the Toy Model System (3.1) in another coordinates. In the whole discussion we are
going to work with the Hamiltonian instead of the associated equations. Recall that
the Hamiltonian function and the symplectic 2-form that deﬁnes the Toy Model
System is:
HN(b, b) =
1
4
N∑
j=1
|bj|4 − 1
2
N−1∑
j=2
(
b2jbj−1
2
+ bj
2
b2j−1
)
, Ω =
i
2
N∑
j=1
dbj ∧ dbj, (2.1)
where b = (b1, . . . , bN) ∈ CN .
First of all, we write the Hamiltonian (2.1) in symplectic polar coordinates. That
is:
bj =
√
2Ije
iθj bj =
√
2Ije
−iθj . (2.2)
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Lemma 1. After doing the change of coordinates deﬁned in (2.2), the Hamiltonian
(2.1) becomes:
H(I, θ) =
N∑
j=1
(
I2j − 4IjIj−1 cos 2 (θj − θj−1)
)
Ω =
N∑
j=1
dIj ∧ dθj. (2.3)
From now on, we will call actions to Ij and angles to θj. Recall that the periodic
orbits Tj for 1 ≤ j ≤ N can be seen in these coordinates as:
Tj =
{
(I, θ) ∈ RN × TN , Ij = 1
2
, Ik = 0∀k 6= j
}
.
It seems that we are obtaining objects of larger dimension: since we do not have
any restriction on the angles θ, Tj seems to be an n-dimensional torus. However, we
recall that the angular coordinate θk is not well deﬁned whenever Ik = 0, so we can
think of Tj as a 1-dimensional torus, parameterized by θj and forget about the rest
of angular coordinates.
As we know, there is a conserved quantity in the system, the total mass:
MN(b) =
N∑
k=1
|bk|2 = 2
N∑
k=1
Ik,
and the idea is to use this fact performing a change of coordinates that will treat
this quantity as a variable, obtaining a system with 1 degree of freedom less, since
it will be costant. So, we write:{
J1 =
∑N
j=1 Ij
Ji = Ii for i 6= 1,
and using the Mathieu transformations [MHO92], we can compute the change on
the angles for which the complete change is symplectic. This change is:{
I1 = J1 −
∑N
j=2 Jj
Ii = Ji for i 6= 1
{
θ1 = ϕ1
θi = ϕ1 + ϕi for i 6= 1 (2.4){
J1 =
∑N
j=1 Ij
Ji = Ii for i 6= 1
{
ϕ1 = θ1
ϕi = θi − θ1 for i 6= 1. (2.5)
Notice that we have chosen exactly ϕ1 for the conjugated angle for J1. This is
because we are going to focus in the ﬁrst connection.
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Lemma 2. After doing the change of coordinates deﬁned in (2.4) and (2.5) the
Hamiltonian (2.3) becomes:
H(J, ϕ) =J21 + 2
N∑
j=2
Jj
2 +
N∑
i=3
i−1∑
j=2
JiJj − 2J1
N∑
j=2
Jj
− 4J1J2 cos 2ϕ2 + 4J2 cos 2ϕ2
N∑
j=2
Jj
− 4
N∑
j=3
JjJj−1 cos 2(ϕj − ϕj−1). (2.6)
As we expected, ϕ1 does not appear in the Hamiltonian (it is a cyclic coordinate), so
the conjugated action, J1, is constant. Taking into account that the periodic orbits
live in the mass level MN(b) = 1, we will take J1 = 1/2. After this we have reduced
by one degree of freedom the original Hamiltonian system (2.1). We must point out
that, although the cyclic coordinates ϕ1 does not play a role in the system, it has
its own equation, that is:
ϕ˙1 = −1 + 2
N∑
k=2
Jk + 4J2 cos 2ϕ2.
In these new coordinates, the periodic orbits Tj become:
T1 =
{
(J, ϕ) ∈
[
0,
1
2
]N−1
× TN , Jk = 0∀k 6= j
}
Tj =
{
(J, ϕ) ∈
[
0,
1
2
]N−1
× TN , Jj = 1
2
, Jk = 0∀k 6= j
}
.
Again we are obtaining larger dimensional objects due to the degeneracy of the
change of coordinates in, precisely, the periodic orbits.
The last change of coordinates that we will perform is motivated by the special
dependence that appears between the angular variables. We put:{
Jj = Kj −Kj+1 for j 6= N
JN = KN
ϕj =
j∑
i=2
ψi (2.7)
Kj =
N∑
i=j
Ji
{
ψ2 = ϕ2
ψj = ϕj − ϕj−1 for j 6= 2. (2.8)
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Lemma 3. After doing the change of coordinates deﬁned in (2.7) and (2.8), the
Hamiltonian (2.6) becomes:
H(K,ψ) =
1
4
−K2(1 + 2 cos 2ψ2) + 2K3 cos 2ψ2
+ 2
N∑
j=2
K2j (1 + 2 cos 2ψj)− 2
N∑
j=3
KjKj−1 (1 + 2 cos 2ψj + 2 cos 2ψj−1)
+ 4
N−1∑
j=3
Kj+1Kj−1 cos 2ψj. (2.9)
We refer to Appendix B for the proofs of these Lemmas.
With these new coordinates the equation for the cyclic coordinate ϕ1 becomes:
ϕ˙1 = −1 + 2K2 + 4(K2 −K3) cos 2ψ2. (2.10)
Now we compute the periodic orbits Tj in the new coordinates and we obtain objects
which only depend on a conﬁguration of the actions:
A1 =
{
(K,ψ) ∈
[
0,
1
2
]N−1
× T N−1 : K = 0
}
Aj =
{
(K,ψ) ∈
[
0,
1
2
]N−1
× T N−1 : Ki = 1
2
∀i ≤ j, Ki = 0∀i > j
}
.
So they are (N−1)-dimensional tori, objects with larger dimension than the original
periodic orbits. This is due to the fact that the polar coordinates that we have
introduced are not well deﬁned, precisely, in the periodic orbits. For this reason we
will start considering:
Tj ⊂ Aj for 1 ≤ j ≤ N.
The ﬁrst thing that we see is that although Aj are invariant, only some subsets have
stable and unstable invariant manifolds that will lead to the connections between
them. So we must ﬁnd these subsets.
To this end, we write the equations of motion in the subspace:
Γj−1,j =
{
(K,ψ) ∈
[
0,
1
2
]N−1
× T N−1 : Ki = 1
2
∀i < j, Ki = 0∀i > j
}
,
which contains the tori Aj−1 and Aj:
K˙i = 0 for 2 ≤ i ≤ j − 1
K˙j = 8Kj sin 2ψj
(
1
2
−Kj
)
K˙i = 0 for j + 1 ≤ i ≤ N.
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On the one hand, as we expected, we can see that Γj−1,j is invariant by the ﬂow and
it is clear that the heteroclinic connections live in Γj−1,j. On the other hand, the
equations for the angles are:
ψ˙i = 0 for 2 ≤ i ≤ j − 3
ψ˙j−2 = 4 cos 2ψj−1
(
1
2
−Kj
)
ψ˙j−1 = −2 (1 + 2 cos 2ψj−1)
(
1
2
−Kj
)
+ 4Kj cos 2ψj
ψ˙j = 2 (1 + 2 cos 2ψj)
(
1
2
−Kj
)− 2Kj (1 + 2 cos 2ψj)
ψ˙j+1 = 2Kj (1 + 2 cos 2ψj+1)− 4 cos 2ψj
(
1
2
−Kj
)
ψ˙j+2 = −4Kj cos 2ψj+1
ψ˙i = 0 for j + 3 ≤ i ≤ N
Notice that the system formed by (Kj, ψj) is uncoupled and its phase portrait is:
Figure 2.1: Phase portrait in the plane (Kj , ψj)
For this reason, in order to increase the Kj variable from 0 to 1/2 (that is the
heteroclinic), we must take the subspace:
γj−1,j =
{
(K,ψ) ∈ Γj−1,j : ψj = pi
3
}
.
Using the same argument in Γj,j+1 we see that we must take:
γj,j+1 =
{
(K,ψ) ∈ Γj,j+1 : ψj+1 = pi
3
}
.
Finally we deﬁne:
Tj = γj−1,j ∩ γj,j+1 =
{
(K,ψ) ∈ Aj : ψj = pi
3
, ψj+1 =
pi
3
}
.
Thus, in these coordinates we obtain (N − 3)-dimensional tori but we must always
recall that some of the solutions that we will generate may have no sense in the
original coordinates.
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This is the Toy Model System seen in these new coordinates and it is the basic
motivation for considering a new scheme for diﬀusion that diﬀers from Arnold's.
Let us focus in the system formed by (K2, ψ2) in Γ1,2 but now including the cyclic
coordinate ϕ1 from equation (2.10) particularized in Γ1,2. Recall that ϕ1 is the angle
that corresponds to the ﬁrst mode b1, so, since we are working in the ﬁrst transition,
this coordinate makes sense. The system formed by (ϕ1, K2, ψ2) has the following
equations:
ϕ˙1 = −1 + 2K2 (1 + 2 cos 2ψ2)
K˙2 = 8K2 sin 2ψ2
(
1
2
−K2
)
ψ˙2 = 2 (1 + 2 cos 2ψ2)
(
1
2
−K2
)
− 2K2 (1 + 2 cos 2ψ2) .
Notice that if we restrict the system to γ1,2, we obtain:
ϕ˙1 = −1
K˙2 = 4
√
3K2
(
1
2
−K2
)
ψ˙2 = 0.
Then, we can give an explicit expression for the dynamics of the heteroclinic:
γ1,2(t) = (ϕ1(t), K2(t), ψ2(t)) =
(
ϕ1(0)− t, 1
2 + 1−2K2(0)
K2(0)
e−2
√
3t
,
pi
3
)
.
We are going to compute a Poincaré map that will reduce the dimension of the
system in γ1,2. Let Σ0 = {ϕ1 = ϕ1(0)}. It is clear hat if we start with a point in
Σ0 ∩ γ1,2, the action of the ﬂow will return us back to Σ0 ∩ γ1,2 after some time,
t∗(K2), that will only depend on K2 since ψ2 = pi/3. Actually, this time is common
for all the points in γ1,2 and it is equal to 2pi. So we have deﬁned a Poincaré map
P : Σ0 ∩ γ1,2 → Σ0 ∩ γ1,2 that has the following expression:
P (K2) =
1
2 + 1−2K2
K2
e−4pi
√
3
.
Notice that its positive (negative) iterates tend to K2 = 1/2 (K2 = 0) for any point
K2 in the segment, that means that each point is heteroclinic.
As a conclusion, we have obtained a map, P , for which the intersection of the invari-
ant manifolds of two consecutive ﬁxed points coincide, that is, it is not transverse.
That means that if we recover the ﬂow, we will have that the intersection between
the periodic orbits T1 and T2 is not transverse.
As we have said, the argument is analogous for any pair of periodic orbits Tj and
Tj+1.
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2.2 Transverse versus Non-Transverse
Once we have convinced ourselves that the Toy Model System does not present
transverse intersection in the heteroclinic chain just like in Arnold Diﬀusion, we want
to explain the diﬀerence between the transverse and the non-transverse situation.
To do so, we are going to consider a two dimensional map with four ﬁxed points,
located at the points:
p0 = (0, 0) p1 = (1, 0) p2 = (1, 1) p3 = (2, 1).
We are going to assume also that each point, pi, has a one dimensional stable
manifold, Ws(pi), and a one dimensional unstable manifold, Wu(pi) both tangent
to some linear subspaces. That is
• Ws(p0) is tangent to the subspace generated by ~e2 at p0 andWu(p0) is tangent
to the subspace generated by ~e1 at p0.
• Ws(p1) is tangent to the subspace generated by ~e1 at p1 andWu(p1) is tangent
to the subspace generated by ~e2 at p1.
• Ws(p2) is tangent to the subspace generated by ~e2 at p2 andWu(p2) is tangent
to the subspace generated by ~e1 at p2.
• Ws(p3) is tangent to the subspace generated by ~e1 at p3 andWu(p3) is tangent
to the subspace generated by ~e2 at p3.
Now we are going to consider two diﬀerent scenarios. The ﬁrst one consists on
assuming that the unstable manifold of a point pi intersects transversally with the
stable manifold of the following point pi+1, that is:
Wu(pi) ∩Ws(pi+1) 6= ∅
∀q ∈ Wu(pi) ∩Ws(pi+1)⇒ TqWu(pi) + TqWs(pi+1) = R2.
The second will be given by a non-transverse intersection of the manifolds and, since
we are dealing with a low dimensional system, that will mean that those manifolds
coincide in a branch:
Wu(pi) ∩Ws(pi+1) 6= ∅
∀q ∈ Wu(pi) ∩Ws(pi+1)⇒ TqWu(pi) + TqWs(pi+1) = R.
The schematic situation is the following:
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We wonder if it is possible to connect p0 with p3 through the map, in both situations.
To do so, we consider a ball containing the ﬁrst ﬁxed point p0:
If we compute iterates of the ball through the maps we can expect that it is expanded
in the unstable direction and contracted in the stable direction:
Notice that in both cases the domain intersects the stable manifold of the following
ﬁxed point, p1. So, in the transverse case the domain contains a heteroclinic point.
In the non-transverse situation this is obvious because the manifolds are coincident.
We can now restrict our domain precisely around that intersection point for the
transverse case and at some place in the right-hand side of the ﬁxed point p0 for the
non-transverse case.
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If we compute forward iterates of the restricted domain we are going to approach
the ﬁxed point p2 since, in both cases, our domains contain heteroclinic points. The
domains will not only approach p1 but also, after some iterates, will spread to the
unstable manifold of p1:
Here we ﬁnd the ﬁrst big diﬀerence between the transverse and the non-transverse
case. In the transverse case, since everything tends to the unstable manifold of p1,
it is clear that our domain will intersect the stable manifold of p2. In the non-
transverse situation, our domain will never cross the stable manifold of p2 since it
corresponds to an invariant curve. Then, we restrict our domain in the intersection
for the transverse case and in the upper part of p1 since we want to reach p3:
Using, in the transverse case, the same argument as before, since our domain contains
a heteroclinic point in the transverse situation, forward iterates will spread our
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domain on the unstable manifold of p2. For the non transverse case we will reach
the proximity of p2 after some iterates, but our domain will be trapped and could
not visit the following ﬁxed point, p3:
In the transverse case, we could continue and see that the domain will visit p3.
After this schematic approach, we can see that, on the one hand, in the transverse
situation there are no geometric obstructions in shadowing the heteroclinic chain.
On the other hand, in the non-transverse case, we can see that, in general, we cannot
visit as many invariant objects as we want. So, now, we wonder why the authors
of [CKS+10] can connect N periodic orbits in the Toy Model System. The main
reason is the large dimension of the system and the fact that each connection takes
place in a direction that has not been used in the past.
Notice that, if in the non-transverse example the last ﬁxed point p3 is located in a
new dimension (that means that the system is three dimensional) we could continue
with the argument and visit p3.
In the next subsection we are going to generate examples for which it is clear that
one can shadow a non-transverse heteroclinic chain.
2.3 Examples with diﬀusion in a non-transverse
situation
Let us try to simplify the Toy Model System. Consider the Hamiltonian (2.9). It
corresponds to the Toy Model System reduced in one degree of freedom using the
mass conservation law. If we add some terms to this Hamiltonian that only depend
on the actions, Kj, we will modify the equations for the angles keeping the same
equations for Kj. Than means that we will not change the geometry for the periodic
orbits or the heteroclinic connections. The terms that we will add will create an
invariant manifold for the angles. Indeed, if H is the Hamiltonian from (2.9), we
24
2.3 Examples with diﬀusion in a non-transverse situation
take:
H˜(K,ψ) = H(H,ψ) +K3 − 2
N∑
j=3
KjKj−1 + 2
N−1∑
j=3
Kj+1Kj−1.
As we have said we obtain the same equations for the actions (and the same invariant
subspaces Γj−1,j, Aj) while the equations for the angles are:
ψ˙2 =2 (1 + 2 cos 2ψ2)
(
1
2
−K2
)
− 2 (1 + 2 cos 2ψ2) (K2 −K3)
+ 2 (1 + 2 cos 2ψ3) (K3 −K4)
ψ˙3 =2 (1 + 2 cos 2ψ3) (K2 −K3)− 2 (1 + 2 cos 2ψ3) (K3 −K4)
− 2 (1 + 2 cos 2ψ2)
(
1
2
−K2
)
+ 2 (1 + 2 cos 2ψ4) (K4 −K5)
ψ˙i =2 (1 + 2 cos 2ψi) (Ki−1 −Ki)− 2 (1 + 2 cos 2ψi) (Ki −Ki+1)
− 2 (1 + 2 cos 2ψi−1) (Ki−2 −Ki−1)
+ 2 (1 + 2 cos 2ψi+1) (Ki+1 −Ki+2) for 4 ≤ i ≤ N − 1
ψ˙N =2 (1 + 2 cos 2ψN) (KN−1 −Ki)− 2KN (1 + 2 cos 2ψN)
− 2 (1 + 2 cos 2ψN−1) (KN−2 −KN−1) .
Notice that if we take, for instance, ψi = pi/3 for all i = 2 . . . N all the equations
vanish, so we have identiﬁed an invariant subspace. In this subspace the equations
for the actions are:
K˙2 = 4
√
3
(
1
2
−K2
)
(K2 −K3)
K˙i = 4
√
3 (Ki−1 −Ki) (Ki −Ki+1) for i 6= 2, N
K˙N = 4
√
3KN (KN−1 −KN) .
(2.11)
Let us analyze this system:
• It has N equilibrium points:
p1 = (0, . . . , 0) pj =
(
1
2
, j−1. . .,
1
2
, 0,N−j. . . , 0
)
for j = 2 . . . N .
• The segments that connect two consecutive equilibrium points,
Cj−1,j =
{(
1
2
, j−2. . .,
1
2
, Kj, 0,N−j. . . , 0
)
, 0 ≤ Kj ≤ 1
2
}
for j = 2 . . . N are invariant and heteroclinic, that is, for all K ∈ Cj−1,j
lim
t→∞
Φt(K) = pi lim
t→−∞
Φt(K) = pi−1,
where Φt(K) is the ﬂow of the system.
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Notice that each connection takes place in a new direction, not used before.
We have now obtained a simpler example for which we could prove the same scheme
of diﬀusion. However, we want to construct an even easier example where we can
guarantee the diﬀusion.
Inspired by the structure of system (2.11), we impose the previous conditions in
a generic system deﬁned by a polynomial of degree two. Simplifying as much as
possible, we obtain the following system:
x˙ = F (x)
with {
F1(x) = λ1x1 − λ1x21
Fi(x) = (λi − µi)xi − λix2i + µixixi−1 for 1 < i ≤ n (2.12)
with λi > 0 for 1 ≤ i ≤ n and µi ∈ R for 1 < i < n.
Remark. In order to get a simpler system, we have set the distance between two
consecutive equilibrium points at one.
Note that this is a triangular system and we can integrate each equation, since
x˙i = fi(t)xi + βx
2
i ⇒ xi(t) =
e
∫ t
0 fi(s)ds
1
xi(0)
− βi
∫ t
0
e
∫ s
0 fi(r)drds
,
with fi(t) = λi − µi + µixi−1(t) and βi = −λi.
We can check now the linear behavior around the equilibrium points computing the
derivative of the vector ﬁeld:
DF (p0) =

λ1
λ2 − µ2
. . .
λi − µi
. . .
λn − µn

DF (pi) =

−λ1
µ2 −λi
. . . . . .
µi −λi
λi+1
λi+2 − µi+2
. . .
λn − µn

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so we have diﬀerent possibilities of choosing the parameters.
• If µi > λi for all i = 1 . . . N , each point, pj, has only one unstable direction
deﬁned by ~ej+1, while the rest of the directions are stable.
• If µi = λi for all i = 1 . . . N , each point, pj, has only one unstable direction,
deﬁned by ~ej+1. All the past directions, deﬁned by {~e1, . . . , ~ej} are stable
while all the future directions, deﬁned by {~ej+2, . . . , ~en}, are linearly neutral.
• If µi < λi for all i = 1 . . . N , at each point, pj, all the past directions,
deﬁned by {~e1, . . . , ~ej}, are stable while all the future directions, deﬁned by
{~ej+2, . . . , ~en)}, are linearly unstable.
Notice that we could have a mixed situation but it will not introduce any signiﬁcant
diﬀerence. Let us show the numerical integration of the system for these three
possibilities. For the sake of concreteness we are going to assume λ = λi and µ = µi
for all i = 1, . . . , n in a four dimensional system. In the three cases, we are going to
take the same initial condition:
x1(0) = x2(0) = x3(0) = x4(0) =
1
10
.
Figure 2.2: Solution of system (2.12) for λ = 1 and µ = 2.
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Figure 2.3: Solution of system (2.12) for λ = 1 and µ = 1.
Figure 2.4: Solution of system (2.12) for λ = 2 and µ = 1.
We can see that in the three cases we achieved our goal: to visit p4 = (1, 1, 1, 1)
starting close to p0 = (0, 0, 0, 0). However it is only clear that we visit all the
intermediate points p1 = (1, 0, 0, 0), p2 = (1, 1, 0, 0) and p3 = (1, 1, 1, 0) in the ﬁrst
situation, when µ > λ. In this case, all the directions are stable in each point,
and are only activated at its turn. In the other cases, all the future directions are
unstable at each point so they are activated at the very beginning although the
characteristic exponent, λ − µ, is lower than the one in the heteroclinic, λ, in the
considered cases. So, if we want to visit all the intermediate points in the two last
situations, we have to decrease the initial condition for the future directions. Indeed,
if we take:
x1(0) =
1
10
, x2(0) = x3(0) = x4(0) =
1
100
,
in the case when µ = λ = 1, we obtain:
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Figure 2.5: Solution of system (2.12) for λ = 1 and µ = 1.
Notice that it is enough to distinguish only the ﬁrst component. The weak coupling
activates the component in order, since the ﬁrst equation that notices the growth of
x1 is the one for x2.
For the third case, when λ > µ, we recall that all the future coordinates are unstable
in p0 and the linear part almost dominates in front of the coupling that would have
made increase the coordinates in order. So, considering the following decreasing
sequence of initial condition:
x1(0) = 10
−1, x2(0) = 10−2 x3(0) = 10−3 x4(0) = 10−4,
we obtain:
Figure 2.6: Solution of system (2.12) for λ = 2 and µ = 1.
Remark. Notice that the diﬀusing times are very diﬀerent in the three situations.
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Although there are numerical evidences that the system behaves in the desired way,
we could expect that just looking at the equations. It is clear that
lim
t→∞
x1(t) = 1.
By induction, assuming
li−1 = lim
t→∞
xi−1(t)
and looking for equilibria of xi(t) for t→∞, it has to satisfy
lim
t→∞
x˙i(t) = 0,
i.e.
0 = λili(1− li)− µili(1− li−1).
So, we get li = 0 or li = 1 but since x˙i(t) > 0 for t large enough we can conclude
li = 1.
The main conclusion of this part is that we have obtained an easy example for
which we can ensure the transition chain even the intersection between the invariant
manifolds is not transverse, regarding the high dimension and the disposition of the
equilibrium points and the heteroclinic connections: each one in a new direction not
used before. In addition the system is integrable by quadratures which goes against
the notion of Arnold's diﬀusion, completely prohibited in integrable systems.
To end this section we can relate both examples (2.11) and (2.12). Scaling the
variables in (2.11), yi = 2Ki for 2 ≤ i ≤ N , the system becomes:
y˙2 = 2
√
3 (1− y2) (y2 − y3)
y˙i = 2
√
3 (yi−1 − yi) (yi − yi+1) for i 6= 2, N
y˙N = 2
√
3yN (yN−1 − yN)
that can be seen as a modiﬁcation of (2.12) with λi = µi = 2
√
3 for all i and adding
some terms:
y˙ = G(y)
with 
G2(y) = F2(y)− 2
√
3y3 + 2
√
3y2y3
Gi(y) = Fi(y)− 2
√
3yi−1yi+1 + 2
√
3yiyi+1 for i 6= 2, N
GN(y) = FN(y)
Recall that system (2.11) comes from a Hamiltonian system that has an invariant
subspace in some conﬁgurations of the angles. Due to the similarity between these
systems we can think in ﬁnding a Hamiltonian for which system (2.12) corresponds
to a subsystem in a concrete invariant subspace. Indeed, take:
Hˆ(x, θ) = (λ1x1 − λ1x21) cos θ1 +
n∑
i=2
((λi − µi)xi − λix2i + µixixi−1) cos θi.
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Then, if we compute the equations of motion for xi we recover exactly the equations
(2.12) but multiplied by − sin θi. The system for the angles is
θ˙1 = −(λ1 − 2λ1x1) cos θ1 − µ2x2 cos θ2
θ˙i = −(λi − µi − 2λixi + µixi−1) cos θi − µi+1xi+1 cos θi+1 for 1 < i < n
θ˙n = −(λn − µn − 2λnxn + µnxn−1) cos θn
Then, if we set all the angles in the subspace {θi = −pi/2, 1 ≤ n}, we obtain that
all the angles are ﬁxed and the equations for xi become exactly the ones in (2.12)
since − sin (−pi
2
)
= 1.
As a conclusion of the ﬁrst Sections of the present Chapter we can say that, for
the Toy Model System, the intersection between the invariant manifolds are not
transverse. With this fact we can almost discard that the mechanism for diﬀusion
relies on the Arnold diﬀusion mechanism so, then, there is no geometric explanation
of why the invariant objects can be connected. In addition, we have shown through
examples that the lack of transversality can forbid the connection in a transition
chain. However, we have detected the reason why the connection could be possible
in the Toy Model System. The geometric mechanism relies on the fact that we are
dealing with a high dimensional system and that each new connection is deﬁned by
a direction that has not been used before. We have presented, also, an integrable
example for which the diﬀusion is feasible, totally discarding, then, the Arnold
diﬀusion as a mechanism since it is typical for non integrable systems.
2.4 A proposal for a new scheme of diﬀusion
The main goal of this section would be to establish a global Theorem trough which
we can prove this kind of diﬀusion for a general system that has a non-transverse
heteroclinic chain. However this is not what we have achieved and we have to resign
ourselves with a Theorem for concrete cases. From now on we are going to work
with maps instead of ﬂows.
2.4.1 A Theorem for an easy situation
Let us start with a simple situation. Let f : Rn → Rn a diﬀeomorphism with the
following properties:
1. The points pi = (1, i. . ., 1, 0, n−i. . ., 0) are ﬁxed under f for i = 0 . . . n.
2. The segments Ci that connect the points pi−1 and pi,
Ci = {(1, i−1. . ., 1, t, 0, n−i. . ., 0), 0 ≤ t ≤ 1}
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for 1 ≤ i ≤ n are invariant under f and, for all x ∈ Ci:
lim
k→∞
fk(x) = pi lim
k→−∞
fk(x) = pi−1.
3. At each point pi the i-th direction is stable and the (i+1)-th is unstable. This
means:
Df(pi)ei = µiei, |µi| < 1
Df(pi)ei+1 = λiei+1, |λi| > 1
4. The past directions, deﬁned by ~e1, . . . , ~ei−1, are contracting directions around
the ﬁxed point pi but with a lower rate than µi. The future directions, deﬁned
by ~ei+2, . . . , ~en, are expanding directions around the ﬁxed point pi but with a
lower rate than λi.
Theorem 5. Under the previous assumptions, for all  > 0 there exist a point x0
and a sequence of integers 0 = k0 < k1 < · · · < kn such that:
||fki(x0)− pi|| <  i = 0, . . . , n.
Remark. Notice that we connect n+ 1 points in a n dimensional space. We cannot
guarantee that the result is valid for more points. This Theorem is designed to be
applied in high dimensional systems.
Remark. This is a very simple version of the Theorem that can be widely generalized.
We are assuming that there are only two dominant coordinates around each ﬁxed
point. That means that this could not be applied to the Toy Model System, where
we have four dominant directions. We can think that this simpliﬁed situation would
correspond for systems such that the transition chain is deﬁned in a subspace of half
dimension, just like (2.11).
2.4.1.1 Sketch of the proof: loosing dimensions
Here we present a sketch of the proof of Theorem 5 with some pictures. We are
going to consider only a two dimensional map. So, let f : R2 → R2 with three ﬁxed
points:
p0 = (0, 0) p1 = (1, 0) p2 = (1, 1),
with invariant segments C1 and C2 deﬁned as
C1 = {(x1, x2) : 0 ≤ x1 ≤ 1, x2 = 0} C2 = {(x1, x2) : x1 = 0, 0 ≤ x2 ≤ 1}
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Assume also that the derivatives of the map around the ﬁxed points have the fol-
lowing structure:
Df(p0) =
(
λ0,1 0
0 λ0,2
)
Df(p1) =
(
µ1,1 0
0 λ1,2
)
Df(p2) =
(
µ2,1 0
0 µ2,2
)
(2.13)
where λ0,1, λ0,2, λ12 > 1 and 0 < µ1,1, µ2,1, µ2,2 < 1. We start considering a domain
(ball) of full dimension centered around p0, D0.
Given the linear stability from (2.13), we can assume the after one iteration of the
map, our initial ball D0 will be expanded in both directions:
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It is now time to make a call: from all the possible directions, we are only interested
in the one deﬁned by the outgoing heteroclinic, that is, the segment C1. Then we
consider a section S0 = {x1 = σ} where σ is some small parameter:
Since we are only interested in the points of our ball close to the heteroclinic, we
intersect the domain with the section S0. We say that we have lost the x1 direction.
We could not use this direction in future steps. Our domain, D¯0 has one dimension
less than D0, that is, dimension one.
34
2.4 A proposal for a new scheme of diﬀusion
Then we continue with this domain. After several iterations of the map since the
domain is close to the heteroclinic connection, we can ensure that D¯0 will approach
p1 and get a domain D1:
We can use, again, the linear prediction of the map, (2.13), to be sure that our
domain is expanded in the x2 direction.
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We use now the same argument. From all the possible directions that f(D1) covers,
we want to escape through the one deﬁned by the heteroclinic to p2. So we put a
section deﬁned in the same spirit as before: S1 = {x2 = σ}.
We restrict now our domain in its intersection with the section S1. The resulting
domain D¯1 will have, then, one dimension less than D1, that means that it will have
dimension zero.
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We have no more dimensions to lose, our initial domain become a single point. This
point is close to the heteroclinic deﬁned in C2, so then, we are sure that after some
iterates, it will approach the ﬁnal ﬁxed point p2:
2.4.1.2 Proof of Theorem 5 using covering relations
We would like to prove now Theorem 5 in a rigorous way, that is, for any map f
satisfying the previous hypothesis. However we are going to present only the proof
when the map is linear close to the ﬁxed points and an aﬃne map represents the
heteroclinic connection. To do so, we are going to use the language of the h-sets
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and covering relations. All the deﬁnitions and results concerning these tools can be
found in Appendix A.
We ﬁrst deﬁne the following notation. Let z = (x1, . . . , xn). Deﬁne for i = 0, . . . , n,
zi = (zi,p, zi,inc, zi,out, zi,f ) where
• zi,p = (x1, . . . , xi−2) are the past coordinates
• zi,inc = xi is the incoming coordinate
• zi,out = xi+1 is the outgoing coordinate
• zi,f = (xi+2, . . . , xn) are the future coordinates.
These are the local coordinates around each ﬁxe point pi.
As we have said, we are going to assume that we have a sequence of linear maps: fi
for i = 0, . . . , n and fi−1,i for i = 1, . . . , n.
The maps fi will correspond to the map close to the ﬁxed point pi and we will call
them local maps. The maps fi−1,i will correspond to the maps that connect two
consecutive ﬁxed points, that we will call transition maps.
That means that we are proving the result when the map f is equal to the linear
map fi around the ﬁxed point pi and deﬁned as a translation close to the heteroclinic
connections.
Let fi(zi) = (fi,p(zi), fi,inc(zi), fi,out(zi), ff,i(zi)) the decomposition of the map fi in
terms of the previous splitting of the coordinates zi. We are going to assume that:
fi,p(zi) = Ai,pzi,p
fi,inc(zi) = µizi,inc
fi,out(zi) = λizi,out
ff,i(zi) = Ai,fzi,f ,
where Ai,p and Ai,f are matrix of the corresponding dimension that satisfy
|Ai,pzi,p| ≤ µi,p|zi,p| |Ai,fzi,f | ≥ λi,f |zi,f |,
with µi ≤ µi,p < 1 and 1 < λi,f ≤ λi. The last relations are not needed in our
argument, but we include them to point out that the dominant directions are the
ones deﬁned by zi,inc and zi,out. The norm that we are using here and for the rest of
the proof is the maximum norm, |.| = ||.||∞.
We are assuming that the map is very uncoupled. We could also assume that the
matrices Ai,p and Ai,f are diagonal with eigenvalues µi,p and λi,p respectively.
38
2.4 A proposal for a new scheme of diﬀusion
For each i = 0, . . . , n, we want to deﬁne h-sets that will be centered in the following
points qi,inc and qi,out:
• qi,inc = (0, σ, 0, 0)
• qi,out = (0, 0, σ, 0),
where σ > 0 is some small parameter that does not depend on the ﬁxed point we are
dealing with. Notice that qi,inc is located close to the ﬁxed point pi in the direction of
the incoming heteroclinic, deﬁned by the segment Ci. The point qi,out is also located
close to the ﬁxed point pi but in the direction of the outgoing heteroclinic, deﬁned
by the segment Ci+1. Let δ > 0 satisfying δ ≤ σ. Deﬁne the sets:
N inci = {zi ∈ Rn, : |zi − qi,inc| ≤ δ} (2.14)
Nouti = {zi ∈ Rn, : |zi − qi,out| ≤ δ}. (2.15)
Notice that they are boxes of size δ. We equip these sets with an h-set structure.
We declare the directions (zi,p, zi,inc) as directions nominally stable and (zi,out, zi,f )
as directions nominally unstable in both cases. Notice that, we can skip the word
nominally since the nominally stable directions are stable directions close to the
ﬁxed point. The same thing happens for the nominally unstable ones.
It is time to relate the the h-sets (2.14) and (2.15) after some iterates of the map
fi.
Lemma 4. There exists an integer ki such that the following covering relation hold:
N inci
f
ki
i=⇒ Nouti ,
for all i = 0, . . . , n− 1.
Proof. Since the map is linear we only have to prove that the stable components of
N inci are mapped inside N
out
i and that the unstable directions of N
inc
i cover the the
unstable components of Nouti . This is, the boundary of the unstable directions of
N inci is mapped outside N
out
i .
Let us start with the past components. We have to show that
∣∣fkii,p(zi)∣∣ ≤ δ for
zi ∈ N inci . But ∣∣fkii,p(zi)∣∣ = ∣∣Akii,pzi,p∣∣ ≤ µkii,p |zi,p| ≤ µkii,pδ,
and the requested inequality holds since 0 < µi,p ≤ 1.
Consider the incoming component, zi,inc. We want ki such that f
ki
i,inc(zi) ≤ δ for
zi ∈ N inci . But, ∣∣fkii,inc(zi)∣∣ = µkii |zi,inc| ≤ µkii (σ + δ) .
If we take
ki ≥
ln σ+δ
δ
lnµ−1i
,
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we obtain the desired inequality.
Now we want to study the unstable components. Take zi ∈ N inci such that its
outgoing component zi,out satisﬁes |zi,out| = δ. We want to see that∣∣fkii,out(zi)∣∣ ≥ σ + δ.
Notice that we have: ∣∣fkii,out(zi)∣∣ = λkii |zi,out| = λkii δ.
If we take ki such that
ki ≥
ln σ+δ
δ
lnλi
,
we obtain the desired inequality.
Finally, for the future components we proceed in the same way. Take zi ∈ N inci such
that its future component zi,f satisﬁes |zi,f | = δ. We want to see that∣∣fkii,f (zi)∣∣ ≥ δ.
But, ∣∣fkii,f (zi)∣∣ = ∣∣Akii,fzi,f ∣∣ ≥ λkii,f |zi,f | = λkii,fδ,
and the requested inequality holds since λi,f > 1.
To ﬁnish the proof we take
ki = max
{
ln σ+δ
δ
lnµ−1i
,
ln σ+δ
δ
lnλi
}
.
Now we are going to equip Nouti with another h-set structure, N˜
out
i . We are going
to put the outgoing coordinate zi,out in the set of stable directions. Notice that N˜outi
is the same as Nouti as sets. We are only changing the declaration of stable and
unstable coordinates, that is, the h-set structure.
Notice that it is precisely at this moment where we have lost the outgoing direction.
This argument is equivalent to the one in Section 2.4.1.1 where we intersect some
domain with a section of co-dimension one located in the desired outgoing direction.
Notice that N˜outi have the same number of stable (and unstable) components than
N inci+1.
As we have said, we are going to deﬁne the map close to the heteroclinic segment
just as a translation, fi,i+1. We are going to deﬁne the translation for points in N˜outi ,
that is for points of the form qi,out + zi with |zi| ≤ δ. The map fi,i+1 is deﬁned as:
fi,i+1(qi,out + zi) = qi+1,inc + zi.
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Notice that, with the transition written in this way we do not have to perform a
change of variables that would locate the ﬁxed point pi+1 at the origin. The change
is included in the transition.
Our goal is to prove that N˜outi covers N
inc
i+1. If we write the transition map in terms
of zi and zi+1 we have:
(zi,p, zi,inc) = zi+1,p
zi,out = zi+1,inc
zi,f = (zi+1,out, zi+1,f ).
With this relation and the fact that we are using the maximum norm we can conclude
that:
Lemma 5. The following covering relation hold:
N˜outi
fi,i+1
=⇒ N inci+1,
for all i = 0, . . . , n− 1.
So, we have obtained a sequence of covering relations. Now we can announce the
shadowing Theorem that will prove Theorem 5 when the map can be taken as a
sequence of linear maps:
Theorem 6. Suppose that the following covering relations hold:
N inci
f
ki
i=⇒ Nouti ,for all i = 0, . . . , n− 1 (2.16)
N˜outi
fi,i+1
=⇒ N inci+1, for all i = 0, . . . , n− 1. (2.17)
Then, for all  > 0 there exist a point x0 and a sequence of integers 0 = k0 < k1 <
· · · < kn such that:
||fki(x0)− pi|| <  i = 0, . . . , n.
When one has a sequence of h-sets related with covering relations one can apply,
for instance, Collorary 11 from Appendix A. However, we are not dealing with a
complete sequence of coverings since Nouti and N˜
out
i are deﬁned deﬁned by the same
set but with diﬀerent h-set structure. Such modiﬁcation is done in the proof of
Theorem 7 so we will not include the proof of Theorem 6 since would be analogous.
Another important remark is that in Collorary 11 one can deal with an inﬁnite
sequence of h-sets and coverings. In our case we have proved the covering relations
(2.16) and (2.17) without any assumptions on the relative sizes of the h-sets: the
only dependence on the step i is on the number of iterates. This means that we can
conjecture that the shadowing for an inﬁnite sequence of ﬁxed points is feasible if
the stability of the ﬁxed points is the one used above.
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2.4.2 Generalizing Theorem 5
Our goal would be to produce a Theorem just like Theorem 5 for a wider class of
system that would include the Toy Model System. However this is a very idealistic
goal. What we are going to do is to prepare a general Theorem and show that its
proof is equivalent to show a chain of covering relations between concrete h-sets.
That is, we will deﬁne a a sequence of h-sets for the wider class of systems and we
will prove a Theorem equivalent to Theorem 6 without proving that the covering
relations hold.
2.4.2.1 Description of the class of systems
We are going to start generalizing the the class of systems for which we can ﬁnd this
kind of diﬀusion. We start decomposing our space Rn in the direct sum of L spaces.
That is, let ni > 0 for i = 1, . . . , L such n1 + n2 + · · ·+ nL = n.
For i = 1, . . . , L consider the subspaces Vi which are spanned by en1+···+ni−1+j for
j = 1, . . . , ni. In this notation Rn =
⊕L
i=1 Vi.
We will use the following notation: for l ∈ N 0l, 1l will denote the sequences of
length l consisting from 0 or 1 respectively.
Assume that we have a diﬀeomorphism on f : Rn → Rn with the following proper-
ties:
• there exists a sequence of ﬁxed points
p1 = (0
n),
p2 = (1, 0
n1−1),
p3 = (1, 0
n1−11, 0n2−1),
. . .
pk = (1, 0
n1−1, 1, 0n2−1, . . . , 1, 0nk−1, 0nk+···+nL), for 2 ≤ k ≤ L
pL+1 = (1, 0
n1−1, 1, 0n2−1, . . . , 1, 0nL−1)
• for any i = 1, . . . , L, the interval connecting pi and pi+1 denoted by Ci
Ci = {z | (1, 0n1−1, 1, 0n2−1, . . . , 1, 0ni−1 , t, 0ni+···+nL) t ∈ [0, 1]}
is invariant under f and for any z ∈ Ci
lim
k→∞
fk(z) = pi+1, lim
k→−∞
fk(z) = pi.
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Notice that if we set ni = 1 we recover the situation from Theorem 5. Now we are
allowing that the transition takes place in a larger space. That means that when
we approach a ﬁxed point, we have many possible outgoing directions, deﬁned in
Vi, but only one will connect us to the following ﬁxed point. This is precisely the
situation when one considers the Toy Model System. There we had ni = 2. So, in
our argument we are going to get rid of ni directions in the step i.
Once we have established the class of systems we deﬁne the tools that we are going
to use.
2.4.2.2 Construction of h-sets
Using the decomposition above, in Rn we will represent points as z = (z1, . . . , zL),
where zi ∈ Vi for i = 1, . . . , L.
Deﬁnition 1. We deﬁne for i = 1, . . . , L the h-sets Ni by
Ni = {pi}+ ΠLj=1Bnj(0, ri,j), i = 1, . . . , L+ 1.
where we declare the directions in Vi ⊕ Vi+1 ⊕ · · · ⊕ VL as the nominally unstable
directions and the directions in V1 ⊕ · · · ⊕ Vi−1 as the nominally stable directions.
Notice that, each h-set is centered in pi i = 1, . . . , L + 1. Observe, also that NL+1
does not have any unstable directions.
In the spirit of the previous sections, we are going to deﬁne sections of codimension
ni in the vicinity of each point pi in the direction deﬁned by the outgoing heteroclinic
we want to escape through.
Deﬁnition 2. Let 0 < ∆ ≤ ri,i. We deﬁne the exit section Si as
Si = {z = (z1, . . . , zL) ∈ Rn, : zi = δi = (∆i, 0ni−1)}.
Notice that, with the condition ∆ ≤ ri,i, we ensure that Si ∩Ni 6= ∅.
For i ≤ L we will deﬁne also another set Mi, which is contained in Ni and is
centered on the section Si:
Mi = pi + δi + Π
L
j=1Bnj(0, ti,j), i = 1, . . . , L
where ti,j are positive real numbers, such that Mi ⊂ Ni.
We equip the set Mi with two diﬀerent h-set structures. To deﬁne the ﬁrst one,
denoted by Mi for i = 1, . . . , L, we declare as the nominally unstable directions
Vi ⊕ Vi+1 ⊕ · · · ⊕ VL (i.e. spanned by en1+···+ni−1+j for j = 1, . . . , ni + · · · + nL).
Notice that these are the same nominally unstable directions in Ni.
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For the second one, that we will denote by M˜i, we declare as the unstable directions
Vi+1 ⊕ · · · ⊕ VL (i.e. en1+···+ni+j for j = 1, . . . , ni+1 + · · · + nL). Notice that if we
compare it withMi we can say that we have lost the subspace of nominally unstable
directions generated by Vi (en1+···+ni−1+j for j = 1, . . . , ni).
Remark. Observe that M˜L has no nominally unstable directions and ML has nL
nominally unstable directions.
With this notation the nominally unstable directions ofNi andMi could be identiﬁed
with the subspace Vi ⊕ Vi+1 ⊕ · · · ⊕ VL and in M˜i the nominally unstable directions
are Vi+1 ⊕ · · · ⊕ VL.
2.4.2.3 Purely topological shadowing Theorem
We are going to present a result that is equivalent to a generalized version on Theo-
rem 5. Using the deﬁnitions of sections above, we are going to suppose some covering
relations between the h-sets. Then we could prove a shadowing Theorem.
Indeed, assume that the following covering relations are satisﬁed
M˜i
f li
=⇒ Mi+1 i = 1, . . . , L− 1 (2.18)
f lL(M˜L) ⊂ NL+1, (2.19)
where li for i = 1, . . . , L − 1 is some integer that represents the number of iterates
that M˜i needs to approach pi+1.
Remark. From now on we will denote f li by fi.
Theorem 7. Assume that covering relations (2.18,2.19) are satisﬁed.
Then there exist z1 and a sequence of integers k1 < k2 < · · · < kL, such that
z1 ∈ N1,
fki(z1) ∈ Ni i = 1, . . . , L+ 1.
Proof. We will look for q1 ∈ S1∩N1 such that, there exists a sequence {qi}i=2,3,...,L+1
satisfying
qi+1 = fi(qi) ∈ Si+1 ∩Mi+1 ⊂ Ni+1, i = 1, . . . , L− 1 (2.20)
qL+1 = fL(qL) ∈ NL+1 (2.21)
This is a system of equations for qi, i = 1, 2, . . . , L+ 1. It is easy to see that we can
drop equation (2.21), because from (2.20) and (2.19) it follows that fL(M˜L) ⊂ NL+1.
We deﬁne projections zi :
⊕L
j=1 Vj → Vi by zi(z1, . . . , zL) = zi.
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We consider the following system of equations
zi(qi)− δi = 0, i = 1, . . . , L (2.22)
fi(qi)− qi+1 = 0, i = 1, . . . , L− 1. (2.23)
which we will be considered in the set
D = ΠLi=1Mi.
Let us remind that the supports of Mi and M˜i coincide, but M
±
i and M˜
±
i diﬀer as
h-sets.
Observe that the number of equations in system (2.222.23) coincides with the
number of variables in D. Indeed the equation count goes as follows:
• (2.22) consists of n1 + n2 + . . . nL = n equations
• (2.23) consists of n(L− 1) equations
which gives Ln equations in the system.
Let us denote by F the map given by the left hand side of system (2.222.23). We
have for q ∈ D
F (q) =
(
zi(qi)− δi, i = 1, . . . , L
fi(qi)− qi+1, i = 1, . . . , L− 1.
)
We will prove that system (2.222.23) has a solution in D, by using the homotopy
argument to show that the local Brouwer degree deg(F, intD, 0) is nonzero. For
deg(F, intD, 0) to be deﬁned we need that F (q) 6= 0 for q ∈ ∂D. This fact will be
established below for the one parameter family of maps in which F will be imbedded.
In the sequel coordinates in M˜i and Mi are used (the coordinates from the h-set
structure). In these coordinates δi = 0
Let hi for i = 1, 2, . . . , L− 1 be the homotopies of the covering relation (2.18). Let
Ai be a linear map which appear at the end of the homotopy hi.
We imbed F into a one-parameter family of maps (a homotopy), Ht as follows
Ht(q) =
(
zi(qi), i = 1, . . . , L
ht,i(qi)− qi+1, i = 1, . . . , L− 1
)
It is easy to see that H0(q) = F (q).
We show that if q ∈ ∂D then for all t ∈ [0, 1] holds Ht(q) 6= 0. This will imply that
deg(Ht, D, 0) is deﬁned for all t ∈ [0, 1] and does not depend on t.
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Let q ∈ ∂D. Then one of the following conditions holds for some i = 1, . . . , L :
qi ∈ ∂M˜−i or qi ∈ ∂M˜+i .
Assume that qi ∈ M˜−i . Since M˜−L = ∅ we must have i < L. Then from the covering
relation (2.18) it follows that ht,i(qi) /∈ Mi+1, hence the equation ht,i(qi)− qi+1 = 0
does not hold for any qi+1 ∈Mi+1.
The case qi ∈ M˜+i is more subtle. If i > 1, then we will use the covering relation
M˜i−1
fi−1
=⇒Mi. Observe that M+i ( M˜+i . If qi ∈M+i , then ht,i−1(qi−1)− qi 6= 0 for all
qi−1 ∈ Mi−1. If qi /∈ M+i , then zi(qi) is on the boundary in the i-th direction hence
zi(qi) 6= 0. It remains to consider q1 ∈ M˜+1 . In this situation either z1(q1) 6= 0.
We have proved that deg(Ht, intD, 0) is deﬁned. By the homotopy invariance we
have
deg(F, intD, 0) = deg(H1, intD, 0). (2.24)
Observe that H1(q) = 0 is the following system of linear equations
z1,1 = 0
(0, A1(z1,2, . . . , z1,L))− (z2,1, z2,2, . . . , z2,L) = 0
z2,2 = 0
(0, 0, A2(z2,3, . . . , z2,L))− (z3,1, z3,2, . . . , z3,L) = 0
. . .
(0, . . . , AL−1(zL−1,L))− (zL,1, zL,2, . . . , zL,L) = 0
zL,L = 0
It is not hard to see that q = 0 is the only solution of this system. To prove that
zi,j = 0 for i, j = 1, . . . , L we should start from two bottom equations to infer that
zL,i = 0 for i = 1, . . . , L and since AL−1 is an isomorphism then also zL−1,L = 0.
Now we consider zL−1,i from next two equations from the bottom and so on.
Therefore deg(H1, intD, 0) = ±1.
This and (2.24) implies that
deg(F, intD, 0) = ±1
hence there exists a solution of equation F (q) = 0 in D. This ﬁnishes the proof.
Notice that what we are proving is that if the covering relations (2.18,2.19) are
satisﬁed, then we can shadow the heteroclinic chain. So, for a given problem it rests
to prove such covering relations.
Also notice that the deﬁnition of the class of system is very vague and, however,
we can prove Theorem 7. That means that the delicate study will come when one
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proves the covering relations. For instance, we are declaring nominally stable and
nominally unstable directions in the h-sets. If the directions are not of the same
type of stability, which is the case of the Toy Model System, then it will be hard to
prove such coverings.
47

3 Applying the new scheme to the
Toy Model System
3.1 Introduction
In this chapter our aim is to use the ideas and tools obtained in the previous one
to prove Theorem 8. Then, we would have identiﬁed the diﬀusion mechanism that
appears in the Toy Model System. However, instead of working with h-sets, we are
going to present a diﬀerent but equivalent argument with disks. We recall that the
Theorem that we want to prove is:
Theorem 8. Let N > 1, δ  1. There exists a time, T ∗0 = T ∗0 (N, δ) such that,
for all time T ∗ ≥ T ∗0 , there exists an initial data b(0) = (b1(0), . . . , bN(0)) ∈ CN for
(3.1) such that
|b3(0)| ≥ 1− δ, |bj(0)| ≤ δ, j 6= 3
|bN−2(T ∗)| ≥ 1− δ, |bj(T ∗)| ≤ δ, j 6= N − 2.
In order to make this chapter more self-contained we will start recalling the struc-
ture and properties of the system in the following section. Later we will check if
the shadowing argument that we propose is feasible when one consider only the
linear part of the system around the objects of interest (periodic orbits and hetero-
clinic connections). Finally we prove Theorem 8 using the recurrent application of
Proposition 1, once for each connection between two consecutive periodic orbits.
The more technical proofs can be found in Appendix C.
3.2 Dynamical structure of the Toy Model System
Let us begin with the deﬁnition of the system:
Deﬁnition 3 (The Toy Model System). Let N > 1 and b = (b1, . . . , bN) ∈ CN . The
Toy Model System is deﬁned by the following equations:
dbj
dt
= −i|bj|2bj + 2ibj
(
b2j−1 + b
2
j+1
)
, j = 1, . . . , N (3.1)
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with the convention b0 = bN+1 = 0.
We recall that the Toy Model System is a Hamiltonian system with Hamiltonian
function
HN(b1, . . . , bN) =
1
4
N∑
j=1
|bj|4 − 1
2
N−1∑
j=2
(
b2jbj−1
2
+ bj
2
b2j−1
)
.
It is also important to recall that the total mass
MN(b) =
N∑
j=1
|bj|2
is constant along the solutions and we will restrict ourselves to the mass levelMN =
1, that is: we will consider system (3.1) on
SN = {b ∈ Cn : MN(b) = 1} .
The important invariant objects (or landmarks) of our discussion are the N periodic
orbits:
Tj = {b ∈ SN : |bj| = 1, bk = 0∀ k 6= j}.
We recall that there exists an explicit family of heteroclinic connections between
two consecutive periodic orbits:
γ+j,j+1 : {Tj → Tj+1} γ−j+1,j : {Tj+1 → Tj}.
So, in order to prove Theorem 8 we are going to look for solutions that shadow the
forward heteroclinic connections, γj,j+1.
It is clear that our argument will have two distinct regimes: one when we properly
connect two consecutive heteroclinics close to a periodic orbit Tj and the other in
which we simply follow the heteroclinic γj,j+1 as a known solution of the system
between two consecutive periodic orbits.
Then, it is reasonable to start analyzing system (3.1) close to the periodic orbit Tj
by performing a local change of coordinates that refers the dynamics to the motion
of the periodic orbit:
bj = re
iθ, bk = cke
iθ for k 6= j, (3.2)
with r ∈ R, θ ∈ T and ck ∈ C for all k 6= j. We see that, in these coordinates, the
periodic orbit Tj is:
Tj = {r = 1, θ ∈ T, ck = 0, ∀ k 6= j, }.
Notice that we have not used yet that we work on SN instead of CN . We can do so
by substituting
r2 = 1−
∑
k 6=j
|ck|2 (3.3)
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and forgetting about this radial coordinate in the system. Introducing the change
cj−1 = ω2x− + ωy−, cj+1 = ω2x+ + ωy+ (3.4)
with ω = e2pii/3 we diagonalize the linear part of the system.
Lemma 6. After the changes deﬁned in (3.2), (3.3) and (3.4), the Toy Model System
becomes: 
x˙± =
√
3x± +R
x±
hyp(x, y) +R
x±
mix(x±, y±, c)
y˙± = −
√
3y± +R
y±
hyp(x, y) +R
y±
mix(x±, y±, c)
c˙k = ick +R
ck
ell(c) +R
ck
mix(x, y, c)
θ˙ = −1 + 3x−y− + 3x+y+ +
∑
l∈Pj
|cl|2
(3.5)
where θ ∈ T, x = (x−, x+) ∈ R2, y = (y−, y+) ∈ R2, c = (c1, . . . , cj−2, cj+2, . . . , cN) ∈
CN−3 and Pj = {1 ≤ k ≤ N : k 6= j − 1, j, j + 1}.
The nonlinearities are given by:
R
x±
hyp(x, y) = −x±[f(x±, y±) + g(x∓, y∓)]− y±h(x∓, y∓)
R
y±
hyp(x, y) = x±h(x∓, y∓) + y±[f(y±, x±) + g(x∓, y∓)]
f(a, b) =
√
3(a2 − 2ab+ 3b2)
g(a, b) =
√
3
3
(4a2 − 7ab+ 4b2)
h(a, b) =
2
√
3
3
(−a2 + 4ab− b2)
R
x±
mix(x, y, c) = −x±F (c) + 2x±G1(cj±2) + y±[−G1(cj±2) +G2(cj±2)]
R
y±
mix(x, y, c) = y±F (c)− 2y±G1(cj±2) + x±[G1(cj±2) +G2(cj±2)]
F (c) =
√
3
∑
l∈Pj
|cl|2
G1(cj±2) =
2
√
3
3
[
Re2(cj±2)− Im2(cj±2)
]
G2(cj±2) = −4Re(cj±2)Im(cj±2)
If k 6= j ± 2
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Rckell(c) = −ick
|ck|2 +∑
l∈Pj
|cl|2
+ 2ic¯k [c2k−1 + c2k+1]
Rckmix(x, y, c) = −ick [3x−y− + 3x+y+]
and, for k = j ± 2
R
cj±2
ell (c) = −icj±2
|cj±2|2 +∑
l∈Pj
|cl|2
+ 2ic¯j±2c2j±3
R
cj±2
mix (x, y, c) = −icj±2 [3x−y− + 3x+y+] + 2ic¯j±2
(
ω2x± + ωy±
)2
Remark. (Symmetries)
• Notice that the angular variable θ does not appear in the equations of (x, y, c).
This is due to the phase rotation symmetry that comes from the mass conserva-
tion. We can forget about this angle and work only with the other coordinates.
In other words, we have taken the symplectic quotient of the phase space with
respect to the rotation symmetry and reduced (the original Hamiltonian) in
one degree of freedom, (r, θ). The elimination of these coordinates does not
lead us only to a lower dimensional system but to a system in which the sizes
of the coordinates are comparable.
• If we only take care of the equations for x, y and c, we have an equilibrium
point at the origin that corresponds to {r = 1}, that is, the periodic orbit Tj.
We say that the periodic orbit has collapsed into an equilibrium point located
at the origin of R2 × R2 × CN−3. We must recall that the original system is
deﬁned on the mass level MN = 1. Since
|bj| = r, |bj±1|2 = x2± − x±y± + y2±, |bk| = |ck| for k ∈ Pj,
system (3.5) (when we remove the equation for θ) is deﬁned in:
SjN = {(x, y, c) ∈ R2 × R2 × CN−3 : M jN(x, y, c) ≤ 1},
where
M jN(x, y, c) = x
2
− − x−y− + y2− + x2+ − x+y+ + y2+ +
∑
l∈Pj
|cl|2.
• One of the most remarkable properties of (3.1) is that if we set any mode bk
to zero it will remain at zero. This is what we call the mode invariance. With
both changes we keep this symmetry, that is, the subspaces
Lk = {ck = 0} L± = {x± = y± = 0}
are invariant.
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• Notice that the main structure of the system does not depend on j (same
eigenvalues and same structure of nonlinearities). However, since these coor-
dinates refer the dynamics around Tj we should keep some subscript for x±, y±
but there is no need to do so because during the main part of the discussion
we will not combine coordinates that are referred to diﬀerent periodic orbits.
When we need to distinguish them we will use (x˜±, y˜±) for the others.
If we look at the linear part of system (3.5) we see that we have four hyperbolic
directions deﬁned by x−, y−, x+, y+ and N − 3 complex elliptic directions deﬁned by
c. We can say that the equilibrium point is saddle× saddle× centerN−3.
It is clear that these coordinates are local. So, if we want to analyze the system
around the heteroclinic connection we could think that we should go back to the
original ones. However, we can see that we can deﬁne the heteroclinics and work
with these local coordinates for the whole transition from Tj to Tj+1.
Indeed, we can easily check that the four hyperbolic positive semi-axis are invari-
ant and the dynamics on them correspond to a heteroclinic motion between two
equilibrium ﬁxed points: the origin and a point at distance one.
We must point out that the previous change of coordinates is well deﬁned everywhere
except for the periodic orbits. That means that, for instance, the heteroclinics
deﬁned by the x−-axis and y−-axis do not end up (one backward and one forward
in time) at the same equilibrium point because the periodic orbit Tj−1 is deﬁned by
the ellipse {x2− − x−y− + y2− = 1} with four equilibrium points:
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Since we are in a rotating frame, these equilibrium points are precisely the points
of Tj−1 that are synchronized in a proper way with Tj.
So, schematically we have the following picture:
The important heteroclinic for us will be the one that connects Tj with Tj+1 forward
in time and we will call it the outgoing heteroclinic. In this case it corresponds to
x+-axis and has the following expression:
xh+(t) =
1√
1 + 1−x+(0)
2
x+(0)2
e−2
√
3t
,
and zero for the rest of the coordinates.
Now we can see that we can still work with the local coordinates from Tj in the
study of the ﬂow close to the heteroclinic. Once we have overcome it we will have
to perform a change of coordinates between two consecutive local coordinates.
Lemma 7. Using (x˜, y˜, c˜) for the coordinates referred to Tj+1 the change of coordi-
nates between two consecutive local coordinates is given by:
y˜− =
r
r˜
x+
x˜− =
r
r˜
y+
y˜+ =
1
r˜
[
−2
√
3
3
Im(cj+2)y+ +
(
Re(cj+2) +
√
3
3
Im(cj+2)
)
x+
]
x˜+ =
1
r˜
[(
Re(cj+2)−
√
3
3
Im(cj+2)
)
y+ +
2
√
3
3
Im(cj+2)x+
]
c˜k = ck
ω2y+ + ωx+
r˜
for k ∈ {1, . . . , j − 2, j + 3, . . . , N}
c˜j−1 =
(
ωy− + ω2x−
) ω2y+ + ωx+
r˜
,
where
r˜2 = y2+ + x
2
+ − y+x+ r2 = 1− r˜2 − ρ2 = 1− r˜2 − (y2− + x2− − y−x−)−
∑
l∈Pj
|cl|2.
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Remark. Notice that the outgoing heteroclinic deﬁned by the x+-axis becomes ex-
actly the y˜−-axis. This is why we call to the heteroclinic represented by the y−-axis
the incoming heteroclinic.
After this introduction we are ready to propose an iterative scheme that will give
us the proof of Theorem 8.
3.3 Inductive scheme of shadowing the
heteroclinics
This is the main section of our work and this is where we deﬁne an inductive argu-
ment through which we shadow the heteroclinics. To do so we will deﬁne and let
evolve some domains in the spirit of the previous chapter to ﬁnd the diﬀusing orbit.
Besides that, we will need to use some quantitative results that are independent of
our argument but inherent to the structure of the dynamical system. These results
will allow us to justify that our domains behave in the desired way. In the whole
discussion we will combine both kind of arguments.
As all the previous works ([CKS+10] and [GK15]) we will split the shadowing argu-
ment in N − 5 steps, one for each connection between two consecutive heteroclinics.
So, for j ∈ {3, . . . , N − 2}, we will have this schematic situation:
The junction point between steps is determined by some distance, that we call
macroscopic, σ, to the periodic orbit. This is a small global parameter that does not
depend on the step and its value will be determined later in terms of the parameter
δ from Theorem 8.
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Let us focus on the j-th step. As we have said we can work during the whole
step with the local coordinates around Tj. Recall that, in these coordinates, Tj has
collapsed into an equilibrium point; the incoming heteroclinic from Tj−1 to Tj is
deﬁned by the y−-axis and the outgoing from Tj to Tj+1 by the x+-axis. Then, the
j-th step will begin at y− ∼ σ and will end at x+ ∼
√
1− σ2 (that corresponds to
y˜− ∼ σ in the coordinates referred to Tj+1). So the j-th step will consist on three
parts: the study close to the equilibrium point, close to the heteroclinic channel and
the change of coordinates that relates two consecutive local coordinates.
Now we are going to explain how we implement the technique of losing dimensions
at each connection. We ﬁrst need a concrete splitting of the coordinates.
Deﬁnition 4. Given z ∈ SjN , consider the splitting z = (pj, fj), where:
• pj are the past coordinates
• fj are the future coordinates
At the same time we deﬁne a new splitting for the past and future coordinates:
• pj = (cpj, hpj) where cpj = c− = (c1, . . . , cj−2) are the center past coordinates
and hpj = (x−, y−) are the two hyperbolic past coordinates.
• fj = (hfj, cfj) where hfj = (x+, y+) are the two hyperbolic future coordinates
and cfj = c+ = (cj+2, . . . , cN) are the center future coordinates.
In an inductive argument we will assume that all the past coordinates are already
ﬁxed in previous steps while all the future coordinates are free. In the present step
we will ﬁx only the two hyperbolic future coordinates.
The way that we illustrate such a splitting of ﬁxed and free coordinates is through
what we call a generic disk.
Deﬁnition 5. Let z = (p, f). A generic disk is:
Dgen = {z = (p, f) : p = m(f), |f | ≤ rf},
where m is a map from Brf (0) ⊂ Rnf to Rnp such that
||m|| = sup
f∈Brf (0)
||m(f)|| ≤ rp.
We say that f is free and p is ﬁxed.
With this deﬁnition we can understand better what we mean by ﬁxed (past) or free
(future) coordinate.
56
3.3 Inductive scheme of shadowing the heteroclinics
Our argument will consist on deﬁning a sequence of disks and to prove that the ﬂow
acts on every disk including it in the following one. In this way we will guarantee
that the last disk contains the evolution of the ﬁrst.
This kind of argument is standard as used in Chapter 2. That is, to deﬁne a sequence
of h-sets that are related consecutively through a covering relation. However, we
will try to give a more intuitive argument working with disks instead of h-sets. The
analog of the covering relations will be the following:
Lemma 8. Let F : U ⊂ Rn+m → Rn+m, z 7→ z˜ be a diﬀeomorphism. Consider the
splitting:
z = (p, f) z˜ = (p˜, f˜)
for which we can also split F =
(
Fp˜, Ff˜
)
. Assume that we have a generic disk, Dgen
in U .
Dgen = {z = (p, f) : p = m(f), |f | ≤ rf} with |m| ≤ rp.
We deﬁne another disk in the image space as:
D˜gen = {z˜ = (p˜, f˜) : p˜ = m˜(f˜), |f˜ | ≤ r˜f} with |m˜| ≤ r˜p.
For this disk we do not give any concrete expression for the function m˜ that deﬁnes
the disk. Assume that the map is close to a linear map. Then, the image of Dgen
contains D˜gen, D˜gen ⊂ F (Dgen) for a concrete expression on the function m˜, if:
• The map is consistent with the splitting:
∂Ff˜
∂f
(z) (3.6)
is invertible.
• We have upper bounds in the past coordinates:
|Fp˜(m(f), f)| ≤ r˜p. (3.7)
• We have lower bounds in the future coordinates: For f ∗ in the boundary of the
domain, that is |f ∗| = rf , we have:
r˜f ≤ |Ff˜ (m(f ∗), f ∗)|. (3.8)
This result is equivalent to the deﬁnition of covering relation when one deals with
maps close to linear or when the map has a strong uncoupling between ﬁxed and
free coordinates.
Coming back to our argument, we will start with some disk, Dj, located at a distance
σ to Tj in the direction deﬁned by the incoming heteroclinic. More precisely, we
deﬁne what we call a generic incoming disk in the j-th step, Dgenj that will be the
starting disk at each step.
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Deﬁnition 6. A generic incoming disk is deﬁned as
Dgenj =
{
z ∈ SjN : c− = mc−0 (x+, y+, c+), x− = mx−0 (x+, y+, c+),
y− = σ +m
y−
0 (x+, y+, c+),
|x+| ≤ r0x+ , |y+| ≤ r0y+ , |c+,k| ≤ r0c+,k } ,
where we assume∣∣mc−,k0 (x+, y+, c+)∣∣ ≤ r0c−,k |mx−0 (x+, y+, c+)| ≤ r0x− |my−0 (x+, y+, c+)| ≤ r0y− .
Note that, on the one hand, the disk has the structure requested before: all the past
coordinates ﬁxed as a function of the free, future, coordinates. On the other hand
we will assume that
r0 = max {r0c− , r0x− , r0y− , r0x+ , r0y+ , r0c+}
is bounded by some microscopic quantity, much smaller than the macroscopic quan-
tity. That means that at this point we have a distinguished macroscopic coordinate,
y−, the direction deﬁned by the incoming heteroclinic, while the size of the other
coordinates are, at most, microscopic. Hence our domain is truly localized in the
incoming heteroclinic.
We are not interested in the evolution of the whole disk: we are only interested in the
part of the disk that will ﬂow close to the outgoing heteroclinic after the passage of
the equilibrium point. This is why we have to restrict our disk or, equivalently, lose
some dimensions. Since the outgoing heteroclinic is deﬁned through the x+-axis, the
best restriction we could perform is to set all the future coordinates at zero except
for x+. However it is clear that, then, we could not continue with an inductive
argument since we will not have more free coordinates to lose later on. The second
best option is to ﬁx only the two hyperbolic future coordinates since these are the
ones that dominate the dynamics, in front of the central future coordinates. In such
a way, we will keep enough freedom to continue with the inductive argument.
To obtain this we have two diﬀerent options. The ﬁrst one (explained in the previous
chapter) consists on computing the evolution of the whole disk Dgenj for a time τ
(large enough) and then intersect the resulting disk with some section located in the
desired outgoing direction. This section will be deﬁned as
Sj = {x+ = σ + x∗+, y+ = y∗+}. (3.9)
Remark. The idea would be to set x∗+ = y
∗
+ = 0, but this is not exactly what we will
obtain.
Then we would have a domain (the intersection of the evolved disk with that section)
located at a macroscopic distance of Tj and in the right direction to escape.
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However, we are going to use another strategy that saves us to compute the evolution
of the whole disk. The idea is that there is no need to compute the evolution of the
whole disk if we are going to get rid of two directions. The alternative is to use a
Shilnikov scheme. That will give us the restriction of the original disk that ends in
the desired section in an automatic way. In addition this technique will provide us
good estimates of the solution (actually, good estimates on the deviation of the true
solution with respect to the solution of the linearized problem).
Let us start deﬁning the Shilnikov problem. These kind of problems were introduced
in [Shi67].
Deﬁnition 7. Let F be a vector ﬁeld in Rn. Consider the following system of
ordinary diﬀerential equations:
z˙ = F (z). (3.10)
Split the coordinates in z = (z1, z2), that is, consider a splitting Rn = Rn1 × Rn2 ,
with n1 + n2 = n. Let (τ ; z01 , z
1
2) be the the Shilnikov data, where τ ∈ R+, z1 ∈ Rn1
and z2 ∈ Rn2 .
We say that z(t) is a solution for the Shilnikov problem with Shilnikov data (τ ; z01 , z
1
2)
if it solves equation (3.10) for t ∈ [0, τ ] and
z1(0) = z
0
1 z2(τ) = z
1
2 .
Remark. Note that, for τ = 0 we recover the initial value problem.
Remark. When one considers this kind of problems one has to prove that there
exists a unique solution. This is not always true for all systems. A complete proof
for saddle equilibrium points for a concrete splitting for the coordinates is given in
[Den89].
In our case, we have already considered a splitting for the coordinates in terms of
past and future coordinates. We are going to set all the past coordinates pj for time
t = 0. On the other hand, we want to ﬁx precisely at this step the pair of hyperbolic
future coordinates hfj, and this is why we are going to ﬁx them for time t = τ at the
section, Sj, described above. For the rest of free coordinates, the center future cfj,
we want them to remain free after this step so we are going to consider a Shilnikov
problem for each admissible value of cfj at time t = 0.
That is, for τ > 0 large enough, consider the Shilnikov problem deﬁned by the
following Shilnikov data:
c−(0) = m
c−
0 (x
0
+, y
0
+, c
0
+) c+(0) = c
0
+
x−(0) = m
x−
0 (x
0
+, y
0
+, c
0
+) y−(0) = σ +m
y−
0 (x
0
+, y
0
+, c
0
+)
x+(τ) = σ + x
∗
+ y+(τ) = y
∗
+ (3.11)
for each |c0+| ≤ r0+.
Remark. Notice that we have introduced the parameters x0+, y
0
+ and c
0
+ that param-
eterize our starting disk.
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Under some assumptions, we are going to see that these problems will have a unique
solution that will depend on all the parameters:
c−(t) = c−(t; τ ;x0+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
x−(t) = x−(t; τ ;x0+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
y−(t) = y−(t; τ ;x0+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
x+(t) = x+(t; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
y+(t) = y+(t; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
c+(t) = c+(t; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
Next we will have to check that our solutions really start in Dgenj for t = 0. That
means two things:
• The range where the future hyperbolic coordinates lie is large enough to con-
tain the solutions:
|x+(0)| ≤ r0x+ , |y+(0)| ≤ r0y+ .
• The introduced parameters must match with the solution for t = 0. For c0+
this is true by construction. For x0+ and y
0
+, they must be chosen as the ones
that solve the following equation:
x0+ = x+(0) = x+(0; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
y0+ = y+(0) = y+(0; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
Once we have checked these conditions, we only have to compute all the family of
solutions at t = τ . It will be a disk, that we will call the outgoing disk, in the right
place (contained in Sj deﬁned in (3.9)) and so, with two dimensions less.
Finally we will see that outgoing disk ﬂows close to the outgoing heteroclinic until
it reaches the proximity (distance σ) of Tj+1. Then we will change the coordinates
to the ones that refer the dynamics to the motion of the next periodic orbit, Tj+1,
and check that the transformed disk, Dgenj+1, has the appropriate structure for a disk
in the following step.
That means that we are looking to prove the following recurrent generic result:
There exists a subdisk of the generic incoming disk, Dgenj , such that, after the action
of the ﬂow for a time T gen it contains the disk generic incoming disk for the next
step, Dgenj+1.
3.3.1 The prediction of the linear part
The ﬁrst approach that we want to do is to check whether our argument is feasible,
when we just consider the linear part of our system. This will be useful for two
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reasons. The ﬁrst one is just because if our argument does not work with this
simpler system we can neglect it as not feasible. The second one is because it will
give us a quantitative prediction on many aspects, as the sizes of our coordinates.
Of course, we are not going to consider only the linear part of system (3.5) around
the origin, because there are not heteroclinics in linear systems. The idea would
be to combine linearization around diﬀerent solutions: the ﬁxed points and the
heteroclinics. Since the coordinates we are working with are local, we will need
to include changes between the local coordinates that refer the dynamics to the
motion of one periodic orbit and the ones that refer the dynamics to the motion of
the consecutive periodic orbit. For these changes we will consider only their linear
part.
So, ﬁx j ∈ {3, . . . , N − 2} and consider the local coordinates around Tj and the
generic incoming disk of Deﬁnition 6.
Up to now, we do not have a good idea of the size of r0c−,k , r
0
x− , r
0
x− and r
0
x+
, r0y+ ,
r0c+,k besides the fact that they are all smaller than σ in order to have a disk truly
localized close to the incoming heteroclinic. As we have said, we will call these sizes
microscopic. We plan to obtain a good guess for this size considering the linearized
system.
We are now ready to study the ﬂow of Dgenj around an equilibrium point. As we
have said, the tool that we are going to use will be a Shilnikov argument. Since we
are close to the origin (the largest variable has size σ that is small), it is reasonable
to linearize the system around it. That means to consider:
x˙± =
√
3x±
y˙± = −
√
3y±
c˙k = ick
(3.12)
Once we have determined the system we must deﬁne the Shilnikov data. We are
going to take the data deﬁned in (3.11). A particularity of the linear system (3.12)
is that the equations for the components are completely uncoupled. So, to consider
a Shilnikov problem is equivalent to consider an initial value problem for each com-
ponent, and thus, there exists always a unique solution. In our case, for each c0+ in
its range, the solution of this Shilnikov problem (3.11) is given by:
c−(t) = eitc−(0) = eitm
c−
0
(
x0+, y
0
+, c
0
+
)
x−(t) = e
√
3tx−(0) = e
√
3tm
x−
0
(
x0+, y
0
+, c
0
+
)
y−(t) = e−
√
3ty−(0) = e−
√
3t
(
σ +m
y−
0
(
x0+, y
0
+, c
0
+
))
x+(t) = x+(τ)e
√
3(t−τ) =
(
σ + x∗+
)
e
√
3(t−τ)
y+(t) = y+(τ)e
−√3(t−τ) = y∗+e
−√3(t−τ)
c+(t) = e
itc+(0) = e
itc0+,
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where the functions mc−0 , m
x−
0 and m
y−
0 deﬁne the disk D
gen
j from Deﬁnition 6.
As we have said, the ﬁrst thing we have to do is to determine the values of x0+ and y
0
+
in order to match them with the beginning of a solution. We recall the equations:
x0+ = x+(0) = x+(0; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+)
y0+ = y+(0) = y+(0; τ ;x
0
+, y
0
+, c
0
+, x
∗
+, y
∗
+, c
0
+).
Again, due to the uncoupling of the system, these equations become trivial in our
linear situation:
x0+ = x+(0) =
(
σ + x∗+
)
e−
√
3τ
y0+ = y+(0) = y
∗
+e
√
3τ ,
and we can already write the expression of the solution if we take such values for
the introduced parameters:
c−(t) = eitm
c−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
)
x−(t) = e
√
3tm
x−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
)
y−(t) = e−
√
3t
(
σ +m
y−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
))
x+(t) =
(
σ + x∗+
)
e
√
3(t−τ)
y+(t) = y
∗
+e
−√3(t−τ)
c+(t) = e
itc0+.
After that we can already think on sizes. First of all, we recall that we need to
check another condition on the sizes of x+ and y+ for t = 0: the range in D
gen
j must
contain these values. That means:
r0x+ ≥ x+(0) =
(
σ + x∗+
)
e−
√
3τ r0y+ ≥ y+(0) = y∗+e
√
3τ . (3.13)
Assume for a moment that the inequalities are fulﬁlled. We will come back to that
later.
For the central modes (both past and future) we see that the evolution does not
change its size (it is a rotation). So, up to now, we only know that their sizes for
t = 0 and t = τ should be microscopic.
From the expression for the largest components, y− and x+ we can give a ﬁrst
approximation of what we mean by microscopic size. Indeed, evaluate y− at time
t = τ :
y−(t) = e−
√
3τ
(
σ +m
y−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
))
.
Since we expect that the deviation of y−(0) with respect to σ will be small (micro-
scopic) the dominant part of this expression is given by σe−
√
3τ . This size cannot
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be improved so, if we want all the components to be microscopic at t = τ , we must
deﬁne:
microscopic ∼ σe−
√
3τ .
This is a ﬁrst approximation of the size and a minimal value: we can allow (a little
bit) larger microscopic sizes.
Once we have determined a bound for this microscopic value, we look at the small
coordinates, x− and y+. We want them to be smaller than microscopic at any time
during the transition. Consider, for instance, the component x−. The maximum
value that it will achieve is for time t = τ :
x−(τ) = e
√
3τm
x−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
)
.
The ﬁrst guess is to set x−(0) at zero. When one only deals with the linear part
this is possible, however this is not longer true when one considers the full system.
So, if we want this component to be microscopic and we are not allowed to set it at
zero we will need x−(0) to be smaller than microscopic, say nanoscopic, that will be
deﬁned as
nanoscopic ∼ σe−2
√
3τ .
As a summary, we have introduced two diﬀerent sizes, the microscopic and the
nanoscopic. However we recall that the sizes for the future hyperbolic coordinates
at the origin must obey (3.13). That means that we will need to allow larger sizes
for the future coordinates.
After this discussion on sizes, we come back to our argument. Notice that we have
captured the part of the incoming disk that ends in the desired location: the family
of solutions really start inside Dgenj and after a time t = τ is included in the section
Sj. In addition, they form a disk over the central future coordinates:
dˆgenj = {z ∈ Sj : c− = eiτmc−0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
)
,
x− = e
√
3τm
x−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
)
,
y− = e−
√
3τ
(
σ +m
y−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , c0+
))
,
x+ = σ + x
∗
+
y+ = y
∗
+,
c+ = e
iτc0+
|c0+,k| ≤ r0c+,k for j + 2 ≤ k ≤ N
}
.
Notice that the disk is parameterized by the central future coordinates at t = 0. We
want it to be parameterized by the central future coordinates at time t = τ . This is
not a problem because we can invert these coordinates through
cτ+ = e
iτc0+,
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and obtain the generic outgoing disk :
dgenj = {z ∈ Sj : c− = mc−τ (c+) ,
x− = mx−τ (c+) ,
y− = my−τ (c+) ,
x+ = σ + x
∗
+
y+ = y
∗
+,
|c+,k| ≤ rτc+,k for j + 2 ≤ k ≤ N
}
,
with
mc−τ (c+) = e
iτm
c−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , e−iτc+
)
,
mx−τ (c+) = e
√
3τm
x−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , e−iτc+
)
,
my−τ (c+) = e
−√3τ
(
σ +m
y−
0
((
σ + x∗+
)
e−
√
3τ , y∗+e
√
3τ , e−iτc+
))
.
We only need to take rτc+,k = r
0
c+,k
.
Now is the time to ﬂow close to the heteroclinic orbit. Following this argument we
must linearize the system around the solution deﬁned by the heteroclinic, that is:
c = 0, x− = y− = y+ = 0, x+ = xh+(t).
If we ask xh+(0) = σ we have:
xh+(t) =
1√
1 + 1−σ
2
σ2
e−2
√
3t
,
and
xh+(T ) =
√
1− σ2 for T = 1√
3
ln
(
1− σ2
σ2
)
.
So, we write α = x+(t) − xh+(t) in system (3.5). Now the origin with respect to
the variables (x−, y−, α, y+, c) will correspond to the outgoing heteroclinic. If we
linearize the system we obtain:
(
x˙−
y˙−
)
=
( √
3− 4
√
3
3
xh+(t)
2 2
√
3
3
xh+(t)
2
−2
√
3
3
xh+(t)
2 −√3 + 4
√
3
3
xh+(t)
2
)(
x−
y−
)
(3.14)
(
α˙
y˙+
)
=
( √
3− 3√3xh+(t)2 2
√
3xh+(t)
2
0 −√3 + 3√3xh+(t)2
)(
α
y+
)
(3.15)(
c˙j+2
˙¯cj+2
)
=
(
i 2iωxh+(t)
2
−2iω2xh+(t)2 −i
)(
cj+2
c¯j+2
)
(3.16)
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(
c˙k
˙¯ck
)
=
(
i 0
0 −i
)(
ck
c¯k
)
for k ∈ Pj, k 6= j + 2 (3.17)
Notice that the system is no longer diagonal. The main problem that we face now
is that we cannot solve equations (3.14) and (3.16). So we have two options. The
ﬁrst one is to forget about this linearization and to consider the ﬂow close to the
heteroclinic just as a translation:
x+(0) 7→ x+(T ) =
√
1− σ2 + x+(0)− σ,
and the identity in the rest of the coordinates. The second option is to solve whatever
is solvable, use the solution as an approximation of the real system and to consider
the identity as a solution for the equations that we cannot solve.
Since the second option will only introduce tedious computations we will take the
ﬁrst option. It is enough for the kind of argument we are using.
If we compute the image of our disk dgenj through this translation we obtain the
generic ﬁnal disk:
dgen,Tj = {z ∈ Sj : c− = mc−τ (c+) ,
x− = mx−τ (c+) ,
y− = my−τ (c+) ,
x+ =
√
1− σ2 + x∗+
y+ = y
∗
+,
|c+,k| ≤ rτc+,k for j + 2 ≤ k ≤ N
}
.
Now we have approached the vicinity of Tj+1. To continue with this argument we
must change the coordinates into the ones that refer the dynamics to the motion of
the (j+1)-th periodic orbit using Lemma 7. If we linearize that change of coordinates
around the end point of the heteroclinic we obtain:
c˜k = ωck
c˜j−1 = x− + ω2y−(
x˜−
y˜−
)
=
(
0
σ
)
+D±
(
x+ −
√
1− σ2
y+
)
with D± =
(
0 σ√
1−σ2
−
√
1−σ2
σ
1
2σ
√
1−σ2
)
(
x˜+
y˜+
)
= Dhyp
(
cj+2
cj+2
)
with Dhyp =
(
−
√
3
3
i
√
3
3
i
1
2
−
√
3
6
i 1
2
+
√
3
6
i
)
The ﬁrst thing that we need to check is the transversality condition (3.6). Before
the change we have some free coordinates, all the central future c+. Now we will
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need free coordinates in the following step deﬁned by fj+1 = (x˜+, y˜+, cfj+1). That
means that we will need a one-to-one relation between each point. Since the change
of coordinates is not deﬁned as the identity we have to check that some minor of
the global matrix that deﬁnes the change of coordinates has determinant diﬀerent
from zero, in such a way that we can invert the map if we restrict it to the free
coordinates. That is:
∣∣∣∣∂(x˜+, y˜+, c˜+)∂c+
∣∣∣∣ 6= 0.
In our case, this condition is fulﬁlled since the minor is bidiagonal.
If we compute the image of dgen,T through this change we obtain:
Dgenj+1 = {z ∈ Sj : c˜− = m˜c−0 (x˜+, y˜+, c˜+) ,
c˜j−1 = m˜
cj−1
0 (x˜+, y˜+, c˜+) ,
x˜− = m˜
x−
0 (x˜+, y˜+, c˜+) ,
y˜− = m˜
y−
0 (x˜+, y˜+, c˜+) ,
|x˜+| ≤ r˜0y+
|y˜+| ≤ r˜0y+ ,
|c˜+,k| ≤ r˜0c+,k for j + 3 ≤ k ≤ N
}
,
with
m˜
c−
0 (x˜+, y˜+, c˜+) = ωm
c−
τ (c+),
m˜
cj−1
0 (x˜+, y˜+, c˜+) = m
x−
τ (c+) + ω
2my−τ (c+) ,
m˜
x−
0 (x˜+, y˜+, c˜+) =
σ√
1− σ2y
∗
+,
m˜
y−
0 (x˜+, y˜+, c˜+) = σ −
√
1− σ2
σ
x∗+ +
1
2σ
√
1− σ2y
∗
+.
Notice that we are writing the functions that deﬁne our disk in terms of c+ instead
of (x˜+, y˜+, c˜+). However, due to the transversality condition we are sure that we can
invert the transformation in these coordinates and, then, reparameterize the disk in
terms of (x˜+, y˜+, c˜+).
Finally we only need to deﬁne the range where the new future coordinates lie. For
the central future coordinates the change is just a rotation, so it does not change
the size of the range and we can take r˜0c+,k = r
τ
c+,k
. For the new hyperbolic future
coordinates we deal with another diﬃculty: a complex coordinate has split into two
real coordinates. Since we want to deﬁne a domain by the product of intervals,
that means that we are changing the norm, from ||.||2 to ||.||∞. Since our new
domain (a rectangle) must be strictly conﬁned inside the image of a ball, we take
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cj+2 = r
T
c+,j+2
eiθj+2 and compute the image of such a point (as we have explained in
Lemma 8, condition (3.8)). To obtain this, we ﬁrst need to invert the equation and
get upper bounds:
cj+2 = ωx˜+ + y˜+,
|cj+2| = |ωx˜+ + y˜+| =
√
x˜2+ + y˜
2
+ − x˜+y˜+
≤
√
3
2
||(x˜+, y˜+)||2 ≤
√
3||(x˜+, y˜+)||∞.
Now, we see that if we select our domain deﬁned by ||(x˜+, y˜+)||∞ ≤
√
3
3
rTc+,j+2 our
domain will be deﬁned inside the image of the original circle |cj+2| ≤ rTc+,j+2 . In
other words, we are taking:
r˜0x+ =
√
3
3
rTc+,j+2 , r˜
0
y+
=
√
3
3
rTc+,j+2 .
Remark. Before dealing with the complete non-linear system we want to point out
some facts:
• There is no geometric obstruction in following the sequences. Everything works
for the linear part.
• In this trivial situation, we can obtain explicitly the expression of the map
that deﬁnes a disk in terms of the previous ones. This situation will not longer
be possible when we include the nonlinear part. We will only work with the
bounds of these functions. Then, whenever we say that some disk is contained
in another we will mean that the transformed range for the free coordinates
will be contained in the range for the new free coordinates and that there
exist functions that parameterize the image disk. We cannot give explicit
expressions but precise estimates for these functions.
• This computation has allowed us to predict the sizes of our disk. However
we will need to modify them for many reasons that we will explain when we
deﬁne the proper incoming disk.
3.4 The implementation adding the non-linear
terms
Once we have proved that the argument is feasible with an approximation of the
system we are going to reproduce it for the complete one. Inspired with the estimates
of the study of the linear part, the ﬁrst thing that we do is to give the values for
the sizes. However, as we have said the values will change slightly. More precisely
we deﬁne the incoming disk as follows:
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Deﬁnition 8. The incoming disk is deﬁned as
Dj =
{
z ∈ SjN : c− = mc−0 (x+, y+, c+), x− = mx−0 (x+, y+, c+),
y− = σ +m
y−
0 (x+, y+, c+)
|x+| ≤ r0x+ , |y+| ≤ r0y+ , |c+,k| ≤ r0c+,k } ,
where we assume for the past coordinates:∣∣mc−,k0 (x+, y+, c+)∣∣ ≤ r0c−,k = 1N − 3στ kje−√3τ for 1 ≤ k ≤ j − 1,∣∣mc−,j−20 (x+, y+, c+)∣∣ ≤ r0c−,j−2 = 1N − 3στ 12kje−√3τ ,
|mx−0 (x+, y+, c+)| ≤ r0x− = στ kje−2
√
3τ ,
|my−0 (x+, y+, c+)| ≤ r0y− =
1
2
σ2,
and for the free future coordinates:
r0x+ = 2στe
−√3τ ,
r0y+ = 2στe
−√3τ ,
r0c+,k =
1
N − 3στ
kje−j
√
3τ for j + 2 ≤ k ≤ N.
We ﬁrst notice that we have multiplied the established microscopic and nanoscopic
sizes by a factor that depends on the time τ (the ﬂight time close to the periodic
orbit or equilibrium point). The reason is that our system (3.5) contains resonant
terms of order three. That could generate a factor in the solution of polynomial type.
Since the resonance is of order three, the largest coordinates that play a role in the
transition, y− and x+, are not aﬀected by these terms. However, the components
that we need to be very small all the time (at least microscopic) are really aﬀected
by this resonance. Then, the second approach would be to deﬁne the microscopic
and nanoscopic distances as:
microscopic ∼ στe−
√
3τ nanoscopic ∼ στe−2
√
3τ .
This modiﬁcation is motivated by the study of the passage close to the equilibrium
point. However, as we can see it does not correspond with the election in the
previous deﬁnition. We need to include a factor in terms of a power of τ . The
reason of choosing that is because, then, we will have diﬀerent sizes depending on
the step:
microscopicj ∼ στ kje−
√
3τ nanoscopicj ∼ στ kje−2
√
3τ .
Since we do not have a translation for the ﬂow close to the heteroclinic and the
change of coordinates between consecutive periodic orbits is not linear, we will lose
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accuracy, in such a way we could not guarantee that a component initially micro-
scopic will remain microscopic for the next step if we have the same deﬁnition for
that size for all the steps. To counteract this loss of accuracy we will take:
kj ≤ kj+1.
Finally, we will need to include another parameter to counteract the same loss but in
the other direction. For the future coordinates we are restricting at each step their
range since we always want some disk to be contained in the image of the previous
one. So we have a decreasing sequence of ranges. We will solve this issue including
a sequence of small parameters  for the free coordinates:
j ≤ j+1.
After these considerations we can write the recurrent result in a concrete way that
we are going to use to prove the Theorem 8.
Proposition 1. Assume that 1/2 < j ≤ j+1 < 1, kj ≤ kj+1, σ is small enough
and τ is large enough. More precisely, σ, τ , kj, kj+1, j and j+1 satisfying (S1)-
(S14), (Sh1∗)-(Sh6∗) and (R1)-(R6). Then, there exists a subdisk of the incoming
disk Dj such that, after the action of the ﬂow for a certain time τ + T , it contains
the incoming disk for the next step, Dj+1, for a concrete expression of the functions
that deﬁne the disk.
We have already explained how we are going to prove it. As we have pointed out we
are going to split the argument in two parts. The ﬁrst one concerns the study of the
ﬂow close to Tj. It is in this step where we properly connect the incoming heteroclinic
of Tj with the outgoing one. This is the singular part of the problem since we do
not follow any known solution of the system. We will need to ﬁnd a solution that
contours the periodic orbit Tj through the Shilnikov Theorem. The second part
corresponds to the regular part of the problem. We just need to ﬂow close to a
known solution of the system, the heteroclinic, in order to reach a proximity of the
following periodic orbit Tj+1. More precisely, we are going to prove Proposition 1
through Propositions 2 and 6. At the beginning of each part we are going to deﬁne
the intermediate disk that will contain the evolution of the present one.
3.4.1 The singular problem
In this part of the proof we have to connect the incoming and the outgoing hetero-
clinic in a small but macroscopic neighborhood of the origin. Our starting point is
the disk Dj from Deﬁnition 8. The ﬁnal disk will be the outgoing disk, that will be
located close to the outgoing heteroclinic and will have two dimensions less, since
we ﬁx x+ and y+:
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Deﬁnition 9. The outgoing disk is deﬁned as
dj =
{
z ∈ SjN : c− = mc−τ (c+), x− = mx−τ (c+), y− = my−τ (c+)
x+ = σ +m
x+
τ (c+), y+ = m
y+
τ (c+), |c+,k| ≤ rτc+,k } ,
where we assume for the past coordinates:∣∣mc−,kτ (c+)∣∣ ≤ rτc−,k = 1N − 3στ kj+1e−√3τ
|mx−τ (c+)| ≤ rτx− = στ kj+2e−
√
3τ
|my−τ (c+)| ≤ rτy− = στ kj+2e−
√
3τ
|mx+τ (c+)| ≤ rτx+ = σ2e−
√
3τ
|my+τ (c+)| ≤ rτy+(cj+2) = σ2τ 2(kj+1)e−2
√
3τ + |cj+2|2,
and for the free future coordinates:
rτc+,k =
1
N − 3σ(1−
√
3σ(1 + σ))τ kje−j
√
3τ .
Remark. Notice that now rτy+ is a function. We do not want to give an absolute
estimate for this coordinate and forget about its dependence. This is because in
terms of the maximum size of cj+2, the estimate for rτy+ will be very large and will
not allow us to complete the argument. Recall that y+ is a component that is
supposed to be nanoscopic and we need it nanoscopic after the transition close to
the heteroclinic, since it will correspond to x˜− in the following step.
Proposition 2. Assume σ is small enough, τ is large enough and 1/2 < j < 1.
More precisely, σ and τ satisfying inequalities (S1)-(S14) and (Sh1∗)-(Sh6∗). Then,
there exists a subdisk of the incoming disk, Dj, such that after the action of the
ﬂow for the time τ it contains the outgoing disk, dj, for a concrete expression of the
functions that deﬁne the outgoing disk.
As we have said we are going to use the Shilnikov scheme to prove such a result.
However, in order to prove a Shilnikov theorem adapted to this problem it is nec-
essary an additional ingredient. Since we have a partially hyperbolic equilibrium
point we know that there exist some manifolds that, roughly speaking, determine
the diﬀerent dynamical behavior. To prove the existence of a solution and good
estimates for it in the passage close to the equilibrium point, we will need these
manifolds to be straightened.
3.4.1.1 Straightening the invariant manifolds
When one deals with a linear system, everything is easy for many reasons but the
crucial for us is the uncoupling of the equations: the variables associated to the
eigendirections depend on their initial/ﬁnal condition so, the system becomes an
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initial value problem for these components. That means that, on the one hand,
there will always exist a unique solution. On the other hand, this uncoupling leads
us to distinguish very well the hyperbolic behavior of the directions. We say that
we are working in the correct coordinates.
When one includes the nonlinear part of the problem generically one loses this
uncoupling that allows us to distinguish the stable and the unstable directions in
the current variables. However there exist invariant manifolds that reproduce the
same behavior of the linearized system. Then, if we take adapted coordinates to
these manifolds we will recover the uncoupling phenomenon.
Applying the theory of invariant manifolds (see [AR67] for a detailed explanation)
to system (3.5) we can determine the existence of three analytic invariant manifolds
that can be written, locally, as a graph of a function:
Wcs = {(x, y, c) : x± = φ±(y, c)} center-stable manifold
Wcu = {(x, y, c) : y± = ψ±(x, c)} center-unstable manifold
Wc = {(x, y, c) : x± = χx±(c), y± = χy±(c)} center manifold
that satisfy
Wc ⊂ Wcs and Wc ⊂ Wcu.
In [CKS+10] the authors do not need to do this step. Probably it is because the het-
eroclinics coincide with some axis and, hence, the manifolds are already straightened
in the directions of their interest. However, if we did not know that the heteroclinics
are already straightened we would need to straighten the invariant manifolds. That
means, that we are producing an argument (the Shilnkov Theorem) that could be
applied to more general systems, once we have straightened the invariant manifold,
which is a thing that we always can do.
On the other hand in [GK15] the authors perform directly a change of coordinates
to a resonant normal form (that includes, of course, this straightening). For our
analysis we will stop in an intermediate step as we will see.
Lemma 9. The change of coordinates that straightens the invariant manifolds and
its inverse have the following form:
ξ− = x− − φ−(y, c)
η− = y− − ψ−(x, c)
ξ+ = x+ − φ+(y, c)
η+ = y± − ψ+(x, c)
⇒

x− = ξ− + Φ−(ξ, η, c)
y− = η− + Ψ−(ξ, η, c)
x+ = ξ+ + Φ+(ξ, η, c)
y+ = η+ + Ψ+(ξ, η, c)
where the non-linearities are functions whose Taylor expansion around the origin
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begin with terms of order three and can be written as:
ψ±(x, c) =x±
[
x2∓ψ
a
±(x, c) + |cj±2|2 ψb1± (x±, c)
+
(
c2j±2 + cj±2
2
)
ψb2± (x±, c) + i
(
c2j±2 − cj±22
)
ψb3± (x±, c)
]
φ±(y, c) =y±
[
y2∓φ
a
±(y, c) + |cj±2|2 φb1± (y±, c)
+
(
c2j±2 + cj±2
2
)
φb2± (y±, c) + i
(
c2j±2 − cj±22
)
φb3± (y±, c)
]
,
with ψa,b± , φ
a,b
± functions of order one and
Ψ±(ξ, η, c) =ξ±
[
ξ2∓Ψ
1
±(ξ, η, c) + |cj±2|2 Ψ2±(ξ, η, c)
+
(
c2j±2 + cj±2
2
)
Ψ3±(ξ, η, c) + i
(
c2j±2 − cj±22
)
Ψ4±(ξ, η, c)
+ξ∓η∓Ψ5±(ξ, η, c) + η
2
∓Ψ
6
±(ξ, η, c)
]
+η±
[
ξ2∓Ψ
7
±(ξ, η, c) + |cj±2|2 Ψ8±(ξ, η, c)
+
(
c2j±2 + cj±2
2
)
Ψ9±(ξ, η, c) + i
(
c2j±2 − cj±22
)
Ψ10± (ξ, η, c)
+ ξ∓η∓Ψ11± (ξ, η, c) + η
2
∓Ψ
12
± (ξ, η, c)
]
Φ±(ξ, η, c) =η±
[
η2∓Φ
1
±(ξ, η, c) + |cj±2|2 Φ2±(ξ, η, c)
+
(
c2j±2 + cj±2
2
)
Φ3±(ξ, η, c) + i
(
c2j±2 − cj±22
)
Φ4±(ξ, η, c)
+ξ∓η∓Φ5±(ξ, η, c) + ξ
2
∓Φ
6
±(ξ, η, c)
]
+ξ±
[
η2∓Φ
7
±(ξ, η, c) + |cj±2|2 Φ8±(ξ, η, c)
+
(
c2j±2 + cj±2
2
)
Φ9±(ξ, η, c) + i
(
c2j±2 − cj±22
)
Φ10± (ξ, η, c)
+ ξ∓η∓Φ11± (ξ, η, c) + ξ
2
∓Φ
12
± (ξ, η, c)
]
,
with Ψ1,2,3,4± and Φ
1,2,3,4
± functions of order one and
Ψ5,6± ,Φ
5,6
± = O2 (ξ±, η±, cj∓2)
Ψ7,8,9,10,11,12± ,Φ
7,8,9,10,11,12
± = O2 (ξ∓, η∓, cj±2) .
Remark. This change of coordinates keeps the invariant subspaces L−, L+ and Lk
for all k.
Once we have performed this change of coordinates we realize that it is not enough.
If we want to produce a scheme for the whole transition chain we need to kill some
terms in the system. These terms are not resonant and can be eliminated with a
step of quasi-normal form.
Lemma 10. The quasi-normal form change is given by:
ξ¯− = ξ− + ξ+η−η+
∑
n=0
anη
2n
−
η¯+ = η+ + ξ+η−ξ−
∑
n=0
bnξ
2n
+ .
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We are not going to present a proof for this result. However it is easy to check that
the change will only contain the kind of terms that we want to eliminate from the
equation.
Remark. We are going to abuse notation and write ξ− and η+ instead of ξ¯− and η¯+.
With these coordinates we can identify easily the invariant manifolds while keeping
the invariant subspaces remarked above. As a summary, we have the following
invariant subspaces:
Wcs = {ξ− = ξ+ = 0} Wcu = {η− = η+ = 0} Wc = {ξ− = η− = ξ+ = η+ = 0}
Λ− = {ξ− = η− = 0} Λ+ = {ξ+ = η+ = 0} Λk = {ck = 0}.
We are going to deﬁne now the straightened version of our incoming disk:
Deﬁnition 10. The incoming straightened disk is deﬁned as
∆j =
{
z ∈ SjN : c− = µc−0 (ξ+, η+, c+), ξ− = µξ−0 (ξ+, η+, c+),
η− = σ + µ
η−
0 (ξ+, η+, c+),
|ξ+| ≤ ρ0ξ+ , |η+| ≤ ρ0η+ , |c+,k| ≤ ρ0c+,k } ,
where we assume for the past coordinates:∣∣µc−,k0 (ξ+, η+, c+)∣∣ ≤ ρ0c−,k = 1N − 3στ kje−√3τ∣∣∣µξ−0 (ξ+, η+, c+)∣∣∣ ≤ ρ0ξ− = σ(1 + σ)τ kje−2√3τ
|µη−0 (ξ+, η+, c+)| ≤ ρ0η− = σ2,
and for the free future coordinates:
ρ0ξ+ = στe
−√3τ
ρ0η+ = στe
−√3τ
ρ0c+,k =
1
N − 3στ
kje−j
√
3τ .
Proposition 3. Assume σ is small enough and kj is large enough. More precisely,
σ and kj satisfying inequalities (S1)-(S6). Then, the image of the incoming disk,
Dj, through the changes of coordinates deﬁned in Lemmas 9 and 10 contains the
straightened incoming disk, ∆j, for some concrete expression for the function that
deﬁnes the disk.
Proof. Since we want to compose two changes we are going to introduce an interme-
diate disk. This disk will be exactly the same for all the components than ∆j except
for ξ−, ξ+ and η+. On the one hand we recall that the changes are the identity over
c. Then we can take the same sizes for those coordinates:
ρ0c−,k = r
0
c−,k ρ
0
c+,k
= r0c+,k .
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For cj−2 we are not taking the equality but something larger, but the inequality goes
in the good direction.
On the other hand, from the expressions of Lemma 9 we can see that there exists
K > 0 such that:
|ψ±(x, c)| ≤ K |x±|
(|x∓|2 + |cj±2|2)
|φ±(y, c)| ≤ K |y±|
(|y∓|2 + |cj±2|2)
Then, for the hyperbolic future coordinates we have:
|ξ+ − x+| ≤K |y+|
(|y−|2 + |cj+2|2)
≤Kr0y+
(
σ2
(
1 +
1
2
σ
)2
+ σ2
)
≤3Kσ2r0y+
|η+ − y+| ≤K |x+|
(|x−|2 + |cj+2|2)
≤Kr0x+
(
σ2 + σ2
)
≤3Kσ2r0x+ ,
if (
1 +
1
2
σ
)2
+ 1 ≤ 3. (S1)
Now assume that
1− 3Kσ2 ≥ 3
4
. (S2)
Then, for x+ and y+ in the boundary of their respective domains, we have:
ξ+ ≥ (1− 3Kσ2)2στe−
√
3τ ≥ 3
2
στe−
√
3τ
η+ ≥ (1− 3Kσ2)2στe−
√
3τ ≥ 3
2
στe−
√
3τ .
Then, it is enough to take:
ρ∗ξ+ =
3
2
στe−
√
3τ
ρ∗η+ =
3
2
στe−
√
3τ .
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For the hyperbolic past coordinates, we have:
|ξ−| ≤ |x−|+K |y−|
(|y+|2 + |cj−2|2)
≤στ kje−2
√
3τ +Kσ
(
1 +
1
2
σ
)(
4σ2τ 2e−2
√
3τ +
1
(N − 3)2σ
2τ kje−2
√
3τ
)
≤στ kje−2
√
3τ
(
1 +Kσ2
(
1 +
1
2
σ
)(
4 +
1
(N − 3)2
))
≤στ kje−2
√
3τ
(
1 + 5Kσ2
(
1 +
1
2
σ
))
≤στ kje−2
√
3τ
(
1 +
1
2
σ
)
|η− − σ| ≤ |y− − σ|+ |η− − y−|
≤1
2
σ2 +K |x−|
(|x+|2 + |cj−2|2)
≤1
2
σ2 + 2Kσ3
≤σ2,
if σ and kj satisfy:
10Kσ
(
1 +
1
2
σ
)
≤ 1, (S3)
4σK ≤ 1, (S4)
kj > 2. (S5)
To ﬁnish the proof we need to perform the second change of variables driven by a
quasi-normal form. Increasing the value of K, if needed, we can assume that:∣∣ξ¯−∣∣ ≤ |ξ−|+K |ξ+| |η−| |η+|
|η¯+ − η+| ≤ K |ξ+| |η−| |ξ−| .
Then, ∣∣ξ¯−∣∣ ≤ στ kje−2√3τ (1 + 1
2
σ
)
+K
9
4
σ (1 + σ)σ2τ 2e−2
√
3τ
≤ σ(1 + σ)τ kje−2
√
3τ ,
if σ satisﬁes:
9
2
Kσ(1 + σ) ≤ 1. (S6)
For η¯+ we have:
|η¯+ − η+| ≤ 3Kσ23
2
στe−
√
3τ
Taking that into account, we obtain
η¯+ ≥
(
1− 3Kσ2) 3
2
στe−
√
3τ ≥ 3
4
3
2
στe−
√
3τ =
9
8
στe−
√
3τ ≥ στe−
√
3τ ,
that is the desired bound for this coordinate.
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Next we compute the expression of system (3.5) in these new coordinates:
Lemma 11. Denoting ξ = (ξ−, ξ+), η = (η−, η+), c = (c1, . . . , cj−2, cj+2, . . . , cN) ∈
CN−3 and z = (ξ, η, c), the system (3.5) becomes:
ξ˙± =
√
3ξ± +Rξ±(ξ, η, c)
η˙± = −
√
3η± +Rη±(ξ, η, c)
c˙k = ick +R
ck(ξ, η, c)
(3.18)
where the nonlinearities have the following expression: R
ξ±(ξ, η, c) = ξ±Rξ±unc(ξ, η, c) + ξ∓η±R
ξ±
coup(ξ∓, η, c)
Rη±(ξ, η, c) = η±Rη±unc(ξ, η, c) + η∓ξ±R
η±
coup(ξ, η∓, c)
Rck(ξ, η, c) = ckR
ck
1 (ξ, η, c) + c¯kR
ck
2 (ξ, η, c)
(3.19)
with
Rξ−unc(ξ, η, c) = O2(z) Rξ−coup(ξ+, η, c) = O
(
ξ+, η
2
+, c
2
)
Rξ+unc(ξ, η, c) = O2(z) Rξ+coup(ξ−, η, c) = O(ξ−, η, c)
Rη−unc(ξ, η, c) = O2(z) Rη−coup(ξ, η+, c) = O(ξ, η+, c)
Rη+unc(ξ, η, c) = O2(z) Rη+coup(ξ, η−, c) = O
(
ξ2−, η−, c
2
)
Rck1 (ξ, η, c) = O2(z) Rck2 (ξ, η, c) = O2(z)
Proof. Notice that the changes deﬁned in Lemmas 9 and 10 are deﬁned as the
identity plus some function of order three. Such changes keep the linear part of the
problem, so we only have to check that the nonlinearities have the expression of
(3.19). We split the nonlinearities in terms of the uncoupling and coupling terms.
For instance in the equation for ξ− we divide the nonlinearity in two parts: the one
that depends on ξ− and the one that does not. Recall that the system must show
the invariance of the center-stable manifold Wcs = {ξ− = ξ+ = 0} and the mode
invariance Λ− = {ξ− = η− = 0}. This implies that the part that does not contain
ξ− must contain as a factor the product of ξ+η− since the equation must vanish in
these subspaces. This argument is analogous for the rest of hyperbolic coordinates
and, taking into account that the nonlinearities are of order three, we have already
proved that the equations for η− and ξ+ have the desired form.
For the equations of the central modes we have nothing to say: since in these
variables the change is the identity we are only assuming that the nonlinearities are
of order three and keep the mode invariance.
Finally we have to justify the expression of Rξ−coup and R
η+
coup. Notice that its de-
pendence in the central modes, c, in terms of c2 is reasonable since the original
system (3.5) has this kind of dependence. This property also can be checked for
all the components. However, since we only need this assumption for these small
coordinates, ξ− and η+, we will keep the more generic situation when proving the
Shilnikov Theorem, in order to obtain Theorem that can be applied in a wider class
of systems.
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To prove the other assumptions we are going to restrict our argument in the ξ−
component. The argument for η+ will be analogous. The ﬁrst property to check is
that Rξ−coup does not contain terms of the form η
n
− (ξ
n
+ for the η+ equation) for any n.
This is a consequence of the form of the original system which does not contain the
equivalent terms. Again, we could assume it for all the hyperbolic coordinates but,
for the sake of generality, we will only assume it for the components that require it:
ξ− and η+.
The only requirement for the Shilnikov Theorem that we cannot assume taking into
account the expression of the original system is that Rξ−coup does not contain terms of
the form η+ηn− for any n. Indeed, these kind of terms appear in the original system.
However they are non-resonant terms and are the kind of terms that will be killed
through the quasi-normal form change from Lemma 10.
Remark. As we have stated in the proof we want to recall that we are not breaking
symmetries that originally appear in the Toy Model even if it seems so when we look
at those expressions. We are only writing the minimal assumptions that we need
for proving the Shilnikov Theorem.
3.4.1.2 The Shilnikov theorem
Once we have performed the changes of coordinates above, we are ready to connect
the incoming heteroclinic with the outgoing one close to the equilibrium point. As
always, we start deﬁning the ﬁnal disk of this part, the outgoing straightened disk:
Deﬁnition 11. The outgoing straightened disk is deﬁned as
δj =
{
z ∈ SjN : c− = µc−τ (c+), ξ− = µξ−τ (c+), η− = µη−τ (c+)
ξ+ = σ, η+ = 0, |c+,k| ≤ ρτc+,k
}
,
where we assume for the past coordinates:∣∣µc−,kτ (c+)∣∣ ≤ ρτc−,k = 1N − 3στ kj+1e−√3τ∣∣µξ−τ (c+)∣∣ ≤ ρτξ− = στ kj+1e−√3τ
|µη−τ (c+)| ≤ ρτη− = στ kj+1e−
√
3τ ,
and for the free future coordinates:
ρτc+,k =
1
N − 3σ(1−
√
3σ(1 + σ))τ kje−j
√
3τ .
As we have said, to connect both disks we are going to use a Shilnikov scheme. We
notice that our Shilnikov problem is diﬀerent from the standard one:
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• We are generalizing the Shilnikov problem to a non hyperbolic equilibrium
point, that is the case considered in [Den89] and [Shi67].
• We are not using the standard partition in initial and ﬁnal conditions. When
one considers a Shilnikov problem for a hyperbolic equilibrium point, the stable
coordinates are ﬁxed for time t = 0 while the unstable are ﬁxed for t = τ as
in [Den89] or [Shi67].
• We always keep the linear part of the solution as a reference. That means, for
instance, that we are not going to get optimal transition times. To get them,
we would need to use resonant normal forms as in [GK15].
Considering the previous modiﬁcations we can state the Shilnikov problem that
guarantees the existence of a solution to a Shilnikov problem:
Theorem 9. Let γ0 > 0 and such that:
γ0 ≤ 2
√
3
3K
, (Sh1)
14K√
3
(1 + γ0)
2γ20 ≤
1
3
. (Sh2)
Let 1/2 <  < 1, 0 < γ ≤ γ0, k ≥ 0 and τ ∈ R such that:
τ ≥ 2
√
3
3
, (Sh3)
√
3
2
τ k+1e−
√
3τ ≤ 1, (Sh4)
1
18
γτ 2k−1e−
√
3τ ≤ 1, (Sh5)
1
6
γτ 2k−1e(1−2)
√
3τ ≤ 1. (Sh6)
Take ξ−,0, η−,0, ξ+,1, η+,1 ∈ R and ζ = (ζ1, . . . , ζj−2, ζj+2, . . . , ζN) ∈ CN−3, such that:
|ξ−,0| = γξ− ≤
1
2
√
3
γτ ke−2
√
3τ |η−,0| = γη− ≤
1
2
√
3
γ
|ξ+,1| = γξ+ ≤
1
2
√
3
γ |η+,1| = γη+ ≤
1
2
√
3
γτ ke−2
√
3τ
|ζk| = γk ≤ 1
N − 3
1
2
√
3
γτ ke−
√
3τ
Then there exists a unique solution of (3.18) deﬁned for t ∈ [0, τ ] that satisﬁes the
Shilnikov data, that is:
ξ−(0) = ξ−,0 η−(0) = η−,0
ξ+(τ) = ξ+,1 η+(τ) = η+,1
ck(0) = ζk
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In addition, the solution deviates from the linear solution in the following way:
∣∣∣ξ−(t)− ξ−,0e√3t∣∣∣ ≤ 1
2
γ
(
γξ− + γη−τe
−2√3τ
)
e
√
3t (3.20)∣∣∣η−(t)− η−,0e−√3t∣∣∣ ≤ 1
2
γ
(
γη− +
1
2
γξ−e
√
3τ
)
e−
√
3t (3.21)∣∣∣ξ+(t)− ξ+,1e√3(t−τ)∣∣∣ ≤ 1
2
γ
(
γξ+ +
1
2
γη+e
√
3τ
)
e
√
3(t−τ) (3.22)∣∣∣η+(t)− η+,1e−√3(t−τ)∣∣∣ ≤ 1
2
γ
(
γη+ + γξ+τe
−2√3τ
)
e−
√
3(t−τ) (3.23)∣∣ck(t)− ζkeit∣∣ ≤ 1
2
γγk (3.24)
We refer to the proof in Section C.3 in Appendix C.
Once we have announced the theoretical result, we are able to prove the following
Proposition:
Proposition 4. Assume σ is small enough, τ is large enough and 1/2 < j < 1.
More precisely, σ and τ satisfying inequalities (S7)-(S10) and (Sh1∗)-(Sh6∗). Then,
there exists a subdisk of ∆j such that after the action of the ﬂow for the time τ it
contains δj, for a concrete expression of the functions that deﬁne δj.
Proof. We want all the solutions that start in our initial disk ∆j and end, after a
time τ in the section deﬁned by {ξ+ = σ, η+ = 0}. That is, for each c0+ ∈ {c+ :
|c+| ≤ ρ0c+} we want to solve the Shilnikov Problem with data:
c−(0) = µ
c−
0 (ξ
0
+, η
0
+, c
0
+) c+(0) = c
0
+
ξ−(0) = µ
ξ−
0 (ξ
0
+, η
0
+, c
0
+) η−(0) = σ + µ
η−
0 (ξ
0
+, η
0
+, c
0
+)
ξ+(τ) = σ η+(τ) = 0
To prove that there exists a solution for each considered Shilnikov problem we will
apply Theorem 9. So we must, ﬁrst, identify γ. Since the dominant coordinate of
∆j is η−, we are going to take γ = 2
√
3σ(1 + σ). It is clear that, for all the possible
values of η− in the disk, we have
|η−| ≤ σ + ρ0η− ≤ σ(1 + σ) =
1
2
√
3
γ.
The next inequality to check is
|ξ−(0)| ≤ σ(1 + σ)τ ke−2
√
3τ .
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By the deﬁnition of ∆j this condition is fulﬁlled by all the possible values of ξ− in
our disk if we take k = kj. For the central modes we have the bounds:
|c−| ≤ 1
N − 3σ(1 + σ)τ
kje−
√
3τ |c0+| ≤
1
N − 3σ(1 + σ)τ
kje−j
√
3τ .
so the conditions for these coordinates in Theorem 9 are fulﬁlled if we select  = j.
The conditions for ξ+(0) and η+(τ) are automatically fulﬁlled.
Recall that we need γ ≤ γ0 with γ0 and τ satisfying conditions (Sh1)-(Sh6). In
terms of σ, j and kj these inequalities become:
σ(1 + σ) ≤ 1
3K
(Sh1∗)
14K√
3
(
1 + 2
√
3σ(1 + σ)
)2 (
2
√
3σ(1 + σ)
)2
≤ 1
3
(Sh2∗)
τ ≥ 2
√
3
3
(Sh3∗)
√
3
2
τ kj+1e−j
√
3τ ≤ 1 (Sh4∗)
√
3
9
σ(1 + σ)τ 2kj−1e−
√
3τ ≤ 1 (Sh5∗)
√
3
3
σ(1 + σ)τ 2kj−1e(1−2j)
√
3τ ≤ 1. (Sh6∗)
So, we can apply Theorem 9 and we obtain a family of solutions parameterized
by the initial value of c+(0) and estimates on the deviation of these solutions with
respect to the solution of the linearized problem.
It is clear that these solutions end in the desired section. However we still have to
check that all of them start at ∆j for t = 0. On the one hand from (3.22) and (3.23)
we have:
|ξ+(0)| ≤ σe−
√
3τ
(
1 +
√
3σ(1 + σ)
)
≤ στe−
√
3τ
|η+(0)| ≤ στe−
√
3τ
√
3σ(1 + σ) ≤ στe−
√
3τ ,
if
1 +
√
3σ(1 + σ) ≤ τ, (S7)√
3σ(1 + σ) ≤ 1. (S8)
Notice that these maximum values are contained in the range that deﬁnes both
coordinates in ∆j.
On the other hand, we wonder which are the values that we have to give to the new
introduced parameters: ξ0+ and η
0
+. In order to have the family of solutions starting
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in ∆j we have to check that, for any admissible value of c0+ the following equation
has a solution:(
ξ0+
η0+
)
=
(
ξ+(0)
η+(0)
)
=
 ξ+ (0; τ, µ(c−,ξ−,η−)0 (ξ0+, η0+, c0+), c0+)
η+
(
0; τ, µ
(c−,ξ−,η−)
0 (ξ
0
+, η
0
+, c
0
+), c
0
+
)  .
It is enough to check that∣∣∣∣∣ ∂(ξ+, η+)∂(c0−, ξ0−, η0−)(0)∂µ
(c−,ξ−,η−)
0
∂(ξ0+, η
0
+)
∣∣∣∣∣ ≤ 1. (3.25)
To prove above estimate we need to produce a result that gives estimates on the
derivatives of the solution obtained by the Shilnikov Theorem with respect to the
Shilnikov data. The proof for such a result is completely analogous to the proof of
Theorem 9, and this is why we skip it. Notice that the smallness is only required in
this factor of the product (3.25) since we will assume that the function that deﬁnes
the straightened incoming disk, µ0, and its derivative are bounded in the compact
deﬁned by the free coordinates of the disk.
Finally we have that our family of solutions begins at ∆j forming a disk, parameter-
ized by c0+. If we compute the evolution of this subdisk for the time τ we will obtain
a disk in the desired section (by construction) parameterized again by c0+. We ﬁrst
compute the estimates for this new disk.
For the center past coordinates, using the estimate (3.24), we have:
|ck(τ)| ≤
(
1 +
√
3σ(1 + σ)
)
|c0k| ≤
(
1 +
√
3σ(1 + σ)
)
ρ0c−,k
=
1
N − 3
(
1 +
√
3σ(1 + σ)
)
στ kje−
√
3τ
≤ 1
N − 3στ
kj+1e−
√
3τ = ρτc−,k .
For the hyperbolic past coordinates, using estimates (3.20) and (3.21) we have:
|ξ−(τ)| ≤ σ(1 + σ)e−
√
3τ
[
τ kj
(
1 +
1
2
γ
)
+
1
2
γτ
]
≤ στ kj+1e−
√
3τ = ρτξ−
|η−(τ)| ≤ σ(1 + σ)e−
√
3τ
[
1 +
1
2
γ +
1
4
γτ kje−
√
3τ
]
≤ στ kj+1e−
√
3τ = ρτη− ,
if
(1 + σ)
(
1 + 2
√
3σ(1 + σ)
)
≤ 1, (S9)
(1 + σ)
(
1 +
3
2
σ(1 + σ)
)
≤ 1. (S10)
Finally for the center future modes we cannot ensure the exact width that the disk
will have. However, we are going to compute a range that, for sure, the disk will
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contain using the lower bounds from (3.24). Take a point in the boundary, that is
|c+,k| = ρ0c+,k
|ck(τ)| ≥
(
1−
√
3σ(1 + σ)
)
|c0k| =
(
1−
√
3σ(1 + σ)
)
ρ0c+,k
=
1
N − 3
(
1−
√
3σ(1 + σ)
)
τ kje−j
√
3τ = ρτc+,k .
Notice that with these sizes we have already proved the Proposition. However, there
is a small detail left. Our ﬁnal disk δj should be parameterized by c+(τ). We can
solve this issue taking into account that the relation between c+(0) and c+(τ) is
invertible thanks to the bounds (3.24). On the other hand, we do not have to check
the estimates for the rest of the coordinates in terms of this reparameterization
because the bounds are independent of c+,k.
This is the main result that we will use to prove Proposition 2. Notice that we
have already lost the future hyperbolic directions so our disk has two dimensions
less. The only diﬀerence is that we have proved the result in diﬀerent coordinates,
the ones for which the invariant manifolds are straightened. It rests now only to
translate this result in the original coordinates.
3.4.1.3 Returning to the original coordinates
We have now completed the most relevant result of our work. It is time now to
perform the inverse changes of all the changes of coordinates: the step of normal
form and the straightening of the invariant manifolds.
Lemma 12. There exists K such that, for points in the outgoing straightened disk,
the following estimates hold:
|ξ−| ≤ ξ¯−
(
1 +Kξ2+η
2
−
)
|η+| ≤ Kξ¯−ξ+η−
|Ψ±(ξ, η, c)| ≤K
[|ξ±| (|ξ∓|2 + |cj±2|2 + |η∓|2 (|ξ±|2 + |η±|2 + |cj∓2|2))
+|η±|
(|ξ∓|2 + |η∓|2 + |cj±2|2) (|ξ∓|2 + |η∓|2 + |cj±2|2)]
|Φ±(ξ, η, c)| ≤K
[|η±| (|η∓|2 + |cj±2|2 + |ξ∓|2 (|ξ±|2 + |η±|2 + |cj∓2|2))
+|ξ±|
(|η∓|2 + |ξ∓|2 + |cj±2|2) (|ξ∓|2 + |η∓|2 + |cj±2|2)] .
Proof. We ﬁrst perform the inverse change of the quasi-normal form change deﬁned
in (10):
ξ¯− = ξ− + ξ+η−η+
∑
n=0
anη
2n
−
η¯+ = η+ + ξ+η−ξ−
∑
n=0
bnξ
2n
+
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Notice that over our disk δ¯j, we have η¯+ = 0. That means:
η+ = −ξ+η−ξ−
∑
n=0
bnξ
2n
+ = ξ−f(ξ+, η−).
If we insert this fact in the equation for ξ¯− we obtain:
ξ¯− = ξ− + ξ+η−η+
∑
n=0
anη
2n
− = ξ−(1 + f(ξ+, η−)g(ξ+, η−)),
and then
ξ− = ξ¯−
1
1 + f(ξ+, η+)g(ξ+, η−)
η+ = ξ¯−
1
1 + f(ξ+, η+)g(ξ+, η−)
f(ξ+, η−).
Then, there exists K1 such that
|ξ−| ≤ ξ¯−
(
1 +K1ξ
2
+η
2
−
)
|η+| ≤ K1ξ¯−ξ+η−.
For the straightening change, using the expressions form Lemma 9 we have that
there exists K2 such that:
|Ψ±(ξ, η, c)| ≤K2
[|ξ±| (|ξ∓|2 + |cj±2|2 + |η∓|2 (|ξ±|2 + |η±|2 + |cj∓2|2))
+|η±|
(|ξ∓|2 + |η∓|2 + |cj±2|2) (|ξ∓|2 + |η∓|2 + |cj±2|2)]
|Φ±(ξ, η, c)| ≤K2
[|η±| (|η∓|2 + |cj±2|2 + |ξ∓|2 (|ξ±|2 + |η±|2 + |cj∓2|2))
+|ξ±|
(|η∓|2 + |ξ∓|2 + |cj±2|2) (|ξ∓|2 + |η∓|2 + |cj±2|2)] .
Let K = max {K1, K2}.
Proposition 5. Assume σ is small enough and τ and kj are large enough. More
precisely, σ and τ satisfying (S11)-(S14). Then the image of the disk δj contains the
outgoing disk, dj, after the change of coordinates for a concrete expression of the
functions that deﬁne the disk dj.
Proof. Since the change in the central coordinates is the identity, we can take:
rτc+,k = ρ
τ
c+,k
rτc−,k = ρ
τ
c−,k
Using the bounds for ξ¯−, η− and ξ+ in the deﬁnition of our disk δ¯j we obtain:
|ξ−| ≤ στ kj+1e−
√
3τ
(
1 +Kσ2
)
|η+| ≤ Kσ3τ 2(kj+1)e−2
√
3τ .
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Then,
|y−| ≤|η−|+ |Ψ−(ξ, η, c)| ≤ |η−|+Kσ2 (|ξ−|+ |η−|)
|x−| ≤|ξ−|+ |Φ−(ξ, η, c)| ≤ |ξ−|+Kσ2 (|ξ−|+ |η−|)
So, we have:
|ξ−|+ |η−| ≤ στ kj+1e−
√
3τ
(
2 +Kσ2
)
,
and we can take:
rτy− =στ
kj+2e−
√
3τ
rτx− =στ
kj+2e−
√
3τ ,
if
1 +Kσ2(2 +Kσ2) ≤ τ, (S11)
1 + 3Kσ2 +K2σ4 ≤ τ. (S12)
The macroscopic component, ξ+ is transformed as:
|x+ − σ| ≤|Φ+(ξ, η, c)| ≤ Kσ3e−
√
3τ ≤ σ2e−
√
3τ ,
if
Kσ ≤ 1. (S13)
Finally, the bounds for y+ are the most delicate:
|y+| ≤|η+|+ |Ψ+(ξ, η, c)| ≤ |η+|+Kσ
(|ξ−|2 + |η−|2 + |cj+2|2 + σ|η+|)
=|η+|(1 +Kσ2) +Kσ
(|ξ−|2 + |η−|2 + |cj+2|2)
≤Kσ3τ 2(kj+1)e−2
√
3τ (1 +Kσ2) +Kσ3τ 2(kj+1)e−2
√
3τ
(
2 +K2σ4 + 2Kσ2
)
+Kσ|cj+2|2
≤σ2τ 2(kj+1)e−2
√
3τ + |cj+2|2,
if
Kσ
(
3 + 3Kσ +K2σ4
) ≤ 1. (S14)
After that we have proved Proposition 2 through Propositions 3, 4 and 5 just con-
sidering the smallness of σ and the largeness of τ , explicitly deﬁned in inequalities
(S1)-(S14) and (Sh1∗)-(Sh6∗).
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3.4.2 The regular problem
The second part of the problem is, as we have said, the easy one. In that part we
are going to follow a known solution of the system for a ﬁxed time T : the outgoing
heteroclinic. This is also the last part of our inductive argument and it will include
the gluing with the next step, that is, the change of coordinates to the ones that
refer the dynamics to the motion of the periodic orbit Tj+1. We shall prove that the
action of the ﬂow for a ﬁxed time T on the last disk of the singular part, the outgoing
disk dj, will contain the incoming disk in the (j + 1)-th step, Dj+1. We recall the
diﬀerence between two consecutive incoming disks is that the second one has two
dimensions less. Since we have lost two dimensions in the Shilnikov problem, the
dimension of dj and Dj+1 are the same.
So, the main goal of this regular part of the problem is to prove the following
Proposition:
Proposition 6. Assume that j ≤ j+1, kj ≤ kj+1, σ is small enough and τ is large
enough. More precisely, σ, τ , kj, kj+1, j and j+1 satisfying (R1)-(R6). Then,
the action of the ﬂow for a certain time T over the outgoing disk, dj, contains the
incoming disk for the (j+1)-th step, Dj+1, for a concrete expression of the functions
that deﬁne the incoming disk.
3.4.2.1 The heteroclinic channel
The ﬁrst ingredient for the proof of Proposition 6 is the study of the ﬂow close to
the outgoing heteroclinic. Recall that this heteroclinic has an explicit expression:
xh+(t) =
1√
1 + 1−σ
2
σ2
e−2
√
3t
,
and zero all the other components.
This solution starts at the macroscopic distance σ for t = 0 and, after a time
T =
1√
3
ln
(
1− σ2
σ2
)
, (3.26)
it ends up at a point xh+(T ) =
√
1− σ2, that is, at a macroscopic distance of the
following equilibrium point.
The goal of this part, is to show our outgoing disk ﬂows close to this heteroclinic
solution for that concrete and ﬁnite time T . Since this time is ﬁnite a very detailed
argument is not needed as in the previous singular case.
The target disk in this part is the so-called ﬁnal disk, dT , that up to a change of
coordinates, will correspond to the incoming disk for the (j + 1)-th step, Dj+1.
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Deﬁnition 12. The ﬁnal disk is deﬁned as
dTj =
{
z ∈ SjN : c− = mc−T (c+), x− = mx−T (c+), y− = my−T (c+)
x+ =
√
1− σ2 +mx+T (c+), y+ = my+T (c+), |c+,k| ≤ rTc+,k
}
,
where we assume for the past coordinates:∣∣mc−,kT (c+)∣∣ ≤ rTc−,k = 1N − 3στ kj+1e−√3τ
|mx−T (c+)| ≤ rTx− =
√
2
2
1
N − 3στ
kj+1e−
√
3τ
|my−T (c+)| ≤ rTy− =
√
2
2
1
N − 3στ
kj+1e−
√
3τ
|mx+T (c+)| ≤ rTx+ = σ2τ kj+1e−
√
3τ
|my+T (c+)| ≤ rTy+ = σ2τ kj+1e−2
√
3τ ,
and for the free future coordinates:
rTc+,j+2 = 2
√
3στe−
√
3τ
rTc+,k =
1
N − 3στ
kj+1e−j+1
√
3τ .
The main result that we will use to shadow the heteroclinic is based in crude Gron-
wall's estimates and is the following:
Proposition 7. There exist K−k , K
+
k , K
−
− , K
y+
+ , K
y+
− , K
y+
j+2, K
x+
x+
, Kx+y+ , K
x+
− and
Kx+cl depending only on σ such that:
K−k |ck(0)| ≤ |ck(T )| ≤ K+k |ck(0)| ||(x−, y−)(T )||∞ ≤ K−− ||(x−, y−)(0)||∞
|y+(T )| ≤ Ky++ |y+(0)|+Ky+− ||(x−, y−)(0)||2∞ +Ky+j+2|cj+2(0)|2
|x+(T )− xh+(T )| ≤Kx+x+ |x+(0)− xh+(0)|+Kx+y+ |y+(0)|
+K
x+
− ||(x−, y−)(0)||2∞ +
∑
l∈Pj
Kx+cl |cl(0)|2.
Since we are not happy enough with the maximum size of y+ of dj we are going to
restrict it a little bit. We could not do this restriction before because it will depend
on the parameters from the above Proposition.
Deﬁnition 13. Let K−j+2 given in Proposition 7. The intermediate outgoing disk is
deﬁned as
d∗j =
{
z ∈ SjN : c− = mc−τ (c+), x− = mx−τ (c+), y− = my−τ (c+)
x+ = σ +m
x+
τ (c+), y+ = m
y+
τ (c+), |c+,k| ≤ rτc+,k
}
,
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where we assume for the past coordinates:∣∣mc−,kτ (c+)∣∣ ≤ rτc−,k = 1N − 3στ kj+1e−√3τ
|mx−τ (c+)| ≤ rτx− = στ kj+2e−
√
3τ
|my−τ (c+)| ≤ rτy− = στ kj+2e−
√
3τ
|mx+τ (c+)| ≤ rτx+ = σ2e−
√
3τ
|my+τ (c+)| ≤ rτy+ = σ2τ 2(kj+1)e−2
√
3τ + |cj+2|2,
and for the free future coordinates:
rτ,∗c+,j+2 =
2
√
3
K−j+2
στe−
√
3τ
rτc+,k =
1
N − 3σ(1−
√
3σ(1 + σ))τ kje−j
√
3τ .
Lemma 13. If τ is large enough, or more precisely, τ satisﬁes (R1), then the
intermediate outgoing disk, d∗j deﬁned as is contained in the outgoing disk.
Proof. If τ is large enough to satisfy:
2
√
3
K−j+2
στe−
√
3τ ≤ 1
N − 3σ(1−
√
3σ(1 + σ))τ kje−j
√
3τ , (R1)
then we will have rτ,∗c+,j+2 ≤ rτc+,j+2 .
With this restriction we can give an uniform bound for y+ in d∗j :
|my+τ (c+)| ≤ σ2τ 2(kj+1)e−2
√
3τ +
12(
K−j+2
)2σ2τ 2e−2√3τ
≤ σ2e−2
√
3τ
(
τ 2(kj+1) +
12(
K−j+2
)2 τ 2
)
.
With this correction we are ready to announce and prove the main result of this
part:
Proposition 8. Assume that j ≤ j+1, kj ≤ kj+1, σ is small enough and τ is large
enough. More precisely, σ, τ , kj, kj+1, j and j+1 satisfying (R2)-(R6). Then, the
action of the ﬂow for the time T deﬁned in (3.26) over the outgoing intermediate
disk, d∗j contains the ﬁnal disk, d
T
j , for a concrete expression of the functions that
deﬁne the ﬁnal disk.
87
3 Applying the new scheme to the Toy Model System
Proof. We are going to use the bounds of Proposition 7.
For the center past coordinates, if we take:
K+k τ
kj+1 ≤ τ kj+1 , (R2)
we will have:
|c−,k(T )| ≤ K+k |c−,k(0)| ≤ K+k r0c−,k =
1
N − 3K
+
k στ
kj+1e−
√
3τ
≤ 1
N − 3στ
kj+1e−
√
3τ = rTc−,k .
For the past hyperbolic coordinates, (x−, y−), if we take
K−−τ
kj+2 ≤
√
2
2
1
N − 3τ
kj+1/2 (R3)
we will have:
|x−(T )| ≤ ||(x−, y−)(T )||∞ ≤ K−− ||(x−, y−)(0)||∞ ≤ K−−στ kj+2e−
√
3τ
≤
√
2
2
1
N − 3στ
kj+1/2e−
√
3τ = rTx− .
The case for y−(T ) is analogous.
For the hyperbolic future but ﬁxed coordinates, x+, y+ we have:
|y+(T )| ≤Ky++ |y+(0)|+Ky+− |(x−, y−)(0)|2 +Ky+j+2|cj+2(0)|2
≤Ky++ σ2e−2
√
3τ
(
τ 2(kj+1) +
12(
K−j+2
)2 τ 2
)
+K
y+
− σ
2τ 2(kj+2)e−2
√
3τ +K
y+
j+2
12(
K−j+2
)2σ2τ 2e−2√3τ
≤σ2τ kj+1e−2
√
3τ ,
if we take kj+1 large enough to satisfy:
K
y+
+
(
τ 2(kj+1) +
12(
K−j+2
)2 τ 2
)
+K
y+
− τ
2(kj+2) +K
y+
j+2
12(
K−j+2
)2 τ 2 ≤ τ kj+1 . (R4)
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|x+(T )−
√
1− σ2| =|x+(T )− xh+(T )|
≤Kx+x+ |x+(0)− xh+(0)|+Kx+y+ |y+(0)|+Kx+− |(x−, y−)(0)|2
+
∑
l∈Pj
Kx+cl |cl(0)|2
≤Kx+x+σ2e−
√
3τ
+Kx+y+ σ
2e−2
√
3τ
(
τ 2(kj+1) +
12(
K−j+2
)2 τ 2
)
+K
x+
− σ
2τ 2(kj+2)e−2
√
3τ
+
∑
l∈Pj
Kx+cl σ
2e−
√
3τ
≤σ2τ kj+1e−
√
3τ ,
if τ and kj+1 are large enough to satisfy:
Kx+x+ +K
x+
y+
e−
√
3τ
(
τ 2(kj+1) +
12(
K−j+2
)2 τ 2
)
+K
x+
− τ
2(kj+2)e−
√
3τ +
∑
l∈Pj
Kx+cl ≤ τ kj+1 .
(R5)
For the center future coordinates, c+,k with k > j + 2 we have to check that after
the heteroclinic our domain covers the domain deﬁned in the ﬁnal disk. On the one
hand, if we take j+1 > j we will have for τ large enough:
τ kj+1e−j+1
√
3τ ≤ K−k
(
1−
√
3σ(1 + σ)
)
τ kje−j
√
3τ . (R6)
Then, for |c+,k(0)| = rτc+,k we will have
|c+,k(T )| ≥ K−k |c+,k(0)| = K−k rτc+,k =
1
N − 3K
−
k
(
1−
√
3σ(1 + σ)
)
στ kje−j
√
3τ
≥ 1
N − 3στ
kj+1e−j+1
√
3τ = rTc+,k.
For k = j + 2, we take |cj+2(0)| = rτ,∗c+,j+2 and then we have:
|cj+2(T )| ≥ K−j+2|c+(0)| = K−j+2rτ,∗c+,j+2 = 2
√
3στe−
√
3τ = rTc+,j+2 .
3.4.2.2 From coordinates referred to Tj to coordinates referred to Tj+1
This is the very last step to prove Proposition 6. As we have said we have already
a disk located in the desired place, close to Tj+1. The only diﬀerence is that is
not expressed in the correct coordinates. The change of coordinates that we need to
perform is deﬁned in Lemma 7. However, we will only need the following estimates:
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Lemma 14. The change of coordinates deﬁned in Lemma 7 satisﬁes:
• |c˜k| = |ck| for k ∈ {1, . . . , j − 2, j + 3, . . . , N}
• |c˜j−1| ≤
√
2||(x−, y−)||∞
• ||(x˜+, y˜+)||∞ ≥
√
3
3
|cj+2|
Lemma 15. Assume x+ =
√
1− σ2 +mx and y+ = my. Then:
r˜2 ≥ 1− σ2 +
√
1− σ2(2mx −my) r2 ≤ σ2 −
√
1− σ2(2mx −my)
and
|x˜−| ≤
√
σ2 −√1− σ2(2mx −my)√
1− σ2 +√1− σ2(2mx −my)
|my|
|y˜− − σ| ≤
√
σ2 −√1− σ2(2mx −my)√
1− σ2 +√1− σ2(2mx −my)
|mx|
√
σ2 −√1− σ2(2mx −my)√
1− σ2 +√1− σ2(2mx −my)
√
1− σ2 − σ.
Again the proof of these Lemmas can be found in Appendix C.
Proposition 9. Assume that σ is small enough and τ is large enough. More pre-
cisely, σ, τ , satisfying (R7) and (R8). The image of the ﬁnal disk dTj through the
change of coordinates deﬁned in Lemma 7 contains the new incoming disk Dj+1, for
some concrete expression for the functions that deﬁne the incoming disk.
Proof. Notice that all the center coordinates ck for k ∈ {1, . . . , j − 2, j + 3, . . . , N}
are transformed by a rotation. Then, we can take the same sizes before and after
the change:
rTc−,k = r˜
0
c−,k for k ∈ {1, . . . , j − 2}
rTc+,k = r˜
0
c+,k
for k ∈ {j + 3, . . . , N},
and this is what we have done.
After this change we obtain a new central past coordinate, c˜j−1 that corresponds to
the previous hyperbolic past mode: (x−, y−). Through the corresponding bound of
Lemma 14, we have:
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|c˜j−1| ≤
√
2||(x−, y−)||∞ ≤
√
2
√
2
2
1
N − 3στ
kj+1e−
√
3τ =
1
N − 3στ
kj+1e−
√
3τ = r˜0c−,j−1 .
From the future mode cj+2, we obtain the new future hyperbolic coordinates, x˜+
and y˜+. Take |cj+2| = rTc+,j+2 . Then, from Lemma 14, we have:
||(x˜+, y˜+)||∞ ≥
√
3
3
|cj+2| =
√
3
3
rTc+,j+2
= 2στe−
√
3τ = max (r˜0x+ , r˜
0
y+
)
so, the new hyperbolic future coordinates are covered by the image of the ﬁnal disk.
Taking now into account the values of rTx+ and r
T
y+
we can apply Lemma 15 knowing
that |mx|, |my| ≤ σ2τ kj+1e−
√
3τ . For the ﬁrst equation, we can take:
|2mx +my| ≤ 3σ2τ kj+1e−
√
3τ ≤ σ2,
and then
|x˜−| ≤
√
σ2 −√1− σ2(2mx −my)√
1− σ2 +√1− σ2(2mx −my)
rTy+
≤
√
σ2 + σ2
√
1− σ2√
1− σ2 − σ2√1− σ2
rTy+
≤ σ
√
1 +
√
1− σ2√
1− σ2 − σ2√1− σ2
rTy+
≤ 2σrTy+ .
So we obtain the desired bound if
2σ ≤ 1. (R7)
We have to be more careful with the expression for y˜−. Using the previous bound
we have:
|y˜− − σ| ≤2σrTx+√
σ2 −√1− σ2(2mx −my)√
1− σ2 +√1− σ2(2mx −my)
√
1− σ2 − σ.
Let v = 2mx −my. Then√
σ2 −√1− σ2v√
1− σ2 +√1− σ2v
√
1− σ2 − σ =
σ
√
1−
√
1−σ2
σ2
v
√
1− σ2
√
1 +
√
1−σ2
1−σ2 v
√
1− σ2 − σ.
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Write now σ2u =
√
1− σ1v. Then the previous expression becomes:
σ
√
1− u√
1 + σ
2
1−σ2u
− σ = σ√
1 + σ
2
1−σ2u
(
√
1− u−
√
1 +
σ2
1− σ2u
)
σ√
1 + σ
2
1−σ2u
1
√
1− u+
√
1 + σ
2
1−σ2u
( −1
1− σ2u
)
.
In our case, we can conclude, then, that:
|y˜− − σ| ≤2σrTx+ +
1
σ
√
1− σ2
(
2rTx+ + r
T
y+
)
≤2σσ2τ kj+1e−
√
3τ +
1
σ
√
1− σ23σ
2τ kj+1e−
√
3τ
≤σ2,
if τ is large enough to fulﬁll
3√
1− σ2 τ
kj+1e−
√
3τ ≤ 1
2
σ. (R8)
Now we have ﬁnished the proof of Proposition 6 through Lemma 13, and Proposition
8 and 9 just assuming the smallness of σ, the largeness of τ and the correct relation
between kj and kj+1 and j and j+1 given in (R1)-(R8).
3.4.3 Proof of Proposition 1 and Theorem 8
We have proved Proposition 1 as a consequence of applying Proposition 2 and Propo-
sition 6. We still have to prove Theorem 8.
To do so, consider an increasing sequence of real numbers {kj}j for j = 3 . . . N − 2.
This is a sequence satisfying kj ≤ kj+1. Consider also an increasing sequence of real
numbers {j}j for j = 3 . . . N − 2 such that 1/2 < j ≤ j+1 < 1. Let τ > 0 be large
enough and σ > 0 small enough such that conditions (S1)-(S14), (Sh1∗)-(Sh6∗) and
(R1)-(R8) hold, for any tuple (σ, τ, kj, j), for j = 3 . . . N − 2.
We can now apply Proposition 1 recursively. This means that the ﬁrst incoming disk,
D3, contains a subdisk such that after the action of the ﬂow for a time (N−5)(τ+T )
contains the last incoming disk DN−2.
Both the subdisk and the ﬁnal disk have dimension 4, since we still have a free
future in DN−2, the hyperbolic part (that corresponds to the mode bN−1) and the
central part (that corresponds to the mode bN). Since we will not need to continue
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with our argument, we can set them at zero in the whole discussion. That means,
in particular, in the subdisk of D3 and in DN−2. After this reduction we have
obtained two points: p3 in D3 and pN−2 in DN−2 connected by the ﬂow for a time
T ∗ = (N − 5)(τ + T ).
To end the proof we should compute the norm of these points in the original and
global coordinates, check the statement of Theorem 8 and deﬁne δ in terms of σ.
However, we are going to compute the norm in the original coordinates of any point
in the disks D3 and DN−2.
Assume that p3 and pN−2 can be written in coordinates as:
p3 = (c−, x−, y−, x+, y+, c+)
pN−2 = (c˜−, x˜−, y˜−, x˜+, y˜+, c˜+).
We know that the largest variable in both cases are y− and y˜− and satisfy
|y− − σ| ≤ 1
2
σ2
|y˜− − σ| ≤ 1
2
σ2.
Due to condition (Sh4∗) we know that the rest of the hyperbolic coordinates are
bounded by 1
2
√
3
σ while the center by 1
N−3
1
2
√
3
σ in both disks.
For D3 we have:
|b2|2 = x2− − x−y− + y2−
|b4|2 = x2+ − x+y+ + y2+
|bk|2 = |ck| for k ∈ P3
|b3|2 = 1− (x2− − x−y− + y2−)− (x2+ − x+y+ + y2+)−
∑
l∈P3
|cl|2,
where we have used the conservation of the mass for the last equality. Taking into
account the remark above, we have the estimates:
|b2|2 ≤ σ2
(
1 +
5
32
+
1√
3
)
≤ 7
4
σ2
|b4|2 ≤ 1
4
σ2
|bk|2 ≤ 1
(N − 3)2
1
12
σ2 for k ∈ P3
|b3|2 ≥ 1− 7
4
σ2 − 1
4
σ2 − 1
(N − 3)
1
12
σ2 ≥ 1− 3σ2.
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So, given δ, take σ =
√
3δ. Then we will have:
|b2| ≤
√
7
2
σ =
√
7
2
√
3
δ ≤ δ
|b4| ≤ 1
2
σ =
1
2
√
3
δ ≤ δ
|bk| ≤ 1
(N − 3)
1
2
√
3
σ =
1
(N − 3)
1
6
δ ≤ δ for k ∈ P3
|b3| ≥
√
1− 3σ2 ≥ 1−
√
3σ = 1− δ.
The argument for a point in DN−2 is analogous since we are considering that (Sh4∗)
holds for each step.
To ﬁnish the proof, notice that keeping σ and both sequences, {kj}j and {j}j, ﬁxed
and increasing τ we can still apply this result. That means that we have a minimal
time that ensures the visit of TN−2 starting at T3. If we want to ﬂow closer to the
heteroclinic chain, we can increase the time τ and obtain a diﬀerent pair on points
p3 and pN−2, so Theorem 8 is proven.
Remark. Final comments, future work and possible open questions:
• Notice that all the conditions (S1)-(S14), (Sh1∗)-(Sh6∗) and (R1)-(R8) hold
for any time τ large enough. This means that, as we have said, we can obtain a
diﬀerent pair of points connected through an orbit, improving, then, Theorem
2. However this unboundedness of τ forced us to obtain sharper bounds in
the whole discussion and to perform a quasi-normal form change. We think
that, if we allowed an upper bound for the time τ (that would depend on σ)
we could possibly work without such precise tools.
• During the ﬂow close to the heteroclinic we have used very crude estimates.
If we improve them we will not need such a large diﬀusing time.
• The most immediate work that we plan to do is to rewrite the whole proofs
using h-sets instead of disks.
• As we have said after the proof of Theorem 6, we could think wether the
shadowing of an inﬁnite sequence of periodic orbits is feasible. That does not
mean unbounded growth of the Sobolev norm in (1.1) but it will have its own
particular interest.
94
A h-sets, covering relations, cone
conditions and....
A.1 h-sets, covering relations
The goal of this section is present the notions of h-sets and covering relations, and
to state the theorem about the existence of point realizing the chain of covering
relations.
A.1.1 h-sets and covering relations
Deﬁnition 14. [ZG04, Deﬁnition 1] An h-set, N , is a quadruple
(|N |, u(N), s(N), cN) such that
• |N | is a compact subset of Rn
• u(N), s(N) ∈ {0, 1, 2, . . . } are such that u(N) + s(N) = n
• cN : Rn → Rn = Ru(N) × Rs(N) is a homeomorphism such that
cN(|N |) = Bu(N) ×Bs(N).
We set
dim(N) := n,
Nc := Bu(N) ×Bs(N),
N−c := ∂Bu(N) ×Bs(N),
N+c := Bu(N) × ∂Bs(N),
N− := c−1N (N
−
c ), N
+ = c−1N (N
+
c ).
Hence an h-set, N , is a product of two closed balls in some coordinate system. The
numbers u(N) and s(N) are called the nominally unstable and nominally stable
dimensions, respectively. The subscript c refers to the new coordinates given by
95
A h-sets, covering relations, cone conditions and....
homeomorphism cN . Observe that if u(N) = 0, then N− = ∅ and if s(N) = 0, then
N+ = ∅. In the sequel to make notation less cumbersome we will often drop the bars
in the symbol |N | and we will use N to denote both the h-sets and its support.
Sometimes we will call N− the exit set of N and N+ the entry set of N . These name
are motivated by the Conley index theory and the role these sets will play in the
context of covering relations.
Deﬁnition 15. [ZG04, Deﬁnition 3] Let N be a h-set. We deﬁne a h-set NT as
follows
• |NT | = |N |
• u(NT ) = s(N), s(NT ) = u(N)
• We deﬁne a homeomorphism cNT : Rn → Rn = Ru(NT ) × Rs(NT ), by
cNT (x) = j(cN(x)),
where j : Ru(N) × Rs(N) → Rs(N) × Ru(N) is given by j(p, q) = (q, p).
Observe that NT,+ = N− and NT,− = N+. This operation is useful in the context
of inverse maps.
Deﬁnition 16. [ZG04, Deﬁnition 6] Assume thatN,M are h-sets, such that u(N) =
u(M) = u and s(N) = s(M) = s. Let f : N → Rn be a continuous map. Let
fc = cM ◦ f ◦ c−1N : Nc → Ru × Rs. Let w be a nonzero integer. We say that
N
f,w
=⇒M
(N f -covers M with degree w) iﬀ the following conditions are satisﬁed
1. there exists a continuous homotopy h : [0, 1] × Nc → Ru × Rs, such that the
following conditions hold true
h0 = fc, (A.1)
h([0, 1], N−c ) ∩Mc = ∅, (A.2)
h([0, 1], Nc) ∩M+c = ∅. (A.3)
2. If u > 0, then there exists a map A : Ru → Ru, such that
h1(p, q) = (A(p), 0), for p ∈ Bu(0, 1) and q ∈ Bs(0, 1), (A.4)
A(∂Bu(0, 1)) ⊂ Ru \Bu(0, 1). (A.5)
Moreover, we require that
deg(A,Bu(0, 1), 0) = w,
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We will call condition (A.2) the exit condition and condition (A.3) will be called the
entry condition.
Note that in the case u = 0, if N
f,w
=⇒M , then f(N) ⊂ intM and w = 1.
In fact in the above deﬁnition s(N) and s(M) can be diﬀerent, see [Wil06, Def.
2.2].
Remark. Observe, that since for any norm in Rn the closed unit ball is homeomorphic
to [−1, 1]n, therefore for h-sets and covering relations we will use diﬀerent norms in
diﬀerent contexts.
Remark. If the map A in condition 2 of Def. 16 is a linear map, then condition (A.5)
implies, that
deg(A,Bu(0, 1), 0) = ±1.
Hence condition (16) is in this situation automatically fulﬁlled with w = ±1.
In fact, this is the most common situation in the applications of covering relations.
Most of the time we will not interested in the value of w in the symbol N
f,w
=⇒ M
and we will often drop it and write N
f
=⇒ M , instead. Sometimes we may even
drop the symbol f and write N =⇒M .
Deﬁnition 17. [ZG04, Deﬁnition 7] Assume N,M are h-sets, such that u(N) =
u(M) = u and s(N) = s(M) = s. Let g : Rn ⊃ Ω→ Rn. Assume that g−1 : |M | →
Rn is well deﬁned and continuous. We say that N g⇐= M (N g-backcovers M ) iﬀ
MT
g−1
=⇒ NT .
A.1.2 Main theorem about chains of covering relations
Theorem 10 (Thm. 9). [ZG04] Assume Ni, i = 0, . . . , k, Nk = N0 are h-sets and
for each i = 1, . . . , k we have either
Ni−1
fi,wi
=⇒ Ni
or
Ni ⊂ dom (f−1i ) and Ni−1 fi,wi⇐= Ni.
Then there exists a point x ∈ intN0, such that
fi ◦ fi−1 ◦ · · · ◦ f1(x) ∈ intNi, i = 1, . . . , k
fk ◦ fk−1 ◦ · · · ◦ f1(x) = x
97
A h-sets, covering relations, cone conditions and....
We point the reader to [ZG04] for the proof. The basic idea of the proof of this
theorem - the homotopy and the local Brouwer degree - appears in the proof Theo-
rem 12.
The following corollary is an immediate consequence of Theorem 10.
Collorary 11. Let Ni, i ∈ Z+ be h-sets. Assume that for each i ∈ Z+ we have
either
Ni−1
fi,wi
=⇒ Ni
or
Ni ⊂ dom (f−1i ) and Ni−1 fi,wi⇐= Ni.
Then there exists a point x ∈ intN0, such that
fi ◦ fi−1 ◦ · · · ◦ f1(x) ∈ intNi, i ∈ Z+.
Moreover, if Ni+k = Ni for some k > 0 and all i, then the point x can be chosen so
that
fk ◦ fk−1 ◦ · · · ◦ f1(x) = x.
A.1.3 Natural structure of h-set
Observe that all the conditions appearing in the deﬁnition of the covering relation
are expressed in 'internal' coordinates cN and cM . Also the homotopy is deﬁned
in terms of these coordinates. This sometimes makes the matter and the notation
look a bit cumbersome. With this in mind we introduce the notion of a 'natural'
structure on h-set.
Deﬁnition 18. We will say that N = {(x0, y0)} + Bu(0, r1)× Bs(0, r1) ⊂ Ru × Rs
is an h-set with a natural structure given by :
u(N) = u, s(N) = s, cN(x, y) =
(
x−x0
r1
, y−y0
r2
)
.
In context of R2 and u = 1, s = 1 we will sometimes write N = z0 +[−a, a]× [−b, b].
This in compatible with the above convention as a deﬁnes radius of ball Bu(0, a) =
[−a, a] and b of Bs(0, b) = [−b, b].
A.1.4 Horizontal and vertical disks in an h-set
Deﬁnition 19. [WZ07, Deﬁnition 10] Let N be an h-set. Let b : Bu(N) → |N | be
continuous and let bc = cN ◦ b. We say that b is a horizontal disk in N if there exists
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a homotopy h : [0, 1]×Bu(N) → Nc, such that
h0 = bc
h1(x) = (x, 0), for all x ∈ Bu(N)
h(t, x) ∈ N−c , for all t ∈ [0, 1] and x ∈ ∂Bu(N)
Deﬁnition 20. [WZ07, Deﬁnition 11] Let N be an h-set. Let b : Bs(N) → |N | be
continuous and let bc = cN ◦ b. We say that b is a vertical disk in N if there exists
a homotopy h : [0, 1]×Bs(N) → Nc, such that
h0 = bc
h1(x) = (0, x), for all x ∈ Bs(N)
h(t, x) ∈ N+c , for all t ∈ [0, 1] and x ∈ ∂Bs(N).
Deﬁnition 21. Let N be an h-set in Rn and b be a horizontal (vertical) disk in N .
We will say that x ∈ Rn belongs to b, when b(z) = x for some z ∈ dom (b).
By |b| we will denote the image of b. Hence z ∈ |b| iﬀ z belongs to b.
A.1.5 Topological transversality theorem
Now we are ready to state the topological transversality theorem. A simpliﬁed
version of this theorem was given in [Wil03] for the case of one unstable direction
and covering relations chain without backcoverings. The argument in [Wil03], which
was quite simple and was based on the connectivity only, cannot be carried over to
a larger number of unstable directions or to the situation when both covering and
backcovering relations are present.
Theorem 12. [WZ07, Thm. 4] Let k ≥ 1. Assume Ni, i = 0, . . . , k, are h-sets and
for each i = 1, . . . , k we have either
Ni−1
fi,wi
=⇒ Ni
or
Ni ⊂ dom (f−1i ) and Ni−1 fi,wi⇐= Ni.
Assume that b0 is a horizontal disk in N0 and be is a vertical disk in Nk.
Then there exists a point x ∈ intN0, such that
x = b0(t), for some t ∈ Bu(N0)(0, 1)
fi ◦ fi−1 ◦ · · · ◦ f1(x) ∈ intNi, i = 1, . . . , k
fk ◦ fk−1 ◦ · · · ◦ f1(x) = be(z), for some z ∈ Bs(Nk)(0, 1)
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A.2 h-sets and cone conditions
The goal of this chapter is to introduce a method, which will allow to handle rel-
atively easily the hyperbolic structure on h-sets. This material appeared ﬁrst in
[KWZ07, Zgl09].
Deﬁnition 22. Let N ⊂ Rn be an h-set and Q : Rn → R be a quadratic form
Q((x, y)) = α(x)− β(y), (x, y) ∈ Ru(N) × Rs(N),
where α : Ru(N) → R, and β : Rs(N) → R are positive deﬁnite quadratic forms.
The pair (N,Q) we be called an h-set with cones.
We will refer to the quadratic forms α and β as positive and negative parts of Q,
respectively.
If (N,Q) is an h-set with cones, then we deﬁne a function LN : Rn × Rn → R by
LN(z1, z2) = Q(cN(z1)− cN(z2))
Quite often we will drop Q in the symbol (N,Q) and we will say that N is an h-set
with cones.
A.2.1 Cone conditions for horizontal and vertical disks
Deﬁnition 23. Let (N,Q) be a h-set with cones.
Let b : Bu → |N | be a horizontal disk.
We will say that b satisﬁes the cone condition (with respect to Q ) iﬀ for any x1, x2 ∈
Bu, x1 6= x2 holds
Q(bc(x1)− bc(x2)) > 0.
Deﬁnition 24. Let (N,Q) be a h-set with cones.
Let b : Bs → |N | be a vertical disk.
We will say that b satisﬁes the cone condition (with respect to Q ) iﬀ for any y1, y2 ∈
Bs, y1 6= y2 holds
Q(bc(y1)− bc(y2)) < 0.
Lemma 16. Let (N,Q) be a h-set with cones and let b : Bu → |N | be a horizontal
disk satisfying the cone condition.
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Then there exists a Lipschitz function y : Bu → Bs such that
bc(x) = (x, y(x)).
Analogously, if b : Bs → |N | is a vertical disk satisfying the cone condition, then
there exists a Lipschitz function x : Bs → Bu
bc(y) = (x(y), y)).
Lemma 17. Let (N,Q) be a h-set with cones and let bu and bs be horizontal and
vertical disks satisfying cone conditions, respectively. Then bu and bs intersect in a
single point.
A.2.2 Cone conditions for maps
Deﬁnition 25. Assume that (N,QN), (M,QM) are h-sets with cones, such that
u(N) = u(M) = u and let f : N → Rdim(M) be continuous. Assume that N f=⇒M .
We say that f satisﬁes the cone condition (with respect to the pair (N,M)) iﬀ for
any x1, x2 ∈ Nc, x1 6= x2 holds
QM(fc(x1)− fc(x2)) > QN(x1 − x2).
Deﬁnition 26. Assume that (N,QN), (M,QM) are h-sets with cones, such that
u(N) = u(M) = u and s = s(N) = s(M) and let f : N → Ru+s be continuous.
Assume that N
f⇐= M . We say that f satisﬁes the cone condition (with respect to
the pair ((N,QN), (M,QM))) iﬀ for any y1, y2 ∈Mc, y1 6= y2 holds
QM(y1 − y2) > QN(f−1c (y1)− f−1(y2)).
Observe that Deﬁnition 26 is equivalent to Deﬁnition 25 applied to map f−1 with
respect to pair (MT ,−QM), (NT ,−QN)).
The cone condition in Deﬁnition 25 is expressed in coordinates associated to h-sets,
in the phase space it implies that
LM(f(z1), f(z2)) > LN(z1, z2), for z1 6= z2, z1, z2 ∈ N . (A.6)
Below we state two basic theorems relating covering relations and the cone condi-
tions
Theorem 13. Assume that for i = 0, . . . , k − 1 either
Ni
fi
=⇒ Ni+1
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or
Ni+1 ⊂ dom (f−1i ) and Ni fi⇐= Ni+1,
where all h-sets are h-sets with cones and fi for i = 0, . . . , k − 1 satisﬁes the cone
condition.
Assume that b : Bs(Nk) → Nk is a vertical disk in Nk satisfying the cone condition.
Then the set of points z ∈ N0 satisfying the following two conditions
fi−1 ◦ fi−2 ◦ · · · ◦ f0(z) ∈ Ni, for i = 1, . . . , k
fk−1 ◦ · · · ◦ f0(z) ∈ |b|
is a vertical disk satisfying the cone condition.
Theorem 14. Assume that for i = 0, . . . , k − 1 either
Ni
fi
=⇒ Ni+1
or
Ni+1 ⊂ dom (f−1i ) and Ni fi⇐= Ni+1,
where all h-sets are h-sets with cones and fi for i = 0, . . . , k − 1 satisﬁes the cone
condition.
Assume that b : Bn(N0) → N0 is a horizontal disk in N0 satisfying the cone condition.
Then exists a set Z ⊂ |b|, such that for all z ∈ Z holds
fi−1 ◦ fi−2 ◦ · · · ◦ f0(z) ∈ Ni, for i = 1, . . . , k
and fk−1 ◦ fi−2 ◦ · · · ◦ f0(Z) a horizontal disk in Nk satisfying the cone condition.
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B.1 Proof of Lemma 1
Initial System:
H(b, b¯) =
N∑
j=1
(
1
4
b2j b¯
2
j −
1
2
b2j b¯
2
j−1 −
1
2
b¯2jb
2
j−1
)
Ω =
i
2
N∑
j=1
dbj ∧ db¯j
Change of coordinates:
bj =
√
2Ije
iθj b¯j =
√
2Ije
−iθj
dbj ∧ db¯j = d(
√
2Ije
iθj) ∧ d(√2Ije−iθj)
=
(
1√
2Ij
eiθjdIj + i
√
2Ije
iθjdθj
)
∧
(
1√
2Ij
e−iθjdIj − i
√
2Ije
−iθjdθj
)
= −idIj ∧ dθj + idθj ∧ dIj = −2idIj ∧ dθj
H(I, θ) ≡ H(√2Ijeiθj ,√2Ije−iθj)
=
N∑
j=1
(
I2j − 2IjIj−1e2iθj−2iθj−1 − 2IjIj−1e−2iθj+2iθj−1
)
=
N∑
j=1
(
I2j − 4IjIj−1 cos 2(θj − θj−1)
)
B.2 Proof of Lemma 2
Perform the symplectic change of coordinates:{
I1 = J1 −
∑N
j=2 Jj
Ii = Ji for i 6= 1
{
θ1 = ϕ1
θi = ϕ1 + ϕi for i 6= 1{
J1 =
∑N
j=1 Ij
Ji = Ii for i 6= 1
{
ϕ1 = θ1
ϕi = θi − θ1 for i 6= 1
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H(J, ϕ) =
(
J1 −
N∑
j=2
Jj
)2
+
N∑
j=2
J2j − 4J2
(
J1 −
N∑
j=2
Jj
)
cos 2ϕ2
− 4
N∑
j=3
JjJj−1 cos 2(ϕj − ϕj−1)
= J21 +
(
N∑
j=2
Jj
)2
− 2J1
N∑
j=2
Jj +
N∑
j=2
J2j
− 4J1J2 cos 2ϕ2 + 4J2
N∑
j=2
Jj cos 2ϕ2 − 4
N∑
j=3
JjJj−1 cos 2(ϕj − ϕj−1)
= J21 + 2
N∑
j=2
Jj
2 + 2
N∑
i=3
i−1∑
j=2
JiJj − 2J1
N∑
j=2
Jj
− 4J1J2 cos 2ϕ2 + 4J2 cos 2ϕ2
N∑
j=2
Jj − 4
N∑
j=3
JjJj−1 cos 2(ϕj − ϕj−1)
B.3 Proof of Lemma 3
First, note
N∑
i=2
Ji =
N−1∑
i=2
(Ki −Ki+1) +KN = K2
N∑
i=2
J2i =
N−1∑
i=2
(Ki −Ki+1)2 +K2N =
N−1∑
i=2
(K2i +K
2
i+1 − 2KiKi+1) +K2N
= K22 + 2
N∑
i=3
K2i − 2
N−1∑
i=2
KiKi+1
N∑
i=3
i−1∑
j=2
JiJj =
N−1∑
i=3
i−1∑
j=2
(Ki −Ki+1)(Kj −Kj−1) +KN
N−1∑
j=2
Jj
=
N−1∑
i=3
i−1∑
j=2
(KiKj −KiKj+1 −Ki+1Kj +Ki+1Kj+1)
+KN(K2 −KN)
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N−1∑
i=3
i−1∑
j=2
(KiKj −KiKj+1) =
N−1∑
i=3
Ki
(
i−1∑
j=2
Kj −
i∑
j=3
Kj
)
=
N−1∑
i=3
Ki
[
K2 +
i−1∑
j=3
Kj −
i−1∑
j=3
Kj −Ki
]
= K2
N−1∑
i=3
Ki −
N−1∑
i=3
K2i
N−1∑
i=3
i−1∑
j=2
(Ki+1Kj+1 −Ki+1Kj) =
N∑
i=4
i−2∑
j=2
(KiKj+1 −KiKj)
=
N∑
i=4
Ki
(
i−1∑
j=3
Kj −
i−2∑
j=2
Kj
)
=
N∑
i=4
Ki
(
Ki−1 +
i−2∑
j=3
Kj −K2 −
i−2∑
j=3
Kj
)
=
N∑
i=4
KiKi−1 −K2
N∑
i=4
Ki
So,
N∑
i=3
i−1∑
j=2
JiJj = K2
N−1∑
i=3
Ki −
N−1∑
i=3
K2i +
N∑
i=4
KiKi−1 −K2
N∑
i=4
Ki +KN(K2 −KN)
= K2K3 −K2KN −
N−1∑
i=3
K2i +
N∑
i=4
KiKi−1 +KN(K2 −KN)
= −
N∑
i=3
K2i +
N∑
i=3
KiKi−1
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Putting all together
H(K,ψ) =
1
4
+ 2
(
K22 + 2
N∑
i=3
K2i − 2
N−1∑
i=2
KiKi+1
)
+ 2
(
−
N∑
i=3
K2i +
N∑
i=3
KiKi−1
)
−K2
− 2(K2 −K3) cos 2ψ2 + 4(K2 −K3)K2 cos 2ψ2
− 4
N−1∑
j=3
(Kj −Kj+1)(Kj−1 −Kj) cos 2ψj
− 4KN(KN−1 −KN) cos 2ψN
=
1
4
−K2 + 2
N∑
i=2
K2i − 2
N−1∑
i=2
KiKi+1
− 2K2 cos 2ψ2 + 2K3 cos 2ψ2 + 4K22 cos 2ψ2 − 4K3K2 cos 2ψ2
− 4
N−1∑
j=3
KjKj−1 cos 2ψj + 4
N−1∑
j=3
K2j cos 2ψj
+ 4
N−1∑
j=3
Kj+1Kj−1 cos 2ψj − 4
N−1∑
j=3
Kj+1Kj cos 2ψj
− 4KN(KN−1 −KN) cos 2ψN
=
1
4
−K2 + 2
N∑
i=2
K2i − 2
N−1∑
i=2
KiKi+1
− 2K2 cos 2ψ2 + 2K3 cos 2ψ2 + 4
N∑
j=2
K2j cos 2ψj
− 4
N∑
j=3
KjKj−1 cos 2ψj + 4
N−1∑
j=3
Kj+1Kj−1 cos 2ψj
− 4
N−1∑
j=2
Kj+1Kj cos 2ψj
=
1
4
−K2(1 + 2 cos 2ψ2) + 2K3 cos 2ψ2
+ 2
N∑
j=2
K2j (1 + 2 cos 2ψj)
− 2
N∑
j=3
KjKj−1 (1 + 2 cos 2ψj + 2 cos 2ψj−1)
+ 4
N−1∑
j=3
Kj+1Kj−1 cos 2ψj
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C.1 Proof of Lemma 6
Let bj = reiθ and bk = ckeiθ. Taking derivatives on both sides of the ﬁrst equatilty:
dr
dt
eiθ + ireiθ
dθ
dt
= −i|bj|2bj + 2ibj
(
b2j−1 + b
2
j+1
)
= −ir3eiθ + 2ire−iθ (c2j−1e2iθ + c2j+1e2iθ) .
Multiplying both sides by e−iθ:
dr
dt
+ ir
dθ
dt
= −ir3 + 2ir (c2j−1 + c2j+1) .
Equating now the real and imaginary part:
dr
dt
= −2rIm (c2j−1 + c2j+1) (C.1)
dθ
dt
= −r2 + 2Re (c2j−1 + c2j+1) . (C.2)
Now we do the same for the ﬁrst neighbors: cj−1 and cj+1:
dcj±1
dt
eiθ + icj±1eiθ
dθ
dt
= −i|bj±1|2bj±1 + 2ibj±1
(
b2j + b
2
j±2
)
= −i|cj±1|2cj±1eiθ + 2icj±1e−iθ
(
r2e2iθ + c2j±2e
2iθ
)
.
Multiplying both sides by e−iθ:
dcj±1
dt
+ icj±1
dθ
dt
= −i|cj±1|2cj±1 + 2icj±1
(
r2 + c2j±2
)
. (C.3)
Now for the far neighbors, that is k ∈ Pj = {1 ≤ k ≤ N : k 6= j − 1, j, j + 1}:
dck
dt
eiθ + icke
iθdθ
dt
= −i|bk|2bk + 2ibk
(
b2k−1 + b
2
k+1
)
= −i|ck|2ckeiθ + 2icke−iθ
(
c2k−1e
2iθ + c2k+1e
2iθ
)
.
Multiplying both sides by e−iθ:
dck
dt
+ ick
dθ
dt
= −i|ck|2ck + 2ick
(
c2k−1 + c
2
k+1
)
. (C.4)
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We must recall that the change of coordinates that diagonalizes the linear part is
given by:
cj±1 = ω2x± + ωy±
with ω = e2pii/3, that is ω = −1/2 + i√3/2, and x±, y± ∈ R. Notice that |ω| = 1,
ω3 = 1 and ω = ω2 and:
|cj±1|2 =
(
ω2x± + ωy±
) (
ωx± + ω2y±
)
= x2± +
(
ω + ω2
)
x±y± + y2±
= x2± − x±y± + y2±.
c2j±1 =
(
ω2x± + ωy±
)2
= ωx2± + 2x±y± + ω
2y2±
Re
(
c2j±1
)
= −1
2
x2± + 2x±y± −
1
2
y2±.
With that, we can already forget about the equation (C.1) using:
r2 = 1−
∑
k 6=j
|bk|2 = 1−
∑
k 6=j
|ck|2
= 1− (x2− − x−y− + y2−)− (x2+ − x+y+ + y2+)−∑
l∈Pj
|cl|2.
Now we can express (C.2) in terms of the new variables without the radial coordi-
nate:
dθ
dt
=− r2 + 2Re (c2j−1 + c2j+1)
=− 1 + (x2− − x−y− + y2−)+ (x2+ − x+y+ + y2+)+∑
l∈Pj
|cl|2
+ 2
(
−1
2
x2− + 2x−y− −
1
2
y2− −
1
2
x2+ + 2x+y+ −
1
2
y2+
)
=− 1 + 3x−y− + 3x+y+ +
∑
l∈Pj
|cl|2
Now we can insert that values to equation (C.4) and obtain the ﬁnal equation that
satisﬁes ck when k ∈ Pj ∩ {k 6= j − 2, j + 2}:
dck
dt
=− ickdθdt − i|ck|
2ck + 2ick
(
c2k−1 + c
2
k+1
)
=− ick
−1 + 3x−y− + 3x+y+ +∑
l∈Pj
|cl|2
− i|ck|2ck + 2ick (c2k−1 + c2k+1)
=ick−ick
|ck|2 +∑
l∈Pj
|cl|2
+ 2ick (c2k−1 + c2k+1)︸ ︷︷ ︸
R
ck
ell
(c)
−ick (3x−y− + 3x+y+)︸ ︷︷ ︸
R
ck
mix
(x,y,c)
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dck
dt
= ick +R
ck
ell(c) +R
ck
mix(x, y, c).
When one considers k = j ± 2 the equation is slightly diﬀerent because it contains
a term that depends on cj±1:
dcj±2
dt
=− icj±2
−1 + 3x−y− + 3x+y+ +∑
l∈Pj
|cl|2

− i|cj±2|2cj±2 + 2icj±2
(
c2j±1 + c
2
j±3
)
=icj±2
−icj±2
|cj±2|2 +∑
l∈Pj
|cl|2
+ 2icj±2c2j±3︸ ︷︷ ︸
R
cj±2
ell
(c)
−icj±2 (3x−y− + 3x+y+) + 2icj±2
(
ω2x± + ωy±
)2︸ ︷︷ ︸
R
cj±2
mix
(x,y,c)
dcj±2
dt
= ick +R
cj±2
ell (c) +R
cj±2
mix (x, y, c).
To deal with the hyperbolic modes we will work with {ω, ω2} instead of {1, i} as a
base for C just using
i =
√
3
3
ω −
√
3
3
ω2 1 = −ω − ω2
From (C.3) we have
dcj±1
dt
=− icj±1dθdt − i|cj±1|
2cj±1 + 2icj±1
(
r2 + c2j±2
)
=− icj±1
−1 + 3x±y± + 3x∓y∓ +∑
l∈Pj
|cl|2
− i|cj±1|2cj±1
+ 2icj±1
1− (x2± − x±y± + y2±)− (x2∓ − x∓y∓ + y2∓)−∑
l∈Pj
|cl|2 + c2j±2

=− icj±1
−1 + x2± + 2x±y± + y2± + 3x∓y∓ +∑
l∈Pj
|cl|2

+ 2icj±1
1− (x2± − x±y± + y2±)− (x2∓ − x∓y∓ + y2∓)−∑
l∈Pj
|cl|2 + c2j±2
 .
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Let
Rj±1hyp (x, y, cj±1) =icj±1 + 2icj±1
+ (−icj±1 − 2icj±1)
(
x2± + y
2
±
)
+ (−2icj±1 + 2icj±1)x±y±
− 2icj±1
(
x2∓ + y
2
∓
)
+ (−3icj±1 + 2icj±1)x∓y∓
Rj±1mix (cj±1, c) = (−icj±1 − 2icj±1)
∑
l∈Pj
|cl|2 + 2icj±1c2j±2.
Taking into account that cj±1 = ω2x± + ωy± we obtain:
ω2
dx±
dt
+ ω
dy±
dt
= Rj±1hyp (x, y, ω
2x± + ωy±) +R
j±1
mix (ω
2x± + ωy±, c),
so, our aim is to decompose the right-hand side of the last equation in {ω, ω2}.
For the ﬁrst part we need:
icj±1 + 2icj±1 =
√
3x±ω2 −
√
3y±ω
−icj±1 − 2icj±1 =−
√
3x±ω2 +
√
3y±ω
−2icj±1 + 2icj±1 =2
√
3 (x± − y±)ω2 + 2
√
3 (x± − y±)ω
−2icj±1 =
(
−4
√
3
3
x± +
2
√
3
3
y±
)
ω2 +
(
−2
√
3
3
x± +
4
√
3
3
y±
)
ω
−3icj±1 + 2icj±1 =
(
7
√
3
3
x± − 8
√
3
3
y±
)
ω2 +
(
8
√
3
3
x± − 7
√
3
3
y±
)
ω
2icj±1c2j±2 = [2G1(cj±2)x± + (−G1(cj±2) +G2(cj±2)) y±]ω2
+ [(G1(cj±2) +G2(cj±2))x± − 2G1(cj±2)y±]ω
where
G1(cj±2) =
2
√
3
3
(
Re2(cj±2)− Im2(cj±2)
)
G2(cj±2) =− 4Re(cj+2)Im(cj±2).
Now, we use that {ω, ω2} form a base and obtain:
dx±
dt
=
√
3x± −
√
3x±
(
x2± + y
2
±
)
+ 2
√
3 (x± − y±)x±y±
+
(
−4
√
3
3
x± +
2
√
3
3
y±
)(
x2∓ + y
2
∓
)
+
(
7
√
3
3
x± − 8
√
3
3
y±
)
x∓y∓
−
√
3x±
∑
l∈Pj
|cl|2 + 2G1(cj±2)x± + (−G1(cj±2) +G2(cj±2)) y±.
If we rearrange the terms we obtain the system announced in the Lemma. The
equation for y± is equivalent.
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C.2 Proof of Lemma 9
We know that there exist three invariant manifolds that can be written, locally, as
a graph of a function:
Wcs = {(x, y, c) : x± = φ±(y, c)} center-stable manifold
Wcu = {(x, y, c) : y± = ψ±(x, c)} center-unstable manifold
Wc = {(x, y, c) : x± = χx±(c), y± = χy±(c)} center manifold
that satisfy
Wc ⊂ Wcs and Wc ⊂ Wcu
We want to know the expression of these functions without computing them.
First of all, we know that in the original coordinates the sets {bj = 0} are invariant
for all j. So, then we have that {x− = y− = 0}, {x+ = y+ = 0} and {ck = 0} for
each k ∈ Pj are invariant subspaces.
For this reason, we can identify right now the center manifold. The set {x− =
y− = x+ = y+ = 0} is invariant and if we look at the restricted system we obtain
a 2(N − 3) dimensional system that consists in 2(N − 3) elliptic directions. Then,
this subset corresponds to the center manifold of the whole system:
Wc = {(x, y, c) : x± = 0, y± = 0}
Then, since Wc ⊂ Wcs and Wc ⊂ Wcu we have
φ±(0, c) = 0 (C.5)
ψ±(0, c) = 0 (C.6)
On the other hand, we know that this system possesses 4 heteroclinic connections to
the previous and following mode that correspond to the hyperbolic axis. However,
we could see that there are bigger invariant objects contained in the manifolds:
{x− = y− = y+ = 0, cj+2 = 0} ⊂ Wcu (C.7)
{x− = y− = x+ = 0, cj+2 = 0} ⊂ Wcs
{y− = x+ = y+ = 0, cj−2 = 0} ⊂ Wcu (C.8)
{x− = x+ = y+ = 0, cj−2 = 0} ⊂ Wcs
Let's impose these facts to obtain conditions on the parameterizations of the mani-
folds.
From (C.7) we obtain:
0 = ψ−(x− = 0, x+, cj+2 = 0, c6=j+2)⇒ ψ−(x, c) = x−ψ1−(x, c) + cj+2ψ2−(x+, c).
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Now, impose equation (C.8):
x−ψ1−(x−, x+ = 0, cj−2 = 0, c6=j−2) + cj+2ψ
2
−(x+ = 0, cj−2 = 0, c6=j−2) = 0.
Then, since the functions are analytic, they must vanish, so
ψ1−(x, c) = x+ψ
a
−(x, c) + cj−2ψ
b
−(x−, c)
ψ2−(x+, c) = x+ψ
c
−(x+, c) + cj−2ψ
d
−(c).
Then
ψ−(x, c) = x−
[
x+ψ
a
−(x, c) + cj−2ψ
b
−(x−, c)
]
+ cj+2
[
x+ψ
c
−(x+, c) + cj−2ψ
d
−(c)
]
.
Now we have to recall condition (C.5) that makes ψd−(c) = 0.
Finally, if we impose the analogous conditions in the other functions, we obtain that,
due to the symmetries, the parameterizations have the following form:
ψ−(x, c) = x−
[
x+ψ
a
−(x, c) + cj−2ψ
b
−(x−, c)
]
+ x+cj+2ψ
c
−(x+, c)
ψ+(x, c) = x+
[
x−ψa+(x, c) + cj+2ψ
b
+(x+, c)
]
+ x−cj−2ψc+(x−, c)
φ−(y, c) = y−
[
y+φ
a
−(y, c) + cj−2φ
b
−(y−, c)
]
+ y+cj+2φ
c
−(y+, c)
φ+(y, c) = y+
[
y−φa+(y, c) + cj+2φ
b
+(y+, c)
]
+ y−cj−2φc+(y−, c)
Or, summarized:
ψ±(x, c) = x±
[
x∓ψa±(x, c) + cj±2ψ
b
±(x±, c)
]
+ x∓cj∓2ψc±(x∓, c)
φ±(y, c) = y±
[
y∓φa±(y, c) + cj±2φ
b
±(y±, c)
]
+ y∓cj∓2φc±(y±, c)
Now, we recall and use the fact that the subspaces {x+ = y+ = 0} and {x− =
y− = 0} are invariant. Then the intersection of the ﬁrst one (for instance) with the
center-stable manifold should be invariant too. The equations of the intersection
(Zcs) are:
(Zcs)
{
0 = φ+(y−, y+ = 0, c) = y−cj−2φc+(y−, c)
x− = φ−(y−, y+ = 0, c) = y−cj−2φb−(y−, c)
On the other hand, consider the system restricted in {x+ = y+ = 0} we still have
a partially hyperbolic ﬁxed point at the origin, so we can consider its center-stable
manifold (W˜cs) that can be written as:
W˜cs = {x− = φ˜−(y−, c)}.
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It is clear that W˜cs ⊂ Wcs but there is more, W˜cs ⊂ Zcs. Actually is also clear the
other inclusion, so the manifolds must coincide (W˜cs = Zcs).
We know that the dimension of W˜ cs is 2(N − 3) + 1 (its free coordinates are y− and
c) and the dimension of Zcs seams to be 2(N − 3) since there is a equation that
relates two coordinates. Since the dimensions must be equal, this relation must be
a triviality, that is φc+(y−, c) = 0 for all y− and c.
Using the invariance of Wcu and then repeating the argument with {x− = y− = 0}
we can conclude that:
φc−(y+, c) = φ
c
+(y−, c) = ψ
c
−(x+, c) = ψ
c
+(x−, c) = 0
and
ψ±(x, c) = x±
[
x∓ψa±(x, c) + cj±2ψ
b
±(x±, c)
]
φ±(y, c) = y±
[
y∓φa±(y, c) + cj±2φ
b
±(y±, c)
]
.
However, we can say more. We can assume that
ψ±(x, c) =x±
[
x2∓ψ
a
±(x, c) + |cj±2|2 ψb1± (x±, c)
+
(
c2j±2 + cj±2
2
)
ψb2± (x±, c) + i
(
c2j±2 − cj±22
)
ψb3± (x±, c)
]
φ±(y, c) =y±
[
y2∓φ
a
±(y, c) + |cj±2|2 φb1± (y±, c)
+
(
c2j±2 + cj±2
2
)
φb2± (y±, c) + i
(
c2j±2 − cj±22
)
φb3± (y±, c)
]
,
We only sketch a justiﬁcation. Indeed, consider for instance the equation for for
φ−(y, c). Notice that the terms in the equation of x− that make the center-stable
manifold not straightened are, precisely:
2
√
3
3
y−y2+ + y−
[
−2
√
3
3
(
Re2 (cj−2)− Im2 (cj−2)
)
+ 4Re (cj−2) Im (cj−2)
]
.
So, it depends quadratically on y+ and cj−2. If, then, we look at the terms of order
three in the parameterization of the center-stable manifold, we see that they also
depend quadratically on these coordinates. One can see that such quadratic terms
can be taken as a common factor of the higher order terms.
The expression of the inverse of the change can be obtained directly using the
expression of the direct change.
C.3 Proof of Theorem 9
We ﬁrst write the expression that the nonlinearities satisfy.
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Lemma 18. Denote ξ = (ξ−, ξ+), η = (η−, η+), c = (c1, . . . , cj−2, cj+2, . . . , cN) ∈
CN−3, z = (ξ, η, c), z+ = (ξ+, η2+, c2) and z− = (ξ2−, η−, c2).
There exists K such that:∣∣Rξ−(z)∣∣ ≤ K [|ξ−| |z|2 + |ξ+||η−| |z+|]∣∣Rξ+(z)∣∣ ≤ K [|ξ+| |z|2 + |ξ−||η+| |z|]
|Rη−(z)| ≤ K [|η−| |z|2 + |η+||ξ−| |z|]
|Rη+(z)| ≤ K [|η+| |z|2 + |η−||ξ+| |z−|]
|Rck(z)| ≤ K |ck| |z|2
∣∣Rξ−(z1) −Rξ−(z2)∣∣ ≤ K {(|z1|2 + |z2|2) |ξ−,1 − ξ−,2|
+ [(|ξ−,1|+ |ξ−,2|) (|z1|+ |z2|)
+ (|η−,1|+ |η−,2|) (|z+,1|+ |z+,2|)] |ξ+,1 − ξ+,2|
+ [(|ξ−,1|+ |ξ−,2|) (|z1|+ |z2|)
+ (|ξ+,1|+ |ξ+,2|) (|z+,1|+ |z+,2|)] |η−,1 − η−,2|
+ [(|ξ−,1|+ |ξ−,2|) (|z1|+ |z2|)
+ (|ξ+,1|+ |ξ+,2|) (|η−,1|+ |η−,2|) (|η+,1|+ |η+,2|)] |η+,1 − η+,2|
+ [(|ξ−,1|+ |ξ−,2|) (|z1|+ |z2|)
+ (|ξ+,1|+ |ξ+,2|) (|η−,1|+ |η−,2|) (|c1|+ |c2|)] |c1 − c2|}
∣∣Rξ+(z1) −Rξ+(z2)∣∣ ≤ K {(|z1|2 + |z2|2) |ξ+,1 − ξ+,2|
+ (|ξ+,1|+ |ξ+,2|+ |η+,1|+ |η+,2|) (|z1|+ |z2|) |ξ−,1 − ξ−,2|
+ (|ξ+,1|+ |ξ+,2|+ |ξ−,1|+ |ξ−,2|) (|z1|+ |z2|) |η+,1 − η+,2|
+ [(|ξ+,1|+ |ξ+,2|) (|z1|+ |z2|)
+ (|ξ−,1|+ |ξ−,2|) (|η+,1|+ |η+,2|)] |η−,1 − η−,2|
+ [(|ξ+,1|+ |ξ+,2|) (|z1|+ |z2|)
+ (|ξ−,1|+ |ξ−,2|) (|η+,1|+ |η+,2|)] |c1 − c2|}
|Rη−(z1) − Rη−(z2)| ≤ K
{(|z1|2 + |z2|2) |η−,1 − η−,2|
+ (|η−,1|+ |η−,2|+ |ξ−,1|+ |ξ−,2|) (|z1|+ |z2|) |η+,1 − η+,2|
+ (|η−,1|+ |η−,2|+ |η+,1|+ |η+,2|) (|z1|+ |z2|) |ξ−,1 − ξ−,2|
+ [(|η−,1|+ |η−,2|) (|z1|+ |z2|)
+ (|η+,1|+ |η+,2|) (|ξ−,1|+ |ξ−,2|)] |ξ+,1 − ξ+,2|
+ [(|η−,1|+ |η−,2|) (|z1|+ |z2|)
+ (|η+,1|+ |η+,2|) (|ξ−,1|+ |ξ−,2|)] |c1 − c2|}
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|Rη+(z1) −Rη+(z2)| ≤ K
{(|z1|2 + |z2|2) |η+,1 − η+,2|
+ [(|η+,1|+ |η+,2|) (|z1|+ |z2|)
+ (|ξ+,1|+ |ξ+,2|) (|z−,1|+ |z−,2|)] |η−,1 − η−,2|
+ [(|η+,1|+ |η+,2|) (|z1|+ |z2|)
+ (|η−,1|+ |η−,2|) (|z−,1|+ |z−,2|)] |ξ+,1 − ξ+,2|
+ [(|η+,1|+ |η+,2|) (|z1|+ |z2|)
+ (|η−,1|+ |η−,2|) (|ξ+,1|+ |ξ+,2|) (|ξ−,1|+ |ξ1,2|)] |ξ−,1 − ξ−,2|
+ [(|η+,1|+ |η+,2|) (|z1|+ |z2|)
+ (|η−,1|+ |η−,2|) (|ξ+,1|+ |ξ+,2|) (|c1|+ |c2|)] |c1 − c2|}
|Rck(z1)−Rck(z1)| ≤ K
{(|z1|2 + |z2|2) |ck,1 − ck,2|+ (|ck,1|+ |ck,2|) (|z1|+ |z2|)
(|ξ±,1 − ξ±,2|+ |ξ∓,1 − ξ∓,2|+ |η±,1 − η±,2|
+ |η∓,1 − η∓,2|+
∑
l 6=k
|cl,1 − cl,2|
)}
To prove Theorem 9, ﬁrst consider the sequence:
z[0](t) =

ξ
[0]
− (t)
ξ
[0]
+ (t)
η
[0]
− (t)
η
[0]
+ (t)
c[0](t)
 =

e
√
3tξ−,0
e
√
3(t−τ)ξ+,1
e−
√
3tη−,0
e−
√
3(t−τ)η+,1
eitζ

and z[n+1](t) deﬁned as the unique solution of
ξ˙
[n+1]
± =
√
3ξ
[n+1]
± +R
ξ±
(
z[n](t)
)
η˙
[n+1]
± = −
√
3η
[n+1]
± +R
η±
(
z[n](t)
)
c˙
[n+1]
k = ic
[n+1]
k +R
ck
(
z[n](t)
)
that satisﬁes the Shilnikov conditions:
ξ
[n+1]
− (0) = ξ−,0 η
[n+1]
− (0) = η−,0
ξ
[n+1]
+ (τ) = ξ+,1 η
[n+1]
+ (τ) = η+,1
c
[n+1]
k (0) = ζk
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Let's see that {z[n](t)} is a Cauchy sequence. We ﬁrst rewrite the system:
ξ
[n+1]
− (t) = e
√
3tξ−,0 +
∫ t
0
e
√
3(t−s)Rξ−
(
z[n](s)
)
ds
ξ
[n+1]
+ (t) = e
√
3(t−τ)ξ+,1 +
∫ t
τ
e
√
3(t−s)Rξ+
(
z[n](s)
)
ds
η
[n+1]
− (t) = e
−√3tη−,0 +
∫ t
0
e−
√
3(t−s)Rη−
(
z[n](s)
)
ds
η
[n+1]
+ (t) = e
−√3(t−τ)η+,1 +
∫ t
τ
e−
√
3(t−s)Rη+
(
z[n](s)
)
ds
c
[n+1]
k (t) = e
√
3(t−τ)ζk +
∫ t
0
ei(t−s)Rck
(
z[n](s)
)
ds
Notice that (using τ ke−
√
3τ ≤ 1)
∣∣∣ξ[0]− (t)∣∣∣ = e√3t|ξ−,0| = γξ−e√3t ≤ γ
2
√
3
τ ke−2
√
3τe
√
3t =:
∣∣∣ξ[0]− (t)∗∣∣∣∣∣∣ξ[0]+ (t)∣∣∣ = e√3(t−τ)|ξ+,1| = γξ+e√3(t−τ) ≤ γ
2
√
3
e
√
3(t−τ) =:
∣∣∣ξ[0]+ (t)∗∣∣∣
∣∣∣ξ[0]− (t)∗∣∣∣ ≤ γ
2
√
3
e
√
3(t−τ)
∣∣ξ[0](t)∣∣ ≤ γ√
3
e
√
3(t−τ) =:
∣∣ξ[0](t)∗∣∣
∣∣∣η[0]− (t)∣∣∣ = e−√3t|η−,0| = γη−e−√3t ≤ γ
2
√
3
e−
√
3t =:
∣∣∣η[0]− (t)∗∣∣∣∣∣∣η[0]+ (t)∣∣∣ = e−√3(t−τ)|η+,1| = γη+e−√3(t−τ) ≤ γ
2
√
3
τ ke−2
√
3τe−
√
3(t−τ) =:
∣∣∣η[0]+ (t)∗∣∣∣
∣∣∣η[0]+ (t)∗∣∣∣ ≤ γ
2
√
3
e−
√
3t
∣∣η[0](t)∣∣ ≤ γ√
3
e−
√
3t =:
∣∣η[0](t)∗∣∣
∣∣∣c[0]k (t)∣∣∣ = |ζk| = γk ≤ γ
2
√
3(N − 3)τ
ke−
√
3τ
∣∣c[0](t)∣∣ < γ
2
√
3
τ ke−
√
3τ =:
∣∣c[0](t)∗∣∣
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then
∣∣Rξ−(z[0](s))∣∣ ≤ K [∣∣∣ξ[0]− (s)∣∣∣ ∣∣z[0](s)∣∣2 + ∣∣∣ξ[0]+ (s)∣∣∣ ∣∣∣η[0]− (s)∣∣∣ ∣∣∣z[0]+ (s)∣∣∣]
≤ K
[
γξ−e
√
3s
∣∣z[0](s)∣∣2 + γ
2
√
3
e
√
3(s−τ)γη−e
−√3s
∣∣∣z[0]+ (s)∣∣∣]
≤ Ke
√
3s
[
γξ−
∣∣z[0](s)∣∣2 + 1
2
√
3
γη−γe
−√3se−
√
3τ
∣∣∣z[0]+ (s)∣∣∣]∣∣Rξ+(z[0](s))∣∣ ≤ K [∣∣∣ξ[0]+ (s)∣∣∣ ∣∣z[0](s)∣∣2 + ∣∣∣ξ[0]− (s)∣∣∣ ∣∣∣η[0]+ (s)∣∣∣ ∣∣z[0](s)∣∣]
≤ K
[
γξ+e
√
3(s−τ) ∣∣z[0](s)∣∣2 + γ
2
√
3
e
√
3(s−τ)γη+e
−√3(s−τ) ∣∣z[0](s)∣∣]
≤ Ke
√
3(s−τ)
[
γξ+
∣∣z[0](s)∣∣2 + 1
2
√
3
γη+γe
−√3se
√
3τ
∣∣z[0](s)∣∣]
Lemma 19. If
τ ke−
√
3τ ≤ 1,
2
√
3
4
τ 2k+1e−2
√
3τ ≤ 1,
τe−
√
3τ ≤ 1
2
√
3
,
1
18
γτ 2k−1e−
√
3τ ≤ 1,
1
6
γτ 2k−1e(1−2)
√
3τ ≤ 1
√
3
2
τ k+1e−
√
3τ
then:
I1 =
∫ τ
0
∣∣z[0](s)∗∣∣2 ds ≤ γ2
2
√
3
I2 =
∫ τ
0
e−
√
3s
∣∣z[0](s)∗∣∣ ds ≤ γ
2
I+2 =
∫ τ
0
e−
√
3s
∣∣∣z[0]+ (s)∗∣∣∣ ds ≤ γτe−√3τ
I3 =
∫ τ
0
e
√
3(s−τ) ∣∣z[0](s)∗∣∣ ds ≤ γ
2
I−3 =
∫ τ
0
e
√
3(s−τ)
∣∣∣z[0]− (s)∗∣∣∣ ds ≤ γτe−√3τ
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Proof.
I1 =
∫ τ
0
∣∣z[0](s)∣∣2 ds ≤ ∫ τ
0
[∣∣ξ[0](s)∗∣∣2 + ∣∣η[0](s)∗∣∣2 + ∣∣c[0](s)∗∣∣2] ds
≤
∫ τ
0
[
γ2
3
e2
√
3(s−τ) +
γ2
3
e−2
√
3s +
γ2
12
τ 2ke−2
√
3τ
]
ds
=
γ2
3
[
1
2
√
3
(
1− e−2
√
3τ
)
+
1
2
√
3
(
1− e−2
√
3τ
)
+
1
4
τ 2k+1e−2
√
3τ
]
≤ γ
2
2
√
3
1
3
2 + 2
√
3
4
τ 2k+1e−2
√
3τ︸ ︷︷ ︸
≤1
 ≤ γ22√3
I2 =
∫ τ
0
e−
√
3s
∣∣z[0](s)∗∣∣ ds ≤ ∫ τ
0
e−
√
3s
[∣∣ξ[0](s)∗∣∣+ ∣∣η[0](s)∗∣∣+ ∣∣c[0](s)∗∣∣] ds
≤
∫ τ
0
e−
√
3s
[
γ√
3
e
√
3(s−τ) +
γ√
3
e−
√
3s +
γ
2
√
3
τ ke−
√
3τ
]
ds
=
γ√
3
[
τe−
√
3τ +
1
2
√
3
(
1− e−2
√
3τ
)
+
1
2
τ ke−
√
3τ 1√
3
(
1− e−
√
3τ
)]
≤ γ√
3
τe−√3τ︸ ︷︷ ︸
≤1/2√3
+
1
2
√
3
+
1
2
√
3
τ ke−
√
3τ︸ ︷︷ ︸
≤1
 ≤ γ
2
I+2 =
∫ τ
0
e−
√
3s
∣∣∣z[0]+ (s)∗∣∣∣ ds ≤ ∫ τ
0
e−
√
3s
[∣∣∣ξ[0]+ (s)∗∣∣∣+ ∣∣∣η[0]+ (s)∗∣∣∣2 + ∣∣c[0](s)∗∣∣2] ds
≤
∫ τ
0
e−
√
3s
[
γ
2
√
3
e
√
3(s−τ) +
(
γ
2
√
3
τ ke−2
√
3τe−
√
3(s−τ)
)2]
ds
+
∫ τ
0
e−
√
3s
[(
γ
2
√
3
τ ke−
√
3τ
)2]
ds
≤ γ
2
√
3
[
τe−
√
3τ +
1
2
√
3
γτ 2ke−2
√
3τ 1
3
√
3
(
1− e−3
√
3τ
)
+
1
2
√
3
γτ 2ke−2
√
3τ 1√
3
(
1− e−
√
3τ
)]
≤ γ
2
√
3
τe−
√
3τ
[
1 +
1
18
γτ 2k−1e−
√
3τ +
1
6
γτ 2k−1e(1−2)
√
3τ
]
≤ 3γ
2
√
3
τe−
√
3τ ≤ γτe−
√
3τ
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I3 =
∫ τ
0
e
√
3(s−τ) ∣∣z[0](s)∗∣∣ ds ≤ ∫ τ
0
e
√
3(s−τ) [∣∣ξ[0](s)∗∣∣+ ∣∣η[0](s)∗∣∣+ ∣∣c[0](s)∗∣∣] ds
≤
∫ τ
0
e
√
3(s−τ)
[
γ√
3
e
√
3(s−τ) +
γ√
3
e−
√
3s +
γ
2
√
3
τ ke−
√
3τ
]
ds
=
γ√
3
[
1
2
√
3
(
1− e−2
√
3τ
)
+ τe−
√
3τ +
1
2
τ ke−
√
3τ 1√
3
(
1− e−
√
3τ
)]
≤ γ
2
I−3 =
∫ τ
0
e
√
3(s−τ)
∣∣∣z[0]− (s)∗∣∣∣ ds ≤ ∫ τ
0
e
√
3(s−τ)
[∣∣∣ξ[0]− (s)∗∣∣∣2 + ∣∣∣η[0]− (s)∗∣∣∣+ ∣∣c[0](s)∗∣∣2] ds
≤
∫ τ
0
e
√
3(s−τ)
[(
γ
2
√
3
τ ke−2
√
3τe
√
3s
)2
+
γ
2
√
3
e−
√
3s +
(
γ
2
√
3
τ ke−
√
3τ
)2]
ds
≤ γ
2
√
3
[
1
2
√
3
γτ 2ke
−2√3τ 1
3
√
3
(
1− e−3
√
3τ
)
+ τe−
√
3τ
+
1
2
√
3
γτ 2ke−2
√
3τ 1√
3
(
1− e−
√
3τ
)]
≤ 3γ
2
√
3
τe−
√
3τ ≤ γτe−
√
3τ
∣∣∣ξ[1]− (t) −ξ[0]− (t)∣∣∣ = ∣∣∣∣∫ t
0
e
√
3(t−s)Rξ−
(
z[0](s)
)
ds
∣∣∣∣ ≤ ∫ t
0
e
√
3(t−s) ∣∣Rξ− (z[0](s))∣∣ ds
≤
∫ t
0
e
√
3(t−s)Ke
√
3s
[
γξ−
∣∣z[0](s)∣∣2 + 1
2
√
3
γη−γe
−√3se−
√
3τ
∣∣∣z[0]+ (s)∣∣∣] ds
≤ Ke
√
3t
[
γξ−
∫ t
0
∣∣z[0](s)∗∣∣2 ds+ 1
2
√
3
γη−γe
−√3τ
∫ t
0
e−
√
3s
∣∣∣z[0]+ (s)∗∣∣∣ ds]
≤ Ke
√
3t
[
γξ−I1 +
1
2
√
3
γη−γe
−√3τI+2
]
≤ γ
2K
2
√
3
e
√
3t
[
γξ− + γη−τe
−2√3τ
]
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∣∣∣ξ[1]+ (t) −ξ[0]+ (t)∣∣∣ = ∣∣∣∣∫ t
τ
e
√
3(t−s)Rξ+
(
z[0](s)
)
ds
∣∣∣∣ ≤ ∫ τ
t
e
√
3(t−s) ∣∣Rξ+ (z[0](s))∣∣ ds
≤
∫ τ
t
e
√
3(t−s)Ke
√
3(s−τ)
[
γξ+
∣∣z[0](s)∣∣2 + 1
2
√
3
γη+γe
−√3se
√
3τ
∣∣z[0](s)∣∣] ds
≤ Ke
√
3(t−τ)
[
γξ+
∫ τ
t
∣∣z[0](s)∗∣∣2 ds+ 1
2
√
3
γη+γe
√
3τ
∫ τ
t
e−
√
3s
∣∣z[0](s)∗∣∣ ds]
≤ Ke
√
3(t−τ)
[
γξ+I1 +
1
2
√
3
γη+γe
√
3τI2
]
≤ γ
2K
2
√
3
e
√
3(t−τ)
[
γξ+ +
γη+
2
e
√
3τ
]
Analogously ∣∣∣η[1]− (t)− η[0]− (t)∣∣∣ ≤ γ2K
2
√
3
e−
√
3t
[
γη− +
γξ−
2
e
√
3τ
]
∣∣∣η[1]+ (t)− η[0]+ (t)∣∣∣ ≤ γ2K
2
√
3
e−
√
3(t−τ)
[
γη+ + γξ+τe
−2√3τ
]
Similarly
∣∣Rck (z[0](s))∣∣ ≤ K ∣∣∣c[0]k (s)∣∣∣ ∣∣z[0](s)∣∣2 ≤ K |ζk| ∣∣z[0](s)∣∣2 ≤ Kγk ∣∣z[0](s)∣∣2 ,
so then
∣∣∣c[1]k (t)− c[0]k (t)∣∣∣ ≤ ∣∣∣∣∫ t
0
ei(t−s)Rck
(
z[0](s)
)
ds
∣∣∣∣ ≤ ∫ t
0
∣∣ei(t−s)∣∣ ∣∣Rck (z[0](s))∣∣ ds
≤ Kγk
∫ t
0
∣∣z[0](s)∗∣∣2 ds ≤ KγkI1 ≤ γ2K
2
√
3
γk
We write now the recursive Lemma that we are going to use the prove that we are
dealing with a Cauchy sequence:
Lemma 20. Assume (Sh1) -(Sh6). Then, the following bounds hold:∣∣∣ξ[n+1]− (t)− ξ[n]− (t)∣∣∣ ≤ 13n+1γe√3t [γξ− + γη−τe−2√3τ]∣∣∣ξ[n+1]+ (t)− ξ[n]+ (t)∣∣∣ ≤ 13n+1γe√3(t−τ) [γξ+ + γη+2 e√3τ]∣∣∣η[n+1]− (t)− η[n]− (t)∣∣∣ ≤ 13n+1γe−√3t [γη− + γξ−2 e√3τ]∣∣∣η[n+1]+ (t)− η[n]+ (t)∣∣∣ ≤ 13n+1γe−√3(t−τ) [γη+ + γξ+τe−2√3τ]∣∣∣c[n+1]k (t)− c[n]k (t)∣∣∣ ≤ 13n+1γγk
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In particular, ∣∣∣ξ[n+1]− (t)∣∣∣ ≤ [γξ− + 12γ (γξ− + γη−τe−2√3τ)
]
e
√
3t
∣∣∣ξ[n+1]+ (t)∣∣∣ ≤ [γξ+ + 12γ (γξ+ + γη+2 e√3τ)
]
e
√
3(t−τ)
∣∣∣η[n+1]− (t)∣∣∣ ≤ [γη− + 12γ (γη− + γξ−2 e√3τ)
]
e−
√
3t
∣∣∣η[n+1]+ (t)∣∣∣ ≤ [γη+ + 12γ (γη+ + γξ+τe−2√3τ)
]
e−
√
3(t−τ)
∣∣∣c[n+1]k (t)∣∣∣ ≤ γk + 12γγk
Proof. First of all we will prove the implication written in the lemma.∣∣∣ξ[n+1]+ (t)∣∣∣ ≤ ∣∣∣ξ[0]+ (t)∣∣∣+ n∑
i=0
∣∣∣ξ[i+1]+ (t)− ξ[i]+ (t)∣∣∣
≤ γξ+e
√
3(t−τ) +
n∑
i=0
1
3i+1
γe
√
3(t−τ)
[
γξ+ +
γη+
2
e
√
3τ
]
≤
[
γξ+ + γ
(
γξ+ +
γη+
2
e
√
3τ
) ∞∑
i=0
1
3i+1
]
e
√
3(t−τ)
=
[
γξ+ +
1
2
γ
(
γξ+ +
γη+
2
e
√
3τ
)]
e
√
3(t−τ)
This argument is analogous for the other coordinates. Now, as we did in the case of
n = 0 we get the estimates:∣∣∣ξ[n+1]− (t)∣∣∣ ≤ γ
2
√
3
ατ ke−2
√
3τe
√
3t = α
∣∣∣ξ[0]− (t)∗∣∣∣∣∣∣ξ[n+1]+ (t)∣∣∣ ≤ γ
2
√
3
αe
√
3(t−τ) = α
∣∣∣ξ[0]+ (t)∗∣∣∣
∣∣ξ[n+1](t)∣∣ ≤ γ√
3
αe
√
3(t−τ) = α
∣∣ξ[0](t)∗∣∣
∣∣∣η[n+1]− (t)∣∣∣ ≤ γ
2
√
3
αe−
√
3t = α
∣∣∣η[0]− (t)∗∣∣∣∣∣∣η[n+1]+ (t)∣∣∣ ≤ γ
2
√
3
ατ ke−2
√
3τe−
√
3(t−τ) = α
∣∣∣η[0]+ (t)∗∣∣∣
∣∣η[n+1](t)∣∣ ≤ γ√
3
αe−
√
3t = α
∣∣η[0](t)∗∣∣
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∣∣∣c[n+1]k (t)∣∣∣ ≤ γ
2
√
3(N − 3)ατ
ke−
√
3τ
∣∣c[n+1](t)∣∣ < γ
2
√
3
ατ ke−
√
3τ = α
∣∣c[0](t)∗∣∣
with α = 1 + γ.
Now we proceed by induction. We have already seen the case for n = 0 if we take
γ0 ≤ 2
√
3
3K
. Let us evaluate the expressions of Lemma 18 with z1 = z[n](s) and
z2 = z
[n−1](s), since, for instance:∣∣∣ξ[n+1]− (t)− ξ[n]− (t)∣∣∣ = ∣∣∣∣∫ t
0
e
√
3(t−s) [Rξ− (z[n](s))−Rξ− (z[n−1](s))] ds∣∣∣∣
≤
∫ t
0
e
√
3(t−s) ∣∣Rξ− (z[n](s))−Rξ− (z[n−1](s))∣∣ ds.
∣∣∣ξ[n+1]+ (t)− ξ[n]+ (t)∣∣∣ = ∣∣∣∣∫ t
τ
e
√
3(t−s) [Rξ+ (z[n](s))−Rξ+ (z[n−1](s))] ds∣∣∣∣
≤
∫ τ
t
e
√
3(t−s) ∣∣Rξ+ (z[n](s))−Rξ+ (z[n−1](s))∣∣ ds.
∣∣Rξ± (z[n](s))−Rξ± (z[n−1](s))∣∣ ≤ K {ρξ±ξ± (z[n](s), z[n−1](s)) ∣∣∣ξ[n]± (s)− ξ[n−1]± (s)∣∣∣
+ ρ
ξ±
ξ∓
(
z[n](s), z[n−1](s)
) ∣∣∣ξ[n]∓ (s)− ξ[n−1]∓ (s)∣∣∣
+ ρξ±η±
(
z[n](s), z[n−1](s)
) ∣∣∣η[n]± (s)− η[n−1]± (s)∣∣∣
+ ρξ±η∓
(
z[n](s), z[n−1](s)
) ∣∣∣η[n]∓ (s)− η[n−1]∓ (s)∣∣∣
+ ρξ±c
(
z[n](s), z[n−1](s)
) ∣∣c[n](s)− c[n−1](s)∣∣}
with
ρ
ξ±
ξ±
(
z[n](s), z[n−1](s)
)
=
∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2
ρ
ξ−
ξ+
(
z[n](s), z[n−1](s)
)
=
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣η[n]− (s)∣∣∣+ ∣∣∣η[n−1]− (s)∣∣∣) (∣∣∣z[n]+ (s)∣∣∣+ ∣∣∣z[n−1]+ (s)∣∣∣)
ρ
ξ+
ξ−
(
z[n](s), z[n−1](s)
)
=
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣η[n]+ (s)∣∣∣+ ∣∣∣η[n−1]+ (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
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ρξ−η−
(
z[n](s), z[n−1](s)
)
=
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣∣z[n]+ (s)∣∣∣+ ∣∣∣z[n−1]+ (s)∣∣∣)
ρξ+η+
(
z[n](s), z[n−1](s)
)
=
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
ρξ−η+
(
z[n](s) , z[n−1](s)
)
=
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣∣η[n]− (s)∣∣∣+ ∣∣∣η[n−1]− (s)∣∣∣) (∣∣∣η[n]+ (s)∣∣∣+ ∣∣∣η[n−1]+ (s)∣∣∣)
ρξ+η−
(
z[n](s) , z[n−1](s)
)
=
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣∣η[n]+ (s)∣∣∣+ ∣∣∣η[n−1]+ (s)∣∣∣)
ρξ−c
(
z[n](s) , z[n−1](s)
)
=
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣∣η[n]− (s)∣∣∣+ ∣∣∣η[n−1]− (s)∣∣∣) (∣∣c[n](s)∣∣+ ∣∣c[n−1](s)∣∣)
ρξ+c
(
z[n](s) , z[n−1](s)
)
=
(∣∣∣ξ[n]+ (s)∣∣∣+ ∣∣∣ξ[n−1]+ (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
(∣∣∣ξ[n]− (s)∣∣∣+ ∣∣∣ξ[n−1]− (s)∣∣∣) (∣∣∣η[n]+ (s)∣∣∣+ ∣∣∣η[n−1]+ (s)∣∣∣)
and∣∣∣ξ[n]− (s)− ξ[n−1]− (s)∣∣∣ ≤ 13nγe√3s [γξ− + γη−τ ke−2√3τ] ≤ 13n 1√3γ2τe−√3τe√3(s−τ)∣∣∣ξ[n]+ (s)− ξ[n−1]+ (s)∣∣∣ ≤ 13nγe√3(s−τ) [γξ+ + γη+2 e√3τ] ≤ 13n 34√3γ2e√3(s−τ)∣∣∣η[n]− (s)− η[n−1]− (s)∣∣∣ ≤ 13nγe−√3s [γη− + γξ−2 e√3τ] ≤ 13n 34√3γ2e−√3s∣∣∣η[n]+ (s)− η[n−1]+ (s)∣∣∣ ≤ 13nγe−√3(s−τ) [γη+ + γξ+τe−2√3τ] ≤ 13n 1√3γ2τ ke−√3τe−√3s∣∣c[n](s)− c[n−1](s)∣∣ ≤ 1
3n
γγc
where γc =
∑
γk.
ρ
ξ−
ξ−
(
z[n](s), z[n−1](s)
) ∣∣∣ξ[n]− (s)− ξ[n−1]− (s)∣∣∣
≤ 1
3n
γe
√
3s
[
γξ− + τe
−2√3τγη−
] (∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2)
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ρ
ξ−
ξ+
(
z[n](s), z[n−1](s)
) ∣∣∣ξ[n]+ (s)− ξ[n−1]+ (s)∣∣∣ ≤
1
3n
γe
√
3s
{
3
2
√
3
γe
√
3(s−τ)
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
] (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
3
2
√
3
γe−
√
3τe−
√
3s
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
](∣∣∣z[n]+ (s)∣∣∣+ ∣∣∣z[n−1]+ (s)∣∣∣)}
ρξ−η−
(
z[n](s), z[n−1](s)
) ∣∣∣η[n]− (s)− η[n−1]− (s)∣∣∣ ≤
1
3n
γe
√
3s
{
3
2
√
3
γe−
√
3s
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
] (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
2√
3
αγe−
√
3τe−
√
3s
[
γη− +
1
2
e
√
3τγξ−
](∣∣∣z[n]+ (s)∣∣∣+ ∣∣∣z[n−1]+ (s)∣∣∣)}
ρξ−η+
(
z[n](s), z[n−1](s)
) ∣∣∣η[n]+ (s)− η[n−1]+ (s)∣∣∣ ≤
1
3n
γe
√
3s
{
2γτ√
3
e−
√
3τe−
√
3s
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
] (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
4√
3
α2γe−
√
3τe−
√
3s
∣∣∣η[0]+ (s)∗∣∣∣2 [(1 + 12γ
)
γη− +
1
4
γe
√
3τγξ−
]}
ρξ−c
(
z[n](s) , z[n−1](s)
) ∣∣c[n](s)− c[n−1](s)∣∣ ≤
1
3n
γe
√
3s
{
2γc
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
] (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)
+
4√
3
α2γγ2c e
−√3τe−
√
3s
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
]}
Remark. Notice that we have e
√
3s as a common factor. It will cancel the e−
√
3s in
the integral.
Lemma 21.
I4 =
∫ τ
0
[∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2] ds ≤ 1√
3
α2γ2
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I5 =
∫ τ
0
e
√
3(s−τ) [∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣] ds ≤ αγ
I6 =
∫ τ
0
e−
√
3s
[∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣] ds ≤ αγ
I7 = γc
∫ τ
0
[∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣] ds ≤ 1√
3
αγ2
I−5 =
∫ τ
0
e
√
3(s−τ)
[∣∣∣z[n]− (s)∣∣∣+ ∣∣∣z[n−1]− (s)∣∣∣] ds ≤ 2αγτe−√3τ
I+6 =
∫ τ
0
e−
√
3s
[∣∣∣z[n]+ (s)∣∣∣+ ∣∣∣z[n−1]+ (s)∣∣∣] ds ≤ 2αγτe−√3τ
Proof. It is very easy to see that I4 = 2αI1. As the rest of integrals. On the other
hand,
I7 = γc
∫ τ
0
[∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣] ds
≤ 2γc
∫ τ
0
[
1√
3
αγe
√
3(s−τ) +
1√
3
αγe−
√
3s +
1
2
√
3
αγτ ke−
√
3τ
]
ds
≤ 2√
3
αγγc
[
1√
3
(
1− e−
√
3τ
)
+
1√
3
(
1− e−
√
3τ
)
+
1
2
τ k+1e−
√
3τ
]
≤ 2√
3
αγγc
[
1√
3
+
1√
3
+
1√
3
]
≤ 2αγγc ≤ 2αγ 1
2
√
3
γτ ke−
√
3τ ≤ 1√
3
αγ2τ ke−
√
3τ ≤ 1√
3
αγ2.
providing that √
3
2
τ k+1e−
√
3τ .
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After computing the integrals we get:∣∣∣ξ[n+1]− (t) −ξ[n]− (t)∣∣∣ ≤ 13nγKe√3t {[γξ− + τe−2√3τγη−] I4
+
3
2
√
3
γ
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
]
I5
+
3
2
√
3
γe−
√
3τ
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
]
I+6
+
3
2
√
3
γ
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
]
I6
+
2√
3
αγe−
√
3τ
[
γη− +
1
2
e
√
3τγξ−
]
I+6
+
2√
3
γτe−
√
3τ
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
]
I6
+
4√
3
α2γe−
√
3τ
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
] ∫ τ
0
e−
√
3s
∣∣∣η[0]+ (s)∗∣∣∣2 ds
+ 2
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
]
I7
+
4√
3
α2γe−
√
3τ
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
]
γ2c
∫ τ
0
e−
√
3s
}
≤ 1
3n
γKe
√
3t
{[
γξ− + τe
−2√3τγη−
]
I4
+
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
](
3
2
√
3
γI5 +
3
2
√
3
γI6
)
+
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
](
2√
3
γτe−
√
3τI6 + 2I7
)
+
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
](
3
2
√
3
γe−
√
3τI+6 +
2
3
α2γ2τe−2
√
3τ
)
+
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
](
4
3
α2γe−
√
3τγ2c
)
+
[
γη− +
1
2
e
√
3τγξ−
]
2√
3
αγe−
√
3τI+6
}
≤ 1
3n
γKe
√
3t
{[
γξ− + τe
−2√3τγη−
] 1√
3
α2γ2
+
[(
1 +
1
2
γ
)
γξ− +
1
2
γτe−2
√
3τγη−
]
6√
3
αγ2
+
[(
1 +
1
2
γ
)
γη− +
1
4
γe
√
3τγξ−
]
3
2
αγ2τe−2
√
3τ (1 + α)
+
[
γη− +
1
2
e
√
3τγξ−
]
4√
3
α2γ2τe−2
√
3τ
}
≤ 1
3n
γKe
√
3t 1√
3
αγ2
[
γξ− + τe
−2√3τγη−
]
14 (1 + γ) ≤ 1
3n+1
γe
√
3t
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if
14K√
3
γ2(1 + γ)2 ≤ 1
3
.
Since
K ≤ 2
√
3
3γ
,
we can ask
28γ(1 + γ)2 ≤ 1.
The situation for ξ+, η− and η+ is completely equivalent. The only discussion left
is the case for c.
|Rck (z[n](s))−Rck (z[n−1](s))∣∣ ≤ K {(∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2) ∣∣∣c[n]k (s)− c[n−1]k (s)∣∣∣
+
(∣∣∣c[n]k (s)∣∣∣+ ∣∣∣c[n−1]k (s)∣∣∣) (∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)(
|ξ[n]− (s)− ξ[n−1]− (s)|+
∣∣∣ξ[n]+ (s)− ξ[n−1]+ (s)∣∣∣
+
∣∣∣η[n]− (s)− η[n−1]− (s)∣∣∣+ ∣∣∣η[n]+ (s)− η[n−1]+ (s)∣∣∣+∑
l 6=k
∣∣∣c[n]l (s)− c[n−1]l (s)∣∣∣
)}
≤K
{(∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2) 1
3n
γγk
+ 2γk
(
1 +
1
2
γ
)(∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)(
1
3n
1√
3
γ2τe−
√
3τe
√
3(s−τ) +
1
3n
3
4
√
3
γ2e
√
3(s−τ)
+
1
3n
3
4
√
3
γ2e−
√
3s +
1
3n
1√
3
γ2τe−
√
3τe−
√
3s +
∑
l 6=k
1
3n
γγl
)}
≤ 1
3n
γγkK
{(∣∣z[n](s)∣∣2 + ∣∣z[n−1](s)∣∣2)
+ 2
(
1 +
1
2
γ
)(∣∣z[n](s)∣∣+ ∣∣z[n−1](s)∣∣)(
3
2
√
3
γe
√
3(s−τ) +
3
2
√
3
γe−
√
3s + γc
)}
∣∣∣c[n+1]k (s)− c[n]k (s)∣∣∣ ≤ 13nγγkK
{
I4 + 2
(
1 +
1
2
γ
)(
3
2
√
3
γI5 +
3
2
√
3
γI6 + I7
)}
≤ 1
3n
γγkK
{
1√
3
α2γ2 + 2
(
1 +
1
2
γ
)
4√
3
αγ2
}
≤ 1
3n
γγkKα
2γ2
9√
3
≤ 1
3n+1
γγk
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Once we have proved the lemma, we see that we have a Cauchy sequence, so then
is convergent to a limit (ξ(t), η(t), c(t)) that corresponds to the (unique) solution of
the Shilnikov problem. In addition, this limit must satisfy the same bounds, that
is:
|ξ−(t)| ≤
[
γξ− +
1
2
γ
(
γξ− + γη−τe
−2√3τ
)]
e
√
3t
|ξ+(t)| ≤
[
γξ+ +
1
2
γ
(
γξ+ +
γη+
2
e
√
3τ
)]
e
√
3(t−τ)
|η−(t)| ≤
[
γη− +
1
2
γ
(
γη− +
γξ−
2
e
√
3τ
)]
e−
√
3t
|η+(t)| ≤
[
γη+ +
1
2
γ
(
γη+ + γξ+τe
−2√3τ
)]
e−
√
3(t−τ)
|ck(t)| ≤ γk + 1
2
γγk
However, we can also say more, we can give estimates on the deviation respect to
the linear ﬂow:
∣∣∣ξ−(t)− ξ−,0e√3t∣∣∣ ≤ 1
2
γ
(
γξ− + γη−τe
−2√3τ
)
e
√
3t∣∣∣η−(t)− η−,0e−√3t∣∣∣ ≤ 1
2
γ
(
γη− +
1
2
γξ−e
√
3τ
)
e−
√
3t
∣∣∣ξ+(t)− ξ+,1e√3(t−τ)∣∣∣ ≤ 1
2
γ
(
γξ+ +
1
2
γη+e
√
3τ
)
e
√
3(t−τ)
∣∣∣η+(t)− η+,1e−√3(t−τ)∣∣∣ ≤ 1
2
γ
(
γη+ + γξ+τe
−2√3τ
)
e−
√
3(t−τ)
∣∣ck(t)− ζkeit∣∣ ≤ 1
2
γγk
C.4 Proof of Proposition 7
For our argument we need lower bounds of the solution for the free components and
upper bounds for the ﬁxed ones.
We are going to use strongly the fact that if we take some mode equal to zero at the
beginning it will be always zero and that since we are working on a compact set,
the functions that deﬁne our system are globally bounded.
We ﬁrst consider the center modes c, and get crude estimates that are not particu-
larized for solutions close to the heteroclinic because it is enough.
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For k 6= j ± 2,
d
dt
|ck|2 = ddt [ckc¯k] =
dck
dt
c¯k + ck
dc¯k
dt
=
dck
dt
c¯k + ck
dck
dt
= 2Re
{
dck
dt
c¯k
}
=2Re
{
i|ck|2 + c¯kRckell(c) + c¯kRckmix(x, y, c)
}
=2Re
c¯k
−ick
|ck|2 +∑
l∈Pj
|cl|2
+ 2ic¯k [c2k−1 + c2k+1]
+ c¯k(−ick)w(x, y)

=2Re
{
2ic¯2k
(
c2k−1 + c
2
k+1
)}
= −4Im{c¯2k (c2k−1 + c2k+1)}
where we have used that w(x, y) is a real function.
Then ∣∣∣∣ ddt |ck|2
∣∣∣∣ = 4 ∣∣Im{c¯2k (c2k−1 + c2k+1)}∣∣ < 4|ck|2.
Then,
e−4t|ck(0)|2 ≤ |ck(t)|2 ≤ e4t|ck(0)|2.
The argument is analogous for cj±2, so we obtain
e−2t|ck(0)| ≤ |ck(t)| ≤ e2t|ck(0)| for all k ∈ {1, . . . , j − 1, j + 1, . . . , N}.
For the past hyperbolic coordinates we use a similar argument. Write the system
as:
d
dt
(
x−
y−
)
= A(t)
(
x−
y−
)
.
Then,
d
dt
||(x−, y−)||∞ ≤ ||A(t)||∞||(x−, y−)||∞.
As we have said using that we are working in a compact set we can determine
K˜−− > 0 such that
||A(t)||∞ ≤ K˜−− ,
so
||(x−, y−)(t)||∞ ≤ eK˜−− t||(x−, y−)(0)||∞.
Finally we want to express a similar bound for the pair deﬁned by (x+− xh+(t), y+).
However, it is not true that the subspace {x+ = xh+(t), y+ = 0} is invariant. For
that pair of coordinates we are going to use the Gronwall's inequality:
Lemma 22 (Gronwall's inequality). Let η be a nonnegative, absolutely continuous
function on [0, T ] which satisﬁes for a.e. t the diﬀerential inequality
η′(t) ≤ φ(t)η(t) + ψ(t),
where φ(t), ψ(t) are nonnegative on [0, T ]. Then
η(t) ≤ e
∫ t
0 φ(s) ds
[
η(0) +
∫ t
0
ψ(s)ds
]
for all 0 ≤ t ≤ T .
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The equation for y+ can be written as
y˙+ = a1(t)y+ + a2(t),
|a2(t)| ≤ |a21(t)|||(x−, y−)(t)||2∞ + |a22(t)||cj+2(t)|2.
Then, using the previous bounds and the fact that all the functions a1(t), a21(t)
and a22(t) are bounded because we are working on a compact set, we obtain, using
Gronwall's Lemma:
|y+(T )| ≤ Ky++ |y+(0)|+Ky+− ||(x−, y−)(0)||2∞ +Ky+j+2|cj+2(0)|2
for some constants that only depend on σ.
Finally, for the component x+ − xh+(t), we have:
d
dt
(x+ − xh+(t)) = a3(t)(x+ − xh+(t)) + a4(t),
where
|a4(t)| ≤ |a41(t)||y+(t)|+ |a42(t)|||(x−, y−)(t)||2∞ +
∑
l∈Pj
|a4,l(t)||cl(t)|2.
Using an analogous argument through the Gronwall's inequality, we obtain the de-
sired bound.
C.5 Proof of Lemmas 7 and 14
We denote (x, y, c...) to the coordinates referred to the j mode and (x˜, y˜, c˜...) to the
ones referred to the j + 1 mode. Then, we have
bj = re
iθ bk = cke
iθ bj+1 = r˜e
iθ˜ bk = c˜ke
iθ˜
If c = ωy + ω2x, then c¯ = ω2y + ωx and inverting these relations we obtain:
y = − ω
2
ω2 − 1c+
1
ω2 − 1 c¯ x =
1
ω2 − 1c−
ω2
ω2 − 1 c¯. (C.9)
Through these changes the norms can be computed as:
|c| = x2 − xy + y2 = ||(x, y)||∗
This notation deﬁnes a norm in R2 equivalent to ||.||2 since:
−1
2
(
x2 + y2
) ≤ xy ≤ 1
2
(
x2 + y2
)
,
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we have:
1
2
||(x, y)||22 = x2+y2−
1
2
(
x2 + y2
) ≤ ||(x, y)||∗ ≤ x2+y2+ 1
2
(
x2 + y2
)
=
3
2
||(x, y)||2.
We will also use: √
2
2
||(x, y)||2 ≤ ||(x, y)||∞ ≤ ||(x, y)||2.
Now we have
cj+2 = bj+2e
−iθ = c˜j+2ei(θ−θ˜) = ei(θ−θ˜)
(
ωy˜+ + ω
2x˜+
)
,
That means
||cj+2|| = ||c˜j+2|| = ||(x˜+, y˜+)||∗,
|cj+2| ≤
√
3
2
||(x˜+, y˜+)||2 ≤
√
3||(x˜+, y˜+)||∞
Now we have an estimate but we want to compute the exact change. Taking (C.9)
we have:
y˜+ = − ω
2
ω2 − 1 c˜j+2 +
1
ω2 − 1 ˜¯cj+2
= − ω
2
ω2 − 1bj+2e
−iθ˜ +
1
ω2 − 1 b¯j+2e
iθ˜
= − ω
2
ω2 − 1cj+2e
i(θ−θ˜) +
1
ω2 − 1 c¯j+2e
−i(θ−θ˜).
Analogously,
x˜+ =
1
ω2 − 1cj+2e
i(θ−θ˜) − ω
2
ω2 − 1 c¯j+2e
−i(θ−θ˜).
On the other hand,
y˜− = − ω
2
ω2 − 1 c˜j +
1
ω2 − 1 ˜¯cj
= − ω
2
ω2 − 1bje
−iθ˜ +
1
ω2 − 1 b¯je
iθ˜
= − ω
2
ω2 − 1re
i(θ−θ˜) +
1
ω2 − 1re
−i(θ−θ˜).
Analogously,
x˜− =
1
ω2 − 1re
i(θ−θ˜) − ω
2
ω2 − 1re
−i(θ−θ˜).
Notice that
r˜eiθ˜ = bj+1 = cj+1e
iθ = (ωy+ + ω
2x+)e
iθ,
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so
ei(θ˜−θ) =
ωy+ + ω
2x+
r˜
ei(θ−θ˜) =
ω2y+ + ωx+
r˜
.
Then,
y˜− = − ω
2
ω2 − 1re
i(θ−θ˜) +
1
ω2 − 1re
−i(θ−θ˜)
=
r
r˜
(
− ω
2
ω2 − 1(ω
2y+ + ωx+) +
1
ω2 − 1(ωy+ + ω
2x+)
)
=
r
r˜
x+,
and, analogously,
x˜− =
r
r˜
y+.
On the other hand,
y˜+ = − ω
2
ω2 − 1cj+2e
i(θ−θ˜) +
1
ω2 − 1 c¯j+2e
−i(θ−θ˜)
= − ω
2
ω2 − 1cj+2
ω2y+ + ωx+
r˜
+
1
ω2 − 1 c¯j+2
ωy+ + ω
2x+
r˜
=
1
r˜
(
y+
ω2 − 1 (−ωcj+2 + ωc¯j+2) +
x+
ω2 − 1
(−cj+2 + ω2c¯j+2))
=
1
r˜
(
−2
√
3
3
Im(cj+2)y+ +
(
Re(cj+2) +
√
3
3
Im(cj+2)
)
x+
)
x˜+ =
1
ω2 − 1cj+2e
i(θ−θ˜) − ω
2
ω2 − 1 c¯j+2e
−i(θ−θ˜)
=
1
ω2 − 1cj+2
ω2y+ + ωx+
r˜
− ω
2
ω2 − 1 c¯j+2
ωy+ + ω
2x+
r˜
=
1
r˜
(
y+
ω2 − 1
(
ω2cj+2 − c¯j+2
)
+
x+
ω2 − 1 (ωcj+2 − ωc¯j+2)
)
=
1
r˜
((
Re(cj+2)−
√
3
3
Im(cj+2)
)
y+ +
2
√
3
3
Im(cj+2)x+
)
.
For k 6= j − 1, j + 1, j + 2,
c˜k = bke
−iθ˜ = ckei(θ−θ˜) =
ω2y+ + ωx+
r˜
ck.
Notice that
|c˜k| =
∣∣∣ckei(θ−θ˜)∣∣∣ = |ck|.
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Finally
c˜j−1 = bj−1e−iθ˜ = cj−1ei(θ−θ˜) =
ω2y+ + ωx+
r˜
(
ωy− + ω2x−
)
.
Now we can compute:
|c˜j−1| = |cj−1| = ||(x−, y−)||∗,
and obtain the same bound that in c˜j+2 but in terms of x− and y−.
C.6 Proof of Lemma 15
r˜2 = x2+ − x+y+ + y2+
= (
√
1− σ2 +mx)2 − (
√
1− σ2 +mx)my +m2y
= 1− σ2 + 2mx
√
1− σ2 +m2x −my
√
1− σ2 −mxmy +m2y
= 1− σ2 +
√
1− σ2(2mx −my) + ||(mx,my)||2∗
≥ 1− σ2 +
√
1− σ2(2mx −my)
r2 = 1− ||(x−, y−)||2∗ − r˜2 −
∑
l∈Pj
|cl|2
≤ 1− r˜2 ≤ σ2 −
√
1− σ2(2mx −my)
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