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Abstract High-dimensional nonconvex composite problems are popular in today’s
machine learning and statistical genetics research. Recently, Ghadimi and Lan [1]
proposed an algorithm to optimize nonconvex high-dimensional problems. There are
several parameters in their algorithm that are to be set before running the algorithm.
It is not trivial how to choose these parameters nor there is, to the best of our knowl-
edge, an explicit rule how to select the parameters to make the algorithm converges
faster. We analyze Ghadimi and Lan’s algorithm to gain an interpretation based on
the inequality constraints for convergence and the upper bound for the norm of the
gradient analogue. Our interpretation of their algorithm suggests this to be a damped
accelerated gradient scheme. Based on this, we propose an approach how to select
the parameters to improve convergence of the algorithm. Our numerical studies us-
ing high-dimensional nonconvex sparse learning problems, motivated by image de-
noising and statistical genetics applications, show that convergence can be made, on
average, considerably faster than that of the conventional ISTA algorithm for such
optimization problems with over 10000 variables should the parameters be chosen
using our proposed approach.
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1 Introduction
In recent years, attributable to the surge in machine learning and artificial intelli-
gence research, techniques for optimization of high-dimensional problems has be-
come more and more crucial. Due to low computational cost and adequate memory
requirement per iteration, first-order method without line search procedure has be-
come the primary optimization method for high-dimensional problems (e.g., deep
neural networks, sparse learning problems, etc.) For smooth convex objective func-
tion, Nesterov proposed accelerated gradient method (AG) to improve the rate of
convergence from O(1/k) to O(1/k2) [2]. Subsequently, Nesterov extended AG to
composite convex problems [3], whereas the objective is sum of a smooth convex
function and a simple nonsmooth convex function. With proper stepsize choice, Nes-
terov’s AG has later been shown optimal to solve both smooth and nonsmooth con-
vex programming problems [5]. Nesterov’s AG has been applied to convex problems
from various areas; for example, FISTA was proposed as applying Nesterov’s AG
onto ISTA [4].
However, Nesterov’s AG requires convexity of the objective function; should the
convexity assumption be violated, it will then risk from not converging. Recently,
Ghadimi and Lan generalized AG to nonconvex objective functions [1], and derived
rate of convergence for both smooth and composite objective functions. Specifically,
Ghadimi and Lan used the following notations for the composite optimization prob-
lem:
min
x∈Rn
Ψ (x)+ χ (x) , Ψ (x) := f (x)+ h(x) ,
where f ∈C 1,1L f (R
n) is possibly nonconvex,h∈C 1,1Lh (R
n) is convex, and χ : BM (0) 7→
R is a bounded simple convex function for some M > 0, and C 1,1L denotes the class of
first-order smooth functions with L−Lipschitz continuous gradient. In real-life opti-
mization problems, most unconstrained problems can in fact be reduced to problems
over a bounded domain as information often suggests finiteness of the variables, in
which case we can just pick a large M. Their proposed algorithm is1:
1 the original paper has a typo of setting the ag term conversely
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Algorithm 1 Accelerated Gradient Algorithm proposed by Ghadimi and Lan [1]
Require: starting point x0 ∈ R
n, {αk} s.t. α1 = 1 and ∀k ≥ 2,0 < αk < 1, {βk > 0}, and {λk > 0}
0. Set x
ag
0 = x0 and k = 1
1. Set
xmdk = αkx
ag
k−1+(1−αk)xk−1 (1)
2. Compute ∇Ψ
(
xmdk
)
and set
x
ag
k =xk−1−λk∇Ψ
(
xmdk
)
(smooth) x
ag
k =P
(
xk−1,∇Ψ
(
xmdk
)
,λk
)
(composite) (2)
xk =x
md
k −βk∇Ψ
(
xmdk
)
(smooth) xk =P
(
xmdk ,∇Ψ
(
xmdk
)
,βk
)
(composite) (3)
3. Set k = k+1 and go to step 1
Ensure: xmdN
where P is the proximal operator defined as:
P (x,y,c) := arg min
u∈Rn
{
〈y,u〉+
1
2c
‖u− x‖2+ χ (u)
}
.
As an interpretation of the algorithm, 1−αk functions as the damping parameter;
βk controls the step size for the damped term xk, and λk controls the step size for
the acceleration term x
ag
k . This damping structure of the algorithm will be further
explored in the later part of our paper. In their paper, they have proved that under
conditions:
αkλk ≤ βk <
1
LΨ
, ∀k = 1,2, . . .N− 1 and (4)
α1
λ1Γ1
≥
α2
λ2Γ2
≥ ·· · ≥
αN
λNΓN
, (5)
the rate of convergence for composite optimization problems can be illustrated by:
min
k=1,...,N
∥∥∥G (xmdk ,∇Ψ (xmdk ) ,βk)∥∥∥2
≤
[
N
∑
k=1
Γ−1k βk (1−LΨ βk)
]−1[
‖x0− x
∗‖2
λ1
+
2L f
ΓN
(
‖x∗‖2+M2
)]
, (6)
where G
(
xmdk ,∇Ψ
(
xmdk
)
,βk
)
is the analogue to the gradient, defined by:
G (x,y,c) :=
1
c
[x−P (x,y,c)] , (7)
and in accelerated gradient settings, x corresponds to the past iteration, y corresponds
to smooth gradient at x, and c corresponds to the step size taken; and Γk corresponds
to the cumulative product of {1−αk}, defined recursively as:
Γk :=
{
1, k = 1;
(1−αk)Γk−1, k ≥ 2.
(8)
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Ghadimi and Lan further noted that under some certain conditions, the proposed rate
of convergence (6) is significantly better than the rate of convergence of projected
gradient [1]. However, the choice of parameters {αk}, {βk}, {λk} was only given as
constrained by (4) and (5) to ensure convergence. In this paper, we will further discuss
the effect of the choice of parameters on the convergence speed, and propose our
approach to derive explicit parameter settings to improve the speed of convergence.
Our derivation of parameter choice will help achieve proper acceleration for problems
whose objective can be informatively described by the rate of convergence scheme
(4), (5), (6) as proposed by Ghadimi and Lan [1].
2 Inequality Constraints for Convergence
Consider the inequality constraints for convergence (4) and (5); specifically, observe
that ∀k = 1,2, . . . ,N− 1,
αk+1λk+1 ≤ βk+1 ⇔ αk+1 ≤
βk+1
λk+1
, and (9)
αk
λkΓk
≥
αk+1
λk+1Γk+1
⇔
αk
λk
≥
αk+1
λk+1 (1−αk+1)
⇔ αk+1 ≤
αkλk+1
αkλk+1+λk
. (10)
Following above two inequalities,
αk+1 ≤min
{
βk+1
λk+1
,
αkλk+1
αkλk+1+λk
}
; (11)
that is, the inequality constraints (4) and (5) for convergence are merely a lower bound
on the vanishing rate of {αk}. In other words, {1−αk} is the damping parameter. Vi-
olation of (11) corresponds to an under-damped system, and as a result, the algorithm
might not converge. We observe that in (11),
βk+1
λk+1
is monotonically decreasing with
respect to λk+1 on R+; while
αkλk+1
αkλk+1+λk
is monotonically increasing with respect to
λk+1 on R+. This suggests:
arg max
λk+1>0
(
min
{
βk+1
λk+1
,
αkλk+1
αkλk+1+λk
})
=


βk+1+
√
β 2k+1+
4βk+1λk
αk
2

 . (12)
Therefore it follows from (12) that
αk+1 ≤
2βk+1
βk+1+
√
β 2k+1+
4βk+1λk
αk
≤
2
1+
√
1+ 4βk
α2
k
βk+1
; (13)
and using λk+1 obtained from (12), we have:
λ1 ≤ β1, λk+1 =
βk+1+
√
β 2k+1+
4βk+1βk
α2
k
2
. (14)
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Furthermore, observe that:
αk+1
αk
≤
2
αk +
√
α2k +
4βk
βk+1
. (15)
That is, using (14), {αk} vanishes at the slowest rate as described by (13).
3 Parameter Settings for AG
Having assumed βk = β , i.e., a constant sequence, using (6) and (14), we have:
min
k=1,...,N
∥∥∥G (xmdk ,∇Ψ (xmdk ) ,βk)∥∥∥2
≤
1
β (1−LΨ β )
(
N
∑
k=1
Γ−1k
)−1[
‖x0− x
∗‖2
β
+
2L f
ΓN
(
‖x∗‖2+M2
)]
=
1
β (1−LΨ β )


(
N
∑
k=1
Γ−1k
)−1
‖x0− x
∗‖2
β
+
(
ΓN
N
∑
k=1
Γ−1k
)−1
2L f
(
‖x∗‖2+M2
)
=
(
N
∑
k=1
Γ−1k
)−1
·C1+
(
ΓN
N
∑
k=1
Γ−1k
)−1
·C2 (16)
where
C1 :=
‖x0− x
∗‖2
β 2 (1−LΨ β )
and
C2 :=
2L f
(
‖x∗‖2+M2
)
β (1−LΨ β )
.
We observe that
(
∑Nk=1Γ
−1
k
)−1
is monotonically decreasing with respect to αk
for all k = 1,2, . . . ,N, and more sensitive to the earlier terms of {αk}; while(
ΓN
N
∑
k=1
Γ−1k
)−1
=
(
N
∑
k=1
ΓN
Γk
)−1
=
(
N
∑
k=1
(1−αk) (1−αk+1) · · ·(1−αN)
)−1
is monotonically increasing by the value of αk for all k = 1,2, . . . ,N, and more sensi-
tive to the later terms of {αk}. Therefore, based on the proposed rate of convergence,
when C1 is the dominant term, minimizing the vanishing rate of αk will make the
algorithm converges faster; whenC2 is the dominant term, it is possible to let αk take
very small values for k≥m for some constant m. Hence, a nearly O(1/k) rate of con-
vergence will be achieved. Recall that the original Nesterov’s acceleration scheme
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risks from not converging due to the presence of the nonconvex term f , also note that
L f only appears in C2. The second term in (16) reflects that the damping structure of
the algorithm ensures nearly O(1/k) convergence even in the presence of the noncon-
vex component f ; while the acceleration effect is reflected in the first term. Similar
to the interpretation of Nesterov’s acceleration scheme proposed by Su et al. [7], the
fact that the second term is more sensitive to the later terms of {αk} suggests that the
closer to the end of trajectories, the more important it is to incorporate the damped
term to eliminate overshooting or oscillations to ensure ε−convergence.Furthermore,
note that we always have LΨ > L f , i.e., a dominating second term corresponds to the
situation when the objective function consists of a significant nonconvex component,
which is a nuisance for the acceleration for the rate of convergence of the proposed al-
gorithm. There is in general a trade-off between acceleration and damping – a greater
{αk} will minimize the first term faster, but might also result in minimizing the sec-
ond term more slowly, which corresponds to more overshooting and oscillations in
the trajectory. A smaller {αk} will minimize the first term more slowly, hence limit-
ing the acceleration effect, but the second term will achieve convergence rate closer
to O(1/k).
Given that α1 = 1, minimizing the vanishing rate of {αk} will also minimize the
damping effect and preserve the acceleration effect (as reflected in the first term of
(16)) the most. It then follows from the above discussion, (13) and (14), {βk} being a
constant sequence, the following recursive formula will lead to {αk} with minimum
vanishing rate:
αk+1 =
2
1+
√
1+ 4
α2
k
, (17)
λk+1 =
β
αk+1
. (18)
Furthermore, numerical calculation shows that (17) will go below 0.01 starting at
the 197th iteration. In view of this and our previous findings about the acceleration-
damping trade-off, this suggests even for objective functions with relatively signifi-
cantC2 comparing to C1, our above parameter settings will not decrease significantly
the rate of convergence from O(1/k).
Based on our interpretation of the algorithm, β represents the step size for the
damped term.When LΨ ≫ L f ; i.e., when the convex component dominates the smooth
objective componentΨ , β should be chosen as large as possible. Note that this in fact
is not reflected in (6), as (16) suggests β should take value between 1
2LΨ
and 2
3LΨ
depending on the nominators of C1 and C2. Following this idea, we let β =
1−δ
LΨ
,
where in this case 1≫ δ ↓ 0 would be a very small positive value, to keep β from
being exactly 1
LΨ
, which therefore satisfies the second inequality in (4).
Based on our interpretation, the second component in (16) reflects the oscilla-
tion or overshooting arisen from the acceleration, the original inequality constraints
(4) and (5) guarantee convergence, which eliminates the risk of overshooting. For
oscillation, when L f is relatively significant comparing to LΨ , oscillation might be
overwhelming, in which case we should choose a smaller value for β to accommo-
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date the nonconvexity. Specifically,C2 suggests β could take as small as
1
2LΨ
to solve
the oscillation at the end of the trajectory, hence improving the convergence speed.
4 Numerical Study and Application to Sparse Statistical Learning
In this section, we gave two examples in statistical sparse learning with nonconvex
composite objective functions. High-dimensional sparse learning objective functions
often have a dominant convex component, i.e., LΨ ≫ L f . Therefore, we would take
β to be 0.99/LΨ , i.e., δ = 0.01.
For simulation settings in this section,X, y are given data, which in this numerical
study generated by xi
i.i.d.
∼ N (0,I) , εi
i.i.d.
∼ N
(
0,σ2
)
, y = Xτ generate + ε , where xi
denotes the ith row of X−0, and X =
[
1 X−0
]
, σ2 =
‖τ generate‖
2
3
, τ generate ∈R
10006 is a
sparse constant vector with 6 values of 1.23,3,4,5,6,59 as the true effect coefficients
and 10000 values of 0 as coefficients to be eliminated by the penalty. The starting
point used for both studies is τ 0 = 1. In summary, X ∈ R
1000×10006, y ∈ R1000, and
q = 10006. In both examples, we compare accelerated gradient (AG) algorithm using
our proposed parameter settings to the Iterative Shrinkage-Thresholding Algorithm
(ISTA) with step size 1
LΨ
.
The results of both examples are depicted in Figures 1 and 2; in both figures, g is
the objective function, and g∗ is its optimal value.
4.1 Sparse Learning with SCAD penalty
The linear model with smoothly clipped absolute deviation (SCAD) penalty [8] is
described as:
min
τ∈Rq+1
1
2N
‖y−Xτ‖22+
p
∑
i=1
p(τi)
where
p¯θ ,a (τi) =
θ |τi|−
(
τ2i +θ
2
)
/2
a− 1
I(θ < |τi|< aθ )
+
{
(a+ 1)θ 2
2
−θ |τi|
}
I(|τi| ≥ aθ ) ,
pθ ,a (τi) =p¯θ ,a (τi)+θ |τi|,
and a > 2,θ > 0 are the hyper-parameters for SCAD penalty, where a is usually
chosen to be 3.7 ([8], page 1356) and θ , called the tuning parameter, determines the
amount of penalty applied to the objective function. Here in our example, we chose
a = 3.7, θ = 0.6. Simulation results are reported in Figure 1.
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Fig. 1 log (gk −g
∗) vs Iteration k for Least Square Problems with SCAD Penalty
4.2 Sparse Learning with MCP penalty
The linear model with minimax concave penalty (MCP) penalty [9] is described as:
min
τ∈Rq+1
1
2N
‖y−Xτ‖22+
p
∑
i=1
p(τi)
where
p¯θ ,γ (τi) =−
τ2i
2γ
I(|τi|< γθ )
+
(
γθ 2
2
−θ |τi|
)
I(|τi| ≥ γθ ) ,
pθ ,γ (τi) =p¯θ ,γ (τi)+θ |τi|,
and γ,θ are the hyper-parameters for MCP penalty, where γ > 0 and θ > 0 determines
the amount of penalty applied to the objective function. Here in our example, we
chose γ = 2.5, θ = 0.6. Simulation results are reported in Figure 2.
5 Discussions
We analyzed the accelerated gradient algorithm proposed by Ghadimi and Lan [1]
and interpreted their algorithm as a damping structure. Using this interpretation and
damping structure, we derived the following settings for the parameters:
α1 =1,
αk+1 =
2
1+
√
1+ 4
α2
k
,
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Fig. 2 log (gk −g
∗) vs Iteration k for Least Square Problems with MCP Penalty
λ1 =β ,
λk+1 =β/αk+1,
β =
1− δ
LΨ
.
where 0 < δ ≤ 1
2
depends on the nonconvex smooth component f in the objective
function. If L f is significantly less than LΨ , nonconvexity is insignificant in Ψ , thus
δ should be assigned a small value. Otherwise, the more significant L f is relative to
LΨ , the greater the nonconvexity is present in Ψ , the greater value δ should there-
fore be assigned to a max value of 0.5. We also included numerical experiments from
high-dimensional nonconvex sparse learning problems with two popular penalties to
illustrate that our method facilitates faster convergence. The numerical experiments
suggest that by choosing the parameters using our methods, we can accelerate con-
vergence by considerably magnitude comparing to ISTA.
Our choice of optimization parameters will also work for different objective func-
tions, as long as x is bounded. When the inequality constraints for convergence (4),
(5) or the upper bound for gradient analogue norm (6) is not informative for the given
objective function, the efficiency of the accelerated gradient Algorithm 1 will de-
crease, hence the acceleration performance of our method will also decrease.
Furthermore, we have established our approach based on the assumption of {βk}
being a constant sequence. However, (15) indicates that the lower bound for the van-
ishing rate of {αk} is monotonically decreasing with respect to
βk+1
βk
. That is, should
we pick an increasing sequence of {βk} instead of constant, it is possible that {αk}
vanishes at a slower rate, which could possibly give better acceleration effect. With
that being said, consider that {βk} represents the step size of the damped term, and
the (15) indicates that the upper bound for
αk+1
αk
is monotonically increasing with
respect to
√
βk+1
βk
, it is doubtful whether an increasing sequence of {βk} will actu-
ally increase acceleration effect. Note that the {βk} represents the step sizes for the
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damped term and the constraint αkλk ≤ βk will also limit the step size for the accel-
eration term, λk. As such, should initial terms of {βk} set at small values to ensure
increasing sequence of {βk}, the choice will also limit the initial terms of {λk} from
above, which might not result in better acceleration because the most acceleration
effects we observed happen at the starting part of the trajectory. On the other hand, a
decreasing sequence of {βk} could resolve the issue of oscillations and overshooting
better. However, at the same time, by (15), {αk} will vanish faster, which will then
decrease the acceleration effect. Our supplementary material contains codes for the
numerical experiments presented in Section 4.
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