Abstract. This article describes the betamix Stata command for fitting mixture regression models for dependent variables that are bounded in an interval. The most general model is a mixture of the trinomial distribution and a mixture of beta regressions. The model is a generalisation of the truncated inflated beta regression model introduced in Pereira et al. (2012) for variables with truncated supports either at the top or the bottom of the distribution. The command accepts dependent variables defined in any range which are then transformed to the interval (0, 1) before estimation. The command and post estimation options are presented and explained through examples.
Introduction
Continuous response variables which are bounded at both ends arise in many areas. Dependent variables measuring proportions, ratios and rates are common in the empirical literature. They are often limited to the open unit interval (0, 1) but in many cases values in both boundaries are not only possible but appear with high frequency. Applications where the variables are bounded in alternative intervals linearly transform the dependent variable to the (0, 1) interval. A few examples include modelling the rates of employee participation in pension plans (Papke and Wooldridge 1996) , the percentage of women on Municipal Councils or Executive Committees (Paola et al. 2010) , an index measuring Central Bank independence (Berggren et al. 2014) , the proportion of a firm's total capital accounted for by its long-term debt (Cook et al. 2008) , Quality Adjusted Life Years (Basu and Manca 2012) and the score of reading accuracy (Smithson and Verkuilen 2006 ).
Modelling variables bounded at both ends presents several problems. The usual linear regression model is not appropriate for bounded dependent variables since the predictions of the model can be outside the boundary limits. A solution often used is to transform the dependent variable so that it takes values in (−∞, +∞) and then Betamix use standard regression models on the transformed dependent variable. However, this approach has an important limitation as it ignores that the moments of the distribution of a bounded variable are related: as the mean response moves towards a boundary value, the variance and skewness of the variable will tend to decrease and increase respectively. It has been shown that the standard methods to deal with these issues are not appropriate for these type of variables and models based on the beta distribution have been put forward as an alternative (Paolino 2001; Kieschnick and McCullough 2003; Ferrari and Cribari-Neto 2004; Smithson and Verkuilen 2006) .
The standard beta regression model (Paolino 2001; Ferrari and Cribari-Neto 2004; Smithson and Verkuilen 2006) assumes that the dependent variable is continuous in the open unit interval (0, 1). This model has been generalised to allow for values at either or both boundaries by adding a degenerate distribution with probability masses at the boundary values (Cook et al. 2008; Ospina and Ferrari 2010; Basu and Manca 2012; Ospina and Ferrari 2012) . Pereira et al. (2012 Pereira et al. ( , 2013 extend the framework to be able to model variables such as the ratio of the unemployment benefit to the maximum benefit where the proportion can take the value of zero (if the person is not eligible), any real number in the interval (τ, 1) where τ is the minimum benefit and is also very likely to have positive probabilities at the values τ and at 1. They termed this model the truncated inflated beta distribution. The model is a mixture of the beta distribution in the interval (τ, 1) and the trinomial distribution with probability masses at 0, τ and 1.
In Gray et al. (2016) we extend this framework to allow for mixtures of C-components of beta regressions so that multimodality in the continuous part of the model can be addressed. The model presents an alternative to the aldvmm command discussed in Hernández Alava and Wailoo (2015) for modelling preference based measures in health economics.
This article presents the Stata command betamix which is a general command that can be used to estimate mixture regression models for dependent variables that are bounded in an interval and can have truncated supports either at the top or at the bottom of the distribution. It extends one of the parameterizations of the user-written commands betafit and zoib and the Stata command betareg in several directions 1 . First, it generalizes them to mixtures of beta distributions allowing the model to capture multimodality. Second, it allows the user to model response variables which have a gap between one of the boundaries and the continuous part of the distribution. Third, it can deal with positive probabilities at either or both boundaries and at the truncation point. Fourth, there is no need to transform response variables defined in intervals other than (0, 1) as the command will take care of transforming the dependent variable using the supplied options.
The article is organised as follows: section 2 gives a brief overview of the model, section 3 describes the betamix syntax and options including the syntax for predict, section 4 illustrates the syntax of the command and the interpretation of the model using a fictional dataset. Finally, section 5 concludes.
1. All three user-written commands betamix, betafit and zoib use a logit and a log link for the conditional mean and the conditional scale, respectively. The Stata command betareg allows for a number of different links for both.
A general beta mixture regression model
There are two possible parameterizations of the beta distribution bounded in the interval (0, 1). The most common one uses two shape parameters (Johnson et al. 1995) . The alternative parameterization presented in Ferrari and Cribari-Neto (2004) which defines the model in terms of its mean µ and a precision parameter φ is more useful for estimating regression models. In this parameterization, the mean and the variance of y are given by
The variance of y is a function of the mean of y, µ, and it decreases as the precision parameter φ increases. The density of the variable y can then be written as
where Γ (.) is the gamma function. Equation (1) corresponds to the probability density of the beta distribution of the linearly transformed variable
with mean (µ − a) / (b − a) and precision parameter φ defined in the interval (0, 1).
Beta distributions are very convenient in modelling as they are able to display a variety of shapes depending on the values of its two parameters µ and φ. They are symmetric if µ = (b − a) /2 and asymmetric for any other value of µ. They can also be bell-, J-and U-shaped. Figure 1 plots a number of beta probability densities for alternative combinations of µ and φ for a variable defined in the (0, 1) interval. At a value of µ = 0.5 and small values of φ, the beta distribution is U-shaped; if µ = 0.5 and φ = 2 the distribution becomes the uniform distribution; and as φ increases, the variance decreases and the distribution becomes more concentrated around its mean.
Given a sample y 1 , y 2 , . . . , y n of independent random variables each following the probability density in equation (1), the beta regression model can be obtained by assuming that a function v (.) of the mean of y i can be written as a linear combination of a set of covariates in the vector z i
where β is a vector of parameters and v (. can be used but the logit link is commonly found in applications as the coefficients of the regression can be interpreted as log-odds. Using the logit link the mean of y i can be written as Pereira et al. (2012 Pereira et al. ( , 2013 ) present a more general beta regression model for variables defined at zero and in the interval [τ, 1] . They termed this model the truncated inflated beta regression model. It is a mixture model of a multinomial distribution with probability masses at 0, τ and 1, and a beta distribution defined in the open interval (τ, 1). In Gray et al. (2016) we extend the framework to the case where the second part can be a mixture of C−components of beta distributions. Mixtures of beta distributions can display a number of distributional shapes. Figure 2 shows two examples. The left panel plots a 50:50 mixture of two beta distributions both with the same relatively high precision parameter φ = 50 but with very different means, µ = 0.05 and µ = 0.80. This mixture displays the usual bimodal shape. The right panel of Figure 2 also plots a 50:50 mixture but the means of the two components are closer together (µ = 0.60 and µ = 0.75) and the precision parameters are very different (φ = 10 and φ = 100 respectively). This mixture density is asymmetric with a bump on the left tail. Both densities show characteristics which cannot be captured with a single beta distribution. Let us assume that the response variable y i is defined at the point a and in the interval [τ, b] with a < τ < b. The density of y i conditional on three, possibly different, column vectors of covariates x i1 , x i2 , x i3 can be written as
The probabilities P (y i |x i3 ) are derived from a multinomial logit model
where x i3 is a column vector of variables that affect the probability of a boundary value of the response variable and γ k is the vector of corresponding coefficients. One set of coefficients is normalised to zero for identification, in this case, the coefficients corresponding to the probability of a value in the continuous part of the distribution.
The probability density function h (.) is a mixture of C−components of beta distributions with means µ ci (z i ; β c ) and precision parameters φ c , c = 1, ..., C:
Betamix where f (.) is the beta density defined in (1). A multinomial logit model for the probability of latent class membership is assumed as follows:
where x i2 is vector of variables that affect the probability of component membership, δ c is the vector of corresponding coefficients and C is the number of classes used in the analysis. One set of coefficients δ c is normalised to zero for identification. If no variables are included, then the probabilities of component membership are constant for all individuals.
Using equations (5), (6), (7) and (8), the loglikelihood of the sample y 1 , y 2 , . . . , y n can be written as
where i = 1, . . . , n.
The command betamix described in the section below can estimate models with and without truncation and models where the truncation is either at the bottom or at the top of the interval range. The simplest model it can estimate is a beta regression model using the alternative parameterization described above. This model can already be estimated in Stata using betareg or the user-written command betafit. In addition, the command betamix can estimate a finite mixture model using a beta distribution. If there are boundary values, the command warns the user and adds a small amount of noise (1e −6 ) to the boundary values after the response variable has been transformed to the [0, 1] as in Basu and Manca (2012) . This solution is not satisfactory in cases where there are unusually large numbers of observations at the boundary values. In these cases, and provided it makes sense, the user can request that the command adds a second part to the model to add probability masses at any combination of the boundary points and the truncation value (if there is one). The online supplementary material in (Smithson and Verkuilen 2006 ) discusses alternative methods and recommends checking the sensitivity of the estimated parameters to different procedures.
The description of the model above assumes constant precision parameters but the command allows the precision parameters to depend on covariates. These models tend to be more difficult to estimate and require good starting values. A good procedure to follow in this case is to start by estimating a model with constant precision as a stepping stone for the full model (Verkuilen and Smithson 2012) .
We recommend the reader to familiarise herself/himself with the idiosyncracies of fitting mixture models (McLachlan and Peel 2000) before attempting to estimate one. In particular, it is important to emphasize that mixture models are known to have multiple optima and it is important that searches are carried out to ensure a global solution has been found. Determining the number of components in a mixture is also not straightforward and the analyst must exercise judgement in determining the appropriate number of components. Likelihood ratio tests cannot be used to test models with different number of components because it involves testing at the edge of the parameter space. The Bayesian Information Criterion (BIC) has been proposed as a useful indicator of the number of appropriate components but other approaches also exist. Description betamix is a user-written program which fits a generalized beta regression model using the truncated inflated beta model of Pereira et al. (2013) and the mixture beta regression model in Verkuilen and Smithson (2012) . The most general model is a mixture model of a) beta mixtures and b) a multinomial logit to inflate the distribution of the dependent variable at 3 points, the bottom limit lbound, the upper limit ubound and at a truncation point tbound. This allows estimation of dependent variables such as credit card payments which are discrete at zero, at the minimum amount (truncation point) and at the full amount and continuous between the minimum amount and the full amount (see Pereira et al. (2013) for more details). The second part of the model which models the continuous part is a C-component mixture of beta regressions. This part of the model uses the alternative parameterization of the beta distribution in terms of the mean and the precision parameter (Paolino 2001; Ferrari and Cribari-Neto 2004; Smithson and Verkuilen 2006) . The mean and the precision of the beta regressions and the mixing probabilities may be functions of covariates. The default model allows the precision of the components to be different but can be constrained to be the same. The model allows the user to supply the lower and upper bounds for the dependent variable and thus can be used for dependent variables bounded in any (a, b) interval without the need for manual transformation before estimation of the model or afterwards to calculate predictions.
Betamix
Options muvar(varlist) specifies a set of variables to be included in the mean of the beta regression mixtures. The default is a constant mean.
phivar(varlist) specifies a set of variables to be included in the precision of the beta regression mixtures. The default is a constant precision parameter.
ncomponents(#) specifies the number of mixture components. The default is a beta regression, that is, a single component.
probabilities(varlist) specifies a set of variables used to model the probability of component membership. The probabilities are specified using a multinomial logit parameterization. The default is constant probabilities.
pmass(numlist) specifies a list of exactly 3 number indicators (top inside bottom) showing the presence and position of the probability masses. For example, (1 0 0) specifies a probability mass at b the top limit of the dependent variable only; (0 0 0) specifies no probability masses, that is, a beta mixture regression model; (1 0 1) specifies a model with probability masses at both limits of the dependent variable but no probability mass at the truncation point. The default is no probability masses at any point. Note that pmass requires a list of exactly 3 numbers even if the model has no truncation.
pmvar(varlist) specifies the variables used in the inflation part of the model. The model allows for a different set of variables to be used in this part of the model but in most cases it is reasonable for the same set of variables to appear in both, the inflation model and the mixture of beta regressions.
lbound(#) user supplied lower limit of the dependent variable. The default is zero. Use this option if the dependent variable is limited in the interval (a,b). In this case the upper bound of the interval also needs to be supplied using the option below.
ubound(#) user supplied upper limit of the dependent variable. The default is one. Use this option if the dependent variable is limited in the interval (a,b). In this case the lower bound of the interval also needs to be supplied using the option above.
trun(trun) trun may be none, top or bottom. This option determines whether there is truncation in the model and if so whether it is at the bottom or the top end. Use none if no truncation is required; use top if the truncation (gap) is at the top (i.e. the dependent variable is only defined in the interval (lbound , tbound ) and the value ubound ); use bottom if the truncation (gap) is at the bottom (i.e. the dependent variable is only defined at the value lbound and in the interval (tbound , ubound ).The default is none.
tbound(#) user supplied truncation value.
vce(vcetype) specifies how to estimate the variance-covariance matrix corresponding to the parameter estimates. The supported options are oim, opg, robust or cluster. 
Description
Stata's standard predict command can be used following betamix to obtain predicted values using the first syntax as well as the equation level scores using the second syntax.
Options outcome(outcome) specifies the predictions to be stored. There are two options for outcome y or all. The default, y, stores only the dependent variable prediction in newvar. Use all to, also obtain the predicted conditional means, conditional variances and probabilities for each component in the mixture. These are stored as newvar mu1, newvar mu2,...,newvar phi1, newvar phi2,... and newvar p1, newvar p2,... respectively. If an inflation model is specified, all also stores the predicted probabilities of the multinomial logit part in newvar lb, newvar ub and newvar tb corresponding to the predicted probabilities of the lower bound, upper bound and truncated bound. The probability of an observation belonging to the beta mixture part of the model can be calculated as 1-newvar lb-newvar ub-newvar tb.
The betamix command in practice
This section illustrates the use of the different options provided by the betamix command using a fictional dataset provided with Stata. It is important to emphasize that these are just examples designed to illustrate the command and no attempt is made to find, for example, the best configuration of covariates for the models. In any empirical application though it is important to justify and test as far as possible the chosen model.
We have data on 2,000 women and are interested in estimating hourly wages as a function of a number of covariates in the dataset. Women not in work have a missing value for wages; there are 1,343 working women in the dataset. Note that hourly wages have been rounded to 2 decimal places to avoid potential floating problems when defining the boundary values of the beta distribution. Figure 3 shows a the distribution of wages among those women who work.
The dataset will be used in two different examples in sections 4.1 and 4.2. The first example makes use of the sample of working women and shows how to fit a mixture of beta regressions. The second example will use all the sample and show how to estimate an inflated truncated mixture of beta regressions. 
Example 1: a mixture of beta regressions
For the purpose of this example we assume that the minimum and maximum hourly wages are 5.88 and 45.81 respectively, coinciding with the minimum and maximum values in the sample. Therefore, in this fictional example there are observations at the boundaries, specifically only one observation at each boundary value. Note however, that the boundary values of the beta distribution should be the theoretical values which will not necessarily coincide with the minimum and maximum in the sample. The model can be estimated by transforming the dependent variable, changing the observations at the boundaries by a small amount and then using betareg as follows:
. gen double wages_t =(wages-`a´)/(`b´-`a´) (657 missing values generated) . replace wages_t = wages_t -1e-6 if wages_t==1 (1 real change made) . replace wages_t = wages_t + 1e-6 if wages_t==0 (1 real change made) . betareg wages_t educ age i.married children Using betamix, we estimate a beta regression using the minimum and maximum wages as the endpoints of the beta distribution.
. qui summ wages . local a = r(min)
. local b = r(max) . betamix wages, muvar(educ age i.married children) lb(`a´) ub(`b´) Warning. Some observations are on the upper boundary but no probability mass.
A value of 1 is not supported by the beta distribution. -1e-6 will be added to those observations. Warning. Some observations are on the lower boundary but no probability mass. A value of 0 is not supported by the beta distribution. 1e-6 will be added to those observations. . matrix param = e(b)
. est store beta1lc
The command issues warnings that the dependent variable has values at both boundaries and that it will change the 0 and 1 values (on the transformed variable) by a small amount. All variables appear significant at conventional significance levels. Age and education have a positive effect on the mean wages whereas being married and having children seem to be associated with lower mean wages. The estimated model assumes a constant precision parameter φ. As a log link is used to ensure that the precision parameter is positive, the value of the untransformed parameter φ = 10.40 is also shown at the bottom of the output table.
Although the direction of the effect can be found directly from the estimates, to find the magnitude of the effects and be able to interpret the estimates it is helpful to use margins. Examples will be presented after estimation of the final model, here margins is used following estimation to find the predicted hourly wage for the estimation sample. The average predicted hourly wage is $23.72 almost identical to the sample average of $23.70. In some cases it is plausible that the variance of the distribution depends on some observed covariates through their effect on the precision parameter φ. Models where the precision parameter is a function of covariates are more difficult to estimate and it is always recommended to start by estimating a model with constant variance and use it as a stepping stone. The accompanying do file shows an example of how to specify and estimate a model where φ is a function of a covariate. Both, the model with constant variance presented earlier and the model with covariates in the variance can be estimated in Stata using the built-in command betareg. We now show how the command betamix can be used to estimate a more general model using mixtures of beta regressions. As always when estimating mixture models it is important that searches are carried out to ensure convergence to a global maximum (see Section 2). The accompanying example do file provides examples of searching procedures. Below, the estimated parameters from the beta regression are used as initial parameter values to start the optimisation using the option from in order to estimate a two component beta regression mixture model.
. betamix wages, muvar(educ age i.married children) lb(`a´) ub(`b´) /// > ncomponents(2) from(param) Warning. Some observations are on the upper boundary and there is no probability mass A value of 1 is not supported by the beta distribution. -1e-6 will be added to those observations Warning. Some observations are on the lower boundary but no probability mass. A value of 0 is not supported by the beta distribution. 1e-6 will be added to those observations. The output now gives the parameter estimates for the two components of the model and for the multinomial logit 2 which determines component membership. Note that in this model the probability of class membership is constant but it can be allowed to vary across individuals by including variables in the multinomial logit model using the probabilities(varlist) option of the command. As the probability of belonging to each component is constant, the bottom of the output table shows these probabilities (pi1 and pi2) in an interpretable metric along with the precision parameters of both components (C1 phi and C2 phi).
Education and age are associated with higher average hourly wages and being married and the number of children under 12 are associated with lower average hourly wages in both components of the mixture just as they were in the beta regression model. Component 1 is a dominant component with a probability (pi1) of 0.96. It is useful to use the predict command after estimation to visualise the two different components of the mixture.
. predict yhat2, outcome(all) . summ yhat2* if e(sample)==1 In the estimation sample, the first component is estimated to have average hourly wages of $23.66 and a precision parameter φ = 13.85 whereas the second component has a slightly higher mean of $24.18 and a more dispersed variance (φ = 2.68). Figure 4 plots the probability density of the mixture at this average together with the individual components. The mixture probability density is very similar to the dominant component 2. In this case, the model reduces to a logit model since there are only two components but it has heavier tails. The plot of the predictive margins is shown in Figure 5 . The group of women with no children under 12 years of age have the highest average hourly wage. Although the average hourly wage tends to decrease as we move through the groups of women with increasing number of children, the plot flattens out for the last three groups. The model with a mixture of two components can be compared with the beta regression model using information criteria, especially BIC has been shown to give a good indication of the number of components in a mixture. The mixture model has the lowest AIC and BIC (see below) indicating that it fits the data better. Figure 6 compares the probability densities of the mixture of two components and the beta regression model with constant variance (calculated at the average). The mixture distribution is more concentrated in the middle section and has longer tails than the single component beta regression model. Convergence was a problem when attempting to find a 3 component mixture model. Examination of the parameter estimates after several iterations showed that the model was trying to add one extra component with an almost zero probability of component membership and thus the model with 2 components was chosen as the best fitting model. 
Example 2: an inflated truncated mixture of beta regressions
In this example, we modify the data to illustrate the estimation of the inflated truncated beta regression model. For examples of more complex models in the area of health economics see Gray et al. (2016) . We replace the missing values of the women who are not working by zeroes and assume that the minimum wage is $5. Figure 7 shows a histogram of the modified data on wages where almost a third of the sample has a value of zero.
We first estimate an inflated truncated beta regression model using a lower bound of 0 (lb(0)), an upper bound of 45.81 (ub(45.81) ) and a truncation at the bottom of the distribution with no density between 0 and 5 (tb(5) trun(bottom)). Because there are observations at the lower bound, a logit model for the inflation part of the model is used with the same variables as above (pmvar(educ age married children)). There is inflation at the lower bound but no inflation at the truncation point or at the upper bound (pmass(0 0 1)). Thus, there is one observation at the upper bound as before and the programm will alter it slightly to move it below 1. However, there are no observations in the sample at the assumed theoretical minimum wage of $5 per hour. The syntax to estimate this model is reproduced below:
. betamix twage, muvar(educ age i.married children) lb(0) ub(45.81) tb(5) /// > pmass(0 0 1) pmvar(educ age i.married children) trun (bottom) Note that this model is not the same as the Heckman selection model. It is equivalent to a two part model estimated jointly under conditional independence between the two parts of the model. Using the estimated parameters to initialise the algorithm an inflated Results for the inflated truncated beta mixture of two components model are presented below:
. betamix twage, muvar(educ age i.married children) lb(0) ub(45.81) tb(5) /// > pmass(0 0 1) pmvar(educ age i.married children) trun(bottom) /// > ncomp(2) from(param4) Warning. Some observations are on the upper boundary but no probability mass. A value of 1 is not supported by the beta distribution. -1e-6 will be added to those observations. The output table now has one more equation, PM lb, corresponding to the inflation part of the model at zero. Women are more likely to be in employment as the years of education, age and the number of children increase and if they are married. The average marginal effects for all covariates in the model can be calculated as follows:
. Note: dy/dx for factor levels is the discrete change from the base level.
The average marginal effect of education, age and the number of children are $0.98, $0.33 and $2.60 respectively. Married women earn on average $2.69 per hour more than single women. Joint tests of the parameters can also be performed after estimation. For example we could test the joint significance of the variable married in the means of the components Thus, the variable married is not jointly significant in the means of the beta mixture components at standard significance levels.
Concluding remarks
This article described the user-written betamix command for fitting mixture regression models for bounded dependent variables using the beta distribution. The command generalises the Stata command betareg and the user-written commands betafit zoib. The command betamix allows the model to capture multimodality and other distributional shapes. betamix can easily deal with response variables which have a gap between one of the boundary values and the continuous part of the distribution and can model positive probabilities at the boundaries and at the truncation value. There is no need to manually transform variables bounded in the interval (a, b) to the (0, 1) as the command will take care of the transformation. The inflation model is globally concave but mixture models
It is important to start estimating less complex models and slowly build them up, otherwise convergence problems are likely to arise. The likelihood functions of mixture models are known to have multiple optima. It is important that thorough searches around the parameter space are carried out to avoid local solutions.
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