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PREFACE 
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SECTION 1.0 
I NTRODUCTI ON 
Aircraft pO\'lerplant fuel consumption and expenditures for repair/replacement 
of worn or damaged parts make up a si gnifi cant porti on of commerci al avi a-
tion's direct operating costs. For modern gas turbines, both factors depend 
heavily on the degree to which elevated flowpath temperatures are sustained in 
the hot section modules of the engine. Higher temperatures reduce fuel con-
sumpti on by rai si ng the basi c effi ci ency of the gas generator thermodynall1i c 
cycl e. At the same time, these el evated temperatures work to degrade the dura-
bil ity of structural components (combustor 1 i ners, turbi ne blades and vanes, 
airseals, etc.) that must function adjacent to or within the hot gaspath it-
self, leading in turn to larger maintenance/material costs. Pursuit of the 
bes t compromi se between performance and durabi 1 i ty presents a cha 11 enge that 
wi 11 conti nue to tax the i ngenui ty of advanced gas turbi ne des i gn analysts for 
years to come. 
Hot secti on durabi 1 i ty problems appear ina vari ety of forms, rangi ng from 
oxi dati on/corrosi on, erosi on, and di storti on (creep deformati ons) to occur-
rence of fatigue cracking. Even modest changes in shape, from erosion or dis-
tortion of airfoils for example, can lead to measurable performance deteriora-
tion that must be accurately predicted during propulsion system design to in-
sure that long-term effi ci ency guarantees can be met. Larger di storti ons i n-
troduce seriow; problems such as hot spots and profile shifts resulting from 
diversion of cooling air, high vibratory stresses associated with loose tur-
bine blade shrouds, difficult disassembly/reassembly of mating parts at over-
haul, etc. These probl ems must be consi dered and efforts made to el iminate 
thei r effects during the engi ne desi gn/devel opment process. Initi ation and 
propagati on of fati gue cracks represents a di rect threat to component struc-
tural integrity and must be thoroughly understood and accurately predicted to 
insure continued safe and efficient engine operation. 
Accurate predi cti on of component fati gue 1 ives is strongly dependent on the 
success with which inelastic stress/strain states in the vicinity of holes, 
fillets, welds, and other discontinuities can be calculated. Stress/strain 
computati ons for hot secti on components are made parti cul arly diffi cul t by two 
factors - the high degree of geometrical irregularity which accompanies so-
phisticated cooling schemes, and complex nonlinear material behavior associ-
ated wi th hi gh temperature creep/pl asti city effects. Since cool ing air ex-
tracti on reducE~s eng; ne cycl e effi ci ency, concerted efforts are made to mi ni-
mi ze its use wi th the resul t that el aborate internal passages and surface 
ports are employed to selectively bathe local regions (airfoil leading edges, 
louver liner lips, etc.) for \'Jhich the high temperature environment is nost 
severe. These cool ing features frequently interrupt load paths and introduce 
complex temperature gradients to the extent that the basic assumptions of one-
and two-dimens'j onal stress analysi s procedures are seri ously compromi sed and 
the use of thY'ee-dimensi onal techni ques becomes mandatory. Even in the pres-
ence of cooling, component temperature and stress levels remain high relative 
')-1 
to the material IS melting point and yield strength values. The combinations of 
centrifugal, aerodynamic, thermal, and other mechanical loadings that typical-
ly occur in flight operation then serve to drive the underlying material re-
sponse beyond accepted limits for linear elastic behavior and into the regime 
characteri zed by i nel asti c, time-dependent structural deformati ons. Thus, an 
ability to account for both complexities, three-dimensional and inelastic 
effects, becomes essential to the design of durable hot section components. 
General purpose finite element computer codes containing a variety of three-
dimensional (brick) elements and inelastic material models have been available 
for more than a decade. Incorporati on of such codes into the hot secti on de~ 
sign process has been severely limited by high costs associated with the ex-
tensi ve 1 abor /computer/time resources requi red to obtai n reasonably detail ed 
results. Geometric modeling systems and automated input/output data processing 
packages have recei ved fi rst a ttenti on from soft\'Iare developers in recent 
years and wi 11 soon mature to the poi nt that previous over-ri di ng manpo\'1er 
concerns will be alleviated. Prohibitive amounts of Central Processing Unit 
(CPU) time are still required for execution of even modest-size three-dimen-
sional inelastic stress analyses, however, and ;s chief among the obstacles 
remaining to be remedied. With todayls computers and solution algorithms, 
model s described by a few hundred di spl acement degrees of freedom commonly 
consume one to three hours of mainframe CPU time during simulation of a single 
thermomechanical loading cycle. A sequence of many such cycles may, of course, 
be needed to reach the stabilized conditions of interest. Since accurate 
idealizations of components with only a few geometrical discontinuities can 
easily contain several thousand degrees of freedom, inelastic analysis of hot 
section harm/are \"/ith existing codes falls outside the realm of practicality. 
The Inelastic Methods program addresses the need to develop more efficient and 
accurate three-dimensi onal i ne 1 asti c structural analysi s procedures for gas 
turbine hot section components. A series of new, increasingly rigorous, stand-
alone computer codes is being created for the comprehensive numerical analysis 
of combustor liners, turbine blades and vanes. Theoretical foundations for the 
codes feature mechanics of materials models, special finite element models, 
and boundary element models. Heavy attention will be given to evolution of 
novel modeling methods that permit non-burdensome yet accurate representations 
of geometrical discontinuities such as cooling holes and coating cracks. A 
selection of constitutive relations has been provided for economical or so-
phisticated description of inelastic material behavior as desired. Finally, 
advantages which accrue from application of the improved codes to actual com-
ponents wi 11 be demonstrated by executi on of benchmark analyses for whi ch 
experimental data exist. 
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SECTION 2.0 
SUMMARY 
The 3-D Inelastic Analysis f.'jethods program is divided into two 24-month seg-
ments: a base program, and an option program to be exercised at the discretion 
of the GovernmEmt. During the base program, a series of new computer codes em-
bodying a progression of mathematical models (mechanics of ~aterials, special 
finite element l, boundary element) is being developed for the streamlined anal-
ysis of combustor liners, turbine blades and turbine vanes. These models will 
address the effects of hi gh temperatures and thermal /mechani cal 1 oadi ngs on 
the local (stress/strai n) and globa') (dynami cs, buckl i ng) structural behavi or 
of the three SE!l ected components. 
The fi rst year (Task I) of the base program deal t wi th "l i near" theory in the 
sense that stresses/strains and temperatures in generic modeling regions are 
linear functions of the spatial coordinates, and so')ution increments for load, 
temperature and/or time are extrapol ated 1 inearly from previ ous i nformati on. 
Three l'i near f'o rmu 1 ati on computer codes, hereafter referred to as f.'10~1~1 (Me-
chanics of Materials Model), MHOST (MARC-HOST), and BEST (Boundary Element 
Stress Technology), have been created and are described in-more detail in 
'S"ectiom;3.2, ~1.3, and 3.4, respectively. 
The second hal f of the base program (Task I I), as well as the option program 
(Tasks IV and V), will extend the models to include higher-order representa-
ti ons of deformati ons and loads in space and time to deal more effectively 
with collections of discontinuities such as cooling holes and coating cracks. 
Work on Task II (polynomial theory) has commenced and will be the subject of 
primary interest in the next Annual Status Report. 
2.1 CONSTITUTIVE MODELS 
Three i ncreasi ngly ri gorous consti tutive rel ati onships are employed by nQr.ffl, 
MHOST, and BEST to account for non'linear material behavior (creep/plasticity 
effects) in the el evated temperature regime. The simpl ified model assumes a 
bil i near approximati on of stress-strain response and generally glosses over 
the compl icat;ons associated with strain rate effects, etc. (Section 3.1.1). 
The state-of-the-art model parti ti ons time-i ndependent (pl asti ci ty) and time-
dependent (creE~p) phenomena in the conventi ona 1 \'1ay, i nvok i ng the m ses yi el d 
criteriCln and standard (isotropic, kinematic, combined) hardening rules for 
the former and a power law for the latter (Section 3.l.2). Walker's viscoplas-
ti c theory, whi ch accounts for the i nteracti on between creep and p 1 asti ci ty 
that occurs under cyclic loading conditions, has been adopted as the advanced 
constitutive model (Section 3.1.3). 
2-1 
2.2 MECHANICS OF MATERIALS MODEL 
In essence, the Mechanics of Materials ~iodel (MOMM) is a stiffness method fi-
nite element code that uBHzes one-, -two- and three-dimensional arrays of 
beam elements to characterize hot section component behavior. Limitations of 
such beam model representations are recognized, of course, but are fully ac-
ceptable in view of the benefits of having a fast, easy to use, computation-
ally efficient tool available for application during the early phases of com-
ponent design. The full complement of structural analysis types (static, buck-
ling" vibration, dynamics) is provided by Mot~M, in conjunction with the three 
constitutive models mentioned above. Capabilities of the code have been tested 
for a variety of relatively simple problem discretizations (examples are pro-
vided in Section 3.2.2). Work to establish modeling guidelines for simulation 
of two- and three-dimensional behavior is in progress. 
2.3 SPECIAL FINITE ELEMENT MODEL 
The f11HOST (MARC-HOST) code employs both shell and solid (brick) elements in a 
mixed method framework to provide comprehensive capabilities for investigating 
local (stress/strain) and global (vibration, buckling) behavior of hot section 
co~ponents. Development of the code has taken full advantage of the wealth of 
technical expertise accumulated at the MARC Corporation over the last decade 
in support of their own commercially available software packages to create 
new/improved algorithms (Section 3.3.2) that promise to significantly reduce 
CPU (central processing unit) time requirements for three-dimensional analy-
ses. First generation (Task I) MHOST code is operational and has been tested 
with a variety of academic as well as engine-related configurations (Section 
3.3.4). 
2.4 ADVANCED FORMULATION (BOUNDARY ELEMENT) MODEL 
Successful assembly of the all-new BEST (Boundary Element Stress Technology) 
code consti tutes perhaps the most important accompn shment of the Task I ef-
fort. The difficult challenge of extending the basic theory and algorithms to 
encompass inelastic and dynamic effects in three-space was effectively met by 
combining the special skills and efforts of the research and programming teams 
at SUNY-B and P&W. As with MOMM and MHOST, the initial version of BEST is exe-
cutable and has been exercised with a number of small and large test cases 
(Section 3.4.5). While ~1HOST and BEST are currently viewed as mutually com-
plementary, they are also competitors; and overall performance on large in-
elastic models will be watched with high interest as the codes mature. 
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SECTION 3.0 
TECHNICAL PROGRESS 
3.1 CONSTITUTIVE MODELS 
Three material models are available for use with the mechanics of materials, 
special finite element, and boundary element models: 1) a simplified material 
model, 2) a state-of-the-art material model~ and 3) an advanced material mod-
el. The simpl Hied model uses secant modul i and assumes a bil inear stress-
strain response which is currently neither strain-rate nor temperature depen-
dent: Later versions of the simplified material model will include provisions 
for both temperature and strain-rate dependence. The state-of-the-art material 
model is a standard elastic-plastic-creep model (Reference 1). The advanced 
model is a modified form of Walker's viscoplastic material model (References 2 
and 3). The following sections provide a detailed discussion of each of these 
models. 
3.1:1 Simplified Secant Elastic Model 
In the simplified elastic model, stress-strain curves for various strain rates 
are the basic input material properties. Tension response is assumed to be the 
same as compression response. The initial response is represented by an elas-
tic material with modulus~ Eo, and Poisson's ratio, "o~ At the conclusion 
of the calculation for the response, an equivalent strain is predicted. At 
this strain, two equivalent stresses can be considered: 1) the calculated 
stress~ and 2) the stress from the input stress-strain curves at the predicted 
strain. If the two stresses are sufficiently close in value, then the calcula-
tions can be terminated. If the two stresses are not sufficiently close, then 
the new modulus is taken to be the stress from the stress-strain curves divid-
ed by the strain, and the calculations are repeated. 
This concept must now be expanded to multidimensional stress states. For this 
purpose, consider an elastic material, then: 
(3.1-1) 
where: 
Eij is the mechanical strain tensor (i.e., total strain minus thermal strain)~ 
C1ij is the stress, and 
°ij is the Kronecker delta. 
3. 1-1 
The stress and strain can be partitioned into deviatoric and volumetric parts, 
Gij = $ij + 1/3 Gkk ~ij 
The volumetric components, from equation (3~1-1) are related by 
where K is the bulk modulus~ 
The deviatoric parts can be shown to be related by 
1 + v 
eij = E Sij 
Let the equivalent stress be represented by 
where J2 is the second invariant of the deviatoric stress tensor. 
Then, from equations (3.1-5) and (3~1-6) 
a = 1 ~ v ";3/2 eij eij 
Similarly, the equivalent strain can be taken to be 
where j2 is the second invariant of the deviatoric strain tensor. 
Equation (3.1-7) now becomes 
- ( E ) - 2G:: a = 1 + v e: = ~ 
3.1-2 
(3.1-2) 
(3.1-3) 
(3.1-4) 
(3.1-5) 
(3.1-6) 
{3.1-7} 
(3.1-8) 
(3.1-9) 
Since only the ratio crl'€' will be used to represent the material response, an 
additional assumption is needed to obtain the second elastic constant. For 
thi s purpose, assume the bul k modul us is constant, and gi ven by equati on 
(3~1-4) 
(3.1-10) 
where Go, Eo, "0 are the moduli and Poisson's ratio at the orlgln (i.e., 
a=E=O). The current shear modulus is known from the slope a/E. Then from equa-
tion (3.1-9) 
2 (1 + ,,) G 2 (1 + "0) Go 
3 (1 2,,) - = 3 (1 - 2" f 
o 
(3.1-11) 
Solving equation (3~1-11) for 
1 1 -
3 (G/G
o
) 
" = 2" 2 (1 + "0) + G 
(3.1-12) 
1 - 2" o G-0 
Figure 3.1-1 presents the variation in Poisson's ratio with modulus. The 
Young's modulus can be determined from 
E = 2 (1 + ,,) G = (1 + ,,) ;/i 
As an example, consider a uniaxial stress state 
aij = {: ;;;:\/1 and 'ij = {-v~ 
Then 
i=j=1 
i=j=2,3 
i~j 
a = cr and € = (1 + ,,) E = Ell - E22 
The a, ~ curve is now the input stress-strain curve. 
(3.1-D) 
(3.1-14) 
(3.1-15) 
To illustrate the convergence of the iterative procedure, consider three par-
allel burs supporting an equivalent total load. The bals are assumed to be 
elastic-plastic. Each has a Young's modulus of 10 x 10 psi and a hardening 
slope of 0.5 x 106 psi. The yield stresses are different. The central bar 
will be assumed to have a yield stress of 20 ksi while the two outer bars have 
a yield stress of 10 ksi. The area of each bar is 1/3 in2, making a total 
area of 1.0 in 2. Figure 3.1-2 illustrates that convergence has occurred in 
six iteY'ations for a total load of 30,000 lb and that each of the bars has 
yi el ded. 
The material constants for the simplified model are input to the computer code 
through data input cards. 
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3~1.2 Current State~of~the~Art Model 
'. The current state-of-the-art model has been taken to be the classical elastic-
plastic':"creep model that is available in the MARC code, and described in Ref-
erence 1.. The creep model is essentially a steady state power law (stress) 
model. The plasticity model includes isotropic, kinematic~ and a combined 
hardening 1 aWe Both the creep and p'l asti ci ty model s assume no permanent vol u-
metric deformat:ions~ For the mechanics of materials computer code~ the materi-
al propE!rties for the state-of-the-art constitutive model are incl uded in data 
statements in subroutine SOACON~ 
Plastic Iteration Procedure 
Consider the case of a small stra'in elastic-plastic response of a typical 
structure. Sufficiently large applied loads will result in permanent or plas-
tic deformation. A procedure for calculating the response of the structure un-
dergoing plastic deformation is requ'ired. 
To evaluate the response of the structure, the loading history is divided into 
a number of incrementally applied loading steps. Each of these load increments 
can then be applied sequentially to the structure. An iterative scheme is then 
required to ca"lculate the response of the structure to each individual load 
increment~ 
At the beginning of a new load increment it may be assumed that the stra"in 
will change in a manner analogous to the previous increment~ As an initial 
estimate all of the strain change is then assumed to be elastic. The change in 
the stresses can then be calculated using Hooke's Law or 
e lIa i j = Lijkl ll£kl (3.1~16) 
where: lIa •• lJ is the incremental strE!SS vector, 
lI£kl is the incremental total strain vector, and 
e Lijk1 is the matrix of elastic constants. 
If the resulting total stress is within the yield surface, the matrix of mate-
rial constants, Lijkl is simply given by 
(3.1-17) 
If the resulting total stress is outside the yield surface, weighted material 
constants and stiffness matrices win have to be calculated. It should be 
noted at this point that if a load increment is exceedingly large and if there 
is a sudden change in the type of 1 oadi ng, care must be taken in order to 
iterate to the correct solution. 
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If the resulting total stress is outside the yield surface, the fraction of 
the stress increment that remains elastic must be determined. This corres,ponds 
to A€~31 in Figure 3~1-3. Lf the yield surface in stress space is considered 
to be given by 
then the appropriate m in 
f( i-1 + ) a crij mAcrij = (3.1-18) 
may be determined where cr~j1 is the stress tensor from the previous increment. 
The mean material matrix is calculated from 
Li jkl = mL ~jkl + (1~m) Lrjkl 
where L~jkl is the tensor relating crij and £kl. 
(3.1-19) 
Once the tensor Lijkl has been determi ned, standard sol uti ons can be appl ied 
to fi nd the incremental changes in the di s placements, stra ins and 1 o,ads ~ For 
example, if the strains are given by 
(3.1-20) 
where {AU} is the vector of incremental nodal displacements, and [s] is the 
matrix relating the vector of element strains {A€} to the nodal displacements, 
the stiffness matrix can be found from 
[K] = f [s] T [0] [s] dV (3.1-21) 
v 
where [0] is the matrix representation of the tensor Lijk!. The strain-dis-
placement matrix [s] depends on the formulation of the problem. 
The incremental nodal displacements and strains can be evaluated by solving 
for AU in 
[K] {AU} = {AP} + {AG} 
and then applying equation (3.1-20). 
(3.1-22) 
In the mechanics of materials computer code the stiffness matrix K is held 
constant, and changes in the stiffness matrix are included in AG. 
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Figure 3~1-3 Elastic-Plastic Strain Decompositions for Bilinear Stress-Strain 
Law 
The term LIP in equation (3.1-22) is the applied incremental load. The term AG 
is defined as the pseudo-load correction to the stiffness matrix due to in-
elastic strains which is added to equation (3.1-22). The lIG vector calculated 
from creep strain, for example, is shown in equation (3.1-34). 
One iteY'ation cycle is completed each time the stiffness matrix is formed and 
the resulting E!quations solved. At the end of each cycle the resulting solu-
tion must be tE!sted for convergence. This is accomplished, by considering the 
change in energy, 
EN _ EN- 1 
r = --E"""'N"--- (3.1-23) 
where EN-l is the change in energy summed over all elements on the previous 
cycle and EN is the energy including the present cycle. 
An accurate solution will usually result if r is maintained less than 0.1 for 
elastic-plastic problems. 
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If the solution has satisfied the convergence, the stresses and strains can be 
updated and a new load increment added~ If the solution has not converged, 
then a new guess for the strains, based on the latest cycle, must be input and 
the calculation procedure repeated. When the solution has not converged after 
a given number of cycles~ the program should exit from the load incrementing 
1 oop ~ 
Figure 3.1-4 is a flow chart illustrating the small strain elastic-plastic it-
eration procedure~ 
For isotropic materials the moduli in equation (3.1-19) are given by 
L~jkl = 1 ~" j'ik'jl+ 1 -"2v 'ij 'k11 
and 
e-p E Lijkl = I+v {'lk'jl + 1~2" 'ij'kl 
where E is Young's modulus 
v is Poisson's ratio 
15 .. lJ is the Kronecker delta 
°0 = 
H- P e: + 0y 
(zoo G .P = e: •• lJ lJ 
.P are the pl asti c strain rates € •• lJ 
.... P 2/3 E~j .P e: = € •• lJ 
G is the kinematic hardening slope 
H is the isotropic hardening slope 
0y is the initial yield stress, and 
$ij = aij - 1/3 0kk15ij is the deviatoric stress. 
(3.1-24) 
(3.1-25) 
(3.1-26) 
(3.1-27) 
(3.1-28) 
The strain rate has been decomposed into elastic (including thermal), plastic 
and creep components, or 
(3.1-29) 
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The plastic yield surface was assumed to satisfy an equivalent Mises yield 
surface given by 
1/2 (S.. - Q .. ) (s.. - Q .. ) = 1/3 CJ lJ lJ lJ lJ 0 (3.1-30) 
The method presented in Reference 4 is used to calculate the elastic-plastic 
moduli. 
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Time Effects Iteration Procedure 
The creep strain rate will depend in general on the stress, the accumulated 
creep strain, the temperature and time. To illustrate the incrementing proce-
dure, assume that the creep strain rate is normal to the Mises yield surface 
in stress space~ then the creep strain rate is given by 
(3.1-31) 
For a specific time increment the incremental creep strains were approximated 
by 
(3~1-32) 
The incremental displacements are 
(3.1-33) 
where 
(3~1-34) 
is the pseudo-creep load, {~e:c} is the vector of element creep strain, and 
[E] is the elasticity matrix. The strain increment can be calculated from 
equation (3.1-20) and the strains, creep strains, stresses and displacements 
can be updated. 
A convergence test on the stresses should be performed. If the algorithm has 
not converged, a shorter time step should be used and the calculations re-
peated. If the criterion has been satisfied, then the time step can be in-
creased. Figure 3.1-5 is a flow chart illustrating the small strain creep it-
eration procedure. 
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Figure 3.1-5 Creep Iteration Procedure 
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3.1~3 Advanced Viscoplastic Model 
The viscoplastic model described in References 2 and 3 has been selected as 
the advanced constitutive model~ Reference 2 describes the basic theory; while 
Reference 3 describes modifications to the form of the basic theory, and modi-
fications to the material parameters for Hastelloy X~ The modifications pro-
vide more accuracy at relatively low temperatures. 
For uniaxial loading the viscoplastic material model (Figure 3~1-6) reduces to 
where C is the inelastic strain, 
o is the back stress, 
a is the stress, 
€ is the strain, and 
<at> 
k, a~, n, K, n2, n3 and E are material constants. 
The absolute value and unit ramp functions are represented by 
and 
I x I =.{ -xx x<O 
x>O 
{o x<O <x> = x x>O 
(3.1-35) 
(3.1-36) 
(3.1-37) 
(3.1-38) 
(3.1-39) 
The inelastic strain in equation (3.1-35) consists of two components: 1) a 
time dependent power law creep component, containing the material constants n 
and k, and 2) a time independent plastic component, containing the material 
constants O'~ and k. The parameter a~ becomes equival ent to the yi el d stress 
as: 1) k, in equation (3.1-35), approaches unity, and 2) the back stress, 0, 
approaches zero. The back stress is a key variable in many viscoplastic ma-
terial models. Its evolution is given by equation (3.1-36). Equation (3.1-37) 
represents the inelastic strain as the difference between the total strain and 
the elastic strain. 
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Figure 3.1-6 Modified Walker's Theory 
Subroutine HYPELA in the mechanics of materials computer code integrates 
Walker's viscoplastic equations and calls subroutine HYPCON to evaluate the 
material parameters. HYPCON contains the latest estimates for the parameters 
in the modified Walker's theory. Each load increment in the analysis is divid-
ed into NSPLIT subincrements. The integration of the constitutive equations is 
performed by using forward differences with a step size determined by dividing 
the load increment by NSPLIT. Subroutine HYPELA performs the integration in 
two ways: 1) a fixed step size, or 2) a variable step size. In the fixed step 
si ze, forward di fference NSPLIT is the same for all load increments and sub-
increments. 
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In the variable step size~ forward difference NSPLIT is determined by the mag-
nitude of the change in a strain measure for every subincrement~ The change in 
the strain measure is defined as 
E = lIR + 
..j31lJ2 (3~1-40) 21J 
where 
IlR = J2/3 lIC .. lIC .. lJ lJ (3.1-41) 
lIJ 2 = 3/2 liS .. liS .. and lJ lJ (3~1-42) 
the quantity liE is calculated and is stored as variable ERRORO. There are 
three possible ways to determine NSPLIT. The method depends on the size of 
ERRORO. If 
ERROR2 < ERRORO < ERROR!, (3.1-43) 
then NSPLIT remains the same for the next subincrement (ERROR1 and ERROR2 are 
user-specified in HYPELA). If 
ERRORO < ERROR2, (3.1-44) 
then NSPLIT is di vi ded in two for the next sub; ncrement and rounded (up) to 
the nearest integer. If 
ERRORO > ERROR1, (3.1-45) 
then NSPLIT is doubled and the step is recomputed. The value of NSPLIT at the 
end of the increment is stored in the state variable Tn1P(16). The initial 
value of NSPLIT is user-specified in HYPELA. The maximum value of NSPLIT is 
specifi ed by t1XSPL T. If NSPLIT exceeds MSXPL T, the message: 
"UNABLE TO REDUCE ERROR IN LESS THAN MXSPLT SUBINCREMENTS" 
is written where the value of MXSPLT is inserted in the WRITE statement. After 
this, the integration is performed using a constant step size. 
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3~2 MECHANICS OF MATERIALS MODEL 
3.2~1 Computer Program: Formulation/Description 
The three~dimensional nonlinear mechanics of materials finite element computer 
program utilizes an intersecting network of beams to model a structural com-
ponent. The program calculates the total strain as a linear function of posi-
tion in cross section and along the length of the beam. Three material models 
are included in the code: the simplified material model~ Walker's viscoplastic 
material model~ and the state-of-the-art material model. Static and transient 
analyses can be performed with applied loads~ thermal loads~ and enforced dis-
placements~ The lowest frequency and mode shape using either initial or tan-
gent stiffness is calculated; and buckling analysis is included in the static 
problem using initial or tangent stiffness. The program flow is summarized in 
Figure 3~2-1. 
Input parameters to the computer code consist of information defining the mod-
el itself and information describing the method of solution desired. The model 
is defined by beams which are connected at grid points. The element coordinate 
system of a given beam is defined by an orientation grid point. The geometry 
of a beam is rectangular in cross section, with the dimensions of the cross 
section along the element coordinate axes specified. The material properties 
are specified for each beam, including Young's modulus, Poisson's ratio, mass 
density, coefficient of expansion, and yield stress. The initial temperature 
of the beam network is input, and the time at initial conditions is set to 
zero. A hardening slope for use with the simplified material model is entered, 
with a zero slope indicating perfectly-plastic behavior. Boundary conditions 
are specified by indicating at each node, excluding orientation grid points, a 
constrained or nonconstrained condition for the six degrees of freedom. 
Input associated with the selection of the method of solution include the pa-
rameters that indicate: 
1. the choice of constitutive model to be used, 
2. the choice of a static or transient analysis, 
3. the choice of initial or tangent stiffness in solving for the lowest 
frequency and mode shape, and 
4. the choice of including buckling analysis with either initial or tan-
gent stiffness. 
The number of integration points in each beam is user-specified; stresses and 
strains are calculated at each integration point, and the user specifies be-
tween two and ten points along each element coordinate axis direction in each 
beam. The convergence value, defining the allowable energy change between two 
consecutive iterations in the static analysis or allowable range in internal 
energy for the adaptive time step calculation in the transient analysis, is 
entered by the user. The number and type of loading increments are also speci-
fied. 
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Figure 3.2-1 3-D Inelastic Mechanics of Materials Computer Program Flow Chart 
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The stiffness and mass matrices for each beam in the element coordinate system 
are computed and transformed to the global coordi nate system. The stiffness 
and mass matrices are then assembled to form the global mass and stiffness ma-
tri ces; The boundary conditi ons are appl i ed to the stiffness matrix. and the 
matrix is then inverted~ Any change in the stiffness due to nonlinear effects 
will be accounted for in the pseudo-load vector; therefore, the stiffness ma-
trix is only inverted once~ 
Depending on user-input~ the program now is directed to the appropriate branch 
of the program: static or transient analysis~ For static analysis, the loading 
increment is read from the data input, i ncl udi ng forces and moments or en-
forced displacements, specified at each degree of freedom of the structure. 
The temperature increment is also entered; An initial incremental displacement 
vector is set to zero and strain, stress and pseudo-load vectors are calculat-
ed from the incremental displacement vector using the mechanics of materials 
model selected by the user. The pseudo-load vector accounts for the effects of 
nonlinearity and allows the use of the original stiffness matrix throughout 
the calculations. The equations governing the system are as follows: 
[K] {6U~ = {AP} + {AG} (3.2-1) 
where [K] = elastic stiffness matrix~ 
{AU} = incremental displacement vector, 
{AP} = incremental applied load vector, and 
{AG} = pseudo-load vector, due to inelastic strains. 
{AG} = f[B]T [E] {Ae} dV (3.2-2) 
where [B] = strain-displacement matrix, [E] = elasticity matrix. and {lie:} = inelastic strains. 
Equation (3.2-1) is solved for the incremental displacement vector, AU, which 
is substituted for the initial incremental displacement vector and used in the 
second iteration, continuing until the change in energy in two consecutive it-
erations is less than the convergence value input by the user. When conver-
gence occurs, the incremental loading, displacements, strains and stresses for 
that loading increment are printed; the total load, displacement, strain and 
stress vectors, as well as temperature, are then updated. Each loading incre-
ment is read in and executed similarly, and the values of stress, strain and 
displacement for the total loading are calculated and printed upon conclusion 
of the last increment. 
The transient analysis is based on a simple Euler integration and includes a 
self-adaptive time step scheme. Damping is not included directly in the tran-
sient analysis but is present in the viscoplastic material models. The loading 
for each increment is the total load at that given time, which is entered into 
the program by a user-supplied subroutine. The temperature increment and time 
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step are also entered~ As in the static branch~ the initial displacement vec-
tor is set to zero and the strains~ stresses and pseudo-load vector are cal-
culated using the designated mechanics of material model~ An Euler integration 
is then used to calculate current displacements at the end of the present time 
step~ The governing equations are as follows: 
where {A} 
{AF} 
[I(] 
{AUo} {Ay} 
[M] 
DT 
{ AUl } {V} 
{A} = {AF} ~ [K] {AUo} 
{AY} = [M]-! {A} * DT 
{AU!} = ({Y} ... 1/2 {AY}) * DT 
= acceleration vector, 
= applied and pseudo-loads, 
= elastic stiffness matrix, 
= displacement vector at beginning of time step, 
= change-in-velocity vector, 
= mass matrix, 
= time step, 
= displacement vector at end of time step, and 
= velocity vector: 
(3.2-3) 
(3.2-4) 
(3.2-5) 
A measuY'e of the work done and the change in internal energy of the system 
during the time step is computed, and the time step is adapted accordingly. If 
the time step ;s accepted, the current displacements, strains and stresses are 
printed, and the current displacements are inserted for the initial displace-
ments in the following time step. If the time step is unacceptable according 
to the adaptivE! scheme, the time step is changed, the load is recalculated, 
and the displacements are reset to the initial value at the beginning of that 
time step. The analysis continues until the user-designated number of incre-
ments is completed. 
Following the static or transient analysis, the user has a choice between cal-
cul ating the lowest frequency and mode shape or all frequencies and mode 
shapes. The method of solution for the calculation of the lowest frequency and 
mode shape is the inverse power method, whi ch is represented by the fo" owi ng 
expression: 
([K]-1 [M] - 1[1]) {xi +l } = {Xi} 
where [K] = stiffness matrix, 
[M] = mass matrix, 
[I] = id«mtity matrix, 
1 = eigenvalue, and 
{x} = eigenvector. 
(3.2-6) 
The method of solution in the calculation of all frequencies and mode shapes 
for a given problem is the Jacobi method, which is based on simple similarity 
transformations .. 
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The procedure for determining the coefficients of the inverse stiffness matrix 
is one that can represent the original stiffness of the structure or the cur-
rent stiffness including nonlinear effects. A small load is placed at one of 
the nonconstrained degrees of freedom of the structure, and the displacements 
are computed using the specified constitutive model ~ The coefficients of the 
appropriate row of the inverse stiffness matrix are calculated by dividing the 
calculated displacements by the applied force. This procedure is continued for 
each nonconstrained degree of freedom until an inverse stiffness matrix, with 
dimensions equal to the number of nonconstrained degrees of freedom of the 
structure, is formed. If the frequency is to be calculated using the initial 
stiffness of the structure, all variables used in the static or transient 
analysis are set to the original values. If the tangent stiffness is request-
ed~ all variables retain the current values for use in the frequency calcula-
tion. Only the initial stiffness option is available for use in a transient 
analysis since current stiffness cannot be readily calculated~ 
Buckling analysis can be executed in a static problem~ The buckling analysis 
is based on a two step process similar to that in the NASTRAN finite element 
code. In the first step, the beam loads are determined. In the second step, a 
first order large displacement correction, proportional to the loads, is in-
cluded in the stiffness matrix. Buckling occurs when the determinant of the 
new matrix vanishes. In the determination of the stiffness matrix used in the 
buckling calculation, the stiffness coefficients are calculated in the same 
fashion as was described in the frequency calculation, with the user choosing 
the initial or tangent stiffness~ The beam loads are calculated using the ini-
tial stiffness matrix and then adding the pseudo-load vector. The actual buck-
ling calculations are accomplished using the inverse power method to find the 
critical buckling factor and the buckled shape. 
3.2.2 Program Validation/Verification 
Some of the test cases (i.e., TESTl - TESTS) which have been executed to vali-
date the Mechanics of Materials Model (MOMM) computer code are summarized be-
low. Each-of these cases test varlous segments of the theory and computer code. 
TEST1 - Cantilever Beam With Axial Load 
A canti 1 ever beam is loaded wi th a si ng1 e stati c compressi ve 1 oadi ng i ncre-
mente The beam (Figure 3.2-2) is made up of one member, with all degrees of 
freedom constrained at one end and all but two constrained at the end where 
the load is applied. The simple material model is used, and the loading causes 
only elastic displacements. The lowest frequency and buckling factor are ob-
tained. The displacements, strains and stresses are found to be: 
u1 = P/K ~ -10-4 
£1 = U1/L = -10-5 
a1 = Ee:1 = -100 
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Figure 3~2-2 Schematic of TEST! Beam 
The resulting lowest frequency and buckling factor are: 
Pmu2 w --f1 t = ?]- = m = 22.5 owes ~TI 2v 
Agreement between these computed values and independent closed-form solutions 
is exact. 
TEST2 - ~imply Supported, Centrally-Loaded Square Plate 
A quarter of the square plate is modeled using symmetry boundary conditions 
(Figure 3.2-3). Four outside beams and four interior diagonal beams are used, 
with dimensions of the beams chosen so as to reproduce the stiffness and mass 
of the plate. One static loading increment is used with the simple constitu-
tive model in the elastic range. The nonconstrained degrees of freedom are 
shown. 
The theoretical central displacement is: 
u2 = .01160 Pa2/D 
u2 = -3.2428 x 10-6 
The resu'l t from the MOMM computer run is: 
u2 = -3.4712 x 10-6 
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Figure 3.2-3 Square Plate Approximation Centrally Loaded 
TEST3 - Beam With Axial Enforced Displacement (Static) 
A static analysis (Figure 3.2-4) is performed using Walker's viscoplastic ma-
terial model with twelve loading increments. The properties of Hastelloy X at 
a temperature of 871°C (1600°F) are used, and the tip displacement is enforced 
at astra in rate of 3.9 x 10-3 sec-1• The computer program reproduces the 
experimental results. A plot of the stress-strain curve obtained from the out-
put is shown in Figure 3.2-5. 
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Figure 3.2-4 Schematic of TEST3 
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TEST4 and TESTS ~ Beam With Axial Enforced Displacements (Transient) 
Both test cases contain a beam fixed at both ends with a node in the middle of 
the beam (Figure 3~2-6). One end is displaced so that the strain rate equals 
3.9 x 10-3 sec-i. A transient analysis is performed, with TEST4 containing 
Walker's viscoplastic material model and TESTS containing the state-of-the-art 
material model. The viscoplastic material model uses the properties of Hastel-
loy X at a temperature of 871°C (1600°F). Figure 3~2-7 shows the displacement 
at the enforced displacement node, as well as the displacement at the center 
node versus time for each model~ The results agree exactly with those obtained 
using a simple Euler integration. 
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Figure 3.2-7 Displacement History for TEST4 and TESTS 
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3.2.3 List of Input Parameters 
The following list contains the definitions of all variables that are included 
in the input to the Mechanics of Materials Model computer program~ 
NGP 
GP (I ~ 1) 
GP(I,2) 
GP(I,3) 
NB 
rC{I,l) 
IC(I,2) 
IC(I,3) 
IC(I,4) 
IC(I,S) 
NG 
BC{I,I ) 
BC(I,2) 
N~1 
XMAT(I, 1) 
XMAT(I,2) 
Xr1AT(I, 3) 
XMAT( I ,4) 
XMAT(I,S) 
X~1AT( I ,6) 
Number of grid points 
X~coordinate of grid point r 
Y-coordinate of grid point I 
Z-coordinate of grid point I 
Number of beams 
Grid point at end A of beam I 
Grid point at end B of beam I 
Ori entati on gri d po·j nt of beam I 
Geometry set number of beam I 
Material set number of beam I 
Number of geometry sets 
Width of beam along local y-coordinate in 
geome try se t I 
Width of beam along local z-coordinate in 
geometry set I 
Number of material sets 
Young's modulus in material set r 
Poisson's ratio in material set I 
Coefficient of expansion in material set I 
Zero stress temperature in material set I 
Yield stress in material set I 
Mass density in material set I 
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Tn1P( 1) 
SLOPE 
N 
NI 
NIP 
EE 
JJ 
ICM 
ITRAN 
ISle 
ILA 
Temperature at initial conditions 
Hardening slope for simple material model 
Number of gri d poi nts conta i ni ng degrees of 
freedom 
Number of load increments 
Number of integration points in each direc-
tion in each beam 
Static analysis: convergence parameter for 
energy change between two consecutive it-
erations 
o Transient Analysis: convergence parameter 
for change in internal energy for the 
adaptive time step calculation 
Boundary conditions for each degree of freedom 
JJ = 1: nonconstrained 
JJ = 0: constrained 
Constitutive model indicator 
IeM = 0: simplified material model 
reM = -1: Walker's elastic-plastic-creep ma-
terial model 
IeM = 1: state-of-the-art material model 
Transient problem indicator 
ITRAN = 0: 
ITRAN = 1: 
ITRAN = 2: 
no transient analysis 
transient analysis, forces input 
transient analysis, enforced dis-
placements input 
Indicates modulus slope used for frequency 
calculation 
ISle = 0: initial slope 
ISlC = 1: current slope (not available in 
transient problem) 
Indicates choice of solving for lowest or all 
frequencies 
ILA = 0: lowest frequency 
ILA = 1: all frequencies 
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IBUCK 
ISIeB 
DF 
DTEMP{l) 
DTEt~P (2) 
Buckling problem indicator 
IBUCK = 0: no buckling analysis 
IBUCK = 1: buckling analysis (not available 
in transient problem) 
Indicates modulus slope used for buckling 
calculation 
ISICS = 0: initial slope 
ISICB = 1: current slope 
Applied load or enforced displacement for 
each degree of freedom for an increment 
Temperature increment 
TimE! 'increment 
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3~2.4 Li st of Symbol s 
List of Symbol s 
Referenced Within Section 3~2 
Symbol Description Page 
{A} Acceleration vector 3:2-4 
{aF} Incremental force vector 3.2-4 
{V} Velocity vector 3.2-4 
[M] Mass matrix 3.2-4 
DT Time step 3.2-4 
~A~ Eigenvalue 3.2-4 
[I] Identity matri x 3.2-4 
{x} Eigenvector 3.2-4 
f Frequency 3~2-6 
---,\ 
__ cr Critical buckling factor 3.2-6 
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3.3 SPECIAL FINITE ELEMENT MODEL 
3~3.1 Literature Survey 
Numerical technology available for use in nonlinear analyses of turbine engine 
hot section components was investigated~ An extensive literature survey was 
conducted for ~1ARC by Professor T. J. R. Hughes, Stanford Uni versity, as a 
subcontractor, containing 352 references (Reference 1): 
The first topic considered involved recent developments in global solution 
techniques for nonlinear finite element equations, including time discreti-
zation methods and strategies for nonlinear quasi-static analyses. Literature 
on linear equation solvers was also covered: 
As the second item, the finite element basis and approaches for constructing 
element stiffne!ss matrices were studied with particular emphasis on continuum 
and she'll elements. Special elements were also discussed, including elements 
for fracture mechanics applications: 
The numerical treatment of constitutive models, in particular problems asso-
ciated with computational plasticity, was surveyed, including the effects of 
large strains and rotations. 
Topics such as the sel f-adaptive mesh refinement associated with error esti-
mates and error indications, and developments in hardware configurations 'in 
association with coding strategies were included in the survey. 
A few papers concerning the finite element modeling of hot section components 
were uncovered and rev; ewed. These papers were rna; nly concerned wi th 1 i near 
systems with simplified geometry. 
In the final section of the survey, new developments in the numerical treat-
ment of contact and fri cti on conditi ons were studi ed by vi rtue of modern math-
ematical concepts of variational inequalities. 
Overall, the current literature indicates that extensive research and devel-
opment needs to be carried out on new finite element code concepts in order to 
obtain the significant gains in computational efficiency needed for three-di-
mensional inelastic analysis of hot section components. 
Solution strategies in nonlinear finite element processes have been given much 
attention in recent years. In particular, a class of computationally efficient 
iterative solution schemes such as the quasi-Newton type techniques has been 
developed for solving nonlinear finite element equations. To avoid reassemb'Iy 
and refactori zilti on of the tangent matri x and yet to achi eve the quadrati c 
convergence properties of the full Newton-Raphson method, 1 ine-search, sub-
space search and secant search techniques have been introduced in the litera-
ture and have proven useful for certain classes of problems. Such techniques 
are also combined with an automatic load increment size control strategy, usu-
ally referred to as arc-length type methods. A sophisticated iterative solu-
tion scheme with an adaptive nonlinear incrementation procedure is one of the 
key ingredients for the solution of the present problem. 
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Possible exploitation of dynamic relaxation and iterative solvers for linear 
equations is suggested in the literature survey. The results reported to date 
show that these methods are perhaps useful for well-conditioned problems~ but 
no convincing numerical results are yet reported for ill-conditioned problems 
of engineering importance such as plates and shells~ meshes with distorted 
el ements ~ and i ncompressi bl e probl ems ~ Iterati ve procedures for 1 i near equa-
ti on systems resul ting from nondispl acement methods need to be i nvesti gated 
from a slightly different point of view in order to obtain some computational 
advantage. It is anticipated that a straightforward implementation of algo-
rithms available in the literature is not robust enough to meet the present 
purposes~ 
In the context of nonlinear dynamic analysis of hot section components, a num-
ber of time integrators were considered. It was strongly suggested that parti-
tion and operator splitting methods needed to be investigated in conjunction 
with appropriate automatic schemes to determine the time step size. From such 
a point of view, exploitation of a class of single step algorithms is possible 
and perhaps most appropriate. All the important algorithms that appeared in 
recent publications were covered in the literature survey. Progress subsequent 
to the survey has also been reviewed at MARC~ 
It should be noted that no systematic investigation to date has been reported 
on the methodology of adaptive time stepping algorithms. This is in contrast 
to the numerous reports and sci entific papers that have been found for auto-
matic load incrementation in the context of quasi-static finite element analy-
sis. It seems to be a major task to develop a dynamic transient solution algo-
rithm capable of handling nonlinear problems in a stable manner and control-
ling the time increment size adaptively. Only a few references dealing with a 
rather primitive version of such a numerical solution were found in the liter-
ature survey. 
A number of mathematical contributions noted in the survey were associated 
with a posteriori error estimates and algorithms for adaptive mesh refinement 
based on these estimates. These techniques were investigated only in the 
framework of two-dimensional linear elasticity. 
ll.s summarized above, no exi sti ng method was di rectly appl i cabl e to three-di-
mensional inelastic analyses of turbine engine hot section components. Exist-
i ng numerical technologies, together with the development of new methodolo-
gies' would be essential ingredients for an efficient finite element proce-
dure. Due to the three-dimensional nature of the problems in the present 
project, it was anticipated that some sort of iterative approach coul d sub-
stantially improve the efficiency of the computational procedures. 
From a computational point of view, algorithmic aspects and coding strategies 
form the most important ingredients for successful numerical simulation of the 
present problem. Indeed, a number of papers addressing this aspect of finite 
element technology vlere included in the summary_ However, the wide variety of 
hardware configurations currently available does not allow us to establish a 
single coding strategy to exploit all of the computing power available. It was 
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observed that a basically sound and transparent code could be modified to im-
prove its performance in a specific hardware environment, but if a code is de-
signed to maximize its performance in a specific hardware and software config-
uration, then "it \oJould become extremely difficult to effectively transplant 
such a code to different systems~ 
3~3.2 Formulation Development 
3~3~2~1 Introduction 
A finite element solution strategy was designed with particular emphasis on 
three-dimensional inelastic analyses of turbine engine hot section components. 
Key ingredients employed in this strategy are mixed variational formulations 
and their iterative implementations; linear isoparametric finite element in-
terpolations with sophisticated integration techniques; advanced techniques in 
computat'jonal plasticity, in particular the integration of rate independent 
constitutive equations; and a class of single step, second order time integra-
tors~ 
For the spatial discretization, a version of the Hellinger-Reissner variation-
al formu"ation for solid mechanics is utilized as the basic variational state-
ment of the pr()bl em, where the di spl acements and strain components are taken 
as the field variables. A linear Laurangian finite element basis is used for 
the interpolation of these variables as well as for the stress-strain law. The 
radial Y'eturn concept plays a centra"' role in the computational plasticity. 
The incY'emental iterative solution algorithm is, however, cast in the frame-
work of mixed finite elements, which results in a different algebraic system 
of equations and hence, different convergence properties, which are generally 
better than those of traditional displacement finite element methods; 
The transient illgorithms are looked at in a weighted residual manner, i.e., 
the time-space field is split in a logical fashion with the implicit and un-
conditionally stable nature of embedded time finite element discretization 
being mi!intainE!d, but the evolutional nature of the original problem pre-
served. One of the maj or exerci ses 'j n the formul ati on development is to con-
struct a reasonable engineering criteria to determine the optimal step size at 
each time increment. 
Thus, for the class of problems stated in the definition of the task, the spa-
tial discretization method and the iterative procedure for linear and nonlin-
ear problems have been firmly established. The current procedures still leave 
open certain possibilities for further improvement of convergence properties, 
if hi ghE!r order sol uti on schemes such as the conjugate gradient method are 
utilized. The transient algorithm, as well as its theoretical background in 
conjunction \'lith present spatial discretization techniques, needs further in-
vestigation in order to fully utilize the advantages of the present mixed it-
erative techniques in the context of nonlinear dynamics. 
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3.3.2.2 Mixed Forms and Iterative Solutions 
It is convenient to discuss the framework of the finite element methodology 
used here in the rather general context of a three-dimensional continuous 
body~ The deformation is assumed to be small~ For clarity, the development is 
presented in terms of classical elastic conditions. The generalization to in-
cremental inelastic analysis is straightforward and involves the use of an 
appropriate constitutive relationship together with incremental forms of the 
variational equations. 
Consider a deformable body n in three-dimensional physical space, of which the 
boundary an is sufficiently smooth. Motion and deformation of the body is as-
sumed small. The deformation and stress history of the body is characterized 
by three field variables: the displacement u, the strain E, and the stress cr. 
Using lower case subscripts to denote rectangular Cartesian components of vec-
tors and tensors with respect to a fixed spatial reference frame, the govern-
ing differential equations are 
(3.3-1) 
(3.3-2) 
and 
E •• = 1/2 (u •. + u .. ) lJ 1,J J~l (3.3-3) 
where p is the density of material, a is the acceleration of the body given as 
a time derivative of the displacements, and 0 is a fourth order tensor which 
describes the material response at a given stress and strain state. The vector 
f is the loading function due to the body force. 
For a given initial state, a set of boundary conditions; 
on {3.3-4} 
cr •• n. = t on an2( i} lJ J , (3.3-5) 
completes the classical statement of the problem. Following the derivation 
given by Zienkiewicz and Nakazawa (Reference 2), the first variations of the 
Hu-Washizu variational principle are obtained via the Galerkin method of 
weighted residuals: 
f p u ~ a. dV + f u ~ . cr·· dV = f u ~ f. dV + f ( .) u ~ t dS, 
n J J n 1,J lJ n J J an 1 1 1 
2 
(3.3-6) 
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(3.3-'7) 
and 
fa ~, £" dv = 1/2 fa ~, (u, , + U, ,) dv, 
nlJ lJ nlJ 1,J J,l (3~3-8) 
where * denotes a virtual quantity. In the above equation the virtual dis-
placement is assumed to satisfy the homogeneous displacement boundary cond'i-
tion~ 
The above statE~ment can be used as a basis for construction of a finite ele-
ment procedure. One of the major advantages of this form over the conventional 
displacement approach is the explicit presence of stress and strain in the 
variational form and thus in the finite element equations~ 
This is the main theme of the present formulation development and will be dis-
cussed in the following sections~ 
Use will also be made of the classical virtual work statement 
r* r* f */\ JU. ,D"k~ uk ~ dV = JU. (f. - pa.) dV"'" (') u, t, dS. 
n 1,J lJ x. ,x. n ~J J J an 1 1 1 (3.3-9) 
2 
Note here that equations (3~3-2) and (3.3-3) are embedded implicitly in the 
variational statement. 
Direct discretization of the Hu-Washizu principle 1 eads to a finite element 
equation of the form: 
0 0 B 
m m 0 0 -Q = (3.3-10) BT _QT 0 
with u, £ and cr being the vector of nodal variables associated with the dis-
placement, the strain and the stress respectively. 
Eliminating thE! stress terms algebraically, a finite element form similar to 
the Hellinger-Reissner principle is obtained as: 
+BQ·-10 
-D 
from which an iterative procedure is constructed. 
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(3.3-11 ) 
Using the discretized form of virtual work statement, equati on (3~3-9), the 
above form is modified. 
K +BQ~lD {:} r : KU} = (3.3-12) +DT(Q-l)TBT 
-D 
with K being the usual finite element stiffness matrix. The recursive form 
used here is: 
(3.3-13) 
(3.3-14) 
which is in principle identical to an iterative method proposed by loubignac 
(References 3 and 4) and investigated further by Cook (Reference 5). It should 
be noted that this procedure is used extensively in optimization theory (Ref-
erence 6) for a class of minimization problems with more explicit equality and 
inequality constraints. In finite element computations, solution of incom-
pressible problems has been attempted using this class of iterative tech-
ni ques, which resul ts in an al gorithm of Uzawa (Reference 7) ~ A recent pub-
1 i cati on by Forti nand Gl owi nsk i (Reference 8) covers the theory of the i t-
erative solution for a wide range of constrained problems in mechanics. 
Nakazawa. et al (Reference 9) show that the high order methods discussed in 
Reference 8 improve the convergence properties of this solution strategy sig-
nificantly, The first attempt to unify the concept of an iterative solution 
for mixed finite element methods is reported in Reference 10 where another al-
ternative economicdl vlay for solving mixed finite element equations is dis-
cussed. 
In the computational procedure, the ~lgebraic form is treated in an incre-
mental way, Le., 
(3.3-15) 
and 
(3.3-16) 
The stress is recovered directly from the strain, and therefore varies in a 
similar way as the strain, i.e., 
(3.3-17) 
This completes the discussion of discretization and solution procedures for a 
general class of problems in solid mechanics. 
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In the present algorithm, the solution is initialized by the conventional dis-
placement stiffness equations and this stiffness array is used as the pivot 'in 
the subsequent iterative solution~ Because all the necessary conditions for 
existence, uniqueness and stability are satisfied, the quality of the con-
verged solution is dictated by the strain interpolation. The displacement 
plays a rather insignificant role other than as a preconditioner to the iter-
ative approach. This has been noticed in the early papers by Cantin, Loubignac 
and Touzot (Reference 4)~ 
Using appropriate diagonalization techniques for the matrix Q, the recovery of 
nodal strain components does not involve a matrix inversion operation, and no 
significant additional effort is required to compute and iterate on this quan-
tity~ . 
Once thE! matrix Q is di agonal i zed. the procedure to recover the nodal stress 
becomes extremE!ly simple requiring the evaluation of the constitutive law at 
nodes where the strain is calculated. 
The iterative solution procedure is readily applicable to a class of nonlinear 
material probl ems such as rate-independent pl asti city and invol ves eval uating 
the constitutive law at each iteration cycle. This approach results in a 
scheme similar to the Newton-Raphson method as used in finite element dis-
pl acement analyses. The only di fference occurs in the procedures to eval uate 
the residuals~ Compared with the conventional displacement method, the number 
of operations required for formation of the residual vector at each iteration 
is reduced somewhat because the number of nodal points is usually far less 
than the number of integration points in a given finite element mesh. Thois 
saves time in the constitutive calculation. 
The iterative procedure developed here provides in principle a pO\'lerful ve-
hicle to study large scale inelastojc analysis problems in three dimensions: 
The largest array appearing in this calculation is the same as that in the 
conventional displacement method; however, the strain and the stress here are 
evaluated at the nodes, and hence a better approximation for these field varoi-
ables is obtained. This property, °in turn, reduces the necessity of exces-
sively refining the finite element mesh to obtain accurate stress and strain 
fields. 
Numerical i nstab; 1 ity is often encountered in stress and strai n fi el ds cal cu-
lated from a finite element displacement solution; this is often seen as os-
cillatory behavior in the numerical approximations and may lead to inaccurate 
inelastic response of the discretized model. The present approach, being sta-
ble in terms of both displacement and strain, elim'inates the possible occur-
rence of such numerical problems. 
303-7 
3.3.2.3 Element Technology 
A family of linear Lagrangian finite elements has been used in accomplishing 
the present task (Reference ll), but the element library is indeDendent of the 
global solution strategy and higher order elements can be added •. 
In two-dimensi onal and axi symmetri c cases, four-noded quadril ateral el ements 
with nodal points located at corners are used, with the displacement and 
strain components taken as the primary variables. The constitutive equation 
(3.3-2) is evaluated at the same nodes, and parameters associated with it are 
stored together with the stress components. Eight-noded isoparametric brick 
elements are utilized in three dimensions, and the same mechanism of repre-
senting all the quantities at the nodes is used. For the analysis of plates 
and shells~ a four-noded Lagrangian element is used incorporating the trans-
verse shear terms into a modified variational formulation of Reissner-Mindlin 
type~ 
In order to implement the analysis procedures established in the previous sec-
tion, a number of terms must be integrated to form coefficient matrices. As 
discussed in the context of penalty finite elements for incompressible prob-
lems, due care must be exercised in order to obtain a stable finite element 
approximation~ The integration options for linear quadrilateral elements are 
four-point and single-point Gaussian quadratures~ as well as the four-point 
trapezoidal rule, as shown in Figure 3.3-1. For the three-dimensional solid 
elements~ eight-point integration rules that correspond to the two-dimensional 
four-point schemes are employed. 
Eval uati on of the stiffness matri x K associ ated wi th the di spl acement formu-
lation for the two- and three-dimensional elements may be done using either a 
standard or a selective reduced integration procedure. In the selective inte-
gration procedure, direct (or normal) strain components are evaluated at four/ 
eight Gaussian quadrature points. whereas the shear components are dealt with 
at the centroid of the element. This simple IItrick ll greatly improves the be-
havior of the elements, particularly in bending. In order to account for the 
isoparametric distortion of elements, the terms in the stiffness equations are 
represented wi th respect to a local el ement Cartesi an coord; nate system, the 
definition of which is given by Nagtegaal and Slater (Reference l2) and shown 
in Figure 3.3-2. 
The load vector (including the surface traction term) is integrated using full 
Gaussian quadrature. The residual vector which appears in Equation (3.3-15) is 
also fully integrated. 
In the strain recovery phase, the use of reduced (single-point Gaussian) quad-
rature has been found stable and accurate, but the quality of the displacement 
solution often deteriorates after a few iterations for a given increment. The 
use of the trapezoidal rule which naturally results in the lumped (diagonal) 
form of the Q matrix is found to be optimal. For certain cases, the quality of 
the displacement solution is preserved when this integration procedure is 
used, without any loss of accuracy in stress and strain approximations. 
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X Noda 1 po; nts and sampl; ng poi nts 
0 0 for the trapezoidal integration 
0 Sampling points for the 'full' 
Gaussian quadrature 
... Sampling point for the ' reduced' 
Gaussian quadrature 
0 0 
Figure 3~3-1 The Four Noded Linear Lagrangian Element in Two Dimensions 
3 
4 
Isoparametric coordinates 
x,y Global coordinates 
xl.yl Element Cartesian coordin~te 
Figure 3.3-2 Coordinate Transformation for Two-Dimensional Elements With Iso-
parametric Distortion 
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For the shell element~ an adjustable form of the selectively reduced integra-
tion technique has been applied to the integration of displacement stiffness 
terms, to avoi d s i ngul ari ty and numeri ca 1 lock i ng. The same opti ons are made 
available for the strain recovery at nodal points. To recover the strain at 
nodes~ a local Cartesian coordinate system common to all the elements joined 
to the node is required~ Vector and tensor components, initially defined with 
respect to the shell element coordinates~ are transformed to the local Car-
tesian system using appropriate operations~ 
3.3~2.4 Inelastic Constitutive Models 
Three inelastic constitutive models have been implemented into the MHOST pro-
gram. In order of increasing sophistication, these models are as follows: 
Approximate Constitutive Model 
This model approximates the global stress-strain behavior with a nonlinear 
pseudo-elastic model ~ The model is described in detail in a report by 
Cassenti (Reference 13). A secant modulus procedure is used for the gen-
eration of stress increments and constitutive equations. This simple model 
does not all 0\'1 for numerous important effects actually occurring in the 
cyclic loading of hot section components. Nevertheless, it definitely has 
some usefulness in obtaining some indication of the degree of nonlinearity 
in simple load simulations~ 
State-of-the-Art Constitutive ~lodel 
This model includes the approaches most commonly used for inelastic analy-
sis of hot section components~ It combines state-of-the-art time-indepen-
dent plasticity with isotropic (and in the near future, also kinematic and 
combined) strain-hardening, a classical creep model in series with the 
plasticity model and a thermal expansion capability. In addition, elastic 
and inelastic properties can be made temperature-dependent. The material 
may contain initial anisotropic behavior for the elastic properties, yield 
surface definition and coefficient of thermal expansion. 
In the pl asti ci ty model, the radi al return method is used for stress re-
covery and the tangent modul us approach is used to generate the stress-
strain law. In the creep model, a simple explicit procedure is applied for 
time integration of the creep strains. Both methods can also be regarded 
as state-of-the-art methods for implementation of such models. 
The state-of-the-art model includes most of the important effects occur-
ring in cyclic loading of hot section components. However, some weaknesses 
exist in load reversal situations, in particular with respect to interac-
t; on between pl asti ci ty and creep effects; if these effects are very im-
portant, the advanced model should be employed. 
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Advanced Constitutive Model 
The integrated creep-pl asti ci ty model orgi nally developed by Wal ker (Ref-
erence 14) and 1 ater modifi ed by Cassenti (Reference 13) was imp 1 ementE~d 
into the HOST program. The model is described in detail in the report by 
Cas senti (Reference 13L Although both time':"independent plasticity and 
creep effects can be distinguished in the model, definite interactions 
have been included on the single':"point level. In addition~ reversed load-
ing effects are included more accurately in this model than in the state-
of.:..the-art model ~ 
An expl i cit subi ncrement procedure with optimal time step sel ecti on is 
used in the stress recovery procedure for this model. The elastic (but 
temperature dependent) s tress-strai n 1 aw ; s used for the formul ati on of 
the stiffness matrix; hence, the iterative algorithm for this model is, in 
fact, the modified Newton method. 
The advanced constitutive model allows accurate material modeling for hot 
secti on components. I t shaul d be noted, however, that the complex i ty / 
generality of the model is also its major drawback. Almost a dozen tel!l-
perature dependent material constants need to be determined experimentally 
before the model can be applied. 
3.3.2.5 Time Integration 
For a class of nonlinear problems to be dealt with in the present task, dynam-
ic effects were taken into account. A recursive form is derived and implement-
ed here~ which is conceptually based upon the embedded time (temporal) finite 
element concept~ 
The sollltion of an evolution problem lies in a four-dimensional time-space. 
Therefore, in the formulation it is necessary to take temporal as well as spa-
tial variations into account using a four-dimensional basis for the discreti-
zation. However, as demonstrated in Section 3.3.3.2, the differential opera-
tors governing the evolution of nonlinear structural mechanics can be split 
apart and the dependency of the sol uti on upon each independent vari ab 1 e can 
now be treated separately. Such a separation of variables is of some impor-
tance in dynamic situations, because the differential equation consists of 
different character; stics wi th respect to each independent vari abl e, that is 
hyperbolic in time and elliptic in all spatial dimensions. 
To preSE!rVe thE~ evolutional nature of the original problem and to take into 
account the hyperbol i c nature of temporal operator, the di screti zed system of 
the embedded time finite elements is used recursively from one time level to 
the next. Hence, the equivalent form is derived by integrating the spatially 
discretized form of finite element equations in time. It is noted that a non-
symmetri c wei ghti ng functi on 1 s used 1 n thl s procedure due to the well-known 
conditional stability of finite elemE!nt procedures for hyperbolic systems. 
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Using the two~noded time element and an appropriate nonsymmetric weighting 
function~ the algebraic system becomes identical to the generalized Newmark-B 
finite difference expressions~ 
In each time element, the displacement increment obtained by the integration 
scheme is fed into the same discrete strain-displacement equation (3.3-14) to 
obtain the first correction vector~ and then the residual vector is updated to 
produce the new displacement increment~ The residual at the end of each time 
increment is carried to the next time level so that the overall equilibrium is 
satisfied globally in the sense of embedded time finite element methods~ 
The size of the time element is controlled adaptively with respect to an ener-
gy weighted average of the relative phase errors, based upon the contributions 
of strain and kinematic energy in the deformation represented by a time ele-
ment~ 
3~3~2.6 F.igenvalue Extraction 
Eigenvalue extraction is utilized in the ~1HOST program to obtain both the dy-
namic model frequencies and collapse load estimates. In addition to the eigen-
values, the eigenvectors are also obtained. 
The subspace iteration technique has been implemented in the r~HOST program. 
Using this method, the global stiffness and mass matrices are transformed into 
a subspace~ A threshol d Jacobi method has been used to obtain all of the 
eigenvalues in the subspace. This method has been found to converge very 
qui ckly. The program iterates forming new subs paces until convergence is ob-
tained~ 
This method has been developed for the extraction of a large number of modes 
in a large system. This is typically what is required for modal dynamic use. 
The method has not been appl ied as frequently to the cal cul ation of buckl ing 
modes, where only a few modes are required. It is anticipated that this ;s an 
area where future work may be fruitful. 
An important issue in the successful convergence of thi s method ; sin the 
choice of the initial trial vectors. Currently, a simple scheme is being used, 
where the degrees of freedom with smallest KIM ratio are given the greatest 
wei ght. 
Currently the lumped mass matrix is being utilized. 
3.3.3 Program Development 
3.3.3.1 Introduction 
A fi nite el ement code (to be referred to as the ~1HOST program) has been de-
veloped by MARC incorporating the formulation and solution strategies pre-
viously described. The framework of the code is built on the well established 
foundation of finite element displacement coding for nonlinear structural 
analysis. 
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The mixed interpolations and the iterative procedures are built into the MHOST 
program as additional operations to the standard procedure~ and no major 
changes are required inside of the finite element computations~ One of the ma-
jor differences, however~ from the user's point of view is that all informa-
tion is available at the nodal points rather than at the element integration 
points: 
The current version of the r'1HOST program is essentially a vehicle to explore 
the capabil tty of the present strategYaand no attempt has been made to opti-
mize the computational efficiency at the coding level: The program is written 
in a clear manner in order to achieve high productivity in the formulation and 
program development. 
In this section~ a technical note is provided on the overview and control 
structure of the MHOST program, the element library and the nonlinear solution 
capability of the system. 
3.3.3.2 Overview and Control Structure 
The HHOST program is wri tten in FORTRAN IV wi th commonly accepted opti ons, and 
has been tested on the PRIME Primos 18.2 FTN compiler and on the IBWcr~S 
FORTRAN Hextended compiler with the optimization level 2. The advantages of a 
virtual storage system are exploited by storing most of the information in the 
core memory. and no special file input/output operations are utilized. Hence, 
the code is poy'table to other virtual memory systems, with little conversion 
effort necessary. The code can be run either interactively or in a remote 
batch mode. 
The main functions of the ~1HOST code are illustrated in Figure 3.3-3, which 
depicts a number of processors devoted to specific operations. In the follow-
ing paragraphs, the functions of these processors will be briefly discussed. 
A user-friendly, free':'format input processor is attached which reads in the 
data from the main input channel. The input data consist of PARAMETER DATA, 
~~ODEL DATA and INCRE~~ENTAL DATA. The PARAMETER DATA speci fy the size of the 
model and select the options for the integration and the types of loading. The 
r~ODEL DATA provide the definition of the finite element model including the 
boundary conditions and load data for the first increments. The INCREMENTAL 
DATA section provides additional loading data and boundary conditions for each 
load step of the incremental solution. 
Data of differf~nt types \'Jithin the three major data blocks are identified 
using keywords. The keywords available for use in the PARA~1ETER, MODEL, and 
INCRH1ENTAL data blocks are listed and defined in Section 3.3.5. 
3.3-13 
INITIALIZE MEMORY 
READ PARAMETER DATA 
ALLOCATE MEMORY 
READ MODEL DATA 
SELECT ANALYSIS PROCESSORS 
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SOLVE ITERATIVELY 
, GENERATE REPORT 
NO 
Figure 3.3-3 The MHOST Program Main Control Flow 
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The input processor passes information to the main finite element processor in 
which the iterative solution for mixed finite element equations is carried 
out. The flow chart of this section of the MHOST code is given in Figure 
3~3-4, which also includes additiona'/ operations to the conventional displace-
ment solution indicated by bold lines~ 
During an increment, the initial solution of the iteration for the mixed pro-
blem is carried out in exactly the same manner as the displacement method, 
with the converged stress and strain field of the previous increment taken as 
the initial state to calculate the tangent array. The mixed interpolation then 
takes over the process, and the tangent array becomes part of the strategy. 
The nodal strain is recovered from the displacement solution, and then the 
constitutive equation is integrated at the nodal point level to obtain the 
nodal stress array. The new residual vector is formed using this new state of 
stress~ The iteration is repeated until the norm of the residual vector be-
comes less than the prescribed tolerance~ 
The size of thE! new incremental load is adaptively calculated when the auto-
matic incrementation routine is invoked. Otherwise, the input data for the 
next increment are loaded and the above procedure is repeated until the stop 
flag is set~ 
The output processor generates a report printout on the line printer channel 
at the E!nd of every increment. When the restart file and the plot file are 
requested, this processor generates these files and catalogues them in the 
system~ 
As dictated by the mixed formulation of the problem, all the information pro-
duced by the MHOST code is associated with nodal points. In the options to 
generate the line printer file, however, the element integration point infor-
mation is made available using the values interpolated by the shape function 
from the nodal values. 
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Detailed Flow Chart for Iterative Solution for Mixed Problem 
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3.3~3.3 Element Library 
The control structure of the code is independent of the el ement type used in 
the analysis described in the formulation development Section 3.3.2.2. The 
operations associated with the element technology are coded in the element 
1 ibrary subroutines~ This class of subroutines consists of the shape func-
ti ons, the derivati ves of shape functions with respect to the global coordi-
nate system and the element Cartesian coordinate transformations. These in-
dividual components are merged into the macro subroutines which assemble ma-
trices used in the solution procedure~ These macro subroutines are constructed 
for ever'Y type of geometric feature of the model, Le~, plane stress, plane 
strain~ axisymmetric and~ three-dimensional continuum~ When the MHOST program 
is executed, the upper level control routines select the appropriate macro 
element library subroutines; and then each macro subroutine, in turn, selects 
the lowest ,evel element library subroutines~ 
In the current version of the ~1HOST program, the bottom level element library 
consists of only two element types, i.e., a four-noded tWO-dimensional element 
and an I:~i ght-noded three-dimensi onal el ement. The structure of thi s code al-
lows the user to enhance the element library without major difficulties. 
The macro level subroutines consist of the lumped mass matrix routine to form 
Q, and the displacement strain matrix routine to form B. No element level 
operation is necessary for the stress recovery operations. For shells, the 
geometri cal features of the probl em requi re some coordi nate transformati ons 
which are defined only at the element level. 
3~3.3~4 Nonlinear Analysis Capabilities 
The following geometric types are included in the MHOST program: 
1. truss in three dimensions, 
2. plane stress, 
3. plane strain, 
4. axisymmetriC solid, 
5. three-dimensi onal sol i d, and 
6. shell in three-dimensions. 
The nonlinear constitutive equations built in this code are evaluated once at 
each iteration loop when the nodal stress is recovered after the strain-dis-
placement solution. 
The material laws discussed in the formulation development Section 3.3.2.2 are 
readily built 'into the present version of the ~1HOST code leaving the possi-
bility of major modification by means of user subroutines. 
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3.3.4 Program Validation/Verification 
The validation/verification of analysis capabilities is an important step in 
the computer program development process. Validation/verification of the MHOST 
finite element program is a joint MARC/Pratt & Whitney effort, and involves 
comparing ~1HOST results with those obtained from closed form solutions, the 
MARC General Purpose Structural Analysis program, and hardware tests. 
The simpl est val i dati on cases invol ved subjecti ng several el ement types to 
uniaxial loading. The finite element mesh and applied loads for a plane stress 
block are depicted on Figure 3.3-5. After three increments of loading into the 
plastic range, MHOST and fMRC results agreed to three significant figures. The 
mesh shown on Figure 3.3-5 was also analyzed using the four node plane strain 
quadril ateral el ement and agreement between resul ts from the two finite el e-
ment codes was also very good (three significant figures). In addition, a 
simil ar mesh ofaxi symmetric el ements was exerci sed for the case of uni ax; al 
tension. After three increments of loading, results from both codes agreed to 
two significant figures, except for the plastic strains. Here, r4HOST pre-
dictions were about 2% smaller than MARC values. 
The three-dimensional block shown on Figure 3.3-6 was placed in uniaxial ten-
sion by prescribing displacements in the x-direction. The MHOST results exhib-
ited homogeneous uniaxial behavior in the plastic range after three increments 
of prescribed displacement, and numerical values \'1ere in excellent agreement 
with a closed form solution. 
A simple linear temperature analysis case was created by constraining the ends 
of the mesh shown on Figure 3.3-5 and subjecting it to a uniform increase in 
temperature. MHOST results were identical to the closed form solution. 
The more complex case of the elastic response of a cantilever beam subjected 
to a moment load was al so analyzed usi ng the MHOST program. The rectangul ar 
finite element mesh and loading data are shown on Figure 3.3-7. Five Loubignac 
iterations were performed and the results obtained using various numerical 
integration procedures are presented in Table 3-I. Run A which employs selec-
tive stiffness integration and strain-displacement integration by the trape-
zoidal rule shows the best (essentially exact) results. 
Highly irregular element shapes are often used in models of gas turbine com-
ponents in order to minimize problem size and, hence, control analysis costs. 
Since the performance of most quadrilateral and hexahedron elements deterior-
ates with increasing departure from parallelepiped shapes, the shape sensiti-
vity of these elements must be quantified in order to evaluate the accepta-
bility of meshes proposed for practical applications. The effects of Loubignac 
iterati on on the shape sensitivity of the quadril ateral pl ane stress el ement 
were examined using a cantilever beam modeled with skewed meshes and subjected 
to a pure moment load as shown on Fi gure 3.3-8. Resul ts were obtained for 
three values of the mesh skewing parameter e(OO, 22.5°, 45°) defined on the 
figure. 
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Validation of Three-Dimensional Elements 
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Figure 3.3-7 Cantilever Beam Problem (Plane Stress) 
Table 3-I 
Cantilever Beam: Loubignac Iteration Comparison 
Tip Displacement (in) 
Stress (psi) 
Exact 
2.4 
6000 
Run A 
2.3988 
6005.1 
Run B 
3.4951 
4368.1 
Run C 
2.2699 
5710.7 
=============================================================================== 
Stiffness Strain-Displacement Residual Force 
Integration Inte9ration Inte9ration 
Run A Selective Trapezoidal Full Gaussian 
Run B Full Gaussian Full Gaussian Full Gaussian 
Run C* Full Gaussian Trapezoidal Full Gaussian 
=============================================================================== 
*The results are identical to the full Gauss stiffness matrix integration in . 
conjunction with the reduced integration strain recovery integration. 
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Figure 3.3-8 Cantilever Beam: Shape Sensitivity Study 
The behilvior of the tip displacement and a typical extreme fiber bending 
stress are plotted on Figure 3.3-9 as functions of the number of iterations. 
Values for the cases of full and selective stiffness integration are shown on 
the figure (strain-displacement integration was performed using the trape-
zoidal rule in both cases). Displacements and stresses approach exact values 
as the number of iterations is increased and the improvement in these results 
is dramatic in the first few iterations. Hence, Loubignac iteration is an ef-
fective technique for minimizing the deterioration in accuracy associated with 
the use of irregular meshes. The positive effects of using selectively reduced 
element stiffne~ss integration are apparent; two to four fewer iterations are 
required to obtain results equivalent to full element stiffness integration 
values. 
The MHOST four node shell e1 ement was used to analyze a simply supportE~d 
square plate under the action of a uniform pressure. The finite element model 
including geometry, loads and boundary conditions is shown on Figure 3.3-10. 
An elastic analysis with five iterations was performed. The thickness/length 
ratio for the plate is very small (0.005) so comparisons of r4HOST results with 
the classical thin plate solution in Reference 15 are appropriate. The exact 
and computed val ues for 1 atera1 di spl acement and My at the center of the 
plate as well as the values for My' at the x = 1.0, y = 0.0 location are 
shown in Table 3-11. The MHOST results at the center of the plate are excel-
lent (errors less than 2 percent) and an adequate representation of the zero 
moment at mid-edge is also obtained. 
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Figure 3.3-10 MHOST Model of Simply Supported Plate 
Table 3-II 
Simply Supported Plate: Uniform Pressure Load 
Item 
Center Displacement (in) 
~1y (It x = 1.0, y = 0.0 (in-lb/in) 
"'1y cit Cente!r (in-lb/in) 
3.3-23 
Exact 
-7.093 
0.00 
-1. 916 
MHOST 
-7.231 
-0.139 
-1.932 
The t~HOST program has been used to determine the elastic-plastic response of a 
thick cylinder under the action of a uniform internal pressure Pi, Figure 
3.3-11. The cylinder has internal radius r=a=1.0 and external radius r=b=2.0, 
with an axial (i~e., z-direction) thickness of 1.0. The cylinder is modeled by 
twenty plane strain axisymmetric elements~ each with radial thickness 0.05, 
Figure 3.3-11. Plastic behavior starts at the internal radius and propagates 
radially outward as Pi increases. The material is elastic-perfectly plastic 
with yield stress O'y=45000. Other material properties are Young's modulus 
E=30. x 106 and Poisson's ratio v = 0.3. 
Results for this case are shown in Figure 3:3-12~ where the axial stress O'Z 
(normalized) in the elastic region is plotted as a function of the internal 
pressure loading Pi (also normalized). Here, k = O'Y/~ For completely 
elastic behavior~ the axial stress is constant in the radial direction and 
varies linearly with Pi along the straight line in Figure 3~3':'12. For elas-
tic-plastic behavior, the axial stress O'Z is constant only for the elastic 
portion of the cylinder~ but varies considerably in the surrounded elastic-
plastic region~ The value of O'Z plotted here is that associated with the 
constant elastic region result. The MHOST program values clearly show very 
good agreement with the theoretical results obtained by Prager and Hodge 
(Reference 16). 
In addition, a plate with a central hole was analyzed via MHOST and results 
were compared with MARC values for identical geometry and loading. The finite 
element mesh for this case is pictured in Figure 3.3-13, where both node and 
element numbering are indicated. The hole of radius 1.0-inch lies in a 6-inch 
by 6-inch square region. with symmetry conditions existing along both the hor-
izontal and vertical axes~ so that only one-quarter of the region need be con-
s; dered. Appropri ate di spl acement symmetry boundary condi ti ons are imposed 
along the left side (i.e~~ at nodes 28, 30, 25, 20, 22, 24, 35) and along the 
bottom side (i.e., nodes 15, 18, 10, 3, 6, 9, 31) boundaries. Uniform pressure 
loading is applied along the top boundary, i.e., along side 33-34 for element 
23 and along side 34-35 for element 24. The elastic material properties used 
are as follows: E = 30. x 106 , '\I = 0.3. The yield stress is 30. x 103, 
with a piecewise linear stress-plastic strain curve applying after yielding. 
Compari sons of the resul ts are presented in the next two fi gures. Fi gure 
3.3-14 shows the normalized ay stress at the most critical internal radius 
location (i.e., node point 15) as a function of normalized O'LOAP external 
load: In addition, corresponding values are also presented for the lntegration 
point in element 8 lying closest to node point 15. The crNOM stress is 10 x 
103 and represents the theoretical external pressure load at whi ch pl asti c-
ity is theoretically incipient at node point 15. The node pOint values associ-
ated with t·/tARe were obtained from a simple isoparametric bilinear fit of the 
integration point values of element 8. The straight line unconnected to any 
data points represents the theoretical purely elastic response at the inner 
radius. As can be seen from this figure, the cry values agree reasonably well 
between ~'iHOST and MARC; in fact, overall agreement between the two sets of re-
sul ts improves as the external pressure 1 oadi ng increases. In a simil ar man-
ner, Figure 3.3-15 shows the plastic strain component, _€yL, varying with 
normalized external load at the same node and integration point locations. 
Again, agreement between f,1HOST and MARC is quite good, even as the ex tarnal 
pressure.load increases. 
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Several structural problems for which test data is available have been select-
ed for analysis using the MHOST program. The first of these configurations is 
the NASA benchmark notch fatigue test specimen (Reference ]7). 
El asti c analyses of the f1 at, doubl e-notched uniaxi ally loaded specimen \'Iere 
performed using the fine and coarse meshes shown on Figure 3.3-16. In this 
case, the coarse mesh was defi ned wi th one-ei ghth the number of el ements em-
ployed in the fine mesh. The elastic strain results from analyses using the 
two meshes are plotted together with test results in Figure 3.3-17. The micro-
strai n at the surface of the notch for the fi ne mesh increased from 1705 to 
1818 when three Loubignac iterations were employed. The latter value compares 
favorably with results reported in Reference 17 (1800-1900). Agreement between 
fi ne mesh val ues and test resul ts at other 1 ocati ons is al so very good. The 
microstrain at the surface of the notch produced by the coarse mesh with three 
iterations (1813) is nearly the same as the iterated fine mesh value and is 
superior to the standard (no iteration) fine mesh value. This result demon-
strates the effectiveness of the iteration procedure in conjunction with 
coarse meshes and is especi ally si gni fi cant because the coarse mesh wi th i t-
erations used only one-tenth the computer time required to analyze the fine 
mesh without iterations. 
Elastic-plastic analyses of the benchmark notch specimen are now in progress. 
The advanced constitutive model is being employed in these analyses. 
Another MHOST verification problem is related to a combustor application. Con-
ventional full hoop combustors are subjected to large thermal gradients in the 
radial direction, as well as local streaking in the hoop direction. It is the 
interaction of these effects that causes failure in the form of low cycle fa-
tigue (LCF) cracking and local oxidation. With these failure mechanisms in 
mind, advanced combustors have eliminated the radial thermal fight by segmen-
ting the hot wall. This leaves only the local streak temperature variation as 
a driving force for possible LCF failures. The development and optimization of 
segmented confi gurati ons requires an understanding of the local materi al be-
havior in streak locations. 
Several years ago, the Material Development Group at Pratt & Whitney institut-
ed an LCF test to rank current and proposed combustor material s. Thi s test 
thermally cycled a flat disk specimen by periodically imposing a small local 
hot spot at the specimen I s center. The nature of the test, wi th a small 
through thickness thermal gradient, causes a bulging or blistering of the hot 
spot toward the flame which is analogous to combustor streak behavior. Analyt-
ic evaluation (~1ARC) of both this test and combustor components under streak 
loading confirmed this analogy. In each case, the material in the hot spot 
showed i denti ca 1 deformati ons. Furthermore, each showed i denti ca 1 amounts of 
damage in the form of creep and plastic strains. It has been concluded that 
the hot spot blister test is a,valid simulation of combustor streak behavior. 
Figure 3.3-18 shows a MHOST finite element solid model of a 1/4 segment of the 
flat circular specimen. The model consists of 320 solid elements and 615 
nodes. Validation/verification analyses are currently in process. 
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Figure 3.3-18 Simulated Combustor Liner Specimen (One-Quarter Section) 
A sophisticated MHOST finite element model of a low pressure turbine vane has 
been developed to demonstrate the program's applicability to this type of pro-
blem. The initial model shown on Figure 3.3-19 contains 424 four-noded shell 
elements which is consistent with models that would normally be employed in 
NASTRAN or MARC analyses. However, the enhanced capability of the MHOST code (Loubignac type iteration) should allow the ultimate use of a much coarser 
model. The loading environment consists of both thermal and aerodynamic pres-
sure loads. Since actual vanes of this type are clustered in groups of three, 
cyclicly symmetric boundary conditions are used at the inner vane platform to 
simulate the presence of the additional vanes. Elastic stress/strain distribu-
ti ons predi cted by the NHOST analysi s will be compared di rectly to strai n gage 
measurements taken on actual vanes. In addition, a creep analysis will be per-
formed to simulate the 69 hours of hot time accumulated at takeoff power dur-
ing an in-house endurance test of this vane. The analytical creep predictions 
will be compared to deflection data from the actual test. 
Figure 3.3-19 Turbine Vane Finite Element Model 
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3.3.5 Input Data Structure for the r~HOST Program 
The input data for the f4HOST program is divided into three major blocks: 
PARAMETER DATA, MODEL DATA, and INCREMENTAL DATA. Data of di fferent types 
within the datii blocks are identified using keywords as discussed in Section 
3.3.3.2. The keywords are listed and defined in this section to provide the 
potential user of MHOST with an overview of the structure and content of pro-
gram input. 
The PAR)~METER DATA serve to specify dynamic array allocations and to control 
the MHOST module execution sequence. The keywords associated with this data 
block are listed below: 
KEYWORD 
*ANISOTROPY 
*BOLINDARY 
*BUCKLE 
*CONSTITUTIVE 
*CREEP 
*DISTRIBUTEDLOAD 
*DUPLICATENODE 
*DYNAmC 
*ELEMENTS 
*FORCES 
*LOUBIGNAC 
*MODAL 
*NODES 
*OPTIMIZE 
*PERIODICLOADING 
*PRINTSETS 
SIGNAL TO MHOST PROGRAM 
Anisotropic material data will be input 
Displacement boundary conditions will be input 
Perform a buckling analysis 
Use constitutive model (simplified, conventionaOj, 
or advanced) indicated by parameter value 
Perform a creep analysis 
Distributed loads will be input 
Duplicate nodes will be input 
Perform a transient ana'lysis 
Use element type indicated by parameter value 
Nodal forces will be input 
Use Loubignac iteration options indicated by pa-
rameter values 
Perform free vibrations analysis 
Upper bound to number of nodes i ndi cated by pa-
rameter value 
Optimize band-width of stiffness matrix 
Periodic loads will be input 
Upper bound to number of print sets given by pa-
rameter value 
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KEYWORD 
*REPORT 
*RESTART 
*SCHH1E 
*STRESS 
*TANGENT 
*TEMPERATURE 
*THERMAL 
*TRANSFOR~1A TI ONS 
*TYING 
*UCOEFF 
*UDERIV 
*UFORCE 
*UHOOK 
*UPRESS 
*UTEMP 
*UTHERM 
SIGNAL TO fvlHOST PROGRAM 
Print interval given by parameter value 
A previous analysis is to be continued 
Time integration operator identified by parameter 
values 
Upper bound to number of stress boundary condi-
tions given by parameter value 
Perform modified Newton-Raphson iteration after 
cycle given by parameter value 
Nodal temperatures will be used in calculations 
Temperature dependent material properties will be 
used 
Upper bound to number of coordinate transforma-
tions given by parameter value 
Number and form of tyi ng equati ons gi ven by pa-
rameter values 
User subroutine UCOEFF will be provided 
User subroutine UDERIV will be provided 
User subroutine UFORCE will be provided 
User subroutine UHOOK will be provided 
User subroutine UPRESS will be provided 
User subroutine UTEMP will be provided 
User subroutine UTHERM will be provided 
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The finite element model is defined with the MODEL DATA. For example, the fi-
nite element topology and nodal coordinates, as well as boundary conditions 
and loads, are specified in this data block. The MODEL DATA keywords are iden-
tified below: 
KEYWORD 
*BODYFORCE 
*BOlJIJDARY 
*COORDINATES 
*DISTRIBUTEDLOAD 
*DUPLICATENODE 
*ELH1ENTS 
*EI~[) 
*FOHCES 
*INCREMENTS 
*ITERATIONS 
*POSTFILE 
*PRINTOPTI ON 
*PROPERTIES 
*SAVE 
*STOP 
*STRESS 
*TEMPERATURES 
*TRANSFORMATIONS 
*TYING 
*WORKHARD 
DEFINITION 
Body force data 
Prescribed displacement data 
Nodal coordinate data 
Distributed load data 
Duplicate node data 
Element connectivity data 
End of MODEL DATA 
Nodal force data 
Maximum number of increments 
Iteration control data 
Postprocessing file control data 
Output control data 
Element properties data 
Restart control data 
End of analysis 
Stress boundary condi ti on data 
Nodal temperature data 
Coordinate transformation data 
Tying equation data 
Equivalent stress - equivalent plastic strain data 
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The INCREMENTAL DATA are used to specify the loading history, modifications to 
boundary condi ti ons, and i niti al conditions for transient response cal cul a-
tions. Any number of INCREMENTAL DATA blocks may be included in an analysis. 
The following r·10DEL DATA keywords may be used in an INCREMENTAL DATA block: 
*BODYFORCE 
*BOUNDARY 
*DISTRIBUTEDLOAD 
*END 
*FORCES 
*ITERA TI ONS 
*POSTFILE 
*PRINTOPTION 
*SAVE 
*STOP 
*STRESS 
*TEMPERATURES 
*TYING 
The additional keywords available for use in the INCREMENTAL DATA blocks are 
defined below: 
KEYWORD 
*ACCELERATION 
*AUTOINCREMENT 
*DISPLACEMENT 
*ENDINITIALCONDITION 
*INITIALCONDITION 
*PERIODICLOADING 
*p ROPORTI ONAL 
*TIME 
*VELOCITY 
DEFINITION 
Initial node accelerations data block (transient 
analysis) 
Automatic load increment data 
Initial nodal displacements (transient analysis) 
End of initial condition data (transient analysis) 
Start of initial condition data (transient analy-
sis) 
Periodic loading data 
Proportional loading data 
Time increment data for creep and transient anal-
ysis 
Initial nodal velocities (transient analysis) 
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3.3~6 List of Symbols 
Symbol 
f· J 
F 
h 
K 
M 
Q 
R 
ti 
u 
x,y,z 
£ 
Li st of Symbols 
Referenced Within Section 3~3 
Description 
Acceleration components 
Matrix which relates nodal stresses to nodal forces 
Stress-strain matrix 
Stress-strain tensor 
E'Jastic modulus 
Body force components 
Nodal force vector 
Thickness of model 
Conventional displacement method stiffness matrix 
~1c)ment 
Direction cosines of normal to surface 
Internal pressure 
Shape function inner product matrix 
Radius 
Surface tractions 
£H spl acement vector 
Coordinates 
Displacement component at a point 
Nodal strain vector 
Strain tensor 
Isoparametric coordinates 
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Symbol 
9 
p 
C1 
Superscript 
n 
PL 
T 
1 
A 
* 
List of Symbols 
Referenced Within Section 3.3 (continued) 
Description 
~1esh skew angl e 
Poisson's ratio 
Density of material 
Nodal stress vector 
Yield stress 
Stress tensor 
Denotes a deformable body 
Denotes surface with prescribed displacements 
Denotes surface with prescribed tractions 
Description 
Iteration number 
Denotes plastic quantity 
Denotes transpose of a matrix 
Denotes element coordinates 
Denotes a prescribed quantity 
Denotes a virtual quantity 
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3.4 BOUNDARY ELEMENT METHOD 
3.4.1 Overview 
It is the goal of the Advanced Formulation Development portion of this program 
to develop a computational technique for the solution of linear, nonlinear and 
transierlt problems in gas turbine engine hot section components. This tech-
nique is to be distinct from, and complementary to, the finite element method. 
The existence of such a computational tool will enhance the abil ity to cal i-
brate the other codes developed under this contract. In addition, it is to be 
expected that different techn i ques wi 11 prove optimal, in terms of effi ci ency 
or accuv'acy, for particular types of component analyses. Since almost all gen-
eral purpose structural analysis computer programs presently available employ 
the displacement finite element method, the new program developed as part of 
the Advanced Formul ati on Development effort can be expected to extend the 
ability to perform realistic analyses of hot section components. 
Pratt & Whitney and its subcontractor, the State University of New York at 
Buffalo, have chosen, with the agreement of the NASA-Lewis program manager, to 
develop the boundary el ement method to ful fill the requi rements of Task Ie, 
and expect to continue its development throughout the remainder of the Inelas-
tic Ana'lysis Ml:thods program. Very significant progress has been achieved dur-
ing the first year of the contract effort. The analytical basis for a general 
purpose structural analysis program employing the boundary element method has 
been developed. Elastic, inelastic and both periodic and aperiodic dynamic ef-
fects have been considered. Numerical methods for the implementation of these 
analyses have been selected or, in many cases, newly developed. A computer 
program ; ncorporati ng these techni ques with suffi cient general; ty to all 0\'1 the 
analysis of hot section components has been designed, developed and tested. 
The first year development effort is discussed in more detail below. Section 
3.4.2 rl~views the results of a boundary element method literature survey con-
ducted early in the program. Section 3.4.3 summarizes the analytical and nu-
merical basis of the boundary element method for elastic, inelastic and dynam-
ic problems in three dimensions. The overall structure and development of the 
boundary element method computer program is described in Section 3.4.4. Vali-
dation/verification of the resulting code is reviewed in Section 3.4.5. 
3.4.2 Literature Survey 
3.4.2.1 Introduction 
This section contains a brief review of available literature on the boundary 
element method ll applied to problems of linear, nonlinear and dynamic stress 
analysi 51. Attention is primarily focused here on the boundary el ement 1; tera-
ture rel evant to the present contract. . 
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The earliest work based on the direct boundary element formulation was pre-
sented by Jaswon and Ponter (Reference 1) for the Saint-Venant torsion problem 
of elastic bars, and by Rizzo (Reference 2) for elastostatic problems. In re-
cent years, Cruse, Rizzo, Lachat, Watson, Banerjee, Butterfield, Brebbia, 
Wil son and others have all contributed to development of the direct boundary 
element method. At present, higher-order elements, as in the finite element 
method, have been employed and some standardization of solution procedures has 
been achieved for 1 inear problems in solid mechanics. A number of textbooks 
(References 3 through 7) and advanced level monographs (References 8 through 
10) provided not only a full description of these developments but also of de-
velopments in other fields. Reports by Cruse and Wilson (References 11, 13 and 
14) on fracture mechanics, and Mendelson on plasticity (Reference 12) provide 
very readable accounts of developments in these areas. 
In the discussion below, the development of the boundary element method is 
outlined for several different fields of continuum mechanics. 
3.4.2.2 Linear Stress Analysis 
The initial application of boundary element methods in elastostatics was to 
torsion problems of elastic bars. The pioneering work in this area was done by 
Jaswon and Ponter (Reference 1). Subsequent to their work, computational effi-
ciency and accuracy have both been much improved. 
Extension of both direct and indirect integral equation methods to the static 
stress ana1ysi s of three-dimensi ona1 bu1 ky sol ids followed shortly after the 
successful app1 i cati on of these methods to two-dimensional probl ems. Refer-
ences 4 and 11 through 23 describe the work of a number of researchers. In 
parti cul ar, Lachat and Watson (Reference, 16) and Watson (Reference 17) de-
scribe algorithms developed using the direct formulation applied to the stress 
analysis of thick cylindrical pressure vessels with holes. Banerjee (Refer-
ences 18 and 19) and Banerjee and Butterfield (Reference 20) describe numeri~ 
cal solutions to problems involving pile foundations as well as buried foun-
dations of arbitrary shape. 
Cruse, Wi 1 son and others (References 23 through 30) show excell ent appl i ca-
tions of the boundary element method to two- and three-dimensional problems of 
linear elastic solids. Alarcon, Brebbia and Dominquez (Reference 31) showed an 
equiva1 ence between the direct boundary el ement method and the method of re-
siduals, and solved some simple problems. A more general discretization was 
presented by Lacha t and Watson (References 16 and 17) by i ntroduci ng hi gher-
order boundary elements, whereby the efficiency and accuracy of numerical cal-
culation were much improved. Anisotropic elastic problems were investigated by 
Wilson and Cruse (Reference 32). Elastic stress analysis of axisymmetric 
bodies was carried out by Cruse, Snow and Wilson (Reference 27), and also by 
t4ayer, Drexler and Kuhn {Reference 33L, under centrifugal body forces as well 
as steady state temperature gradients. 
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If the temperature distribution is known, the uncoupled thermoelastic problem 
can be treated as an e1astostatic problem loaded by a body force corresponding 
to the temperature distribution. Rizzo and Shippy (Reference 34) used this 
approach to sol ve three-dimensi ona1 thermoe1 asti c prob1 ems for nuc1 ear pres-
sure vessel components and for turbine airfoils. Chaudouet and Loubignac (Ref-
erence 35) performed a three-dimensional analysis of the thermoelastic behav-
ior of rollers. 
Hansen (Reference 36) and Stern (Reference 37) proposed di rect boundary e 1 e-
ment methods for plate problems formulated in terms of variables having clear 
physi cal meanings. Independently, Bezine (References 38 through 40) al so pro-
posed similar methods of solution. Wu and A1tiero (Reference 41) have recently 
proposed a new solution procedure for the elastic bending of anisotropic 
plates and solved some example problems. 
Stress i ntens; ty factors in el asti c fracture mechanics have been cal cu1 ated 
wi th cons i dercib 1 e success us i ng boundary element methods (References 23 
through 30, and 42 through 47). Results have been obtained for various crack-
ing modes in both two and three dimensions. Recently, crack tip boundary ele-
ments have been introduced which take into account the singular behavior of 
displacements and tractions at crack tips (References 14 through 47). A stress 
intensity factor was al so computed by Snyder and Cruse (Reference 28) for ani-
sotropic elastic plates. 
It is c'lear that solutions to problems in e1astostatics based on boundary in-
tegral equations have reached such a state of development that it is now pos-
sible to undertake elastic and thermoelastic stress analyses of two- and 
three-dimensional bodies in a routine manner. For instance, Reference 4 dis-
cusses the analysis, using an isoparametric boundary element representation, 
of a disc rim-slot which retains blades in a gas turbine rotor assembly. 
3.4.2.3 Dynam'ic Stress Analysis 
As far as the solution of the general transient two-dimensional linear elasto-
qynamic (or viscoelastodynamic) problem is concerned, there are currently 
three basic approaches available: 
1. Determination of the steady-state solution by boundary element method 
approaches followed by reconstitution of the transient response using 
FouriE~r synthesis, as done by Banaugh and Goldsmith (Reference 48), 
Kobayclshi and Niwa, et al (References 49 and 50). 
2. Sol ut·j on of the probl em in the Lapl ace transform domai n by boundary 
element method approaches fo"llowed by a numerical inverse transforma-
tion to obtain the response in the time domain, as done by Doyle (Reference 51), Cruse and Rizzo (Reference 52), Cruse (Reference 53), 
and Manolis and Beskos (Reference 54). 
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3. Time domain formulation and solution of the problem by boundary ele-
ment method approaches in conjunction with step-by-step time integra-
ti on schemes. Thi s has been done by Col e, et a 1 (Reference 56), for 
the anti-plane strain case and by Niwa, et al (Reference 55) for the 
two-dimensional case. 
A comparison of the above three approaches on the basis of their accuracy and 
efficiency was done by Manolis (Reference 57). It should be noted that in the 
above papers some simpl e two-dimensional el astodynamic probl ems were sol ved 
such as: l} the case of an unlined or lined circular cylindrical cavity under 
the passage of longitudinal or transverse waves (References 49 and 50), 2) the 
cases of square or horseshoe shaped cylindrical cavities under longitudinal 
waves, and 3) the case of wave propagation in half-planes, etc. 
In conclusion, it may be mentioned that although the static version of the 
boundary element method is rather fully developed, this is not the case in 
e 1 astodynami cs. A 1 though in the earl i er attempts the dynami c verson of the 
boundary el ement method showed consi derab 1 e promi se, the development has not 
been carri ed out to the stage where the method coul d be consi dered as an 
established problem solving tool. 
3.4.2.4 Nonlinear Stress Analysis 
Since material nonlinearities may be introduced into an elastic analysis meth-
od as a set of initial strains, stresses or body forces in the same way that 
thermal loading or centrifugal effects can be introduced, it is hardly sur-
prising that such a successful analysis tool for elastostatics can also be de-
veloped for plasticity and creep analysis. However, for the boundary element 
method, unlike the finite element method, it is possible to provide a brief 
and yet quite comprehensive review of work published to date on nonlinear pro-
blems. 
The earliest boundary element formulation for elastoplasticity was due to 
Swedlow and Cruse (Reference 58). Rzasni ck i, et a 1 (Reference 59) proposed an 
initial strain approach for the three-dimensional analysis of work hardening 
materials, but only planar problems were solved. 
Mendelson, Rzasnicki and Albers (Reference 59) also describe formulations for 
elastoplastic analysis of torsion and planar problems. Both a biharmonic for-
mulation based on the Airy stress function and the displacement (direct) for-
mulation of Swedlow and Cruse were utilized in numerical solutions (generally· 
for V-notched beams). The elastoplastic solution was of an initial strain type 
using the method of successive elastic solutions. Boundary and interior dis-
cretizations were of the simplest type - straight boundary segments with the 
midpoint representing the boundary value on the element and an interior grid 
of essentially rectangles with strains evaluated at midpoints using the (anal-
ytically evaluated) integral equations for strain. Recently, Telles (Refer-
ences 60 and 61) has adopted a simil ar but sl i ghtly more sophi sti cated ap-
proach for a variety of problems involving strain hardening and perfect plas-
ticity. In his solutions, a linear variation of boundary displacement and 
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tractions is adopted~ with interior triangular cells in which strains are com-
puted at the vertices~ Thus, a linear variation of strain across an interior 
cell is computl~d~ with an associated improvement in the accuracy of modeling 
the plastic strain distribution~ 
Mukherjee and coworkers (References 7, and 64 through 67) have utilized a rate 
formulation of the inelastic equations and a scheme for integrating forward in 
time~ Material behavior was described either by the equations of power law 
creep Ot' by a state variable consitutive model which draws no distinction be-
tween classical time-independent plasticity and time-dependent creep~ The an-
elastic strain rates at t=O are obtained from the consitutive equations, and a 
knowledge of these enables boundary displacement and traction rates and inter-
ior displacement and stress rates to be obtained. The values of these quanti-
ties at a new time t+at are then obtained by integrating forward in time using 
an Eulev·':'type strategy with automatic time step control ~ In Reference 67, a 
comparison between boundary element and finite element solution times is made, 
with thE! boundary element program giving a faster and more accurate solution~ 
Cl assi cal time-independent pl astici ty sol uti ons have been successfully ob-
tained by Banerjee, et al (References 68 through 72) using an incremental in'i-
tial stY'ess procedure similar to that used for finite element analysis. Plane, 
axisymmetric and three-dimensional problems have been solved. The initial 
stress algorithm is described in some detail in the boundary element method 
book by BanerjE!e and Butterfield (Reference 8). This work differs in one par-
ticular respect from that of other workers in that strains and stresses are 
calculated from displacements at the interior cell nodes rather than using the 
integral equat'ion for strain~ This introduces some loss in accuracy but is 
consider-ably more efficient computationally. In later work, boundary geometry 
and unknowns are represented by quadratic el ements (References 71 and 75). 
Cathie clnd Bane!rjee (Reference 72) described a general ized formul ati on to take 
account of time!-dependent i nel asti c deformation, conventional pl asti city, vi s-
copl asticity and creep with a singl e i nel astic al gorithm. Other conventional 
elastoplasticity solutions have also been reported (References 73 and 74). 
The boundary el ement method has recently been extended to the analysi s of 
large deformation problems (References 76 and 77). Although these publications 
essenti ally decll with very small test probl ems invol ving simpl e rectangul ar 
two-dimensional regions and do not develop the necessary surface or interior 
identities, feasibility has already been demonstrated. 
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3~4~3 Formulation Development 
3~4~3~1 Summary 
Various boundary element formulations for linear, nonlinear and dynamic pro-
blems are outlined in this section. The major governing equations are defined 
and the relevant integral formulations are presented; 
An advanced formulation of the boundary element method has been developed for 
three-dimensional problems of elastoplasticity and viscoplasticity and for dy-
nami cs ~ In th; s formul ati on both the surface geometry and unknowns have been 
represented by isoparametr.ic boundary elements~ An efficient mapping scheme 
has been devised such that the kernel-shape function-jacobian products can be 
eff; ciently and accurately eval uated usi ng the standard Gaussi an integrat; on 
formulae~ For nonl inear analysis, a fast and accurate solution algorithm has 
been developed where the previous history of the development of initial 
stresses and plastic strains is utilized. The dynamic analYSis has been de-
veloped in such a manner that the steady state (periodic) dynamic as well as 
transient forced vibration analysiS can be carried out using the same imple-
mentation~ 
3:4~3~2 linear and Nonlinear Stress Analysis 
Basic Governing Equations 
The governing differential equation for a solid in which the inelastic strain 
. 
rate £~j (i.e., plastic + thermal), and body force excitation rate f is 
present, can be expressed as: 
( 
.0 .0 ) o£kk Oe: .. 
- AO •• -- + 21.1 --.!1.. + 
1 J ax. ax. 
J J 
. 
f = 0 (3.4-1) 
· where u is the displacement rate 
• 0 .p . 
e:ij = Eij + 15.· EaT lJ 
.p plastic strain e: .. = lJ 
· T = temperature 
· f = body force per unit volume and 
dots on quantities represent their time derivatives. 
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The correspondoing boundary integral formulation for the problem can be easily 
shown to be (see Banerjee and Butterfield, Reference 4): 
+ ! Gij(x, ~o) fi(x) dV 
where ~() is a poi nt on the boundary 
Gij(x,O = 16v.h-vr } [(3-4v 16 jj + Y~~jJ 
(3.4-2) 
F .. (x,~) = ~i:-v) 1.2 [O-2V)(no l!. _ n. yj) + {3YiYj + 0-2V)0 .. } Yknk] 
, J ov \ r \ J r , r r2 , J r 
and 
1 1 
= - av{l-v) "1 [( Y· Yo Yk) 3YoY'Yk] o . k :.l.. + o. k -' - 0.' - (1-2v) + ,~ , r J r lJ r r3 
For a linear stress analysis problem, the quantities within the volume 
integral sign, i.e., £~k (= 0ij EaT) and f are both known. If the body forces 
. 
f; are conservative, then the volume integral can, if desired, be converted 
into a surface integral. For nonlinear analysis, £~k is also present, and must 
be determined at every step of the solution process. The plastic strain is 
usually a function of the state variables such as the stresses 0ij, plastic 
strains €~j and temperature T. 
Although equat"ion (3.4-2) is written for a surface point ~o, it can also be 
used for an interior point ~ if the term Cij arising from the treatment of 
the improper integral involving the function Fij is assumed to be zero, i.e., 
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(3.4-3) 
By calculating the strains corresponding to equation {3~4~3} and substituting 
in the stress-strain relations: 
• 211 v • + 2 • ( 211 v .0 + 2 .0 ) 
°jk = r:2V °jk Emm IlEjk - r:2V °jkEmm IlEjk (3.4-4) 
we can obtain the following expressions for the stresses at an interior point: 
(3.4-5) 
- 15(i~v) [(1+5v) 0jk €~m + (7+5v) Ejk] 
where Dis a small sphere around the source poi nt g and the free term on the 
right hand side is the result of an exact integration over the volume D. 
M;pJ'k = 11 3 LF3 (1-2V} (OOk r i r + 0ipr .r k) - 15r or r kr . 4v(1-v)r J "p ,J , ,1 ,p, ,J 
+ 3V('jjr,kr ,p + 'jpr,ir,k + 'jkr,pr,j + 'Pkr,jr,j) 
+ (1-2v) (O.OOk + oOko o \ + (4v-1}ooko. J 
lJ P 1 Jp) J lp 
If the strains are purely deviatoric, then E~m = 0 and equation (3.4-5) can be 
simplified, resulting in a small saving in computation. 
Equation (3.4-5) is not only invalid on the surface but also is difficult to 
evaluate numerically at points close to it. For points on the surface, the 
stresses can be calculated by constructing a local Cartesian coordinate system 
with the axes 1 and 2 directed along the tangential directions and the axis 3 
in the direction of the outward normal. The stresses referred to these local 
axes (indicated by overbars) are then given by: 
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v - Ev (- + £22 ) E -aU = I-v t3 + -"2 €ll + 1 +v €ll I-v 
- -
E 
-0'12 = 0'21 = 2(l+vf €12 
- v - Ev (- + £22) E -0'22 = r-v t3 + -"2 €ll + FV €22 I-v (3.4-6) 
-
t3 0'33 = 
- - t2 0'32 = 0'23 = 
- - t1 0'31 = 0'13 = 
where E is the Young's modulus and iij defines the components of the elastic 
strains (i.e., total-inelastic) in the local axes system. This method of eval-
uating the stresses on the surface was originally devised by Cruse (Reference 
25). 
The development presented here has assumed that all of the integral equations 
discussed are written over the entire structure to be analyzed. This restric-
tion is not essential. In fact, in practical analysis it is almost always de-
sirable to subdivide a complex structure into two or more subregions (referred 
to in this program as Generic r~odeling Regions, or G~1Rs). The integral equa-
tions are written separately on each GMR, and the overall structure is then 
assembl ed by enforci ng appropriate compatibil ity and equil ibrium conditi ons on 
the boundaries between GMRs. Thi s tac:tic can improve the numerical stabil ity 
of the resulting equation system and also results in very considerable re-
ductions in computer time for both elastic and inelastic problems. 
Solutio~ Algorithm 
If we d';scretize the boundary using n isoparametric quadratic surface elements 
and the likely elastoplastic region using m isoparametric quadratic hexahedral 
cells, then the complete state of the structure can be defined in terms of the 
nodal values of displacement and traction. The surface and volume integrals of 
equation (3.4-2) can then be expressed as a sum of integrals over surface ele-
ments and volume cells. Each of these integrals can be evaluated numerically. 
We can thus derive an algebraic representation of equation (3.4-2) as: 
3,4-9 
. 
Ax=By+C (3.4-7) 
. . 
where x and yare unknown and known boundary tractions and displacements, 
respectively~ and: 
. . 
C = G f + T £0 
couples the effect of the volume cells to the boundary solution. 
It should be emphasized that for a linear analysis, C is completely prescribed 
and equation (3.4-7) can be solved directly. -
Similarly, the interior equations for displacements and stresses may be cast 
in the form: 
(3.4-8) 
(3.4-9) 
where the superscript i is used to designate interior field point. 
The solutions for a nonlinear analysis can be developed as an accelerated 
elastoplastic algorithm or a viscoplastic algorithm depending on the nature of 
the constitutive model involved. For conventional elastoplastic constitutive 
relations, an initial stress (defined as a~j = D~jkl£~l where De is the elastic 
constitutive matrix) algorithm would be as follows: 
1. Obtain an elastic solution and scale to first yield. Hence, determine 
. i . i 
x, u , C1 
2. . i . i Evaluate x, u ,C1 for a small load increment \dth an initially 
estimated value of aO obtained from the extrapolation of the 
-previously generated history of initial stresses (if no prior plastic 
history exists, assume aO = 0) 
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3~ Accumulate all incremental quantities of stress~ displacement 
4~ Calculate with the new stress history the current constitutive matrix 
and determine the initial stresses 
5: Calculate new x, ~i cr i with y = 0 (i.e., no boundary loading change) 
. 
6~ Return to step 3 if x is greater than an acceptable norm 
7: Return to step 2, the next load increment. 
During the early part of the loading~ the algorithm will require a few itera-
tions for each load increment (since no history of generation of initial 
stresses exists): From the second or third increment onwards the solution con-
verges after one or two iterations~ 
If a viscoplastic model~ including thermally induced plastic creep strain be-
havior, is used the solution is best obtained using a current rather than an 
incremental form of equations (3.4,·7) through (3.4-9). These equations, 'if 
written in non··rate form, are valid expressions of the elastic problem given 
the boundary condi tions and an init'j al strai n fiel d: Providing the developing 
initial strain field in the plasticity and creep problem is integrated in a 
sufficiently accurate manner, the solution to the nonlinear problem at any 
time may be obtained using current values~ Advantages are that the algorithm 
is simplified, errors introduced through the accumulation of incremental quan-
tities are minimized and the equilibrium equations are satisfied at each stage 
of the calculation. 
The essentials of the viscoplastic solution algorithm are as follows: 
1. Evaluate x = A-I B Y + C 
for the prescribed boundary loading with the vector y and initial 
viscoplastic strain £vp = 0 
2. Scale elastic solution to Y'ield point for p·lasticity problem and 
apply a small load increment AY where A is fraction of the total load 
-to be applied in an incremental analysis 
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3. Evaluate €vp using the constitutive equation at the time t 
4~ Select ~t and compute £vp from a suitable integration of eVP at time 
t + ~t 
5. Resolve equations in step 1 
6~ Return to step 3 until eVP is negligible or t > tmax ' the time up to 
which the solution is required~ 
5. For plasticity applications return to step 2 for the next load 
increment. 
The algorithm outl ined above would be successful if the chosen ~t<~tcritical 
where ~tcritical is obtained from the careful study of the governing stiff 
differential equation: 
(3.4-1O) 
A good working rule often adopted in practice is that the creep strain rate 
must not exceed a certain fraction of the total elastic strains at a critical 
section of the structure, i.e., 
. vp Ce 
£ < a C1 
where Ce is the elastic compliance matrix 
C1 is the stress state 
a is a value between 0.1 to 0.5. 
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3~4.3~3 Dynamic Stress Analysis 
Governi~g Equations 
The governing differenti al equati ons for the response of a three-dimensi onal 
sol i din the absence of body forces can be expressed as: 
(3.4-12) 
where Ui(xi.t} are the components of the displacement vector. indices i 
and j correspond to Cartesian coordinates xi, commas indicate differentiation 
with respect to these coordinates, dots indicate differentiation with respect 
to time t and summati on over repeated i ndi ces is understood; C! and c2 are 
the propagation velocities of dilatational {P-wave} and distorsional (S-wave) 
waves~ respectively, given in terms of the Lam~ constants 1 and ~ and the mass 
density p of the material by 
The constitutive equations are of the form 
O'ij = p [(ci - 2C~) Ur,rOij 
where CJij(Xi,t) are components of the 
Kronecker delta. 
+ c2
2 (u .. + U •• )] 
" ,J J ,1 
stress tensor and 
(3A-13) 
(3A-14) 
is the 
The Lap'lace transform with respect to time of a function f(xi,t} is defined 
as: 
co 
L(f) = f(xt,s) = cr f(xi,t)e-stdt 
where s is the transform parameter. 
Application of the Laplace transform to equations (3.4-12), 
(3.4-14) under zero initial conditions yields 
( 2 2) - 2 - 2 -c1 - c2 u. .. + c2 u. .. - s u. = 0 1,lJ J,11 J 
2) .0 2 (- -)] 2c2 1I IS •• + c2 u. . + u. . r,r lJ . 1.J J,1 
cr •• In. = t. lJ J , 
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(3~4-1!)} 
(3.4-13) and 
(3.4-16) 
(3.4-17) 
(3.4-1B) 
If a homogeneous~ isotropic and linear elastic body is under the influence of 
harmonic forcing functions of time prescribed through boundary conditions of 
the form 
(3~4-19) 
where w is the circular frequency and ti the ampl itude of the forces, then 
the di spl acement vector will be of the form 
(3.4-20) 
where ui is its amplitude. Substitution of equqtion (3.4-20) in (3.4-12) and 
(3~4-14) and cancellation of the common factor e'wt yields 
( 2 2) - 2 - 2 -c1 - c2 u. .. + c2 u. .. + W u. = 0 ',1J J,ll J (3.4-21) 
+ u. .)] J ,1 (3.4-22) 
a .. n. = t,. lJ J (3.4-23) 
where 0ij denotes the stress ampl itude. A comparison of equations (3.4-16) -
{3A-18} with equations (3.4-21) - (3.4-23) indicates that any method for 
solving the Laplace transformed general transient problem can also be used to 
solve the steady-state problem as a special case, if the complex laplace 
transform parameter s is replaced by -iw in the formulation. The solution iii 
and aij will be, of course, in terms of the frequency w so that no inversion 
is required. The approach implies that the formulation corresponding to algo-
rithms of Laplace inversion working with complex data will be used. 
The corresponding boundary element formulation in the transformed space 
(S,Xi) follows from the above differential equation. Thus for a boundary 
point go, we have 
[Ojj - C;j (go)]u;( go's) = [[ G;j (x, go's)'!;; (x, s)-F jj(x, go's)"; (x,s )}s (3.4-24) 
where s is either the transform parameter or -iw, and w is the circular fre-
quency 
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+ e (n. r . - 2r . r . !!:) 
, ,J " ,J an + Y r .r . !!: + 6r .r "JI " ,J an ,J, 
( 
c~ c2 ) -sr/c 2 c2 t/J:: 22 + - + 1 _e __ - -{ 
S r sr r c 1 
( 3C~ 3c2 ) -sr/c2 c~ 0:: 2""'l + - + 1 _e_.,--_ - --z s r sr r c
1 
(
C2 c) -sr/c1 1 + 1 e __ N sr r 
( 
3ci 3c1 ) -sr/c1 2""'l+-+1 e 
s r sr 
20 
r , y = 
a0 
-2 "-
- ar (Ci )( at/J a0 20) and 6 = ~ - 2 ~ - - - -ac' ac ar r 
2 2 
- -Note that although the functions G and F become identical to their stat"ic 
counterparts G and F as w tends to zero it is important to evaluate this limit 
carefully because of the presence of w in denominator. As w increases these 
functions remain well behaved. 
Equa"tion (3.4-24) can also be written for an interior point g by simply assum-
ing Gij = 0 and g = go. This gives the required identity for calculating 
the interior displacements. The interior stresses can be obtained from: 
(3.4-25) 
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where: 
Eijk = same as Tijk with G replaced by F 
- ,sir .r 'k + r .r 'k)] \1 ,1,J ,J ,1 
+!! r k(r .n. - 2r .r. i!:.) + s(r 0kn. - 2r 'kr 0 ~ - 2r .r ok!!: a r, ,1 J , 1 ,J an, 1 J 9 1 ,J an, 1 ,J an 
- 2r .r ° (!!:) k) + !r. r k(r .r . !!:.) + r(r 'kr • !!:. + r .r Ok 2.! 
,1 ,J an, ar"l ,J an ,1 ,J an ,1 ,J an 
The corresponding equations for the stresses on the surface are identical with 
those for the static case \'iitil dynamic eldstic constdnts !Jiven hy equation 
(3.4-13). 
Numerical Implementation 
Since the basic governing equations for a dynamic analysis in the transformed 
space (either in s or (J space) are virtually identical to the corresponding 
equations for the static analysis, the numerical implementation developed for 
the static case can be used to extract solutions for the dynamic problem for 
one val ue of the transform parameter s or frequency parameter (J. It shoul d 
also be noted that any internal viscous dissipation of energy (damping) can 
easily be accounted for by replacing the elastic moduli A and 1.1 by their 
complex counterparts A* and 1.1*: 
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(3.4-26) 
>.* = >.(1 + 2iB) 
leaving Poisson's ratio unaltered. 
The parameter 2B, by analogy with single degree of freedom systems may be 
termed the damping ratio and is given by: 
a = wn/2j.1 (3.4-2"1) 
where n is the coefficient of viscos'ity in the Kelvin-Voigt model. 
For a general transient case the solution must be transformed back to real 
time by a suitable inversion process~ Let f(t) be a real function of t, with 
f{t} = () for t < O. The Laplace transform f{s) of f{t) is defined by equation 
(3A-15) and its inversion formula is given by: 
f{t) 1 
= '2iTT 
x+ioo -f f(s)est ds 
x-ieo 
i = V-I (3.4-28) 
where x(>O) is arbitrary, but greater than the real part of all the singular-
ities of f{s), and s is a complex number with Re{s)e > O. 
In the present applications f{s) is too complicated to be inverted analytic-
ally and is available in numerical form. In those cases a numerical inversion 
of the Laplace transform is imperative. 
The method of inversion used is that of Durbin (Reference 78) and is actually 
an efficient improvement of the method of Dubner and Abate (Reference 79) 
which is based on the finite Fourier cosine transform. Durbin (Reference 78) 
combined both finite Fourier cosine and sine transforms to obtain the inver-
sion formula: 
f(tj ) = 2(e
Bj
•
t /T) [-} Re[f(s)] + Re ! :~~ (A(n) + IB(n))w-inl] (3.4-29) 
where 
S +' 21T n = a 1n T i = V-l w = e i21T/ N 
L 
Re {r(a + i{n + £N) ~)} A{n) = ~ (3.4-30) 
£=0 
L 
Im{f(e + i(n + £N) 2~)} B{n) = ~ 
J.=o 
n = 0, 1, 2, 3 D' .. ,N £= 0,1,2, 3, .•• ,L 
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and f(t) is computed for N equidistant points tj = jAt = jT/N,j = 0, 1~ 2, 
~~~~N-1: It is suggested that for LxN ranging from 50 to 5000 one should se-
lect aT = 5 to 10 for good results, where T is the total time interval of in-
terest: The computations involved in equation (3:4':'29) are performed by em-
ploying the Fast Fourier algorithm of Cooley and Tukey (Reference 80). The al-
gorithm employed here was used with considerable succe~s by Manolis and Beskos 
(Reference 54). In the case of the Fourier transform (s = -iw), the above al-
gorithm is equivalent to a Fourier synthesis: In this work we have used L=1, 
N=50 and aT=6, although as mentioned above these values can be adjusted to im-
prove accuracy: 
The only topic remaining for discussion is the direct transform, i.e., to find 
the Laplace or Fourier transform of a given forcing function in time. If the 
forcing function is piecewise linear in time, which is an excellent approxima-
tion for'functions that are densely sampled, then the following exact formula 
can be used: 
where Fi is the value of f at time ti and AF = Fi+1 - Fi. 
It should be noted that the Laplace transform solution is essentially a super-
position of a series of steady state solutions and is therefore applicable 
only to linear elasto-dynamic problems. For nonlinear problems the solution 
must be obtained in the real time domain: The boundary integral formulation 
for the time embedded el asto-dynami c analys is has al ready been developed: Thi s 
formulation can be extended to deal with nonlinear dynamic problems. 
The present steaciy state dynamic algorithm can also be used to determine the 
vari ous vibrati on modes of a structural component. Unfortunately. the al go-
rithm is computationally inefficient. A new real variable version of the 
eigenvalue analysis is currently being developed which is likely to prove 
useful. The present steady state dynamic analysis is ideally suited for the 
stress analysis of components at a given value of frequency parameter w. 
For buckling analysis, the necessary boundary integral formulation has not yet 
been developed. Although it is possible to construct an integral representa-
tion, it is doubtful if it can be made sufficiently computationally efficient 
to be a viable alternative. 
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3.4.4 Computer Program Development 
3.4.4.1 Introduction 
The mathematical goal of the computer program development is the ac£urate and 
efficient implementation of the analysis described in Section 3.4.3. By it-
self, this is a significant task. While many of the capabilities required have 
been dE!monstratted ; n spec; a 1 purpose computer programs or di scussed ; n the 
open literature, no program (even for two-dimensional analysis) includes all 
of the required capabilities. The construction of a three-dimensional code in-
cluding elastic, nonlinear and dynamic capabilities was a most challenging 
task. 
Of equal importance is the degree of general ity required in the definition of 
component geometry, loading and material properties. This is necessary if the 
program is to be applicable to real problems in the aerospace industry. Since 
no general pur'pose boundary element program existed as a starting point, or 
even a model, 'it was necessary to dEwelop, during a single year, a new general 
purpose system for structural analysis. 
Duri ng the past year, the computer program BEST (Boundary El ement Stress Tech-
nology) has been developed. It is capable of carrying out elastic, inelastic 
and dynamic analyses for real component geometries. The capabilities of the 
program have been calibrated by comparison with analytical solutions, other 
numerical stress analyses and data. In addition, the code was written with 
sufficient generality to allow the incorporation of new technology, developed 
during the remainder of this contract, without major recoding of the already 
completed portions of the program. 
The development of the computer program BEST is di scussed in the follow; n9 
sections. 
3.4.4.2 Globa~ Program Structure 
BEST is designed to be a fully general structural analysis system employing 
the boundary eO/ement method. The pr()gram is written using standard IBM FORTRAN 
IV. Development has been carried out at Pratt & Whitney using an IBM 3081 in 
both batch and interactive modes and at SUNY-B on an HP9000 minicomputer sys-
tem. I n both cases the requi red code and workspace fi tin core wi thout re-
quirement for overlays. The nature of the method is such that, for any real-
istic problem, not all required data can reside simultaneously in core. For 
this reason extensive use is made of both sequential and direct access scratch 
fi1 es. 
The overall structure of BEST is shown in Figure 3.4-1. The program first ex-
ecutes an input segment whi ch is common to all types of analysi s. After the 
input has been processed, there are three major branches, corresponding to 
elastic~ inelastic and dynamic analysis. 
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SURFACE INTEGRATION 
VOLUME INTEGRATION 
(IF REQUIRED) 
SYSTEM EQUATION ASSEMBLY 
SYSTEM MA TRIX DECOMPOSITION 
STATIC DYNAMIC (COMPLEX VARIABLE CODE) 
SURFACE INTEGRATION 
TRANSFORM BOUNDARY 
CONDITIONS 
(IF REQUIRED) 
SYSTEM EQUATION ASSEMBLY 
SYSTEM MATRIX DECOMPOSITION 
SOLUTION I-f--i MODIFY RHS FOR NEXT ITERA TION SOLUTION 
ELASTIC 
INELASTIC CALCULATE PLASTIC 
>------1 STRAINS 
NO 
MODIFY RHS FOR NEXT TIME STEP 
OUTPUT 
Figure 3.4-1 BEST - Overall Program Structure 
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CALCULA TE TIME DOMAIN 
SOLUTION (IF REQUIRED) 
If only an elastic analysis is required, the necessary surface integrals are 
calculated and assembled into the set of system equations using specified 
boundary condi ti ons. The system matr-i xis then decomposed and saved on di sk, 
followed by the calculation of the solution vector. The full displacement and 
traction solution on each boundary element is then reconstructed from the so-
lution vector. In a time dependent problem the process of constructing the 
load vector for the system equati ons is repeated at each time step, but the 
integration, formation and decomposition of the system matrix are done only 
once. 
If a dynamic analysis is to be carried out, a branch is taken immediately 
after the input processing. The main differences between the elastic and dy-
namic portions of the code are: 
1. in the calculation of Laplace transforms of the boundary conditions 
(in the aperiodic case), 
2. in the use of complex versions of the quasi-static elastic routines 
connected with surface intE~gration, system matrix assembly and system 
matrix decomposition, and 
3. in thc~ use of the transform of the (complex) dynamic point load solu-
tion in place of the Kelvin solution. 
In the case of inelastic analysis the elastic branch is followed through the 
calculation of the surface integrals required for both system matrix creation 
and the evaluation of elastic stresses at the points used to describe the vol-
ume distribution of inelastic strain. The system matrix is decomposed once, 
for the initiall elastic solution, and the decomposed form is saved for re-
peated use dur-ing the plasticity calculations. The main difference between the 
elastic and inelastic analyses is the iterative process (carried out at each 
load or time step) in which the inelastic strain distribution is evaluated and 
employed in volume integrals which modify the system equation load vector. 
This process is nested inside the time stepping procedure of the elastic code. 
It should be noted that, in the present version of BEST, the inelastic volume 
; ntegrati on routi ries are used to deal with both thermal stresses (due to 
either transient or steady state temperature fields) and inhomogeneous elastic 
mater; a'l properties. Effort duri ng the second year of the program will be de-
voted to developing a more efficiEmt treatment of these effects in purely 
elastic problems. 
Various aspects of the computer program are discussed below. 
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3.4.4.3 Program Input 
The input for BEST ; s free fi el d. Meani ngful keywords are used to identify 
data types and to name particular data sets. The overall input structure is 
shmm in Figure 3.4-2. The input is divided into four major types: 
1. Case Control Cards 
The case control cards define global characteristics of the problem. In ad-
di ti on to the problem ti tl e, these input items defi ne the ways in whi ch the 
problem departs from a static, homogeneous elastic analysis. The reading or 
writing of restart data is also defined at this point. In all cases the ab-
sence of a case control card will cause the program to default to the simplest 
case, a standard elastic analysis. 
2. r,jaterial Property Definition 
The material property input allows the definition of elastic and, if required, 
inelastic material properties for a variety of materials. For isotropic, homo-
geneous materi al s both Young I s modul us and the coeffi ci ent of thermal expan-
sion can be prescribed in tabular form for a user-defined set of temperatures. 
Temperature independent values of density and Poisson's ratio are defined. 
If inelastic material properties are required, the particular constitutive 
model to be used must first be chosen. The constants required to initialize 
the model for a given material are then input, together with a material iden-
tifier. 
For both elastic and inelastic properties, provision is made to link BEST to 
existing user material properties libraries. In this case the user is respon-
sible for providing code to access the local libraries. 
3. Geometry Input 
Geometry input is defined one GMR (generic modeling region, or subregion) at a 
time. To initiate the input, a tag is provided to identify the GMR, a material 
name and reference temperature are defined to allow initialization of material 
properties and various flags are input (if required) to identify behavior 
other than static elastic within the GMR. 
The next block of geometry input consists of the Cartesian coordinates of the 
user input pOints for surface and volume geometry definition, together with 
identifiers (normally positive integers) for these geometric nodes. 
304-22 
Following the definition of an initial set of nodal points, the surface con-
necti vi ty of the GMR is defi ned through the input of one or more named sur-
faces. Each surface is made up of a number of elements, with each element de-
fined in terms of several geometric nodes. All surface element types presently 
employed represent surface geometry usi ng the quadrati c i soparametri c shape 
functions (Figure 3.4-3). Three sided elements, defined using six rather than 
ei ght geometri <: nodes, are us"ed for mesh 'transi ti on purposes. The terms quad-
rilateral and triangle are normally used to refer to the eight and six noded 
elements, although the real geometry represented is, in general, a nonplanar 
surface patch. 
G~ CASE CONTROL INPUT 
~ATERIAL PROPERTY INPUT 
~EOMET~R INPUT (BYGMRI [ 
BOUNDAR:] 
CONDITION 
INPUT 
BODYF::-l 
INPUT ~ 
NO 
NO 
-------' 
Figure 3.4-2 BEST - Input Structure 
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Figure 3.4-3 Quadratic Isoparametric Shape Functions 
Over each element the variation of displacement and traction can be defined 
using either the linear or quadratic isoparametric shape functions. Linear and 
quadratic elements can share a common side, which is then constrained to have 
linear displacement and traction variation. 
In addition to the element types mentioned above, elements which extend to in-
finity are provided. These elements are designed to allow modeling of struc-
tures connected to ground, and automatically incorporate appropriate decay 
condi ti ons. The characteri sti cs of the vari ous el ement types are summar; zed 
bel 0\'1. 
Element Type 
Linear Quadrilateral 
Linear Triangle 
Quadratic Quadrilateral 
Quadratic Triangle 
Linear Infinite 
Quadratic Infinite 
Geometry Nodes 
8 
6 
8 
6 
8 
8 
Displacement/Traction Nodes 
4 
3 
8 
6 
2 
3 
The geometry input includes the option to duplicate surfaces. Once a given 
surface has been completely defined, a copy of it can be automatically cre-
ated, with arbitrary translation and rotation. In this case the program will 
internally define and number any new nodes required, and will construct all 
element definitions. The surface referenced can be from the current GMR, or 
from any GMR previously defined. 
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The final input for each GMR is the definition of volume cells (presently re-
stricted to tWEmty node isoparametric elements) for that portion of the GMR in 
which volume effects (inelastic or thermal) are anticipated. The nodes of the 
(partia'l) volume discretization lying on the surface of the G~1R need not be 
coincident with nodes of the surface discretization. 
4. Boundary Condition Input 
The final input section provides for the definition of boundary conditions, as 
functions of both position and time. Data can be input for an entire surface, 
or for a subset (elements or nodes) of a surface. Input can be in global coor-
dinates, or can define rollers or pressure in the local coordinate system. In-
put simplifications are available for the frequently occurring cases of bound-
ary data which is constant with respect to space and/or time variation. Each 
boundary condition set can be defined at a different set of times. 
Special types of boundary conditions which are available include interfaces 
(fixed or sliding contact) between two GNRs, cyclic surfaces (to allO\</ effi-
cient modeling of structures with periodic geometry and loading) and springs 
to ground. 
In addi ti on to the boundary condi ti on types defi ned above, two types of body 
force loading (thermal and centrifugal) can be defined. 
3.4.4.4 Surface Integral Calculation 
Following the processing of the input data, the surface integrals occurring in 
equations (3.4-2) and (3.4-3) are evaluated numerically. This is the most time 
consuming portion of most elastic analyses, and contributes heavily to the 
cost of inelastic analysis. In BEST the results of these integrations are 
stored as they are calculated, rather than being assembled into the final 
equation system immediately. Although this is somewhat more costly in terms of 
storage and CPU (central processing unit) time, it has led to much greater 
clarity in the writing of the init'ial version of BEST. In addition, it pro-
vides much greater flexibility in the implementation of various restart and 
boundary condition options. 
The basic outline of the surface integration process is shown in Figure 3.4-4. 
The calculations proceed first by Gr~R (generic modeling region), then by 
source pOint (the equation being constructed) and finally by surface element. 
The results for each source point/surface element pair are written to disk. 
All of the calculations are carried out and stored in the global (Cartesian) 
coordinate system. 
The calculations connected with the creation of the system equations are the 
more complex. In this case either singular or nonsingular integrals can be en-
countered. The integrals are s i ngul ar if the source poi nt for the equati ons 
being cDn~tructed lies on the element being integrated. Otherwise, the inte-
grals are nonsingular, although numerical evaluation is still difficult if the 
source point and the element being integrated are close together. 
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LOAD GMR 
GEOMETRY. 
MATERIAL 
PROPERTIES 
FOR EACH 
SOURCE 
POINT 
... 
FOR EACH 
ELEMENT 
ELEMENT SINGULAR OR ELEMENT 
SUBDIVISION AND NONSINGULAR SUBDIVISION AND 
INTEGRA TION INTEGRA TION ? INTEGRA TION 
, t 
t 
OUTPUT 
Uij. Tij 
COEFFICIENTS 
NEXT ELEMENT 
NEXT SOURCE POINT 
NEXT REGION 
Figure 3.4-4 BEST - Surface Integral Calculations 
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In both the singular and nonsingular cases Gaussian integration is used. The 
basic technique is developed in Reference 4, and was first applied in the 
three-d'imensional boundary element method by Lachat and Watson (Reference 16). 
In the nonsingular case an approximate error estimate for the integral was de-
veloped based on the work of Stroud and Secrest (Reference 81). This allows 
the determi nat; on of el ement subdi vi 5i ons and orders of Gaussian i ntegrati on 
which will retain a consistent level of error throughout the structure. Numer-
ical tests have shown that the use of 3x3, 4x4 and 5x5 Gauss rules provide the 
best combination of accuracy and efficiency. In the present code the 4x4 rule 
is used for nonsingular integration, and error is controlled through element 
subdivision. The origin of the element subdivision is taken to be the closest 
point to the source point on the element being integrated. 
If the source point is very close to the element being integrated, the use of 
a uniform subdivision of the element can lead to excessive computing time. 
Thi s frequently happens in the case of aerospace structures, due ei ther to 
mesh transitions or to the analysis of thin walled structures. In order to im-
prove efficiency, while retaining accuracy, a graded element subdivision was 
employed. Based on one-dimensi onal tests, it was found that the subel ement 
divisions could be allowed to grow geometrically away from the origin of the 
el ement subdivi si on. Numeri cal tests on a compl ex three-dimensional probl em 
have sh()wn that a mesh expansion factor as high as 4.0 can be employed without 
significant deHradation of accuracy. 
In the case of singular integration (source point on the element being inte-
grated) the element ;s first divided into triangular subelements. The integra-
tion OVE~r each subelement is carried out in a polar coordinate system with 
origin at the source point. This coordinate transformation produces nonsin-
gul ar bE!havi or ina 11 except one of the requi red integrals. Normal Gauss rul es 
can then be employed. The remaining integral (that of the traction kernel 
Tij times the isoparametric shape function which is 1.0 at the source point) 
is stil'] singular, and cannot be numerically evaluated with reasonable effi-
ciency and accuracy. Its calculation is carried out indirectly, using the fact 
that thE~ stresses due to a rigid body translation are zero (Reference 16). It 
has been found that subdivision in the circumferential direction can be re-
quired to preserve accuracy in the singular integration. A maximum included 
angle of 15 de9rees is used. Subdivision in the radial direction has not been 
required. 
The modifications required in the surface integrals for the solution of dynam-
ic problems are primarily the replacement of a number of routines with complex 
variablE! versi()ns of the same code and the SUbstitution of the transform of 
the dynamic keY'nel function. Modification of the calculation of the singular T 
term is also rE~quired, since the ri9id body argument cannot be used directly. 
It has been found, however, that the singular behavior of this term is en-
tirely due to the static kernel. The modifications required for the dynamic 
solution can be calculated entirely in terms of nonsingular numerical inte-
grals. 
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The surface integrals required for calculation of displacement and stress at 
i nteri or or surface poi nts are of the same type as those i nvol ved in the gen-
eration of the system equations, except that only nonsingular integrals are 
involved. If the source point involved is located on the surface of the body, 
then numerical integration is not required. Instead, the required quantities 
are calculated using the displacements and tractions on the element (or ele-
ments) containing the source point, as discussed in Section 3.4.3.2. 
3.4.4.5 Volume Integral Calculations 
The calculation of volume integrals is required in both the construction of 
the system equations and the evaluation of interior stresses and displace-
ments. In a purely elastic context this requirement is due primarily to the 
presence of body forces. In the case of inelastic analysis the inelastic 
strain distribution must also be integrated for each source point/volume cell 
pair. 
The three volume integrals involved in the analysis: G, T and M, all exhibit 
singular behavior as the load point and the source pointloincide. T~e order 
of the singularities for G, T and Mare (l/r), (l/r) and (l/r), re-
spectively. 
The overall strategy used in the volume integration is very similar to that 
described for the surface integration in the preceding section; i.e., based on 
the consistent level of error throughout the volume, Gaussian integration has 
been used to evaluate both the singular and nonsingular integrals. 
Nonsingular integrals involving T and M have been evaluated using 3x3x3, 4x4x4 
or 5x5x5 Gauss rul es dependi ng on the di stance between the source poi nt and 
field point. If the source point lies in the neighboring cell, the cell is 
subdivided into several sub-cells. The corresponding integrals involving the 
weakly singular function G have been evaluated using Gaussian integration 
rules of one order less than those mentioned above. 
Singular integrals involving the functions G and T were evaluated using a 
spherical polar mapping with the origin at the field pOint. The cell is sub-
divided into several tetrahedra through the field point and the resulting 
sub-cell integrations are carried out by mapping each of these sub-cells into 
a unit cube. The kernel-shape function products are thus made to behave like a 
regular integrand. Gauss rules of 3x3x3 (for G) and 4x4x4 {for T} are used for 
evaluating these sub-cell integrals. 
Singular integrals involving the functions M times the shape function N re-
quire some very special attention. For node at which the shape function is 
zero, the behavior of these integrands is similar to the singular integrals 
involving the function T as described previously; and accordingly they have 
been treated in a similar manner. Those involving the shape function attaining 
a value of 1.0 at the singular point (a situation which is equivalent to the 
case of traction kernel F times the shape function 1.0 at a singular node at 
the surface) cannot be evaluated accurately without a massive amount of com-
putational effort. Fortunately, the free term obtained by the exact integra-
tion over a spherical exclusion (see equation 3.4-5) accounts for 95% to 98% 
of the contribution from this integral; accordingly, this integral has been 
assumed to be zero. 
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3.4.4.6 System Matrix Assembly 
The assembly of the system equations is a multistep process, as shown in Fig-
ure 3.4··5. The process is the same for elastic, 'jnelastic and dynamic pro-
blems. The assembly process is carried out differently in the present program 
than in previ ous two- and three-dimensi ona 1 codes. Thi sis due to the fact 
that the present program is aimed ') argely at the sol ution of nonl inear pro-
blems. Since the nonlinear effects are accounted for in the load terms of the 
equation system, and since these effects depend both on the present load state 
and on the past hi story of the systE~m, it is not possibl e to cal cu1 ate all of 
the system load vectors prior to the beginning of the solution process. As a 
result, the assembly process must be designed to facilitate the updating of 
the load vector, based on material response as well as time dependent loads. 
~ _______ IN_IT_IA_L_IZ_El_AD ___ VE_C_TO_R _________ ,] 
FORM INITIAL SYSTEM MATRIX FROM T'j ] 
~ ______ 1, ________ , 
MODIFY LOAD VECTOR FOR BODY FORCES 
r----_T __ , 
TRANSFORM Tij' Vij TO FINAL 
COORDINA TE SYSTEMS 
~ ___________ T ________ ~ 
APPLY INTERFACE AND CYCLIC 
RELATIONSHIPS 
APPLY DISPLACEMENT AND TRACTION 
BOUNDARY CONDITIONS 
Figure 3.4-5 BEST - System Matrix Assembly 
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The first step in the assembly process is the reduction of the rectangular ma-
trix of T integrals to a square matrix. This matrix is the prototype of the 
system matrix. The columns of this matrix are transformed or replaced, as re-
quired by the boundary conditions, as the assembly process proceeds. 
A key problem in the entire process is the proper definition of appropriate 
coordinate systems, on a nodal basis. This is a problem common to any direct 
boundary el ement method program which treats structures wi th non smooth sur-
faces. It arises because the tractions at a pOint are not uniquely determined 
unless the normal direction to the surface varies continuously at the point in 
question. 
The original surface integral calculations are all done in global coordinates. 
If a displacement boundary condition is specified at a given node, in global 
coordinates, then no new coordinate system definition is required. It is only 
necessary to keep track of the subset of elements, containing the given node, 
on whi ch the fi xed di spl acement is to be reacted. However, if a di spl acement 
is specified in a nonglobal direction at a given node, then a new nodal coor-
di nate system must be defi ned and, potenti ally, updated as further boundary 
conditions are processed. The associated nonzero reactions must then be ex-
pressed in the new coordinate system. 
After all required local coordinate systems have been defined, any modified 
boundary conditions required by the presence of body forces are calculated. 
There are a variety of methods of accounting for body force distributions. The 
one employed in the multi-GMR version of BEST is a modification of the'inte-
gral equations resulting from the representation of the solution as the sum of 
a complementary solution and a particular integral. The boundary conditions 
must be modified to reflect displacements or tractions due to the particular 
integra 1. Thi s resul ts in changes to any exp 1; ci tl y sped fi ed boundary con-
ditions and in the introduction of potentially nonzero boundary conditions on 
any surfaces previously defined implicitly as being traction free. 
Following this preparatory work, the final assembly of the system equations is 
carried out. It is performed in three major steps: 
1. Transformation of the columns of the matrices to appropriate local 
coordinate systems and incorporation of any boundary conditions in-
volving springs. 
2. Incorporation of compatibility and equilibrium conditions on inter-
faces between GMRs and on cycl i c surfaces. On interfaces either a 
completely glued condition (full displacement compatibility) or a 
sliding condition (only normal displacement compatibility) is avail-
able. 
3. Application of specified displacements and tractions. 
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Two pay'ti cul at features of the equati on assembly deserve sped al comment. 
First, in multi-GMR problems the system matrix is not full. Rather, it can be 
thought of as consisting of an NxN array of submatrices, each of which is 
ei ther fully popul ated or compl etely zero. Only the nonzero porti ons of the 
system equations are preserved during system matrix assembly. In order to im-
prove the numerical conditioning of the system matrix for the solution pro-
cess, the columns are reordered to number variables lying on the same inter-
face, but belonging to two different GMRs, as close together as possible. The 
rows of the system matrix are placed in the same order as the columns. 
Second, rather than simply assembl'ing an explicit load vector at each time 
point in the solution process, load vector coefficient matrices are assembled 
and stored. These all 0\'/ the updati ng of the load vector at any requi red time 
point simply b'y interpolating the time dependent boundary conditions and per-
forming a matrix multiplication. This capability is particularly important in 
inelastic analysis, since frequent updating of the load vector is required. A 
similar process is used in the calculation of interior and boundary stresses. 
3.4.4.7 System Equation Solution 
A new solver was written for BEST. It operates at the submatrix level, using 
softwar(~ from the UNPACK package (Reference 82) to carry out all operations 
on submatrices,. The system matrix is stored, by submatrices, on a direct ac-
cess file. The decomposition process is a Gaussian reduction to upper triangu-
lar (submatrix) form. The row operations required during the decomposition are 
stored in the space originally occupied by the lower triangle of the system 
matrix. Pivoting of rows within diagonal submatrices is permitted. 
The calculation of the solution vector is carried out by a separate subrou-
ti ne, usi ng the decomposed form of the system matri x from the di rect access 
file. The process of repeated solution, required for problems with time de-
pendent and/or nonlinear behavior, is highly efficient. 
3.4.4.8 Inelastic Solution Process 
The ine'lastic solution algorithm starts with an elastic analysis of the pro-
blem fot' the first loading increment (complete with the specified boundary and 
body force loading). At the end of the elastic increment the state variables 
are calculated and the nonlinear consitutive equations are established. The 
difference between the correct stresses or strains and the elastic stresses or 
strains are estimated. These are used to compile a new boundary condition 
vector (the ri ght-hand s1 de of the system equation). The process is essen-
tially repeated until the constitutive equations y'iel d the stresses that are 
negligibly different from the calculated stresses using equation (3.4-5). A 
new loading increment is taken and the process is repeated for each subsequent 
increment (see Section 3.4.3.2). 
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During such an incremental solution process, a considerable saving in the com-
puting time has been achieved by introducing: 
a. a solver which allows for resolution of the same system equations for 
di fferent ri ght-hand si des so that the decompositi on of the system 
matrix is done only once. 
b. a routine for the extrapolation of the plastic strains based on the 
previous loading history and the generation history of the plastic 
strains. 
Although the extrapolation of the plastic strains does sometimes affect the 
accuracy of the nonlinear solution, the savings could be very considerable 
since usually one iteration may lead to 95% of the desired results. 
The nonlinear solution algorithm and the associated routines are included 
within the program BEST in such a manner that their presence will not affect 
the efficiency of an elastic analysis. 
Various levels of constitutive relations have been programmed within BEST. 
These include a kinematic elastoplastic hardening model, and a viscoplastic 
kinematic hardening model of Walker admitting thermally dependent hardening. 
3.4.4.9 Output 
The output from BEST is rel atively strai ghtforward. It cons; sts of ni ne 
sections, as follows: 
1. Complete echo of the input data set. 
2. Summary of case control and material property input. 
3. Complete definition for each G~1R, including all surface and volume 
nodes, surface elements and volume cells. 
4. Complete summary for each boundary condition set, including the ele-
ments and nodes affected. 
5. Boundary solution (on an element basis), including displacements and 
tractions at each node of each element. The resultant load on each 
element and on the entire GMR is calculated and printed. 
6. Di spl acement, stress and strai n on a nodal basi s, at all surface 
nodes, for each GMR. 
7. Displacements at all volume cell nodes. 
8. Stresses at all volume cell nodes. 
9. Strains at all volume cell nodes. 
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Items 5 through 9 are printed at each user-requested time point. In the case 
of a plastic analysis, an extra print of the elastic solution at first yield 
is also provided. 
Sample output pages are included in Section 3.4.7, following the input de-
scription. 
3.4.5 Program Validation/Verification 
3.4.5.1 Validation of Elastic Capabilities 
The new')y developed three-dimensi onal boundary el ement program (BEST) has a 
great viiriety of input and analysis options. ~lore will be added in the future. 
It is clearly impossible to design and execute a test case examining every 
possibll~ combination of these options. BEST has, however, been subjected to an 
extensive validation effort. 
A simplified tabulation of the elastic validation cases which have been used 
is presented in Figure 3.4-6. Major program capabilities are shown along the 
di agona-' boundilry. The box at the i ntersecti on of a row and col umn represents 
a possible test case combining two capabilities. The presence of an L, Q or M 
in such a box signifies that a test case has been successfully run using lin-
ear, quadratic or mixed variation of displacement and traction. In many cases 
a singll~ test problem involves severa-' capabilities. This is indicated by mul~ 
tiple entries in Figure 3.4-6. In most cases the test problems have been run 
repeatedly during the BEST development effort, in order to verify the con-
tinued correct operation of existing capabilities after the addition of code 
enhancements. 
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Figure 3.4-6 BEST - Elastic Validation Matrix 
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A small subset of the validation cases, testing particularly important or 
basic capabilities, is discussed below. Except as otherwise indicated, all 
stresses are surface stresses, calculated using the displacements and trac-
ti ons on the boundary. Unl ess otherwi se noted, di spl acements are gi ven in 
inches and stresses in lb/in2• In many cases both full and hidden line plots 
of the meshes are shown. 
1. Cube in Tension (Figure 3.4-7) 
A cube was modeled using five quadrilateral and two triangular elements. 
The cube was subjected to a uniform displacement. Using a sufficiently 
accurate numerical integration, it is possible to achieve five place 
agreement with the exact solution. . 
Analytical BEST 
Ux 0.001 0.001 
~ 0.00035 0.00035 0.00035 0.00035 
Tx 16126 16126 
~ 0 0 0 0 z 
Figure 3.4-7 Cube in Tension 
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2. Pressurized Thick Cylinder (Figure 3.4-8) 
A 22.5 degree sector of a thick cylinder was modeled using six quadrilat-
eral surface patches. In this problem two of the elements (the cylinder 
10 and 00) possess curvature. The problem was solved using both linear 
and quadratic variation of displacement and traction. The displacements 
from both analyses showed good agreement \'/ith analytical results. Quad-
ratic variation was, however, required to obtain good stress results at 
the surface nodes. The use of more surface patches in the radial direc-
tion would further improve the agreement between the calculated and anal-
ytical values of the radial stress. 
Thi s probl em al so tests the use of local coordi nate systems, since the 
load is defined as a pressure (traction normal to the surface) on the 10 
of the cylinder, and rollers (zero normal deflection) are imposed on the 
o and 22.5 degree planes. 
P= 16126 psi Pressure 
BEST 
Analytical Linear ()Iadratic 
II) UR 5.90xl0-3 5.79xlO-3 5.91xlO-3 
oR 
-16126 -9334 
-14699 
GO 41928 38869 41839 
OD UR 4.80xlO-3 4.70xl0-3 4.8hlO-3 
oR 0 -5023 991 
°0 25802 24818 25812 
Figure 3.4-8 Pressurized Thick Cylinder 
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3. Rotating Thick Cylinder (Figure 3.4-9) 
The geometry and mesh for this problem are identical to (2), above. Note 
that for this problem the use of quadratic variation is required to ob-
tain acceptable results for either displacement or stress. 
ID UR 
aR 
a() 
00 UR 
aR 
a() 
w= 
1000 
rad/sec 
Analytical 
7,13xl0-4 
21 
5752 ' 
6,29xlO-4 
21 
3390 
BEST 
Linear 
6,76x10-4 
507 
5211 
5,94x10-4 
-370 
3132 
Figure 3.4-9 Rotating Thick Cylinder 
4. Multi-GMR Cylinder (Figure 3.4-10) 
Quadratic 
7,13xl0-4 
131 
5732 
6.29 xl 0-4 
94 
3368 
In this problem a 22.5 degree sector of a thick cylinder was again anal-
yzed. In this case, however, several added features are present. First, 
the mesh is larger (twelve elements rather than six). Second, the struc-
ture is broken into two GMRs along the 11.25 degree plane. Third, the 
boundary conditions on the 0 and 22.5 degree planes are cyclic symmetry 
between these two surfaces, rather than the roll er boundary condi ti ons 
used in (2) and (3). In this case only the results for quadratic varia-
tion of displacements and tractions are shown. Once again, good agreement 
between the calculated and analytical results was obtained. 
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'" = l000RAoISEC 
p = 0.0007 LBMIIN3 
_. 
PRESSURE SPEED 
~vTICAL BEST ANALYTICAL BEST 
10 UR 5.90x 10- 3 5.91 x 10-3 7.13x 10-4 7.13 x 10- 4 
<1l -16126 -16126 21 0 
00 41928 41997 5752 5751 
00 UR 4.80 X 10-3 4.81 x 10- 3 6.29x 10- 4 6.29 x 10- 4 
<1l 0 0 21 0 
00 25802 25865 3390 3371 
Figure 3.4-10 Thi ck Cyl i nder - Mul ti -G~1R 
5. Half-Space Loaded with a Circular Punch (Figure 3.4-11) 
This problem was designed to test both the inf·inite elements incorporated 
in BEST and the ability to calculate stress and displacement at points ·in 
the interior of a region. 
ThE! problE~m is the classical onE~ of a half-space loaded with a uniform 
pressure over a circular region. In the figure the dashed outer lines of 
thE! mesh are boundaries at infinity. Use of the mesh shown, consisting of 
twelve finite quadratic elements and four infinite elements, gave good 
agr'eement between calculated and analytical results for the displacement 
and stress under the center of the punch. 
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-----BOUNDARY AT INFINITY 
DISPLACEMENT STRESS 
(BELOW CENTER OF PUNCH) (BELOW CENTER OF PUNCH) 
DEPTH ANALYTICAL BEST ANALYTICAL BEST 
SURFACE POINT ~ 1.29Xl0-3 1.25 X 10-3 16100 16100 
,~~~,{ 0.1 1.23x 10-3 1.20Xl0-3 16060 16550 0.4 1.02 X 10-3 9.71 X 10-4 14180 14054 
1.6 4.49 X 10-4 4.25 X 10-4 3780 3547 
6.4 1.21 x 10-4 1.19Xl0-4 290 246 
Figure 3.4-11 Half-Space Loaded With a Circular Punch 
6. Long Beam on an Elastic Half-Space (Figure 3.4-12) 
In this problem a long beam is attached to an elastic half-space and 
loaded in tension. This problem is of interest primarily as a starting 
point for later dynamic/transient analyses. Note that the correct solu-
tion for the tip deflection of the beam is essentially the sum of the ex-
tension of the beam in simple tension and the displacement of the half-
space under a patch load. 
It is of particular interest to note that it was never possible to obtain 
an acceptable solution to this problem when it was run as a single re-
gion, using either linear or quadratic variation. This is due to the fact 
that, when considered as a single region, much of the beam is effectively 
located at infinity. To obtain accurate results would require a much more 
extensive mesh on the surface of the half-space, losing all the advantage 
gained by the use of infinite elements. Assigning the beam and the half-
space to separate GMRs eliminates this problem, leading to reasonable re-
sul ts (-5% error) for 1 i near vari at; on and very good resul ts (1 ess than 
1% error) for quadratic variation. 
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- - - - - BOUNDARY AT INFINITY 
Analytical 
One Region, Linear Variation 
One Region, Quadratic Variation 
Two Regions, Linear Variation 
Two Regi ons. Qua dra ti c Va ri a ti on 
Di s pl acement 
at Ti p of Beam 
1.13xl0-2 
5.00xlO-4 
6.9lxlO-4 
l.05xlO-2 
1.12xlO-2 
Figure 3.4-12 Beam on an Elastic Half-Space 
3.4.5.2 Validation of Inelastic Algorithms 
a 
The main portions of the code which are unique to inelastic analysis are the 
constitutive modules and the routines for calculating volume integrals of var-
i ous kernel functi on/i ne 1 asti c stra in (or stress) products over twenty node 
isoparametric cells. All of the other basic functions of the program are iden-
tical with the elastic version and do not, therefore, require separate valida-
tion. Several simple problems have been run to ver'ify the unique features of 
the inelastic code. 
1. Cube under Uniform Thermal Expansion 
An unconstrained unit cube was subjected to a uniform thermal expansion. 
Since the cube is unconstrained, the final stress should be zero and the 
final dirE~ct strains should be those due to the temperature change. To 
obtain thE~se results using the 'inelastic code requires that all of the 
; nel asti c vol ume ; ntegral s be properly impl emented. The probl em was run 
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twice. In the both cases the surface was modeled using six (quadratic) 
elements. In the first analysis, a single volume cell was used. In the 
second, the cube was divided into four cells, requiring calculations at 
interior, as well as surface, points. 
The results were excellent for both analyses. 
2. Cube in Simple Tension (Figure 3.4-13) 
A cube in simple tension, represented by six surface elements and one 20 
noded cell was loaded in simple tension. The cube was modeled as an elas-
tic linearly strain hardening plastic body. The analysis was carried out 
up to the fourth increment beyond the yield point. Excellent agreement 
with analytical results were obtained. The same problem was also analyzed 
with 12 surface elements and 4 volume cells (in order to test the volume 
integration routines for neighboring cells); the results were found to be 
essentially similar for both cases. 
p 
x 
E = 2600. H = 300.O'y = 600. JJ= 0.3 
1.5 
1.0 
• NUMERICAL f 1 CELL AND 4 CELLS) 
- ANALYTICAL 
1.0 
Figure 3.4-13 Elastic-Plastic Cube in Tension 
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3. Pressurized Thick Cylinder (Figures 3.4-14 through 3.4-17) 
An intermllly pressurized thick cylinder (inner radius a=l, outer radius 
b=2.0) was modeled using six surface elements and one cell. Axial deflec-
tion on the front and back faces was constrai ned to simul ate p1 ane 
strain. Three-dimensional load·-deflection results are compared to plane 
strain results in Figure 3.4-14. Even with this simple model, good ac-
curacy wa.s achieved over a significant range of nonlinearity when com-
pared with the two-dimensional model. 
3.0 
2.0 
4GU,loo• 
1.0 
020 
.20 
0 
1.0 
1.0 
P/.o 0.05 
00 = YIELD STRESS CJ 
• 
• 
G 
l:l. 3D AT YIELD 
A 3D AT PLASTIC FRONT r .. 1.5a 
I 
1.5 2.0 
r/. 
VARIATION OF RADIAL DISPLACEMENT 
06.° 
o 
cPO 
l:l. 
'0 = YIELD STRESS 
0 20 
A 3D 
o '--___ --1, ____ -'--____ -' 
o 1.0 2.0 
4GUb /c10a 
LOAD·DISPLACEMENT RESPONSE 
3.0 
Figure 3.4-14 Load Displacement Response for One Cell 
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Figure 3.4-15 sho\,/s a similar comparison with the two-dimensional results 
for a discretization using ten surface elements and two volume cells. 
Since the two-dimensional program is probably the most accurate boundary 
element method program analysis to date, it serves to establish the cor-
rectness of the three-dimensional analysis. 
3.0 
.0 = YIELD STRESS CJ] 
• 2.0 
• • • 4GUrlao• 
1.0 e e 
o 20 t::.. 3D AT YIELD 
• 20 A 3D AT PLASTIC FRONT r.- 1.5a 
0 
1.0 1.5 2.0 
,Ia 
VARIATION OF RADIAL DISPLACEMENT 
1.0 
aD = YIELD STRESS 
I::. 0 
t::.. rP 
pluo 0.05 
1::.0 
0 
020 
t::.. 3D 
o ~ ________ ~ __________ ~ ________ ~ 
o 
Figure 3.4-15 
1.0 2.0 
4GUb/oO• 
LOAD·DISPLACEMENT RESPONSE 
3.0 
Load Displacement Response for Two Cells 
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Figure 3.4-16 shows the convergence of the radial displacement solution 
when the p 1 as ti c front has reached the mi ddl e of the cyl i nder (r= 1. 5a ) 
fOI" the three-dimensional solution, where it can be seen that even a two-
ce"ll (10 boundary el ements) representati on provi des a sati sfactory sol u-
tion. Similar convergence studies on the overall load-displacement re-
sponse arE~ shown in Figure 3.4-17, where the two-cell results are almost 
indistinguishable from the exact analytical solution. 
3.0 
·2.0 
1.0 
o 
1.0 1.5 
rIa 
(10 = YIELD STRESS 
ANALYTICAL 
X 1 CELL 
o 2 CELLS 
2.0 
Figure ~1.4-16 Variation of Radial Displacement When the Plastic Front Is At 
r::::::l.5a for a Three-O'jmensional Analysis 
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1.0 
p/Go 0.05 
THEORETICAL 
COLLAPSE LOAD 
___ J ________ _ 
x 
Go = YIELD STRESS 
ANALYTICAL 
X 1 CELL 
o 2CELLS 
o L-__________ ~ __________ _L __________ ~ 
o 1.0 2.0 3.0 
Figure 3.4-17 Convergence of the Load Displacement Response for the Three-
Dimensional Analysis of a Thick Cylinder 
4. Perforated Plate in Axial Tension (Figures 3.4-18 through 3.4-20) 
Figure 3.4-18 shows the discretization for a perforated plate under 
axial loading (the X-direction). Thirty boundary elements (8 noded) 
and six cells (20 noded) have been used to define the problem. It is 
important to note that the cells are defined only in the high stress 
concentration region where yielding is likely to occur. 
Figure 3.4-19 shows the overall load-displacement behavior obtained 
from the three-dimensional analysis compared with plane stress bound-
ary element method results. Figure 3.4-20 shows the same comparison 
for the longitudinal stress distribution at the root of the plate. 
The results of the analyses agree very well with each other, indi-
cating that the numerical implementation of nonlinear analysis within 
'BEST is at least as accurate as the existing two-dimensional boundary 
element program. 
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Figure 3.4-19 Stress-Strain at the Root of the Perforated Plate 
Figure 3.4-20 
1.2 
O.B 
0.4 
o 20 PLANE STRESS 
/:). 3D 
.0 = YIELD STRESS 
o ~ __________________ ~ __________________ ~ 
o 1.5 2.0 
y/a 
Perforated Plate Stress Spread at urn = 1.6(urn ) at Yield 
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3.4.5.3 Validation of Dynamic Analysis 
The dynamic/transient capabilities of the present program are implemented 
using transform techniques. The problem is recast in the Laplace or Fourier' 
trans for'm domain. I n the case of a time harmoni c 1 oadi ng the boundary element 
algorithm is exactly analagous to that for the static elastic case, except 
carried out in complex arithmetic. In the case of a more complex loading func-
tion (either a discrete sum of harmonic terms or an aperiodic loading), an ap-
propriate transform of the boundary condition js taken, and the system equa-
tions are created and solved for a set of values of the transform parameter. 
The time domain solution must then be numerically reconstructed from the 
transform solution. 
Test cases havE~ been developed to test the time harmonic solution, the numer-
ical transform inversion and the ability to solve problems with nonharmonic 
loading. 
1. Cantilever Subject to Harmonic End Shear (Figure 3.4-21) 
A long cantilever was modeled using a total of eighteen quadratic surface 
patches. A time harmonic shear load at a frequency of 314 radians/second 
was appl ied to the free end of the beam. The excellent agreement between 
the calculated three-dimensional response and analytical results (based on 
beam theory) for the envelope of the vibrating beam is shown in the ref-
erenced fi£jure. 
x 
1 
.(' 
~-i------f-
t 
I 
I 
31 ... }------
/~o 
0.002 
0""-=------
-0.002 
'-0.004 
- ANALYTICAL 
t:. COMPUTED 
1 -1000 PSI 
E =1.61 X107 PSI 
" =0.0 
w=314 RAD/SEC 
Figure 3.4-21 Cantilever Subject to Harmonic End Shear 
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2. Cantilever Subject to Harmonic Transverse Load (Figure 3.4-22) 
The same model discussed in (l) was subjected to a time harmonic patch 
load. The agreement between the three-dimensional calculations and beam 
theory was, once again, excellent. 
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Figure 3.4-22 Cantilever Subject to Harmonic Transverse Load 
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3. Test Problem for a Time Dependent Analysis (Figures 3.4-23 and 3.4-24) 
In order to test the numerical accuracy of the inversion of the 
transform domain solution, a problem of cantilever subjected to a 
time dependent loading at the free end was analyzed. 
FigurE~ 3.4-23 shows the surface discretization used for the problem 
as well as the calculated displacement response. The end displacement 
agrees very well with the exact analytical solution. The difference 
is ma'inly due to the way the applied loading was represented by the 
direct transform algorithm for a piece-wise linear approximation, as 
shown in Figure 3.4-24. 
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Figure 3.4-23 Transient Analysis of a Cantilever Subjected to a Harmon'ic 
Axial Loading 
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Figure 3.4-24 Cantilever Loading - Actual vs. Simulated 
3.4.5.4 Notched Specimen Verification 
Verification of this initial version of BEST is being carried out using test 
data and previous analytical results for notched specimens. The work done to 
date relates to specimen loading within the elastic range. The inelastic and 
creep analysis of one of these specimens is now being performed. 
1. C-Notch Low Cycle Fatigue Specimen (Figure 3.4-25) 
The C-notch low cycle fatigue specimen, as shown in the referenced figure, 
is designed to place a large volume of material in a plane strain, high 
stress condition. The specimen has, since its design several years ago, 
been subjected to a variety of elastic and inelastic analysis as well as 
to strain gage testing for specimen calibration. 
3.4-50 
A 
,---- ---- - -------., ------, 
I I I 
/ I I 
I I , 
/ ,) I 
I 0.577 ,,/'''-/.. I 
/ GEOMETRY /.' I 
I ANALYZED /. " • 0.1405 I I __ " _-' ',+R ... __ I 
'/ /'" HOLE 2 
I I 0.15 
, -- ---
- (n ______ /~,:.0288x5~·1 ;"B; ~2BB; 
0.4616..... ... .,.--,-
0.577 HOLE 1 
r--, 
I I 
~_B_/" I 
I 
I 
I 
I 
I 
, ______ , ____ ~ __ - ___ I 
s' 
Figure 3.4-25 Cross Section of C-Notch Low Cycle Fatigue Specimen 
In the present verification program the specimen was analyzed using BEST. 
Thl~ portion of the specimen which was analyzed is indicated in Figure 
3.4-25. Tlhe mesh used is shown, in both full and hidden line views, in 
Figure 3.4-26. The analysis was carried out using both linear and quad-
ratic variation of displacement and traction. 
Key stress results are summarized in the table below. The plane strain 
resul ts wl~re obtai ned from a vari ety of two-dimensi onal codes. The base-
line resu'j ts \'Iere obtained from a very detailed three-dimensional analy-
si~). The NASTRAN results cited were obtained using a mesh of twenty node 
isoparametric elements. The surface mesh refinement in the NASTRAN analy-
sis was approximately equivalent to that in the BEST analysis. 
Plane BEST BEST 
Strain Basel i ne NASTRAN Quadratic Linear 
CTX>( (midplane) 250 252 224 248 191 
CTXX (free surface) 150 136 158 138 
CTZl. (midplane) 76 75 67 70 
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Figure 3.4-26 BEST Model for Analysis of C-Notch Low Cycle Fatigue Specimen 
It is clear from the results above that BEST (using quadratic variation) 
is equivalent in accuracy to the previous baseline solution and to the 
plane strain results, and is superior to three-dimensional finite element 
analysis for an equivalent mesh. 
It is also clear that the use of linear variation for the full model does 
not provi de suffici ently accurate resul ts. The 1 inear resul ts coul d be 
improved by mesh refinement, but the use of quadratic variation over the 
same mesh is more efficient both in input preparation and analysis cost. 
The results of the quadratic BEST analysis are compared to strain gage 
data in Figure 3.4-27. The gages were located on the free surface of the 
specimen along the line shown in Figure 3.4-26. Agreement between the 
three-dimensional calculations and the data is generally good. 
160-f-------·--T --··------r ----··-r---140t-= I ~ ~ 
120 
-i--- --_. 
"I I 
-
100 ......, 
'-' I 80 
60 ) ~ 40 ... 
~ 20 ~ 
.... 
V> 
u ~ ~ .20 
-
-40 
'" 
0 
·60 
·80 
·100 
-120 () 
0.0 ~2 ~4 0.6 
DISTANCE FIUM NOTCH (In.) 0 o Strain GIve Data BUT 
Figure 3.4-27 Comparison of Strain Gage Data With BEST Results for C-Notch 
Specimen 
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2. Benchmark Notch Specimen (Figure 3.4-28) 
The benchmark notch specimen is a double edge notch specimen developed by 
General Electric/Louisiana Stilte University (GE/LSU) under NASA-Lewis 
Contract NAS3-22522 (Reference 83). A s i gni fi cant vol ume of well docu-
mented data was provided as part of the referenced contract. These data 
have been used to verify the elastic capabilities of BEST. Verification 
of the inelastic capabilities of BEST, using this same data base, is now 
underway. 
The specimen geometry is defined in Figure 3.4-28. Stress analysis was 
carri ed Ollt for the gage secti on only, a procedure al ready known to be 
satisfactory (Reference 83). Three different models were used, all ideal-
iz'ing one-quarter of the spec'imen gage section. Detailed comparison of 
resul ts was carri ed out among t.he BEST ana lyses, GE/LSU fi ni te element 
results and Pratt & Whitney finite element results obtained using both 
MARC and 14ARC-HOST. While these comparisons are not discussed here, .it 
should be noted that, with sufficient mesh refinement, equivalent results 
were obtained with all analysis tools. 
The discussion in this report is directed at the comparison of BEST re-
sults with the GE/LSU strain gage data. The major characteristics of all 
of the BEST analyses are summarized in the table below. The maximum per-
ipheral strain in the notch (at the free surface) is given for each anal-
ysis. All analysis methods and the test data show that this value should 
be between 1700 and 1800 (microstrain). 
CPU Time 
~~odel Elements Variation Equations GMRs (seconds) Max Strain 
'j 50 linear 156 1 64 1688 
2 50 quadratic 456 1 234 1780 
:3 22 linear 78 2 20 1594 
4- 22 quadratic 210 2 60 1742 
I" 
.) 22 mixed 117 2 31 1729 
6 10 1 i near 36 1 10 1186 
7 10 quadratic 96 1 28 1605 
It is clear from the table that models 2, 4 and 5 all yield results of 
accuracy E~ntirely comparable with the strain gage data. The variation in 
peak strain among these three is within +1.5%. It is also clear that the 
most cost effective analysis is that whTch combines substructuring with 
mhed 1 inear and quadratic variation. As was the case for the C-notch 
spE~cimen. fully linear analysis cannot give acceptably accurate results 
without unacceptable mesh refinement. 
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Figure 3.4-28 Double Edge Notch Specimen Used in Contract NAS3-22522 
The mixed model is shown in Figure 3.4-29, in both full and hidden 1 ine 
views •. In this model eight of the twenty-two elements (those in and near 
the notch) were quadratic, while the remaining fourteen were linear. The 
visible elements in the hidden line plot are identified as linear or 
quadratic. The fully linear and quadratic models (4 and 6) utilized an 
i denti cal surface di screti zati on to that shown. The resul ts of these 
three analyses (4, 5 and 6) are plotted with the GE/LSU strain gage re-
sults in Figure 3.4-30. Both the fully quadratic and mixed analyses are 
in excellent agreement with the strain gage data. The difference between 
the two analyses is far less than the normal scatter in strain gage data. 
The fully linear analysis, however, does not give either an accurate peak 
strain or a correct representation of the strain distribution near the 
notch. 
Also shown in Figure 3.4-29 is a pattern of eight volume cells. These 
cells are used for the representation of inelastic strain in the nonlin-
ear analysis of the specimen under various loadings. The cell pattern was 
designed to include the portion of the specimen gage section which exper-
iences inelastic response during the tests described in Reference 83. 
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Figure 3.4-29 Optimized Model for Analysis of Benchmark Notch Specimen 
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3.4.5.5 Hot Section Component Analysis 
In order to evaluate the capabilities of the present version of BEST for the 
analysis of real components, an analysis of a commercial cooled turbine blade 
geometry was carri ed out. It is expected that the use of thi s analysi s as a 
benchmark problem will be continued throughout the life of the Inelastic Meth-
ods program. This report discusses preliminary results for the elastic analy-
sis of the blade. 
The blade analyzed is a cooled high turbine blade presently in service. It is 
subject to mechanical loads (primarily centrifugal) and thermal loads. Of par-
ticular interest for this blade is the location and magnitude of the peak 
stress under the platform. 
A BEST model was built for this problem. Both full and hidden line views of 
the model are shown in Figure 3.4-31. The model consists of five GMRs.The 
interfaces between GMRs are generally perpendi cu1 ar to the radi a 1 di recti on. 
The characteristics of the model are summarized below. 
Linear Quadratic 
GtvlR Elements Source Points Source Points 
1 60 61 180 
2 86 85 256 
3 107 98 303 
4 106 96 298 
5 80 76 232 
The system equations for a fully linear analysis contain 1248 equations. 
To date only a fully linear analysis for centrifugal loads has been carried 
out. Analysi s of the resul ts is still in a prel iminary stage. The total cen-
trifugal load at various spanwise stations on the blade has been compared with 
the design calculations for the blade, (Figure 3.4-32). The agreement between 
the two totally independent cal cul ati ons is excel1 ent. The total centri fugal 
load for the blade is within 2% of the design calculation. The larger local 
error near the blade platform is believed to be due to the fact that the de-
sign calculation models the platform as a discontinuous addition of mass. 
Extremely preliminary study of blade tip deflections, load distribution over 
the base of the blade neck and concentrated stresses indicates reasonable 
agreement with finite element results. Contour plots of principal stress con-
tours have verified that the peak stress occurs in the correct location. It is 
clear, however, from the results of the verification problems that at least 
some use of quadratic variation will be required to achieve correct definition 
of critical stresses and strains. 
A fully quadratic analysis of this problem would lead to a system of over 3800 
equations. Analysis time, on the IBM 3081, would be approximately one hour, 
compared to about 16 minutes for the fully linear analysis. The results of the 
benchmark notch analysis clearly indicate that it should be possible to 
achi eve acceptably accurate resu1 ts at reasonabl e cost through the use of 
mixed variation. Present efforts are directed at identifying those areas of 
the model requiring quadratic variation and/or mesh modification. 
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Figure 3.4-31 BEST Model of Cooled Turbine Blade 
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3.4.6 Boundary El ement Stress Technology (BEST) Program U911 - Input De-
scription 
The input to U9l1 is divided into six sections as follows: 
1 • Case control (**CASE contro') ) 
2. Material properties (**MATEria1 property) 
3. Generic modeling regions (*'kGMRegion) 
4. Interfaces (**1 NTErface) 
5. Boundary condition sets (**BCSEt) 
6. Body forces (**BODY force). 
A detailed description of each of these sections is provided in the following 
paragraphs. The interface and body force sections are optional; the other sec-
tions must be input at least once. 
Input quantities may be either alphanumeric or numeric (integer, floating 
point, E, or D format) as specified and may be up to 16 characters. Individual 
entries on a card (both keyword and input) must be separated by at least one 
blank space. Input for certain keywords (as noted) may be continued onto more 
than one card by repeating the keyword on the new card(s). 
Key\'Jords may bE~ input as shown; minimum input is the CAPITALIZED characters. 
Those kE!ywords which are underscored must always be input. Keywords shown be-
low are indented to indicate groups of cards to be input together. Hm'Jever, 'it 
is not necessary to indent the input in this manner. 
Consistent units must be used. Angles are in degrees, speed is in revolutions 
per minute, and frequency is in radians per sound. 
The current program limits include: 
20 time points 
10 generic modeling regions 
15 surfaces per region 
600 e~ements (416 quadratic elements in problems with body forces, 
300 elements in problems having interior points) 
11 infinite elements per region 
2500 nodes (560 nodes per region) 
1200 source poi nts (600 source poi nts in problems havi ng i nteri or 
points) 
302 source points per region in a local coordinate system 
99 interface and cyclic symmetry element pa'irs (total) 
350 interface and cyclic symmetry node pairs (total) 
20 boundary condition sets with cyclic symmetry 
60 boundary condition sets with springs 
maximum element number of 9999 
maximum node number of 9999 
maximum of 24 entries per input card. 
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3.4.6.1 Case Control Input 
The case control input section may be input only once. 
Keyword 
**CASE control 
TITCe 
crNTri fugal 
DYNAmic 
INHOmogeneous 
THERmal 
PLASticity 
RESTart 
TIMEs 
TRANsient 
Type of 
Input 
Alphanumeric 
Numeric 
Alphanumeric 
Numeric 
Numeric 
Input 
Case title 
Frequency value, damping coefficient 
READ or WRITE 
Output:time value(s) 
Number of time intervals, time 
increment, damping coefficient 
The analysis is assumed to be static, homogeneous, constant temperature, 
elastic, an,d time independent unless the appropriate optional keyword ;s in-
put. The optional keywords need be included only if a particular option is to 
be turned on. 
The case title should have a maximum of 72 characters. 
Input on the TIMEs card may be continued on more than one card. 
3.4.6.2 r~aterial Property Input 
The material property input section must be repeated for each separate 
material. 
Keyword 
**MATErial property 
11> 
1S"OTropic 
TEMPerature 
Er~ODul us 
ALPHa 
DENSity 
POISson 
Type of 
Input 
Alphanumeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Input 
Material name 
Temperature value(s) 
Young's modulus value{s) 
Alpha value(s) 
. Mass density value 
Poisson's ratio value 
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Keyword 
ANISotropic 
TEMPeraturl~ 
ALPHa 
CONStants 
DS 
INELastic 
t~ONOtoni c 
CYClic 
ISOTropic 
TIME 
YIELd 
CURVe 
TWO surfacE~ 
TIME 
YIELd 
HARD 
WALKER 
Type of 
Input 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Input 
Temperature value 
Alpha value 
Elastic constant values 
Time point identifier(s) for slow 
algorithm 
Proportional limit value 
Stress value, plastic strain value 
Time point identifier(s) for slow 
algorithm 
Inner proportional limit value, 
outer proportional limit value 
Inner hardening parameter, outer 
hardening parameter 
If the materia'i name is a material library designation, then the TEMPerature, 
EMODul us, ALPHa, DENS; ty, and POISson cards may be omi tted. However, any of 
them may be included to override the material library data. 
The Young's modulus and alpha values must be input in the same order as the 
temperature values. 
A DS card (indicating a directionally solidified material) must be included in 
ANISotropic input. The constants to be input for a directionally solidified 
material are Cll, C13, C33, C44, and C66. 
Either a MONOtonic card (indicating monotonic loading) or a CYCLic card (in-
dicating cyclic loading) must be included in INELastic input. Either the 
ISOTrop'ic model, or the TWO surface model, or the WALKer must be used in 
INELast'j c input. - -
The value of stress at zero plastic strain (i.e., proportional limit) need not 
be included in CURVe input. The stress and strain values input should start 
with the first nonzero value of plastic strain, A HARDening parameter is cal-
culated and used if a single stress/strain pair is input. Otherwise, the mUl-
tipoint stress/strain algorithm is used. 
Input on the TEMPerature, EMODulus, ALPHa, CONStants, and YIELd cards may be 
continued on more than one card. 
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3.4.6.3 Generic Modeling Region Input 
The generic modeling region section must be repeated for each region. 
Keyword 
**GI4R 
TO 
Tmiomogeneous 
THERmal 
PLAStic; ty 
MAT 
TREFerence 
POINts 
SURFace 
TYPE 
ELEMents 
TRANslate 
REF 
DIR 
ROT 
NORt4al 
VOLUme 
POINts 
TYPE 
CELLs 
Type of 
Input 
Alphanumeric 
Alphanumeric 
Numeric 
Numeric 
Alphanumeric 
Alphanumeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Alphanumeric 
Numeric 
Alphanumeric 
Numeric 
Input 
Region name 
Material name 
Reference temperature value 
Node number, coordinate values 
(x ,y ,z) 
Surface name, (reference surface 
name) 
LINI or QUAD 
{I}, et ement number, node numbers, 
(ref. node) 
Translation values (x,y,z) 
Axis of rotation reference point (x,y ,z) 
Axis of rotation direction (x,y,z) 
Axis of rotation angle (degrees) 
Element number, + or -
Point number, coordinate values (x,y,z) 
LINI or QUAD 
Cell number, node numbers (nodes 1 
to 10) 
Cell number, node numbers (nodes 11 
to 20) 
The SURFace input may be either of two forms: 
- a TYPE card and an ELEMents card to define element connectivity 
- a REF card, a OIR card, a ROT card, and/or a TRANslate card to define 
one surface wi th reference to another surface (transl ati ons are per-
formed first, followed by rotations). 
The TYPE des i gnati on in SURFace ; nput specifi es the tract; on or di sp 1 acement 
variation on the element. A surface may contain only one TYPE card. Therefore, 
if mixed variation is required in a region, two surfaces must be defined. 
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Elements must have either 6 (triangles) or 8 (quadrilaterals) nodes. Element 
numbering is consecutive around the boundary. 
Infinite elements are indicated by an I on the element card and may have 7 
(triangles) or 9 (quadrilaterals) nodes, where the extra node is the reference 
node. If the reference node is not input, it is assumed to be at the origin. 
The sign associated with the defining element on the NORMal card should be 
plus (+) if the element is numbered in a counterc'lockwise direction as seen 
from the outside of the model or minus (-) if it is numbered in a clockwise 
direction. Dis,joint boundaries must have multiple element/sign pairs on the 
NORr~al card. 
The points which are input in the VOLUme input (both points and cell nodes) 
are treated as "interior" pOints. These points may be either nodal points, 
other surface points, or true interior points. The TYPE designation in VOLUme 
input specifies cell source points (i.e., 8 corner nodes or all 20 nodes). 
Cells must have 20 nodes. Cell numbering is consecutive around the "front" 
face boundary, followed by the four midplane nodes, followed by the "back" 
face boundary. 
3.4.6.4 Interface Input 
The interface section must be repeated for each interface. 
Key~ord 
**INTErface 
G~IR 
SURFace 
ELEMents 
POINts 
GMR 
SURFace 
ELEMents 
POINts 
SLIDing 
Type of 
Input 
Alphanumeric 
Alphanumeric 
Numeric 
Numeric 
Alphanumeric 
Alphanumeric 
t~umeric 
Numeric 
Input 
Region name of first region 
Surface name in first region 
Element number(s) in first region 
Node number(s) in first region 
Region name of second region 
Surface name in second region 
Element number(s) in second region 
Node number(s) in second region 
The interface is assumed to have complete displacement compatibility unless a 
SLIDing card is input, in which case only normal displacement compatibility 'is 
assumed. 
The ELEMents card and/or the POINts card are included in SURFace input only to 
designate a subset of that surface. 
Input on the ELEMents and POINts cards may be continued on more than one card .. 
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3.4.6.5 Boundary Condition Set Input 
The boundary condition set section must be repeated for each new boundary con-
dition. 
Type of 
Keyword Input Input 
**BCSEt 
1lJ Alphanumeric Boundary condition set name 
GI4R 
VALUe 
Alphanumeric Region name 
RELAtion 
SURFace Alphanumeric Surface name 
-rI"EMents Numeric Element number(s) 
POINts Numeric Node number(s) 
TIMEs Numeric Input time value(s) 
LOCAl 
CYCLic 
GNR Alphanumeric Region name 
SURFace Alphanumeric Surface name 
-rLEMents Numeric Element number(s) 
POINts Numeric Node number(s) 
ANGLe Numeric Axis of rotation angle (degrees) 
DIR Numeric Axis of rotation direction (x,y,z) 
DISPlacement Numeric Component value 
SPLIst Numeric Source point value(s) or ALL or SAME 
-T- Numeric Time point identifier-, displacement 
value(s) 
RIGId Numeric Component value 
SPRIng Numeric Component value, spring value 
TRACtion 
SPLIst Numeric Source point value(s) or ALL or SAME 
T Numeric Time point identifier,~raction 
value(s) 
The ELENents card and/or the POINts card are included in SURFace input only to 
designate a subset of that surface. 
The TIMEs card must be omitted in a boundary condition set which contains a 
RIGId card. If the value(s) on the TIMEs card differ from those values in the 
case control input, the output is calculated by 1 inear interpolation. In the 
case of time independence (i.e., the TIMEs card is omitted) the time point 
identifier on the T card must be 1 (one). 
The LOCAl card designates input in the outward normal direction. The component 
value on the CYCLic, DISPlacement, RIGId, SPRIng, or TRACtion card must be 1 
(one). Care must be taken not to mix global and local coordinate systems on a 
particular element. Care must also be taken not to input conflicting com-
ponents on a particular node in a particular element. 
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The VALUe card should be included with the DISPlacement card, the RIGId card, 
or the TRACti on card. The RELAti on card shoul d be i ncl uded wi th the CYCLic 
card or the SPRIng card. 
Either CYCLic input, or DISPlacement input, or RIGId input, or SPRIng input, 
or TRACti on input mustoe i ncl uded ina bounaary condi ti on seC-Thi s input set 
may be included up to three times (once for each component) in a boundary con-
dItion set. However, different boundary condition types may not be mixed in a 
boundary condition set. 
The cyclic symmetry direction (DIR card) defaults to the z-axis (0,0,1). 
The SPLlst card indicates the order in which the values are to be input on the 
T cards. The input may be in either of three forms: 
- n()dal values 
- ALL to indicate that a single constant value is to be input 
- SJ\ME to IJse the previous source point list within the current boundary 
c()ndi ti on set (thi s opti on may not be used for the fi rst source poi nt 
11 s t ; n the current boundary condi ti on set). 
Input on the ELEMents, POINts, SPLIst, and TIMEs cards may be continued on 
more thiln one card. Input on the T card may be continued on more than one 
card, including the time point identifier on each card. 
3.4.6.6 Body Force Input 
The body force section is optional. 
Keyword 
**BOOY force 
CENTrifugal 
OIR 
PT 
SPEEd 
TIMEs 
THERmal 
TIMEs 
TE~lPera ture!s 
Type of 
Input 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Input 
Axis of rotation direction (x,y,z) 
Axis of rotation reference point (x,y,z) 
Speed value{s) 
Time value(s) 
Time value(s) 
Node number, temperature value(s) 
at time(s) 
The CENTrifugal card and the TIMEs card must be included in the case control 
section in order to input centrifugal body forces. 
The direction (OIR card) defaults to the z-axis (0,0,1). The reference point 
(PT card) defaults to the origin (0,0,0). 
Input on the SPEEd and TIMEs cards may be continued on more than one card. 
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3.4.7 Sample Output from BEST 
3.4.7.1 Input Echo 
**** INPUT ECHO **** 
LINE INPUT 
1 **CASE 
2 TITLE U911 TEST CASE - CUBE IN SIMPLE TENSION WITH PLASTICITY 
3 TIMES 1.00 2.00 3.00 4.00 5.00 
4 PLASTICITY 
5 **MATE 
6 10 MATl 
7 TEMP 70.0000 
8 EMOD 100.000 
9 POlS .250000 
10 DENS 1.00000 
11 INELASTIC 
12 YIELD 100. 
13 TINES 4 
14 CURVE 
15 150. 1. 
16 **GMR 
17 10 GMRI 
18 PLASTICITY 
19 MAT MATl 
20 TREF 70. 
21 POINTS 
22 1 .0 .0 .0 
23 2 .0 .0 .500000 
24 3 .0 .0 1.00000 
25 11 .0 .500000 .0 
26 13 .0 .'::00000 1.00000 
27 21 .0 1.00000 .0 
28 22 .0 1. 00000 .500000 
29 23 .0 1.00000 1.00000 
30 101 .500000 .0 .0 
31 103 .500000 .0 1.00000 
32 121 .500000 1.00000 .0 
33 123 .500000 1.00000 1.00000 
34 201 1. 00000 .0 .0 
35 202 1.00000 .0 .500000 
36 203 1.00000 .0 1.00000 
37 211 1.00000 .500000 .0 
38 213 1.00000 .500000 1.00000 
39 221 1.00000 1.00000 .0 
40 222 1.00000 1.00000 .500000 
41 223 1.00000 1.00000 1.00000 
42 SURFACE SURFll 
43 TYPE LINI 
44 ELEIIENTS 
45 1 1 2 3 13 23 22 21 11 
46 2 201 202 203 213 223 222 221 211 
47 3 1 2 3 103 203 202 201 101 
48 4 21 22 23 123 223 222 221 121 
49 5 1 11 21 121 221 211 201 101 
50 6 3 13 23 123 223 213 203 103 
51 NORMAL 1 + 
52 VOLUtlE 
53 TYPE QUAD 
54 CEllS 
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3.4.7.2 Case Control Summary 
**** CASE CONTROL INPUT ·If*lflE 
JOB TITLE U911 TEST CASE - CUBE IN SIMPLE TENSION WITH PLASTICITY 
TIMES FOR SOLUTION: 1.00 2.00 3.00 4.00 5.00 
PLASTICITY FLAG 1 THERMAL FLAG 0 
CENTRIFU:;AL LOAD FLAG 0 TRAtlSIENT FLAG 0 
DnlArlIC FLAG 0 IlITEGRATION EPSILON 0.0010 
INTEGRATION GRADING FACTOR 1.4142 RESTART FLAG 0 
**** MATERIAL INPUT **** 
MATERIAL NAME MAT! 
INELASTIC 
ISOTROPIC 
YIELD STRESS: 100.00 
STRESS 
0.10000E+03 
0.15000E+03 
STRAIN 
0.0 
0.10000E+Ol 
DENSITY: 1.0000 POISSONS RATIO: 0.2500 
TE~1P 
0.70000E+02 
ALPHA 
0.0 
E 
0.10COOE+03 
3.4.7.3 Generic Modeling Region (GMR) Definition 
REGION 
HAME GMRI MATERIAL MAT! REFERENCE TEMPERATURE 70.00 
HODES 2(1 ELEMENTS 6 SURFACES 1 
SOURCE POWTS 8 CELLS ItlFWITE ELEMEtHS 
COORDINATE LIST 
NODE X Z NODE >: y 
1 0.0 0.0 0.0 0.0 C.O 
3 0.0 0.0 I. 0000 II 0.0 (j. 5')~O 
13 0.0 0.5000 1.0000 2l 0.0 1.t;~~o 
22 0.0 1. 0000 0.5000 23 0.0 1.C.(::'') 
101 0.5000 0.0 0.0 103 0.5000 0.0 
121 0.5000 1.0000 0.0 123 0.5000 l.C~:;Q 
201 1.0000 0.0 0.0 202 1. 0000 C.O 
203 1. 0000 0.0 1.0000 211 1. O~OO o .!iCOC 
213 1. 0000 0.5000 1.0000 ZZI 1. 0000 1. 0000 
222 1. 0000 1. 0000 0.5000 223 1.0000 1.0C:O 
SURFACE StlRFll LINEAR VARIATIOU 
1 1 2 3 13 23 22 21 11 
2 201 211 221 2:'!2 223 213 20. 202 
3 1 101 Z01 202 203 103 3 2 
4 21 22 23 123 2~3 222 221 121 
5 1 II 21 121 221 211 201 101 
'" 
3 103 203 213 223 123 23 13 
SOURCE POINT LIST 
I 3 ZI 23 201 203 221 223 
CELL INPUT 
1 3 11 21 22 23 13 103 101 !,} lZ3 
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z 
0.5000 
0.0 
0.0 
1.00eo 
1. 0000 
1.0000 
0.5000 
0.0 
C .0 
1.0000 
~03 202 201 211 221 222 223 213 
3.4.7.4 Boundary' Condition Definition 
3.4.7.5 
ELEI1ENT 
2 
2 
2 
2 
3 
3 
3 
3 
4 
" 4 
" 
5 
5 
5 
5 
I> 
I> 
6 
6 
**** BOUNDARY CONDITION INPUT **** 
BOUNDARY CONDITION SET NAME TRACll TYPE: VALUE 
GMR GMRl SURFACE SURFll 
ELEMENT LIST 
2 
SOURCE POINT LIST 
201 203 223 221 
LOCAL (NORtlALl COORDINATE SYSTEM 
TIME VALUES: 
1.0000 2.0000 3.0000 4.0000 
COMPONENT 1 TRACTION INPUT 
TIME = 1.00 DATA VALUES: 
5.0000 
O.lOOOOE+03 O.10000E+03 O.lOOOOE+03 O.10000E+03 
TIME = 2.00 DATA VALUES: 
0.10S00E+03 O.10SOOE+03 0.10500E+03 0.10SOOE+03 
TIME = 3.00 DATA VALUES: 
0.12000E+03 O.12000E+03 0.12000E+03 O.12000E+03 
TIME = 4.00 DATA VALUES: 
0.11250E+03 0.11250E+03 0.ll250E+03 0.11250E+03 
TIME = 5.00 DATA VALUES: 
0.67500E+02 0.67500E+02 0.67500E+02 0.67500E+02 
Boundary Solution (Element Basis) 
JOB TITLE: U911 TEST CASE 0 CUBE IN SIHPlE TENSION WITH PL.l.STICITY 
BOUNDARY SOLUTION fOR TlHE = 1 ;00 
NODE NO. X DISPLACEt1EKT Y DISPUCEI1EKT Z DISPLACEI1ENT X TRACTION 
1 0.0 0.0 0.0 -0.10000D+03 
3 0.0 0.0 -0.250010+00 -0.100000+03 
23 0.0 -0.250020+00 -0.250010+00 -0.100000+03 
21 0.0 -0.250020+00 0.0 -0.100000+03 
201 0.10000D+01 0.0 0.0 0.10000D+03 
221 a .10000D+Ol -0.2500ID+00 0.0 0.100000003 
223 0.10000D+Ol -0.25002D<00 -0.250020+00 0.10000D+03 
203 0.100000+01 0.0 -0.25002D+00 0.100000+03 
1 0.0 0.0 0.0 0.0 
201 0.100000+0 I 0.0 0.0 0.0 
203 O.IOOOOD+Ol 0.0 -0.250020+00 0.0 
3 0.0 0.0 -0.250010+00 0.0 
21 0.0 -0.250020+00 0.0 0.0 
23 0.0 -0.250020000 -0.250010+00 0.0 
223 0.100000+01 -0.25002D+00 -0.250020+00 0.0 
Ztl 0.100000+01 -0.250010>00 0.0 0.0 
1 0.0 0.0 0.0 0.0 
Zl 0.0 -0.25002D+OO 0.0 0.0 
221 0.100000+01 -0.250010000 0.0 0.0 
201 0.100000+01 0.0 0.0 0.0 
1 0.0 0.0 -0.250010+00 0.0 
203 0.100000+01 0.0 -0.250020+00 0.0 
223 0.100000+01 -0.250020+00 -0.250020+00 0.0 
2l 0.0 -0.250020+00 -0.250010+00 0.0 
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Y TRACTION 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.429690-05 
0.146930-04 
-0.117610-04 
0.632120-06 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
Z TRACTION 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-0.20575D-04 
-0.276970-04 
O.21839D-04 
0.362410-04 
0.0 
0.0 
0.0 
0.0 
3.4.7.6 Boundary Solution (Nodal Basis) 
JOB TITLE: U911 TEST CASE - CUBE IN SIMPLE TENSION WITH PLASTICITY 
tlODAL OUTPUT AT TIME = 1.00 
NODE DISPLACEMENT 
--------- STRESS ---------
--------- STRAIN ---------
x/Y/Z XX/YY/ZZ XYIXZlYZ XXIYY/ZZ XY/XZIYZ 
------------------------------------------------------------------------------------
1 0.0 0.10000E+03 0.0 O.lOOOOE+Ol 0.0 
0.0 
-0.11716E-02 0.0 -0.25001E+00 0.0 
0.0 
-0.11579E-02 0.0 -0.2S001E+00 0.0 
2 0.0 O.10000E+03 0.0 0.10000E+Ol 0.0 
0.0 
-0.10033E-02 -0.23842E-05 -O.25001E+OO -0.29802E-07 
-0.1250IE+00 -0.17395E-02 -0.23842E-OS -0.2S001E+OO -0.29802E-07 
3 0.0 0.10000E+03 0.0 O.lOOOOE+Ol 0.0 
0.0 
-0.11691E-02 -0. 1589SE-05 -0.2500IE+00 -0.19868E-07 
-0.25001E+00 -0.11698E-02 0.0 -0.25001E+00 0.0 
11 0.0 0.10000E+03 0.23842E-OS O.lOOOOE+Ol 0.29802E-07 
-0.12501E+00 -0.17748E-02 0.0 -0.25001E+00 0.0 
0.0 
-0.99501E-03 0.0 -0.25001E+00 0.0 
13 0.0 0.10000E+03 0.0 O.lOOOOE+Ol 0.0 
-0.12501E+00 -0.17519E-02 0.0 -0.25001E+00 0.0 
-0.25001E+00 -0.99945E-03 0.23842E-OS -0.25001E+00 0.29802E-07 
21 0.0 0.10000E+03 O.31789E-OS O.lOOOOE+Ol 0.39736E-07 
-0.2S002E+00 
-0.1l924E-02 0.0 -0.25001E+00 0.0 
0.0 -0.11606E-02 0.15895E-05 -0.2S001E+00 0.19868E-07 
22 0.0 0.10000E+03 0.0 O.lOOOOE+Ol 0.0 
-0.2S002E+00 -0.10028E-02 -0.47684E-05 -0.25001E+OO -O.59605E-07 
-0.12S01E+00 -0. 17242E-02 0.23842E-OS -0.2S001E+OO 0.29802E-07 
23 0.0 0.10000E+03 -0.1589SE-05 O.lOOOOE+Ol -0.19868E-07 
-O.25002E+00 -0.11628E-02 -0.6357!lE-05 -0.25001E+00 -0.79473E-07 
-0.2S001E+00 
-0.11S46E-02 0.31789E-OS -0.25001E+00 0.39736E-07 
101 0.50000E+00 0.10000E+03 -0.28610E-04 O.lOOOOE+Ol -0.35763E-06 
0.0 
-0.75028E-03 0.0 -0.2S001E+00 0.0 
0.0 
-0.75923E-03 0.0 -0.2S001E+00 0.0 
103 O.SOOOOE+OO o .100001~+O3 -0.95367E-OS O.lOOOOE+Ol -0.1192IE-06 
0.0 
-0.744901:-03 -0.47684E-OS -0.25001E+00 -0.59605E-07 
-0.2S002E+00 -0.74768E-03 0.0 -0.2S001E+00 0.0 
121 0.50000E+00 0.100001:+03 0.11921E-04 O.lOOOOE+Ol 0.14901E-06 
-0.2S001E+00 -0.7S531E-03 0.19073E-04 -0.2500IE+00 0.23842E-06 
0.0 -0.761471:-03 0.0 -0.25001E+00 0.0 
123 0.50000E+00 o .100001~+03 O.26226E-04 0.10000E+Ol 0.32783E-06 
-0.25002E+00 
-0.740051:-03 O.1l921E-04 -0.25001E+00 0.14901E-06 
-0.25002E+00 -0.7400SI:-03 0.0 -0.25001E+00 0.0 
201 O.lOOOOE+Ol 0.100001:+03 -O.50863E-04 O.lOOOOE+Ol 
-0.63578E-06 
0.0 
-0.116491:-02 0.0 -0.25001E+00 0.0 
0.0 
-0.119211:-02 0.0 -0.2S001E+OO 0.0 
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3.4.7.7 Cell Node Displacements 
JOB TITLE: U911 TEST CASE - CUBE IN SIMPLE TENSION WITH PLASTICITY 
NOOE 
3 
2 
1 
11 
21 
22 
23 
13 
103 
101 
121 
123 
203 
202 
201 
211 
221 
222 
223 
213 
INTERIOR DISPLACEMENT AT TIME = 1.00 
X DISPLACEMENT 
0.0 
0.2980250-07 
0.0 
0.2980250-07 
0.0 
0.2980250-07 
0.0 
0.2980250-07 
0.5000020+00 
0.5000020+00 
0.5000020+00 
0.5000020+00 
0.1000000+01 
0.1000000+01 
0.1000000+01 
0.1000000+01 
0.1000000+01 
0.1000000+01 
0.1000000+01 
0.1000000+01 
Y DISPLACEMENT 
0.0 
-0.7451030-08 
0.0 
-0.1250080+00 
-0.2500150+00 
-0.2500150+00 
-0.2500150+00 
-0.1250080+00 
-0.7451030-08 
-0.7451030-08 
-0.2500150+00 
-0.2500150+00 
0.0 
-0.7451030-08 
0.0 
-0.1250080+00 
-0.2500150+00 
-0.2500150+00 
-0.2500150+00 
-0.1250080+00 
Z OISPLACEMENT 
-0.2500150+00 
-0.1250070+00 
0.0 
-0.7451020-08 
0.0 
-0.1250070+00 
-0.2500150+00 
-0.250015D+00 
-0.2500150+00 
~0.745103D-08 
-0.7451030-08 
-0.250015D+00 
-0.2500150+00 
-0.1250080+00 
0.0 
-0.7451040-08 
0.0 
-0.1250080+00 
-0.2500150+00 
-0.2500150+00 
3.4.7.8 Cell Node Stresses 
JOB TITLE: U911 TEST CASE - CUBe IN SIMPLE TENSION WITH PLASTICITY 
INTERIOR STRESS AT TIME' 1.00 
NODE SIGHAXX SIGMAVY SIGMAZZ TAUXY TAUXZ 
:5 0.1000000+03 -0.1171130-02 -0.1162720-02 0.0 -0.3698470-05 
2 0.1000000+03 -0.1011650-02 -0. 174628D-02 0.0 -0.2773850-05 
1 0.1000000+03 -0.117198D-02 -0.1162930-02 0.0 0.0 
11 0.1000000+03 -0.1756660-02 -0.998175D-03 0.7072890-06 0.0 
21 0.1000000+03 -0.1172930-02 -0.1161260-02 0.9430530-06 0.0 
22 0.1000000+03 -0.1012690-02 -0.1746740-02 0.0 -0.2218120-05 
23 0.1000000+03 -0.117098D-02 -0.1162630-02 -0.8128240-06 -0.2957490-05 
13 0.1000000+03 -0.1753320-02 -0.1006150-02 -0.6096180-06 0.0 
103 0.1000000+03 -0.7452620-03 -0.7458010-03 0.1470830-06 -0.1792190-06 
101 0.1000000+03 -0.7531630-03 -0.7586700-03 -0.3913120-06 0.5368490-05 
121 0.1000000+03 -0.7492920-03 -0.7513880-03 O.IOZ3270-0S 0.5906860-05 
123 0.1000000+03 -0.7478480-03 -0.7449760-03 -0.107215D-05 0.147064D-05 
203 0.1000000+03 -0.1172990-02 -0.1180800-02 0.1961110-06 0.345951D-05 
202 0.1000000+03 -0.1019200-02 -0.1778820-02 0.0 0.7963120-05 
201 0.1000000+03 -0.117799D-02 -0.1199010-02 -0.5217500-06 0.7157980-05 
211 0.1000000+03 -0.1761350-02 -0.1037180-02 -0.7533500-07 0.0 
221 0.1000000+03 -0.1171340-02 -0.1188880-02 0.4213030-06 0.7875840-05 
222 0.1000000+03 -0.1017710-02 -0.1772660-02 0.0 0.9595640-05 
223 0.1000000+03 -0.1176270-02 -0.1177920-02 -0.6167130-06 0.4918350-05 
213 0.1000000+03 -0.1767900-02 -0.1025020-02 -0.3154510-0& 0.0 
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TAUYZ 
0.1861500-07 
0.1396120-07 
0.0 
-0.4559900-06 .. 
-0.6079870-06 
-0.8980190-06 
-0.589372D-06 
-0.42&068D-06 
0.0 
0.0 
0.0 
0.0 
0.7595940-06 
0.5696950-06 
0.0 
-0. 1772900-05 
-0.2363860-05 
-0.2976100-05 
-0.1604270-05 
-0.6335080-06 
3.4.7.9 Cell Node Strains 
J08 TITL1:: U911 TEST CASE - CUBE IN SIMPLE TENSION WITH PLASTICITY 
INTERIOR STRAIN AT TIME' 1.00 
NOOE EPS JOC EPS YY EPS ZZ r"~)(y EPSXZ EPSYZ 
3 0.1000011)+01 -0.2500090+00 -0.2500090+00 0.0 -0.4623090-07 0.2326870-09 
2 0.100001[)+01 -0.2500060+00 -0.2500150+00 0.0 -0.3467310-07 0.1745150-09 
I O.IOaOOIl)+OI -0.2500090+00 -0.2500090+00 0.0 0.0 0.0 
11 0.1000011)+01 -0.2500150+00 -0.2500050+00 0.8841120-08 0.0 -0.5699870-08 
21 0.1000011)+01 -0.2500090+00 -0.2500090+00 0.117e820-07 0.0 -0.7599830-08 
22 0.100001[)+01 -0.2500060+00 -0.2500150+00 0.0 -0.2772650-07 -0.1122520-07 
23 0.1000011)+01 -0.2500090+00 -0.2500090+00 -0.1016030-07 -0.3696860-07 -0.7367150-08 
13 0.100001[)+01 -0.2500150+00 -0.250006D+00 -0.7620220-08 0.0 -0.5350850-08 
103 0.1000001)+01 -0.2500060+00 -0.250006D+00 o .183S5~0-08 -0.2240230-08 0.0 
101 0.1000001)+01 -0.2500060+00 -0.2500060+00 -0.4891"00-08 0.6710600-07 0.0 
121 0.1000001)+01 -0.2500060+00 -0.250006D+00 0.1279080-07 0.7383600-07 0.0 
123 0.1000001)+01 -0.2500060+00 -0.2500060000 -0.1340190-07 0.1838310-07 0.0 
203 0.1000011)+01 -0.2500090+00 -0.2500091)+00 0.2451390-08 0."324390-07 0.9494920-08 
202 0.1000011)+01 -0.2500060+00 -0.2500150+00 0.0 0.9953900-07 0.7121180-08 
201 0.1000011)+01 -0.2500090+00 -0.2500090+00 -0.6521870-08 0.8947470-07 0.0 
211 0.1000011)+01 -0.2500150+00 -0.2500060+00 -0.9416670-09 0.0 -0.2216120-07 
221 0.1000011)+01 -0.2500090+00 -0.2500090+00 0.5266290-08 0.9844800-07 -0.2954830-07 
222 0.1000011)+01 -0.2500060+00 -0.2500150+00 0.0 0.1199460-06 -0.3720130-07 
223 0.1000011)+01 -0.2500090+00 -0.2500090+00 -0.7708910-06 0.61"7930-07 -0.2005340-07 
213 0.1000011)+01 -0.2500150+00 -0.2500060+00 -0.3943130-08 0.0 -0.7918850-08 
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3.4.8 List of Symbols 
Symbol 
Xj 
. 
ui 
E 
a 
. 
T 
x 
Yi 
r 
v 
Gij 
Tijk 
Fij 
Li st of Symbols 
Referenced Within Section 3~4 
Description 
Cartesian coordinates 
Inelastic strain rate 
Lame constants 
Displacement rate 
Kronecker del ta 
Young's modulus 
Coefficient of thermal expansion 
Time derivative of temperature 
Time derivative of body forces 
Boundary of body to be analyzed 
Point on boundary S 
Integration pOint 
= I xi - ei I 
= /y/ 
Interior of body to be analyzed 
Kelvin solution 
Stresses derived from Gij 
Tractions derived from Tijk and 
surface normal 
1/2 0ij if Sis smooth at ej ; 
otherWlse depends on surface geometry at e 
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3.4-6 
3.4-6 
3.4-6 
3~4-6 
3.4-6 
3.4-6 
3A-6 
3.4-6 
3.4-6 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
3.4-7 
Symbol 
ni 
ti 
crjk 
Dijk } Sijk 
Mijk 
x 
p 
s 
{3 
11 
List of Symbol s 
Referenced Within Section 3.4 (continued) 
Description 
Surface normal 
Tractions 
Stress rate 
Higher order kernels derived 
from Gij by differentiation 
and use of Hooke's Law 
Placed over symbol, denotes use of 
a local axis system 
Vector of all unknown freed~os (displacements and tractions) 
Vector of all known freedoms 
(displacements and tractions) 
Mass density 
Dilatational wave speed 
Di storti onal \'1ave speed 
Laplace transform 
Denotes (in Section 3.4.3.3) the Laplace 
transform of a function 
Transform parameter 
Frequency 
Laplace transforms of the dynamic 
kernel functions 
Damping ratio 
Coefficient of viscosity 
3.4-73 
Page 
3.4-7 
3.4-8 
3.4-8 
3.4-8 
3.4-8 
3.4-10 
3.4-10 
3.4-12 
3.4-12 
3.4-12 
3.4-12 
3.4-12 
3.4-12 
3.4-14 
3.4-14 
3.4-17 
3.4-17 
3.4.9 References 
1. Jaswon, M. A. and A. R. Ponter, "An Integral Equation Solution of the 
Torsion Problem," Proc. Roy. Soc., Sere A, 273, 1963, pp. 237-246. 
2. Rizzo, F. J., "An Integral Equation Approach to Boundary Value Problems 
of Classical E1astostatics," Quart. Appl. Math., Vol. 25,83-95, 1967. 
3. Brebbia, C. A. and S. Walker, Boundary Element Techniques in 
Engineering, Newness-Butterworths, London, 1980. 
4. Banerjee, P. K. and R. Butterfield, Boundary Element Methods in 
Engineering Science, McGraw-Hill, London, 1981. 
5. Liggett, J. and P. Liu, Boundary Integral Equation for Porous Media 
Flow, Allen and Unwin, London, 1983. 
6. Crouch, S. L. and A. M. Starfield, Boundary Element Methods in Solid 
Mechanics, Allen and Unwin, London, 1983. 
7. Mukherjee, S., Boundary E1 ement Methods in Creep and Fracture, Appl ied 
Science Publishers, London, 1982. 
8. Banerjee, P. K. and R. Butterfield, Developments in Boundary Element 
Methods I, Applied Sci. Publishers, Barking, Essex, UK, 1979. 
9. Banerjee, P. K. and R. P. Shaw, Developments in Boundary Element Methods 
~, Applied Sci. Publishers, Barking, Essex, UK, 1982. 
10. Banerjee, P. K. and S. Mukherjee, Developments in Boundary Element 
Methods - III, Applied Sci. Publishers, Barking, Essex, UK, 1984. 
11. Cruse, T. A. and F. J. Rizzo, (eds.), Boundary-Integral Equation Method: 
com~utational Applications in Applied Mechanics, AMD-Vol. 11, ASME, New 
Yor , 1975. 
12. f4endelson, A., "Boundary-Integral Methods in Elasticity and Plasticity," 
NASA TN, 0-7418, 1973. 
13. Cruse, T. A., "Mathematical Foundations of the Boundary-Integral 
Equation Method in Solid Mechanics," AFOSR-TR-77-1002, PWA-5539, 1977. 
14. Cruse, T. A., and R. B. Wilson, "Boundary-Integral Equation Methods for 
Elastic Fracture Mechanics Analysis," AFOSR-TR-78-0355, 1978. 
3.4-74 
References (continued) 
15. Banerjee ~ P. K. and R. Butterfi e1 d, "Boundary E1 ement Methods in 
Geomechanics," in Finite Elements in Geomechanics, ed. by G. Gudehus, 
John Wi 1 E!y & Sons, London-New York, 1977, pp. 529-570. 
16. LClchat, J. C. and J. O. Watson, "Effective Numerical Treatment of 
Boundary Integral Equations: A formulation for Three-Dimensional 
Elasto-statics," Int. J. Num. Meth. in Engng., lQ., 1976, pp. 991-1005. 
17. Wiltson, ,J. 0., "Advanced Implementation of the Boundary Element Method 
f()r T\'IO- and Three-Dimensional E1astostatics," in Banerjee, P. K. and R. 
ButterfiE!ld, Developments in Boundary Element Methods - I, Applied 
Science Publishers, London, 197ti, pp. 31-64. 
18. Bimerjee, P. K., II Integral Equation Methods for Analysis of Piece-wise 
N()n-homogeneous Three-Dimensional Elastic Solids of Arbitrary Shape," 
1!~t. J. tllech. ScL, 18, 1976, pp. 293-303. 
19. Banerjee, P. K., "Foundations Within a Finite Elastic Layer 
Application of the Integral Equation f4ethod," Civ. Engng., 1971, pp. 
1197-1202. 
20. Butterfield, R. and P. K. Banerjee, liThe Problem of Pile Cap, Pile 
Groups Interaction," Geotechq., 21(2),1971, pp. 135-141. 
21. Ri zzo, F.. J. and D. J. Sh i ppy, II An Advanced Boundary Integral Equati on 
Method for Three-dimensional Thermo-elasticity, II Int. J. Num. Meth. in 
Engng., 11, 1977, pp. 1753-1768. 
22. Rizzo, F. J. and D. J. Shippy, "Recent Advances of the Boundary Element 
~IE!thod in Thermoelasticity," in P. K. Banerjee and R. Butterfield, eds., 
DE!Ve10pments in Boundary Element f4ethods, Vol. I, Chapt. VI, Applied 
Science Publishers, London, 1979. 
23. Cr'use, T. A., II Two and Three-dimensional Problems of Fracture 
Mechanics," in P. K. Banerjee and R. Butterfield, eds., Developments in 
Boundary Element Methods, Vol. I, Chapt. V., Applied Science Publishers, 
London, 1979. -
24. Cr'use, T. A., "Numerica1 Solutions in Three-dimensional E1astostatics,II 
Int. J. Solids and Struct., 5, 1969, pp. 1259-1274. 
25. CY'use, 1".. A., "Application of the Boundary Integral Equation Method to 
Three-dimensional Stress Analysis," Int. J. Computer and Struct., 3, 
1973, pp. 509-527. 
3.4-75 
References (continued) 
26. Cruse, T. A., IIAn Improved Boundary Integral Equation ~4ethod for 
Three-dimensional Elastic Stress Analysis,1I Computer and Struct., 4, 
1974, pp. 741-754~ 
27. Cruse, T. A., D. W. Snow and R. B. Wilson, IINumerical Solutions in 
Axisymmetric Elasticity,1I Computers and Struct., 7,1977, pp. 445-451. 
28. Snyder, M. D. and T. A. Cruse, IIBoundary-Integral Equation Analysis of 
Cracked Anisotropic Plates,1I Int. J. Frac., 11, 1975, pp. 315-328. 
29. Cruse, T. A. and G. J. Meyers, IIThree Dimensional Fracture Mechanics 
Analysis,1I J. of the Struct. Div., ASCE, 103, 1977, pp. 309-320. 
30. Cruse, T. A. and R. B. Wilson, IIAdvanced Applications of 
Boundary-Integral Equation Methods," Nuc. Engng. and Des., 46, 1977, pp. 
223-234. 
31. Alarcon, E., C. A. Brebbia and J. Dominquez, liThe Boundary Element 
t4ethod in Elasticity,1I Int. J. Mech. Sci., 20, 1978, pp. 625-639. 
32. Wilson, R. B. and T. A. Cruse, IIEfficient Inplementation of Anisotropic 
Three-dimensi onal Boundary Integral Equation Stress Analysi s, II Int. J. 
Num. Meth. Eng., Vol. 12, 1978, pp. 1383-1397. 
33. Mayer, M., W. Drexler and G. Kuhn, IIA Semi-analytical Boundary Integral 
Approach for Ax; symmetri c El asti c Bod; es wi th Arbi trary Boundary 
Conditions,1I Int. J. Solids & Struct., 16, 1980, pp. 863-871. 
34. Rizzo, F. J. and D. J. Shippy, IIAn Advanced Boundary Integral Equation 
tvlethod for Three-Dimensional Thermoelasticity,1I Int. J. Num. Meth. Eng., 
lI, 1977, pp. 1753-1768. 
35. Chaudouet, A. and 'G. Loubignac, IIBoundary Integral Equations Used to 
Solve Thermoelastic Problems: Application to Standard and Incompressible 
Materials," in Numerical Methods in Heat Transfer, ed., by R. W. lewis, 
K. Morgan and O. C. Zi enk i ewi cz, John wi 1 ey & Sons, London-New York, 
1981, pp. 115-133. 
36. Hansen, E. B., IINumerical Solution of Integro-Differential and Singular 
Integral Equations for Plate Bending Problems,1I J. Elasticity, 6, 1976, 
pp. 39-56. -
37. Stern, M., "A General Boundary Integral Formulation for the Numerical 
Solution of Plate Bending Problems,1I Int. J. Solids & Struct., 15, 1979, 
pp. 769-782. 
3.4-76 
References (continued) 
38. Bezine, G., "Boundary Integral Formulation for Plate Flexure with 
Arbitrary Boundary Conditions," Mech. Res. Comm.,.§., 1978, pp.197-206. 
39. Bezine, G. and D. A. Gamby, "A New Integra"1 Equation Formulation for 
P"late Bending Problems," in Recent Advances in Boundary Element Methods, 
ed. by C .. A. Brebbia, PentecnPress, London, 1978, pp. 327-342. 
40. Bezine, G., "App1ication of Similarity to Research of New Boundary 
Integral Equations for Plate Flexure Problems," Appl. Math. Modelling, 
.§.' 1981, pp. 66-70. 
41. Wu, B. C. and N. J. Altiero, "A New Numerical Method for the Analysis of 
Anisotropic Thin-Plate Bending Problems," Compte ~leth. Appl. Mech. & 
£~.9.!., 25:. 1981, pp. 343-353. 
42. Cruse, T. A. and W. Van Buren, "Three Dimensional Elastic Stress 
Analysis of a Fracture Specimen with an tdge Crack," Int. J. Fract. 
t4ech., II' 1971, pp. 1-15. 
43. Cruse, T.. A., "Numerical Evaluation of Elastic Stress Intensity Factors 
by the Boundary-Integral Equation Method, II in The Surface Crack: 
Physical Problems and Computational Solutions, ed. J. L. Swed1ow, 
Ameri can Soci ety of ~1echani cal Engi neers, New York, 1972. 
44. Rudolphi, T. J. and N. E. Ashbaugh, "An Integral-Equation Solution for a 
Bounded Elastic Body ContaininH a Crack: Mode I Deformation, II Int. J. 
F~ac., 14, 1978, pp. 527-541. 
45. Tan, C. l.. and R. T. Fenner, ''E"lastic FracturE~ Mechanics Analysis by the 
Boundary Integral Equation Method, II Proc. Roy. Soc., Sere A, 369, 1979, 
pp. 243-260. 
46. Tan, C. L. and R. T. Fenner, "Stress Intensity Factors for 
Semi -Ell i pti cal Surface Cracks in Pressuri zed Cyl i nders Usi ng the 
Bc)undary Integral Equation t4ethod," Int. J. Frac., 16, 1980, pp. 233-245. 
47. Blandford, G. E., A. R. Ingraffea and J. A. Li ggett, "Two-Dimensional 
Stress Intensity Factor Computations Using the Boundary Element Method, II 
.!!!t. J. Num. Meth. Eng., 17, 1981, pp. 387-404. 
48. Banaugh, R. P. and W. Goldsmith, "Diffraction of Steady Elastic Waves by 
Surfaces of Arbitrary Shape," J. of Appl. Mech., Vol. 30, 1963, pp. 
589-597. 
3" 4-77 
References (continued) 
49. Kobayashi, S., T. Fukui and N. Azuma, "An Analysis of Transient Stresses 
Produced Around a Tunnel by the Integral Equation Method, II Proc. Symp. 
Earthquake Engng., Japan, 1975, pp. 631-638. 
50. Niwa, Y., S. Kobayashi and T. Fukui, "App1 ications of Integral Equation 
Method to Some Geotechnical Problems," in C.S. Desai, Edit., Numerical 
Methods in Geomechanics, ASCE, N.Y., 1976, pp. 120-131. 
51. Doyle, J. M., "Integration of the Laplace Transformed Equations of 
Classical Elastostatics," Jour. Math. Analy. Appl., E, 1966, pp. 
118-131. 
52. Cruse, T. A. and F. J. Rizzo, IIA Direct Formulation and Numerical 
Solution of the General Transient Elastociynamic Problem I," J. ~1ath. 
Anal. & Applic., 1968, pp. 244-259. 
53. Cruse, T. A., IIA Direct Formulation and Numerical Solution of the 
General Elastodynamic Problem II,II J. Math. Anal. & Applic., g, 1968, 
pp. 341-355. 
54. Manol is, G. D. and D. E. Beskos, "Dynamic Stress Concentration Studies 
by Boundary Integrals and Laplace Transform," Int. J. Num. Meth. Eng., 12, 1981, pp. 573-599. 
55. Niwa, Y., S. Kobayashi, T. Fukui and N. Azuma, If Transient Stresses 
Around Inclusions During the Passage of Traveling Waves Analyzed by the 
Integral Equation Method,1I Proc. Japan Soc. Civil Engrs., No. 248, 1976, 
pp. 41-53, in Japanese. 
56. Cole. D. M •• D. D. Kosloff and J. B. Minster, "A Numerical Boundary 
Integral Equation Method for Elastodynamics I," Bull. Seismological Soc. 
Amer., 68, 1978, pp. 1331-1357. 
57. Manolis, G. D., "A Comparative Study on Three Boundary Element Method 
Approaches to Problems in Elastodynamics,1I Int. J. of Num. Meth. Engn9., 
Vol. 19,1983, pp. 71-93. 
58. Swedlow, J. L. and T. A. Cruse, "Formulation of Boundary Integral 
Equations for Three-Dimensional E1astoplastic Flow," Int. J. Solids & 
Struct., I, 1971, pp. 1673-1684. 
59. Rzasnicki, W., A. Mendelson, L. U. Albers and D. D. Raftopoulos, 
"Appl i cati on of Boundary Integral Method to E1 astopl asti c Ana1ysi s of 
V-Notched Beams," NASA TN, 0-7637, 1974. 
304-78 
References (continued) 
60. Tells, d. C. F. and C. A. Brebbia, "The Boundary Element Method in 
P'lasticity," Appl. Math. Modeli'l9., 5, 1981, pp. 275-281. 
61. Tells, J. C. F. and C. A. Brebbia, "Boundary Elements: New Developments 
in Elastop1astic Analysis, II ~p'l. ~1ath. Model iJ:I.[, 5, 1981, pp. 376-382. 
62. Mukherjee, S. , "Corrected Boundary-Integral Equati ons in P1 anar 
Thermoelastop1asticity," Int. J. Solids & Struct., 13, 1977, pp. 331-335. 
63. Bui, H. D., "Some Remarks About the Formulation of Three-Dimensional 
Thermoelastoplastic Problems by Integral Equations," Int. J. Solids & 
~~ruct., 14, 1978, pp. 935-939. 
64. Mukheree, S. and V. Kumar, "Numerical Analysis of Time-Dependent 
Inelastic Deformation in Metallic Media Using the Boundary-Integral 
Equation t~ethod," ASME J. Appl. Mech., 45, 1978, pp. 785-790. 
65. Morjaria, M. and S. Mukherjee, "Ine1astic Analysis of Transvey'se 
DI~f1 ecti on of Pl ates by Boundary El ement ~1ethod, II ASME J. Appl. Mech., 
i~, 1980. 
66. Mukherjee, S. and M. ~lorjaria, "A Boundary Element Formulation for 
Planar Time-Dependent Inelastic Deformation of Plates with Cutouts," 
l.~lt. J. Sol ids & Struct., .12, 1981, pp. 115-126. 
67. Morjaria, M. and S. I~ukherjee, "Numerica1 Analysis of Planar, 
Time-Depl~ndent Ine1 asti c Deformation of P1 ates with Cracks by the 
Boundary El ement Method, II Int. J. Sol ids & Struct., 17, 1981, pp. 
127-143. -
68. Banerjee, P. K. and G. Mustoe, "Boundary Element Methods in 
Tt'io-Dimensiona1 E1astoplasticity," Proc. of Int. Conf. on Recent 
Deve1 opmE~nts of Boundary E1 ement Methods, Southampton uni versi ty, Pentec 
Pr'es s, London, 1978, pp. 283-300. 
69. Banerjee" P. K., D. N. Cathie and T. G. 
Three-Dimensional Problems of E1astoplasticity," 
Boundary Element fvlethods - I, eds. P. K. Banerjee 
Applied Sci. Publishers, 1979, pp. 65-95. 
Davies, II Two- and 
in Developments in 
and R. Butterfield, 
70. Banerjee l• P. K. and D. N. Cathie, "A Direct Formulation and Numerical 
Impl emeni:ation of the Boundary E1 ement r~ethod for Two-Dimensi ona1 
Problems of E1astop1asticity," Int. J. Mech. Sci., 22, 1980, pp. 233-245. 
3.4-79 
References (continued) 
71. Cathie, D. N. and P. K. Banerjee, "Boundary Element Methods in 
Axisymmetric P1asticity," Innovative Numerical Analysis for the Applied 
Engineering Sciences, ed. R. P. Shaw et al, University of Virginia 
Press, 1980. 
72. Cathie, D. N. and P. K. Banerjee, "Boundary Element Methods for 
Plasticity and Creep Including a Viscop1astic Approach," Res. Mechanica, 
Vol. 4, 1982, pp. 3-22. 
73. Kobayashi, S. and N. Nishimura, "E1astop1astic Analysis by the Integral 
Equation Method," Mem. Fac. Eng., Kyoto Univ., 43, 1980, pp. 324-334. 
74. Kumar, V. and S. Mukherjee, "A Boundary-Integral Equati on Formul ati on 
for Time-Dependent Inelastic Deformation in Metals," Int. J. Mech. Sci., 
~, 1977, pp. 713-724. 
75. Banerjee, P. K. and T. G. Davies, ilAdvanced Implementation of Boundary 
Element Methods for Three-Dimensional Problems of Elastoplasticity and 
Vi scopl asti ci ty, II Chapter 1 in Developments in Boundary El ement Methods 
- III, Applied Science Publishers, London, 1984~ 
76. r'lukherjee, S. and A. Chandra, IIBoundary E1 ement Formu1 ati ons for Large 
Strain - Large Deformation Problems of Plasticity and Viscop1asticity,1I 
Chapter 2 in Developments in Boundary Element ~1ethods - III, Applied 
Science Publishers, London, 1984. 
77. Mukherjee, S. and A. Chandra, Private Communications, 1983. 
78. Durbin, F., "Numerical Inversion of Laplace Transforms: An Efficient 
Improvement to Dubner and Abate's Method,lI Computer, J., Vol. 17, 1974, 
pp. 371-376. 
79. Dubner, R. and J. Abate, "Numerical Inversion of Laplace Transforms by 
Relating Them to the Finite Fourier Cosine Transforms," J. Assoc. Compo 
Mach., Vol. 15, 1968, pp. 115-123. 
80. Cooley, J. W. and J. W. Tukey, "An Algorithm for Machine Calculation of 
Complex Fourier Series," Math. Comp., Vol. 19, 1965, pp. 297-310. 
81. Stroud, A. H. and D. Secrest, Gaussian Quadrature Formul as, Prentice 
Hall, New York, 1966. 
82. Dongarra, J. J., et al, Linpack Users' Guide, SIAM, Philadelphia, PA, 
1979. 
83. Domas, Po A., et al, "Benchmark Notch Test for Life Prediction," NASA 
CR-165571, June, 1982. 
304-80 
DISTRIBUTION LIST - FIRST ANNUAL STATUS REPORT 
3-D INELASTIC ANALYSIS METHODS FOR 
HOT SECTION CQI·1PONENTS (BASE PROGRAM) 
CONTRACT NAS3-23697 
NASA Lewis Research Center 
Attn: Contracting Officer, MS 500-312 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: Technical Report Control 
Officer, MS 5-5 
21000 BY'ookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: Technical Utilization Office 
14S 3-16 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: AFSC Liaison Office, MS 501-3 
21000 BY'ookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: S&I<11 Division Contract 
File, MS 49-6 (2 copies) 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: Library, MS 60-3 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: L. Berke, MS 49-6 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: R. H. Johns, MS 49-6 
21000 BY'ookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: D. A. Hopkins, MS 49-6 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: C. C. Chamis, MS 49-6 
(4 copies) 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Let"i s Research Center 
Attn: M. S. Hirschbein, MS 49-6 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: J. A. Ziemianski, MS 49-6 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: G. R. Halford, MS 49-7 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: D. J. Gauntner, MS 23-2 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: A. Kaufman, MS 49-7 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: R. C. Bill, MS 49-7 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: T. J. Miller, MS 49-1 
21000 Brookpark Road 
Cleveland, OH 44135 
NASA Lewis Research Center 
Attn: D. E. Sokolowski, MS 49-1 
21000 Brookpark Road 
Cleveland, OH 44135 
l~ationa1 Aeronautics 8, Space Admin. 
Attn: NHS-22/Library 
Washington, DC 20546 
National Aeronautics & Space Admin. 
Attn: RTM-6/M. A. Greenfield 
Washington, DC 20546 
NASA-Ames Research Center 
Attn: Library, ~IS 202-3 
Moffett Field, CA 94035 
NASA-Goddard Space Flight Center 
Attn: 252/Library 
Greenbelt, NO 20771 
NASA-John F. Kennedy Space Center 
Attn: Library, ~lS AD-CSO-l 
Kennedy Space Center, FL 32931 
NASA-Langley Research Center 
Attn: Library, MS 185 
Hampton, VA 23665 
NASA-Langley Research Center 
Attn: M. F. Card, MS 244 
Hampton, VA 23665 
NASA-Langley Research Center 
Attn: J. Starnes 
Hampton, VA 23665 
NASA-Lyndon B. Johnson Space Center 
Attn: JM6 Library 
Houston, TX 77001 
NASA-George C. Marshall 
Space Flight Center 
Attn: AS61/Library 
Marshall Space Flt. Center, AL 35812 
Jet Propulsion Laboratory 
Attn: Library 
4800 Oak Grove Drive 
Pasadena, CA 91103 
Jet Propulsion Laboratory 
Attn: B. Wada 
4800 Oak Grove Drive 
Pasadena, CA 91103 
NASA S&T Information Facility 
Attn: Acquisition Division 
(10 copies) 
P. O. Box 8757 
Baltimore-Washington 
Int. Airport, MD 21240 
Air Force Aeronautical Prop. Lab. 
Attn: Z. Gershon 
Wright-Patterson AFB, OH 45433 
Air Force Aeronautical Prop. Lab. 
Attn: E. Bail ey 
Wright-Patterson AFB, OH 45433 
Air Force Systems Command 
Attn: Li brary 
Aeronautical Systems Division 
Wright-Patterson AFB, OH 45433 
Air Force Systems Command 
Attn: C. W. Cowie 
Aeronautical Systems Division 
Wright-Patterson AFB, OH 45433 
Air Force Systems Command 
Attn: R. J. Hill 
Aeronautical Systems Division 
Wright-Patterson AFB, OH 45433 
Aerospace Corporation 
Attn: Library-Documents 
2400 E. El Segundo Blvd. 
Los Angeles, CA 90045 
Air Force Office of Sci. Res. 
Attn: A. K. Amos 
Washington, DC 20333 
Department of the Army 
Attn: Ar~CRD-RC 
U. S. Army Material Command 
Washington, DC 20315 
U. S. AY'my Ball istics Res. Lab. 
Attn: Dr. Donald F. Haskell, DRXBR-BM 
Aberdeen Proving Ground, MD 21005 
Mechanics Research Laboratory 
Attn: Dr. E. M. Lenoe 
Army Materials & Mechanics Res. CentE~r 
Watertown, MA 02172 
U. S. AY'my Missile Command 
Attn: Document Section 
Redstone Scientific Info. Center 
Redstone Arsenal, AL 35808 
Commanding Officer 
U. S. Army Research Office (Durham) 
Attn: Library 
Box CM, Duke Station 
Durham, NC 27706 
Bureau of Naval Weapons 
Attn: RRRE-6 
Department of Navy 
Washington, DC 20360 
Commander 
U. S. Naval Ordinance Laboratory 
White Oak 
Attn: Library 
Silver Springs, MD 20910 
Director, Code 6180 
Attn: Library 
U. S. Naval Research Laboratory 
Washington, DC 20390 
Denver Federal Center 
Attn: P. M. Lorenz 
U. S. Bureau of Reclamation 
P. O. Box 25007 
Denver, CO 80225 
Naval Air Propulsion Test Center 
Attn: Mr. James Salvino 
Aeronautical Engine Department 
Trenton, NJ 08628 
Federal Aviation Administration 
Code ANE-214, Propulsion Section 
Attn: Mr. Robert Berman 
12 New England Executive Park 
Burlington, MA 01803 
Federal Aviation Admin. DOT 
Office of Aviation Safety, FOB lOA 
Attn: Mr. John H. Enders 
800 Independence Ave., SoW. 
Washington, DC 20591 
FAA, ARD-520 
Attn: Commander John J. Shea 
2100 2nd Street, S.W. 
Washington, DC 20591 
Nationa') Trans. Safety Board 
Attn: Mr. Edward P. Wizniak, TE-20 
800 Independence Avenue, SoW. 
Washington, DC 20594 
Northwestern University 
Dept. of Civil Engineering 
Attn: S. Nemat-Nasser 
Evanston, IL 60201 
r~orthwestern Uni versi ty 
Dept. of Civil Engineering 
Attn: To Belytschco 
, Evanston, IL 60201 
Rockwell International Corporation 
Attn: Mr. Joseph Gausselin 
D 422/402 AB71 
Los Angeles International Airport 
Los Angeles, CA 90009 
Rensselaer Polytechnic Institute 
Attn: R. Loewy 
Troy, NY 1 2181 
Rensselaer Polytechnic Institute 
Attn: E. Kremp1 
Troy, NY 12181 
Cleveland State University 
Department of Civil Engineering 
Attn: Dr. P. Bellini 
Cleveland, OH 44115 
Massachusetts Institute of Technology 
Attn: K. Bathe 
77 Massachusetts Avenue 
Cambridge, MA 02139 
Massachusetts Institute of Technology 
Dept. of Aeronautics & Astronautics 
Building 33-307 
Attn: Prof. J. W. Mar 
77 Massachusetts Avenue 
Cambridge, MA 02139 
~lassachusetts Insti tute of Technology 
Attn: E. A. Witmer 
77 Massachusetts Avenue 
Cambri dge, t,IA 02139 
Massachusetts Institute of Technology 
Attn: T. H. Pian 
77 Massachusetts Avenue 
Cambridge, MA 02139 
Univ. of Illinois at Chicago Circle 
Department of Materials Engineering 
Attn: Dr. Robert L. Spilker 
Box 4348 
Chicago, IL 60680 
Detroit Diesel Allison 
General Motors Corporation 
Attn: Mr. William Springer 
Speed Code T3, Box 894 
Indianapolis. IN 46206 
Detroit Diesel Allison 
General Motors Corporation 
Attn: Mr. J. Byrd 
Speed Code T3, Box 894 
Indianapolis, IN 46206 
Detroit Diesel Allison 
General Motors Corporation 
Attn: Mr. L. Snyder 
Speed Code T3, Box 894 
Indianapolis, IN 46206 
General Motors Corporation 
Attn: R. J. Trippet 
Warren, MI 48090 
Arthur D. Little 
Acorn Park 
Attn: P. D. Hilton 
Cambridge, MA 02140 
AVCO Lycoming Division 
Attn: Mr. Herbert Kaehler 
550 South Main Street 
Stratford, CT 06497 
Beech Aircraft Corp., Plant 1 
Attn: Mr. M. K. O'Connor 
Wichita, KA 67201 
Bell Aerospace 
Attn: R. A. Gallatly 
P. O. Box 1 
Buffalo, NY 14240 
Bell Aerospace 
Attn: S. Gell;n 
P. O. Box 1 
Buffalo, NY 14240 
Boeing Aerospace Company 
Impact Mechanics Lab 
Attn: Dr. R. J. Bristow 
P. O. Box 3999 
Seattle, WA 98124 
Boeing Commercial Airplane Company 
Attn: Dr. Ralph B. McCormick 
P. O. Box 3707 
Seattle, WA 98124 
Boeing Commercial Airplane Company 
Attn: Dr. David T. Powell, 73-01 
P. O. Box 3707 
Seattle, WA 98124 
Boeing Commercial Airplane Company 
Attn: Dr. John H. Gerstle 
P. O. Box 3707 
Seattle, WA 98124 
Boeing Company 
Attn: Mro C. F. Tiffany 
Wichita, KA 
McDonnell Douglas Aircraft Corporation 
Attn: Library 
P. O. Box 516 
Lambert Field, MO 63166 
Douglas Aircraft Company 
Attn: Mr. M. A. O'Connor, Jr., 36-41 
3855 Lakewood Blvd. 
Long Beach, CA 90846 
Garrett AiResearch Manufacturing Co. 
Attn: L. A. Matsch 
111 S. 34th Street 
P. O. Box 5217 
Phoenix, AZ 85010 
General Dynamics 
Attn: Library 
P. O. Box 748 
Fort Worth, TX 76101 
General Dynamics/Convair Aerospace 
Attn: Library 
P.O. Box 1128 
San Diego, CA 92112 
General Electric Company 
Attn: Dr. L. Beitch, K221 
Interstate 75, Bldg. 500 
Cincinnati, OH 45215 
General Electric Company 
Attn: Dr. M. Roberts, K221 
Interstate 75, Bldg. 500 
Cincinnati, OH 45215 
General Electric Company 
Attn: Dr. R. L. McKnight, K221 
Interstate 75, Bldg. 500 
Cincinnati, OH 45215 
General Electric Company 
Aircraft Engine Group 
Attn: Mr. Herbert Garten 
Lynn, MA 01902 
Grumman Aircraft Eng. Corp. 
Attn: Library 
~ethpage, Long Island, NY 11714 
Grumman Aircraft Eng. Corp. 
Attn: H. A. Armen 
Bethpage, Long Island, NY 11714 
lIT Research Institute 
Technology Center 
Attn: Library 
Chicago, IL 60616 
Lockheed California Company 
Attn: Mr. D. T. P1and 
P. O. Box 551 
Dept. 73-31, Bldg. 90, PL. A-l 
Burbank, CA 91520 
Lockheed California Company 
Attn: Mr. Jack E. Wignot 
P. O. Box 551 
Dept. 73-31, Bldg. 90, PL. A-1 
Burbank, CA 91520 
Northrop Space Laboratories 
Attn: Ubrary 
3401 West Broadway 
Hawthorne, CA 90250 
North American Rockwell, Inc. 
Rocketdyne Division 
Attn: K. R. Rajagopa1 
6633 Canoga Avenue 
Canoga Park, CA 91304 
North Arneri can Rockwell, Inc. 
Rocketdyne Division 
Attn: F. Nitz 
6633 Canoga Avenue 
Canoga Park, CA 91304 
North American Rockwell, Inc. 
Space & Information Systems Div. 
Attn: Ubrary 
12214 Lakewood Blvd. 
Downey, CA 90241 
Norton Company 
Attn: Mr. George E. Buron 
Industrial Ceramics Division 
Armore & Spectramic Products 
Worcester, MA 01606 
Norton Company 
Attn: Mr. Paul B. Gardner 
1 New Bond Street 
Industrial Ceramics Division 
Worcester, MA 01606 
United Technologies Corporation 
Pratt & Whitney 
Government Products Division 
Attn: Library 
P. O. Box B2691 
West Palm Beach~ FL 33402 
United Technologies Corporation 
Pratt & ~Jhi tney 
Government Products Division 
Attn: R. A. Marmol 
P. O. Box B2691 
West Palm Beach, FL 33402 
United Technologies Corporation 
Pratt & Whitney 
Attn: Library 
400 t4ai n Street 
East Hartford, CT 06108 
United Technologies Corporation 
Pratt & Whitney 
Attn:#E. S. Todd, MS 163-09 
400 r4ain Street 
East Hartford, CT 06108 
United Technologies Corporation 
Hamilton Standard 
Attn: Dr. R. A. Cornell 
Windsor Locks, CT 06096 
Aeronautical Research Association 
of Princeton. Inc. 
Attn: Dr. Thomas McDonough 
P. o. Box 2229 
Princeton, NJ 08540 
Republic Aviation 
Attn: Library 
Fairchild Hiller Corporation 
Farmington, Long Island, t~Y 
Rohr Industries 
Attn: Mr. John f4eaney 
Foot of H Street 
Chula Vista, CA 92010 
TWA 9 Inc. 
Attn: Mr. John J. Morelli 
Kansas City International Airport 
P. O. Box 20126 
Kansas City, t40 64195 
State University of New York 
at Buffalo 
Attn: R. Shaw 
Dept. of Civil Engineering 
Buffalo, NY 14214 
Solar Turbine Inc. 
Attn: G. L. Padgett 
P. O. Box 80966 
San Diego, CA 92138 
Southwest Research Institute 
Attn: T. A. Cruse 
6220 Culebra Road 
San Antonio, TX 78284 
Lockheed Palo Alto Research Labs 
Attn: D. Bushnell 
Palo Alto, CA 94304 
Lockheed Palo Alto Research Labs 
Attn: R. F. Hurtung 
Palo Alto, CA 94304 
Lockheed t1i ssi 1 es & Space Company 
Huntsville Res. & Eng. Center 
Attn: H. B. Shirley 
P.O. Box 11 03 
Huntsville, AL 18908 
Lockheed r~i ssi 1 es & Space Company 
Huntsville Res. & Eng. Center 
Attn: W. Armstrong 
P.O. Box 11 03 
Huntsville, AL 18908 
MacNeal-Schwendler Corporation 
Attn: R. H. MacNeal 
7442 North Figueroa Street 
Los Angeles, CA 90041 
~1ARC Analysi s Research Corporati on 
Attn: P. V. Marcel 
260 Sheridan Avenue, Suite 314 
Palo Alto, CA 94306 
United Technologies Research Center 
Attn: Dr. Ao Dennis, MS 18 
East Hartford, CT 06108 
Georgia Institute of Technology 
School of Civil Engineering 
Attn: S. N. Atluri 
Atlanta, GA 30332 
Georgia Institute of Technology 
. Attn: G. J. Semetsis 
225 North Avenue 
Atlanta, GA 30332 
Georgia Institute of Technology 
Attn: R. L. Cal son 
225 North Avenue 
Atlanta, GA 30332 
Lawrence Livermore Laboratory 
Attn: M. L. Wilkins 
P. O. Box 808, L-421 
Livermore, CA 94550 
Leigh University Institute of 
Fracture and Solid Mechanics 
Attn: G. T. McAllister 
Bethlehem, PA 18015 
National Bureau of Standards 
Engineering Mechanics Section 
Attn: R. Mitchell 
Washington, DC 20234 
Purdue University 
School of Aeronautics & Astronautics 
Attn: C. T. Sun 
West Lafayette, IN, 47907 
Stanford University 
Applied Mechanics, Durand Bldg. 
Attn: T. J. R. Hughes 
Stanford, CT 94305 
University of Dayton 
Research Institute 
Attn: F. K. Bogner 
Dayton, OH 45409 
The University of Akron 
Attn: D. G. Fertis 
302 E. Buchtel Avenue 
Akron, OH 44325 
The University of Akron 
Attn: T. Y. Chang 
302 E. Buchtel Avenue 
Akron, OH 44325 
The University of Akron 
Attn: J. Padovan 
302 E. Buchtel Avenue 
Akron, OH 44325 
Texas A&M University 
Aerospace Engineering Dept • 
Attn: W. E. Haisler 
College Station, TX 77943 
Texas A&M University 
Aerospace Engineering Dept. 
Attn: D. All en 
College Station, TX 77943 
V.P.I. and State University 
Department of Engineering Mechanics 
Attn: R. H. Heller 
Blacksburg, VA 24061 
University of Arizona 
College of Engineering 
Attn: H. Kamel 
Tucson, AZ 87521 
University of Arizona 
College of Engineering 
Attn: P. H. Wirsching 
Tucson, AZ 87521 
University of California 
Department of Civil Engineering 
Attn: E. Wilson 
Berkeley, CA 94720 
University of Kansas 
School of Engineering 
Attn: R. H. Dodds 
Lawrence, KS 66045 
University of Texas at Austin 
Dept. of Aerospace Engineering 
& Engineering Mechanics 
Attn: J. T. Oden 
Austin, TX 78712 
Westinghouse R&D Center 
Attn: N. E. Dowling 
1310 Beulah Road 
Pittsburgh, PA 15235 
Westinghouse Adv. Energy Sys. Div. 
Attn: P. T. Falk 
Waltz Mill 
P. O. Box 158 
Madison, PA 15663 
End of Document 
