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Resumen
En este trabajo se describe un procedimiento general para hacer
inferencia bayesiana basados en la evaluacio´n de la verosimilitud
de los modelos de equilibrio general estoca´sticos (MEGE) a trave´s
de los me´todos de Monte Carlo por Cadenas de Markov (MCMC).
La metodolog´ıa propuesta requiere log linealizar los modelos,
transformarlos en la forma espacio estado, luego utilizar el filtro
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de Kalman para evaluar la funcio´n de verosimilitud y finalmente
aplicar el algoritmo Metropolis Hastings para estimar los para´metros
de la distribucio´n a posteriori. Se ilustra la te´cnica mediante
el uso del modelo ba´sico de crecimiento estoca´stico, considerando
datos trimestrales de la economı´a venezolana comprendidos entre el
primer trimestre de (1984) hasta el tercer trimestre de (2004). El
ana´lisis emp´ırico realizado nos permite concluir que los algoritmos
utilizados para estimar los para´metros del modelo trabajan de
manera eficiente y a bajo costo computacional, las estimaciones
obtenidas son consistentes, es decir, los estimados de las predicciones
reflejan adecuadamente el comportamiento del producto, el empleo,
el consumo y la inversio´n per capita del pa´ıs. En las gra´ficas de
los histogramas estimados se observa que tienen comportamientos
bimodales y distribuciones asime´tricas.
Palabras clave: modelos de equilibrio general, inferencia bayesiana,
algoritmos recursivos.
Abstract
This paper describes a general procedure to do Bayesian
inference based on the likelihood evaluation of the stochastic
general equilibrium models (MEGE) through Markov Chain Monte
Carlo methods (MCMC). The proposed methodology involves log
linearizing the model, transformed into state space form, then use the
Kalman filter to evaluate the likelihood function and finally apply the
Metropolis Hastings algorithm to estimate the posterior distribution
parameters. Technique is illustrated using the stochastic growth of
basic model, considering quarterly data on the Venezuelan economy
between the first quarter of (1984) through the third quarter of
(2004). The empirical analysis made allows us to conclude that the
algorithms used to estimate the model parameters work efficiently
and low computational cost, the estimates obtained are consistent,
that is, estimates of the predictions adequately reflect the behavior of
the product, employment, consumption and investment per capita in
the country. The graphs of the estimated histograms show bimodal
and skewed distributions.
Keywords: General equilibrium models, Bayesian inference, recursive
algorithms.
Mathematics Subject Classification: 91B50.
1 Introduccio´n
En este art´ıculo se utiliza la metodolog´ıa esta´ndar para la estimacio´n
bayesiana de los modelos de equilibrio general estoca´sticos (MEGE), tal
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como se desarrollan en Smets y Wouters (2003), Schorfheide (2000),
Ferna´ndez y Rubio (2004). El objetivo principal de este art´ıculo es
mostrar de manera comprensiva el uso de las te´cnicas y procedimientos
Bayesianos utilizados para estimar los MEGE y hacer una aplicacio´n con
datos reales de la economı´a venezolana. La te´cnica se ilustra utilizando
el modelo crecimiento neocla´sico propuesto por Cass (1965) y Koopmans
(1965), y se usan datos de la economı´a de Venezuela, comprendidos
entre el primer trimestre de (1984) hasta el tercer trimestre del (2004).
Si bien es cierto que el modelo ba´sico de crecimiento deja de lado
importantes aspectos relacionados con la modelizacio´n de una pequen˜a
economı´a abierta, la estimacio´n obtenida en este art´ıculo puede servir
como punto de partida para contrastar e interpretar los cambios que
en la estimacio´n de los para´metros podr´ıa ocasionar cuando se realizan
modificaciones en las priori del modelo. Los MEGE tienen una gran
importancia en el disen˜o y ana´lisis de pol´ıticas para la macroeconomı´a. Los
modelos se caracterizan por poseer expectativas racionales que esta´n bien
fundamentadas y son consistentes desde el punto de vista de los balances
macroecono´micos. Bajo estas estructuras se analizan los feno´menos de la
economı´a en donde todos los sectores que la conforman son considerados de
manera simulta´nea. Frecuentemente los entes gubernamentales requieren
de estudios sobre feno´menos econo´micos que tienen un comportamiento
aleatorio y que necesitan ser determinados para poder implementar
pol´ıticas econo´micas que permitan corregir tendencias no deseadas. Esta
necesidad ha estimulado el uso de herramientas estad´ısticas para la
estimacio´n de para´metros y evaluacio´n de modelos. Sin embargo, estos
ana´lisis se obstaculizan debido a la dificultad para evaluar la funcio´n de
verosimilitud involucrada por la economı´a de equilibrio dina´mico. En
el art´ıculo se describe la te´cnica para redefinir el modelo en la forma
espacio estado, separando las variables observadas (ecuacio´n de observacio´n
experimental) de las variables no observadas (ecuacio´n de estados o
para´metros desconocidos). Para reescribir el modelo se deben hallar las
condiciones de optimalidad, el estado estacionario, la log linealizacio´n, y la
resolucio´n de las expectativas racionales del modelo usando el algoritmo de
Uhlig (1995). Luego se utiliza el filtro de Kalman un me´todo de prediccio´n
y correccio´n, para evaluar la funcio´n de verosimilitud. Finalmente se
utiliza el algoritmo Metro´polis Hastings desarrollado por Metropolis et
al. (1953) y generalizado por Hastings (1970), un poderoso procedimiento
basado en los me´todos de MCMC, el cual permite estimar los para´metros
del modelo a partir del muestreo de la distribucio´n a posteriori. Existen
diversas propuestas metodolo´gicas para estimar estos modelos. De Jong et
al. (2000) utilizaron la te´cnica del muestreo de importancia para estimar
modelos de ciclos de negocios reales. Geweke (1998) describe los principios
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(1): 7–36, January 2012
10 g. estevez – s. infante – f. saez
fundamentales de la inferencia bayesiana y la implementacio´n de los
me´todos de simulacio´n en modelos econome´tricos simples. Landon (1999)
y Otrok (2001) utilizan los me´todos MCMC en problemas econome´tricos.
Landon ilustra dos modelos t´ıpicos de ciclo de negocio real, considera el
caso donde no hay ninguna incertidumbre sobre las priori de los para´metros
estructurales del modelo y luego considera el caso donde hay alguna
incertidumbre a priori sobre los para´metros. Otrok estima el costo del
bienestar de ciclos de negocio, donde la disciplina es colocada sobre la
opcio´n de para´metros de preferencia requiriendo que las preferencias sean
compatible con las fluctuaciones observadas en un modelo de ciclos de
negocio. Christiano et al. (2001) estiman economı´as de equilibrio dina´mico
usando la informacio´n en funciones impulso respuesta de soluciones
linealizadas. Sargent (1989) implementa el filtro de Kalman para evaluar
la funcio´n de verosimilitud de una economı´a de equilibrio dina´mico lineal
con shocks normales. Schorfheide (2000) propone funciones de pe´rdidas
para la evaluacio´n y comparacio´n de modelos MEGE. Basdevant (2003)
presenta la estructura general del modelo espacio estado y el filtro de
Kalman y el modelaje de tendencias no observadas y fluctuaciones en la
economı´a. Harvey (1989) describe la teor´ıa general de modelos espacio
estado y el funcionamiento del filtro de Kalman. Koopman y Bos (2004)
utilizaron el muestreo de importancia y el filtro de Kalman en modelos de
espacio estado lineales Gaussianos y modelos de volatilidad estoca´stica de
la economı´a de los Estados Unidos. Ferna´ndez y Rubio (2004) estudian las
propiedades de la aproximacio´n bayesiana en la estimacio´n y comparacio´n
de modelos de equilibrio dina´mico. Ferna´ndez y Rubio (2004, 2005, 2006)
muestran desarrollos teo´ricos y aplicaciones de los me´todos basados en
la verosimilitud de los modelos de equilibrio dina´micos no lineales usando
me´todos de Monte Carlo Secuenciales. Ferna´ndez et al. (2005) determinan
un vector autoregresivo para un sistema espacio estado y verifican la
invertibilidad de un modelo de vectores autoregresivo. Rabanal y Rubio
(2005) proponen algunas priori para obtener la distribucio´n a posteriori,
utilizan el filtro de Kalman para evaluar la verosimilitud y el algoritmo
Metropolis Hastings para muestrear de la distribucio´n a posteriori.
Finalmente sen˜alamos que la contribucio´n de este art´ıculo se funda-
menta en la presentacio´n unificada y coherente de los algoritmos de: Uh-
lig, Kalman y Metro´polis Hastings para resolver problemas aplicados de la
macroeconomı´a. Otro aspecto importante es la deduccio´n en detalle de los
aspectos teo´ricos inherente a los modelos, estos desarrollos podr´ıan servir
como un tutorial para investigadores aplicados en esta a´rea.
El art´ıculo se organiza como sigue: En la Seccio´n 2 se establece
la metodolog´ıa general, en la Seccio´n 3 se analiza el modelo ba´sico de
crecimiento estoca´stico, en la Seccio´n 4 se realiza una aplicacio´n de la
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teor´ıa con datos reales, y en la Seccio´n 5 se establecen unas discusiones y
conclusiones.
2 Metodolog´ıa general para estimar los MEGE
Los modelos de equilibrio general estoca´sticos dina´micos se caracterizan
por poseer expectativas, esta´n micro fundamentados y son consistentes
desde el punto de vista de los balances macroecono´micos. Bajo e´sta
estructura se analiza los feno´menos de la economı´a en donde todos los
sectores que la conforman son considerados de manera simulta´nea. El
modelo del agente representativo tiene muchas propiedades deseables
para el ana´lisis econo´mico y su adaptabilidad lo ha convertido en una
herramienta u´til en la economı´a financiera. La estimacio´n de e´stos modelos
es el objetivo debido a la dificultad que se presenta al evaluar la funcio´n
de verosimilitud. Existe una manera u´til de redefinir un modelo, usando
la forma espacio estado. Los modelos espacio estado permiten separar
las variables observadas (ecuacio´n de observacio´n) de las variables no
observadas (ecuacio´n de estado) y luego utilizar filtro de Kalman, un
me´todo de prediccio´n correccio´n para evaluar la funcio´n de verosimilitud.
El proceso general para estimar un MEGE se resume as´ı:
1. Planteamiento del modelo teo´rico.
2. Condiciones de optimalidad.
3. Ca´lculo del estado estacionario.
4. Log linealizacio´n del modelo.
5. Resolucio´n del modelo de expectativas racionales.
6. Planteamiento del modelo en forma espacio estado.
7. Obtencio´n de la funcio´n de verosimilitud asociada al modelo.
8. Algoritmo de filtro de Kalman para evaluar la verosimilitud.
9. Algoritmo Metro´polis Hastings para estimar los para´metros a
posteriori del modelo.
3 Modelo ba´sico de crecimiento estoca´stico
Conside´rese el modelo cla´sico de crecimiento propuesto por Cass (1965) y
Koopman (1965), tratado en Ferna´ndez y Rubio (2004), dado en te´rminos
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(1): 7–36, January 2012
12 g. estevez – s. infante – f. saez
de un agente representativo en la economı´a, cuyas preferencias sobre el
consumo Ct y el ocio (1−Lt) esta´n representados por la funcio´n de utilidad:
max
{C,L}
E0
{
∞∑
t=0
βt
[
[Cθt (1− Lt)
1−θ]1−τ
1− τ
]}
(1)
sujeta a las restricciones:
Ct + It = ZtK
α
t L
1−α
t (2)
Kt+1 = It + (1− δ)Kt (3)
Zt = Z
1−ρ
ss Z
ρ
t e
ξt+1, ξt ∼ N(0, σ
2) (4)
donde:
• β  (0, 1) es el factor de descuento.
• θ ≥ 0 es el para´metro que controla la oferta de trabajo.
• τ ≥ 1 es la elasticidad de sustitucio´n intertemporal.
• α  [0, 1] es el factor de descuento.
• δ ≥ 0 es la tasa de depreciacio´n.
• ρ  [0, 1] es la persistencia del shock tecnolo´gico.
• Lt es la cantidad de trabajo agregado.
• It es la inversio´n.
• Zt es el nivel de tecnolog´ıa.
• Kt es el capital agregado.
Las variables del modelo son: Ct, Lt, It, Kt, Zt, y los para´metros:
γ = {θ, ρ, α, τ, δ, β, σε}.
3.1 Condiciones de optimalidad
El problema puede ser planteado en forma lagrangiana como sigue:
max f(Ct, Lt,Kt+1, λt) = E0{
∞∑
t=0
βt[
[Cθt (1− Lt)
1−θ]1−τ
1− τ
− λt(Ct − ZtK
α
t L
1−α
t +Kt+1 − (1− δ)Kt)]} (5)
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Las condiciones de primer orden son:
∂f
∂Ct
= 0 : βtθCθ−1t (1− Lt)
1−θ[Cθt (1− Lt)
1−θ]−τ − βtλt = 0 (6)
⇒ λt = θC
(1−τ)θ−1
t (1− Lt)
(1−τ)(1−θ) (7)
∂f
∂Lt
= 0 : − βtC
(1−τ)θ
t (1− Lt)
−τ−(1−τ)θ(1− θ)
+ βtλt(1− α)ZtK
α
t L
−α
t = 0 (8)
∂f
∂Kt+1
= 0 : − βtλt + Et[λt+1β
t+1(αZt+1K
α−1
t+1 L
1−α
t+1 + 1− δ)] = 0 (9)
⇒ λt = βEt[λt+1(αZt+1K
α−1
t+1 L
1−α
t+1 + 1− δ)] (10)
∂f
∂λt
= 0 : βt[−Ct + ZtK
α
t L
1−α
t −Kt+1 + (1− δ)Kt] = 0 (11)
log(Zt) = (1− ρ) log(Zss) + ρ log(Zt−1) + ξt,
ξt ∼ N(0, σ
2), | ρ |< 1. (12)
3.1.1 El sistema reducido
El modelo reducido, puede ser escrito como:
1. Condicio´n de Euler (sustituyendo (7) en (10)):
[Cθt (1− Lt)
1−θ]1−τ
Ct
=βEt{
[Cθt+1(1− Lt+1)
1−θ]1−τ
Ct+1
× (1 + αZt+1K
α−1
t+1 L
1−α
t+1 − δ)}. (13)
2. Condicio´n intra temporal (sustituyendo (7) en (8)):
1
1− Lt
=
θ
(1− θ)
(1− α)
ZtK
α
t L
−α
t
Ct
. (14)
3. Restriccio´n agregada de recursos (por (9)):
Ct +Kt+1 = ZtK
α
t L
1−α
t + (1− δ)Kt. (15)
4. Shock tecnolo´gico (por (12) asumiendo Zss = 1):
log(Zt) = ρ log(Zt−1) + ξt, ξt ∼ N(0, σ
2), |ρ| < 1. (16)
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3.2 Estado estacionario
En el estado estable, todas las variables son constantes:
{Ct = Ct+1,Kt = Kt+1, Lt = Lt+1, Zt = Zt+1},
el estado estacionario del modelo ba´sico de crecimiento descrito en las
ecuaciones (13), (14), (15) y (16), viene dado por:
1. Estado estacionario derivado a partir de la condicio´n de Euler:
1 =β[(1 + αKα−1ss L
1−α
ss − δ)]. (17)
2. Estado estacionario derivado a partir de la condicio´n intra temporal:
1
1− Lss
=
θ(1− α)
(1− θ)
KαssL
−α
ss
Css
. (18)
3. Estado estacionario derivado a partir de la restriccio´n agregada de
recursos:
Css +Kss =K
α
ssL
1−α
ss + (1− δ)Kss. (19)
4. Estado estacionario derivado a partir del shock tecnolo´gico:
Zss = 1, (20)
resolviendo el sistema de ecuaciones, se obtiene:
Lss =
1
Ω + 1
(21)
Kss = Θ
1
α−1Lss (22)
Css = (Θ− δ)Kss (23)
Yss = K
α
ssL
1−α
ss (24)
donde:
Θ =
Yss
Kss
=
1
α
(
1
β
− 1 + δ
)
(25)
Ω =
(1− θ)
(1− α) θ
(
1−
δ
Θ
)
. (26)
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3.3 Log linealizacio´n del modelo
Una vez dadas las condiciones de equilibrio y encontrado el estado estable,
el siguiente paso es log linealizar el modelo. Esta´ te´cnica usa una
aproximacio´n de Taylor alrededor del estado estable y se reemplaza todas
las ecuaciones por aproximaciones que son funciones lineales en las log
desviaciones de las variables. Los pasos a seguir son los siguientes, usando
el algoritmo de Uhlig (1995): sea Xˆt la desviacio´n logar´ıtmica de Xt de su
valor en estado estable Xss; es decir,
Xˆt = log(Xt)− log(Xss). (27)
Entonces:
1. Se reemplaza cada variable Xt por Xt = Xss e
Xˆt , (condicio´n de
Euler), luego se tiene:
[(Csse
Cˆt)θ(1− Lsse
Lˆt)1−θ]1−τ
CsseCˆt
= (28)
= βEt{
[(Csse
Cˆt+1)θ(1− Lsse
Lˆt+1)1−θ]1−τ
CsseCˆt+1
×
×(1 + αeZˆt+1(Ksse
Kˆt+1)α−1(Lsse
Lˆt+1)1−α − δ)}.
2. Tomando logaritmos y usando las siguientes aproximaciones, donde
a es una constante:
• eXˆt+a Yˆt ≈ 1 + Xˆt + Yˆt,
• Xˆt Yˆt ≈ 0,
• Et[a e
Xˆt+1 ] ≈ Et[a e
Xˆt+1 ],
• aXt ≈ aXss Xˆt,
• (Xt + a)Yt ≈ Xss Yss Xˆt + (Xss + a)Yss Yˆt,
• log(1 + Xˆt) ≈ Xˆt para un Xˆt pequen˜o.
Se obtiene:
1. Log linealizacio´n de la condicio´n de Euler:
(θ(1 − τ) − 1)Cˆt − (1 − τ)(1 − θ)
Lss
1− Lss
Lˆt = (29)
= Et{(θ(1 − τ)− 1)Cˆt+1 − (1− τ)(1 − θ)
Lss
1− Lss
Lˆt+1
+αβKα−1ss L
1−α
ss (Zˆt+1 + (α− 1)Kˆt+1 + (1− α)Lˆt+1)}. (30)
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2. Log linealizacio´n de la condicio´n intra temporal:
Cˆt +
Lss
1− Lss
Lˆt = Zˆt + αKˆt − αLˆt. (31)
3. Log linealizacio´n de la restriccio´n agregada de recursos:
CssCˆt+KssKˆt+1 = K
α
ssL
1−α
ss (Zˆt+αKˆt+(1−α)Lˆt)+ (1− δ)KssKˆt. (32)
4. Log linealizacio´n del shock tecnolo´gico:
Zˆt = ρ Zˆt−1 + ξt. (33)
3.4 Resolucio´n del modelo
El primer paso para resolver el modelo es reescribir las condiciones log
linealizadas (29),(31), (32) y (33), respectivamente, como:
Et
{
α1Cˆt+1 + α2Lˆt+1 + α3Zˆt+1 − α4Kˆt+1 + α4Lˆt+1 − α1Cˆt + α2Lˆt
}
= 0,
(34)
Cˆt + α5Lˆt − Zˆt − αKˆt = 0, (35)
CssCˆt+KssKˆt+1−YssZˆt−YssαKˆt−Yss(1−α)Lˆt−(1−δ)KssKˆt = 0, (36)
Zˆt = ρZˆt−1 + ξt. (37)
donde:
• α1 = (θ(1− τ)− 1.
• α2 = −(1− τ)(1− θ)
Lss
1−Lss
.
• α3 = αβK
α−1
ss L
1−α
ss .
• α4 = α3(1− α).
• α5 =
(
Lss
1−Lss
+ α
)
.
• Yss = K
α
ssL
1−α
ss .
• Kˆt+1 es un vector de estado endo´geno de dimensio´n m× 1.
• Lˆt un vector de otras variables endo´genas n× 1.
• Zt un vector de variables exo´genas k × 1.
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Las relaciones de equilibrio entre e´stas variables se representan por el
siguiente sistema (Uhlig (1995)):
AKˆt+1 +BKˆt +CLˆt +DZˆt = 0, (38)
Et(GKˆt+1 +HKˆt + JLˆt+1 +KLˆt +MZˆt) = 0, (39)
Et(Zˆt+1) = NZˆt, (40)
donde:
• A = Kss.
• B = α(Css − Yss)− (1− δ)Kss.
• C = Yss(α− 1)− α5Css.
• D = Css − Yss.
• G = (α1α− α4).
• H = −α1α.
• J = α4 − α1α5 − α2.
• K = α2 + α1α5.
• L = α3 + α1.
• M = −α1.
• N = ρ.
Se considera que C es de dimensio´n l× n, l ≥ n y de rango n, F es de
taman˜o (m + n − 1) × n y que tiene N autovalores estables. La solucio´n
propuesta para el sistema de ecuaciones dado por (38), (39) y (40) es la
ley de movimiento de equilibrio recursivo, usada en Uhlig (1995):
Kˆt+1 = P Kˆt +Q Zˆt, (41)
Lˆt = R Kˆt + S Zˆt. (42)
Sustituyendo (41) y (42) en (38), (39) y (40) se obtiene:
A(P Kˆt +Q Zˆt) +B Kˆt +C(R Kˆt + SZt) +DZt =0, (43)
G(P Kˆt +Q Zˆt) +H Kˆt + J(R(P Kˆt +Q Zˆt) + SN Zˆt),
+K(R Kˆt + S Zˆt) + (LN+M) Zˆt =0 (44)
Et( Zˆt+1) =N Zˆt. (45)
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Se tiene un sistema con igual cantidad de ecuaciones con expectativas y de
variables de estado endo´genas (2 ecuaciones con expectativas y 2 variables
de estado endo´genas). En el modelo ba´sico de crecimiento, e´stas ecuaciones
necesitan mantenerse para cualquier valor de kt o´ zt, por tanto es necesario
igualar cada coeficiente a cero en kt y en zt, lo que resulta el siguiente
sistema de ecuaciones:
AP+B+CR = 0 (46)
GP+H+ JRP+KR = 0 (47)
AQ+CS+D = 0 (48)
(G+ JR)Q+ JSN+KS+ LN+M = 0, (49)
donde:
P = −
1
2

−(B
A
+
K
J
−
GC
JA
)
±
√(
B
A
+
K
J
−
GC
JA
)2
− 4
(
KB −HC
JA
)
(50)
R = −
1
C
(AP +B) (51)
Q =
−D(JN +K) + CLN + CM
AJN +AK − CG− CJR
(52)
S =
−ALN −AM +DG+DJR
AJN +AK − CG− CJR
. (53)
A partir de esta´s soluciones se puede reescribir el modelo ba´sico de
crecimiento en forma espacio estado.
3.5 Modelo espacio estado.
Una forma general de escribir un modelo espacio estado es:
yt = Ft θt + dt + νt, νt ∼ N [0,Vt] (54)
θt = Gt θt−1 + ht +Nt ωt, ωt ∼ N [0,Wt] (55)
donde: yt es un vector de observaciones r × 1 y θt es el vector estados de
dimensio´n n×1, dt y ht son vectores de constantes de taman˜o r×1 y n×1,
respectivamente. El modelo se define en te´rminos de cuatro cantidades
{Ft,Vt,Gt,Wt} las cuales se consideran conocidas, Ft es una matriz de
coeficientes de dimensio´n n× n , Vt es una matriz de varianza covarianza
r×r,Gt es una matriz de coeficientes n×n, yWt es una matriz de varianza
covarianza de dimensio´n n×n. La ecuacio´n (54) se conoce como la ecuacio´n
de observacio´n, la cual relaciona las observaciones yt con θt mediante una
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regresio´n dina´mica, y la ecuacio´n (55) denota la ecuacio´n de estado porque
describe la evolucio´n en el tiempo para el vector de para´metros θt. Los
supuestos del modelo son:
Var[Nt ωt] = NtWtN
′
t
E[νt ω
′
s] = 0, Dt ={yt, yt−1, . . . , y1}
E[νt θ0] = 0, Var[ωt] =Wt, E[νt] =0
E[ωt θ0] = 0, Var[νt] =Vt, E[ωt] =0
E[Nt ωt] = 0, Var[θ0] =C0, E[θ0] =m0.
Para hallar la solucio´n de un modelo en forma espacio estado se puede
usar: filtro de Kalman, si las funciones Ft y Gt, descritas en (54) y (55),
son lineales y los errores νt y ωt son Gaussianos. Si Ft y Gt no son
lineales se puede recurrir a te´cnicas de filtrado tales como: filtro de Kalman
extendido, filtro de part´ıculas, me´todos de integracio´n nume´rica, me´todos
MCMC.
3.5.1 Modelo ba´sico de crecimiento en forma de espacio estado
Conside´rese que los datos del modelo esta´n representado en escala
logar´ıtmica y esta´n sujeto a un error de medida Vt = (υ1,t, υ2,t, υ3,t) ∼
N(0,Λ), con Λ = diag(σ21 , σ
2
2 , σ
2
3). Obse´rvese que por la ley de equilibrio
se tienen las ecuaciones (41) y (42). Por otra parte, tomando logaritmo en
la funcio´n de produccio´n1, y sustituyendo la ecuacio´n (42) se obtiene:
Yˆt =[α+ (1− α)R] Kˆt + [1 + (1− α)S] Zˆt (56)
finalmente, sustituyendo (42) en (35) se tiene:
Cˆt =(α− α5R) Kˆt + (1− α5S) Zˆt. (57)
Por consiguiente, se tiene:
Kˆt+1 = P Kˆt +Q Zˆt (58)
Zˆt+1 = ρ Zˆt + ωt (59)
Lˆt = R Kˆt + S Zˆt (60)
Yˆt = [α+ (1− α)R] Kˆt + [1 + (1− α)S] Zˆt (61)
Cˆt = (α− α5R) Kˆt + (1− α5S) Zˆt. (62)
1Se tiene
Yt =ZtK
α
t L
1−α
t ,
log Yt = logZt + α logKt + (1− α) logLt,
Yˆt = Zˆt + α Kˆt + (1− α) Lˆt.
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As´ı que:
1. La ecuacio´n de observacio´n: (yt = Ft θt + dt + νt)
 log(Yt)log(Lt)
log(Ct)

 =

 α+ (1− α)R 1 + (1− α)SR S
α− α5R 1− α5S

[ Kˆt
Zˆt
]
+

 υ1,tυ2,t
υ3,t


(63)
donde dt = [0 0 0]
T .
2. La ecuacio´n de estado: (θt = Gt θt−1 + ht +Nt ωt)[
Kˆt+1
Zˆt+1
]
=
[
P Q
0 ρ
] [
Kˆt
Zˆt
]
+
[
0
1
]
ωt (64)
donde ht = [0 0]
T .
3.6 Verosimilitud del modelo
Las ecuaciones espacio estado dadas en (54) y (55) suponen que:
ωt ∼ N(0,Wt) y νt ∼ N(0,Vt).
Entonces el filtro de Kalman permite recursivamente construir un
prono´stico lineal de yt, usando yt|t−1, basado en las observaciones
anteriores. Adema´s, implica que la diferencia de yt y su prediccio´n yt|t−1
se distribuye normalmente con media cero y varianza Ωt. La salida del
filtro de Kalman puede ser usado para calcular la funcio´n de verosimilitud
dada por:
L(yT |γ) =
T∏
t=1
1√
(2pi)n|Ωt|
exp
{
−
(yt − yt|t−1)
′Ω−1t (yt − yt|t−1)
2
}
(65)
La log verosimilitud esta´ dada por:
lnL(yT |γ) = −
nT
2
ln(2pi)−
1
2
T∑
t=1
ln |Ωt(γ)| −
1
2
T∑
t=1
e′t(γ)Ω
−1
t (γ) et(γ)
(66)
Usando (54), y definiendo Dt = {yt, . . . , y1}, se tiene que:
et = yt − yt|t−1 = yt − Ft E(θt | Dt−1)− dt
= Ft θt + dt + νt − Ft E(θt | Dt−1)− dt
= Ft (θt − E(θt | Dt−1)) + νt.
(67)
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La log verosimilitud para el modelo ba´sico de crecimiento, queda como:
logL = −
3T
2
log(2pi)−
1
2
T∑
t=1
log |Ωt| −
1
2
T∑
t=1
e′tΩ
−1
t et (68)
donde:
et =yt − yt|t−1 = yt − Ft E(θt | Dt−1)
Ωt =E(et e
′
t) = Ft Var(θt | Dt−1)F
′
t + Vt,
(69)
et representa el error de prediccio´n y Ωt es su matriz del error cuadra´tico
medio.
3.7 Filtro de Kalman
El filtro de Kalman permite mediante un me´todo recursivo estimar la
funcio´n de ma´xima verosimilitud. De acuerdo con Harvey (1989), el
procedimiento de estimacio´n del filtro es el siguiente: el modelo es
formulado en espacio estado y para un conjunto inicial de para´metros
dados, los errores de prediccio´n del modelo son generados por el filtro, y
e´stos son utilizados para evaluar recursivamente la funcio´n de verosimilitud
hasta maximizarla. El filtro tiene su origen en el documento de Kalman
(1960), donde se describe una solucio´n recursiva para el problema del
filtrado lineal de datos discretos. La derivacio´n del filtro de Kalman se
desarrollo´ en el contexto de modelos espacio estado, en donde el nu´cleo es la
estimacio´n por medio de mı´nimos cuadrados recursivos. Las ecuaciones que
describen el filtro de Kalman se conocen como ecuaciones de prediccio´n,
las cuales son responsables de la proyeccio´n del estado al momento t
tomando como referencia el estado en el momento t − 1 y de la actua-
lizacio´n intermedia de la matriz de covarianza del estado; y las ecuaciones
de actualizacio´n, incorporan la nueva informacio´n dentro de la estimacio´n
anterior con lo cual se llega a una estimacio´n mejorada del estado. Las
ecuaciones son:
mt|t−1 = Gtmt−1|t−1 + ht (70)
Vt|t−1 = GtVt−1|t−1G
′
t +NtWtN
′
t t = 1, . . . , T (71)
mt|t = mt|t−1 +Vt|t−1F
′
tΩ
−1
t (yt − Ftmt|t−1 − dt) (72)
Vt|t = Vt|t−1 −Vt|t−1F
′
tΩ
−1
t FtV
′
t|t−1, (73)
donde: mt|t−1 = E(θt | Dt−1), Vt|t−1 = Var(θt | Dt−1), mt|t = E(θt | Dt)
y Vt|t = Var(θt | Dt). Las ecuaciones (70) y (71) son las ecuaciones de
prediccio´n y las ecuaciones (72) y (73) las ecuaciones de actualizacio´n.
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3.7.1 Derivacio´n de ecuaciones del filtro de Kalman
Dado el modelo espacio estado definido en (54) y (55). Considerando
mt−1|t−1 y Vt−1|t−1 conocidos, el estimador o´ptimo de θt esta´ dado por:
mt|t−1 = Gtmt−1|t−1 + ht
Vt|t−1 = GtVt−1|t−1 G
′
t +NtWtN
′
t t = 1, . . . , T.
(74)
Para la justificacio´n de las ecuaciones (74) conside´rese lo siguiente: Para
alguna media mt−1|t−1 y matriz de covarianza Vt−1|t−1, se tiene que
(θt−1 | Dt−1) ∼ (mt−1|t−1,Vt−1|t−1); es decir,
E(θt−1 | Dt−1) =mt−1|t−1, Var(θt−1 | Dt−1) = Vt−1|t−1
ahora,
E(θt | Dt−1) = E[Gt θt−1 + ht +Nt ωt | Dt−1]
= Gt E(θt−1 | Dt−1) + ht
= Gtmt−1|t−1 + ht
=mt|t−1
(75)
Var(θt | Dt−1) = Var[Gt θt−1 + ht +Nt ωt | Dt−1]
= Var(Gt θt−1 +Nt ωt | Dt−1)
= Gt Var(θt−1 | Dt−1)G
′
t + Var(Nt ωt | Dt−1)
= GtVt−1|t−1G
′
t +NtWtN
′
t
= Vt|t−1.
(76)
Las ecuaciones (74) se conocen como ecuaciones de prediccio´n. Las
ecuaciones de actualizacio´n vienen dadas por:
mt|t =mt|t−1 +Vt|t−1F
′
tΩ
−1
t (yt − Ftmt|t−1 − dt)
Vt|t = Vt|t−1 −Vt|t−1 FtΩ
−1
t F
′
tVt|t−1.
(77)
Las ecuaciones de actualizacio´n (77) se obtienen a continuacio´n:
E(yt | Dt−1) = E[Ft θt + dt + νt | Dt−1]
= Ft E(θt | Dt−1) + dt
= Ftmt|t−1 + dt
= yt|t−1
(78)
Var(yt | Dt−1) = Var[Ft θt + dt + νt | Dt−1]
= Var(Ft θt | Dt−1) +Var(νt | Dt−1)
= Ft Var(θt | Dt−1)F
′
t +Vt
= FtVt|t−1F
′
t +Vt
= Ωt
(79)
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finalmente, se calcula la covarianza:
Cov(θt,yt | Dt−1) = Cov[θt,E[yt | θt] | Dt−1]
= Cov[θt,Ft θt + dt | Dt−1]
= Cov[θt,Ft θt | Dt−1] + Cov[θt,dt | Dt−1]
= Var[θt | Dt−1]F
′
t
= Vt|t−1F
′
t.
(80)
Ahora, usando el Teorema de ajuste lineal de Bayes2:
E(θt | Dt) =E(θt | Dt−1)+
Cov(θt,yt | Dt−1)Var(yt | Dt−1)
−1 [yt − E(yt | Dt−1)]
(81)
Var(θt | Dt) =Var(θt | Dt−1)−
Cov(θt,yt | Dt−1)Var(yt | Dt−1)
−1 (Cov(θt,yt | Dt−1))
′
(82)
se obtienen las ecuaciones de actualizacio´n:
mt|t =mt|t−1 +Vt|t−1F
′
tΩ
−1
t (yt − Ftm | t− 1t − dt) (83)
Vt|t = Vt|t−1 −Vt|t−1F
′
tΩ
−1
t FtVt|t−1 (84)
tomando las ecuaciones (74) y (77) se obtiene el filtro de Kalman. Se puede
escribir como un conjunto simple de recursiones pasando demt−1|t−1 amt|t
o alternativamente de mt|t−1:
mt+1|t = Gt+1mt|t + ht+1
= Gt+1 [mt|t−1 +Vt|t−1F
′
tΩ
−1
t (yt − Ftmt|t−1 − dt)] + ht+1
= Gt+1mt|t−1 +Gt+1Vt|t−1 F
′
tΩ
−1
t yt (85)
−Gt+1Vt|t−1F
′
tΩ
−1
t Ftmt|t−1 −Gt+1Vt|t−1F
′
tΩ
−1
t dt + ht+1
= (Gt+1 −KtFt)mt|t−1 +Kt yt + ht+1 −Kt dt
donde:
Kt = Gt+1Vt|t−1F
′
tΩ
−1
t , t = 1, . . . , T
y Kt se conoce como la Ganancia de Kalman. La recursio´n para la matriz
de covarianza es:
Vt+1|t = Gt+1Vt|tG
′
t+1 +Nt+1Wt+1N
′
t+1
= Gt+1 [Vt|t−1 −Vt|t−1F
′
tΩ
−1
t FtVt|t−1]G
′
t+1+
Nt+1Wt+1N
′
t+1, t = 1, . . . , T.
2El Teorema 1: Ajuste lineal de Bayes, se encuentra en el Anexo A del presente
art´ıculo.
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3.8 Inferencia bayesiana
La caracter´ıstica esencial de los me´todos Bayesianos es el uso de la
distribucio´n a posteriori para cuantificar la incertidumbre en las inferencias
basadas en el ana´lisis estad´ıstico de los datos. El paradigma bayesiano
requiere de una densidad a priori pi(γ) para obtener una densidad a
posteriori pi(γ | y) de la variable aleatoria γ dado el conjunto de datos
y. Cuando el modelo predictivo admite una representacio´n en te´rminos
de modelos parame´tricos y distribuciones a priori, el proceso puede ser
identificado con la forma parame´trica esta´ndar del Teorema de Bayes:
pi(γ | y) =
L(y|γ)pi(γ)∫
L(y|γ)pi(γ)dγ
∝ L(y|γ)pi(γ). (86)
El resultado dado en (86) expresa la densidad a posteriori de γ dado
los datos y = {y1, . . . , yn}, en te´rminos de la verosimilitud de los datos
por la priori de los para´metros del modelo, segu´n el Teorema de Bayes.
Este teorema, publicado en (1763), permite la actualizacio´n continua de la
informacio´n sobre los para´metros de la distribucio´n conforme se generan
ma´s observaciones. El problema surge cuando se tiene que calcular la
distribucio´n a posteriori pi(γ | y); es decir, como se obtienen muestras de
e´sta distribucio´n, cuando no se tiene una forma cerrada o una distribucio´n
conocida. Dado el desarrollo computacional reciente se recurre a los
me´todos MCMC, que permiten generar muestras de la distribucio´n a
posteriori a trave´s de la simulacio´n de variables obtenidas a partir de las
densidades marginales o condicionales completas. Una de las te´cnicas ma´s
usadas para generar muestras de la distribucio´n a posteriori es el algoritmo
Metropolis Hastings.
3.9 Algoritmo Metropolis Hastings
El algoritmo Metropolis-Hastings es un poderoso me´todo de cadenas de
Markov, fue desarrollado por Metropolis et al. (1953) y generalizado por
Hastings (1970). El algoritmo, siguiendo Chib y Greenberg (1995), es
como sigue: se propone una distribucio´n q(x,y) que sea fa´cil de muestrear,
donde
∫
q(x,y)dy = 1; es decir, q(x,y) es una funcio´n de densidad
de probabilidad condicionada a x. Esta distribucio´n se conoce como
probabilidad de transicio´n. Cuando un proceso esta´ en el punto x la
densidad genera un valor y de q(x, y). Ahora: si q(x,y), satisface la
siguiente condicio´n, llamada de acuerdo con Chib y Greenberg (1995),
condicio´n de reversibilidad:
pi(x) q(x,y) = pi(y) q(y,x) (87)
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se finaliza la bu´squeda. Lo ma´s frecuente es que el caso anterior no ocurra,
y por tanto para algu´n x,y,
pi(x) q(x,y) > pi(y) q(y,x). (88)
En este caso, se dice que el proceso de transicio´n de x a y ocurre con ma´s
frecuencia que de y a x. Un camino conveniente es reducir el nu´mero de
movimientos de x a y introduciendo una probabilidad:
α(x,y) < 1. (89)
Es la probabilidad de movimiento o de transicio´n; es decir, la probabilidad
de que el movimiento se realice. Si e´ste movimiento no se realiza entonces el
proceso retorna x como un valor de la distribucio´n. Entonces la transicio´n
de x a y (y 6= x) es realizada de acuerdo:
PMH(x,y) ≡ q(x,y)α(x,y), x 6= y. (90)
donde: α(x,y) es determinada. Considerando de nuevo (89), se tiene
que la transicio´n de y a x no ocurre muy a menudo. Por lo tanto, se
debe definir α(y,x) tan grande como sea posible, debido a que es una
probabilidad, su l´ımite superior es 1. Ahora, la probabilidad de transicio´n
α(x,y) es determinada de acuerdo a que PMH satisfaga la condicio´n de
reversibilidad, porque entonces:
pi(x) q(x,y)α(x,y) = pi(y) q(y,x)α(y,x)
= pi(y) q(y,x), (91)
lo que implica:
α(x,y) =
pi(y) q(y,x)
pi(x) q(x,y)
. (92)
Es decir, la transicio´n PMH satisface la condicio´n de reversibilidad. Si la
desigualdad se invierte entonces se coloca α(y,x) = 1 y se halla α(y,x) de
la misma manera. De e´sta manera, se ha probado que para ser reversible
la transicio´n PMH , la probabilidad de transicio´n debe ser:
α(x,y) =
{
min
[
pi(y) q(y,x)
pi(x) q(x,y) , 1
]
si pi(x) q(x,y) > 0
1 otro caso.
(93)
El algoritmo genera una cadena de para´metros {γi}
M
i=1 de pij(γ | y
T )
de la siguiente manera:
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Paso 1. Se inicializa el conjunto i  1 y γ0 ∼ P1(·). Se calculan
las ecuaciones de estado θj = fj(γi−1, ωi), ωi ∼ P2(·); y de observacio´n
yj = gj(γi, νi), ν0 ∼ P3(·). Se evalu´an pi(γi) y Lj(y
T |γi), y se hace i i+1.
Paso 2. Se obtiene una muestra de una distribucio´n propuesta dada por:
γpi = γi−1 + ξi, donde ξi ∼ N(0, ψ).
Paso 3. Se actualizan las ecuaciones de estado y observacio´n fj(γ
p
i , ωi) y
gj(γ
p
i , νi) en γ
p
i .
Paso 4. Se evalu´an pi(γpi ) y Lj(y
T | γpi ), con los para´metros actualizados.
Paso 5. Se genera un xi ∼ Unif(0, 1). Si xi ≤ min
[
pi(γp
i
)Lj(y
T |γp
i
)
pi(γi−1)Lj(yT |γi−1)
, 1
]
se hace γi = γ
p
i en otro caso se hace γi = γi−1. Si i < M , se hace i i+1
y se va al paso 2, en otro caso se para el proceso.
4 Aplicacio´n a la economı´a venezolana
En esta seccio´n se utilizan las te´cnicas descritas anteriormente para estimar
el modelo neocla´sico de crecimiento. Los datos de las variables observables
son trimestrales y corresponden al producto real, empleo, consumo e
inversio´n per capita. El primer paso para hacer inferencia bayesiana es
especificar las distribuciones a priori para los para´metros del modelo, en
e´ste caso se denotan por:
γ = {θ, ρ, α, τ, δ, β, σε, σ1, σ2, σ3}. (94)
Las prioris del modelo, considerando independencia entre los para´metros
vienen dadas por:
pi(γ) ∝ pi(θ)pi(ρ)pi(α)pi(τ)pi(δ)pi(β)pi(σε)pi(σ1)pi(σ2)pi(σ3). (95)
Se consideran priori suaves para los para´metros sujetos solamente a algunas
restricciones para garantizar que sean propias. La eleccio´n de las priori
suaves se debe a que se estimara´n los para´metros basados en los datos y
en una primera aproximacio´n no se desea inclinar los resultados en favor
de algu´n resultado particular. Usando distribuciones a priori suaves la
distribucio´n a posteriori es proporcional a la verosimilitud y en e´ste caso
la estimacio´n que se obtiene es un reflejo de la informacio´n de los datos y no
las priori que se esta´n introduciendo. La interpretacio´n de los para´metros
desde el punto de vista econo´mico es la siguiente, de acuerdo con Ferna´ndez
y Rubio (2004): el para´metro θ se relaciona con la oferta de trabajo en el
modelo y sigue una distribucio´n uniforme entre 0 y 1; e´ste rango incluye
todos los valores posibles para el cual el ocio tiene una utilidad marginal
positiva. La persistencia del choque de tecnolog´ıa, ρ tambie´n se distribuye
uniforme entre 0 y 1, e´sta regio´n implica una distribucio´n estacionaria de
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las variables del modelo con una cota inferior sobre la no persistencia. La
priori para el para´metro α de la tecnolog´ıa, tambie´n es uniforme entre 0 y
1, esto incluye todos los valores para los cuales la productividad marginal
de capital y del trabajo son positivas. El para´metro τ es el que gobierna la
elasticidad de sustitucio´n y sigue una distribucio´n uniforme entre 0 y 100,
una preferencia lineal, e´sta eleccio´n abarca todo el rango de los estimadores
emp´ıricos de los para´metros y solamente toma en cuenta los riesgos afectos
y los riesgos no afectos que podr´ıan predecir diferencias en las tasas de
intere´s de grandes magnitudes que uno puede observar. La priori sobre
la tasa de depreciacio´n δ esta en un rango entre 0 y 0.05. El factor de
descuento β, e´sta en un rango entre 0.75 y 1, lo que significa que la tasa
de intere´s anual del estado es estable entre 0% y 316%. La desviacio´n
esta´ndar de la innovacio´n de la productividad, σε, sigue una distribucio´n
uniforme entre 0 y 0.1, una cota 15 veces ma´s alta que el estimador usual.
Las tres varianza de los errores de la ecuacio´n de observacio´n se escogen
igual que la priori elegida para el shock de la productividad. En el Cuadro
1 se observan las distribuciones a priori para cada para´metro del modelo.
Para obtener las distribuciones a posteriori de los para´metros, se usaron
como base los programas de Ferna´ndez y Rubio (2004) elaborados en el
paquete MatLab(7·0), realizando las modificaciones convenientes para el
caso de la economı´a venezolana. En el Cuadro 2 se observan los valores
a priori y a posteriori de las variables del modelo en estado estable, para
la economı´a de Venezuela. En el Cuadro 3 se observan las medias, las
varianzas y los intervalo de confianza (95%) para los para´metros estimados
considerando los datos del producto real, empleo, consumo e inversio´n per
capita, para 100000 simulaciones. El producto total incluye los gastos en
consumo del sector pu´blico y del sector privado, las horas de trabajo se
aproximan mediante el empleo y la inversio´n incluye la formacio´n bruta
del capital fijo del sector pu´blico y del sector privado. En las Figuras (1),
(2) y (3) (ver anexo B), se muestran los histogramas correspondientes a
los para´metros θ, ρ, α y τ , δ, β, σε, σ1, σ2 y σ3, respectivamente. En las
Figuras (4) y (5) (ver anexo B) se presentan los gra´ficos correspondientes
a los datos reales graficados contra los datos estimados y sus ciclos
considerando, el producto, el empleo, el consumo y la inversio´n per capita.
5 Discusiones y conclusiones
En el presente trabajo se ha mostrado una metodolog´ıa para hacer
inferencia en economı´as de equilibrio dina´mico, desde una perspectiva
bayesiana. Se ha utilizado un algoritmo MCMC, u´til para simular de
distribuciones a posteriori complicadas. Sin embargo, dada la no linealidad
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Distribuciones a priori
Para´metros Distribucio´n Media Varianza
Para´metro de oferta
de trabajo
θ U(0,1) 0.500 0.08330
Persistencia del
shock tecnolo´gico
ρ U(0,1) 0.500 0.08330
Participacio´n del ca-
pital en el producto
α U(0,1) 0.500 0.08330
Elasticidad de susti-
tucio´n inter temporal
τ U(0,100) 50.00 833.33
Tasa de depre-
ciacio´n
δ U(0,0.05) 0.025 0.00020
Factor de descuento β U(0.75,1) 0.875 0.00520
Varianza del shock
tecnolo´gico
σε U(0,0.1) 0.050 0.00008
Varianza observa-
cional y
σ1 U(0,0.1) 0.050 0.00008
Varianza observa-
cional l
σ2 U(0,0.1) 0.050 0.00008
Varianza observa-
cional c
σ3 U(0,0.1) 0.050 0.00008
Cuadro 1: Distribuciones a priori.
Estado Estacionario
Variables
Venezuela Venezuela Venezuela
(Observadas) (Priori) (Posteriori)
Empleo (Lss) - 0.3063 0.2751
Capital (Kss) - 20.467 11.734
Consumo (Css) - 1.2354 0.7551
Producto (Yss) - 1.6448 1.0001
Inversio´n (Iss) - 0.4093 0.2449
Capital/Producto (Kss/Yss) - 12.443 11.733
Consumo/Producto(Css/yss) 0.7315 0.7511 0.7551
Inversio´n/Producto(Iss/yss) 0.2685 0.2488 0.2449
Cuadro 2: Valores de las variables del modelo. Las medias no coinciden
con los niveles de la serie porque Zss = 1.
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Estimacio´n a Posteriori: Venezuela
Para´metros Media Varianza Limite Superior Limite Inferior
θ 0.30401 0.06210 0.21104 0.41590
ρ 0.96539 0.00268 0.96061 0.97070
α 0.34387 0.05044 0.25165 0.45479
τ 2.00870 0.00090 2.00707 2.01048
δ 0.02087 0.00056 0.01959 0.02186
β 0.99164 0.00167 0.98866 0.99522
σε 0.01636 0.01025 0.00266 0.03109
σ1 0.01537 0.00056 0.01406 0.01609
σ2 0.01147 0.00057 0.01059 0.01267
σ3 0.08726 0.00046 0.08624 0.08800
Cuadro 3: Medias, varianzas e intervalos de confianza a posteriori de los
para´metros.
de los MEGE, se tiene como consecuencia que la distribucio´n a posteriori
resultante no tiene una forma cerrada, razo´n por la cual se requieren
varios pasos previos antes de implementar el algoritmo para generar las
muestras. En primer lugar se tiene que linealizar la economı´a alrededor
de un estado estable. La linealizacio´n se realiza siguiendo el algoritmo
de Uhlig (1995). En segundo lugar se tiene que colocar el modelo en
forma de espacio estado. En tercer lugar se utiliza el algoritmo del filtro
de Kalman para actualizar los para´metros del modelo en forma recursiva
y finalmente se utiliza el algoritmo MCMC para generar las muestras
deseadas de la distribucio´n a posteriori. Por otra parte, se ajusto´ el MEGE
a los datos de la economı´a venezolana, de este ana´lisis se puede concluir
que los algoritmos utilizados para estimar los para´metros del modelo
trabajan de manera eficiente y a bajo costo computacional, permitiendo
obtener estimaciones consistentes, es decir, se obtienen estimados de las
predicciones que reflejan adecuadamente el comportamiento del producto,
el empleo, el consumo y la inversio´n per capita del pa´ıs. En los histogramas
estimados de los para´metros se observan comportamientos bimodales y
distribuciones asime´tricas. Tambie´n se puede concluir que los para´metros
estimados son muy similares a los obtenidos por Ferna´ndez y Rubio (2004)
para la economı´a de los Estados Unidos aunque dichas economı´as son muy
diferentes. Creemos que pueden estar sucediendo varias situaciones, una
es que estos modelos son muy generales, otra situacio´n que puede estar
ocurriendo es que se esta´n utilizando las priori con la misma calibracio´n
sugerida por Ferna´ndez y Rubio, ser´ıa interesante modificarlas y ajustar
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nuevamente el modelo, pero se requiere de ma´s informacio´n de expertos
en la economı´a venezolana para poder incluirlas. Otra situacio´n que
pudiera estar afectando, es el equilibrio de la economı´a venezolana, que esta
influenciada por la actividad petrolera, como es conocido, en los u´ltimos
an˜os los precios del petro´leo han estado por encima del promedio estimado,
y la economı´a venezolana depende directamente del comportamiento de
esta variable. Finalmente se puede sen˜alar, que estos resultados son
considerados como un punto de partida para investigaciones a posteriori,
se requieren de estudios con mayor precisio´n sobre intereses espec´ıficos
de la economı´a venezolana. Finalmente destacamos que uno de nuestros
aportes fue proponer una metodolog´ıa u´til que permita construir modelos
en base a nuestras realidades de manera tal que se pueda predecir con
precisio´n eventos futuros y en tiempo real sobre el conocimiento del
pasado y contribuir de manera ma´s eficiente con el ana´lisis de pol´ıticas
macroeconomicas y financieras.
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Anexo A: Ajuste lineal de Bayes
Teorema 1 (Ajuste Lineal de Bayes) Sean x,y y z cantidades
aleatorias sobre las cuales se tiene una estructura de covarianza y media
inicialmente ajustada por D. La media de x y la covarianza de x e y
posteriormente ajustada por z, son:
E(x | z,D) = E(x | D) + Cov(x, z | D)Var(z | D)−1 [z− E(z | D)]
Cov(x,y | z,D) = Cov(x,y | D)−Cov(x, z | D)Var(z | D)−1 Cov(z,y | D)
donde “|” en este contexto se interpreta como “ajustado por” (mejor que
“condicionado sobre”).
La demostracio´n del Teorema 1 se sigue a partir del siguiente corolario y
proposiciones:
Corolario 1 Si x, z y D son cantidades aleatorias entonces la esperanza
de x | D puede ser calculada introduciendo z como:
E(x | D) = E[E(x | z,D) | D].
Prueba: Sea f(x, y) la funcio´n de densidad de probabilidad conjunta de
x e y. Por definicio´n de esperanza:
E(x) =
∫ ∫
x f(x, y) dx dy
=
∫ ∫
x f(x | y) fy(y) dx dy
=
∫
fy(y)
[∫
x f(x | y) dx
]
dy
=
∫
fy(y)E(x | y) dy
= E(E(x | y)).
Proposicion 1 Bajo las mismas condiciones del Corolario 1,
Cov(x,y | D) = Cov[E(x | z,D),E(y | z,D) | D] + E[Cov(x,y | z,D) | D].
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Prueba:
Cov[x, y | D] = {E(xy)− E(x)E(y) | D} =
= {E(E(xy | z,D)) − E(E(x | z,D))E(E(y | z,D)) | D}
= {E(E(xy | z,D)) − E(E(x | z,D))E(E(y | z,D))
+E(E(x | z,D))E(y | z,D)− E(E(x | z,D))E(y | z,D) | D}
= {E(E(x | z,D))E(y | z,D)− E(E(x | z,D))E(E(y | z,D)) | D }
+E{E(xy | z,D)− E(x | z,D)E(y | z,D) | D}
= Cov[E(x | z,D),E(y | z,D) | D] + E[Cov(x, y | z,D) | D].
Proposicion 2 Bajo las mismas condiciones del Corolario 1,
Cov(x,y | D) = Cov[x,E(y | x,D) | D].
Prueba:
Cov[x,E(y | x,D) | D] =
= E{{[x− E(x)] [E(y | x,D)− E(E(y | x,D))]T } | D}
= E{{xE(y | x,D)T − xE(E(y | x,D))T
−E(x)E(y | x,D)T + E(x)E(E(y | x,D))T } | D}
= E{{[x− E(x)]E(y | x,D)T − [x− E(x)]E(E(y | x,D))T } | D}
= E{[x− E(x)] [E(y | x,D)− E(E(y | x,D))]T | D}
= E{[x− E(x)] [y − E(y)]T | D}
= Cov(x, y | D).
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(1): 7–36, January 2012
estimacio´n de modelos de equilibrio general. . . 35
Anexo B: Histogramas
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Figura 1: Histogramas de los para´metros θ, ρ, α y τ .
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Figura 2: Histogramas de los para´metros δ, β, σε y σ1
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Figura 3: Histogramas de los para´metros σ2 y σ3
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Figura 4: Datos reales y datos estimados (producto y empleo per capita)
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Figura 5: Datos reales y datos estimados (consumo e inversio´n per capita)
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