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Abstract
CLASSIFYING BLOOD GLUCOSE LEVELS THROUGH NONINVASIVE FEATURES
Rishi Reddy
Blood glucose monitoring is a key process in the prevention and management of certain
chronic diseases, such as diabetes. Currently, glucose monitoring for those interested in their
blood glucose levels are confronted with options that are primarily invasive and relatively costly.
A growing topic of note is the development of non-invasive monitoring methods for blood
glucose. This development holds a significant promise for improvement to the quality of life of a
significant portion of the population and is overall met with great enthusiasm from the scientific
community as well as commercial interest. This work aims to develop a potential pipeline for
classifying blood glucose levels based on non-invasive biometric measurements. Starting with
these non-invasive features this thesis develops a machine learning approach to classify the
blood glucose levels using a training dataset. Classification is performed by adaptively applying
the best classification modules for a given sample input sample. The dataset used was Pima
Indians Diabetes (PID), which is a publically available multivariate dataset from the National
Institute of Diabetes and Digestive and Kidney Diseases. Results from the approach
demonstrate the feasibility of automated blood glucose level classification, using easy to acquire
non-invasive measurements.
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Chapter 1: Introduction
1.1 Overview
Glucose is a simple sugar and an important source of energy for the cells in the body.
Transport through the bloodstream supplies organs with glucose necessary to function. The
insulin hormone is crucial to storing glucose as glycogen or fat and maintaining a normal
amount of glucose in the blood. When insulin levels are low, the blood glucose levels (BGL) will
be elevated in a state referred to as hyperglycemia. If insulin levels are too high, this will cause
the BGL to be too low, which is referred to as hypoglycemia [20].
When insulin levels are not sufficient or the body is resistant to insulin's effect, this leads
to a condition known as diabetes mellitus, or simply diabetes. Furthermore, there are three
types of diabetes which are important to recognize for this work, classified by the American
Diabetes Association (ADA) as Type 1, Type 2, and Gestational Diabetes [21]. Type 1 diabetes,
also referred to as immune-mediated diabetes is marked by a pronounced reduction of insulin
levels due to autoimmune impairment of insulin production. Type 2 diabetes, known also as
adult-onset diabetes and the most prevalent of the three types, is marked by relatively normal
insulin levels, but pronounced insulin resistance and coinciding hyperglycemia. Gestational
diabetes is the third type of diabetes. Similar to Type 2 diabetes, gestational diabetes is marked
by insulin resistance, but is a condition persistent post pregnancy. This condition is usually not
chronic and usually resolves post-pregnancy, however it is also important to be aware that
undiagnosed Type 2 diabetes may be overlooked due to presumptions of gestational diabetes
[21].
The proposed design takes a data-driven approach in which non-invasive measurements
are combined with machine learning algorithms to classify blood glucose levels (BGLs) and
place BGLs into a high glucose or normal glucose classification. The investigated non-invasive
features include blood pressure, skin thickness, age, diabetic pedigree function, body mass
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index (BMI), and number of pregnancies. The dataset used is the Pima Indian Diabetes dataset,
originally from the National Institute of Diabetes and Digestive and Kidney Diseases (NIDDK).
The dataset can be obtained from the UCI repository and consists of 768 samples and 8
attributes collected from the Pima Native American population.

1.2 Objective
The primary goal of this research is to examine different non-invasive features using
machine learning approaches and evaluate their performance in classifying the blood glucose of
an individual. Several classifiers will be used and compared to aim for the highest reliability and
accuracy. Additional steps were taken to determine the discriminatory factors that help in
increasing the classification performance.
Firstly, K-means clustering is applied to partition the data to differentiate based on
intrinsic characteristics of the features. This leads into the next step of examining and further
clustering the samples on the basis of whether they were correctly classified by a given
classifier. Finally, with the cluster information on what samples would likely be correctly
classified by which classifiers, adaptive selection was applied where by a majority vote from the
three best classifiers was used to finalize the classification result.

1.3 Contribution
This research investigates a combination of features facilitating machine learning to
classify blood glucose across a population. The presentation of a novel method of developing a
basis for adaptive selection based on data clustering and analysis of prior performance of the
classification algorithm and evaluation on its efficacy could be a useful technique for future work
in the study of machine learning applications to health sciences. This work also showcases and
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implements fundamental methods of developing a machine learning pipeline from processing a
dataset to evaluating the resulting performance of machine learning models.
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Chapter 2: Literature review
2.1 Background
In this work, our emphasis and particular interest are on non-invasive techniques that
detect or predict the blood glucose levels through a data driven approach as opposed to direct
biomarkers. A fundamental note is that glucose is widely contained not just in blood, but also
other bodily fluids such as intracellular fluids, interstitial fluids, tears, saliva, and urine. Blood
glucose has been of major interest since the standard for diagnosing diabetes is from the fasting
blood glucose. Apart from clinical diagnosis, managing both hyperglycemia and hypoglycemia
are important for managing proper health.

2.2 Contemporary methods of testing glucose facilitating biomarkers
Invasive blood glucose monitoring methods are currently dominant, proving to be more
convenient and practical. Standard approaches require a certain amount of blood to determine
the glucose concentration. The basic methods are briefly described below.

HbA1c
Estimation of glycated hemoglobin (HbA1c) serves as a diagnostic standard when
considering intervention and treatment for maintaining blood glucose [3,4,9]. Limitations of this
method are that it serves no purpose in short term fluctuations and is not useful in continuous
monitoring. Estimating HbA1c from digital features such as heart rate variability, electrodermal
activity, and skin temperature has been shown to be promising and is an important step in
predicting blood glucose levels [10]. Additionally, since HbA1c results are assay dependent,
great amounts of standardization and cautious interpretation of the results may be required
[3,4,9].

Hexokinase
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Hexokinase is the initial rate-limiting enzyme of glycolysis, catalyzing the
phosphorylation of glucose by ATP to glucose-6-P. For this reason, it is a useful biomarker that
has been used in traditional glucometers.
More recently developed laboratory methods involve hexokinase analysis which has the distinct
property of facilitating the biochemical reaction where glucose is converted to
glucose-6-phosphate by hexokinase in which the product can be measured by
spectrophotometry [1]. The clinical significance of the laboratory techniques are that they are
highly specific for glucose and are relatively accurate. However, it is important to keep in mind
that they remain invasive and are unfit for continuous monitoring due to the long detection time
and large amount of venous blood extraction required [3,4].

Glucose Oxidase
Glucose Oxidase is an enzyme that catalyzes the oxidation of glucose and its production
of hydrogen peroxide in the presence of free glucose is useful as a biomarker for glucose.
Self-monitoring blood glucose (SMBG) devices are a notable method for glucose monitoring
with the highlight of being accessible. This test often involves finger-pricking and sampling the
blood on a glucose test strip connected to an electrode. Glucose oxidase is the notable
biomarker used here, however some others may be glucose dehydrogenase,
pyrroloquinoline-quinone, and flavin adenine dinucleotide [1]. The discomfort and risk of
infections of the finger-pricking as well as the associated cost of stocking this disposable
product are notable detriments. A further examination of glucose oxidase shows that it supports
a variety of sensor types and is useful not only in self-monitoring blood glucose devices but also
in minimally invasive methods such as reverse iontophoresis, subcutaneous platinum
electrodes, salivary, acetone, and tear-based glucose monitoring methods [1,3,4].

Fructosamine
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Fructosamine (FA) is a non enzymatic substrate produced from glycation of circulating
serum proteins largely due to high glucose concentrations in blood. FA is also a useful glycemic
marker that, unlike HbA1c, reflects changes in glucose levels on a shorter term of 2 to 3 weeks
[12]. Similar to HbA1c, FA is tested by assay. However FA assays have the advantage of being
more affordable and does not require dietary control. In terms of non-invasive assessment of FA
levels, salivary FA is a proposed method though additional information is required to verify and
apply this method [12]. Additionally, it should be noted that the positive correlation between
fasting plasma glucose and FA was observed only in diabetic subjects as opposed to HbA1c
that displayed a positive correlation to fasting plasma glucose for non-diabetic as well as
diabetic subjects [12].

Glycated Albumin
Albumin is the major circulating protein in blood and undergoes increasing degrees of
glycation due to increased blood glucose levels to produce glycated albumin (GA). For this
reason measurement of GA is used as a biomarker for glycemic control with a higher sensitivity
and specificity than HbA1c [12]. Measurement of GA is performed with a variety of methods
including several types of chromatography, immunoassays, and enzymatic assays. Though
there are no commercially available assays, GA has the advantage over HbA1c in that it can be
assayed from plasma and blood though these methods remain invasive [12].

1,5 Anhydroglucitol
The six-carbon monosaccharide known as 1,5-anhydroglucitol (1,5-AHG) is a
metabolically stable biomarker correlated with blood glucose. Low concentrations of 1,5-AHG
reflect a hyperglycemic state due to competition in renal reabsorption with glucose. In normal
conditions essentially all of the 1,5-AHG is reabsorbed, but as glucose levels increase and
competition at the reuptake transporter occurs, lower levels of 1,5-AHG is observed [12].
Measurement of 1,5-AHG is commercially available as an enzymatic assay kit. Non-invasive
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methods are only available in detecting salivary levels and additionally it is reported that this
biomarker is not suitable in subjects taking Sodium-glucose cotransporter-2 inhibitors or
suffering from chronic renal diseases [12].

2.3 Non-invasive glucose monitoring
There are many methods for noninvasive estimation of blood glucose. Optical methods
include near-infrared spectroscopy, polarized optical rotation, Raman spectroscopy,
fluorescence, optical coherence tomography, and a host of others. Issues with this category of
optical methods is that the accuracy may be dubious and the requirements of complex
experimental devices may not be conducive as a wearable or home-based monitoring solution
[1]. A second category of monitoring would be the electrochemical method which estimates
glucose levels from the content found in saliva, tears, sweat, and interstitial fluid. This is briefly
described below.

Salivary
The saliva-based wearable would be a disposable mouthguard-type sensor and in
general saliva glucose content has some of the highest correlations to actual glucose levels of
any bodily fluid [4]. However the issue with saliva-based testing arises from the complications of
food residues, stimulated/unstimulated saliva, and bacterial films that can skew the glucose
content detectable [1,2]. Overall there is still a significant correlation between salivary glucose
concentration and associated HbA1c values in hyperglycemic conditions and salivary glucose
itself is a non-invasive method for screening and monitoring diabetes [15].

Breath
Breath based sensor detecting acetone content exhaled to indicate insulin deficiency
and correlated elevated acetone content and inferred glucose concentration. However there is
only uncertain correlation between breath acetone and blood glucose [1,2]. There are a number
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of breath biomarkers that are associated with diabetes[16]. These include acetone, ethanol,
isopropanol, methanol, ethanol, isoprene, and propane. Unfortunately there is a significant
overlap between other diseases such as cystic fibrosis, heart failure, and lung cancer [16].
Breath-based devices are emerging as a solution to these needs for specificity and classification
of biomarkers, but their success depends on the diversity and size of the reference library
database. Breath sampling can also have several digital variables, such as breath flow rate,
humidity, and temperature [16].

Tears
Wearable for tear-based detection would be sensor strips resembling contact lenses.
Issues with this method of detection arise from designing the wearable and preventing
discomfort while maintaining strength in analysis [1,2]. One of the major advantages of
tear-based detection is that it is a biomarker-rich environment with relatively few impurities
compared to something like saliva. Additionally, there is a strong positive correlation between
tear glucose and blood glucose [4].

Sweat
Sweat-based glucose monitoring is also very well situated for its high presence of
blood-related biomarkers. A wearable patch is also well situated for this type of detection.. A few
of the challenges present in this arise from the requirement in producing sufficient sweat,
avoiding mechanical friction and tensile strain, and also avoiding variant glucose oxidase results
due to lactic acid secretion [4]. Additionally, some of the other limitations in sweat-based
detection are due to exposure of contaminants in the skin, deviations in results due to pH
differences, sweat glands only periodic activity during certain times, and also just a significant
variability between people in terms of swear rate and composition [17].

Interstitial Fluid
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Interstitial fluid (ISF) - based glucose monitoring also proceeds through a patch on the
skin. In general, ISF-based glucose monitoring is better situated compared to the other fluid
based approaches due to greater consistency, high correlation with glucose, and decent
accuracy. Issues with this approach are notable in that there is a delay in obtaining results so
glucose content estimated from ISF may not be accurate to the actual blood concentration [1,2].
Near infrared spectroscopy is another method of interstitial fluid analysis that reintroduces a
common issue with this type of technique. This method is very forthcoming as a wearable
sensor, however it faces issues in accuracy due to movement of the apparatus as well as
general inaccuracy of the device due to the chemical heterogeneity of the tissue matrix where
ISF is non-invasively analyzed [13].

Reverse Iontophoresis
Reverse iontophoresis technique is a transdermal technique used to access the ISF
through a glucose oxidase sensor involving skin contact with the electrode. There are a few
factors to consider when analyzing the extraction of glucose molecules using this method. Skin
thickness, current intensity, current rate, duration of current, and electrode material all contribute
to the efficacy of this technique [4]. Aside from glucose oxidase as a sensor, the primary
biomarker assessed remains to be glucose.
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Chapter 3: Design and Methodology
This chapter covers the methodology employed during this study. The scope of this work
is limited to the Pima Indians Dataset (PID), originally collected by NIDDK. Several features
have been identified and are specified in the following sections. The procedure by which the
datasets were processed and used in combination with machine learning modeling techniques
are discussed in detail. The reasoning and design for using clustering in the manner which is
performed for this research is also expanded upon. Finally, the details on the functionality of
adaptive classification is covered in depth.

3.1 Dataset Used
PID is a long term cohort study conducted starting in 1965 by NIDDK. The samples in
PID are collected from women of at least 21 years of age. PID composed of a total of 768
samples, from which 268 samples were from diabetic individuals and the remaining 500 were
identified as not diabetic.
Table 1 : Description of Pima Indian dataset attributes

Attributes from Pima Indian
dataset

Description of selected
attributes

Range

Pregnancy

Number of times individual
has been pregnant

0 - 17

Glucose

Plasma glucose
concentration at 2h in an oral
glucose tolerance test

0 - 199

Diastolic Blood Pressure

The force the heart exerts on
arteries (mm Hg)

0 - 122

Skin Thickness

Triceps skinfold thickness
(mm)

0 - 99

Serum Insulin

2-Hour Serum insulin (mu
U/ml)

0 - 846
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BMI

Body Mass Index (weight in
kg/(height in m)^2)

0 - 67.1

Diabetes pedigree function
(DPF)

Indicates the function which
scores likelihood of diabetes
based on family history

0.078 - 2.42

Age

Age of Participants in years

21 - 81

Outcome

Diabetes class variable, 1
represents the patient is
diabetic, 0 represents that
they are not

0 or 1

As can be noted in Figure 1 there appear to be outliers in DPF, age, insulin, glucose,
BMI, and blood pressure features. To mitigate the effect on outliers on the data, standardization
seems very appropriate. The dataset is not particularly large so removing outliers is relatively
unfavorable. Additionally, since outliers in human health metrics are relevant towards pathology
and medical history, outliers are of relevant interest when developing our pipeline. Additionally it
is recognized that the collection of serum insulin is invasive, the feature will be removed going
forward. Diabetic outcome will be kept as a feature, for the indication of diabetes may be
present in patient history and does not necessarily need to be invasively confirmed.
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Figure 1 : Visualization of attributes in scope of ClassGlucose
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3.2 Data Preprocessing
The dataset does not contain null values or missing values. There are however
inconsistent zero values for glucose concentration, blood pressure, skin fold thickness, insulin
and BMI. Zero values for these attributes are not within the normal range possible for a living
human, thereby introducing the inconsistency. Therefore, these data values were substituted
with the mean value for each respective attribute. Glucose data has 5 cases of zero values in
the samples. BloodPressure data has 35 cases of zero values in the samples. SkinThickness
data has 227 cases of zero values in the samples, which is an important consideration when
assessing the usefulness of this feature. Insulin data has 374 cases of zero values in the
samples, which is another potential justification for dropping this feature, since a little less than
half of the dataset would be replaced with the mean value. BMI data has 11 cases of zero
values in the samples. If a feature has a variance that is significantly larger than others, it might
predominate in a machine learner's decision making when viewed next to other features. For
this reason, standardized scaling was implemented using sklearn StandardScalar to scale each
feature by their respective standard deviation. Thus the feature value 𝑥 is normalized to obtain:

𝑥' =

𝑥−µ
σ

Where µ is the mean value for the feature value 𝑥, and σ is the standard deviation.
A new class variable is created from evaluating samples that have glucose values
greater than 120 designated as ‘1’, and glucose values less than or equal to 120 were
designated 0. The justification for this cutoff was determined by examining that the diabetic
outcome became more frequent after the 120 blood glucose as can be seen Figure 2 below. A
standardized clinical assessment for high glucose was not used since the glucose values are
specifically standardized to the range of 0-199 and no units are given. This class variable was
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named “ClassGlucose” and is the target variable for the models to classify. Additionally when
establishing the input for the models “ClassGlucose” and “Glucose” were dropped.
Figure 2 : Blood Glucose Levels compared with Diabetic Outcome category. Diabetic Outcome
peaks at 120.

.
Additionally, by examining the distribution of “ClassGlucose” (Figure 1), it can be
observed that the data is fairly well balanced as can be seen in Figure 3..
Figure 3 : Distribution of Class Variable for High Glucose (365 samples) and Normal Glucose (403
samples). High glucose is 1, Normal glucose is 0.

3.3 Validation Methods
The reason for validation methods is to ensure that analysis of model performance is not
based on training data in order to avoid biased and optimistic results. Validation is also useful in
assessing overfitting. An additional precaution to take is to ensure whenever the data is scaled it
is using the mean and standard deviations from the training data in order to prevent data
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leakage. Two methods for validation are implemented in this design, hold-out method and cross
validation.
The holdout method is relatively simple, requiring only another split of the data. Issues
with this method are that it is difficult for smaller datasets to afford splitting for both test and
validation sets. However, the benefit of this method of validation is that the validation set offers
the opportunity to fine tune parameters and observe characteristics on the validation set without
introducing bias from the test set.
K-fold cross validation which is also applied to the design also addresses the need for
validation by iteratively splitting the dataset K number of times into several training and
validation sets. This essentially generalizes the hold out method across the dataset several
times and combines the results. This is applicable to smaller datasets and is generally superior
to the holdout procedure. For our data, we used k=5 folds, where the models are trained over
the 5 folds covering all possible samples from the dataset.

3.4 Model Selection
A variety of machine learning models were selected for this dataset. The fundamental
tool sets primarily used to develop this pipeline were SciKit-Learn (sklearn), Pandas, Numpy,
and Matplotlib. The information specific to the models used are listed below with descriptions
developed from the official SciKit-Learn website [22].

Logistic Regression Classifier (LogReg)
This model can handle both dense and sparse inputs. Uses C-ordered arrays or CSR
matrices for optimal performance. One key aspect to keep in mind is the default solver only
supports L2 regularization with primal formulation and specification on using a ‘liblinear’ solver is
required to support both L1 and L2 regularization. The parameters are estimated by
maximum-likelihood estimation and serve a basic role in categorical classification. This model
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importantly establishes a baseline for model performance being a popular and benchmark
model in machine learning analysis.

Random Forest Classifier (RF)
Random Forest model is developed from a collection of decision trees. It is important to
recognize that this method employs randomness to combat overfitting. Furthermore, RF takes a
random number of samples from a random subset of features as opposed to using all the
features present to create the random subset of samples. This optimization makes it relatively
robust to both high variance and overfitting due to the fact that not all features are used to train
any one tree.

K Nearest Neighbors Classifier (KNN)
The K Nearest Neighbors model is a case where discrete variables are taken as class
labels for input. This method is also quite able to use continuous variables. The implementation
present allows for adjustment of several hyperparameters including but not limited to K number
of neighbors, the weight function used, and the algorithm used for calculating the nearest
neighbors. The predictions are based on interpolation performed by the model after fitting the
training set.

Support Vector Classifier (SVC)
This model is a generalization of Support Vector Machines used for classification
purposes. The model produced only depends on a subset of the training data as defined by the
cost function. This cost function ignores values whose prediction is close to the target.
Characterized by its performance in high dimensional spaces it is also very memory efficient.
The main drawback of this model is that if the number of features is significantly greater than the
number of samples, the overfitting becomes a crucial concern.

Decision Tree Classifier (DT)
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Decision trees, also known as Classification and Regression Trees, can be visualized as
a tree of if-else statements whose branches are decisions formed by previous experience. This
is a powerful classification algorithm that can fit an arbitrary dataset nearly perfectly.
Nonetheless, they are heavily prone to overfitting; thereby its results should be viewed as
optimistic unless thoroughly validated. Several hyperparameters can be manually adjusted in an
attempt to improve performance, including the criterion by which it measures the quality of the
split, how the branches are split at each node, the maximum depth of the tree, and the minimum
number of samples needed to justify the creation of a new node. Decision trees have a
tendency to perform poorly on new data should the original training set not be representative of
the unseen new data.

Gradient Boosting Classifier (GB)
Gradient boosting classifier facilitates a prediction model in the form of an ensemble of
weak prediction models, which are typically decision trees. When a decision tree is the weak
learner, the resulting algorithm is called gradient-boosted trees and typically is expected to
outperform random forest. A gradient-boosted tree model is built in a stage-wise fashion as in
other boosting methods, but it generalizes the other methods by allowing optimization of an
arbitrary differentiable loss function.

Multi-layer Perceptron Classifier (MLP)
This is a specific case of the Neural Network family of models that implements
classification analysis via the multi-layer perceptron method. Neural Networks are known to fit
any arbitrary decision boundary,not being limited to linear relationships. The term MLP is loosely
used to classify any Artificial Neural Network (ANN) that is feedforward and uses a non-linear
activation function at each neuron but the input node. An advantage of MLPs is that it can have
a regularization term added to the loss function that shrinks model parameters to reduce
overfitting.
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3.5 Feature-based Clustering
At this stage in this work we can observe the performance of each of the selected
classifiers on the dataset. However, now we are interested in differentiating the data on the
intrinsic properties of the features in order to have an environment where there will be a
dichotomy on the performance of classifiers depending on the intrinsic characteristics of the
features of different clusters. To accomplish this unsupervised feature-based clustering, we will
use the machine learning toolboxes from sklearn and numpy to perform k-means clustering on
this dataset. The k-means algorithm clusters data by attempting to divide samples into k groups
of equal variance using a specified number of clusters desired, denoted k.

Principal Component Analysis
However, to verify the ideal number of clusters, Principal Component Analysis was
performed and the components were not only analyzed to verify k=2 was appropriate, but the
Principal Components were also substituted for the base features proceeding into clustering and
grouping. The variance threshold for components was set to >97%. It should be noted that DPF
seems to have no correlation to any of the components.
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Figure 4 : Description of the four principal components in terms of feature contribution.

From the next Figure 5 we can see that the component data like the feature data has a
noticeable amount of outliers.
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Figure 5 : Visual representation of the four components on 3D plot.

3.6 Performance-based Grouping
The second step in our design is to introduce another level of supervised grouping,
except instead of it being from intrinsic characteristics of the data it will be based on a model's
performance from 5-fold cross validation on the training data. By submitting a given input
sample to a model for classification, and then evaluating whether it was correct or incorrect we
can further group the data by this performance. So after this step, we will arrive at a group of
20

correctly classified samples for the selected classifiers and another group of samples that were
incorrectly classified for those same classifiers. The intention of this grouping step is to identify
characteristics of samples that would predispose them to being more successfully classified by
certain classifiers. This step establishes an opportunity for the adaptation of model selection
where the most suited classifier models are selected for specific samples to yield more accurate
results in terms of classification.

3.7 Adaptive Classification
Now that we have developed an environment where samples are separated not only by
intrinsic characteristics but also on the basis of model performance, the next step is to select for
classifiers that perform the best for a given sample. To accomplish this the centroids for each
group representing a specific model's group of correct or incorrect samples must be determined
in order to begin estimating a new sample’s configuration. The centroid for each
performance-based group is calculated simply by establishing the mean feature vectors for the
group. The centroid value by this method serves to represent a vector center for each group.
This is useful for defining the Euclidean distance (𝐸𝐷), which is the distance between two
points in a plane. Given two feature values 𝑥 = 𝑥 , 𝑥 , ... , 𝑥 and 𝑦 = 𝑦 , 𝑦 , ... , 𝑦 , the
1

2

𝑛

1

2

𝑛

Euclidean distance is defined as:
𝑛

𝐸𝐷(𝑥, 𝑦) =

2

∑ (𝑦𝑖 − 𝑥𝑖)

𝑖=1

We can denote a positive centroid as the centroid from the correctly classified group, and a
negative centroid as one that is from the incorrectly classified group. Once this is done for all of
the groups, we can determine the Euclidean distance for an 𝑖-th classifier between the positive
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centroid(𝐶𝑃_𝑖) and a sample 𝑥 with feature vector 𝐹 . This is repeated to find the distance
𝑥

from the negative centroid (𝐶𝑁_𝑖).

𝐸𝐷(𝐶𝑃_𝑖, 𝐹𝑥)
𝐸𝐷(𝐶𝑁_𝑖, 𝐹𝑥)
We can then modify from the above by checking the relative distance (𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐷_𝑖 ) for each
classifier:

𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐷_𝑖(𝑥) =

𝐸𝐷(𝐶𝑃_𝑖, 𝐹𝑥)
𝐸𝐷(𝐶𝑁_𝑖, 𝐹𝑥)

Once each of the relative distances for the classifiers is known, it is a simple matter of selecting
the classifier with the shortest distance to establish the classifier that is most suitable for the
given sample 𝑥. This is determined as follows:.

𝑗 = 𝑎𝑟𝑔𝑚𝑖𝑛( 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐷_𝑖(𝑥))
Single selection
When ranking the models for adaptive selection, the first approach that is examined in
this study was to consider each sample’s relative classifier. In other words, the classifier with the
closest relative distance computed from the centroids was selected for that sample. This was
repeated across the data set and tallied for all samples until a ranking is established where the
highest rank would be the classifier that was selected for the majority of the samples. The top
classifier for each subset of samples was applied to those samples. In summary, the concept
was to identify the top classifier ranked for a subset of samples and apply it to that subset.

Top 3 Selection
This approach involves finding the top three best classifiers in terms of the relative
distance for each sample. This approach was applied to a majority vote ensemble where the
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chosen classifiers were assembled into a voting ensemble that is used to classify the given
samples. To put it concisely, the concept is to examine the samples for their individual top three
best classifiers and apply those top three selected classifiers in a voting ensemble for the entire
set of samples examined.

3.8 Performance Metrics
To measure the performance of our models, accuracy, F1 score, and the Area Under the
Receiver Operating Characteristic Curve (AUC ROC) were all used to evaluate the classifiers.
Accuracy is a statistical measure of the proportion of correct predictions among the total
number of samples used. Accuracy is defined as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

TP is true positive, TN is true negative, FP is false positive, and FN is false negative

F1 score, also known as balanced F-score or F-measure, can be interpreted as a
harmonic mean of the precision and recall, where the value ranges between 0 and 1, with 1
indicating best possible performance. Both precision and recall have similar impact on the result
of the F1 score.

𝐹1 =

2* 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 * 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

A ROC curve illustrates the performance of a binary classifier system by plotting the
fraction of true positives out of the positives (TPR) vs. the fraction of false positives out of the
negatives (FPR) across several variations. The ROC AUC score metric is computed from the
area under the ROC curve and this serves to summarize the curve into a single number.
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Chapter 4: Results
4.1 Correlation Analysis
Figure 6 shows the correlations between the attributes. The brighter the coloration for
each attribute the greater the magnitude of correlation. As can quickly be noted, the greatest
correlations are between Skin Thickness and BMI, Age and Pregnancies, and Glucose and
diabetic Outcome. Of interest to our study would be the correlations between Glucose and
Blood Pressure (0.22), Skin Thickness (0.16), BMI (0.23), Age (0.27), and
DiabetesPedigreeFunction (0.14). Individually none of these non-invasive features has such a
high correlation that it would overtake another feature in terms of significance in terms of
machine learning. The most relevant feature to Glucose is Diabetic Outcome and for this
dataset most of the power behind classification will likely rely on this feature to be
comprehensible. The noninvasive features that boast the highest correlation are Age and
BloodPressure. Additionally, DiabetesPedigreeFunction (DPF) can be noted to have the lowest
correlation to Glucose. DPF is quantification of the family history of diabetes present for an
individual.
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Figure 6 : Correlation matrix
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4.2 Direct Classification
Table 2a and 2b look at the selected models initial performance on the base data set
without K Means clustering or adaptive model selection. The validation and test sample sizes
are 154 samples while the training set is 460 samples. For the validation set, Multilayer
Perceptron (MLP) and Random Forest (RF) appear to be the highest performing models with an
accuracy score of 71.43% and the Decision Tree (DT) classifier is our lowest performing model
with an accuracy of 61.69%. For the test set, Logistic Regression (LogReg) classifier was the
best performing with 70.13% accuracy score. It should be noted that, in general, it appears that
most classifiers perform better on the validation set then they do for the test set with the
exception of the KNN classifier.
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Table 2a : Classification results on the validation set without clustering or adaptive selection

Validation
Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score (%)

ROC AUC
(%)

LogReg

70.13%

57.81%

66.07%

61.67%

69.26%

KNN

60.39%

46.15%

53.57%

49.59%

58.93%

RF

71.43%

58.33%

75.00%

65.62%

72.19%

DT

61.69%

47.83%

58.93%

52.80%

61.10%

SVM

70.78%

58.73%

66.07%

62.18%

69.77%

GB

66.88%

53.73%

64.29%

58.54%

66.33%

MLP

71.43%

59.09%

69.64%

63.93%

71.05%

Table 2b : Classification results on the test set without clustering or adaptive selection

Test Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score (%)

ROC AUC
(%)

LogReg

70.13%

79.03%

59.76%

68.06%

70.85%

KNN

62.34%

67.65%

56.10%

61.33%

62.77%

RF

66.23%

69.23%

65.85%

67.50%

66.26%

DT

59.09%

63.01%

56.10%

59.35%

59.30%

SVM

64.94%

70.59%

58.54%

64.00%

65.38%

GB

66.88%

70.67%

64.63%

67.52%

67.04%

MLP

66.88%

72.46%

60.98%

66.23%

67.29%
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4.3 Classification with Feature-based clustering
In this section we will be looking at the results from classification on K-means clustering
of our dataset. Our parameters for clustering successfully generated two clusters. We will refer
to the larger cluster as Cluster 0 and the smaller cluster as Cluster 1. Cluster 0 for the validation
set contains 95 samples and for the test set 93 samples. Cluster 1 contains 59 samples for the
validation set and 61 samples for the test set.
For the Cluster 0 validation set, SVM and MLP perform fairly better than most models
with an accuracy score of 73.68%. However, we also notice from Table 3a that the Logistic
Regression classifier, as an exception, performs similarly with an accuracy score of 71.58%.
This comparison result is fairly consistent to the trend in performances that was seen from the
unclustered validation set as was seen in Table 2a. Cluster 0 also maintains the trend seen from
the base dataset where it appears for most cases that classifier performance on the Cluster 0
validation set is better than the test set, with the important exceptions of KNN and RF.
Logreg, SVM, and MLP appear to be the best performers for Cluster 1. The trend of the
validation set having better performance remains for Cluster 1. It should be noted that the DT
and GB classifiers are particularly poor for Cluster. .
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Table 3a : Classification results from Cluster 0 without adaptive selection on the validation set

Validation
Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

LogReg

71.58%

65.22%

44.12%

52.63%

65.50%

KNN

64.21%

50.00%

29.41%

37.04%

56.51%

RF

68.42%

57.69%

44.12%

50.00%

63.04%

DT

68.42%

55.88%

55.88%

55.88%

65.65%

SVM

73.68%

69.57%

47.06%

56.14%

67.79%

GB

67.37%

55.17%

47.06%

50.79%

62.87%

MLP

73.68%

69.57%

47.06%

56.14%

67.79%

Table 3b : Classification results from Cluster 0 without adaptive selection on the test set

Test Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

LogReg

69.89%

76.19%

41.03%

53.33%

65.88%

KNN

65.59%

64.00%

41.03%

50.00%

62.18%

RF

69.89%

70.37%

48.72%

57.58%

66.95%

DT

62.37%

57.14%

41.03%

47.76%

59.40%

SVM

65.59%

65.22%

38.46%

48.39%

61.82%

GB

66.67%

64.29%

46.15%

53.73%

63.82%

MLP

66.67%

66.67%

41.03%

50.79%

63.11%
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Table 4a : Classification results from Cluster 1 without adaptive selection on the validation set

Validation
Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

LogReg

67.80%

73.17%

78.95%

75.95%

63.28%

KNN

61.02%

69.23%

71.05%

70.13%

56.95%

RF

57.63%

67.57%

65.79%

66.67%

54.32%

DT

54.24%

67.74%

55.26%

60.87%

53.82%

SVM

69.49%

72.73%

84.21%

78.05%

63.53%

GB

52.54%

65.63%

55.26%

60.00%

51.44%

MLP

67.80%

72.09%

81.58%

76.54%

62.22%

Table 4b : Classification results from Cluster 1 without adaptive selection on the test set

Test Models

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

LogReg

72.13%

80.95%

79.07%

80.00%

67.31%

KNN

67.21%

76.74%

76.74%

76.74%

60.59%

RF

67.21%

75.56%

79.07%

77.27%

58.98%

DT

60.66%

75.68%

65.12%

70.00%

57.56%

SVM

68.85%

76.09%

81.40%

78.65%

60.14%

GB

55.74%

69.05%

67.44%

68.24%

47.61%

MLP

70.49%

79.07%

79.07%

79.07%

64.53%
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Figure 7 : Graph comparing model performance on the base test set with no clustering or adaptive
selection performed

Figure 8 : Graph comparing model performance on Cluster 0 test set with no adaptive selection
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Figure 9 : Graph comparing model performance on Cluster 1 test set with no adaptive selection

Figures 7 - 9 further describes the trends seen in Tables 2b through Tables 4b comparing
the test sets with each other. In general, Cluster 0 appears more similar to the base unclustered
dataset in resemblance, while Cluster 1 has more homogenous results among several
classifiers. This uniformity in results for Cluster 1 along with the difference in sample size for
Cluster 1 serve to differentiate its sample pool markedly from the base dataset.
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4.4 Adaptive Classification
Single selection
From Tables 5a and 5b, we observe the adaptive single selection described previously
applied to Cluster 0. The highest chosen classifiers subsets are consistent across the validation
set and test set and are the KNN and DT classifiers. When the selected classifier was applied to
its own subset of samples the resulting accuracy scores are calculated into a weighted average
shown at the bottom of each table. When comparing the differences between the validation set
and the test set it remains apparent that the classifiers performed better for the validation set
when checking against the weighted averages. It should be noted that KNN and DT, which had
relatively lower performance metric scores not only in this classification step, but previous as
well, were nevertheless adaptively selected based on the basis of relative distances to sample
subset. GradientBoosting(GB) and Logistic Regression (SVM) classifiers were consistently the
least selected across both sets for Cluster 0.
For the smaller Cluster 1 shown in Tables 6a and 6b, the models with the largest subset
of samples are KNN, DT, and MLP. It can be noted that the weighted average for the validation
set remains higher, which appears to be a trend for adaptive selection. The major reason that
accuracy score is evaluated over F1 score and ROC AUC is that due to some of the subsets
being extremely small, it is not always possible to obtain a valid F1 score or ROC AUC score,
largely due to their being only one class present in y=true.
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Table 5a: Cluster 0 Adaptive Single Selection application to validation samples

Validation
Models

Number of
Samples

Accuracy (%)

KNN

37

72.97%

DT

20

70.00%

RF

11

72.73%

SVM

10

80.00%

MLP

8

62.50%

LogReg

6

50.00%

GB

3

100.00%

Weighted
Average

95

71.58%

Table 5b: Cluster 0 Adaptive Single Selection application to test samples

Test Models

Number of
Samples

Accuracy (%)

KNN

40

70.00%

DT

19

78.95%

SVM

11

63.64%

RF

9

55.56%

MLP

7

42.86%

LogReg

6

83.33%

GB

1

100.00%

Weighted
Average

93

68.82%
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Table 6a: Cluster 1 Adaptive Single Selection application to validation samples

Validation
Models

Number of
Samples

Accuracy (%)

MLP

18

77.77%

DT

16

62.50%

KNN

12

75.00%

LogReg

9

77.77%

SVM

3

100.00%

GB

1

100.00%

Weighted
Average

59

74.45%

Table 6b: Cluster 1 Adaptive Single Selection application to test samples

Test Models

Number of
Samples

Accuracy (%)

KNN

20

70.00%

DT

15

60.00%

MLP

13

69.23%

LogReg

7

57.14%

SVM

4

50.00%

GB

2

0.00%

Weighted
Average

61

62.23%
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Ensemble with majority voting
Table 7a and 7b show the results for the top three classifier selection approach applied
to a majority voting ensemble on Cluster 0. Both the validation set and test set once again
recognized DT and KNN as the most popular selections. The majority vote for the validation set
as can be seen in Table 7a, expresses a stable accuracy score at 67.37% compared to its
component classifiers. For the test set shown on Table 7b we see a stable performance for the
comparative majority vote at 66.67%.
For Cluster 1’s majority voting results shown in Tables 8a and 8b we see consensus of
the validation set and the test set is selecting DT and KNN. It should be noted that this
methodology isn’t fully adaptive and only uses what we learned from single selection to assist in
direct classification.
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Table 7a: Cluster 0 Majority vote determined from ensemble of top 3 classifiers closest in relative
distance to the sample from the validation set

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

53

68.42%

55.88%

55.88%

55.88%

65.65%

KNN

48

64.21%

50.00%

29.41%

37.04%

56.51%

RF

43

68.42%

57.69%

44.12%

50.00%

63.04%

GB

42

MLP

36

LogReg

34

SVM

29
67.37%

56.00%

41.18%

47.46%

61.57%

Validation
Models

#

DT

Majority
Vote

Table 7b: Cluster 0 Majority vote determined from ensemble of top 3 classifiers closest in relative
distance to the sample from the test set

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

49

65.59%

64.00%

41.03%

50.00%

62.18%

DT

45

62.37%

57.14%

41.03%

47.76%

59.40%

GB

45

66.67%

64.29%

46.15%

53.73%

63.82%

MLP

39

RF

38

LogReg

34

SVM

29
66.67%

66.67%

41.03%

50.79%

63.11%

Test
Models

#

KNN

Majority
Vote
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Table 8a: Cluster 1 Majority vote determined from ensemble of top 3 classifiers closest in relative
distance to the sample from the validation set

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

29

57.63%

67.57%

65.79%

66.67%

54.32%

MLP

28

67.80%

72.09%

81.58%

76.54%

62.22%

DT

26

54.24%

67.74%

55.26%

60.87%

53.82%

KNN

25

LogReg

25

GB1

22

SVM

22

59.32%

70.59%

63.16%

66.67%

57.77%

Validation
Models

#

RF

Majority
Vote

Table 8b: Cluster 1 Majority vote determined from ensemble of top 3 classifiers closest in relative
distance to the sample from the test set

Accuracy
(%)

Precision
(%)

Recall (%)

F1-score(%)

ROC AUC
(%)

31

72.13%

80.95%

79.07%

80.00%

67.31%

DT

30

60.66%

75.68%

65.12%

70.00%

57.56%

GB

28

55.74%

69.05%

67.44%

68.24%

47.61%

MLP

25

RF

24

LogReg

23

SVM

22
67.21%

76.74%

76.74%

76.74%

60.59%

Test
Models

#

KNN

Majority
Vote
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Chapter 5: Conclusions and Future Work
5.1 Conclusions
The study aimed to explore an adaptive selection approach to improve glucose
classification results. The primary method of developing a selection was determined by relative
distances and similarities in a previously unforeseen data point to the mean of successfully
classified samples. The major insufficiency of this method was that classifiers with generally
poor results still have some degree of accuracy and if new sample vectors strongly resemble or
have the shortest relative distance to the centroid of that classifiers group then it will be
adaptively selected for that classifier to be applied. This results in a lower accuracy classifier to
be preferred by most samples not determined by its relatively low accuracy score as was noted
in the previous chapter, but because more samples were closer in terms of relative distance to
its accurately classified group.
The issue of sample size is another general issue with the dataset available that
expresses itself in smaller clusters and smaller subsets of samples. Due to the issue of sample
size, the application of KMeans clustering was likely not as effective as it could be in providing a
discrimination of intrinsic characteristics and providing an environment for different expression
across classifiers.
In conclusion, although analysis shows that some classifiers do perform better when
subsets of samples assist in adaptive selection, the current design is not sufficient in ensuring
the highest accuracy models are selected for the test set.

5.2 Future Work
A major future consideration would be to acquire a larger dataset with more features
ideally those that are noninvasive. It was difficult in assessing model performance on limited
subsets of samples. It is also important to consider the issue of overfitting due to the relatively
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high dimensionality of the data compared to the sample sizes being worked with. The population
of samples in this dataset being largely women of a specific background also raises into
question its representation to a broader population.
In terms of design, more attention to preprocessing could be allocated. Feature selection
with more attention to the pairwise relations between features could provide meaningful
improvement in results. Additionally applying other methods to reduce dimensional space while
preserving data could be useful, specifically of interest to improving clustering results. Another
consideration is to reevaluate the relative distance function used for adaptive selection and
perhaps consider other distance based metrics when evaluating for similarities in test samples
to correctly classified samples. A greater focus on managing the outliers present might also be
necessary. A high degree of variance in results may be introduced due to the number of outliers
present compared to the size of the dataset.
Finally, future research should consider glucose estimation over classification results that
are certainly useful for quick assessments and algorithm assessment. Accurate estimation for
an individual’s specific blood glucose measurements through preferably noninvasive methods
is a desirable objective.
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