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Abstract
We prove that dynamical degrees of rational self-maps on projec-
tive varieties can be interpreted as spectral radii of naturally defined
operators on suitable Banach spaces. Generalizing Shokurov’s notion
of b-divisors, we consider the space of b-classes of higher codimension
cycles, and endow this space with various Banach norms. Building on
these constructions, we design a natural extension to higher dimension
of the Picard-Manin space introduced by Cantat and Boucksom-Favre-
Jonsson in the case of surfaces. We prove a version of the Hodge index
theorem, and a surprising compactness result in this Banach space.
We use these two theorems to infer a precise control of the sequence
of degrees of iterates of a map under the assumption λ21 > λ2 on the
dynamical degrees. As a consequence, we obtain that the dynami-
cal degrees of an automorphism of the affine 3-space are all algebraic
numbers.
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Introduction
Let f : X 99K X be a dominant rational self-map of a projective normal
variety X of dimension d defined over a field K of characteristic zero. We
may define its k-th degree with respect to a given any ample class ω as
the intersection product degk,ω(f) := (f
∗ωk · ωd−k) ∈ (0,+∞) for any 0 ≤
k ≤ d. The growth of the sequence of degrees {degk,ω(fn)}n is a funda-
mental invariant of f that governs many of its dynamical features like its
entropy [DS04b, Gue05, DDG10, DTV10]; the presence of invariant fibra-
tions [DN11, HKZ15, Ogu18, LB19b, BCK14]; or its periodic points [DNT17,
Xie15]. It also controls the behaviour of heights of iterates of points when f
is defined over a number field [KS16, MSS18a, MSS18b].
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When K = C, it was proved by Dinh and Sibony that the sequence of
degrees is sub-multiplicative, so that one can define the dynamical degrees
λk(f) := lim
n→∞
degk,ω(f
n)1/n ≥ 1, for k = 0, · · · , d .
These degrees do not depend on the choice of polarization ω and are invariant
under birational conjugacy. Khovanskii-Teissier’s inequalities imply the log-
concavity of the dynamical degrees, and in particular we have λ2(f) ≤ λ1(f)2.
The sub-multiplicativity property was extended to rational maps defined
over an arbitrary field by Tuyen Truong [Tru20]. The first author recently
gave another proof of this fact [Dan17] using the notion of base-point free
(BPF) classes which originated in [FL17] as a substitute for nef classes in
higher codimension. The BPF property turns out to be the right notion of
positivity for cycles that allows one to generalize Siu’s inequalities to higher
codimension and to obtain good comparison results with complete intersec-
tion classes, see [Xia15, Pop16] or [Dan17, §3.4].
In dimension 2, under the assumption that λ2(f) < λ1(f)
2, Boucksom,
Jonsson and the second author [BFJ08a] proved that deg1(f
n) = Cλ1(f)
n +
O(λ
n/2
1 ) for some C > 0. To that end, they constructed a suitable Hilbert
space in the space of divisors on an "infinite blow-up" of X. They proved
that f induced a bounded operator on that space and analyzed the spectral
properties of this operator using intersection theory on birational models
over X. This Hilbert space was simultaneously introduced by Cantat in his
remarkable work on the Cremona group [Can11] where it was referred to as
the Picard-Manin space. By exploiting the geometric properties of this space,
Xie proved a semicontinuity property for the dynamical degrees [Xie15], and
Blanc-Cantat [BC16] obtained a detailed description of the set of dynamical
degrees of birational surface maps.
—
In higher dimension, degree growth of various class of examples have been
computed [BK04, BK08, Ame09, BT10, FW12, Lin12, KR16, Ram18, Dés18,
BvS19a, LB19a]. However the computation of dynamical degrees and the
understanding of the growth of degrees remain very hard in full generality.
We rely in this paper on methods from functional analysis to tackle this
problem.
We introduce several new graded Banach subspaces of the space of nu-
merical classes of cycles in all birational models of X, on which f induces
natural bounded operators whose spectral radii are given by its dynamical
degrees (Theorem 4.10). Using the resolvent method [Kar59, Yos80], we go
further and build BPF eigenclasses whose associated eigenvalue equals λk(f)
(Theorem 5.2). In the sequel to this paper [DF20], we will further explore
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how these Banach spaces interact with one another.
Our main contribution lies in the construction of a generalization of the
Picard-Manin space to arbitrary dimension (see §3.4). We denote this space
by N1Σ(X ) and endow it with a norm ‖·‖Σ,ω which turns it into a Banach
space. Here X stands for the Riemann-Zariski space of X defined as the
projective limits of all birational models over X (see §2). An element in
N1Σ(X ) is a collection of classes in the Neron-Severi space of each of these
models, that are compatible under push-forwards1, so that their restriction
to any sufficiently general surface S ⊂ X belongs to the Picard-Manin space
of S.
We prove that classes in N1Σ(X ) still enjoy a suitable version of the Hodge
index theorem (Theorem 3.25); and that N1Σ(X ) exhibit surprising compact-
ness properties (Theorem 3.20) which allow one to deduce convergence in
norm from weak convergence in special situations. Using standard argu-
ments in functional analysis, we are then able to describe the main spectral
properties of a naturally defined bounded operator f ∗ : N1Σ(X ) → N1Σ(X ),
and this yields our first theorem.
Theorem 1. Let X be a projective variety defined over a field of char-
acteristic 0. For any dominant rational self-map f : X 99K X satisfying
λ1(f)
2 > λ2(f), there exists a constant C > 0 such that
deg1(f
n) = Cλ1(f)
n +O(λn) ,
for any λ satisfying
√
λ2(f) < λ < λ1(f).
This result was known for algebraically stable maps on 3-folds by T.T.
Truong [Tru14] and for toric maps [FW12]. Observe that in the latter case
(and for maps on Abelian varieties) the assumption λ1(f)
2 > λ2(f) reflects
the fact that some integer-valued matrix has a unique eigenvalue whose mod-
ulus equals its spectral radius.
Our theorem reflects in a similar way a spectral gap property for the
operator f ∗ : N1Σ(X ) → N1Σ(X ). We shall prove that λ1(f) is an isolated
point of the spectrum of f ∗ and is simple (see Theorem 5.5).
When applied to a polynomial map f : AdK → AdK of the affine space, the
spectral gap property gives a valuation v on the ring K[x1, · · · , xd] satisfying
f∗v = λ1(f) v. This yields a partial generalization to any dimension of the
construction of eigenvaluations done in dimension d = 2 by Jonsson and the
second author in [FJ07, FJ11]. Note that these works exploited the tree
structure of the space of valuations centered at infinity on A2K , whereas our
1hence of b-divisors as in [Sho96, Sho03, Cor07, BFJ09, BdFF12]
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current approach avoids any information on the topology of the space of
valuations on AdK .
From the equation f∗v = λ1(f) v and Abhyankhar’s inequalities, we shall
deduce:
Theorem 2. For any dominant polynomial map f : AdK → AdK such that
λ1(f)
2 > λ2(f), the dynamical degree λ1(f) is an algebraic number of degree
at most d over Q.
Observe that if f is a polynomial automorphism of A3k, then λ2(f) =
λ1(f
−1), hence either λ1(f)
2 > λ2(f) or λ1(f
−1)2 > λ2(f
−1) should hold (if
λ1(f) 6= 1), and this shows:
Corollary 3. Dynamical degrees of polynomial automorphisms of A3k are
algebraic numbers of degree at most 6 over Q.
Note that dynamical degrees of polynomial automorphisms of A3 are
rather constrained compared to the ones of arbitrary rational transforma-
tions. On the one hand, the set of dynamical degrees of rational surface
automorphisms contains a sequence of algebraic integers of unbounded de-
gree. On the other hand, Bell, Diller and Jonsson recently contructed a
rational map of P2 whose dynamical degree is transcendental [BDJ19].
Our results suggest the following conjectures.
Conjecture 1. The first dynamical degree of a polynomial map of Adk is an
algebraic integer of degree at most d.
Conjecture 2. The first dynamical degree of a polynomial automorphism of
Adk is an algebraic integer of degree at most d− 1.
These conjectures hold true in dimension 2 by Friedland-Milnor [FM89]
and Favre-Jonsson [FJ11]. Computations for specific families of polynomial
maps have been made in dimension 3, including quadratic automorphisms
(Maegawa [Mae01]); cubic and triangular automorphisms (Blanc and van
Santen [BvS19a, BvS19b]); and shift-like automorphisms (Jonsson, unpub-
lished, see [BvS19b, §4.2]). These results support both conjectures.
—
Let us indicate some possible generalizations of our work.
• We do not useK of characteristic 0 in an essential way. However N1Σ(X )
is constructed using intersection theory over all birational models over
X, and this theory is much better behaved when the models are smooth.
Our construction of N1Σ(X ) also uses the fact that K is countable in
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order to have a countable set of birational models for X. For one thing,
assuming K to be countable is not restrictive for proving Theorem 1.
The assumption on the countability of K is mainly to simplify our
discussion and to avoid the use of nets.
• It is likely that our method also extends to Kähler manifolds. This is
the context of the works of Dinh, Sibony and their co-authors [DS04a,
DS04b, DNT12, DNT17], and this usually requires subtle analytic ar-
guments. In particular, numerical classes of algebraic cycles have then
to be replaced by cohomological classes, and the definition of N1Σ(X )
in this case remains elusive.
• The spectrum of f ∗ in the resonant case λ1(f)2 = λ2(f) is harder to
analyze. In dimension 2, it is understood only in the case of birational
maps (Diller-Favre [DF01]), of polynomial maps (Favre-Jonsson [FJ11])
and of toric maps (Lin [Lin12] and Favre-Wulcan [FW12]). Partial
results on degree growths for arbitrary rational maps have been ob-
tained by Urech [Ure18], Cantat-Xie [CX18], and recently by Lonjou-
Urech [LU20].
• Extensions of Theorem 2 to other affine varieties would be interesting
to explore. The first author has considered dynamical degrees of tame
automorphisms of the smooth affine quadric 3-fold [Dan18], for which
it is conjectured that the dynamical degrees are always integral.
• Lamy and Przytycki [LP18] have recently succeeded in putting a natu-
ral metric structure on a subspace of the space of valuations at infinity
in A3K turning it into a CAT(0)-space. They proved the linearizability
of tame finite subgroups of Aut[A3K ] by looking at their induced action
on this space. It would be interesting to apply our techniques to de-
duce further consequences on the structure of subgroups of Aut[A3K ]
and more generally of Aut[AdK ] for any d ≥ 3.
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1 Positive cycles and dynamical degrees
1.1 Numerical cycles and their intersection
Let us first suppose that X is a smooth projective variety of dimension d
defined over a field K. We let Zk(X) be the R-vector space freely generated
by irreducible subvarieties of pure dimension d − k in X. Given any two
cycles α, β of complementary dimension in X, we denote by (α ·β) ∈ R their
algebraic intersection number as defined in [Ful98].
The numerical space of cycles of codimension k, denoted Nk(X) is defined
as the quotient of Zk(X) by the vector space of cycles z such that (α · z) = 0
for all cycles α of dimension k. It follows from [Ful98, Example 19.1.3] (see
also [Dan17, Theorem 2.5.1]) that Nk(X) is a finite dimensional R-vector
space, and that the pairing Nk(X)× Nd−k(X)→ R is perfect.
The space N1(X) is the tensor product of the Neron-Severi group of X
with R. Intersection products of k divisors define numerical cycles of codi-
mension k but these classes do not span Nk(X) in general.
Let Y be a smooth projective variety of dimension d′. Take any regular
morphism f : X → Y . One defines the pushforward by f of the cycle [V ]
associated to any irreducible subvariety V of X by the following formula:
f∗[V ] =
{
n[f(V )] if dim(f(V )) = dim(V ),
0 if dim(f(V )) < dim(V ),
where n is the degree of the field extension [K(V ) : K(f(V ))]. The projection
formula together with the fact that the pullback f ∗ : Nk(Y ) → Nk(X) is
well-defined shows that the pushforward on cycles induces a linear map f∗ :
Nd−k(X)→ Nd′−k(Y ). We thus have:
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f∗(f
∗α · β) = α · f∗β,
for all α ∈ Nk(Y ), and β ∈ Nl(X) for any k, l.
Let us now discuss the case where X is merely normal and projective. The
intersection product of two arbitrary cycles is not defined anymore, however
one can intersect Chern classes of vector bundles with arbitrary cycles [Ful98,
Chapter 3]. We thus consider the R-vector space generated by cycles obtained
as a product:
ci1(E1) · . . . · cip(Ep),
where i1, . . . , ip are integers satisfying i1+ . . .+ ip = k, E1, . . . , Ep are vector
bundles on X and ci(E) denotes the i-th Chern class associated to the vector
bundle E. The space of numerical cycles of codimension k, also denoted
Nk(X) is the quotient of that vector space by the subspace of classes α ∈
Zk(X) spanned by Chern classes such that (α · β) = 0 for all β ∈ Zd−k(X)
and is also a finite dimensional vector space. In the case where X is smooth,
the two definitions of Nk(X) coincide (see [FL17, § 2.1] or [Dan17, Theorem
2.4.2 (i)]).
Now if X, Y are normal and projective of dimension d, d′ respectively,
f : X → Y is a regular morphism, then the pullback of vector bundles by
f is well-defined and induces a morphism f ∗ : Nk(Y ) → Nk(X). However,
in this degree of generality, it is not known whether the pushforward on
cycles descends to the span of Chern classes modulo numerical equivalence;
and similarly the pushforward f∗ : N
d−k(X) → Nd′−k(Y ) is necessarily well-
defined, the reason being that the pullback is not defined for arbitrary cycles.
If we suppose Y smooth and X normal, then the pushforward descends
to f∗ : N
d−k(X) → Nd′−k(Y ) since the pullback by f of any numerical cycle
is well defined on Y .
When the map f : X → Y is flat of relative dimension e and X, Y are
normal projective varieties, then the pullback f ∗ is well-defined on Zd−k(Y )
and for any intersection β of e + k Cartier divisors, we define the element
π∗β ∈ Nk(X) as the dual class induced by the linear form:
π∗β := z ∈ Zd−k(X) 7→ (β · π∗z). (1)
1.2 Positive cycles
We assume in this section that X is a smooth projective variety. A class in
Nk(X) is called pseudo-effective, if it belongs to the closure of the convex
cone spanned by effective cycles. For any α, β ∈ Nk(X), we write
α 6 β
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whenever the difference β−α is pseudo-effective. The set of pseudo-effective
classes forms a closed salient convex cone Psefk(X) inside Nk(X), see [FL17,
Theorem 1.4].
A class α ∈ N1(X) is nef if its intersection with any pseudo-effective
curve class is non-negative. The nef cone Nef(X) is the interior of the cone
or real ample classes, see [Laz04, Theorem 1.4.23]. A class α ∈ Nk(X) with
k ≥ 2 is nef when (α · β) ≥ 0 for all β ∈ Psefd−k(X). The nef cone in
codimension k ≥ 2 is not included in the pseudo-effective cone in general,
see [DELV11]; but the cone of basepoint free classes defined below is better
behaved, see [FL17] for a general discussion on this problem.
A class α ∈ Nk(X) is called strongly basepoint free if it is the pushforward
under a flat morphism of relative dimension e of the intersection of k+e ample
divisors. The closure of the cone generated by strongly basepoint free classes
is called the basepoint free cone of codimension k. We denote it by BPFk(X).
The main properties of this cone are summarized in the following result.
Theorem 1.1 ([FL17]). Let X be a smooth projective variety.
1. The set BPFk(X) forms a closed, convex, salient of Nk(X) and has
non-empty interior.
2. The basepoint free cones respect the intersection product, i.e. BPFk(X)·
BPFl(X) ⊂ BPFk+l(X) for all k, l.
3. Classes in BPFk(X) are both pseudo-effective and nef.
4. For any integer k and for any morphism π : Y → X between smooth
projective varieties, the inclusion π∗ BPFk(X) ⊂ BPFk(Y ) is satisfied.
5. For any flat morphism π : Y → X of relative dimension e between
smooth varieties, one has π∗(BPF
k(Y )) ⊂ BPFk−e(X).
6. Let π : X ′ → X be any flat morphism of relative dimension e between
smooth varieties. Then for any intersection β of k + e ample divisors
in X ′, the pushforward π∗β lies in the interior of BPF
k(X).
7. The cone BPF1(X) = Nef(X) coincides with the nef cone.
Recall that a class α ∈ N1(X) is big if it lies in the interior of the
pseudo-effective cone. The next result is a consequence of Siu’s inequalities,
see [Laz04, Theorem 2.2.15], [Tra95] which allows us to compare basepoint
free classes with complete intersections. It was proven in a Kähler context
by [Xia15], and later generalized to arbitrary algebraic varieties by the first
author in [Dan17].
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Theorem 1.2 (Siu’s inequalities). Let ω ∈ N1(X) be any big and nef class
over a smooth projective variety X of dimension d. Then for any basepoint
free class α ∈ Nk(X), we have
α 6 (d− k + 1)k+1 (α · ω
d−k)
(ωd)
ωk. (2)
1.3 Dynamical degrees of dominant rational maps
Fix any big and nef class ω ∈ N1(X) where X is a normal projective variety.
For any dominant rational self-map f : X 99K X, and for any integer 0 ≤
k 6 d, we set
degk,ω(f) = (π
∗
2ω
k · π∗1ωd−k),
where π1, π2 are the projections from a resolution of singularities of the graph
of f inX×X onto the first and second component respectively. This quantity
does not depend on the choice of resolution, and we call it the k-th degree of
f with respect to ω. 2
The basic results concerning the sequence of degrees {degk,ω(fn)}n were
first obtained by Dinh and Sibony [DS05] in the Kähler case, and were further
extended to algebraic varieties over any field by T. T. Truong [Tru20] and
the first author [Dan17].
Theorem 1.3. • There exists an integer C = C(f) > 0 such that for
any integer n,m, we have:
degk,ω(f
n+m) 6 C degk,ω(f
n) degk,ω(f
m).
• For any big and nef class ω′, there exists a constant C = C(ω, ω′) > 1
such that for any self-map f : X 99K X, we have
1
C
degk,ω(f) ≤ degk,ω′(f) ≤ C degk,ω(f) .
Since the sequence (C degk,ω(f
n))n is sub-multiplicative, the sequence
(degk(f
n))1/n converges to its lim-inf so that we can set:
λk(f) := lim
n→+∞
(degk,ω(f
n))1/n .
The quantity λk(f) belongs to [1,+∞), and does not depend on the choice
of big and nef class ω. It also follows from Khovanskii-Teissier inequalities,
see e.g. [Laz04, Corollary 1.6.3], that the sequence k 7→ λk(f) is log-concave.
In particular, we always have λ1(f)
2 > λ2(f).
2when ω = c1(L) for some line bundle L→ X , then degk,ω(f) is an integer.
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2 Numerical b-classes
Let X be a normal projective variety of dimension d defined over a field K.
To simplify the discussion, we further assume K to be both countable and
of characteristic 0.
A model (resp. a smooth model) over X is a projective birational mor-
phism π : X ′ → X from a normal (resp. smooth) projective variety X ′. Let
MX be the category of all models over X. Since any projective birational
morphism is isomorphic to the blow-up of some ideal sheaf on X,MX can be
identified to a countable set in a natural way. It is also a poset for the domina-
tion relation defined by X ′ ≥ X ′′ if and only if the map (π′′)−1◦π′ : X ′ → X ′′
is regular. This relation admits a unique minimal element, namely X, and
given any two elements X1, X2 ∈ MX one can find X3 ∈ MX such that
X3 ≥ X1 and X3 ≥ X2. Since we work over a field of characteristic 0, any
model X ′ ∈MX is dominated by a smooth one.
Although this is not crucial for our discussion, it is convenient to introduce
the projective limit over the inductive system given by MX of all models,
each endowed with the Zariski topology. One obtains in this way a quasi-
compact topological space that we denote by X , which is the Riemann-Zariski
space attached to X. We refer to [Vaq06] for a description of this space in
terms of valuations on the function field K(X).
2.1 Weil and Cartier numerical b-classes
In this section, we explain the construction of b-classes. Since the intersection
theory is more subtle when the ambient space is not smooth, we use in a
crucial way the existence of desingularization in characteristic zero to define
the intersection of b-classes.
A Weil numerical b-class α of codimension k is a map which assigns to
any smooth model X ′ ∈ MX a numerical class αX′ ∈ Nk(X ′), such that
π∗(αX′) = αX′′ for any pair of smooth models X ′ ≥ X ′′ with π = (π′′)−1 ◦ π′.
The class αX′ is called the incarnation of α in X
′.
A Cartier b-class is a numerical b-class α for which one can find a modelX ′′
(not necessarily smooth) such that αX′ = π
∗(αX′′) for any model X
′ ≥ X ′′.
When it is the case, we say that α is determined in X ′′. Conversely for any
class α ∈ Nk(X ′), we let [α] be the Cartier b-class determined by α in X ′.
Observe that one needs to restrict to smooth models for the definition of
Weil b-classes whereas Cartier b-classes are defined on MX . This is due to
the fact that the pullbacks are well defined on the space of numerical cycles
whereas pushforwards are only defined between smooth models.
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When d ≥ 2, the space of Weil numerical b-classes is an infinite dimen-
sional real vector space, which we denote by w-Nk(X ). It contains the set
of Cartier numerical b-classes c-Nk(X ) as a sub-space, and for each smooth
model X ′ the map α 7→ [α] induces an injective linear map Nk(X ′) →
c-Nk(X ).
The space w-Nk(X ) can be seen as the projective limit of the spaces
{Nk(X ′)}X′∈MX where morphisms are given by pushforwards on smooth
models. It is thus endowed with a natural product (or weak) topology. Since
K is countable, w-Nk(X ) is a metrizable, separable and locally compact topo-
logical vector space. A sequence αn ∈ w-Nk(X ) converges to β ∈ w-Nk(X ) if
and only if for any smooth model X ′ we have (αn)X′ → βX′ in Nk(X ′). Since
for any α ∈ w-Nk(X ) the sequence of Cartier b-classes [αX′ ] converges to α,
the space c-Nk(X ) is dense in w-Nk(X ).
Remark 2.1. In a similar way, c-Nk(X ) can be identified to the injective limit
of {Nk(X ′)}MX . Although we will make no use of it, it may be endowed with
a natural topology, see e.g. [Yos80, §I.1, p.27].
Pick α ∈ c-Nk(X ) and β ∈ w-Nl(X ). Suppose α is determined in a model
X0. For any other smooth model X ′ ≥ X0, we set (α · β)X′ := αX′ · βX′ ∈
Nk+l(X ′). By the projection formula, π∗(α · β)X′′ = (α · β)X′ for any smooth
model X ′′ ≥ X ′ so that we may define the class α · β ∈ w-Nk+l(X ) as
the unique Weil numerical b-class whose incarnation in any smooth model
dominating X0 is equal to (α · β)X′. Beware that if the canonical birational
map π : X0 → X ′ is regular so that X0 ≥ X ′, then the incarnation of (α ·β)X′
is equal to π∗(α · β)X′ which is different from αX′ · βX′ in general.
If we let w-N•(X ) = ⊕k w-Nk(X ), and c-N•(X ) = ⊕k c-Nk(X ), the inter-
section product defined above induces a pairing
c-N•(X )× w-N•(X )→ w-N•(X )
respecting the natural grading. Note that c-Nd(X ) = w-Nd(X ) is canonically
isomorphic to R so that Poincaré duality [Dan17, Theorem 2.4.2] on each
smooth model implies that the induced pairing
c-Nk(X )× w-Nd−k(X )→ w-Nd(X ) = R
is perfect.
For more details on these constructions, we refer to [Man86, BFJ08a].
2.2 Positive cones of b-numerical classes
A class α ∈ w-Nk(X ) is said to be pseudo-effective (and we write α ≥ 0) when
αX′ ≥ 0 for all smooth model X ′. Note that the pseudo-effectivity is only
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preserved by push-forward, and not by pull-back, so that it may happen that
a Cartier b-class determined by a pseudo-effective class in a smooth model
X is not pseudo-effective in w-Nk(X ). However a Cartier numerical b-class
α ∈ c-N1(X ) is pseudo-effective if and only if its incarnation in one (or all)
of its determination on a smooth model is pseudo-effective.
The notion of base-point free b-classes is more subtle to define. We build
on the construction of nef b-classes from [BFJ08b, KM13]. We let c-BPFk(X )
be the convex cone in c-Nk(X ) generated by Cartier numerical b-classes [α]
with α ∈ BPF(X ′) for some smooth model X ′. Since BPF classes are pre-
served by pull-backs, a class lies in c-BPFk(X ) if and only if it is BPF in one
(or any) of its determination.
Definition 2.2. The cone BPFk(X ) is the (weak) closure in w-Nk(X ) of the
cone c-BPFk(X ).
When k = 1, we write Nef(X ) = BPF1(X ), and c-Nef(X ) = c-BPF1(X ).
In other words, a class α ∈ w-Nk(X ) is BPF if and only if for any model
X ′ one can find a sequence αn ∈ c-BPFk(X ) such that (αn)X′ → αX′ . In
general αn depends on the model X
′ and is not determined in X ′. By a
simple diagonal extraction argument one obtains:
Lemma 2.3. For any element α ∈ BPFk(X ), there exists a sequence of
classes αn ∈ c-BPFk(X ) such that (αn)X′ → αX′ for all model X ′.
We mention the following
Conjecture 3. For all k, we have
c-BPFk(X ) = c-Nk(X ) ∩ BPFk(X ).
The inclusion c-BPFk(X ) ⊂ c-Nk(X ) ∩ BPFk(X ) follows from the defi-
nition, but the other inclusion is quite deep. We shall prove this conjecture
when k = 1 in [DF20]. We also refer to [BdFFU15, Theorem 5.11] for a
result in codimension 1 of a similar flavor.
2.3 The norm ‖·‖BPF
Pick any big and nef class ω ∈ NS1(X). For any class α ∈ Vect(BPFk(X )),
we set
‖α‖BPF = infα=α+−α−
α+,α−∈BPF
k(X )
(α+ · ωn−k) + (α− · ωn−k).
Since (α · ωn−k) ≥ 0 for any BPF class, it follows that ‖α‖BPF ∈ R+.
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Proposition 2.4. The function α 7→ ‖α‖BPF defines a norm on the vector
subspace of w-Nk(X ) spanned by BPFk(X ), so that ‖α‖BPF = 0 if and only
if α = 0. Moreover, the normed space (Vect(BPFk(X ), ‖·‖BPF) is complete.
By Siu’s inequality, replacing ω by another big and nef class changes the
norm ‖·‖BPF by an equivalent one.
Proof. We first argue that for any α ∈ BPFk(X ), we have:
‖α‖BPF = (α · ωd−k).
Since α = α − 0, we immediately get ‖α‖BPF ≤ (α · ωd−k). On the other
hand, for any α+, α− ∈ BPFk(X ) such that α = α+ − α−, we have
(α · ωd−k) 6 (α+ · ωd−k) + (α− · ωd−k)
hence (α · ωd−k) 6 ‖α‖BPF which proves our claim.
Let us show that ‖α‖BPF = 0 if and only if α = 0 when α ∈ BPFk(X ).
Let αn be any sequence of classes in c-BPF
k(X ) such that (αn)X → αX . We
infer from (2) the inequality
0 6 αn 6 C(αn · ωd−k)ωk = C ‖αn‖BPF ωk
for a constant C depending only on d. Letting n → ∞, we obtain 0 6 α 6
C ‖α‖BPF ωk which implies ‖α‖BPF = 0 if and only if α = 0.
Now pick any class α ∈ Vect(BPFk(X )), and suppose that ‖α‖BPF = 0.
Then for any ǫ > 0, we may find two classes α± ∈ BPFk(X ) such that
α = α+−α− and ‖α+‖BPF+‖α−‖BPF ≤ ǫ. This implies −Cǫωk ≤ α ≤ Cǫωk
so that α = 0.
It remains to prove that (Vect(BPFk(X )), ‖·‖BPF) is complete. Take a
Cauchy sequence αn ∈ Vect(BPFk(X )).
We first claim that the sequence αn converges (weakly) in w-N
k(X ). By
duality and by Theorem 1.1 (1), this is equivalent to prove that the sequence
(αn · [γ]) has a limit for any basepoint free class γ ∈ BPFd−k(X ′) for any
model X ′. We shall prove that the sequence of real numbers (αn · [γ]) in fact
forms a Cauchy sequence. Indeed, for all n,m large enough, the difference
αn − αm can be decomposed as:
αn − αm = βnm − δnm
with βnm, δnm ∈ BPFk(X ) and (βnm · ωd−k) + (δnm · ωd−k) < ǫ. Siu’s in-
equality (2) then yields γ 6 Cωd−k for some positive constant C, and we
have
|(αn ·γ)−(αm ·γ)| = |(βnm ·γ)−(δnm ·γ)| 6 C(βnm ·ωd−k)+C(δnm ·ωd−k) 6 Cǫ
(3)
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which proves our claim.
Denote by α the limit in w-Nk(X ) of the sequence αn. By taking an
appropriate subsequence of αn, we may suppose that ‖αn+1 − αn‖BPF 6 1/n2.
We may thus decompose αi+1 − αi as:
αn+1 − αn = βn − δn,
with βn, δn ∈ BPFk(X ) and (βn · ωd−k) + (δn · ωd−k) 6 2/n2. Define α+ =∑+∞
m=1 βn, α− =
∑+∞
m=1 δn, Rn =
∑
m≥n βm, and Sn =
∑
m≥n δm. Observe
that these four classes belong to BPFk(X ). By construction, we can write:
α = α+ − α−
hence α ∈ Vect(BPFk(X )), and the difference α− αn can be expressed as:
α− αn = Rn − Sn,
with (Rn · ωd−k) + (Sn · ωd−k) ≤ 4
∑
m≥nm
−2 → 0. This concludes our
proof.
Remark 2.5. Note that Siu’s inequality implies the existence of a constant C
depending only on d such that for all α ∈ Vect(BPFk(X )), we have
− C ‖α‖BPF ωk ≤ α ≤ C ‖α‖BPF ωk . (4)
We observe the following corollary of the previous proposition.
Corollary 2.6. The vector space Vect(BPF•(X )), endowed with the norm
‖·‖BPF is a graded Banach space for the natural graduation.
Remark 2.7. We expect c-Nk(X ) not to be dense in Vect(BPF•(X )) for the
norm ‖·‖BPF. This can be seen when k = 1 on toric varieties using the
interpretation of nef classes in terms of convex functions, see [DF20, §5].
This phenomenon prevents the intersection form from extending continuously
to (Vect(BPF•(X )), ‖·‖BPF), thereby forcing us to consider smaller Banach
spaces that are better behaved.
2.4 The space NkBPF(X )
For any 0 ≤ k ≤ d, we let NkBPF(X ) be the closure of c-Nk(X ) in the Banach
space (Vect(BPFk(X )), ‖·‖BPF). Equivalently NkBPF(X ) is the completion for
the norm ‖·‖BPF of the space of Cartier b-classes c-Nk(X ). We write
N•BPF(X ) = ⊕k NkBPF(X ).
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Theorem 2.8. The following properties hold.
(i) (N•BPF(X ), ‖·‖BPF) is a graded Banach space for the natural graduation
containing c-N•(X ) as a dense subset.
(ii) The intersection product on c-N•(X ) extends continuously to N•BPF(X )
and endow the latter with a structure of a graded normed Banach alge-
bra with unit.
Proof. The first statement is a direct consequence of the definition. Let
us explain why the intersection product extends to N•BPF(X ). Take α ∈
NkBPF(X ) and β ∈ NlBPF(X ) and consider two sequences αn, βn ∈ c-N•(X )
converging in norm to α and β respectively. We claim that αn · βn forms a
Cauchy sequence in Nk+lBPF(X ). Grant this claim. Then we may define α ·β as
the limit of αn · βn as n → ∞ and this limit does not depend on the choice
of approximating sequences αn and βn.
To prove the claim, we fix any ǫ > 0, and write
αn − αm = u+nm − u−nm, and βn − βm = v+nm − v−nm
with ‖u+nm‖BPF + ‖u−nm‖BPF + ‖v+nm‖BPF + ‖v−nm‖BPF ≤ ǫ. We then have
αnβn − αmβm = (αn − αm) · βn + αm · (βn − βm).
By (4), we get
‖(αn − αm) · βn‖BPF ≤
(∥∥u+nm∥∥BPF + ∥∥u−nm∥∥BPF) sup
n
‖βn‖BPF
so that
‖αn · βn − αm · βm‖BPF ≤ ǫ(sup
n
‖βn‖BPF + sup
m
‖αm‖BPF) ≤ C ′ǫ ,
completing the proof of our claim.
The proof that the product is continuous follows from the same estimates.
2.5 The dual norm ‖·‖BPF,∗
For any Cartier b-class α ∈ c-Nk(X ) we set:
‖α‖BPF,∗ := sup
γ∈c-BPFd−k(X )
(γ·ωk)6=0
|(α · γ)|
(ωk · γ) . (5)
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Since for any smooth modelX ′ the pairing Nk(X ′)×Nd−k(X ′)→ R is perfect,
we have ‖α‖BPF,∗ = 0 if and only if α = 0. Observe also that ‖α‖BPF,∗ =
sup‖γ‖
BPF
=1 |(α · γ)| justifying its appellation of dual norm.
We let NkBPF,∗(X ) be the completion of c-Nk(X ) with respect to ‖·‖BPF,∗.
The topology induced by this norm being finer than the weak topology, we
have a continuous injection NkBPF,∗(X ) ⊂ w-Nk(X ).
Proposition 2.9. There exists a constant C > 0 such that for any class
α ∈ c-Nk(X ), we have ‖α‖BPF,∗ ≤ C ‖α‖BPF. In particular, the inclusion
NkBPF(X ) ⊂ NkBPF,∗(X ) is a continuous injection.
Proof. Write α = α+ − α− with α± ∈ BPF(X ) so that
max {‖α+‖BPF , ‖α−‖BPF} ≤ 2 ‖α‖BPF .
By Siu’s inequalities, we get α± ≤ C ‖α‖BPF ωk for some C > 0 depending
only on d and k. For any γ ∈ c-BPFd−k(X ) such that (ωk · γ) = 1, by inter-
secting the previous relation with γ, we conclude that |(α · γ)| ≤ 2C ‖α‖BPF,
hence ‖α‖BPF,∗ ≤ 2C ‖α‖BPF.
Let us now discuss the relationship of NkBPF,∗(X ) with the continuous
duals Nd−kBPF(X )∗ and Vect(BPFd−k(X ))∗.
Proposition 2.10. The continuous dual Nd−kBPF(X )∗ can be canonically iden-
tified with the space of classes α ∈ w-Nk(X ) such that
|(α · γ)| ≤ C ‖γ‖BPF for all γ ∈ c-BPFd−k(X ).
In particular, we have the following continuous injections
NkBPF(X ) ⊂ NkBPF,∗(X ) ⊂ Nd−kBPF(X )∗, and
Vect(BPFk(X )) ⊂ Nd−kBPF,∗(X )∗ ⊂ Nd−kBPF(X )∗.
Conjecture 4. We have the inclusion Vect(BPFk(X )) ⊂ NkBPF,∗(X ), and
the isomorphism (Vect(BPFd−k(X )), ‖·‖BPF) ≃ NkBPF,∗(X )∗.
We shall prove the inclusion Vect(Nef(X )) ⊂ N1BPF,∗(X ) in [DF20]. We
will also discuss the isomorphim (Vect(BPFd−1(X )), ‖·‖BPF) ≃ N1BPF,∗(X )∗
for torus invariant classes.
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Proof. Let ℓ be any continuous linear form on Nd−kBPF(X ). Since Nd−kBPF(X ) ⊃
c-Nd−k(X ) and the pairing w-Nk(X ) × c-Nd−k(X ) → R is perfect, there
exists a (unique) class αℓ ∈ w-Nk(X ) such that ℓ(γ) = (αℓ · γ) for any
γ ∈ c-Nd−k(X ). By density of c-Nd−k(X ), the map ℓ 7→ αℓ is injective.
As ℓ is continuous, for any γ ∈ c-BPFd−k(X ), there exists C > 0 such
that |(αℓ · γ)| ≤ C ‖γ‖BPF, and the dual norm of ℓ is equal to
‖ℓ‖∗ = sup
‖γ‖
BPF
=1
γ∈c-BPFd−k(X )
|ℓ(γ)| = sup
‖γ‖
BPF
=1
γ∈c-BPFd−k(X )
|(αℓ · γ)|. (6)
Conversely any class α ∈ w-Nk(X ) such that |(α · γ)| ≤ C ‖γ‖BPF for all γ ∈
c-BPFd−k(X ) defines a continuous linear form on Nd−kBPF(X ) since c-Nd−k(X )
is dense in Nd−kBPF(X ) by definition. This proves Nd−kBPF(X )∗ can be identified
with a subspace of w-Nk(X ).
If α ∈ c-BPFk(X ) and γ ∈ c-Nd−k(X ), then we have |(α · γ)| ≤ (α ·
ωd−k) ‖γ‖BPF,∗ by definition, and this estimate remains valid if α ∈ BPFk(X )
by weak continuity. This shows that the linear map γ 7→ (α · γ) extends as
a continuous form to Nd−kBPF,∗(X ), therefore Vect(BPF(X )) ⊂ Nd−kBPF,∗(X )∗.
The inclusion Nd−kBPF,∗(X )∗ ⊂ Nd−kBPF(X )∗ follows from the continuous injection
Nd−kBPF(X ) ⊂ Nd−kBPF,∗(X ).
Since c-Nk(X ) ⊂ Vect(BPF(X )) we get c-Nk(X ) ⊂ Nd−kBPF(X )∗. The re-
striction of the dual norm on c-Nk(X ) is equal to ‖·‖BPF,∗ by (6), hence the
inclusion NkBPF,∗(X ) ⊂ Nd−kBPF(X )∗ is a continuous injection.
Proposition 2.11. There exists a canonical continuous map
ρ : (Vect(BPFd−k(X )), ‖·‖BPF)∗ → w-Nk(X )
such that ℓ(γ) = (ρ(ℓ) · γ) for all γ ∈ c-Nd−k(X ). The image of ρ is equal to
Nd−kBPF(X )∗ and ρ coincides with the canonical restriction morphism induced
by the inclusion Nd−kBPF(X ) ⊂ Vect(BPFd−k(X )).
Proof. The existence of the map ρ is a consequence of the perfect pairing
w-Nk(X )× c-Nd−k(X ) → R. Its image is the set of α ∈ w-Nk(X ) such that
|(α · γ)| ≤ C ‖γ‖BPF for all γ ∈ c-Nd−k(X ), hence coincides with Nd−kBPF(X )∗
by Proposition 2.10.
The restriction morphism induced by the inclusion
Nd−kBPF(X ) ⊂ Vect(BPFd−k(X ))
sends a continuous form ℓ ∈ Vect(BPFd−k(X ))∗ to its restriction on Nd−kBPF(X ).
Since ρ(ℓ) is determined by its values on c-Nd−k(X ), which is dense in
Nd−kBPF(X ), it actually follows that ρ(ℓ) equals ℓ|Nd−k
BPF
(X ). Conversely, Hahn-
Banach theorem implies the surjectivity of ρ onto (Nd−kBPF(X ))∗.
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Remark 2.12. The morphism ρ is not injective in general since Nd−kBPF(X ) (
Vect(BPFd−k(X ).
Corollary 2.13. The intersection pairing on c-Nk(X ) × c-Nd−k(X ) → R
induces a bilinear continuous form
NkBPF,∗(X )× (Vect(BPFd−k(X )), ‖·‖BPF)→ R.
To illustrate our construction, we show that the basepoint free cone sat-
isfies some weak-compactness properties.
Proposition 2.14. Fix any big nef divisor class ω ∈ c-N1(X ). Let αn ∈
c-BPFk(X ) be a sequence such that the sequence (αn · ωd−k)n∈N is bounded.
Then there exists a subsequence of (αn) converging in w-N
k(X ).
Proof. We show that the sequence αn belongs to a ball in N
k
BPF,∗(X ). Take
γ ∈ c-BPFd−k(X ). By Siu’s inequalities, we have:
0 6 (αn · γ) 6 C(γ · ωk)(αn · ωd−k),
where C > 0 is a constant, and so the sequence ‖αn‖BPF,∗ is bounded. By
Proposition 2.10 the inclusion NkBPF,∗(X ) ⊂ Nd−kBPF(X )∗ is continuous, hence
the sequence αn belongs to a ball inside N
d−k
BPF(X )∗. We conclude using
Banach-Alaoglu’s theorem that (αn) has a subsequence which converges in
w-Nk(X ).
We conclude this section by the following observation.
Proposition 2.15. For any two classes α, β ∈ N1BPF,∗(X ), we have
‖α− β‖BPF,∗ = inf {C > 0, −Cω ≤ α− β ≤ Cω} .
Proof. Suppose first that −Cω ≤ α − β ≤ Cω, and pick any class γ ∈
BPFd−1(X ). Then |((α− β) · γ)| ≤ C(ω · γ) hence ‖α− β‖BPF,∗ ≤ C.
Recall from [BDPP13] that a class α0 ∈ N1(X) is psef if and only if
(α0 · γ0) ≥ 0 for any movable curve class γ0 ∈ Nd−1(X). Suppose first that
α and β are Cartier classes determined in some model X ′. Write C :=
‖α− β‖BPF,∗. For any movable class γ0 ∈ Nd−1(X ′), there exists a class
γ ∈ BPFd−1(X ) such that γX′ = γ0. It follows that
((α− β + Cω) · γ0) = ((α− β + Cω) · γ) ≥ 0
hence α− β + Cω ≥ 0 which implies the result in the Cartier case.
The general case follows by density.
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3 Intersection of b-numerical divisors
We introduce a subspace N1Σ(X ) of w-N1(X ) generalizing to higher dimension
the construction of the Picard-Manin space introduced by Cantat [Can11]
and Boucksom-Favre-Jonsson [BFJ08a].
3.1 L2-norm on surfaces
Let S be any projective surface defined over K. Denote by S the Riemann-
Zariski space of S as discussed in §2. For any big and nef class ω ∈ c-N1(S),
we set
qω(α) = 2
(α · ω)2
(ω2)
− α2 = (α · ω)
2
(ω2)
−
((
α− (α · ω)
(ω2)
ω
)2)
. (7)
Note that qω(α) = qtω(α) for any t > 0. It follows from the Hodge index
theorem [Har77, Theorem 1.9] that the intersection form is negative definite
on {α, (α · ω) = 0}, hence qω defines a positive definite quadratic form on
c-N1(S). The next result shows that two big and nef divisors give equivalent
norms.
Proposition 3.1. Pick any two big and nef divisors ω1, ω2 ∈ c-N1(S). Then
for any α ∈ c-N1(S), one has:
qω1(α) 6 4
(ω1 · ω2)2
(ω21)(ω
2
2)
qω2(α).
Proof. We may assume that ω1 and ω2 are determined in a model S ′ over S,
and that (ω21) = (ω
2
2) = 1. Observe that any class α ∈ c-N1(S) can be written
as α = α1 + β with α1 ∈ Vect(ω1, ω2) ⊂ N1(S ′) and (β · ω1) = (β · ω2) = 0.
Observe that Ω := (ω1 · ω2) ≥ 1 by Hodge index theorem. Since qωi(α) =
qωi(α1) − (β2), and (β2) ≤ 0, we are reduced to prove the inequality when
α ∈ Vect(ω1, ω2).
Suppose that α = ω1 + tω2. A direct computation yields
qω1(α)
qω2(α)
=
2(ω1 · α)2 − (α2)
2(ω2 · α)2 − (α2) =
(2Ω2 − 1)t2 + 2Ωt+ 1
t2 + 2Ωt + 2Ω2 − 1 .
Taking the limit as t→ +∞ and the value at t = −Ω give:
qω1(ω2)
qω2(ω2)
=
qω1(ω1 − Ωω2)
qω2(ω1 − Ωω2)
= 2Ω2 − 1.
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Since the two vectors e1 = ω1 − Ωω2 and e2 = ω2 form an orthogonal basis
for (Vect(ω1, ω2), qω2), we conclude using the above inequality that
sup
Vect(ω1,ω2)
(
qω1(α)
qω2(α)
)1/2
= sup
t1,t2
qω1(t1e1 + t2e2)
1/2
qω2(t1e1 + t2e2)
1/2
≤ sup
t1,t2
qω1(t1e1)
1/2 + qω1(t2e2)
1/2
(qω2(t1e1) + qω2(t2e2))
1/2
≤ sup
t1,t2
qω2(t1e1)
1/2
qω2(t1e1)
1/2
+
qω2(t2e2)
1/2
qω2(t2e2)
1/2
≤ 2
√
2Ω2 − 1,
as required.
Proposition 3.2. For any big and nef class ω ∈ c-N1(S) such that (ω2) = 1,
there exists a constant C > 0 such that for any α, β ∈ c-N1(S), the following
inequality holds:
|(α · β)| 6 3qω(α)1/2qω(β)1/2. (8)
Proof. Let 〈·, ·〉ω be the bilinear symmetric form associated to qω so that
〈α, β〉ω = 2(α · ω)(β · ω)− (α · β)
for any α, β ∈ c-N1(S). Note that this formula is equivalent to (α · β) =
2(α · ω)(β · ω)− 〈α, β〉ω. Cauchy-Schwarz inequality then implies
|(α · β)| 6 2|(α · ω)(β · ω)|+
√
qω(α)qω(β).
Observe that |qω(α)| > (α · ω)2 since the self-intersection of α − (α · ω)ω is
non-positive, so that
|(α · β)| 6 3
√
qω(α)qω(β),
as required.
We observe the following:
Lemma 3.3. Let α be any Weil class in w-N1(S). For any two smooth
models X ′′ ≥ X ′, we have −(αX′′)2 ≥ −(αX′)2.
Proof. By Castelnuovo’s factorization, we reduce to the case X ′′ is the blow-
up of X ′ at a single point. Let E be the exceptional divisor of the canonical
morphism π : X ′′ → X ′. Then αX′′ = π∗αX′ + t[E] for some t so that
(αX′′)
2 = (αX′)
2 − t2 ≤ (αX′)2.
Definition 3.4. The space L2(S) consists of those Weil classes α ∈ w-N1(S)
such that supX′∈MX −(αX′)2 < +∞.
The space L2(S) is the Picard-Manin space of S, see [Can11], [BFJ08a].
The quadratic form qω(·) induces a scalar product on L2(S) which endows it
with a structure of a Hilbert space.
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3.2 The space FΣ(X )
Let X be a smooth projective variety of dimension d defined over a countable
field K of characteristic 0, and let ω be any big and nef class. For any non-
zero class γ ∈ BPFd−2(X ) (observe that by Siu’s inequalities (γ · ω2) > 0)
and any α ∈ c-N1(X ), we set:
qω,γ(α) := 2
(α · ω · γ)2
(ω2 · γ)2 −
(α2 · γ)
(ω2 · γ)
Note that qω,γ is a quadratic form in α which is homogeneous of degree 0
in γ (resp. of degree −2 in ω). It is non-negative by the discussion in the
previous section, and we have the following lemma.
Lemma 3.5. Pick any α ∈ c-N1(X ). If we have qω,γ(α) = 0 for all γ ∈
c-BPFd−2(X ), then α = 0.
Proof. Suppose that qω,γ(α) = 0 for all non-zero γ ∈ c-BPFd−2(X ). It is
enough to prove that (α · β) = 0 for any strongly basepoint free class β ∈
c-BPFd−1(X ). Replacing β by a multiple if necessary, one can find a smooth
model X ′, a flat morphism p : Y → X ′ of relative dimension e between
smooth projective varieties, and e+d−1 very ample divisors D1, . . . , De+d−1
on Y such that β = p∗(D1 · . . . ·De+d−1).
Let S be any codimension e+d−2 smooth subvariety in Y representing the
class D1 ·. . .·De+d−2 and such that p(S) is of pure dimension 2. Let ı : S →֒ Y
and  : p(S) →֒ X ′ be the two natural inclusions and by p˜ : S → p(S) the
morphism induced by p on S so that the following diagram is commutative:
S
p˜

ı
// Y
p

p(S)

// X ′.
By definition, ‖α‖Σ,ω = 0 implies that qω,γ(α) = 0 for γ = p∗(D1 ·. . .·De+d−2).
Using the projection formula, we get:
0 = qω,γ(α) = 2(α · ω · γ)2 − (α2 · γ)
= 2(p∗α · p∗ω ·D1 · . . . ·De+d−2)2 − (p∗α2 ·D1 · . . . ·De+d−2)
= (ı∗p∗α · ı∗p∗ω)2 − (ı∗p∗α2) = qı∗p∗ω(ı∗p∗α)
which implies ı∗p∗α = 0 in N1(S) since qı∗p∗ω is a norm on c-N
1(S). Now we
may write
(α · β) = (p∗α ·D1 · . . . ·De+d−1) = (ı∗p∗α · ı∗De+d−1) = 0
as was to be shown.
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It follows that the (countable) family of semi-norms {q1/2ω,γ} where γ ranges
over all BPF classes defines a Hausdorff topology on c-N1(X ).
Definition 3.6. The space FΣ(X ) is defined as the completion of c-N1(X )
with respect to the family of semi-norms q1/2ω,γ for γ ∈ BPFd−2(X ).
We refer the natural topology induced by the family of semi-norms on
FΣ(X ) to as the Fréchet topology.3 We begin with the following observation.
Proposition 3.7. For any two big nef divisors ω1, ω2 on X, there exists a
constant C > 1 such that
C−1 qω2,γ ≤ qω1,γ ≤ C qω2,γ
for any non-zero class γ ∈ BPFd−2(X ).
In particular, the space FΣ(X ) does not depend on the choice of big and
nef class ω.
Proof. We may suppose that (ωd1) = (ω
d
2) = 1. Proposition 3.1 implies that
for all α ∈ c-N1(X ) and all strongly basepoint free class γ ∈ c-BPFd−2(X ),
qω1,γ(α) 6 4
(ω1 · ω2 · γ)2
(ω21 · γ)2
qω2,γ(α).
By Siu’s inequalities, we have ω2 6 d(ω2 · ωd−11 )ω1 and the above inequality
gives:
qω1,γ(α) 6 4d
2(ω2 · ωd−11 )2qω2,γ(α).
proving that the two semi-norms are equivalent.
Theorem 3.8. The inclusion c-N1(X ) ⊂ w-N1(X ) extends as a continuous
morphism ı : FΣ(X )→ w-N1(X ) whose image is included in the set of classes
α ∈ w-N1(X ) for which
sup
X′∈X
|(α2X′ · γ)| ≤ C(γ · ω2) (9)
for some C > 0 and for all γ ∈ BPFd−2(X ).
Remark 3.9. We do not know whether ı is injective or not (see Conjecture 5
below)
3when K is no longer assumed to be countable, FΣ(X ) is not a Fréchet space.
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Proof. Let αn be any Cauchy sequence, and let us prove that αn converges
weakly in w-N1(X ). We need to show that αn · β is convergent for any
Cartier class β ∈ c-Nd−1(X ). We may suppose that β = D · γ with γ ∈
c-BPFd−2(X ), and D ∈ c-Nef(X ). By assumption, we know that qω,γ(αn −
αm) → 0 uniformly in n,m, hence (αn · D · γ) is also a Cauchy sequence
by Proposition 3.2. The inclusion morphism ıΣ : N
1(X ) → w-N1(X ) thus
extends to FΣ(X ) so that ıΣ(αn) → ıΣ(α) weakly in w-N1(X ) if αn → α in
FΣ(X ).
Now pick any α ∈ FΣ(X ) and any class γ ∈ c-BPFd−2(X ). By Lemma 3.3,
the sequence of intersection numbers −(α2X′ · γ) is increasing in the poset of
models X ′ ∈MX . We claim that supX′ −(α2X′ ·γ) is finite. Take any Cauchy
sequence αn ∈ c-N1(X ) converging to α in FΣ(X ). As αn converges to α
weakly, the sequence (αn · ω · γ) converges to (α · ω · γ). But αn is a Cauchy
sequence for the semi-norm qω,γ, hence the sequence |(α2n ·γ)| is bounded, say
by M > 0 (see Lemma 3.10 below). We infer
sup
X′∈X
−(α2n,X′ · γ) = −(α2n · γ) 6 M,
and taking the limit as n→ +∞ in each model yields supX′∈X |(α2X′ ·γ)| 6 M
as required.
Now the linear form LX′(γ) := (α
2
X′ ·γ) is continuous on Vect(BPFd−2(X ))
and for each γ we have supX′ |LX′(γ)| < ∞. By Banach-Steinhaus theo-
rem (a.k.a. the uniform boundedness principle), we get supX′ |LX′(γ)| ≤
C ‖γ‖BPF.
3.3 The pairing FΣ(X )× FΣ(X )→ w-N2(X )
Let ω ∈ c-N1(X ) be any big and nef class.
Lemma 3.10. For any non-zero γ ∈ BPFd−2(X ), if αn is qω,γ-Cauchy then
both sequences (αn · ω · γ) and (α2n · γ) are Cauchy.
Proof. This follows from the observation that if (ω2 · γ) = 1, then we have
q2ω,γ(α) = (α · ω · γ)2 +∆
where ∆ = −((α − (α · ω)ω)2 · γ). By (7), ∆ ≥ 0 when γ is Cartier, hence
∆ ≥ 0 for any BPF class.
If q2ω,γ(αn−αm) ≤ ǫ, then |(αn−αm ·ω ·γ)| ≤ ǫ and the triangle inequality
implies qω,γ(αn) to be a Cauchy sequence. This implies (α
2
n ·γ) to be a Cauchy
sequence too.
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Theorem 3.11. The pairing α, β, γ 7→ (α · β · γ) ∈ R from α, β ∈ c-N1(X )
and γ ∈ BPFd−2(X ) extends to a bilinear form
FΣ(X )×FΣ(X )→ w-N2(X ) (10)
which is continuous in the following sense: if αn → α and βn → β in the
Fréchet topology, then αn · βn → α · β weakly. Moreover it satisfies
|(α · β · γ)| 6 3qω,γ(α)1/2qω,γ(β)1/2(ω2 · γ) (11)
for any γ ∈ BPFd−2(X ).
Proof. The pairing extends by continuity as a multi-linear map to FΣ(X )×
FΣ(X )× BPFd−2(X ) by the previous lemma. It remains to prove (11).
By continuity, we may suppose that α, β ∈ c-N1(X ), and γ ∈ c-BPFd−2(X )
a strongly basepoint free class such that (ω2 · γ) = 1. Representing γ as the
push-forward of a class of a surface under a flat map on a model over X as
in the proof of Lemma 3.19, and applying Proposition 3.2 we get
|(α · β · γ)| 6 3
√
qω,γ(α)qω,γ(β)
as required.
From the continuity of the pairing with respect to the Fréchet topol-
ogy, and from the Banach-Steinhaus theorem applied to the Banach space
(Vect(BPFd−2(X )), ‖·‖BPF), we infer:
Corollary 3.12. For any α ∈ FΣ(X ) and any γ ∈ BPFd−2(X ) \ {0}, we
have
qω,γ(α) = 2
(α · ω · γ)2
(ω2 · γ)2 −
(α2 · γ)
(ω2 · γ) ,
and
sup
06=γ∈BPFd−2(X )
qω,γ(α) <∞.
The following three questions remain open.
Conjecture 5. The canonical morphism ıΣ : FΣ(X )→ w-N1(X ) is injective.
In an equivalent way, suppose αn ∈ c-N1(X ) is a Cauchy sequence for any
qω,γ-seminorm, and αn → 0 weakly. Is it true that qω,γ(αn) → 0 for all
0 6= γ ∈ BPFd−2(X )?
Note that under the above assumptions, it is possible to prove that
qω,γ(αn)→ 0 for all γ ∈ c-BPFd−2(X ).
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Conjecture 6. For any α ∈ FΣ(X ), we have αX′ → α in the Fréchet topol-
ogy.
Note that Conjecture 6 implies Conjecture 5.
Conjecture 7. The image ıΣ(FΣ(X )) coincides with the set of Weil classes
α such that supX′ |(α2X′ · γ)| <∞ for all γ ∈ BPFd−2(X ).
Remark 3.13. When S is a surface, FΣ(S) = L2(S) is a Hilbert space.
3.4 The Banach space N1Σ(X )
Our spectral analysis will take place in a Banach space instead of the Fréchet
space FΣ(X ). To that end, we consider the function ‖·‖Σ,ω : c-N1(X ) →
R ∪ {∞} defined by:
‖α‖Σ,ω := sup
γ∈c-BPFd−2(X )
(γ·ω2)=1
(
2(α · ω · γ)2 − (α2 · γ))1/2 = sup
06=γ∈BPFd−2(X )
qω,γ(α)
1/2 .
(12)
We shall see below that ‖α‖Σ,ω is finite for any Cartier divisor class.
Observe that
‖α‖Σ,tω = t−1 ‖α‖Σ,ω
for all t > 0.
Theorem 3.14. For any big nef divisor ω ∈ c-N1(X ), and for any α ∈
c-N1(X ), the quantity ‖α‖Σ,ω is finite, and the function ‖·‖Σ,ω : c-N1(X )→ R
defines a norm.
Moreover, for any two big nef divisors ω, ω′ on X, the two norms ‖·‖Σ,ω
and ‖·‖Σ,ω′ are equivalent.
Proof. Siu’s inequalities imply γ ≤ Cωd−2 for any BPF class such that (ω2 ·
γ) = 1, for a uniform C > 0, hence ‖α‖2Σ,ω ≤ 2C2(α · ωd−1)2 < ∞ if α is
nef. Since any Cartier b-divisor class is the difference of two nef b-divisors,
we get that ‖·‖Σ,ω is well-defined on c-N1(X ). It is a norm by Lemma 3.5
and Proposition 3.7 implies ‖·‖Σ,ω and ‖·‖Σ,ω′ are equivalent.
Definition 3.15. We let N1Σ(X ) be the Banach space obtained as the com-
pletion of the space c-N1(X ) with respect to the norm ‖·‖Σ,ω.
Note that FΣ(X ) = N1Σ(X ) in dimension 2.
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Theorem 3.16. We have a canonical injection N1Σ(X ) ⊂ FΣ(X ), for any two
classes α, β ∈ N1Σ(X ) the intersection product α · β defined by (10) belongs
to N2BPF,∗(X ) and the identities hold:
‖α‖2Σ,ω = sup
γ∈c-BPFd−2(X )
(γ·ω2)>0
qω,γ(α) . (13)
‖α · β‖BPF,∗ 6 3 ‖α‖Σ,ω ‖β‖Σ,ω , (14)
The restriction of ıΣ : FΣ(X ) → w-N1(X ) to N1Σ(X ) is injective. Moreover,
there exists a constant C > 0 such that ‖·‖BPF ≤ C ‖·‖Σ,ω on c-N1(X ). In
particular, we have the following continuous injections:
(N1BPF(X ), ‖·‖BPF) →֒ (N1Σ(X ), ‖·‖Σ,ω) →֒ w-N1(X )
where the latter space is endowed with the weak topology.
Remark 3.17. Note that if α ∈ Nef(X ), then
√
2 sup
06=γ∈c-BPFd−2(X )
(α · ω · γ) ≥ ‖α‖Σ,ω ≥ sup
06=γ∈c-BPFd−2(X )
(α · ω · γ)
so that Siu’s inequalities give
C
√
2 (α · ωd−1) ≥ ‖α‖Σ,ω ≥ (α · ωd−1)/C (15)
Remark 3.18. In the sequel to this paper [DF20], we shall prove the inclusions
Nef(X ) ⊂ N1Σ(X ) ⊂ N1BPF,∗(X ).
Proof of Theorem 3.16. Note that any Cauchy sequence of the norm ‖·‖Σ,ω
is a Cauchy sequence for qω,γ for all γ ∈ BPFd−1(X ) satisfying (γ · ω2) > 0.
This implies the existence of a canonical embedding N1Σ(X ) ⊂ FΣ(X ).
Let us prove the identity (13). Pick any sequence αn ∈ c-N1(X ) such that
‖αn − α‖2Σ,ω = sup
06=γ∈c-BPFd−2(X )
qω,γ(αn − α)→ 0.
By definition, we have ‖α‖Σ,ω = limn→∞ ‖αn‖Σ,ω. Choose any ǫ > 0. Since αn
is Cartier, one can find γn ∈ c-BPFd−1(X ) such that qω,γn(αn) ≥ ‖αn‖Σ,ω − ǫ
which implies for n large enough
qω,γn(α) ≥ qω,γn(αn)− ǫ ≥ ‖αn‖2Σ,ω − 2ǫ ≥ ‖α‖2Σ,ω − 3ǫ
concluding the proof. The second identity (14) follows from (11) and implies
α · β to belongs to N2BPF,∗(X ).
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Take α ∈ c-Nef(X ). For any class γ ∈ c-BPFd−2(X ) such that (ω2·γ) = 1,
we have γ ≤ Cωd−2 for a uniform C > 0 so that
2(α · ω · γ)2 − (α2 · γ) 6 2C2(α · ωd−1)2,
by Siu’s inequalities, which proves that ‖α‖Σ,L 6 2C ‖α‖BPF. For a general
class α ∈ c-N1(X ), decompose α = α+ − α− with
max{‖α+‖BPF , ‖α−‖BPF} ≤ 2 ‖α‖BPF .
The previous estimate implies
‖α‖Σ,ω 6 8C ‖α‖BPF .
This implies the completion of c-N1(X ) with respect to ‖·‖BPF to continuously
inject into N1Σ(X ).
We claim that the following holds.
Lemma 3.19. For any class β ∈ c-Nd−1(X ), there exists a constant C > 0
such that
|(α · β)| ≤ C ‖α‖Σ,ω
for all α ∈ c-N1(X ).
We now show that the canonical homomorphism ıΣ : N
1
Σ(X )→ w-N1(X )
is injective. Pick α ∈ N1Σ(X ) such that ıΣ(α) = 0, i.e. (α · β) = 0 for
all Cartier b-class β ∈ c-Nd−1(X ). By what precedes, we have ‖α‖Σ,ω =
sup{2(α · ω · γ)2 − (α2 · γ)} = sup{−(α2 · γ)} where the supremum is taken
over all γ ∈ c-BPFd−2(X ) such that (γ · ω2) > 0.
Take any sequence αn ∈ c-N1(X ) such that ‖αn − α‖Σ,ω → 0. Then since
(α · αn · γ) = 0 for all γ ∈ c-BPFd−2(X ) satisfying (γ · ω2) = 1, we get
|(α2 · γ)| = |(α2 · γ)− (α · αn · γ)| ≤ 3 ‖α‖Σ,ω ‖α− αn‖Σ,ω → 0
concluding the proof.
Proof of Lemma 3.19. We can suppose that the class β ∈ c-BPFd−1(X ) is
strongly basepoint free. Write β = p∗(D1 · . . . ·De+d−1) where D1, . . . , De+d−1
are very ample divisors and where p : Y → X ′ is a flat morphism of relative
dimension e. Take a smooth surface S whose cycle class represents γ :=
D1 · . . . · De+d−2 ∈ N2(Y ) and denote by ı : S → Y the natural inclusion
morphism. As above, we obtain
(α · β) = (ı∗p∗α · ı∗De+d−1).
By Proposition 3.2, and the projection formula we have:
|(α · β)| 6 3
√
qı∗p∗ω(ı∗p∗α)qı∗p∗ω(ı∗De+d−1) ≤ C
√
qω,γ(α) ≤ C ′ ‖α‖Σ,ω .
This concludes the proof.
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3.5 Compactness in N1Σ(X )
The following theorem is a key ingredient to our approach. It is a surpris-
ing compactness result in the Banach space N1Σ(X ) endowed with its norm
topology.
Theorem 3.20. Suppose that αn ∈ c-N1(X ) is a sequence satisfying the
following two conditions.
(i) The sequence ‖αn · ω‖BPF,∗ is bounded.
(ii) There exists a class β ∈ N2BPF,∗(X ) such that
lim
n,m→+∞
‖αn · αm − β‖BPF,∗ = 0
uniformly in n,m→ +∞.
Then one can find α ∈ N1Σ(X ), and one can extract a subsequence of αnj
such that
∥∥αnj − α∥∥Σ,ω → 0.
Proof. Since ‖αn · ω‖BPF,∗ is bounded and since αn · ω are Cartier classes,
we have that |(αn · ω · γ)| is uniformly bounded for all γ ∈ BPFd−2(X )
satisfying (γ · ω2) = 1. Applying Banach-Alaoglu’s theorem in the Banach
space (Vect(BPFd−2(X )), ‖·‖BPF), we extract a subsequence of αnj · ω such
that (αnj · ω · γ) converges for all γ ∈ BPFd−2(X ) such that (γ · ω2) = 1. To
simplify notation we shall suppose that (αn · ω · γ) is converging.
Pick any ǫ > 0. We may find p, q and N such that for all n,m ≥ N , we
have ‖αn · αm − αp · αq‖BPF,∗ ≤ ǫ, so that
|(αn · αm · γ)− (αp · αq · γ)| ≤ ǫ(γ · ω2) (16)
for all γ ∈ c-BPFd−2(X ). Since all classes αn, αm, αp, αq are Cartier, this
upper bound still holds for any γ ∈ BPFd−2(X ).
Choose any γ ∈ BPFd−2(X ) such that (ω2 ·γ) = 1. Then for all n,m ≥ N ,
we have:
qω,γ(αn − αm) = 2((αn − αm) · ω · γ)2 − ((αn − αm)2 · γ)
6 2((αn − αm) · ω · γ)2 + 4ǫ
which implies qω,γ(αn−αm) to be a Cauchy sequence. This prove αn converges
in FΣ(X ) to some class α.
We shall now argue that αn is a Cauchy sequence inside N
1
Σ(X ). We rely
on the following lemma.
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Lemma 3.21. There exists a constant C > 0 depending only on d, such that
one has :
|((α− α′) · ω · γ)|2 6 C
(
qω,ωd−2(α− α′) +
∥∥(α− α′)2∥∥
BPF,∗
)
(ω2 · γ)2
for all α, α′ ∈ c-N1(X ) and for any γ ∈ BPFd−2(X ) such that (γ · ω2) > 0.
The lemma implies for all n,m ≥ N :
‖αn − αm‖2Σ,ω = sup
γ∈BPFd−2(X )
0<(ω2·γ)61
2((αn − αm) · ω · γ)2 −
(
(αn − αm)2 · γ
)
,
6 4ǫ+ 2 sup
γ∈BPFd−2(X )
(ω2·γ)61
((αn − αm) · ω · γ)2,
6 C ′ǫ+ Cqω,ωd−2(αn − αm) ≤ C ′′ǫ
since qω,ωd−2(αn−αm) is a Cauchy sequence. This concludes the proof of the
theorem.
Proof of Lemma 3.21. By homogeneity we may assume (γ ·ω2) = 1. Suppose
first that γ is a strongly basepoint free class (hence Cartier).
By definition, there exists a projective variety X ′ and a flat morphism
π : Y → X ′ of relative dimension e such that
γ = π∗(D1 · . . . ·De+d−2)
where D1, . . . , De+d−2 ∈ Nef(Y ), so that (D1 · . . . ·De+d−2 · π∗ω2) = 1. Set
βi = Di · . . . ·De+d−2 ∈ BPFe+d−i−1(Y)
so that βi = Di · βi+1 for each i = 1, · · · , e + d − 3. We rescale inductively
these classes replacing Di by tDi and βi by t
−1βi for a suitable t > 0 such
that
(βi · π∗ωi+1) = 1 (17)
for all i = 1, · · · , e+ d− 2. Note that this condition is automatic for i = 1.
By Proposition 3.2 we have:
((α− α′) · ω · γ)2 = |π∗((α− α′) · ω) ·D1 · . . . ·De+d−2|2,
6 9qπ∗ω,β2·π∗ω(π
∗(α− α′))qπ∗ω,β2·π∗ω(D1),
6 18qπ∗ω,β2·π∗ω(π
∗(α− α′))(D1 · π∗ω2 · β2)2
6 18qπ∗ω,β2·π∗ω(π
∗(α− α′)).
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Let ǫ := ‖(α− α′)2‖BPF,∗. We proceed estimating the term qπ∗ω,β2·π∗ω(π∗(α−
α′)). To do so, we write:
qπ∗ω,β2·π∗ω(π
∗(α− α′))
= 2(π∗((α− α′) · ω) · β2 · π∗ω)2 − (π∗(α− α′)2 · β2 · π∗ω)
6 2(π∗(α− α′) ·D2 · π∗ω2 · β3)2 + ǫ,
Prop.3.2
6 18qπ∗ω,β3·π∗ω2(π
∗(α− α′))qω,β3·π∗ω2(D2) + ǫ,
6 36qπ∗ω,β3·π∗ω2(π
∗(α− α′)) + ǫ,
where the first and the third inequalities follow from the fact that (β2·π∗ω3) =
1. An immediate induction yields
((α− α′) · ω · γ)2 6 18qπ∗ω,β2·π∗ω(π∗(α− α′))
6 36 · 18 qπ∗ω,β3·π∗ω2(π∗(α− α′)) + 18 ǫ
6 36d−3 · 18 qπ∗ω,βd−1π∗ωd−2(π∗αn) + 18 · 36d−3 ǫ.
Now observe that π∗βd−1 is a class in N
0(X ′), hence can be identified with
a number. The projection formula yields 1 = (βd−1 · π∗ωd) = (π∗βd−1 · ωd)
and qπ∗ω,βd−1π∗ωd−2(π
∗αn) = qω,ωd−2(αn) (recall the normalization (ω
d) = 1),
hence:
((α− α′) · ω · γ)2 6 C(d) (qω,ωd−2(α− α′) + ǫ) ,
which concludes the proof in this case.
Take any finite family of strongly basepoint free classes γ1, · · · , γk, and
set γ =
∑k
1 γi. By linearity, we have:
|((α− α′) · ω · γ)| 6
k∑
1
|((α− α′) · ω · γi)|,
6
k∑
1
C(d)1/2(ω2 · γi)
(
qω,ωd−2(α− α′) + ǫ
)1/2
,
6 C(d)1/2 (ω2 · γ) (qω,ωd−2(α− α′) + ǫ)1/2 .
Finally pick any class γ ∈ BPFd−2. Then one can find a sequence of strongly
basepoint free classes γ
(n)
1 , · · · , γ(n)kn such that γ(n) :=
∑kn
1 γ
(n)
i converges
weakly to γ. We have
|(α− α′) · ω · γ(n))| 6 C(d) (ω2 · γ(n)) (qω,ωd−2(α− α′) + ǫ)1/2 .
Since all classes α, α′, ω are Cartier, we may let n → ∞ and we obtain the
required estimate.
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3.6 Restriction operator
This section is technical in nature. It will be used to transfer the Hodge
index theorem from L2–classes on surfaces to FΣ(X ). We suppose that K is
algebraically closed, countable and of characteristic 0, and we fix any exten-
sion K ′/K which is countable, algebraically closed and has infinite transcen-
dence degree over K. Recall that for any smooth algebraic variety X defined
over K the canonical morphism N1(X) → N1(XK ′) is an isomorphism, see
e.g. [MP12, Proposition 3.2].
We begin with some general terminology.
Given any generically finite morphism π : Y → Z between equidimen-
sional algebraic varieties, we let Crit(π) be the locus where π is not locally
étale. When π is proper, the set of critical values CV(π) = π(Crit(π)) is an
algebraic sub-variety. When Y is smooth, then Crit(π) is a Cartier divisor;
when π is birational, then CV(π) has codimension at least 2 in Z.
Two irreducible subvarieties Y and Z of an algebraic variety intersect
properly when the codimension of any irreducible component of Y ∩ Z is
equal to codim(Y )+ codim(Z). Two subvarieties Y and Z intersect properly
when all its irreducible components intersect properly.
Take any class σ ∈ c-Nd−2(X ) which is determined in some model X1 as
the pushforward under a smooth morphism of a complete intersection σY of
very ample divisors on a smooth projective variety Y1.
If X2 is any other model of X dominating X1, we can consider the fibered
product Y2 = Y1 ×X1 X2 and one gets the following diagram.
Y2
̟

p2
// X2
π

Y1
p1
// X1,
where the horizontal arrows are smooth morphisms and the vertical arrows
are birational maps.
Since the transcendence degree ofK ′ overK is infinite, by Bertini, one can
find a smooth surface S ⊂ Y1,K ′ defined over K ′ whose class in Nd+e−2(Y1,K ′)
is equal to σY , and which intersects properly CV(̟) for all proper birational
morphism ̟ : Y2 → Y1 defined over K. Let S be the Riemann-Zariski space
associated to S. Observe that the incarnation of S in Y2 is given by the strict
transform of S by ̟, and this incarnation is smooth.
We define a restriction linear operator rS : c-N
1(XK) → c-N1(SK ′) as
follows. Pick any element of c-N1(XK) determined in a model π : X2 → X1
by a class α ∈ N1(X2,K). Consider the smooth model Y2 of Y1 and set
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̟ : Y2 → Y1 the corresponding birational morphism and p2 : Y2 → X2 the
corresponding smooth morphism. Since S intersects properly CV(̟), the
strict transform SY2 of S inside Y2,K ′ represents the class p
∗
2[S]. Then we let
rS([α]) be the Cartier b-class determined by the image of p
∗
2α|SY2 in N
1(Y2,K ′).
Note that if X3 → X1 is another model, then we have the following
commutative diagram
SY3
̟S,3



// Y3,K ′
p3
//
̟3

X3,K ′

SY2


//
̟S,2

Y2,K ′
̟2

p2
// X2,K ′

SY1


// Y1,K ′
p1
// X1,K ′
(18)
and ̟∗3(p
∗
2α)|SY3 = (̟S,3)∗(p∗2α|SY2 ), so that rS([α]) does not depend on the
choice of models.
Remark 3.22. We do not exclude the existence of models Y ′, Y ′′ such that
the natural birational map Y ′ 99K Y ′′ is not regular whereas the restriction
SY ′ → SY ′′ is regular. This phenomenon does not cause any harm to our
construction of the restriction operator.
Proposition 3.23. Let ω be any big and nef class in N1(X2), and write
ωS := p
∗
2ω|SY2 ∈ N1(SY2) using the same notation as in the above discussion.
The restriction operator rS : c-N
1(XK)→ c-N1(SK ′) preserves nef classes,
and ‖rS(α)‖Σ,ωS ≤
√
(ω2 · σ) ‖α‖Σ,ω for any Cartier class α ∈ c-N1(XK).
In particular rS extends to a continuous operator rS : FΣ(XK)→ L2(SK ′),
which satisfies
(α · β · σ) = (rS(α) · rS(β)) (19)
for any α, β ∈ FΣ(XK).
Remark 3.24. Since the class σ is strongly basepoint free, the morphism rS
preserves pseudo-effective classes.
Proof. Without loss of generality, we may suppose α is determined by a class
β ∈ N1(X3) . Then rS(α) is the Cartier b-class determined by βS := p∗3β|SY3
using the notation of diagram (18), and
‖rS(α)‖2Σ,ωS = 2
(βS · ωS)2
(ω2S)
− (β2S) = 2
(β · ω · σ)2
(ω2 · σ) − (β
2 · σ) ≤ (ω2 · σ) ‖α‖2Σ,ω
as required. Note that (19) is clear whenever α, β ∈ c-N1(X ) and the result
follows by density.
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Pick α ∈ w-N1(S). For each smooth model π : X3 → X (defined over K),
we may consider the successive images:
α ∈ w-N1(S) 7→ ∗α ∈ w-Nd−1(YK ′) 7→ p∗∗α ∈ w-Nd−1(XK ′)
under the injection morphism  : SY3 → Y3,K ′ and under the pushforward by
p3 : Y3,K ′ → X3,K ′. Since Y3,K ′ and SY3 are both smooth (see §1.1), this
defines a class p∗∗(α) ∈ Nd−1(X3,K ′), hence a class p∗∗(α) ∈ Nd−1(X3) since
Nd−1(X3) → Nd−1(X3,K ′) is an isomorphism (by Poincaré duality, see the
discussion above).
We thus obtain a natural operator S : w-N
1(S) → w-Nd−1(X ) which
makes the following diagram commutative:
N1Σ(X ) rS //
·σ
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
N1Σ(S)
S

w-Nd−1(X )
3.7 Hodge-index theorem on FΣ(X )
The product on FΣ(X ) naturally extends to a continuous product on FΣ(X )C
and we have the following generalization of Hodge index theorem.
Theorem 3.25. Let α, β ∈ FΣ(X )C be two classes such that (α · α¯ · γ) ≥ 0,
(β · β¯ · γ) ≥ 0 for all γ ∈ c-BPFd−2(X ). If α · β¯ = 0 in w-N2(X ), then ıΣ(α)
and ıΣ(β) are proportional.
Observe that the second condition is satisfied as soon as both α and β
are nef.
Proof. Pick any two classes α, β ∈ FΣ(X )C satisfying the above conditions.
Pick any BPF class σ ∈ c-Nd−2(X ) such that σ = p∗(D1 · . . . ·De+d−2) where
D1, . . . , De+d−2 are very ample divisors on a smooth projective variety Y
equipped with a projective smooth morphism p : Y → X ′ of relative dimen-
sion e. Write θ = (D1 · . . . · De+d−2) so that σ = p∗(θ). As in the previous
section, we may choose a smooth surface S ⊂ Y defined over an extension of
K, of infinite transcendental degree, whose fundamental class represents θ,
and using the notation of §3.6, we have:
0 = (α · β¯ · σ) = (p∗(α) · p∗(β¯) · θ) = (rS(p∗(α)) · rS(p∗(β))) .
Since by assumption, (rS(p
∗(α))2) = (rS(p
∗(β))2) ≥ 0, Hodge index theorem
on L2(S) implies that rS(α) and rS(β) are proportional. Taking ıS, we get
t(θ) ≥ 0 such that (p∗(α) · θ) = t(θ) (p∗(β) · θ) whenever (β · σ) 6= 0.
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We claim that t(θ) does not depend on the choice of θ. Observe that linear
combinations of Chern classes of vector bundles generate c-Nd−2(X ), hence
the set of classes σ = p∗(θ) satisfying our conditions generate c-N
d−2(X ) too.
And we conclude that ıΣ(α) and ıΣ(β) are proportional in w-N
1(X ).
It thus remains to prove the claim. First let us observe that if Y ′ is
a smooth projective variety with a flat morphism p′ : Y ′ → X ′ of relative
dimension e′, then the fibered product Y ′×p′×pY defines a smooth projective
variety, flat overX ′ and any complete intersection on Y or on Y ′ can be pulled
back to Y ′ ×p′×p Y . It is thus sufficient to pick any other very ample divisor
D′1 on Y , write θ
′ = (D′1 · D2 · . . . · De+d−2), σ′ = p∗(θ′) and to show that
t(θ) = t(θ′) (under the assumption that both classes (p∗(β) ·θ) and (p∗(β) ·θ′)
are non zero). Observe that (p∗(α) ·D′1 · θ) = (p∗(α) ·D1 · θ′) so that
t(θ)(p∗(β) · θ ·D′1) = (p∗(α) · θ ·D′1) = (p∗(α) · θ′ ·D1) = t(θ′)(p∗(β) · θ ·D′1).
SinceD′1 is ample in Y , we have ((D
′
1)
2·θ) > 0. Recall that by assumption,
(p∗(β) · p∗(β¯) · θ) ≥ 0, so that the Hodge index theorem on L2(S) implies
(p∗(β) · θ ·D′1) 6= 0. Dividing the above displayed equation by (p∗(β) · θ ·D′1)
yields t(θ) = t(θ′) as required.
4 Spectral interpretation of dynamical degrees
Let X and Y be any two normal projective varieties of dimension d defined
over a countable fieldK of characteristic 0. Let f : X 99K Y be any dominant
(hence generically finite) rational map. Denote by X ,Y the Riemann-Zariski
spaces of X and Y respectively.
4.1 Action of rational maps on b-cycles
Let α ∈ w-Nk(X ) and pick any smooth model Y ′ over Y . Then there exists
a model X ′ over X such that the map fX′/Y ′ : X
′ → Y ′ induced by f is
regular. We set (f∗α)Y ′ := (fX′/Y ′)∗αX′ . This definition does not depend on
the choice of X ′, and yields a linear map f∗ : w-N
k(X )→ w-Nk(Y), which is
continuous for the weak topology, and preserves pseudo-effective classes.
Suppose now that α ∈ c-Nk(Y) is determined in some model Y ′ over Y .
As above, choose any model X ′ over X such that the map fX′/Y ′ : X
′ → Y ′
induced by f is regular. We let f ∗α be the Cartier b-class determined by
(fX′/Y ′)
∗(αY ′). Again this definition does not depend on the choice of Y
′,
and yields a linear map f ∗ : c-Nk(Y)→ c-Nk(X ) satisfying f ∗(c-BPFk(Y)) ⊂
c-BPFk(X ) since basepoint free classes are preserved by pullback.
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Theorem 4.1. The following property holds.
f∗(c-BPF
k(X )) ⊂ c-BPFk(Y). (20)
In particular, we have f∗(c-N
k(X )) ⊂ c-Nk(Y), and f∗(BPFk(X )) ⊂ BPFk(Y).
Moreover, the pull-back morphism extends to a linear map f ∗ : w-Nk(Y)→
w-Nk(X ) which is continuous for the weak topology and preserves the BPF
cone f ∗(BPFk(Y)) ⊂ BPFk(X ), and we have
f∗(α · f ∗β) = f∗α · β (21)
for any b-classes α, β such that one of them is Cartier.
Remark 4.2. Note that (f ∗α·f ∗β) = f ∗(α·β) = δ(α·β) for any α ∈ NkBPF(X ),
β ∈ Nd−kBPF(X ), where 1 ≤ δ = [K(X) : K(Y )] is the topological degree of f .
Proof. Grant (20). Since c-BPFk(X ) generates c-Nk(X ), f∗(c-Nk(X )) ⊂
c-Nk(Y) follows and we get f∗(BPFk(X )) ⊂ BPFk(Y) by continuity.
Given α ∈ w-Nk(Y), define f ∗α ∈ w-Nk(X ) in such a way that (f ∗α ·β) =
(α · f∗β) for any β ∈ c-Nd−k(X ). Then f ∗ is a continuous linear map, which
coincides with the pull-back on Cartier b-classes, and as before we obtain
f ∗(BPFk(Y)) ⊂ BPFk(X ) by continuity. The equation (21) is clear when
both α and β are Cartier and the general case follows by density.
It thus remains to prove (20). To that end, we first fix a model X ′ over X
such that the map fX′/Y is regular. Next we apply Gruson-Raynaud theorem
(see e.g. [Gui19, Theorem 1.1]) to this map: we obtain a proper birational
morphism Y ′ → Y with Y ′ normal, such that the map X ′′ → X ′ is proper
and birational where X ′′ := X ′×Y Y ′ is the fibered product, and the induced
map fX′′/Y ′ : X
′′ → Y ′ is flat.
Since flatness is preserved by base change, we may replace Y ′ by any of
its resolution of singularities and thus assume that Y ′ is smooth. We also
take any birational proper morphism π′ : Y ′′ → Y ′ and assume Y ′′ is smooth.
By base change we obtain a birational proper morphism q : X˜ → X ′′ and
a proper flat morphism fX˜/Y˜ : X˜ → Y ′′, such that the following diagram is
commutative (flat maps are indicated by curly arrows).
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X˜
fX˜/Y ′′
'''g
'g
'g
'g
'g
'g
'g
'g
'g
q

U ′′ s
′′
///o/o/o/o/o/o/o/o

X ′′
fX′′/Y ′
'''g
'g
'g
'g
'g
'g
'g
'g
'g

Y ′′
π

X ′

fX′/Y
''P
P
P
P
P
P
P
P
P
P
P
P
P
P
P
Y ′

U
s
///o/o/o/o/o/o/o/o
p

X
f
// Y
W
Take any Cartier class α determined in X. We shall prove that f∗α is Cartier
and determined in Y ′, that is (f∗α)Y ′′ = π
∗(f∗α)Y ′ .
We may and shall assume that α is strongly basepoint free in the sense
of [FL17] since these classes generate Nk(X). One can thus find an equidimen-
sional quasi-projective scheme U of finite type, a flat morphism s : U → X
and a proper morphism p : U → W of relative dimension n − k to a quasi-
projective scheme W such that each component of U surjects onto W , and
αX = (s|Fp)∗[Fp] where [Fp] is the fundamental class of a generic fiber.
Base change yields a flat map s′′ : U ′′ → X ′′ and a proper morphism
p′′ : U ′′ →W such that αX′′ = (s′′|Fp)∗[Fp].
Recall that a cycle Z sits in a good position with respect to an alge-
braic subvariety A if for any irreducible components Zi and Aj of Z and A
respectively, we have codim(Zi ∩Aj) = codim(Zi) + codim(Aj).
By [FL17, Remark 5.2], for a generic element in W , the cycles Z =
s′′(Fp) and fX′′/Y ′(Z) sit in good position with respect to CV(q) and CV(π)
respectively so that by [Tru20, Lemma 4.2], αX˜ is represented by q
−1(Z) and
π∗(f∗α)Y ′ by π
−1(fX′′/Y ′(Z)). Now we have fX˜/Y ′′(q
−1(Z)) = π−1(fX′′/Y ′(Z))
which implies (f∗α)Y ′′ = π
∗(f∗α)Y ′ as required.
Note that if αX′ is BPF, then its pull-back is also BPF inX
′′ and its image
under the flat map fX′′/Y ′′ remains BPF, hence (f∗α)Y ′ is BPF, proving (20).
4.2 Pullback and pushforward morphisms on N•BPF(X )
Let ωX and ωY be two big and nef Cartier b-divisors on X and Y respectively.
Recall that the k-degree of f with respect to these polarizations is by definiton
the quantity:
degk(f) := (f
∗ωkY · ωd−kX ) > 0.
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Proposition 4.3. The pullback morphism f ∗ : c-Nk(Y)→ c-Nk(X ) extends
as a linear operator f ∗ : NkBPF(Y)→ NkBPF(X ) which satisfies:
degk(f)
(ωdY )
≤ ‖f ∗‖BPF ≤ C
degk(f)
(ωdY )
(22)
for some constant C > 0 depending only on d.
Note that since f ∗ : c-N•(Y)→ c-N•(X ) is a graded ring homomorphism,
its extension to f ∗ : N•BPF(Y)→ N•BPF(X ) is a Banach ring homomorphism.
Proof. We prove (22). The lower bound is clear since
‖f ∗‖BPF ≥
∥∥f ∗ωkY ∥∥BPF∥∥ωkY ∥∥BPF = degk(f)(ωdY )
For the upper bound, we pick any class α ∈ NkBPF(Y), and write α = α+−α−
with α+, α− ∈ BPFk(Y) such that:
‖α‖BPF ≤ (α+ · ωd−kY ) + (α− · ωd−kY ) ≤ ‖α‖BPF + ǫ
for some ǫ > 0. Since f ∗α± are BPF, we obtain
‖f ∗α‖BPF ≤ (f ∗α+ · ωd−kX ) + (f ∗α− · ωd−kX )
(2)
≤ C(‖α+‖BPF + ‖α−‖BPF)
(f ∗ωkY · ωd−kX )
(ωdY )
≤ C(‖α‖BPF + ǫ)
degk(f)
(ωdY )
,
and we conclude letting ǫ→ 0.
Proposition 4.4. The pushforward morphism f∗ : c-N
k(X ) → c-Nk(Y) ex-
tends as a linear operator f∗ : N
k
BPF(X )→ NkBPF(Y) which satisfies:
degd−k(f)
(ωdX)
≤ ‖f∗‖BPF ≤ C
degd−k(f)
(ωdX)
(23)
for some constant C > 0 depending only on d.
Using (f ∗α · β) = (α · f∗β), the proof is identical to the previous one and
left to the reader.
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4.3 Pullback and pushforward morphisms on N•BPF,∗(X )
Proposition 4.5. For any integer k 6 d, the linear maps f ∗ : c-Nk(Y) →
c-Nk(X ) and f∗ : c-Nk(X ) → c-Nk(Y) extend as bounded linear operators
f ∗ : NkBPF,∗(Y) → NkBPF,∗(X ) and f∗ : NkBPF,∗(X ) → NkBPF,∗(Y) respectively.
Moreover,
degk(f)
(ωdY )
6 ‖f ∗‖BPF,∗ 6 C
degk(f)
(ωdY )
,
and
degd−k(f)
(ωdX)
6 ‖f∗‖BPF,∗ 6 C
degd−k(f)
(ωdY )
,
where C is a constant which only depends on d and k.
The proof uses Siu’s inequalities and the projection formula and is left to
the reader.
4.4 Pullback and pushforward morphisms on N1Σ(X )
Let f : X 99K Y be any dominant rational map between two normal and
projective varieties. We suppose that the dimension of Y is d ≥ 2 but we
may have dim(X) 6= dim(Y ). We fix big and nef classes ωX , ωY on X and Y
respectivelyand write deg1(f) := (f
∗ωY · ωδ−1X ) where δ = dim(X).
Proposition 4.6. The linear map f ∗ : c-N1(Y) → c-N1(X ) extends as a
bounded linear operator f ∗ : N1Σ(Y)→ N1Σ(X ) that satisfies:
deg1(f)
(ωdY )
≤ ‖f ∗‖Σ,ω ≤ C
deg1(f)
(ωdY )
(24)
for some constant C > 0 depending only on d. Moreover, we have f ∗(α ·β) =
(f ∗α · f ∗β) ∈ N2BPF,∗(X ) for all α, β ∈ N1Σ(X ).
Remark 4.7. Although we shall not use it, one can check that f ∗ also induces
a continuous operator on the Fréchet space FΣ(X ).
Proof. Recall from (13) and that one can rewrite (15) as:
‖f ∗ωY ‖2Σ,ωX = sup
γ∈c-BPFδ−2(X )
(γ·ω2X)=1
(f ∗ωY ·ωX ·γ)2−
(
(f ∗ωY − (f ∗ωY · ωX · γ)ωX)2 · γ
)
.
Since the second term in the supremum is always non-positive, we deduce by
taking γ = ωδ−2X that:
deg1(f) 6 ‖f ∗ωY ‖Σ,ωX .
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For the upper bound, one is reduced to estimate ‖f ∗α‖Σ,ωX for any given
α ∈ c-N1(Y). Fix any strongly basepoint free Cartier class γ ∈ c-BPFδ−2(X ).
Choose two smooth models X ′ and Y ′ of X and Y such that the classes
γ, f ∗α and α are determined in X ′ and in Y ′ respectively and such that f
induces a morphism f : X ′ → Y ′. We choose a surface S ⊂ X ′ representing
γ, such that each irreducible component of S is smooth and such that the
image S ′ = f(S) in Y ′ is of pure dimension 2. We obtain the following
commutative diagram:
S
i
//
fS

X ′
f

S ′ i
′
// Y ′,
(25)
where fS denotes the restriction of f to S and i, i
′ are the inclusions of S
and S ′ into X ′ and Y ′ respectively.
Using the fact that fS : S → S ′ is a dominant surface map, we then have:
‖f ∗α‖2Σ,ωX = sup
06=γ∈c-BPFδ−2(X )
qωX ,γ(f
∗α)
(ω2X · γ)
= sup
06=γ∈c-BPFδ−2(X )
qi∗ωX (f
∗
Si
′∗α)
(ω2X · γ)
≤ sup
06=γ∈c-BPFd−2(X )
4
(ωX · f ∗ωY · γ)2qf∗S i′∗ωY (f ∗Si′∗α)
(ω2X · γ)2(f ∗ω2Y · γ)
≤ (4C2) deg1(f)2 sup
06=γ∈c-BPFδ−2(X )
qf∗ωY ,γ(f
∗α)
(f ∗ω2Y · γ)
≤ (4C2) deg1(f)2 ‖α‖2Σ,ωY .
The second line follows from the equality qωX ,γ(f
∗α) = qi∗ωX(f
∗
Si
′∗α); the
third line follows from Proposition 3.1; the fourth comes from the fact that
qf∗S i′∗ωY (f
∗
Si
′∗α) = qf∗ωY ,γ(f
∗α) which is a consequence of the projection for-
mula; the fourth from Siu’s estimates γ ≤ C(γ · ω2X)ωδ−2X ; and the last one
from (20) and the projection formula.
The situation for the push-forward is more involved.
Proposition 4.8. The push-forward f∗ : N1Σ(X ) → N1Σ(Y) defines an un-
bounded closed and densely defined operator whose domain contains the space
Vect(Nef(X )) ⊃ c-N1(X ), and satisfies:
‖f∗α‖Σ,ωY ≤ C degδ−1(f) ‖α‖Σ,ωX (26)
for all α ∈ Nef(X ), and for some constant C > 0 depending only on δ.
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Proof. The domain of f∗ is by definition the set of classes α ∈ N1Σ(X ) such
that f∗α lies in N
1
Σ(X ). It contains c-N1(X ) hence f∗ is densely defined.
Suppose that αn is a sequence of classes in the domain of f∗, that αn → α,
and f∗αn → β in N1Σ(X ). Then these convergences hold in the weak topology,
and f∗ being weakly continuous we get β = f∗α hence f∗ is closed.
Suppose that α is nef. Since f∗α is again nef, (15) yields:
‖f∗α‖Σ,ωY ≤ C(f∗α · ωd−1Y ) ≤ C ′ degd−1(f)(α · ωδ−1X ) ≤ C degδ−1(f) ‖α‖Σ,ωX
for some constant independent on α.
Remark 4.9. It is hard to control the push-forward operator on N1Σ(X ). The
main issue in proving the continuity of f∗ originates in the difficulty to esti-
mate directly ((f∗α)
2 · γ) when α is not a nef class. If α is Cartier, then one
can write it as a difference of two nef classes but the ‖·‖Σ,ω-norm of these nef
classes are not comparable to the one of α.
Note that when f is birational, we have f∗ = (f
−1)∗ so that f∗ is bounded.
4.5 Dynamical degrees are spectral norms
In this section, we let f : X 99K X be any dominant (hence generically finite)
rational self-map. Let ω be any big and nef b-class onX. Recall the definition
of dynamical degrees from §1.3.
For any bounded operator L : E → E on a Banach space, we let ρ(L) =
limn→∞ ‖Ln‖1/n be its spectral radius. It is equal to the supremum of |λ|
where λ ranges over all elements of the spectrum of L, see §5.1 below also.
Theorem 4.10. For any rational dominant self-map f : X 99K X, we have
λk(f) = ρ
(
f ∗|NkBPF
)
= ρ
(
f ∗|Vect(BPFk)) = ρ (f ∗|NkBPF,∗)
= ρ
(
f∗|Nd−kBPF
)
= ρ(f∗|Vect(BPFd−k)) = ρ(f∗|Nd−kBPF,∗),
and
λ1(f) = ρ(f
∗|N1Σ).
Proof. The theorem is a consequence of Propositions 4.3, 4.4 4.5 and 4.6.
Theorem 4.11. For any integer 0 ≤ k ≤ d, there exists a non-zero class
θ∗k ∈ BPFk(X ) such that f ∗θ∗k = λk(f) θ∗k. This class is approximable by
Cartier b-classes in the sense that one can find a sequence of classes θ∗k,n ∈
c-BPFk(X ) that is decreasing to θ∗k.
The same arguments prove:
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Theorem 4.12. For any integer 0 ≤ k ≤ d, there exists a non-zero class
θ∗,k ∈ BPFk(X ) such that f∗θ∗,k = λd−k(f) θ∗,k, and Cartier b-classes θn∗,k ∈
c-BPFk(X ) such that θn∗,k is decreasing to θ∗,k.
Remark 4.13. The eigenclasses θ∗k (and θ∗,k) do not belong to N
k
BPF(X ) in
general. Counter-examples can be found among monomial maps. The map
(z, w) 7→ (z2w, zw) possesses an eigenclass θ∗1 which does not lie in N1BPF(P2)
(here P2 is the Riemann-Zariski space of P2). This follows from [DF20,
Example 5.16] and the discussion in [FW12, §7].
Proof. Our construction of θ∗k is classical in the theory of operators preserving
convex cones, see [Kar59]. We consider the following formal power series
Θ∗k(t) =
∑
n≥0 t
nfn∗ωk, and observe that
T ∗k (t) = (Θ
∗
k(t) · ωd−k) =
∑
n≥0
tn degω,k(f
n) .
Observe that since a degk,ω(f
n) forms a sub-multiplicative sequence for some
a > 0, then for any ǫ > 0, one can find a positive constant C > 0 such that
C−1λk(f)
n ≤ degω,k(fn) ≤ C(λk(f) + ǫ)n so that the radius of convergence
of Θ∗k(t) is equal to λk(f)
−1. For any |t| < λk(f)−1, the class Θ∗k(t) belongs
to BPFk(X ).
For any 0 < t < λk(f)
−1, write θ∗k(t) = Θ
∗
k/T
∗
k (t). A direct computation
shows:
t× f ∗θ∗k(t) = θ∗k(t)−
ωk
T ∗k (t)
.
Now observe that C−1λk(f)
n ≤ degω,k(fn) implies T ∗k (t)→∞ as t increases
to λk(f)
−1. Since (θ∗k(t) · ωd−k) = 1, Proposition 2.14 shows that one can
extract a subsequence converging weakly to some BPF class θ∗k which satisfies
λk(f)
−1 f ∗θ∗k = θ
∗
k by continuity.
We now argue that θ∗k is approximable by classes in c-BPF
k(X ). Since
T ∗k tends to infinity, one can construct by induction a sequence tl increasing
towards λk(f)
−1 and satisfying the following two conditions:
tnl+1
T ∗k (tl+1)
6
tnl
T ∗k (tl)
for all n 6 l − 1; and
tll+1(1 + C degk(f)tl+1)
T ∗k (tl+1)
6
tll
T ∗k (tl)
where C = (d− k + 1)k/(ωd). Set
θl :=
1
T ∗k (tl)
(
l∑
n=0
tnl f
n∗ωk
)
.
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Then a direct computation shows:
θl+1 − θl =
l∑
n=0
(tnl+1T
∗
k (tl)− tnl T ∗k (tl+1)) fn∗ωk
T ∗k (tl) T
∗
k (tl+1)
+
tl+1l+1
T ∗k (tl+1)
f (l+1)∗ω
Since f (l+1)∗ωk 6 C degk(f)f
l∗ωk, the previous inequality gives:
θl+1 − θl 6
l−1∑
n=0
(tnl+1T
∗
k (tl)− tnl T ∗k (tl+1)) fn∗ωk
T ∗k (tl) T
∗
k (tl+1)
+
tll+1T
∗
k (tl)(1 + C degk(f)tl+1)− T ∗k (tl+1)tll
T ∗k (tl)T
∗
k (tl+1)
f l∗ωk,
and the two conditions above imply that θl+1 − θl ≤ 0. We conclude by
observing that θl → θ∗k.
Remark 4.14. We have actually proved that θ∗k(t) → θ∗k weakly as t →
λk(f)
−1.
5 The spectral gap on N1Σ(X ) when λ1(f)2 >
λ2(f)
We analyze the spectral properties of the action by pull-back of f ∗ : N1Σ(X )→
N1Σ(X ) for a dominant rational map f : X 99K X satisfying λ1(f)2 > λ2(f).
5.1 Spectral theory of Banach operators
Let (E, ‖ · ‖) be any Banach space and f : E → E be any bounded linear
operator. The spectrum Spec(f) of f is defined as the set of complex numbers
λ for which the operator f−λ Id is not invertible. It is a non-empty compact
subset of C.
A quasi-eigenvector associated to a given λ ∈ Spec(f) is by definition a
sequence of vectors ‖un‖ = 1 such that ‖fun − λun‖ → 0. Any point in the
boundary of Spec(f) admits a quasi-invariant eigenvector. Indeed, choose
λn /∈ Spec(f) such that λn → λ. Observe that ‖(f −λn Id)−1‖ → ∞, and set
vn =
(f − λn Id)−1wn
‖(f − λn Id)−1‖
where ‖wn‖ = 1. Then un = vn‖vn‖ is a quasi-eigenvector.
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Recall that an injective bounded operator f : E → F has closed range if
and only if ‖f(v)‖ ≥ c‖v‖ for some c > 0. One implication is trivial and the
converse is a theorem due to Banach.
We shall also use the spectral decomposition theorem, see [HP57, Theo-
rem 5.6.1].
Theorem 5.1. Suppose that the spectrum of f is the union of two disjoint
compact sets K1 and K2. Then there exists a two closed subspaces E1 and
E2 such that E = E1 ⊕E2, and Spec(f |E1) = K1 and Spec(f |E2) = K2.
Proof. This is a direct consequence of the holomorphic functional calculus.
Let φ be any holomorphic function which is identically 1 in a neighborhood
of K1 and 0 near K2, and pick a holomorphic function ψ such that φψ = ψ
(i.e. ψ(z) = z near K1 and ψ ≡ 0 near K2).
Since φ2 = φ, the operator π1 := φ(f) defines a continuous projection
onto a closed subspace E1 which is f -invariant. The restriction f1 of f to E1
is equal to f1 = φ(f)ψ(f) = π1 ◦ ψ(f), and by the spectral formula we have
Spec(ψ(f)) = K1 ∪ {0} hence Spec(f1) ⊂ K1 ∪ {0}.
To conclude we need to argue that Spec(f1) ⊂ K1 if 0 /∈ K1. Suppose
0 /∈ K1, and let ψ− be the holomorphic function which is equal to 1/z near K1
and 0 near K2. Then ψ ψ− = φ then ψ(f)ψ−(f) = π1 hence f1 is invertible.
This shows 0 /∈ Spec(f1) and completes the proof.
5.2 The eigenvector θ∗1 belongs to N
1
Σ(X )
Recall the construction of eigenvectors associated to dynamical degrees, see
Theorem 4.11.
Theorem 5.2. For any dominant rational self-map f : X 99K X such that
λ1(f)
2 > λ2(f) the eigenvector θ∗1 belongs to N
1
Σ(X ) and satisfies (θ∗1 ·θ∗1) = 0.
We set
Θ∗1(t) =
∑
n≥0
tnfn∗ω, T ∗1 (t) =
∑
n≥0
tn degω,1(f
n), and θ∗1(t) =
Θ∗1(t)
T ∗1 (t)
as in the proof of Theorem 4.11. Note that we proved that θ∗1(t)→ θ∗1 weakly.
The proof of the theorem relies on the following general computation.
Proposition 5.3. Suppose that λ1(f)2 > λ2(f). Then there exists C > 0
such that for any 0 < t′ ≤ t < λ1(f)−1, we have:
0 ≤ θ∗1(t) · θ∗1(t′) ≤
C
T ∗1 (t
′)
ω2.
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Proof of Proposition 5.3. We first expand the product Θ∗1(t) ·Θ∗1(t′):
Θ∗1(t) ·Θ∗1(t′) =
∑
n,m
tn(t′)mfn∗(ω) · fm∗(ω).
Suppose that t ≥ t′. Since each term in the sum is pseudo-effective, we have:
Θ∗1(t) ·Θ∗1(t′) 6 2
∑
n
tn
 ∑
p+q=n
p≥q
f p∗(ω) · f q∗(ω)
 .
By Siu’s inequalities (Theorem 1.2), there exists C > 0 such that:
f p∗(ω) 6 C deg1(f
p−q)f q∗ω, and f q∗(ω2) 6 C deg2(f
q)ω2,
hence
Θ∗1(t) ·Θ∗1(t′) 6 2C
∑
n
tn
 ∑
p+q=n
p>q
deg1(f
p−q)f q∗ω2

6 2C ′
∑
n
tn
 ∑
p+q=n
p>q
deg1(f
p−q) deg2(f
q)
ω2
= 2C ′
∑
n
tn
[n/2]∑
q=0
deg1(f
n−2q) deg2(f
q)
ω2
= 2C ′
∑
m
deg1(f
m)
(∑
q≥0
tm+2q deg2(f
q)
)
ω2
≤ 2C ′′
∑
m
deg1(f
m)tm
(∑
q≥0
t2q(λ′2)
q
)
ω2
≤ C ′′′
(∑
m
deg1(f
m)tm
)
ω2.
where we used the estimate deg2(f
q) ≤ C(λ′2)q for some λ2(f) < λ′2 <√
λ1(f).
Proof of Theorem 5.2. We first prove that θ∗1 belongs to N
1
Σ(X ). Pick any
sequence tn → λ1(f)−1 such that we have the weak convergence θ∗1(tn)→ θ∗1.
As T ∗1 (tn)→∞, the preceding estimate implies
‖θ∗1(tn) · θ∗1(tm)‖BPF,∗ → 0.
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Introduce the truncations θ˜∗1(tn) :=
1
T ∗
1
(tn)
∑rn
m=0 t
m
n f
m∗(ω) ∈ c-Nef(X ), where
rn is chosen large enough so that∥∥∥θ˜∗1(tn)− θ∗1(tn)∥∥∥
Σ,ω
≤ 1
n
.
By (15), we have
∥∥∥θ˜∗1(tn)∥∥∥
Σ,ω
≤ 1+√2, and we may apply Theorem 3.20
which proves θ∗1 ∈ N1Σ(X ). Observe that this also implies θ∗1(tn) → θ∗1 in
N1Σ(X ) therefore ‖θ∗1 · θ∗1‖BPF,∗ = 0. This concludes the proof of the theorem.
5.3 Quasi-invariant eigenvectors
We suppose as in the previous section that f : X 99K X is a dominant rational
self-map such that λ1(f)
2 > λ2(f). Let θ
∗
1 ∈ N1Σ(X ) be the eigenvector
constructed above.
Proposition 5.4. Suppose that αn ∈ N1Σ(X )C is a quasi-eigenvector with
eigenvalue |λ| > √λ2. Then we have αn → θ
∗
1
‖θ∗1‖Σ,ω in N
1
Σ(X )C.
Proof. Since Cartier classes are dense in N1Σ(X ), we can suppose that αn ∈
c-N1(X ). Observe that the sequence αn·α¯m is bounded in N2BPF,∗(X ). Indeed,
by (14) we have:
‖αn · α¯m‖BPF,∗ 6 3 ‖αm‖Σ,ω ‖αn‖Σ,ω = 3.
Let us show that ‖αn · α¯m‖BPF,∗ converges uniformly in m,n to zero. The
computation runs as follows. We may suppose that
max
j≤n
∥∥f j∗αn − λjαn∥∥Σ,ω ≤ 1n and ‖αn‖Σ,ω = 1
for all n. For all γ ∈ c-BPFd−2(X ) such that (γ · ω2) = 1, we then obtain:∣∣(fn∗αm · fn∗α¯n · γ)− |λ|2n(αm · α¯n · γ)∣∣ ≤ |λ|n
n
for all m ≥ n, so that
lim
n→∞
|(αm · α¯n · γ)| ≤ lim
n→∞
1
λ2n
|(αm · α¯n · fn∗ γ)|
≤ lim
n→∞
‖(αm · α¯n)‖BPF,∗
(fn∗ γ · ω2)
λ2n
≤ lim
n→∞
C ′
deg2(f
n)
λ2n
−→ 0
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where the last inequality follows from Siu’s inequality. Up to taking a sub-
sequence, we can suppose that αn converges weakly to α ∈ w-N1(X ). Since
‖αn · ω‖BPF,∗ is bounded, we have by Theorem 3.20 that the sequence αn
converges to α in N1Σ(X )C . Since f ∗α = λα we have f ∗(α · α¯) = |λ|2(α · α¯).
But the spectral norm of f ∗ : N2BPF,∗(X )→ N2BPF,∗(X ) is equal to λ2(f) <
|λ2| hence (α · α¯) = 0 in N2BPF,∗(X ). In a similar way, we have (θ∗1 · α¯) = 0 in
N2BPF,∗(X ) hence α and θ∗1 are proportional by Theorem 3.25.
5.4 Spectral analysis of f ∗ : N1Σ(X )→ N1Σ(X )
Theorem 5.5. Let f : X 99K X be any dominant rational self-map such that
λ1(f)
2 > λ2(f). Then there exists a closed hyperplane E ⊂ N1Σ(X ) which is
f ∗-invariant, such that N1Σ(X ) = R ·θ∗1⊕E, and Spec(f ∗|E) ⊂ D¯(0,
√
λ2(f)).
Remark 5.6. The decomposition above is canonical since E consists of those
classes α such that ‖fn∗(α)‖Σ,ω ≤ C(λ′2(f))n for some C > 0 and some
λ′2(f) < λ1(f).
Proof. Since θ∗1 is an eigenvector in N
1
Σ(X ) of eigenvalue λ1(f) the latter
point belongs to Spec(f ∗). We claim that Spec(f ∗)\{λ1(f)} ⊂ D¯(0,
√
λ2(f)).
Indeed, if it were not the case, then we could find λ 6= λ1(f) lying in the
boundary of Spec(f ∗), and of norm |λ| > √λ2(f). This would contradict
Proposition 5.4.
Let K = Spec(f ∗)∩ D¯(0,√λ2(f)), and apply the spectral theorem (The-
orem 5.1): we get an f ∗-invariant decomposition N1Σ(X ) = F ⊕ H with
Spec(f ∗|F ) = {λ1}, and Spec(f ∗|H) = K.
Suppose by contradiction that R · θ∗1 ( F , and consider the restriction
operator f ∗|F . By Hahn-Banach, we may find a closed hypersurface E ⊂ F
such that F = R · θ∗1 ⊕ E, and write g = f ∗ − λ1 Id.
We claim that g|E has closed range. To see this it is sufficient to prove
that ‖g(α)‖ ≥ c‖α‖ for some c > 0 and all α ∈ E. If it were not the case, we
would find a sequence of vectors αn in E such that ‖f ∗αn − λ1αn‖Σ,ω → 0
and ‖αn‖Σ,ω = 1, contradicting Proposition 5.4.
Since g(E) is f ∗-invariant and closed, it admits a quasi-invariant eigenvec-
tor with eigenvalue λ1(f) which implies θ
∗
1 ∈ g(E) again by Proposition 5.4.
Pick α ∈ E such that f ∗α = λ1(f)α + θ∗1. Then we get
(fn)∗(θ∗1 · α¯) = λ1(f)2n(θ∗1 · α¯), and (fn)∗(α · α¯) = λ1(f)2n(α · α¯)
so that (θ∗1 · α¯) = 0, and (α · α¯) = 0 in N2BPF,∗(X ) since
∥∥∥f ∗|N2
BPF,∗(X )
∥∥∥
BPF,∗
=
λ2(f) < λ1(f)
2. Since α and θ∗1 are not proportional, we get a contradiction
using Theorem 3.25.
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Proof of Theorem 1. Pick any big and nef class ω ∈ N1(X ) and identify it
with its Cartier b-divisor class determined in X. By the previous theorem,
we may write ω = tθ∗1 + v with t ∈ R and v ∈ F . Since the spectral
radius of f ∗|F is bounded by
√
λ2(f) we get that ‖fn∗v‖Σ,ω ≤ C λn for any
λ1(f) > λ >
√
λ2(f), hence
deg1(f
n) = (fn∗ω · ωd−1) = tλ1(f)n(θ∗1 · ωd−1) +O(λn).
Since deg1(f
n)1/n → λ1(f) > λ, we have t > 0. This concludes the proof of
our main theorem.
Remark 5.7. Since F is closed, we may find ℓ ∈ N1Σ(X )∗ whose kernel is equal
to F and normalized by ℓ(θ∗1) = +1. Then for any α ∈ N1Σ(X ), we have
λ1(f)
−n fn∗α→ ℓ(α)θ∗1 in N1Σ(X ).
Compare with [BFJ08a, Theorem 3.5].
6 Polynomial maps of Ad
In this section, we prove Theorem 2.
We fix some affine coordinates x1, · · · , xn on the affine space AdK , and let
PdK = Projan(K[x0, x1, · · · , xn]) be the canonical projective compactification
of AdK . Denote by H∞ = P
d \ Ad the hyperplane at infinity, and let Pd be
the Riemann-Zariski space of Pd.
Let f : AdK → AdK be any dominant polynomial map such that λ1(f)2 >
λ2(f). We shall prove the following analog of [FJ07, Theorem A’].
Theorem 6.1. There exists a valuation v on the ring K[x1, · · · , xn] which is
trivial on K and satisfies min1≤1≤d{v(xi)} = −1 and v(P ◦ f) = λ1(f) v(P )
for all P ∈ K[x1, · · · , xn].
Let us explain how to infer Theorem 2 from the previous result. Con-
sider the value group Γ = v(K(x1, · · · , xn)∗) ⊂ (R,+). By Abhyankhar’s
inequalities, see e.g. [Vaq06, Corollary p.16], we have 1 ≤ dimQ(Γ⊗ZQ) ≤ d
so that we may find d polynomials P1, · · · , Pd ∈ K[x1, . . . , xn] such that
Γ⊗ZQ = Q · v(P1) + . . .+Q · v(Pd). Note that v(Pi ◦ f) ∈ Γ for all i so that
there exist rational numbers qij such that
λ1(f)v(Pi) =
d∑
j=1
qijv(Pj)
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for all i = 1, · · · , d. It follows that λ1(f) is an eigenvalue of a d × d square
matrix with rational coefficients, hence is an algebraic number of degree ≤ d
over Q.
Remark 6.2. As observed by M. Jonsson, when v is an Abhyankhar valuation,
then its value group is isomorphic to Zk for some 1 ≤ k ≤ d, therefore λ1(f)
is an algebraic integer of degree ≤ d, see [Jon15, Lemma 10.7].
Proof of Theorem 6.1. Recall that a fractional ideal sheaf A on an algebraic
variety X is a coherent OX -submodule of the sheaf of meromorphic functions
MX , so that locally near any point g · A ⊂ OX for some g ∈ OX .
We shall say that A is co-supported in a subvariety Z when Ax = OX,x
for any x /∈ Z. Any finite family of rational functions φ1, · · · , φn generates
a fractional ideal sheaf on X that we denote 〈φ1, · · · , φn〉 so that Ax =
φ1 · OX,x + · · ·+ φn · OX,x ⊂MX,x for all x.
Since OPd(1) is very ample, for any fractional ideal sheaf A on Pd which
is co-supported in H∞, one can find a family of polynomials P1, · · · , Pn, and
µ ≥ 0 such that Ad ∩⋂n1 P−1i (0) = ∅, and
A · OPd(µH∞) = 〈P1, · · · , Pn〉 . (27)
Let v : K[x1, · · · , xn] → R− ∪ {+∞} be any valuation whose restriction
to K is trivial. We shall interpret v as a function on the set of fractional
ideals, see [JM12, §2.1] for a similar presentation of valuations over a closed
point.
We evaluate v on any fractional ideal sheaf A by setting v(A) = min v(φi)
where φi is a set of local generators of A in a neighborhood of the center of v.
Since the generators are rational functions in general, we may have v(A) < 0.
Alternatively, this quantity v(A) can be defined for any fractional ideal
sheaf satisfying (27) by setting v(A) = mini{v(Pi)} − µ minj{v(xj)}. Note
that v(A ·B) = v(A)+v(B), v(A+B) = min{v(A), v(B)} for any fractional
ideal sheaves A,B, and that v(A) ≥ v(B) if A ⊂ B.
Conversely, let v be any real-valued function on the set of fractional ideal
sheaves co-supported in H∞ such that the following conditions hold:
• v(A · B) = v(A) + v(B), and v(A + B) = min{v(A), v(B)} for any
fractional ideal sheaves A,B;
• v(A) ≥ v(B) if A ⊂ B;
• v(OPd) = 0 and v(〈1, x1, · · · , xd〉) < 0.
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For any polynomial P , we set
v(P ) = lim
n→∞
1
n
v (An) , (28)
where An = 〈P n, 1, x1, · · · , xd〉. Note4 that
An · Am ⊂ An+m ⊂ 〈1, x1, · · · , xd〉deg(P )(n+m),
so that v is well-defined and induces a real-valued valuation on K[x1, · · · , xd]
whose restriction to K is trivial, and satisfies minj{v(xj)} < 0.
Let A be any fractional ideal sheaf co-supported inH∞. We may attach to
A a Cartier b-divisor Z(A) ∈ c-N1(Pd) as follows. Choose any log-resolution
of A, i.e. any proper birational map π : X → Pd such that the fractional ideal
sheaf A · OX is locally principal. Since A is assumed to be co-supported in
H∞, we may suppose π to be an isomorphism over A
d, and write A · OX =
OX(W (A)) for a unique divisor W (A) supported at infinity, and let Z(A)
be the Cartier b-class determined by W (A) in X. By definition, for any
divisorial valuation v, we have v(A) = v(Z(A)).
Remark 6.3. The line bundle OX(−W (A)) is always π-nef. It is basepoint
free if and only if the fractional ideal sheaf A admits a decomposition of the
form (27) with µ = 0.
Observe that
Z(A ·B) = Z(A) + Z(B)
Z(A) ≥ Z(B) when A ⊂ B
so that Z(A + B) ≥ Z(A) and Z(A + B) ≥ Z(B) for any fractional ideal
sheaves.
We may naturally pull-back fractional ideal sheaves co-supported in H∞
by f . Fix any birational proper morphism π : X ′ → Pd that is an isomorphism
over Ad, and such that the map F : X ′ → Pd induced by f becomes regular.
If A is co-supported in H∞, then F
∗A is still a fractional ideal sheaf on X ′
co-supported in π−1(H∞), and we have f
∗Z(A) = Z(F ∗A).
Introduce the Cartier b-class L∞ ∈ c-BPFd−1(Pd) determined by a line
in the hyperplane H∞. Observe that L∞ = c1(OPd(1))d−1 so that for any
fractional ideal sheaf we have
− deg(A) = (L∞ · Z(A)) .
4here Pn denotes the n-th power of P , not the n-th iterate
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By Theorem 1 (see also Remark 5.7), there exists a continuous linear function
ℓ : N1Σ(Pd)→ R such that
lim
n→∞
λ1(f)
−n fn∗Z(A) = ℓ(Z(A)) θ∗1 .
Set v(A) := ℓ(Z(A)). If we normalize the eigenclass by imposing (θ∗1·L∞) = 1,
then we have
v(A ·B) = lim
n→∞
λ1(f)
−n (fn∗Z(A ·B) · L∞) = v(A) + v(B).
In a similar way, one checks that v(A + B) ≥ min{v(A), v(B)} for any
fractional ideal sheaves A,B, and that v(A) ≥ v(B) if A ⊂ B (since L∞ is
BPF). It is clear that v(OPd) = 0. Finally we have
v(〈1, x1, · · · , xd〉) = − lim
n→∞
λ1(f)
−n (fn∗H∞ · L∞) = − lim
n→∞
deg(fn)
λ1(f)n
< 0 ,
by Theorem 1.
It follows that v defines a valuation on K[x1, · · · , xn] which is trivial on
K, and for any A we have
f∗v(A) = v(F
∗
A) = ℓ(f ∗Z(A)) = λ1(f) v(A) .
This concludes the proof of the theorem.
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