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Abstract
This paper based on the Levin collocation method and Levin-type method together with composite two-point Gauss–Legendre
quadrature presents efﬁcient quadrature for integral transformations of highly oscillatory functions with critical points. The effec-
tiveness and accuracy of the quadrature are tested.
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1. Introduction
The integration of systems containing highly oscillatory functions is a central point in many practical problems
in physics, chemistry and engineering. In most of the cases, these transformations cannot be done analytically and
one has to rely on numerical methods. When the integrand becomes highly oscillatory, it presents serious difﬁculties
in obtaining numerical convergence of the integration. The classic methods such as the composite Gauss–Legendre
method completely fails when the frequency is signiﬁcantly larger than the number of subintervals between the zeros
of the integrand.
The Filon-type method (cf. [2–6]) for evaluating oscillatory integral
I (f ) =
∫ b
a
f (x)eig(x) dx (1.1)
is efﬁcient based on that the moments I (xk)=∫ b
a
xkeig(x) dx are easily computable, which is not necessarily the case.
The Levin collocation method (cf. [8]) and the Levin-type method (cf. [9]) for ∫ b
a
f (x)eig(x) dx is efﬁcient under the
assumption that g(x) has no critical point in [a, b].
For
∫ b
a
f (x)eig(x) dx in case that g(x) has critical point(s) in [a, b] and the moments ∫ b
a
xkeig(x) dx cannot be
calculated explicitly, both the Filon-type method and the Levin collocation method are failure. In this paper we present
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an efﬁcient method based on the composite two-point Gauss–Legendre quadrature and Levin collocation method and
Levin-type method. For convenience, without loss of generality, assume that f (x), g(x) are suitably smooth functions,
> 0, [a, b] = [0, 1] and 0 is the unique critical point of g(x) in [0, 1].
2. New quadrature for I (f )= ∫ 10 f (x)eig(x) dx involving critical point(s)
Gauss-type quadrature (cf. [1]) is quite efﬁcient for calculating ∫ b
a
f (x) dx for a smooth and non-oscillating function
f (x). The two-point Gauss–Legendre quadrature for
∫ b
a
f (x) dx has the form
Q2,GS(f ) = b − a2
(
f
(
a + b
2
−
√
3
6
(b − a)
)
+ f
(
a + b
2
+
√
3
6
(b − a)
))
(2.1)
and the error incurred in the two-point Gauss–Legendre integration is governed by the following estimation:
E(f ) = |I (f ) − Q2,GS(f )| = (b − a)
5
4320
f (4)() (2.2)
for some  ∈ [a, b].
For
∫ h
0 f (x)e
ig(x) dx with 0<h1, let M = maxx∈[0,h] |g(x)| and denote n = KM ﬂoor() by the number of the
equal length subintervals of the composite two-point Gauss–Legendre quadrature, where ﬂoor(x) rounds the elements
of x to the nearest integers towards minus inﬁnity, and K, a positive integer, can be considered as the number of the
composite two-point Gauss–Legendre quadrature in each oscillatory period. Here we select K = 10. In this case,
from (2.2) the composite two-point Gauss–Legendre quadrature denoted by Qn,2,GS is fairly accurate for computing∫ h
0 f (x)e
ig(x) dx and the error is given by
EP (f ) = |I (f ) − Qn,2,GS(f )| = h
5
4320n4
[f eig](4)() = h
5
4.320 × 107M44 [f e
ig](4)(1) (2.3)
for some 1 ∈ [0, h].
Numerical examples also show that the larger of  the more accurate of the quadrature. But in this case the
composite two-point Gauss–Legendre method becomes highly time consuming for large value of . However, for
I (f ) = ∫ 10 f (x)eig(x) dx involving the critical point 0, notice that the integral I (f ) = ∫ 10 f (x)eig(x) dx can be
represented by
I (f ) = eig(0)
∫ h
0
f (x)ei(g(x)−g(0)) dx +
∫ 1
h
f (x)eig(x) dx := I1(f ) + I2(f ). (2.4)
For
∫ h
0 f (x)e
i(g(x)−g(0)) dx, since limx→0 (g(x)−g(0))=0, for arbitrary large, we can select h with 0<h1 such
that the term 10Mh keeps unchangeable, where Mh = maxx∈[0,h] |g(x) − g(0)|. Let N0 denote the threshold such
that the composite two-point Gauss–Legendre quadrature can be effective executed in a few seconds. In PC Compaq
Presario 2100, one can select N0 = 105 and h satisfying 10Mh= N0 for large  (Table 1).
For computing I2(f ) =
∫ 1
h
f (x)eig(x) dx, we consider the composite Levin collocation method.
Table 1
The Real Part of Numerical Quadrature for ∫ 10 eix3 dx by Compaq Presario 2100: M = maxx∈[0,1]|x3| = 1
 1 102 104 105
Exact 0.9317044406 0.1649048339 0.03588521461 0.01666128780
Q[10, 2,GS] 0.9317047238 0.1649048372 0.03588521463 0.01666128780
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Algorithm Q[N0, h,m]. I (f ) =
∫ 1
0 f (x)e
ig(x) dx: g′(0) = · · · = g(r−1)(0) = 0 and g(r)(x) = 0 for all x ∈ [0, 1].
Step 1: Let M = maxx∈[0,1] |g(x) − g(0)|. If n = 10M ﬂoor()N0, compute I (f ) =
∫ 1
0 f (x)e
ig(x) dx by the
composite two-point Gauss–Legendre quadrature with n subintervals denoted by Qn,2,GS(f );
Step 2: Otherwise, evaluate maximum h such that n = 10Mh = N0, where Mh = maxx∈[0,h] |g(x) − g(0)|. Then
compute I1(f ) = eig(0)
∫ h
0 f (x)e
i(g(x)−g(0)) dx by the composite two-point Gauss–Legendre quadrature with N0
subintervals, and compute I2(f ) =
∫ 1
h
f (x)eig(x) dx by the composite Levin collocation method with m composite
subintervals, respectively;
Step 3: Q[N0, h,m] = Qn,2,GS(f ) + Qm,L(f ).
We give an example to show the efﬁciency ofAlgorithmQ[N0, h,m] for computing the ﬁrst part I1(f ). For example,
let I (f ) = ∫ 10 f (x)eixk dx (k > 1). For 10>N0, solving 10Mh = N0, we get h = (N0/10)1/k , Mh = hk and
=minx∈[h,1] |kxk−1|=khk−1.The error of computing I1(f )=
∫ h
0 e
ixk dx by the composite two-pointGauss–Legendre
quadrature with N0 subintervals is
E1(f ) = |I1(f ) − Qn,2,GS(f )| = h
5[f eixk ](4)(3)
4.320 × 107M4h4
 C˜h
4.320 × 107 =
C˜(0.1N0)1/k
4.320 × 1071/k (2.5)
for some constant C˜ independent of  and h for some 3 ∈ [0, h].
For general oscillator g(x), we have
Theorem 2.1. Suppose that g′(0) = g′′(0) = · · · = g(r−1)(0) = 0 and g(r)(x) = 0 for all x ∈ [0, 1]. Let Mh =
maxx∈[0,h] |g(x) − g(0)| and h satisfy 10Mh = N0 for large . Then the error for computing I1(f ) = eig(0)∫ h
0 f (x)e
i(g(x)−g(0)) dx by the composite two-point Gauss–Legendre quadrature with N0 subintervals is given by
E1(f ) = |I1(f ) − Qn,2,GS(f )|C˜ h4.320 × 107 = C˜
(0.1N0)1/r
4.320 × 1071/r , ?1, (2.6)
where C˜ is a constant independent of h and .
Proof. By Darboux’s Intermediate Value Theorem (cf. [11, p. 84]), g′(x), . . . , and g(r−1) have the same sign in (0, 1],
and g(x), . . . , and g(r−1)(x) are strictly monotonic in [0, 1]. Without generality, assume g(x) and g′(x) are strictly
increased in [0, 1] and denote r by r = minx∈[0,1] |g(r)(x)|. By Taylor’s expansion, g(h) and g′(h) can be written as
Mh = g(h) − g(0) = g
(r)(1)
r! h
r, g′(h) = g
(r)(2)
(r − 1)!h
r−1 (2.7)
for some 1, 2 ∈ (0, h). From (2.7) we have
h
(
0.1N0r!
r
)1/r
,
∣∣∣∣∣ [f e
ig](4)(x)
M4h
4
∣∣∣∣∣ C
4[g′(h)]4
M4h
4 C1
1
h4
for ?1 and x ∈ [0, h], (2.8)
for some constant C and C1 independent of h and . Together with (2.3), we get
E1(f ) = |I (f ) − Qn,2,GS(f )| = h
5[f eig](4)(1)
4.320 × 107M4h4
 C˜h
4.320 × 107
= C˜ (0.1N0)
1/r
4.320 × 1071/r , ?1,
where C˜ is a constant independent of h and . 
For computing the second part I2(f ) =
∫ 1
h
f (x)eig(x) dx, the composite Levin collocation method is efﬁcient too.
Recall that the Levin collocation method
∫ b
a
f (x)eig(x) dx is achieved by a polynomial p(x) with degree v − 1
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at interpolation nodes c1, c2, . . . , cv ∈ [a, b] such that
p′(cj ) + ig′(cj )p(cj ) = f (cj ), j = 1, 2, . . . , v, (2.9)
and calculating
QL(f ) =
∫ b
a
(p′(x) + ig′(x)p(x))eig(x) dx = p(b)eig(b) − p(a)eig(a). (2.10)
For I2(f ) =
∫ 1
h
f (x)eig(x) dx, since lim→∞ h = 0, we can consider h<c1 <c2 < · · ·<cv = 1 and c1, c2, . . . , cv
are ﬁxed in [0, 1] for large . Based on the van der Corput lemma (cf. [10, p. 332] ) and a result in [10, p. 334], we
give a numerical analysis for computing I2(f ) =
∫ 1
h
f (x)eig(x) dx by the Levin collocation method.
Lemma 2.1 (van derCorput). Supposeg(x) is real-valued and smooth in (a, b), and that |g(k)(x)|1 for all x ∈ (a, b)
for a ﬁxed value of k. Then
∣∣∣∣
∫ b
a
eig(x) dx
∣∣∣∣ c(k)−1/k
holds when:
(i) k2, or (ii) k = 1 and g′(x) is monotonic.
The bound c(k) is independent of g and , c(k) = 5 · 2k−1 − 2.
Lemma 2.2 (Stein [10, p. 334]). Under the assumptions on g(x) in Lemma 2.1, we can conclude that
∣∣∣∣
∫ b
a
eig(x)(x) dx
∣∣∣∣ c(k)−1/k
[
|(b)| +
∫ b
a
|′(x)| dx
]
.
Theorem 2.2. Suppose that g′(0) = g′′(0) = · · · = g(r−1)(0) = 0 and g(r)(x) = 0 for all x ∈ [0, 1]. Let h be deﬁned
in Theorem 2.1 and  = minx∈[h,1] |g′(x)|. Then (i) the error for computing I2(f ) =
∫ 1
h
f (x)eig(x) dx by the Levin
collocation method with v interpolation nodes h<c1 <c2 < · · ·<cv = 1 is given by
E2(f ) = |I2(f ) − QL(f )| = O
(
(1 − h)v
1/r
)
, ?1. (2.11)
(ii) The error for computing I2(f ) =
∫ 1
c1
f (x)eig(x) dx by the Levin collocation method with v interpolation nodes
0<c1 <c2 < · · ·<cv = 1 is given by
E2(f ) = |I2(f ) − QL(f )| = O
(
(1 − c1)v−1
2
)
, ?1. (2.12)
Proof. (i) Let p(x) = ∑v−1k=0akxk be the collocation function in Levin collocation method (2.10) and let −→a denote−→a = (a0, . . . , av−1)T. Then p(x) satisﬁes
p′(cj ) + ig′(cj )p(cj ) = f (cj ), j = 1, . . . , v, (2.13)
and the Levin collocation method quadrature is
QL(f ) = p(1)eig(1) − p(h)eig(h).
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Solving the linear system (2.13), we have
⎛
⎜⎜⎜⎝
ig′(c1) 1 + ig′(c1)c1 · · · (v − 1 + ig′(c1)c1)cv−21
ig′(c2) 1 + ig′(c2)c2 · · · (v − 1 + ig′(c2)c2)cv−22
...
... · · · ...
ig′(cv) 1 + ig′(cv)cv · · · (v − 1 + ig′(cv)cv)cv−2v
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
a0
a1
...
av−1
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
f (c1)
f (c2)
...
f (cv)
⎞
⎟⎟⎠ . (2.14)
Deﬁne (2.14) as A−→a = −→f . Note that the coefﬁcient matrix A can be written as
A = i
⎛
⎜⎜⎝
g′(c1)
g′(c2)
. . .
g′(cv)
⎞
⎟⎟⎠
⎛
⎜⎜⎜⎝
1 c1 · · · cv−11
1 c2 · · · cv−12
...
... · · · ...
1 cv · · · cv−1v
⎞
⎟⎟⎟⎠+
⎛
⎜⎜⎜⎝
0 1 · · · (v − 1)cv−21
0 1 · · · (v − 1)cv−22
...
... · · · ...
0 1 · · · (v − 1)cv−2v
⎞
⎟⎟⎟⎠ ,
denoted by A = iDA0 + A1. Since g′(cj ) = 0, j = 1, 2, . . . , v and the nodes c1, . . . , cv are different, then D is
nonsingular and the Vandermonde matrix A0 is also nonsingular. And for >0 = ‖(DA0)−1‖∞‖A1‖∞, iE +
(DA0)
−1A1 and A = (DA0)(iE + (DA0)−1A1) are both nonsingular and
|−→a |
∣∣∣∣∣∣iE +
(
(DA0)
−1A1

)−1
(DA0)
−1−→f
∣∣∣∣∣∣ R0‖f ‖∞ (2.15)
is uniformly bounded about  and h, where R0 = max0+1 ‖iE + ((DA0)−1A1/)−1(DA0)−1‖∞ and E is the
v × v identity matrix.
Let (x) = p′(x) + ig′(x)p(x). Then (x) satisﬁes that (cj ) = f (cj ), j = 1, 2, . . . , v and
QL(f ) = p(1)eig(1) − p(h)eig(h) =
∫ 1
h
(p′(x) + ig′(x)p(x))eig(x) dx =
∫ 1
h
(x)eig(x) dx.
Then the error between I2(f ) and QL(f ) can be written as
E2(f ) = |I2(f ) − QL(f )| =
∣∣∣∣
∫ 1
h
[f (x) − (x)]eig(x) dx
∣∣∣∣=
∣∣∣∣
∫ 1
h
(x)eig(x) dx
∣∣∣∣ , (2.16)
where (x) = f (x) − (x) with (cj ) = 0 for j = 1, 2, . . . , v. Therefore, there exists a dj ∈ (cj , cj+1) such that
′(dj ) = 0, j = 1, 2, . . . , v − 1. By [7, Theorem 8.1, p. 157], (x) and ′(x) can be represented by
(x) = 
(v)(1)
v!
v∏
j=1
(x − cj ), ′(x) = 
(v)(2)
(v − 1)!
v−1∏
j=1
(x − dj ), (2.17)
for some 1, 2 ∈ [c1, 1] depending on x. By Lemma 2.2 and (2.17), we get
E2(f ) = |I2(f ) − QL(f )| =
∣∣∣∣
∫ 1
h
(x)eig(x)/ dx
∣∣∣∣  3
(
|(1)| +
∫ 1
h
|′(x)| dx
)
 3(1 − h + v)‖
(v)‖∞(1 − h)v
v! . (2.18)
Next, we will show that (v)(x) is uniformly bounded about x,  and h for 0 + 1. By the deﬁnition of (x), it
is only necessary to show that (x), ′(x), . . . ,(v) are uniformly bounded in [h, 1] about x,  and h. Since (x) can
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be represented by
(x) = (0, 1, . . . , (v − 1)xv−2)−→a + ig′(x)(1, x, . . . , xv−1)−→a .
Thus by (2.15)
(k)(x) = (0, 1, . . . , (v − 1)xv−2)(k)−→a + i[g′(x)(0, 1, . . . , (v − 1)xv−2)](v)−→a
is uniformly bounded in [h, 1] about x, and h for0+1. Therefore from (2.7) and (2.8),  |g′(h)|=(r/r!)hr−1
and h=O(−1/r ). Together with (2.18), there is a constant C˜v is a constant independent of  such that for 0 + 1
E2(f ) = |I2(f ) − QL(f )| = O
(
(1 − h)v

)
= O
(
(1 − h)v
1/r
)
.
(ii) From (2.17), there exists an ej ∈ (dj , dj+1) such that ′(ej ) = 0, j = 1, 2, . . . , v − 2. By [6, Theorem 8.1, p.
157], ′′(x) can be represented by
′′(x) = 
(v)(3)
(v − 2)!
v−2∏
j=1
(x − ej ) (2.19)
for some 3 ∈ [c1, 1] depending on x. Integrating by parts in (2.16) and noticing that (c1)=(1)= 0, by Lemma 2.2
we have
E2(f ) = |I2(f ) − QL(f )| =
∣∣∣∣
∫ 1
c1
[
(x)
ig′(x)
]′
eig
′(c1)g(x)/g′(c1) dx
∣∣∣∣= O
(
(1 − c1)v−1
2
)
. 
The accuracy of such a rule can be increased by the composite Levin collocation method. The alternative is to
subdivide the original interval into m subintervals, typically of uniform length  = (1 − h)/m, and apply simple
quadrature rule (2.10) in each subinterval, then take the sum of these results as the approximate value of the integral.
For the composite Levin collocation method with linear splines with v = 2 and the interpolation nodes being the
endpoints of each subinterval, from the proof of Theorem 2.2, the error of the numerical quadrature from the second
subinterval should be O(1/2) for a ﬁxed m due to that |g′(cj )| |g′(h+1/m)| |g′(1/m)| at interpolation nodes and
−→a is uniformly bounded for h and large .
Remark 1. (1) The accuracy of the Levin collocation method can also be increased by increasing the number of
interpolation points and the order of derivatives at interpolation points. If we consider the Levin collocation method
with Hermite interpolation instead of the Levin collocation method (2.10) (cf. [12]): Let p(x) = ∑v−1k=0akxk be the
collocation function in Levin’s collocation method (2.10) satisfying{
p′(x) + ig′(x)p(x)|x=cj = f (cj ),
(p′(x) + ig′(x)p(x))′|x=cj = f ′(cj ),
j = 1, . . . , v.
TheLevin-typemethodpresented byOlver (cf. [9]) for computing I2(f ) can get higher accuracy. In practice,we consider
the composite Levin collocationmethod with linear or Hermite interpolations with v=2 and choose interpolation nodes
to be the endpoints of each subinterval. Numerical examples show that the composite Levin collocation method with
Hermite interpolations is much more efﬁcient than the corresponding with linear interpolations for large .
(2) From Lemma 2.2, for I (f ) = ∫ 10 f (x)eig(x) dx: g′(0) = · · · = g(r−1)(0) = 0 and g(r)(x) = 0 for all x ∈ [0, 1],
one has
I (f ) = O
(
1
1/r
)
.
(3) From (2.7), we get an approximate value of h for small h by the formula (0.1N0r!/r )1/r , where r =
minx∈[0,1] |g(r)(x)|.
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Table 2
The real part of numerical quadrature for
∫ 1
0 e
ix2 dx = erf(√−i)√	/2√−i by Compaq Presario 2100
 Exact Q[N0, h,m = 102,Linear] Q[N0, h,m = 102,Hermite]
1 0.9045242379 0.9045242333 0.9045242333
102 0.06011251848 0.06011251944 0.06011251944
103 0.02022993535 0.02022993521 0.02022993521
104 6.251292348e − 3 6.251292235e − 3 6.251292235e − 3
106 6.264820717e − 4 6.264820498e − 4 6.264820726e − 4
108 6.267036506e − 5 6.267037899e − 5 6.267036512e − 5
109 1.981690941e − 5 1.981691418e − 5 1.981690943e − 5
Table 3
The real part and the absolute error by the composite two-point Gauss–Legendre quadrature, Levin method with linear interpolations and Hermite
interpolations, respectively
 Real part by QN0,2,GS in [0, h()] QN0,2,GS [Qm,L,Lin.] [Qm,LHer.]
106 6.25129235e − 4 1.86815417e − 12 6.17985016e − 11 2.06883448e − 11
108 6.25129235e − 5 2.69258240e − 13 2.64307612e − 11 1.41254073e − 15
109 1.97683222e − 5 6.32455320e − 14 7.90412806e − 12 1.44277510e − 15
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Fig. 1. The absolute error of numerical quadrature for
∫ 1
0 e
ix2 dx by Q[N0, h,m]:  is from 1 to 104 with n = 10 ﬂoor().
Example 2.1. We consider Algorithm Q[N0, h,m] with N0 = 105 and m = 100 for calculating I (f ) =
∫ 1
0 e
ix2 dx
(Tables 2 and 3, Figs. 1–3). For 105, I (f ) can be represented by
I (f ) =
∫ h
0
eix
2 dx +
∫ 1
h
eix
2 dx.
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Fig. 2. The left shows the absolute error of numerical quadrature for
∫ 1
0 e
ix2 dx by Q[N0, h,m] with the linear splines for the composite Levin
collocation method. The right shows the absolute error scaled by 1/2:  is from 107 to 109 with N0 = 105 and m = 100.
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Fig. 3. The left shows the absolute error of numerical quadrature for
∫ 1
0 e
ix2 dx by Q[N0, h,m] with the Hermite splines for the composite Levin
collocation method. The right shows the absolute error scaled by 1/2:  is from 107 to 109 with N0 = 105 and m = 100.
Example 2.2. Let I (f ) = ∫ 10 eix10 dx and N0 = 105 (Tables 4 and 5, Figs. 4 and 5). For 105 we consider
I (f ) =
∫ h
0
eix
10 dx +
∫ 1
h
eix
10 dx.
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Table 4
The real part of numerical quadrature for
∫ 1
0 e
ix10 dx by Compaq Presario 2100
 Exact Q[N0, h,m = 102,Linear] Q[N0, h,m = 102,Hermite]
1 0.9771842712 0.9772208700 0.9772208700
102 0.5923575014 0.5923576284 0.5923576284
103 0.4710172387 0.4710172190 0.4710172190
104 0.3740735954 0.3740735961 0.3740735961
5 × 104 0.3184643871 0.3184602538 0.3184644283
105 0.2971396813 0.2971386023 0.2971396860
106 0.2360263752 0.2360666129 0.2360263751
Table 5
The real part and the absolute error by the composite two-point Gauss–Legendre quadrature in [0, h()]
 Real part value by QN0,2,GS in [0, h()] QN0,2,GS
5 × 104 0.31846378634922 2.040220576e − 9
105 0.29713721927355 1.887882412e − 9
106 0.23602448285645 1.514892735e − 9
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Fig. 4. The left shows the relative error of numerical quadrature for
∫ 1
0 e
ix10 dx by Q[N0, h,m] with the linear splines for the composite Levin
collocation method. The right shows the absolute error scaled by 1/10:  is from 50 000 to 55 000 with N0 = 105 and m = 100.
Example 2.3. Let I (f ) = ∫ 10 eie10x2 dx and N0 = 105. Then M = maxx∈[0,1] g(x) ≈ 2.2026 × 104. It is impossible
to calculate the integral efﬁciently by the Gauss-type quadrature for large  (Table 6). For 5 we consider
I (f ) = ei
∫ h
0
ei(e
10x2−1) dx +
∫ 1
h
eie
10x2 dx.
Numerical examples show that the integral
∫ 1
0 f (x)e
ig(x) dx is mainly determined by a small neighborhood of the
critical point.
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Fig. 5. The left shows the relative error of numerical quadrature for
∫ 1
0 e
ix10 dx by Q[N0, h,m] with the Hermite splines for the composite Levin
collocation method. The right shows the absolute error scaled by 1/10:  is from 50 000 to 55 000 with N0 = 105 and m = 100.
Table 6
The real part of numerical quadrature for
∫ 1
0 e
ie10x2 dx by Compaq Presario 2100
 Maple Q[N0, h,m = 102,Linear] Q[N0, h,m = 102,Hermite]
1 7.399189002e − 4 7.399339137e − 4 7.399339137e − 4
102 – 0.02714780262 0.02714780291
104 – −1.281320102e − 3 −1.281320090e − 3
106 – 2.549897809e − 4 2.549897487e − 4
108 – −2.566302596e − 5 −2.566302205e − 5
109 – 1.830114099e − 6 1.830112736e − 6
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