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The iron-sulfur system is important for planetary interiors and is intensely studied, particularly
for better understanding of the cores of Mars and Earth. Yet, there is a paradox about high-
pressure stability of FeS: ab initio global optimization (at DFT level) predicts a Pmmn phase (with
a distorted rocksalt structure) to be stable at pressures above ∼ 120 GPa, which has not yet been
observed in the experiments that instead revealed a CsCl-type phase which, according to density
functional calculations, should not be stable. Using quasiharmonic free energy calculations and the
dynamical mean field theory, we show that this apparent discrepancy is removed by proper account
of electron correlations and entropic effects.
PACS numbers: 61.50.Ks, 62.50.-p, 64.70.Kb, 71.15.Mb, 71.27.+a
The composition of planets core is a topic of intense
research. The main components of Earth’s core, iron and
nickel are mixed with a small amount of other light ele-
ments [1]. However, the chemical composition and crys-
tal structure of the core compounds is still the subject
of discussion. Sulfur is seen as one of the most preferred
candidates to be present in the core [2] and Fe1−xS is
one of the most widespread sulfides on Earth (encoun-
tered also in lunar and meteoric samples [3–7]). High-
pressure behavior of iron sulfide (FeS) has been inves-
tigated through both high-pressure experiments and ab
initio simulations in multiple previous studies [3, 5, 8–23].
FeS exhibits rich polymorphism and its magnetic proper-
ties and phase diagram under high pressure are of great
interest in both condensed matter physics and planetary
science, and have been extensively studied.
Stoichiometric FeS has a NiAs-type (B8) related hexag-
onal structure (troilite, FeS I) at ambient condition with
P 6¯2c space group [17]. The onset of a long-range mag-
netic order is observed at TN ∼ 600 K. Previous experi-
mental studies demonstrate a series of phase transitions
with increasing pressure at room temperature; troilite
transforms to a MnP-type structure (FeS II) with the
orthorhombic space group Pnma above 3.4 GPa [8, 24]
and further to a monoclinic structure (FeS III) above 6.7
GPa. This transition is accompanied by a lattice vol-
ume collapse [4] and a change in the crystal symmetry
(space group P21/a). The structural change from FeS
II to III involves abrupt breaking of the long-range mag-
netic order [10, 17, 25], spin transition of iron, and metal-
semiconductor transition. FeS IV (hexagonal structure)
and FeS V (NiAs-type structure) are also known to exist
at high pressure and high temperature. A phase transi-
tion to FeS VI with Pnma space group (MnP-type) was
found to occur above 30 GPa and 1300 K [26]. Ab initio
calculations at higher pressures predicted transformation
from the monoclinic phase of FeS to the CsCl-type phase
(B2) with Pm3¯m space group [19]. This result has been
confirmed by experiment [27]. The CsCl-type phase was
synthesized at 1300 K and 186 GPa [28]. However, there
is a contradiction with more recent band-structure calcu-
lations [29] which predicted another phase with Pmmn
symmetry to be stable, while the CsCl-type structure
is metastable at zero Kelvin (by 0.1-0.15 eV/atom). It
should be noted that the CsCl-type structure is stable at
high pressures in other iron alloys, such as FeSi [30].
Such discrepancy between theoretical and experimen-
tal results is quite intriguing. One can assume that the
CsCl-phase is stabilized by thermal effects. The results of
Gibbs free energy calculations within the quasi-harmonic
approximation confirmed this hypothesis to a certain de-
gree, while placing the CsCl-type structure’s stability
field much higher in terms of pressure and temperature
in comparison with the experimental data [31]. Such
difference cannot be put down to numerical errors, and
that is why we assumed that Coulomb correlations too
may be crucial in the stabilization of the CsCl-phase.
To confirm this, we conducted calculations by combin-
ing the Generalized Gradient Corrected Local Density
Approximation and the Dynamical Mean–Field Theory
(DFT+DMFT). Phonon calculations were run using the
finite displacements method and allowed us to take ther-
mal effects into account. Combining the results of our
computational modeling, we calculated Gibbs free energy
and constructed a (P,T)-phase diagram.
As the first step the relaxation of atomic positions was
applied to three crystal structures under investigations
(namely Pnma, Pmmn and Pm3¯m) for a wide pressure
range (-10:400 GPa) using the VASP code[33]. We used
the exchange-correlation potential in the form proposed
by Perdew, Burke, and Ernzerhof [34]. PAW potentials
with an [Ar] core (radius 2.3 a.u.) and [Ne] core (radius
2Figure 1. (Color online). Crystal structures of Pnma (left)
Pmmn (middle) and CsCl (right) phases of FeS. Iron is shown
with red and sulfur with blue balls. The crystal structures
were drawn using VESTA [32].
1.9 a.u.) for Fe and S atoms, respectively, and a plane
wave kinetic energy cut-off of 600 eV were used. Struc-
ture relaxations employed homogeneous-centered meshes
with reciprocal space resolution of 2π × 0.02A˚
−1
and
Methfessel-Paxton electronic smearing with σ=0.16 eV.
In order to take into account the correlation effects in
the d-shell of iron we applied the so-called DFT+DMFT
approach which exploits the advantages of two other
methods widely used nowadays: the noninteracting band
structure, ε(~k), obtained within the density function the-
ory (DFT) takes into account all the peculiarities of
ε(~k) for a given material, while the dynamical mean-
field theory (DMFT) takes care of many-body effects
such as Coulomb correlations [35, 36]. This method
was successfully used in investigating different mag-
netic phenomena, including spin state transitions [37–
40]. In contrast to LDA+U or GGA+U approaches,
it allows both considering frequency dependence of the
self-energy and simulating a paramagnetic state. The
noninteracting GGA calculations were performed using
the pseudo-potential method as implemented in Quan-
tum ESPRESSO [41]. We used the Wannier function
projection procedure [42] to extract the noninteracting
GGA Hamiltonian HGGA which included both Fe 3d and
S 2p states. The full many-body Hamiltonian to be solved
by the DFT+DMFT is written in the form:
Hˆ = HˆGGA−Hˆdc+
1
2
∑
i,m,m′,σ,σ′
Uσ,σ
′
m,m′ nˆi,m,σ,nˆi,m′,σ′ . (1)
Here Uσ,σ
′
m,m′ is the Coulomb interaction matrix and nˆim,σ
is the occupation number operator for the d electrons
with orbitals m or m′ and spin indexes σ or σ′ on the
i-th site. The term Hˆdc stands for the d-d interac-
tion already accounted for in the DFT, the so called
double-counting correction which was chosen to be Hˆdc =
U¯(ndmft−
1
2
)Iˆ[35]. Here ndmft is the self-consistent total
number of d electrons obtained within the DFT+DMFT
and U¯ is the average Coulomb parameter for the d shell.
The elements of Uσσ
′
m,m′ matrix are parameterized by U
and JH according to the procedure described in Ref [43].
The effective impurity problem for the DMFT was
solved by the hybridization expansion Continuous-Time
Quantum Monte-Carlo method (CT-QMC) [44]. Cal-
culations were performed for all the structures in the
paramagnetic state at temperatures of 1160 K, 2000 K,
3000 K, 4000 K and 5000 K, using the AMULET
code [45]. For the sake of simplicity, we used the same
set of Coulomb parameters for all the structures and
pressures (unit cells) under investigation. The on-site
Hubbard U = 6 eV and Hund’s intra-atomic exchange
JH = 0.95 eV were estimated in QE using constrained
GGA calculations [46]. Note that these values agree well
with the results of previous calculations of U for other
Fe sulfides and oxides at high pressure [23, 47] on the
same Wannier functions which were applied to construct
a small noninteracting Hamiltonian used in the subse-
quent DFT+DMFT calculations [35, 45].
Total energy was calculated within the DFT+DMFT
as:
E = EGGA + 〈HˆGGA〉 −
∑
m,k
ǫGGAm,k
+
1
2
∑
i,m,m′,σ,σ′
Uσ,σ
′
m,m′〈nˆi,m,σnˆi,m′,σ′〉 − EDC (2)
Here EGGA stands for the total energy obtained
within GGA. The third term on the right-hand side
of Eq. 2 is the sum of the Fe-d, S-p valence state
eigenvalues calculated as the thermal average of the
GGA Wannier Hamiltonian with GGA Green func-
tion
∑
m,k
ǫGGAm,k =
1
β
∑
n,k
Tr[HGGA(k)G
GGA
k
(iωn)]e
iωn0
+
.
〈HˆGGA〉 is evaluated in the same way but with
the Green function which includes self-energy. The
fourth term represents the interaction energy, here
〈nˆi,m,σnˆi,m′,σ′〉 is the double occupancy matrix calcu-
lated in the DMFT. The double-counting correction
EDC =
1
2
∑
i,m,m′,σ,σ′
Uσ,σ
′
m,m′〈nˆi,m,σ〉〈nˆi,m′,σ′〉 corresponds
to the average Coulomb repulsion between electrons in
the Fe 3d Wannier orbitals calculated from the self-
consistently determined local occupancies.
In order to evaluate pressure, we fit our total en-
ergies to the third-order Birch-Murnaghan equation of
states [48] separately for all the crystal structures under
investigations and both the HS and the LS solutions ob-
tained for the Pnma one. The enthalpies (H = E+PV )
of each phase were calculated to investigate the phase
stability and transition pressures.
The enthalpies calculated from the DFT total energy
as the first step showed that the CsCl-type phase is un-
stable, which agrees well with the previous study by
Onoet al. [29], and the transition pressure from MnP-
type (Pnma) and Pmmn phases is about 140 GPa.
On-site Coulomb repulsion which we take into account
within the DFT+DMFTmethod brings about a dramatic
change in the results. Note that all the phases at high
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Figure 2. (Color online) The difference of enthalpy for Pmmn
(solid lines) and Pnma (dotted lines) to CsCl phase (shown as
zero line) in FeS as a function of pressure from DFT+DMFT
calculations. Difference of enthalpy of HS to LS Pnma phases
for T=1160 K is shown in the inset.
pressures were obtained in the low spin (LS) and para-
magnetic state. The magnitude of average local moment
〈m2z〉 is different from zero and decreases gradually with
pressure, e.g. it is ∼ 4 µ2B at ambient pressure (AP) and
1.8 µ2B at ∼ 400 GPa for the CsCl-type phase. Similar
behavior was observed for the Pnma phase (3.08 µ2B and
1.79 µ2B) and Pmmn phase (2.56µ
2
B and 1.87 µ
2
B) at AP
and ∼ 400 GPa, respectively. The calculated enthalpies
with respect to those of the CsCl-type structure (which is
shown as a zero line) are presented in Fig. 2 which shows
that the CsCl-type can be stabilized by both pressure and
temperature. We believe the temperature plays an im-
portant role in Pmmn-CsCl-type transition. At 1160 K
the transition pressure should lie beyond ∼500-600 GPa,
while at T=2000 K the CsCl-type phase become stable
at ∼410 GPa. We also calculated the critical pressure
for HS to LS transition in Pnma phase. The result is
shown in the inset in Fig. 2. The calculated transition
pressure is about 10 GPa, which agrees fairly well with
the experimental data (6.7 GPa at room temperature).
Recently Ushakovet al. [23] have shown that a similar HS
to LS transition in troilite (FeS I, P 6¯2c space group) can
be reproduced by cell volume reducing. Though the cor-
relation effects taken into account in the DFT+DMFT
method allow us to reproduce transition into the CsCl-
type structure observed experimentally, the calculated
stability field lies beyond the experimental pressures and
temperatures. There should be another mechanism, such
as the vibration mechanism, capable of stabilizing the
CsCl-structure.
In order to confirm this suggestion, we take into ac-
count thermal effects phonons and thermodynamic prop-
erties of FeS phases using the finite-displacement ap-
proach as implemented in the PHONOPY code [49, 50].
To perform phonon calculations, all the structures were
fully relaxed, with a cutoff of 600 eV and relaxation
going on until all the force components dropped below
0.01 meV/A˚ in absolute value. We constructed super-
cells (typically 2 × 2 × 2, with dimensions of over 10 A˚)
and displaced atoms by 0.01 A˚ to obtain the forces which
were then used to construct the force constants matrix.
Then the dynamical matrix was constructed and diag-
onalized at a very dense reciprocal-space mesh. Next
the results of the DFT+DMFT and phonon calculations
were combined in order to compute Gibbs free energies
and construct a phase diagram in (P,T)-coordinates.
Figure 3. (Color online) Phase diagram as calculated within
the DFT and DFT+DMFT methods, including vibrational
effects. The temperature profile of the Earth (geotherm) is
shown for a reference. The experimental point of the CsCl-
type structure is marked with a red star.
We addressed the task based on the following reason-
ing:
F (V, T ) = Eelect(V, T ) + Fvib(V, T ) (3)
Eelect(V, T ) = EDFT (V ) + EDMFT (V, T ) (4)
Fvib(V, T ) = Ezp(V ) +
T∫
0
CV dT + Svib(V, T ) ∗ T (5)
P = −
dF (V, T )
dT
= Pelect(V, T ) + Pvib(V, T ) (6)
G(P, T ) = F (V, T ) + P (V, T ) ∗ V (7)
The equations of state were fitted using the Vinet equa-
tion of state [51] and a third-degree polynomial function.
The phase diagram was plotted by calculating differences
in the Gibbs free energies.
The phase diagram calculated within the DFT+DMFT
method, including vibrational effects, is shown in Fig. 3.
One can see from the diagram that the stability field of
the CsCl-type phase in the DFT+DMFT approximation
4is sufficiently shifted to lower temperatures. These re-
sults lie much closer to the experimental conditions of
the phase transition from the Pnma-phase to the CsCl-
type (186 GPa and 1300 K). However, the experimen-
tal points still lie in the computed stability field of the
Pmmn-phase. This discrepancy, albeit insignificant in
this case, can be corrected by moderately adjusting the
on-site Hubbard U (which was fixed in the present study,
but should decrease slightly with pressure due to more ef-
fective screening) and Hund’s intra-atomic exchange JH .
The diagram shows that the correlation effects have a
strong impact mainly on the stability field of the CsCl-
type phase, leaving other transitions almost unchanged.
A possible reason for such a selective effect could be
the difference in coordination numbers. In the Pmna
and Pmmn structures, iron has the same coordination
number 6, whereas in the CsCl-type structure it is 8-
coordinate. It seems plausible that phase transitions
involving coordination number changes are particularly
sensitive to electron correlation effects.
Unlike other known FeS phases which are well mod-
eled in the DFT and DFT+U approximations, the CsCl-
type structure could only be found to be stable after a
thorough investigation with the thermal and electron cor-
relation effects taken into consideration. However, mod-
ern computational techniques are capable of dealing with
cases as subtle as this, displaying good agreement with
experimental results.
By this means, we gain insight into the intriguing be-
havior of the iron sulfide exposed to high pressure. The
calculated phase diagram gives a clue as to how to synthe-
size the Pmmn phase which has been predicted recently
but still not discovered. Our results show that electron
correlations can play an important role even at very high
pressures, such as pressures in the Earth’s core, where lo-
cal magnetic moments on iron atoms are suppressed but
magnetic fluctuations are still significant.
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