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Abstract—Biology demonstrates powerful information process-
ing capabilities. Of particular interest are enzymes, which process
information in highly complex dynamic environments. Exploring
the information processing characteristics of an enzyme by
selectively altering its environment may lead to the discovery of
new modes of computation. The physical experiments required
to perform such exploration are combinatorial in nature. Thus
resource consumption, both time and money, poses major limiting
factors on any exploratory work. New tools are required to miti-
gate these factors. One such tool is lab-on-chip based autonomous
experimentation system, where a microﬂuidic experimentation
platform is driven by machine learning algorithms. The lab-on-
chip approach provides an automated platform that can perform
complex protocols, which is also capable of reducing the resource
cost of experimentation. The machine learning algorithms pro-
vide intelligent experiment selection that reduces the number of
experiments required for discovery. Here we discuss development
of the experimentation platform and machine learning software
that will lead to fully autonomous characterisation of enzymes.
I. INTRODUCTION
Biological systems exhibit an incredible information pro-
cessing ability far superior to what can be achieved with
conventional computing systems. This capability arises from
their molecular components, speciﬁcally proteins, and the
complex interactions in which they participate [1]. The cat-
alytic proteins or enzymes are of particular interest.
Enzymes are capable of recognising speciﬁc molecules
within a dynamic chemical environment and can be found
interacting in large complex networks. Their speciﬁcity feature
can be utilised to build molecular computers where enzymes
are typically employed as switches, or combinations thereof
to form simple Boolean logic gates [2], [3], [4], [5]. However
given the structural complexity of proteins and their broad
range of functionality in nature, the information processing
available through individual enzymes is unlikely to be limited
to Boolean logic.
Instead by characterising the response behaviour of enzymes
available from nature, arguably new modes of information pro-
cessing could be supported ultimately facilitating the applica-
tion of enzymatic computers [2]. Fully surveying the response
characteristics of an enzyme, in particular in a technical setting
not limited to physiological conditions, requires sampling over
high-dimensional parameter spaces. Time and materials are
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Fig. 1. Overview of lab-on-chip based autonomous experimentation. The
artiﬁcial experimenter mimics the processes of a successful human experi-
menter, by analysing the available observations to develop and evaluate a set
of working hypotheses, then designing experiments to test these hypotheses.
The requested experiment parameters are sent to a lab-on-chip experimentation
platform, which uses computer controlled solenoids and on-chip optical
measurements to conduct the experiment and return the observation to the
artiﬁcial experimenter.
typically very limited compared to the large parameter space
preventing a detailed investigation of behaviour. New tools are
required to address these issues.
A promising tool is autonomous experimentation, where
intelligent software drives automated laboratory apparatus in a
closed loop manner. The software captures observations from
experiments conducted with the apparatus, proposes hypothe-
ses, plans the next set of experiments and then commands
the apparatus accordingly (see Fig. 1). Currently there are
few autonomous experimentation systems available [6], [7],
[8], however within the machine learning community there is
increased research activity in developing algorithms capable
of efﬁcient active experimental design [9], [10].
Of the examples currently available from both active learn-
ing and autonomous experimentation, the issues found in phys-
ical experimentation are not fully addressed. On the software
side, the resource restrictions are rarely fully appreciated along
with errors that can occur within physical experimentation that
yield erroneous observations. While on the hardware side, little
has been considered in reducing the resource requirements per
experiment or in addressing the initial set-up costs of a newautomated hardware platform. For example an autonomous
experimentation machine has been developed to allow for
high throughput experimentation without need for constant
human interaction, using high-cost conventional laboratory
automation equipment [8]. Here we discuss components for
a new autonomous experimentation system that address these
issues.
We present a lab-on-chip experimentation platform designed
to conduct enzymatic assays. The lab-on-chip platform re-
duces the chemical resources required per experiment using
microﬂuidic droplet technology. Furthermore the platform
design greatly reduces the requirement for expensive ancillary
hardware typically necessary for microﬂuidic device operation.
The device described here also serves to demonstrate that
the rapid, low-cost prototyping fabrication techniques we
presented in [11] can be extended to create droplet microﬂuidic
devices in a conventional chemistry laboratory. We also present
for the ﬁrst time to the molecular computing community our
work on a machine learning component capable of proposing
potential hypotheses and selecting the experiments to perform,
which is able to minimise the number of experiments required
to characterise enzymatic responses [12].
II. ENZYMATIC COMPUTING
The building blocks of an enzyme are amino acid molecules,
of which twenty are commonly found in all species. Each
amino acid exhibits individual chemical and physical proper-
ties. With covalent bonding between the amino acids, polypep-
tide chains are formed. Individual polypeptide chains fold
taking on three-dimensional shapes locally, known as sec-
ondary structures, and an overall global three-dimensional
shape known as the tertiary structure, as illustrated in Fig. 2.
Existing within a tertiary structure are functional domains that
can be either catalytic or regulatory. Some enzymes contain
multiple tertiary structures and are known as multimeric
enzymes. Multimeric enzymes either essentially repeat the
functions of a particular tertiary structure, or instead, contain
diverse tertiary structures. The structure of an enzyme is
dynamic. Ongoing interactions among the amino acids within
the enzyme structure cause the conformation of the enzyme
to ﬂuctuate among quasi-stable states. Affecting these forms
is the physics and chemistry of the environment in which
the enzyme resides. Thus it is possible for an enzyme’s
behaviour to be modiﬁed through altering the environment
either chemically or physically [13], [14], [15].
From another point of view, it can be said that the enzyme
computes from its environmental context a speciﬁc conforma-
tion and corresponding output behaviour. The output behaviour
can be catalytic, electrical or spectral. For example the change
in the catalytic activity of malate dehydrogenase in response
to the metal ions Ca
2+ and Mg
2+ was used in [2]. The same
study will be used as a starting point for the autonomous
experimentation system.
Malate dehydrogenase (MDH) catalyses the oxidation of
malate to oxalacetate by reducing nicotinamide adenine dinu-
cleotide (NAD+) to NADH [16]:
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Fig. 2. Structure of an enzyme. The primary structure (left) is formed by the
sequence of amino acids, which bond yielding polypeptide chains. With inter-
actions between the individual amino acids, a chain folds into characteristic
three-dimensional secondary structures. The secondary structures fold into a
functional tertiary structure. An enzyme may consist of multiple subunits that
are not necessarily alike.
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NADH differs signiﬁcantly in its absorbance of ultraviolet
light at 340 nm when compared to NAD
+ allowing for conve-
nient monitoring of the enzymatic reaction with semiconductor
devices.
In the next sections we consider an automated tool that
makes the discovery of computational properties from en-
zymes more feasible. This achieved through minimising both
the chemical resources per experiment and the number of
experiments required to characterise a behaviour.
III. LAB-ON-CHIP EXPERIMENTATION PLATFORM
Microﬂuidic technology enables the manipulation of minute
quantities of ﬂuids at the microscale. For example, devices
have been made that operate on ﬂuid volumes as low as atto-
litres (10 18 l) [17]. Consequently microﬂuidic technology is
capable of offering substantial chemical resource savings over
conventional macroscale laboratory equipment. Additionally,
multiple laboratory processes can be incorporated into a single
microﬂuidic device no larger than a few centimetres square.
The term lab-on-chip is used as a general description of such
devices. Automation of laboratory processes on a microﬂuidic
device can be accomplished through utilising microvalves
(see [18] for a review). A signiﬁcant development for au-
tomated microﬂuidic devices was the pneumatically actuated
integrated microvalve.
Following Fig. 3, a pneumatically actuated integrated mi-
crovalve is constructed as two channels separated by a ﬂexible
membrane. One of the channels is used to transmit pressure
to the membrane while the other channel is used as a ﬂow
channel. Positive pressure drives the membrane into the ﬂow
channel therefore restricting ﬂow. Negative pressure pulls the
membrane away from the ﬂow channel therefore allowing ﬂow
in the case of a normally-closed design.
Early pneumatically actuated microvalves were fabricated
primarily in silicon and glass [19], [20]. Photolithography and
silicon etching techniques from the microelectronic industry
were used to create the silicon and glass microvalve devices.
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Fig. 3. Two types of pneumatically actuated integrated microvalve. From
above two channels, one control and one ﬂuid, intersect each other perpendic-
ularly (a). Cross-section view of a normally open valve which is closed with
application of positive pressure (b). Cross-section view of a normally closed
valve which is opened with application of negative pressure (c).
prototyping of microﬂuidic devices, soft lithography was intro-
duced [21]. Consequently there was a move away from silicon
and glass materials towards polydimethylsiloxane (PDMS) for
constructing microﬂuidic devices in general.
Pneumatically actuated microvalves too were implemented
in PDMS [22], [23] and shown to support construction of
on-chip functional components such as peristaltic pumps and
rotary mixers [24]. What followed was an unprecedented level
of valve integration into microﬂuidic devices. Microﬂuidic
devices containing hundreds of valves in close proximity were
realised [25]. Devices designed to perform complex protocols
such as the automatic processing of nucleic acids [26], the
generation of complex mixtures for use in on-chip protein
experiments [27] and the synthesis of chemical compounds
on-chip [28] were demonstrated. Moreover it was shown that
device designs containing repeated elements could conduct
experiments in parallel [29].
Despite the attractive features of microﬂuidic technology
there are still many problematic issues, particularly within the
context of biomolecular computing studies. Ideally we would
like to explore interactions within a complex chemical envi-
ronment. Producing the complex chemical environment would
require many chemical inputs, their dilutions and mixing. To
achieve this necessitates a high number of associated microﬂu-
idic channels, pumps and valves. While theoretically possible,
implementing a microﬂuidic device of complex design with
a high valve density may be impracticable. A better solution
may lie in utilising droplet microﬂuidics.
A. Droplet Microﬂuidics
Droplet microﬂuidic devices employ two or more immis-
cible ﬂuids in their operation. One ﬂuid (typically an oil) is
ﬂowed through a main channel while a second immiscible
ﬂuid (typically aqueous) is injected from another channel into
the main ﬂow. The second ﬂuid is dragged downstream by
the main ﬂow to a point, where it then shears and forms an
isolated droplet.
Control over droplets can be achieved through using inte-
grated pneumatic valves. It has since been shown that droplets
can be generated on demand in varying size with only a single
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Fig. 4. A prototype droplet microﬂuidic device pictured alongside a 1 GBP
coin. Food dye is used for presentation. Integrated valve channels are ﬁlled
with yellow food dye. Green, red and blue food dye are used for the three
aqueous inlets (top inset). Drops of different composition travel around the
loop of the rotary mixer (bottom inset).
valve [30]. Integrated pneumatic valves can be used to create
temporary constrictions to facilitate droplet breakup [31].
Similarly controlled ﬁssion of droplets has been demonstrated
with a pair of valves each acting on a branch of a bifurcated
channel [32]. Integrated pneumatic valves have been used to
actively trap and fuse separate droplets [33].
There are several additional advantages associated with
droplet microﬂuidics over traditional microﬂuidics. It is pos-
sible to reduce reagent volumes further without resorting to
nanoscale channels. Because of reagent conﬁnement to within
a droplet, the effect of hydrodynamic (Taylor) dispersion is
eliminated therefore reducing measurement error. Samples
contained within droplets can be kept separate thus preventing
cross-contamination. Mixing of reagents within droplets can
be achieved rapidly with simple passive channel designs [34],
[35].
Given the advantages discussed above, we consider droplet
microﬂuidics a particularly attractive approach for our exper-
imentation system.
B. A Droplet Microﬂuidic Experimentation System
Shown in Fig. 4 is a prototype droplet microﬂuidic device
we have developed. The device contains three aqueous input
channels that form T-junctions with a main ﬂow channel. Also
included in the design is a circular channel containing two
isolation valves at the inlet and outlet of the circle, a bypass
valve and three additional valves near the top acting together as
a peristaltic pump. Just below and beyond the circular channel
is a detection region where optical absorbance measurements
are recorded. The volume of a droplet measured within the
detection zone is 157 nl, which is approximately 4 orders of
magnitude smaller than a conventional 10 mm cuvette.
A distinguishing feature of our approach to the device
design is a substantial reduction in ancillary macroscopic
equipment. Typically droplet microﬂuidic devices use a single
syringe pump per inlet (aqueous and oil) with each costingeasily as much as £2000. Furthermore, control of the overall
system is complicated, as the ﬂow rates of each syringe has
to be controlled relative to one another and the oil stream.
Here we have used only a single vacuum pump to generate
ﬂow within the main channel, which was also sufﬁcient to
draw aqueous streams into the main ﬂow when T-junction
valves are opened. The vacuum pump was attached to the
outlet of the main channel. Pulsing a T-junction valve allowed
for droplets of different size to be generated. There was an
upper limit to the length of droplet that can be obtained by
this approach governed by the physics between the oil and
aqueous streams. We have found that by using a valve to stop
the main oil stream from ﬂow, then opening up a T-junction
valve, very long aqueous drops can be created. The ﬁnal length
of a drop with this approach was governed solely by opening
and closing the T-junction valve.
The approach of using a single vacuum pump to drive
ﬂow greatly improves the possibility of including numerous
chemical inputs. Moreover with drop size now dictated solely
by valve actuations, dilutions continuous in range can now be
created. With these two features the creation of complex reac-
tion mixtures on-chip should now be realistically achievable.
IV. ALGORITHMS FOR DISCOVERY
The automated lab-on-chip experimentation platform can be
complemented by algorithms capable of intelligent experiment
selection, which actively seek to minimise the resources used
whilst maximising the information gained. Whilst traditional
statistical design of experiments techniques such as factorial
design may appear as a sensible approach to take, these
techniques are often not dynamic with respect to observations
obtained, making them ineffective in discovery when the
resources are heavily limited due to the potential for repeating
experiments in uninteresting regions of the parameter space.
Instead we look to machine learning for solutions to this
problem and in particular the ﬁeld of active learning. In
active learning the assumption is made that the performance
of a learner can be signiﬁcantly improved if the learner is
able to choose the data they learn from [36], [37], [10].
The example often taken in active learning is to consider a
classiﬁcation problem, where the potential experiments are
known but the results of those experiments are not, so the
learner chooses which experiments to perform. The techniques
developed in active learning often provide mathematical guar-
antees about performance and have been shown to outperform
passive learning techniques, however the theoretical assump-
tions made often do not suitably match those found in physical
experimentation. Therefore in designing the algorithms for
discovery we ensured that the assumptions we made were
compatible to those in physical experimentation. Further to
this, in developing the algorithms we took the approach of
trying to capture how successful experimenters make decisions
within the laboratory, whilst also drawing upon appropriate
mathematically sound techniques from machine learning.
The ﬁrst assumption we made was that physical experi-
mentation is heavily resource restricted, meaning that there
will only typically be a handful of experiments available per
parameter dimension. The second assumption we made was
that physical experimentation is inherently noisy, meaning that
all observations will deviate from the true response through
some additive noise distribution, for example Gaussian noise.
The noise assumption was taken further, in that occasionally
errors occur in experimentation that may undetectable, such
as chemical contamination, which will cause the experiment
performed to not be the one requested. Therefore a third
assumption we made that not all observations are valid,
where some observations will be unrepresentative of the actual
behaviour that should be observed, which we refer to as
erroneous observations produced through shock noise. Finally
we assumed that the response characteristics of the enzymes
under investigation and of potential usefulness in enzymatic
computation, will be both monotonic and non-monotonic [38].
Using these assumptions we developed a set of algorithms,
collectively named an artiﬁcial experimenter, for performing
automated discovery. First we consider hypotheses and how
they are represented and proposed, then we consider experi-
ment selection.
A. Hypothesis Management
Using the idea from philosophy of science that multiple
hypotheses should be considered to ensure different views of
potential behaviour [39], we developed an approach that intel-
ligently proposes a set of working hypotheses that are reﬁned
over time in response to new observations obtained [40]. To
represent our hypotheses we required a way of being able to
represent a response curve, whilst also being able to adjust
our belief in the accuracy of observations. To achieve this
we used a smoothing spline, a regression technique that can
be placed within a Bayesian framework, provides error bars
on the prediction, does not impose a particular spectral scale,
and can be extended to higher dimensions of independent
variables through a thin plate spline [41]. The input to a
smoothing spline is a set of observations, a weighting of
importance on each observation, and a parameter that deﬁnes
how smooth the curve will be. We found that by adjusting the
weightings we could create hypotheses with different beliefs
about the validity of observations. With a zero weight, an
observation can be declared erroneous and the hypothesis
will ignore it in building its predicted response curve. Whilst
setting a higher weighting makes the hypothesis consider the
observation to be more accurate, which can cause the curve
predicted to move closer to those higher weighted observa-
tions. This modiﬁcation of weighting is important within the
hypothesis manager as in situations where there is uncertainty
about whether an observation is erroneous or not, both cases
can be considered through competing hypotheses, with future
experiments deciding the most likely hypothesis. To identify
potentially erroneous observations we looked for cases where
observations fell outside of the 95% error bar for the prediction
of a hypothesis. In these situations we can assume that either
the observation is erroneous or that the prediction of the
hypothesis is incorrect. We take such hypotheses and reﬁnetheir parameters into two new hypotheses, where one new
hypothesis considers the observation erroneous and the other
considers the prediction of the original hypothesis to be incor-
rect. Both of these hypotheses are kept within a working set
of hypotheses that are considered in parallel, along with other
periodically randomly generated hypotheses, which allow for
as many different opinions of the shape of the behaviour being
observed to be made as possible. When obtaining a prediction
from the set of hypotheses, the most conﬁdent hypothesis is
used to provide the prediction.
B. Experiment Selection
The goal for experiment selection techniques is to minimise
the resources spent, whilst maximising the information ob-
tained about the behaviour under investigation. By having a
set of potential hypotheses, we are provided with a means for
creating an experiment selection algorithm motivated by the
idea of falsiﬁcation. The Popper view of experimentation is
that learning and discovery can only be made by disproving
existing hypotheses, which in turn allows for new reﬁnements
of those hypotheses to be made [42]. The hypothesis manager
already had part of this philosophy ingrained within it, through
the reﬁnement of hypotheses where observations are obtained
that disagree with the hypotheses predictions. We require
the experiment selection algorithms to actively select those
experiments that will have the greatest chance in disproving
hypotheses and in particular disprove those hypotheses that
appear to be the most likely. To do this we consider placing
experiments where the hypotheses maximally disagree in their
predictions for potential experiments [43].
However, such a purely exploitation method of experiment
selection will not fare well within discovery with limited
resources, as there will be no guarantee that a good hypothesis
exists within the working hypotheses under consideration, so
discriminating between them could result in the best of a
bad set of hypotheses. Instead exploration of the parameter
space must also occur, to investigate regions where no data
has yet been obtained, to increase the likelihood of interesting
features of the behaviour being discovered and represented
by the hypotheses. In machine learning, deciding on when
to explore and when to exploit is a common problem and
exists within many theoretical and real-world problems. In
particular is the theoretical multi-armed bandit problem, which
has been used to develop understanding on sequential ex-
perimental design problems [44]. However, the techniques
developed often have an assumption of there being far more
resources available than would be typically found within
physical experimentation. Therefore to address this problem,
we examine how human scientists may capture this trade-
off between exploration and exploitation. In related work the
notion of experimenters reacting to surprising observations
has been described [45], [7]. Where surprising observations
should be investigated further to understand the surprise, then
continue to explore the parameter space after the surprise
is sufﬁciently understood. This matches to the exploration-
exploitation trade-off, where exploitation can be thought of
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Fig. 5. Underlying behaviours used within a simulated discovery problem
with one independent parameter motivated by expected or potential behaviours
that would be found within enzyme dynamics. In (a) is a behaviour similar
to Michaelis-Menton kinectics. In (b) is a non-monotonic behaviour with a
single peak. In (c) is a non-monotonic behaviour with two peaks with different
heights on the peaks.
as investigating using falsiﬁcation to understand why the
observation was surprising to the hypotheses, followed by
exploration to locate new surprises. The actual techniques
used for quantifying or recognising surprise to manage the
exploration-exploitation trade-off in the cited work, were ad-
hoc and speciﬁc to the problems under investigation. Instead
we based our mechanism for managing the trade-off on a
technique developed in the machine learning literature to
quantify surprise in a form similar to information theory [46].
This quantiﬁcation, ﬁrst used by the original authors to identify
surprising occurrences within video sequences, allows for a
measurement to be taken of the surprise within each hypothesis
on obtaining a particular observation from an experiment. We
consider an observation surprising where the conﬁdence of a
hypothesis before an experiment occurs is greater than the
conﬁdence of the same hypothesis after an observation is
obtained, due to potential falsiﬁcation of the hypothesis. By
summing over all hypotheses, we obtain a system wide value
for the surprise to determine overall if the observation was
surprising or not, as shown in the following equation:
S =
jHj X
i
C(hi)log
C(hi)
C0(hi)
(1)
where C(hi) is the prior conﬁdence of the hypothesis before
the last experiment performed and C0(hi) is the posterior
conﬁdence for the same hypothesis using the new observation
obtained. The conﬁdence is calculated using the summed
error between the prediction of a hypothesis and the actual
observations available, within some allowed tolerance to try
and prevent overﬁtting of hypotheses to the data:
C(h) =
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N
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where ^ h(x) is the prediction of the hypothesis for an experi-
ment with parameters xn compared to the actual observation
yn over the N previously performed experiments, and  is
a tolerance parameter kept at constant 1:96. To manage the
trade-off we exploit by attempting to falsify the hypotheses
when the last experiment was surprising with S > 0, and
explore when the last experiment was not surprising with
S <= 0. In order to allow an initial set of hypotheses to be(a) (b) (c) (d)
Fig. 6. Illustration of hypotheses proposed by different experiment selection techniques for a 2-dimensional parameter problem after 25 experiments where
12% of the observations obtained were erroneous. In (a) the original underlying behaviour without experimental noise is shown. In (b) the prediction made
by a random experiment selection strategy. In (c) the prediction made by an experiment selection strategy that chooses the local maxima in the discrepancy
of hypotheses predictions over the parameter space. In (d) the prediction made by the surprise based exploration-exploitation switching strategy. In (b–d) the
hypotheses shown have prediction errors representative of the mean error for each over 100 trials of the simulation.
TABLE I
IDENTIFICATION OF STATISTICALLY SIGNIFICANT RESULTS IN THE
1-DIMENSIONAL CASE OVER 15 EXPERIMENTS. THE RESULTS WHERE
THERE ARE SIGNIFICANT DIFFERENCES BETWEEN THE MULTIPLE
HYPOTHESES SURPRISED BASED EXPERIMENT SELECTION TECHNIQUE
AND THE MULTIPLE HYPOTHESES RANDOM EXPERIMENT SELECTION AND
MULTIPLE PEAKS EXPERIMENT SELECTION ARE SHOWN. IN ALL CASES, A
SIGNIFICANT DIFFERENCE INDICATES THAT THE SURPRISE TECHNIQUE
PROVIDES AN IMPROVEMENT OVER THE ALTERNATE TECHNIQUE. THERE
ARE NO CASES OF THE SURPRISE TECHNIQUE PERFORMING
SIGNIFICANTLY WORSE.
Function Technique Active experiments with signiﬁcant result
Fig. 5(a) Random all
Peaks 12, 14, 15
Fig. 5(b) Random 10, 11, 13–15
Peaks 6, 8–15
Fig. 5(c) Random 3–15
Peaks 4, 9, 12–15
developed, the ﬁrst 5 experiments performed are exploration
experiments, positioned equidistantly across the parameter
space.
C. Evaluating the Technique
To evaluate the algorithms developed we performed a num-
ber of simulated discovery problems along with a laboratory
characterisation of the co-enzyme NADH. In the simulated
discovery problems we provided a number of different be-
haviours that were motivated from either behaviours we may
expect to see, or behaviours that would be of use within
enzymatic computation. An example of these are given for a 1-
dimensional parameter space ﬁrst considered in Fig. 5, where
one behaviour is similar to Michaelis-Menton kinetics [47]
and the others provide non-monotonic behaviours that could
be of use within enzymatic computation [38]. In the simulation
observations were calculated from the behaviour using the
requested experiment parameter, then all were adjusted with
Gaussian noise (N(0;0:52)) and 25% of the observations had
shock noise applied to them to provide erroneous observations.
In evaluating the technique we compared the experiment
selection against random experiment selection and a technique
that performs experiments at the local maxima of the disagree-
ment between hypotheses over the potential parameters. This
last technique is motivated from the belief that hypothesis dis-
proof can occur wherever the disagreement between hypothe-
ses is high and that hypotheses may disagree over different
aspects of the behaviour, where the different aspects can be
identiﬁed by looking for local maxima in disagreement [43].
In the one dimensional problem we found that the surprise
technique provided a statistically signiﬁcant improvement over
the alternate techniques, where signiﬁcance was calculated
using a T-Test over 100 runs of the simulation, as shown in
Table I. In each case the techniques had a maximum of 15
experiments that could be used and the ﬁrst 5 were placed
equidistantly across the parameter space.
Next we evaluated the algorithms within a 2-dimensional
parameter space. This time 25 experiments were available to
be used, again with the ﬁrst 5 being placed equidistant across
the parameter space to allow for an initial set of hypotheses
to be generated. All observations had random Gaussian noise
applied to them and 12% of the observations were erroneous.
The simulation showed that the surprise technique provided
a signiﬁcant improvement over the alternate techniques, with
the results best shown using the example given in Fig 6, where
the surprise technique is the only strategy capable of giving a
reasonable prediction of the underlying behaviour.
Finally we performed a laboratory trial to characterise the
co-enzyme NADH. As discussed in Section II, NADH is an
important part of enzymatic reactions and has been considered
within previous work investigating enzymatic computation [2],
[7]. Additionally NADH has the nice property that it has a non-
linear behaviour where part of the behaviour can be predicted
using the Beer-Lambert law [47]. We performed a laboratory
trial where the machine learning component controlled the
concentration of NADH to use in the experiment and produced
potential hypotheses, the process of this procedure is discussed
further in Lovell et al. [12]. This trial was performed to
validate the surprise technique and the simulated problems
used. The prediction provided by the surprise technique for0
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Fig. 7. Illustration of hypothesis development and experiment placement over time in a one parameter laboratory characterisation of NADH. In (a) the most
conﬁdent hypothesis after 6 experiments is shown, where the ﬁrst ﬁve experiments are placed equidistant across the parameter space and the sixth is actively
chosen to investigate the curve of the behaviour at 0.42 mM. In (b) the most conﬁdent hypothesis after 8 experiments is shown, where the next two actively
chosen experiments obtain noisy observations causing repeat trials. In (c) the most conﬁdent hypothesis after 10 experiments is shown, where the remaining
experiments further evaluate the erroneous observations. A comparison to the theoretical response is shown in (c), where the prediction closes matches the
theoretical value for the linear region.
a characterisation of NADH over 10 experiments is shown
in Fig 7. The technique was able to sufﬁciently match the
theoretical prediction, detect the non-linearity of the behaviour
and focus a number of experiments on a region where more
noisy or potentially erroneous observations were obtained.
V. CONCLUSION
The dynamics and interactions of enzymes may contain
repeatable behaviours that can be harnessed for new modes
of computation. However, the complexity of the interactions
presents large and high dimensional parameter spaces to ex-
periment within, make discovering such interesting repeatable
behaviours difﬁcult. Currently the progress of enzymatic com-
putation has been slow. In order to allow enzymatic computa-
tion to progress, we believe that new tools are needed to aid the
researcher in identifying interesting and repeatable behaviours
cost effectively. Tools such as autonomous experimentation
allow for this, as they reduce the number of experiments
required through statistical machine learning techniques, while
microﬂuidic technology allows for the chemical cost per
experiment to be signiﬁcantly decreased.
The technologies presented also have wider implications
for unconventional computing and understanding complex
systems. The algorithms presented within the artiﬁcial ex-
perimenter, although motivated by enzyme characterisation,
are generic and can be applied to other discovery problem
where there are a large number of possible parameters and a
cost restriction. The discovery problems need not be directly
related to physical experimentation. For example, in systems
biology there is a problem that very large sets of data are
available, but the processing time restricts how much data can
be analysed, so autonomous experimentation algorithms could
be used to help choose the data to process [48]. Further to this,
the microﬂuidic technology presented here has many potential
applications within enzymatic computation. The ﬂexibility
of the technology, small resource requirements and ability
to produce rapid prototypes, make it an ideal platform for
hosting enzymatic computational systems or other chemical
computing techniques. The new processes we have developed
for producing these devices without the need for sophisticated
laboratory equipment, make the entry level requirements for
using this technology much more feasible than it once was.
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